In this paper we derive the continuum limit of a multiple-species, interacting particle system by proving a Γ-convergence result on the interaction energy as the number of particles tends to infinity. As the leading application, we consider n edge dislocations in multiple slip systems. Since the interaction potential of dislocations has a logarithmic singularity at zero with a sign that depends on the orientation of the slip systems, the interaction energy is unbounded from below. To make the minimization problem of this energy meaningful, we follow the common approach to regularise the interaction potential over a length-scale δ > 0. The novelty of our result is that we leave the type of regularisation general, and that we consider the joint limit n → ∞ and δ → 0. Our result shows that the limit behaviour of the interaction energy is not affected by the type of the regularisation used, but that it may depend on how fast the size (i.e., δ) decays as n → ∞.
Introduction
In this paper we study multiple-species particle systems with singular interactions. We focus on the leading application to edge dislocations in crystals with multiple slip directions. Dislocations are defects in the crystallographic lattice of metals, and the concerted motion of a large number of such defects gives rise to plastic deformation at the macroscopic scale. Yet, a satisfactory connection between the microscopic description of a large number of dislocations and macroscopic models for plastic deformation remains illusive. This paper takes a next step in clarifying this connection.
To take this next step, we consider a simplified microscopic model for the interaction energy of a collection of dislocations. In this model, dislocations are modelled as point defects in a continuum medium in two dimensions. Our objective is to derive a continuum energy as the number of dislocations tends to infinity, where dislocations are described in terms of a continuum density.
Our objective fits to the vast literature on the derivation of continuum, density-based models from interacting particle systems, both in deterministic and stochastic settings. In most studies the particles are identical (single-species), and their interactions can be attractive, repulsive (or a combination of the two), smooth or singular, radial or anisotropic. The derivation of such continuum models is far less studied for particle species involving multiple-species, especially for singular interactions. This has motivated us to go beyond the application to dislocations by starting from a more general multiple-species, interacting particle energy, and to derive the continuum limit thereof. Besides the application to edge dislocations, we also show that our setting applies to screw dislocations, vortices and particle systems interacting by Riesz-like potentials.
Formal setup for the case of edge dislocations
We consider Volterra's model for n ∈ N straight and parallel edge dislocations. In this model, each dislocation (labelled by i = 1, . . . , n) is characterised by a couple (x i , b i ), where x i ∈ R 2 is its position and b i is its Burgers vector in the unit circle S. Figure 1: Example of a configuration of n = 5 many edge dislocations denoted by '⊥'. The set {ξ 1 , ξ 2 , ξ 3 } ⊂ S is a given set of admissible Burgers vectors.
The interaction energy for Volterra dislocations is given bỹ
where V is the pairwise interaction potential between any two dislocations (x i , b i ) and (x j , b j ). It is given by (see, e.g., [HL82, (5-16)])
where b ⊥ denotes the clockwise rotation of b by π/2. This expression is related to the Green's function of the elasticity operator in an isotropic medium. Consequently, it has a logarithmic singularity at the origin. The sign of the singularity depends on b i · b j . Hence, aside from special cases, x →Ẽ n (x; b) is unbounded from below, even when all x i are confined to a compact set. Thus, to obtain a meaningful interaction energy for describing the dislocation positions, we need to alter the definition ofẼ n .
The regularised interaction energy
The unboundedness ofẼ n from below is a consequence of the singularity of V , which is an artefact from Volterra's dislocation model. In fact, more detailed, atomistic descriptions for the dislocation interaction potential are not singular at 0; see, e.g., [AO05, Sec. 5.3] . In order to remove the singularity at zero without adding the complexity of atomistic effects, the common approach is to regularise V over an atomic length scale δ > 0. This has been done in various ways:
-via the phase-field model developed by Peierls -via a cut-off radius within which dislocations do not interact [HL82] .
The choice for the regularisation V δ of V depends on factors such as accuracy, computational convenience, the possibility to describe dynamics, well-posedness or the possibility to establish a continuum limit. However, there is no consensus on which regularisation works best, and each available regularisation has a set of drawbacks (see, e.g., the overview in [CAWB06] ). For instance, a regularisation with leads to a computationally cheap model may fail in terms of accuracy.
Because of the different available choices for V δ , we set out to identify a large class of such choices for which the continuum limit passage as n → ∞ yields a meaningful limit energy, and for which the limit is independent of the choice for V δ . This class of regularisations is detailed in Assumption 2.2; in Section 1.3.1 we highlight the key structural assumption. Since we interpret the limit passage n → ∞ as zooming out from the material, we assume that the atomistic length-scale δ = δ n converges to 0 as n → ∞. Given δ n → 0 as n → ∞ and a regularisation V δn , the corresponding regularised interaction energy is
This is the energy for a collection of edge dislocations which we cover in our main result on passing to the limit n → ∞. In contrast toẼ n , we have multiplied in (3) by 2 for notational convenience. More importantly, we have included the diagonal in the double sum. This diagonal corresponds to a constant contribution to the energy given by
We interpret γ n as a ratio between n and δ n ; the condition γ n → 0 as n → ∞ is crucial for our convergence result to hold.
Main result: the limit n → ∞
We start by recalling previous convergence results as n → ∞ for systems of n dislocations: In particular, the result in [GLP10] is closely related to ours; it provides a convergence result for a large collection of edge dislocations. However, in [GLP10] the authors consider the specific regularisation by perforation, which does not seem to fit to our assumptions on V δn (see Assumption 2.2 and Section 4.2). Also, a finite domain is considered, the energy in consideration is the elastic energy of the perforated domain rather than a particle interaction energy, and the convergence is proven under the assumption that the dislocations are sufficiently separated. This separation assumption is lifted in the more recent papers [DLGP12] and [Gin19] . Instead, in this paper, we establish the convergence of E n from the viewpoint of particle systems, and show that our result applies to a large class of interaction potentials V and to several regularisations V δn thereof. In particular, this class covers integrable singularities of various strengths. Therefore, we believe our result to be interesting for general multiplespecies, interacting particle system such as those in recent studies [BBP17, DFF13, DFF16, EFK17, GvMPS19, vM18, vMM19, Zin16].
The key assumption on V and V δn
One of the main challenges for passing to the limit n → ∞ in the energy E n is to prove a lower bound on E n which is uniform in n. The origin of this difficulty is the fact that
Due to the minimal requirement that V δn → V as n → ∞, it is non-trivial to find a uniform lower bound on E n . The unboundedness of the tails of V can be dealt with in several well-known ways; we choose to deal with this later on in the choice of topology in our Γ-convergence result as n → ∞.
The singularity of V at 0 requires special care when proving a lower bound on E n for a suitable V δn . The key feature of V which we use to prove such a lower bound is that it can be decomposed as
. In this decomposition, the convolution terms carry the singularity and the function V reg ∈ C(R 2 ) is a regular remainder which describes the possibly non-integrable tails of V . Inspired by [CL05] , we construct such a decomposition in Proposition 4.1 with K = 4.
For the class of regularisations V δn (specified later in Assumption 2.2) we require the same kind of decomposition as in (5). More precisely, we assume that there exist regularisations
Our key motivation for this splitting is that the convolution terms yield -after summing in (3) -a non-negative contribution to E n (see the derivation in (16)). Consequently, we obtain a lower bound on E n on compact subsets of (R 2 ) n independent of n and δ.
As an assumption on V δn , we also require γ n → 0 as n → ∞, where γ n is defined in 4. Next we express this assumption explicitly in terms of n and δ n for the particular case in which V δn (0; b, b) ∼ log 1 δn , which corresponds, for instance, to the regularization by the usual mollifier supported in the ball with radius δ n . Then, it is clear from (4) that γ n → 0 is guaranteed when log 1 δ n ≪ n.
1.3.2 The Γ-limit of the interaction energy Our convergence result, Theorem 2.3, characterises the Γ-limit of the discrete energy E n with respect to a modified narrow topology. The narrow topology is natural when considering the limit of a collection of n particles to a particle density. We modify it by requiring the particles to remain in a compact set.
To describe this topology in detail, we first introduce the necessary framework. We fix an n-independent, finite set B := {ξ 1 , . . . , ξ S } ⊂ S of slip directions; see Figure 1 for an example. We require that b i ∈ B for any i and any n. This requirement allows for a convenient relabelling of the dislocation positions: for each s ∈ {1, . . . , S}, we denote by x s i ∈ R 2 with i = 1, . . . , n s all the n s ∈ N dislocations with Burgers vector ξ s . We note that S s=1 n s = n. Then, for each ξ s ∈ B, we consider the empirical measure
and observe that
where M + (R 2 ) is the space of non-negative, finite measures on R 2 , and P(R 2 ) ⊂ M + (R 2 ) is the subspace of measures with unit mass, i.e., the space of probability measures. Finally, we rewrite E n as
Next we specify the modified narrow convergence for µ n in P(R 2 × {1, . . . , S}). Convergence in this topology means that µ s n converges in the narrow topology to some µ s ∈ M + (R 2 ) as n → ∞ for all s ∈ {1, . . . , S}, and that the support of µ s n is bounded uniformly in n and s.
The Γ-limit of E n is an energy E(µ) defined for µ = (µ 1 , . . . , µ S ) ∈ P(R 2 × {1, . . . , S}). It has a somewhat complicated expression; see (19). However, when µ is absolutely continuous with sufficiently regular density, the expression simplifies to
which is clearly similar to (9). The modified narrow topology for µ n is however not the natural one for edge dislocations. Indeed, one can only observe the density of the net Burgers vector given by
which is in general not enough to reconstruct µ uniquely. For this reason, in Corollary 2.4 we study the Γ-convergence of E n with respect to the modified narrow convergence of
instead. The Γ-limit of E n is in this case a relaxation of the functional E in (10); see (29) for details.
In the general setting which we consider in Theorem 2.3, we replace in (9) and (10) the integrands by some potentials V st δn (x − y) and V st (x − y), and interpret µ as a list of densities of S different species. Then, we interpret V st as the interaction potential between species s and t, and V st δn as a regularisation of it. In Assumptions 2.1 and 2.2 we list the precise conditions on V st and V st δn , which are strongly inspired by (5) and (6). Note that this more general formulation requires no description of Burgers vectors ξ s .
Comments and outlook
We conclude the introduction by a discussion on the implications, applications and limitations of Theorem 2.3.
Special case in which regularisation is not needed. For the special case in which all potentials V st are lower-semicontinuous and bounded from below on bounded sets, the Γ-convergence result in Theorem 2.3 applies to the energyẼ n in (1). In this case, V st need not satisfy the structure assumption (5). This setting is typical for the single-species case, i.e., S = 1. For S = 1, a Γ-convergence result has been established in [CP18, Lem. 5.3].
Higher dimensions. While we have presented our main theorem in two spatial dimensions, our proof method applies to higher spatial dimensions with minor, obvious modifications.
Class of admissible regularisations. Since our main theorem, Theorem 2.3, allows for a class of regularisations (see Assumption 2.2 for details and Section 4 for practical examples), it serves as a criterion for the available regularisations (see Section 1.2) under which a collection of edge dislocations can be approximated by a dislocation density. In particular, the related continuum energy is independent of the choice of regularisation.
The assumption that the diagonal contribution γ n (see (4)) vanishes as n → ∞ is consistent with the viewpoint of zooming out as n → ∞. Indeed, if we interpret δ n as an atomic length scale and assume that δ n scales linearly with the typical distance between neighouring dislocations (which is 1/ √ n in our two-dimensional setting), we obtain δ 2 n ∼ 1/n. This is well within the range (7) which we obtained for a typical regularization V δn .
Class of admissible potentials. Theorem 2.3 applies to a class of potentials V st (see Assumption 2.1) beyond (2). In Section 3 we characterise prototypical examples of potentials within this class, and demonstrate how to construct admissible regularisations thereof.
Here, we give a formal motivation for the key structure assumption in Section 1.3.1 from a mathematical viewpoint, and relate it to similar assumptions in the literature. Assuming that the Plancherel theorem applies, we obtain by applying the Fourier transform F f = f in (10) that
A similar expression can be found for E n . Then, to show that E(µ) is bounded from below (non-negative in this case), it is sufficient to show that the matrix (
is in general not positive semi-definite, the role of V reg in the decomposition in (5) is to capture the non-positive semi-definite part. The role of the convolution terms is to make it obvious that the remainder is positive semi-definite; indeed,
which clearly yields a non-negative contribution when inserted in (12). Non-negativity or positivity of the Fourier transform of the interaction potential is a recurring assumption in the study of continuum interaction energies such as E or in the study on the convergence of the underlying particle system; see, e.g., [GvMPS16, GvMPS19, GPPS13, KvMar, vM18, MRS19] . Here, we have decided to avoid using the Fourier transform in the assumptions on the interaction potentials to make the application to bounded domains easier.
Comparison with [GvMPS19] . In [GvMPS19] , evolutionary convergence is studied of the gradient flow of E n for edge dislocations with S = 2 and B = {e 1 , −e 1 }. The limiting gradient flow is that of the Γ-limit E. Evolutionary convergence is proven under the condition δ 2 n ≫ 1/ log n. This condition is much more restrictive than ours in (7), which is due to the dynamical setting. In addition, [GvMPS19] provides a class of counterexamples for the convergence of the gradient flow of E n to that of E under the condition δ n ≪ n 2 . Comparing this condition to (7), we observe that there is quite a significant regime in the (n, δ) parameter space where the static convergence (i.e., Γ-convergence) holds, but where the evolutionary convergence fails.
Next we translate this observation into a property of the regularised version of Volterra's model for edge dislocations (equipped with a linear drag law for their motion). During the gradient flow of E n , [GvMPS19] shows that dipoles (i.e., pairs of dislocations with opposite Burgers vector whose positions are very close) may impede the dynamics of x. Yet, the flow field in the gradient flow of E is independent on any dipole density, and thus µ cannot be impeded by a dipole density. The result of Theorem 2.3 implies that an excess of dipoles can only lower the energy E n by a value which vanishes as n → ∞. Hence, while the dynamical setting needs special treatment of dipoles, the static setting requires no such treatment.
The intriguing question on small δ n . Other than the difference in the scaling regimes of δ n where Theorem 2.3 and the evolutionary convergence in [GvMPS19] hold, they have in common that both convergence results do not yield the expected interaction energy E or the gradient flow thereof when δ n is too small with respect to n. This is in line with a growing set of observations in recent literature (see, e.g., [CXZ16, vM18] and [vM15, Chap. 9]) on continuum limits of multiple-species interacting particle systems with singular interactions. It is interesting to note that such interesting phenomena for small δ n do not occur in single-species scenarios. Indeed, as mentioned above, it is often possible to prove such limits without the need to regularise the singularity.
Formally, the difficulty with small δ n is that the diagonal terms in (3) (described by γ n defined in (4)) do not vanish as n → ∞. This discrete effect is not captured in our proof of the Γ-liminf inequality in Theorem 2.3, which merely relies on the structure assumption in Section 1.3.1. Hence, the resulting inequality is not sharp enough, and seems to require a renormalisation to recover the contribution of γ n . We note that simply removing γ n from E n does not work, as such energy resemblesẼ n , for which there is no sufficient lower bound.
Despite this complexity, there are results in the literature where the case of small δ n is treated. For instance, in [GLP10] and [MPS17] treats this case under the restriction that dislocations remain separated by a separation distance r n . This results effectively in a further regularisation of V δn at scale r n . In more recent results, however, this separation condition has been removed (see [DLGP12] and [Gin19] ) by means of a ball-construction in the Ginzburg-Landau spirit. This ball-construction relies on the detailed structure of the corresponding elastic energy on the perforated domain. Hence, it remains an open problem to obtain a meaningful limit as n → ∞ of a rescaled or renormalised version of E n when γ n does not vanish as n → ∞.
The paper is organised as follows. In Section 2 we state and prove our main result, Theorem 2.3, on the Γ-convergence of E n for a class of interaction potentials. In Corollary 2.4 we prove the Γ-convergence for a different topology on κ n in (11). In Section 4 we show that Theorem 2.3 applies to the case of edge dislocations, and that several of the regularisations used in the literature (such as mollification and a type of perforation) fit to the assumptions on V δn . Preceding this section, in Section 3 we show how Theorem 2.3 applies to other potentials of interest, whose treatment allows for lighter computations.
The Γ-limit in the general setting
In this section we prove our main Γ-convergence result, Theorem 2.3, for a certain class of potentials. We use the same notation as in Section 1.3.2, except for the interaction potential between two particles of species s, t ∈ {1, . . . , S}, which we denote by V st . This covers the case of edge dislocations by setting V st (x) = V (x; ξ s , ξ t ). Similarly, the regularised interaction potential is denoted as V st δ . Then, the energy for the particle system is given by
which is the analogue of (9). Again, we consider δ n → 0 as n → ∞, and assume that
tends to 0 as n → ∞. The assumptions on V st and V st δ are specified in the following.
Assumptions on V st and V st δn
Here we translate the properties (5) and (6) of the potentials for edge dislocations in terms of precise assumptions on the general potentials V st and V st δ .
Assumption 2.1 (Properties of V st ). We assume that V st decomposes as
where
Given a potential V st which satisfies Assumption 2.1, we impose the following (minimal) requirements on the regularised potential V 
where V 
(ii) (Uniform convergence in any annulus).
Next we comment on the motivation for the four conditions in Assumption 2.2. Condition (i) ensures sufficient regularity, (ii) ensures consistency with V st , and (iii) assumes that the components of the decomposition are consistent with those in (14). Condition (iv) is imposed for technical reasons; it provides a uniform upper bound on V st δ close to 0. We rely on this condition when constructing a recovery sequence in the proof of Theorem 2.3. Even when V δ does not satisfy this condition, or when this condition is difficult to prove, Theorem 2.3 may still hold. In such case, only the construction of the recovery sequence needs to be redone.
To illustrate that Assumptions 2.1 and 2.2 cover several potentials of interest, including that of edge dislocations, we show in Sections 3 and 4 how such potentials can be shown to satisfy these assumptions.
Rewriting the energy As mentioned in the introduction, the decomposition of V st δ in (15) provides a uniform lower bound on the energy, at least when µ n is compactly supported. This can be seen by simply rewriting the energy as follows:
Indeed, the second term in the right-hand side is non-negative, and the first term is bounded from below because of Assumption 2.2(ii) and the imposed bound on the support of µ n . To ensure that the support of µ n remains uniformly bounded in our Γ-convergence result, we modify the narrow topology by requiring the support to be bounded.
The modified narrow topology We define the modified narrow topology on P(R 2 × {1, . . . , S}) as follows:
s as n → ∞ for all s, and
Here, µ s n ⇀ µ s denotes the narrow convergence of µ s n to µ s in M + (R 2 ). It is defined as follows:
The main Γ-convergence result Before stating the main result, we give the precise definitions of E n and E:
The expression for E n is taken from (16). The computations in (16) and (9) show how it can be rewritten explicitly as a particle interaction energy. Regarding E, we note that it is well-defined on D(E) with values in (−∞, ∞]. Indeed, the first term is finite because supp µ is bounded. In the second term, W and W s δn,k . Let E n and E be the energies defined respectively in (18) and (19). If γ n → 0 as n → ∞ (see (13)), then E n Γ-converges to E with respect to the modified narrow topology (17), i.e.,
Proof. For convenience, we set
, and use the same notation for other potentials. We write E n = G n + F n with
.
(21) Analogously, we write E = G + F .
First we prove that G n is a continuous perturbation with respect to the modified narrow topology, i.e., for all µ ∈ D(E) and all µ n ∈ D(E n ) with µ n c ⇀ µ, it holds that G n (µ n ) → G(µ) as n → ∞. With this aim, we fix s, t, and let µ and µ n be arbitrary such that µ n c ⇀ µ as n → ∞. Let K ⊂ R 2 be the compact set which satisfies supp µ n ⊂ K for all n ∈ N + . By Assumption 2.2(iii)(b) it holds that V δn,st reg
Hence, it remains to show that F n Γ-converges to F with respect to the modified narrow topology.
The
where · , · is the duality pairing consistent with the inner product in
s , which is independent of the choice of the subsequence. We conclude that lim inf
The limsup inequality (20b) for F n . We first show, by a density argument, that it is enough to establish (20b) for µ ∈ L ∞ (R 2 × {1, . . . , S}) ∩ D(E). With this aim, let µ ∈ D(E), and set µ 
for every k, and thus F (µ ε ) → F (µ) as ε → 0. Next we fix any µ ∈ L ∞ (R 2 × {1, . . . , S}) ∩ D(E) and construct a recovery sequence µ n ∈ D(E n ) for it by 'discretising' the density µ. We do this by putting the particles x s i on a square lattice to guarantee their separation. As a first step, we define for any n ≥ 1 the lattice Λ n := r n Z 2 with
and S coarser sub-lattices thereof given by Λ s n := ⌈ √ S⌉Λ n + {ℓ s r n } for s = 1, . . . , S for some ℓ s ∈ {0, 1, . . . , ⌈ √ S⌉ − 1} 2 , where ℓ 1 , . . . , ℓ S are all different. We note that Λ s n and Λ t n are disjoint whenever s = t.
Then, for each species s, we approximate µ s by choosing n s points x s i ∈ Λ s n such that
and such that the corresponding measure µ n defined in (8) satisfies µ n ∈ D(E n ) (i.e., S s=1 n s = n) and µ n c ⇀ µ as n → ∞. Then, the particle positions satisfy the following separation condition:
In addition, it is easy to check that supp µ n ∪ supp µ ⊂ K for some compact set K ⊂ R 2 independent of n. Finally, we show that µ n is a recovery sequence for µ, i.e., E n (µ n ) → E(µ) as n → ∞. Since µ ∈ L ∞ , we recall that E(µ) can be recast as in (10), and thus it suffices to show that¨R
To prove (23), we take 0 < ε < 1 arbitrary, and define the open 'thick diagonal' in
Since µ is absolutely continuous with bounded density, µ
by Assumption 2.2(ii) we have thaẗ
for all s, t ∈ {1, . . . , S}.
To conclude (23), it suffices to show that
where the constant c ε > 0 is independent of n, s and t, and c ε = o(1) as ε → 0. For the first integral in (24), we estimate
To estimate the second integral in (24), we first treat the case s = t. Then, similar to the computation above, we obtain from Assumptions 2.2(iv) that
We interpret β n ε as a discretization of β ε :=˜∆
, which is o(1) as ε → 0 and independent of n. However, β n ε may be larger than β ε because of the singularity of U st . Yet, by the construction of µ n (see, e.g., Λ n , Λ s n and r n defined above), it is not difficult to construct an n-independent constant C > 0 such that β n ε ≤ Cβ ε . We finish the proof of (23) for s = t with a sketch of a possible construction for this constant C.
First, by assuming that all lattice sites of Λ t n are occupied, we obtain
where we have used that Λ s n is periodic for any s. Then, we order the points in Λ := Λ 
For the next 12 points y 5 , . . . , y 16 , we have by construction that |x
This yields the following condition on a:
Continuing this construction for points y k that are at least
far away from x s 1 , we obtain the sufficient condition a ≤ c/ µ ∞ for some c > 0 independent of ε and n. Finally, with a and A k as constructed above, we use that U st is decreasing in the radial direction to continue (26) by
This completes the proof of (24) for the case s = t.
The case s = t can be treated with a minor adjustment. Indeed, in (25) the selfinteraction of x s i needs to be separated from the summation before estimating V ss δn by U ss . This yields
The second term can be treated analogously to the case s = t; the first term is bounded by γ n , which is assumed to vanish as n → ∞.
Γ-convergence in a weaker topology As mentioned in the introduction, for the case of edge dislocations, it is physically more relevant to prove a Γ-convergence result for the topology on κ n as defined in (11). We do this here for a general potential V st satisfying Assumption 2.1, and use the set of Burgers vectors B = {ξ 1 , . . . , ξ S } only to define the topology in (11).
To apply Theorem 2.3 to E n when written as a function of κ n , it is convenient to be able to reconstruct µ n uniquely from κ n . A sufficient condition for this reconstruction is that no two dislocations are at the same position. Hence, we set
Then, on D • (E n ), E n can be defined as in (18b) as a function of κ n . In the continuum setting it is not always possible to reconstruct µ uniquely from
Indeed, if B is a set of linearly dependent vectors, then |κ|(R 2 ) can attain any value in [0, 1]. In particular, if |κ|(R 2 ) < 1, then there is no unique µ for which (28) holds. For κ ∈ M(R 2 ; R 2 ), let
ξ s µ s and supp µ ⊂ {0} ∪ supp κ be the related set of compatible µ. The singleton {0} is added to the support with the sole purpose to have A(0) non-empty. Since A(κ) may be empty for other κ ∈ M(R 2 ; R 2 ), we set
as the support of the continuum limit E, which is then defined as the relaxation of E defined in (19) over A(κ):
For our Γ-convergence result, we use again the modified topology, but this time on the space M(R 2 ; R 2 ):
κ n ⇀ κ as n → ∞, and
Corollary 2.4 (Γ-convergence). Let S ∈ N be positive, and let ξ 1 , . . . , ξ S ∈ S. Let E n be as in (9) with domain D • (E n ). Then, under the same conditions of Theorem 2.3, E n Γ-converges to E with respect to the topology in (30), i.e.,
Proof. The liminf inequality (31a). Given any κ n c ⇀ κ, let µ n be defined by (11). Since κ n is tight, for each s the sequence µ s n is tight too, and thus µ s n converges along a subsequence (not relabelled) to some µ s with µ s (R 2 ) = lim n→∞ n s /n. Hence, the obtained measure µ satisfies µ ∈ D(E), and thus we find that κ = S s=1 ξ s µ s ∈ D(E). We conclude from Theorem 2.3 that lim inf
The limsup inequality (31b). Given κ, let (µ ε ) ε>0 ⊂ D(E) be a minimising sequence for the minimisation problem in (29b), i.e., E(µ ε ) → E(κ) as ε → 0. Then, for any ε > 0, Theorem 2.3 provides a sequence µ 
. From a diagonal argument we obtain a sequence ε n → 0 as n → ∞ such that κ n := κ εn n ⇀ κ as n → ∞ and lim sup n→∞ E n (κ n ) ≤ E(κ). It is left to show that κ n ∈ D • (E n ) and κ n c ⇀ κ as n → ∞. From the construction of µ εn n in the proof of Theorem 2.3 in terms of the particle positions x s i it follows that κ n ∈ D • (E n ) and that there exists a constant C > 0 independent of n such that
Then, since supp µ εn ⊂ supp{0} ∪ κ for all n, we have that supp µ εn n is bounded uniformly in n, and thus κ n c ⇀ κ as n → ∞.
Riesz potentials
In this section we show how Theorem 2.3 can be applied to potentials V st whose singularity is described by a Riesz potential. The Riesz potentials are defined for some parameter 0 < a < 2 by V a (x) := |x| −a for all x ∈ R 2 \ {0}.
To focus the attention to V a and not to V st constructed thereof, we consider the easiest non-trivial case given by 2-species (i.e., S = 2) for which V st := (−1) s+t V a . This case corresponds to positively and negatively charged particles with a different interaction potential than the Coulomb potential (the Coulomb potential is given by V (x) = − log |x|; we treat this case briefly in Section 3.4). We also provide two examples for regularised potentials V st δ in Sections 3.2 and 3.3.
The Riesz potentials fit to Assumption 2.1
Let 0 < a < 2. We show that V st = (−1) s+t V a satisfies Assumption 2.1 with K = 1. With this aim, we recall that
in the sense of tempered distributions, where C a , C ′ a > 0 are explicit constants. Inspired by this observation, we set
where b := 1 + a 2 and ψ(x) := 1 ∧ (2 − |x|) ∨ 0 is a continuous cut-off function. Since the dependence of the potential on s and t is solely through the multiplication by −1, we often set
It is easy to see that most of the conditions in Assumption 2.1 on the potentials V st reg and W s are satisfied. The only condition which may not be obvious is whether V reg is continuous at the origin. To prove this, we take x = 0, and write 1
We observe from 2b = 2 + a that the right-hand side is finite for x = 0. Setting
as this value, we obtain from the constant parts of ψ that
where the domain
is bounded in size uniformly in x, and
It is then easy to verify that both integrals in (33) tend to 0 as x → 0. We conclude that V reg is continuous at 0.
Example 1 for V δ : approximation from below
Here we provide our first example for a regularisation V δ of V which satisfies Assumption 2.2. We set V δ reg := V reg and take W δ as a continuous approximation of W from below. More specifically, we take W δ continuous, radially symmetric and decreasing in the radial direction such that 0 ≤ W δ (x) ↑ W (x) for all x = 0. Two examples of such W δ are
It is readily verified that
, the dominator U in Assumption 2.2(iv) can simply be taken as V ).
Example 2 for V δ : mollifying V
Here we provide our second example for V δ , which is constructed by mollifying V . With this aim, let ϕ ∈ C(R 2 ) be radially symmetric with compact support,´R 2 ϕ = 1 and
For δ > 0 we define ϕ δ (x) := ϕ(x/δ)/δ 2 and Φ δ (x) := Φ(x/δ)/δ 2 , and note that Φ δ = ϕ δ * ϕ δ . Finally, we set
Assumption 2.2(iii) is satisfied by construction. By observing that
it is clear that Assumptions 2.2(i) and 2.2(ii) are satisfied too. To show Assumption 2.2(iv), we construct a dominator U. First, we take any x ∈ R 2 with |x| = 1, and note by the radial symmetry of V δ that the function
is independent of the choice of x. Moreover, γ is continuous on (0, ∞) with γ → 1 as δ → 0 and γ → 0 as δ → ∞. Thus,
is finite. To extend to αx ∈ B(0, 1) for any 0 < α < 1, we use (34) to compute
Hence, for any x ∈ B(0, 1) \ {0}, it follows from the argument above that
The logarithmic potential
For V (x) = − log |x|, the energy E n models both a collection of screw dislocations as well as a collection of vortices, and is therefore of independent interest. Since the interaction potential for edge dislocations in (2) is a more complicated potential of logarithmic type, we refer to Section 4 for fitting V to Assumption 2.1 and for constructing regularisations V δ of it which satisfy Assumption 2.2. In particular, for the decomposition of V in (14), the analysis in Section 4.1 can be somewhat simplified by using the structure on screw dislocations obtained in [BM17] .
The case of edge dislocations
In this section we show that Theorem 2.3 applies to the model case of edge dislocations. Similar to Section 3, we first show in Section 4.1 that V (· ; b i , b j ) as defined in (2) 
The interaction potential between edge dislocations
For the analysis in this section, it is more convenient to express V (· ; b i , b j ) in terms of the angles φ i and φ j which the respective Burgers vectors b i and b j make with the horizontal axis, i.e., cos φ i = b i · e 1 and cos φ j = b j · e 1 . Then, we rewrite (2) as
To find a decomposition of the form (14), we use the interpretation of V as a renormalisation of the elastic energy in the surrounding elastic medium. This derivation is done in [CL05] . Here, we briefly recall the setting and several results from [CL05] . Let the elastic domain be given by a simply connected, smooth and bounded domain Ω ⊂ R 2 . The interaction potential between two dislocations at x, y ∈ Ω with Burgers vectors given in terms of the angles φ and ψ is given by
In (36), C is the tensor of isotropic linearised elasticity defined, for F ∈ R 2×2 , as
The product
denotes the Frobenius inner product between matrices. Finally, the function
in distributional sense, where b φ is the Burgers vector related to φ. In other words, the function K φ describes the strain in R 2 induced by a dislocation at 0 with Burgers vector b φ . The explicit expression for K φ is given in (42). Here, it is enough to know that
for some regular, R 2×2 -valued functionK φ . We note that the expression of V Ω in (36) resembles the convolution terms in (14). Indeed, for a convenient choice of Ω, we show in Remark 4.3 that we can rewrite it as a sum of convolutions of some functions W φ k . Moreover, In [CL05, Prop. 5.2] it is already shown that
as |x − y| → 0, as long as x, y ∈ Ω stay away from ∂Ω. Note that this expression is consistent, up to the multiplicative constant
, with that of V in (35). Next we build further on these observations to find a decomposition of V as in (14). In particular, in Proposition 4.1 we update the expansion in (39) up to o(1) and show that V Ω captures the singularity of V at 0. This is non-trivial, because the second term in (35) is discontinuous at 0. Proposition 4.1 (Decomposition of V ). Let V be as in (35). Then, for all φ, ψ ∈ [0, 2π) there exists V reg ( · ; φ, ψ) ∈ C(R 2 ) such that for all x, y ∈ R 2 with x = y,
where C and K φ are as in (36), and B(x, 1) and B(y, 1) are the balls of radius 1 centred at x and y respectively. Moreover, for a bounded Lipschitz domain Ω ⊂ R 2 , it holds that
The decomposition in (41) is essentially the splitting of the Green's function relative to Ω, in the linearised elasticity context, into its 'fundamental solution' part, and a smooth term carrying the information on the boundary contribution. The proof of Proposition 4.1 is left to Appendix A. 
In conclusion, Proposition 4.1 and Remark 4.3 provide a decomposition of V of the type (35). It is readily checked that this decomposition satisfies Assumption 2.1.
Example 1 for V δ : perforating the domain
Given the decomposition of V as in Section 4.1, we construct a regularisation V δ of it which satisfies Assumption 2.2. Inspired by the idea to perforate the domain, we set 
To show Condition (iv), we fix some 0 < ε < 1, and use (38) and (32) to estimate for all x ∈ R 2 \ {0}
While the regularisation above fits, the actual regularisation by perforating the domain as introduced in [CL05] does not fit to our framework. Here we briefly explain the reason for this. In [CL05] , the regularisation by perforation is defined for a bounded domain Ω. Given a set of dislocation positions x ∈ Ω n , the domain Ω is substituted by the perforated domain
Then, the minimal value of the elastic energy on Ω δ (under appropriate boundary conditions which enforce the presence of the dislocations) is a function of the dislocation positions, and can therefore be interpreted as a regularised interaction energy for edge dislocations. However, since Ω δ has holes around each dislocation, this energy contains multi-body interactions which do not fit to the pair-interaction energy in (3). The main result in [CL05] is an expansion of this energy under the assumptions that all dislocations are sufficiently separated. Then, the multi-body interactions are of lower order, and the leading interaction energy is of the typeẼ n in (1).
4.3 Example 2 for V δ : mollifying V As in Section 3.3, we set
where we assume that the mollifiers ϕ δ and Φ δ satisfy the same conditions as in Section 3.3. Again, we set V δ (x; φ, ψ) as in (15), observe as in Section 3.3 that
and notice that Assumptions 2.2(i)-(iii) are obviously satisfied.
Assumption 2.2(iv) is less trivial to check. We prove that it is satisfied by constructing a dominator U. By the uniform convergence in Assumption 2.2(ii) it is sufficient to construct U(x) for any |x| and δ small enough. With this aim, let x ∈ B(0, ). Observing from (35) that |V (x; φ, ψ)| ≤ − log |x| + 1, we obtain from Φ δ ≥ 0 that
To bound the convolution term, we first recall that the mean-value property of the subharmonic function log | · | implies log |x| ≤ 1 2πrˆ∂ B(x,r) log |y| dy for all r > 0.
Then, since Φ δ is radially symmetry with support in B(0,
Hence, U(x) := − log |x| + 1 is a dominator for V δ (· ; φ, ψ) for any φ, ψ ∈ [0, 2π).
Remark 4.4 (Mollifying the dislocation core). Note that the choice of regularisation of V by mollification is equivalent, at the level of the energy, to mollifying the dislocation cores by ϕ δ , and plugging the resulting density ϕ δn * µ n into the energy E obtained as the Γ-limit. Indeed, from (9) and (10) we find that
A Proof of Proposition 4.1
The proof of Proposition 4.1 is a quantitative version of the proof of [CL05, Prop. 5.2].
Since it is computationally heavy, we first introduce some convenient notation and recall some formulas from [CL05] .
For an angle φ ∈ [0, 2π), we denote with J φ ∈ SO(2) the matrix corresponding to a counter-clockwise rotation by φ. We further setr φ := J φ e 1 ∈ S. We take K φ and C as in (36), where 
Since C is rotationally invariant, we have for any angle φ and any A, B ∈ R 2×2 that
The stress corresponding to
Outside of the branch cut parametrised by αe 1 for α ≥ 0, K φ is the gradient of
Along the branch cut, we observe that the jump is given by
Next we prove the auxiliary identity
From (42) we observe that K φ (r, θ) consists of a sum of four terms, each of the form In the remainder we focus only on the right-hand side. We remove the tildes for convenience.
In terms of dislocation interactions, (45) corresponds to the setting in Figure 2 , where x = (r, θ) are the polar coordinates. To apply integration by parts on´B (0,1) CK : K φ x , we use that K φ x = ∇w φ x away from a branch cut connecting x to ∂B(0, 1). We take the particular branch cut Γ as in Figure 2 , which is parametrised by γ(s) = sr θ with s ∈ [r, 1]. Then, using Div CK = 0, we obtain We conclude that (41) holds for Ω = B(0, 1). Next we prove (41) for any bounded Lipschitz domain Ω. By the translation invariance, it is not restrictive to assume 0 ∈ Ω. We writê 
Since Ω \ B(0, 1) is contained in some annulus centred at 0, we find that K and K φ are uniformly bounded on Ω \ B(0, 1), and thus the first integral in the right-hand side of (48) is finite and an independent of x. Moreover, K φ x → K φ uniformly in any annulus centred at 0 as x → 0. Therefore, the value of the second integral is continuous in x at 0. This concludes the proof of (41).
We establish (40) with similar arguments. Again, we change coordinates to rewrite the first term in the right-hand side of (40) 
