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Measurements of nucleon electroexcitation resonance cross-sections give unique
insight into the dynamics of the strong interaction and our knowledge of Quantum
Chromodynamics (QCD). The analysis of exclusive electroproduction data is an im-
portant tool in understanding the structure of the nucleon and its excited states.
Exclusive channels give a clear way to extract the desired resonant contributions
from non-resonant contributions. A gap in the helicity amplitudes extracted from
single-pion cross-section data exists for virtual photon momentum transfers (Q2) in
the range of 1 − 2 GeV2. Using data collected by the CEBAF Large Acceptance
Spectrometer (CLAS) detector with a beam energy of 4.8 GeV, the reaction chan-
nel γ∗p → nπ+ is used in this study to investigate the kinematic region covering
W = [1.1, 1.82) GeV and Q2 = [1.1, 3.5) GeV2. This work expands on the previ-
ous kinematic coverage for charged single-pion electroproduction and increases the
angular coverage of previously extracted kinematic bins.
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To investigate the underlying strong nuclear force which binds the quarks together
in nucleons, physicists and engineers have designed and built particle accelerators
to perform nuclear physics experiments. By accelerating particles to within a few
percent of the speed of light and scattering them off a nuclear target, experimentalists
can investigate the nucleus’s underlying physical properties by carefully recording
and analyzing the final state particles. The Continuous Electron Beam Accelerator
Facility (CEBAF), located at the Thomas Jefferson National Laboratory (JLab), is
designed to accelerate electrons to high energies and perform a wide range of nuclear
physics experiments.
Using the beam provided by CEBAF, electrons are scattered off of a proton rich
target material, and the resulting electrons are investigated. Looking into the reac-
tions invariant mass, a spectrum of resonance peaks appear as seen in Figure 1.1.
These peaks represent elastically scattered protons and transitions from the ground
state to higher energy excited states. However, the spectrum of peaks does not rep-
resent just one excited state. Instead, these peaks contain a collection of excited
states which can be separated and explored. This collection of resonances with dif-
ferent mass and spin parity are generally referred to as N∗s [4]. To understand the
individual resonances in these peaks, investigations into what particles the resonance
1
decayed into, called the reaction channel, and the final products’ angular distribution
are used to separate off single final states.
There are two main types of experiments performed with CLAS to measure scat-
tering cross-section. Electroproduction, where electrons incident on a target interact
via the exchange of a virtual photon giving values of Q2, the squared four momentum
transferred by the virtual photon, which vary based on the electrons scattering an-
gle. The other type of experiment is photoproduction, where real photons with a Q2
value of 0 interact with a nuclear target. The value invariant mass,W , of the reaction
serves as a way to extract the resonant and non-resonant reaction amplitudes and
calculate the differential cross-section. The values of the cross-section are given, not
only as a function of W and Q2, but also as a function of the angular distributions
of the final state particles in the center of mass (COM) frame (θ∗,φ∗).
In an electroproduction experiment the kinematic equations representing the vir-
tual photons four momentum transfer, are calculated from the momentum and energy
of the incoming and outgoing electron Lorentz vectors, eµ and e′µ respectively. The
virtual photon four momentum, qµ, is calculated by taking the difference of incoming
and outgoing electron, and the momentum transferred by it given by,
Q2 = −qµqµ, (1.1)
where,
qµ = eµ − e′µ. (1.2)
In the high-relativistic limit, where the mass of the electron is small compared to its
energy, approximations can be made to this formula,






' 2EE ′ [1− cos (θe′)] ,
(1.3)
highlighting the dependence of Q2 on the incoming beam energy, E, as well as the
scattered electrons energy, E ′, and the electron scattering angle, θe′ .
2
The invariant mass of the reaction takes into account the total energy available





(qµ + pµ)(qµ + pµ). (1.4)
With the proton target at rest, the invariant mass can be written as,
W =
√
Q2 +M2p + 2Mp (E − E ′), (1.5)
showing the dependence on the total energy transfer and the masses of the system.
Figure 1.1: Distribution of the kinematics of scattered electrons for the
experimental run E1D. The distribution of the momentum transferred
(Q2) versus the invariant mass (W ), with the projection of invariant
mass overlaid to highlight the resonant peaks.
By determining the number of decays in each of the spectrum peaks and looking
at the final state particles angular distribution, the nuclear cross-section can be de-
termined. Phenomenologists can use this cross-sectional scattering information and
theory to understand the structure of nucleons better and give insights into the un-
derlying strong nuclear force and the theory of Quantum Chromodynamics (QCD)
which can be used to describe these reactions.
3
Independent analyses describing electrocouplings in the low-lying resonance region
are consistent with each other across various exclusive final states even though these
reactions have fundamentally different mechanisms for the non-resonant background.
This shows the validity of the reaction models’ ability to extract the resonance elec-
trocoupling.
1.2 Cross-Sections
The N∗ program comprises a world wide collaboration of physicists, whose goal is
to investigate the dynamics of the strong interaction through observations of nu-
cleon excitations. The subsequent decay of these nucleon resonance states can be
observed experimentally via their cross-sections. Using theories of quantum mechan-
ics and experimentally measured cross-sections, theoreticians can develop reaction
models, which help to understand the underlying electrocouplings better and ulti-
mately better inform our knowledge of QCD. By working together, experimentalists
and theoreticians push forward the boundaries of our understanding of QCD and the
physical world.
The total cross-section Eq. 1.6 is defined in terms of the virtual photon flux factor
Γ from the electron times the hadronic cross-section.
d5σ
dEe′ dΩ∗, dΩe′




The hadronic cross-section, d2σ
dΩ∗π
, is described in terms of the solid angle of the scat-
tered pion, Ω∗π, by,
d2σ
dΩ∗π
= σT + εσL + εσTT cos (2φ∗π) +
√
2ε (1 + ε)σLT cosφ∗π, (1.7)
where σT , σL, σTT , and σLT are the structure functions that are dependent onW , Q2,
and θ∗π [12]. These structure functions can be extracted using fits to the cross-section
and used to compared to a variety of models.
4
Figure 1.2: A reaction diagram representing γ∗p→ nπ+ electroproduc-
tion.
1.3 Single-Pion Reaction Channel
There are many different reaction channels that excited nucleons can decay into fol-
lowing conservation of energy, charge, and baryon number. This research highlights
the Nπ reaction channels and focuses on extracting cross-sections from the charged
single-pion reaction channel. Both of the Nπ channels produce a nucleon, represented
by N and a single pion in the final state, with the charged single-pion reaction,
γ∗p→ nπ+, (1.8)
producing a neutron and a positive pion in the final state and the neutral pion reaction
channel,
γ∗p→ pπ0, (1.9)
producing a proton and neutral pion in the final state. Figure 1.2 illustrates this
reaction for the nπ+ final state. Recent extractions of cross-section information from
the nπ+ channel, [24] and the pπ0 channel [17] along with other CLAS analyses, span
a wide range of kinematics, as seen in Table 1.1.
5
Table 1.1: Current Q2 and W ranges covered by the CLAS Nπ electro-
production data for differential virtual photon cross sections [7].









Studies of exclusive electroproduction, with all particles identified in the final
state, are important for extracting the resonance region’s electrocouplings. With
both resonant and non-resonant contributions to the spectrum in the data, exclusive
channels provide a way to extract the desired resonant contribution since the res-
onance electroexcitation independent of the hadronic decay amplitudes. Therefore,
consistent results on the electrocouplings from independent studies of different exclu-
sive electroproduction channels are of particular importance to validate their reliable
extraction with minimal model dependence [7].
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Figure 1.3: The red points represent the helicity amplitudes for the
γ∗p→ N(1440)P11 transition in the first row and γ∗p→ N(1535)S11 in
the second row from previous CLAS data [3]. Highlighted in blue is the
region of Q2 for which this analysis will obtain cross-sectional data.
A break in the experimentally extracted data has led to a gap in the reaction
models and their predictions for the Nπ reaction channel in the region of the 1 −
2GeV2. Obtaining the cross-sections from experimental data in this region will be
used to feed back into the model to give insight into this region and improve the
coverage for models and our physical understanding of the physics.
By categorizing and quantifying these events the cross-section will be determined
in the regions of interest, mainly the N∗ resonance region. With the final state π+
recorded, the scattering angle of the π+ particle in terms of the reaction’s rest (COM)
frame can be described by the angles defined in Figure 1.4. Plotting the cos (θ∗) versus
φ∗ yeilds, seen in Figure 1.5, begins to illuminate the cos(2φ∗) + cos(φ∗) distribution
of the hadronic cross-section Eq. 1.7.
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Figure 1.4: Diagram representing the momentum vectors and the angle
definitions for the nπ+ reaction θ∗π, φ∗π, and the electron θe [24].
Figure 1.5: Angular distribution of the π+ for all kinematic bins with





Jefferson Lab is a U.S. Department of Energy Office of Science lab located in New-
port News, Virginia. It has a single scientific focus to investigate nuclear physics
phenomenon using a beam of accelerated electrons. At the heart of the facility is
the Continuous Electron Beam Accelerator Facility or CEBAF which takes electrons
at rest and accelerates them up to a maximum of 6 GeV. Currently, with the new
upgrades to CEBAF, electron beams can be accelerated up to 12 GeV.
CEBAF is built in a racetrack configuration with two linear accelerator portions
at each side and a set of recirculating arcs present at each of the ends of the linear
portions. Electrons are put into the system through the injector, seen in the bot-
tom left corner of the diagram. The electron is then sent through the first set of
20 Cryomodules until it reaches the recirculation arcs where, depending on its en-
ergy the electron will go into one of the five beam pipes to curve it around to the
other linear accelerator. Magnetic fields are used to curve the beams inside of the
recirculation arcs and since the magnetic force on a charged particle is proportional
to its momentum, different magnetic field strengths are needed for each beam pass.
Electrons with the least energy travel to the uppermost arc while electrons with the
most energy travel into the lowest arc. Once the electrons have passed through the
arcs they are directed into the second set of linacs (linear accelerators). This boosts
the energy even more until the electrons reach the next set of recirculation arcs and
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Figure 2.1: Design of CEBAF with inserts showing the location of the
cryomodules and recirculating arcs in the underground tunnels [19].
the electrons are back to the starting point. Electrons can be recirculated around
this racetrack configuration, up to 5 times, until they reach the desired beam energy
for the experiment and then are sent into one of the three experimental halls.
Electrons are sent from the injector in bunches of around 5-20 electrons, depending
on the beam current, with each beam bunch spaced 2 ns apart. These electron bunches
are controlled by the injector laser system which uses beat frequencies in order to
supply all three halls with electron bunches continuously [27]. With the separation of
the beam bunches and the incremental nature of the acceleration due to the separate
recirculating arcs per pass, CEBAF is able to deliver beams of differing intensity, and
beam energy to each of the experimental halls at the same time.
2.2 CLAS detector System
Named after the accelerating facility itself the CEBAF Large Acceptance Spectrome-
ter, or CLAS, is the detector system that was used in this particular analysis. CLAS
is located in Hall B which is the smallest of the three underground halls. Although
CLAS is in the smallest of the halls it has one of the more complex detector systems
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Figure 2.2: CLAS detector system with each of the detector components
labeled and color-coded [19].
compared to the other two nuclear physics experimental setups at JLab. In both
halls A and C, large armatures with detectors on them are positioned in the hall.
To obtain different angular coverage these armatures need to be moved so that the
detectors are in line with the desired angle or angles. These large armature style
detectors can have very precise components on them but they need room in order to
move around and can only observe one configuration at a time. The CLAS detector
was created to try and solve these problems. Its more compact spherical design meant
that all angles and configurations could be seen at the same time. This gave it the
large acceptance part of its name since it was able to accept particles close to 4π in
solid angle [19].
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2.2.1 Drift Chamber (DC)
The drift chambers (DC) are used to gather information on the particle’s position and
momentum vectors as they pass through the detector. From the drift chambers, the
particle’s positional information is recorded. Using a nonlinear least-squares fitting
algorithm a path is then reconstructed for the particle [22]. This path can be used
to track the particle’s position both forward and backward from the drift chambers,
giving precise vertex positions as well as most importantly the momentum of the
particles.
As charged particles pass through ionizing materials they leave a track of electrons
and ionized atoms in their wake. In the CLAS detector, a mix of 90% Ar and 10% CO2
gas is used as the ionizing material because of its standard drift velocity and the
operating voltage requirement of the field and sense wires in the DC [20]. The field
and sense wires are high voltage wires strung inside of the chambers used as readouts
of the electrical signals from the drifting electrons. The electrons are attracted to the
positively charged sense wires, which experience a voltage change as ionized electrons
are collected on them.
The wires are arranged in a hexagonal pattern as seen in Figure 2.3, which creates
a pattern of cells that are used to track the particle’s position. The field wires make
the hexagonal pattern of the cell walls with a sense wire present in the center of
each cell. On the right in Figure 2.3 the three regions, which comprise the drift
chambers, are labeled R1/R2/R3. Each of these regions is split further into two
superlayers, arranged with a shift in their angular orientation in order to provide
azimuthal information from each of the drift chambers.
The CLAS detector is split into six separate sectors by the superconducting
toroidal magnet, highlighted in turquoise in Figure 2.2 as well as labeled in Figure
2.3. The toroidal magnet is responsible for the magnetic field in the CLAS detector
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Figure 2.3: On the left the hexagonal cells from two superlayers of the
R3 drift chamber are seen with a track seen in dark gray. On the Right
a vertical slice of the drift chambers with the location of the torus coils
and R1/R2/R3 shown.
used to determine the momentum of charged particles. As charged particles move










In equation (2.1) q is the charge of the particles that will determine the direction
of the curvature and ~p represents the momentum which can be determined, if ~x the
position of the particle and ~B the magnetic field vector at the point are known.
2.2.2 Torus Magnet
In the CLAS detector the torus magnet is built from superconducting coils, which can
handle currents up to 3860 A and generate a magnetic field strength of up to 2.5 Tm.
For the experimental run E1D the torus was set to 3375 A or 87% of the torus maxi-
mum current. The field direction was oriented along the axial φ coordinate such that
positively charged particles are bent away from the beam line and negatively charged
particles towards the beam line, which represents the Z axis. This configuration is
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known as in-bending. The torus magnet current can also be reversed giving an out-
bending configuration, where negatively charged particles curve outwardly from the
beam line. Another key feature of the magnetic field arrangement is that particles
are not deflected in the axial direction, giving curvature in only one direction helps
with tracking and momentum resolution.
Mini-Torus Magnet
Low momentum electrons can reach the inner layers of the drift chambers which could
reduce the lifetime of the drift chambers as well as increase the background in the
detector. These low momentum electrons are a result of Møller scattering of electrons
from the target and can be combated by the use of the mini-torus magnet, a set of
small magnetic coils located near R1 of the drift chambers. For experimental run
E1D, the mini-torus was set to its max of 6000 A.
2.2.3 Cherenkov Counter (CC)
The next detector particles pass through on their journey through the CLAS detector
are the Cherenkov Counters (CC), named after the Cherenkov radiation that is used
to detect particles in the detector. The speed limit of the universe is the speed of light
in a vacuum (2.99792× 108 m/s), nothing can move faster than this. However, inside
of a material particles can move faster than the phase velocity of light in the material,
based on the refractive index. When particles move faster than the phase velocity of
light in a material Cherenkov radiation occurs, producing light as a byproduct that
can be collected.
In the CLAS detector perfluorobutane gas (C4F10), was chosen for its index of
refraction (n=1.00153) and pion separation as only highly energetic particles, pπ ≈
2.5 GeV will produce light [1]. This makes it so that only electrons and the most
highly energetic pion will produce light in the detector giving a great way to identify
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Figure 2.4: Diagram showing the light creation, reflection, and collec-
tion of Cherenkov light from an electron passing through the detector
system [1].
electrons and separate out other particles. The CC is also an important part of the
trigger system of the CLAS detector as events should only be saved if the scattered
beam electron is present. Making sure the CC has produced a signal before saving
the event to disk frees up both computer storage space and processing time for events
which cannot be analyzed later.
The light generated by electrons passing through the CC detector is reflected and
focused by mirrored surfaces on the front and back planes of the detector as depicted
in Figure 2.4. This light is then focused more by Winston light collection cones and
collected by a photomultiplier tube (PMT), wherein light is converted to an electrical
signal using the photoelectric effect and high voltage plates to amplify the signal
which can then be read out. Each PMT is capable of collecting and amplifying even
just a single photon of collected light into a measurable signal. In the case of the
CLAS CC detector, there are 18 PMTs present in each of the 6 sectors and arranged
such that they cover a range of polar angles from the beam line, Z axis, between
8◦−42◦. Each of the CC detectors in each sector is divided in half along the mid-line
so that light will either be reflected and focused to the left or right PMT assemblies.
However, the geometry of the light-collection assembly limits the acceptance of the
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detector as the necessary magnetic shielding components around the PMT can block
light reflected close to the edges of the detector. Another problem is that since the
PMT assembly is faced towards the beam line with no shielding, particles have a
chance to directly enter the PMT causing a signal similar to that of a true electron
causing a potentially false positive detection. Because of these false positives and low
acceptance around the edges of the CC fiducial cuts are applied to eliminate these
regions. A more detailed discussion on these fiducial cuts is available in Section 4.1.2.
2.2.4 Scintillation Counters (SC)
The Scintillation Counters (SC), more commonly known as the Time of Flight (TOF)
detectors, give very accurate timing information to each particle in an event. The
SC consists of a set of 57 plastic scintillation bars, which are arranged to cover
polar angles between 8◦ − 142◦ in θ, seen in Figure 2.5. To accommodate the CLAS
detectors curved shape the bars are placed into 4 panels arranged at different angles
with the bars varying in length along the beam line. The most downstream panel
has the largest range of lengths, from 32.3 − 376.1 cm, and narrowest bars with a
15 cm width coupled by straight light guides to the PMTs, while the other panels,
bar lengths are more uniform and feature wider 22 cm bars with curved light guides
installed to allow the PMTs to be arranged at an angle to save even more space and
optimize the scintillation bar coverage. At the smallest angles, the time resolution is
as low as 120 ps while at larger angles above 90◦ the time resolution is 250 ps.
Using the momentum information gathered from DC, the timing information of





Figure 2.5: A diagram of the SC system for one sector in CLAS, with
the beam line direction shown [28].
where v is the velocity of the particle, r is the distance the particle traveled, and t is
the time which can be solved for. Solving this equation and replacing the velocity v





The variables are labeled with superscripts based on the detector system the
information is obtained from. To calculate β for a particle Eq. 2.4 is used which





A timing offset to align the particles in the event to the start time for the event
is calculated from Eq. 2.3 using the electron vertex position and β = 1. Since the
scattered electron from the beam has a large momentum and a small mass, the limit
of Eq. 2.4 for this case will be very close to 1. In total, the timing difference or ∆t
for any given particle in the event can be calculated with,
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∆t = tDCe − tSC − tDC . (2.5)
In Equation 2.4 the mass is not determined since the particle type is still unknown,
however by selecting a mass assumption for a particle and then checking the resulting
distribution, events with a ∆t around zero will have had a correct mass assumption
and other particles will have larger or smaller ∆t values. In this way, a cut can be
applied around zero to choose the particle type. The use of ∆t for particle selection
procedures is described more in section 4.2.
2.2.5 Electromagnetic Sampling Calorimeter (EC)
The most downstream detector system in CLAS is the Electromagnetic sampling
Calorimeter (EC). The EC is only present in the most forward region of CLAS,
between 8◦ − 45◦, with its main purpose to detect electrons that tend to have very
small polar angles. The EC can also be used to detect signals from neutrons as well
as photons, which can be used to reconstruct π0 and η mesons that commonly decay
into photons.
As electrons pass through materials they quickly lose energy due to many processes
including ionization and bremsstrahlung. Electrons will lose energy by ionizing the
material, stripping electrons from the atoms of the material, these electrons if they
have enough energy will in turn ionize the material stripping more electrons. High
energetic electrons dominantly lose their energy through bremsstrahlung, or breaking-
radiation, where photons are emitted as high energy charged particles are deflected by
the nucleus of passing atoms. Through pair production high energetic photons in turn
create electron-positron pairs which can continue the ionization and bremsstrahlung
processes. This cascading process of losing energy is referred to as a shower.
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Figure 2.6: On the left a GEANT simulation of an electron interacting
with EC. The alternating layers of lead and scintillator create a shower
of particles seen in the simulation. On the right a diagram of one sector
of EC blown up to show the three directional planes of EC, U/V/W,
and their orientation [2].
To create electromagnetic showers, layers of lead and scintillating material are
placed together into 39 layers each consisting of 10 mm thick scintillation strips,
followed by a 2.2 mm thick lead sheet. The scintillation strips in each successive layer
are rotated by 120◦ creating three distinct directions of scintillation strips allowing
for positional information of the particle to be determined as well.
The Electron Calorimeter is further divided into an inner and outer part, to
provide two regions of detection longitudinally along the shower for improved hadron
identification. Signals from the first 15 layers are sent to one PMT via fiber optic to
one PMT creating the inner region, while the last 24 layers are sent to a separate PMT
creating the outer region. Minimum-ionizing pions can be seen as the vertical band
at low ECinner depositions seen in Figure 2.7 and are cut away from the candidate
electrons to clean the candidate electron signal even more.
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Figure 2.7: EC inner layers versus EC outer layers with cut line at
0.05 GeV shown. This cut is used to eliminate minimum-ionizing pions




3.1 Experimental Run E1D
Experimental run E1D was performed between February and March of 2000. Using
a polarized 4.8 GeV electron beam incident on a 5 cm long liquid hydrogen target.
The mini-torus was set to its maximum of 6000 A in order to reduce the Møller
electron background and the torus field was set to 3375 A for particle tracking. After
reconstruction and electron selection, there are over 12 million events to be processed
to select for the nπ+ final state.
3.2 Golden File List
As experimental data is collected many components must work together, from the
accelerator, the magnets, the target, and all detector systems. Fluctuations in the
operation of any of these components can affect the final results of the analysis. To
reduce the impact of instabilities in the running conditions, the quality of each file
is checked before it goes through further processing. The individual files which make
up a run and pass these quality checks are known as “golden” and used to determine
final results as well as the luminosity. To check for “golden” files the ratio of exclusive
events to the charge measured in the Faraday cup versus the run number is made
as seen in Figure 3.1. The profile of the event to charge ratio is fit with a Gaussian
distribution and files that fall between µ ± 3σ, where µ is the peak’s center and σ
the width, are kept for further analysis. The files which are kept are shown in blue,
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Figure 3.1: Ratio of events per total charge for each file in the E1D run
period. Horizontal lines represent the mean value µ as well as µ ± 3σ,
along with the files kept for analysis in blue. Files in red have been
removed from the analysis.
while the files cut away are shown in red, in total 96%, around 130GB, of the data is
kept as good runs.
3.3 Momentum Corrections
To calculate the momentum of particles, measurements of a particle’s track through
the detector are taken. The particles, motion in the presence of a magnetic field
creates curves that can be fit to extract the momentum. This fitting relies on de-
termined trajectories through a known magnetic field [13]. Irregularities or incorrect
measurements of the magnetic field as well as defects or inaccuracies in the tracking
detector, DC, will cause the momentum of the tracks to be incorrect. Therefore, any
calculation using the momentum of the particles for instance W , Q2, and missing
mass calculations, will be affected.
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Using properties of the elastic channel, ep −→ e′p′, under the following five previ-
ously validated assumptions allows for a convenient method of correcting the angle
of the electron, θe, as well as the momentum pe.
1. The beam energy for elastic events is directly proportional to the angles of the








2. The effects of the mini-torus field are small on the trajectory and can be ignored.
3. Angles θ > 35◦ are measured correctly.
4. Polar angle corrections do not depend on the particles charge.
5. All particles azimuthal angle φ are calculated correctly.
Using elastically scattered proton angles, the theoretical angle of scattered electron
can be calculated using Eq. 3.1 by,
θ′e = 2 tan−1
(
mp
(Eb +mp) tan θp
)
. (3.2)
The difference of the measured and calculated electron angle,
δθe = θ′e − θe, (3.3)
can be represented as a fourth order polynomial function by,
δθe = Aφ4e +Bφ3e + Cφ2e +Dφe + E, (3.4)
where the coefficients are themselves second order polynomial functions of θe,
A (θe) = αAθ2e + βAθe + γA. (3.5)
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Figure 3.2: Fits for the fourth order polynomial laid out in Eq. 3.4
for sector 1 seen on the left. The fits for Eq. 3.5 from the resulting
parameters are seen on the right. The values on the right plot are
scaled by the factors shown in the legend.
By first fitting a Gaussian distribution of δθe to one degree slices in θe the mean
value of the distribution can be plotted as it changes over φe. The plot on the left
of Figure 3.2shows the mean of the distribution over a range of θe as well as the
fourth order polynomial fits according to Eq. 3.4. Once the results from these fits are
determined, their parameters are plotted with respect to θe. Second order polynomial
fits along these values are determined using Eq. 3.5, with the points and fits seen on
the right of Figure 3.2. These fit values are then used to correct the value of θe.
In a similar way, the scattered electron momentum is corrected. However, instead
of a difference in measured and calculated angle, a ratio of measured and calculated
momentum is used in this procedure. Again using Eq. 3.1 the value of the calculated
momentum of the electron can be found using
p′e =
Eb
1 + 2Eb sin2 (θe/2)
. (3.6)





and the correction function is described by a third order polynomial,
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Figure 3.3: Distribution of invariant massW on the left and the missing
mass distribution e(p, π+X)e′ on the right for events before and after
momentum corrections have been applied to the electron for one sector.
Green vertical lines represent the mass of the proton, left plot, and the
mass of the neutron, right plot, consistent with the expected peak values
for inelastic scattering and the missing mass of the neutron.
δpe = Aφ3e +Bφ2e + Cφe +D, (3.8)
where the coefficients are fit again according to Eq. 3.5 by a second order polyno-
mial. Once both the angle and momentum corrections are obtained and applied the
results are shown in Figure 3.3. Only a brief overview of the steps is laid out here




The selection of good events for the nπ+ final state reaction channel includes de-
tecting the scattered electron, the final state π+, and through indirect methods, the
presence of a neutron. The scattered electron and π+ must be fully reconstructed,
having sufficient momentum resolution, since each particle plays an essential role
in determining the kinematics of the final reaction as well as the detection of the
neutron. The scattered electron is also used in the kinematic variables, W and Q2.
While both the electron and π+ four vector information is used to calculate the angu-
lar distribution for the scattering angles, θ∗ and φ∗. The steps for a good nπ+ event
selection is described in Algorithm 1 and will be used as a template to understand
the process of event selection for the charged single-pion reaction channel.
4.1 Electron Selection
The first step, shown in line 2 of Algorithm 1, is to determine that the event has
a well defined and reconstructed electron. This electron comes from the beam after
it has interacted with and scattered off of the target proton. In the “h10” format
of the ROOT files used for data analysis, particles are ordered based on their TOF
detectors’ timing information. The first particle to reach the TOF detectors is placed
in the first position, 0th in the case of c++ numbering, in the event bank structure.
This first particle is used as the electron candidate in the selection process moving
forward. Since the beam electron has a low mass and a high momentum, it should be
the first to make it to the TOF detector system, as it is traveling nearly at the speed
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Algorithm 1 Particle Selection Algorithm
1: for all event do
2: if event has good electron then
3: for all particles do
4: if event has good π+ then
5: set good π+
6: else if event has good proton then
7: set good proton
8: else if event has good π− then
9: set good π−
10: else if event has other particles then
11: set other particle
12: end if
13: end for
14: if event has 1 good π+ and no others then
15: calculate neutron missing mass
16: end if
17: if event has 1 good π+ and good neutron then




of light. This same logic is why the electron is used for the timing offset information
in the TOF detectors.
Before moving on to more advanced checks to determine if the first particle was
an electron, checks on the particle stored in the file are performed to make sure it
has all relevant information needed by the reconstruction algorithm to identify the
particle correctly. Checks on the bank structure necessary for electron selection are
performed to ascertain that the program can perform more advanced cuts. Checking
the banks is also an excellent practical step, because if the banks are empty memory
errors can occur either crashing the program or giving unrealistic results.
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1 bool Cuts::check_banks() {
2 bool elec = true;
3 // Number of good particles is greater than 0
4 elec &= (data->gpart() > 0);
5 elec &= (data->gpart() < 5);
6 // If there is no 0th particle the array look-ups will fail
7 // so we quit if gpart is out of range
8 if (!elec) return false;
9
10 // Check that the first particle is negative
11 elec &= (data->q(0) == NEGATIVE);
12
13 // Check 0th particle has hit all detector systems
14 elec &= (data->ec(0) > 0);
15 elec &= (data->cc(0) > 0);
16 elec &= (data->sc(0) > 0);
17 elec &= (data->dc(0) > 0);
18
19 elec &= (data->stat(0) > 0);
20 // data class handles the mapping from
21 // particle to bank position for all banks




In the code segment shown above, gpart [line 4] represents the number of good
particles in the event as counted by the reconstruction software, RECSIS. The first
step in the bank check process is to determine the number of good particles recorded
in that event and, if that number is zero, to return false to skip the rest of the checks
and hence the event. If there are no well reconstructed particles stored in the event,
then there is no information that the program can gain from the data.
After the number of particles in the event is checked, the following step is to
verify that the first particle is negative by checking the variable q [line 11], often
used to denote charge in physics. The variables names ec [line 14], cc [line 15], sc
[line 16], and dc [line 17] represent the arrays of pointers to values of information
stored in the corresponding detector banks. If these pointers are less than or equal
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to zero, then there is no information in that bank, and the truth value will become
false, and the algorithm will skip the event. Status bits put in by RECSIS, stat [line
19] and dc_status [line 22], are checked to ensure the reconstruction program has
determined that the event was well reconstructed. Once these checks are complete,
more advanced cuts can be performed on the individual detector component level.
4.1.1 Electron Beam and Target Position Cuts
The first cut applied on the detector component level is that of the beam position
and target vertex position obtained from the first particle’s vertex position in x, y, z.
This cut is minimal but assures that the electrons come from the center of the beam
and the target fiducial area. This cut is also vital to help minimize the effects of the
target windows on the data. The target windows can most clearly be seen in the
empty target run, left plot in Figure 4.1. The empty target runs are performed by
draining the liquid hydrogen from the target cell and performing runs in the otherwise
same configurations as the experimental runs.
Figure 4.1: On the left the full target run and empty target run super-
imposed on top of each other with vertical lines representing the cuts
that are applied. The plots are scaled using the total charge collected
for the full and empty runs. On the left the same is shown zoomed in to
highlight the empty target data present with the visible peaks showing
the target windows.
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The empty target run is also used to correct for the events from the target windows
seen in red in Figure 4.1. The empty target runs are filtered for nπ+ events in the same
way as the experimental data and then scaled by the charge collected in the runs. A
good check that the scaling between the empty target charge and a full target charge
is correctly recorded is to look at the target film located around 7.5 cm in Figure
4.1. Since this film is separated from the target cell that contains the hydrogen and
present in both runs, if the peaks match when scaled to their respective accumulated
charge, then the scaling should be correct.
4.1.2 Electron Fiducial Cuts
A fiducial cut along the edges of the Cherenkov Counter (CC) are applied using a
triangular cut to remove electrons that interacted with the PMT housing. Figure 4.2
shows the electron’s position in the CC detector plane projected into its x,y position
coordinates for all sectors combined.
Figure 4.2: Position of the electron in CC detector coordinates with
lines showing the applied cuts to the data.
In Figure 4.2 the red lines represent the cut applied to the data, with events on the
lines interior being kept as candidate electrons and data in the flanges being rejected.
For this analysis, the fit used was a simple linear fit,
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Figure 4.3: Inefficient regions from either experimental data or the sim-
ulation in each sector are cut away in order to obtain the correct ac-
ceptance of the detector. The cuts placed on sector 5 are shown along
with the depleted regions to be cut out.
f(x) = mx+ b, (4.1)
with the values of m = ±1.75 and b = 49 used to cut the right and left sides
respectively. To clean the final region in the electron θ versus φ region, a parabolic
cut around the minimum θe was also applied with the total cut shown in Figure 4.4.
The analysis also took cuts on each electron sectors inefficient regions to ensure
that the correct acceptance for electrons in both data and simulations was obtained.
In total, five inefficient regions, three from the data and two from simulations, were
removed. The cuts from the experimental data on sector 5 are seen in Figure 4.3.
Figure 4.4 shows the final results with all electron fiducial cuts applied.
Results without electron fiducial cuts
In the process of applying the fiducial cuts, the number of nπ+ events was reduced by
roughly one third of the total events. Events which are rejected are due to electrons
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Figure 4.4: Final electron fiducial region for experimental data on the
left and simulation on the right, including triangular, parabolic mini-
mum θe, and inefficiency cuts.
with a forward trajectory through the detector and because of this the most of these
events populate the low Q2 region. Unfortunately this is also the kinematic region of
special interest in this investigation which reduces the final experimental statistics.
There are some hypotheses as to why this region may be able to be investigated as
good data for the Nπ reactions in this kinematic region.
• Particle misidentifications most likely occur between the scattered electron and
π− but these events skew the W calculated into higher W regions, because of the
incorrect mass of the misidentified e/π four vector in the W calculation. These
events are not investigated in this analysis or similar analyses in the resonance
region.
• The single-pion channels (nπ+, pπ0) require tagging of one positive particle and
do not require the identification of any negative particles except the electron,
and as the main goal of the CC detector is separation of electrons from nega-
tively charged hadrons2.2.3 the only possible contamination to occur would be
that of the scattered electrons.
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Figure 4.5: The region selected as fiducial region with its associated
W versus Q2 spectra. On the left regions are considered to be within
the fiducial region and on the right those are considered outside this
fiducial region for events which have passed all other cuts associated
with the nπ+ event selection.
• Both channels employ techniques of missing mass and reconstructed mass for
the neutron or π0 for final identification of the channel. This will further cut
away any events that may have a misidentified π− as an electron.
Therefore in the resonance region, with strictly applied exclusivity cuts, fiducial
cuts may be able to be lessened to increase the statistics of the final state reaction
channel. The debate still arises on whether the efficiency in the depleted region be-
tween the good fiducial area and the region in which charged particles are directly
passing through the CC PMTs, that is usually cut away, can be determined in a
reliable manner. The concern with using this region due to the low efficiency would
require much more in-depth studies to be performed. Studies into efficiency correc-
tions for the CC may enable the usage of this extended region to get reliable correction
factors and to increase the range towards lower Q2 when analyzing future data.
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Figure 4.6: The region selected as fiducial region with its associated
W versus Q2 spectra. On the left regions are considered to be within
the fiducial region and on the right those are considered outside this
fiducial region for events which have passed all other cuts associated
with the pπ0 event selection.
4.1.3 Sampling Fraction Cuts
Another important component in determining a good electron is the Electromagnetic
Sampling Calorimeter (EC). As discussed in the detector section on EC, we will use
the fact that the calorimeter is a sampling calorimeter to get the ratio of the energy
measured in EC to the reconstructed momentum of an electron,
SF = Energy particleMomentum particle . (4.2)
This value is plotted for the first particle in the event and then slices are taken along
the momentum axis to fit the profile of SF as it changes with momentum. The
distribution and fit can be seen in Figure 4.7 with the brightest section correspond-
ing to electrons which deposit their energy by bremsstrahlung and showering pair
production. This band is flat because the electrons energy absorbed within EC is
proportional to the momentum of the electron. Since the EC detector only receives a
fraction of the shower energy in the active scintillating portions of the detector, the
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Figure 4.7: Sampling Fraction with white points representing ±3σ
around the peak with the lines representing the fit to those points where
data inside the cut is kept.
resulting line is not at one but a fraction of the total energy from the electron, which
also gives rise to the name sampling fraction.
The peak is fit using a method that slices along the momentum axis and creates
profiles of the sampling fraction in each momentum bin. A Gaussian distribution is
fit to each of these momentum slices and corresponding points are placed according
to the peak position (µ) and width (σ) at µ± 3σ. These points are then fit by,
f(x) = a+ bx+ cx6 (4.3)
and events inside of the inner region kept as candidate electrons.
Table 4.1: Fit parameters for the sampling fraction cut.
a b c
top 4.1581e-01 -1.5604e-02 1.8020e-05
bottom 8.5775e-02 4.6974e-02 -4.4377e-05
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4.2 Hadron Selection
The next part of the event selection process, seen in line 3 of Algorithm 1, is processing
through all particle’s, excluding the electron, and deciding on the particle type for
each. The first and easiest step is to check that the particle has the correct charge
for the desired particle. Next a check on the position of the particle in the detector
is carried out to confirm that it is within the fiducial region for hadrons. Once this
is completed, a check on the time of flight for the particle compared to the desired
particle type is determined. If the particle is within a band around zero ∆t, calculated
with the assumed mass of the particle type, the particle is set to be that type. Each
particle with its assigned type is categorized in a c++ class, which accumulates all the
particle’s in the event to determine the final state of the event and perform further
analysis.
4.2.1 Hadron Fiducial Cuts
A fiducial cut for all hadrons is applied as a function of the particle’s angular dis-
tribution, θ and φ, in the detector frame coordinate system as calculated from the
momentum of the particle. The curve, φ, as a function of θ,





is fit to the edges of each region with values from previous analyses by E. Phelps [26]
and A. Trivedi [30] used as starting points and constraints. The fits can be seen as
the color coded lines for each cut around the sectors of the CLAS detector.
The cut values for Equation 4.4 are found in Table 4.2, with + values associated
with the fit on the left edge of each sector and − values with the fit to the right of
each sector.
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Figure 4.8: Fiducial area cuts for positive particles applied to candidate
pions. Colored lines represent the cuts to be applied with regions inside
the lines being kept as good pions.
Table 4.2: Parameters for Eq. 4.4 for positive hadron fiducial cuts,
applied to both pions and protons.
Sector 1 Sector 2 Sector 3 Sector 4 Sector 5 Sector 6
A+ 25.0 25.5 25.5 26 26 26
B+ 0.07 0.14 0.11 0.14 0.15 0.07
C+ 10.0 8.0 8.0 8.0 8.0 8.0
D+ 1.0 1.0 1.0 1.0 1.0 1.0
A− 25.0 25.0 26.0 24 24 25
B− 0.14 0.11 0.13 0.07 0.07 0.07
C− 8.0 8.0 8.0 11.0 11.0 8.0
D− 1.0 1.0 1.0 1.0 1.0 1.0
4.2.2 Pion Selection
The main selection criterion, after electron selection, for this analysis is to establish
a well reconstructed π+ in the final state. This is accomplished by checking whether
the particle is positive and within the fiducial region for hadrons in the detector.
The final selection criterion comes from checking that the particle is within the
∆t peak for particle’s with the mass of a pion. The calculation of ∆t is described in
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section 2.2.4 on the Time of Flight detector system. Figure 4.10 shows all positive
hadrons ∆t calculated assuming the mass of π+ in Eq. 2.4 versus the momentum of
the particle. Particles with the correct mass assumption are seen in the horizontal
band around zero, while more massive particles such as the proton are seen as arches
with negative ∆t values arriving later than expected if they were pions.
Figure 4.9: For all positive particles the ∆t versus momentum is plotted
by assuming the rest mass of a charged pion. The peak centered at
0 represents the band associated with positive pions, where the faint
band coming from the positive region is assumed to be positrons and
the larger band coming from the negative region protons.
Similar to the sampling fraction cut, projections of ∆t for different momentum
bins are taken and fit with a Gaussian around the center peak at zero. Points are
placed in this case at three times the width σ, away from the center, µ, which was fit
to the peak. A wider cut was favored for the π+ as an attempt to increase statistics
for the channel and make sure all events with a good pion are investigated. This could
increase the background of misidentifies kaons or protons as pions. However, because
of the neutron exclusivity cut described in more detail in section 4.2.4 background
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from misidentifications can be eliminated. Lines are then fit to the top and bottom
points by,
y = a ln (bx) + cx2 + dx+ e, (4.5)
and particles inside of the region are kept during the final selection process as good
π+. The parameters used in Eq. 4.5 for this analysis are found in Table 4.3.
Table 4.3: Fit parameters for the ∆t top and bottom fits for π+.
a b c d e
top -0.8736 0.1377 -0.2662 1.4341 -1.9504
bottom 0.8668 0.8935 0.2311 -1.3830 0.2627
4.2.3 Proton Selection
All other particles in the event are categorized to make exclusivity cuts on the nπ+
channel. Selecting for protons will help to eliminate background from the two pion
reaction channel which contains a proton and two charged pions, i.e. a π+ and π−
in the final state. Selecting for different channel types can also be used to check
the validity of the data as well as for cross checking other known physical processes.
The proton is important to be identified for kinematic corrections, which require
identification of the elastic channel ep → e′p′, as well as in the investigation of the
pπ0 final state.
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Figure 4.10: For all positive particles the ∆t versus momentum is plot-
ted by assuming the rest mass of the proton. The peak centered at
zero represents the band associated with protons while the band in the
positive ∆t region represent π+.
The same charge and hadron fiducial cuts are applied to the proton as to the
positive pion. Also similar to the pion selection process, ∆t versus momentum for all
positive particles is shown in Figure 4.10. However, this time in Eq. 2.4 the mass
of the proton is used in the calculation. Fits are performed on the top and bottom
points around the center peak and the values for the fits are shown in Table 4.4.
Table 4.4: Fit parameters for the ∆t top and bottom fits for p.
a b c d e
top -2.2744 2.3027 -0.3181 2.4276 0.7292
bottom 3.1816 1.1926 0.4959 -3.5511 1.4341
4.2.4 Neutron Selection
Once an event has gone through all event selections steps described above and the
particles have been categorized in the reaction class, a more in depth analysis of the
event can take place. Since all the known four vectors have been categorized during
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the selection process any single missing particle can easily be calculated at this point;
independent of the type and number of particles that were categorized in the event.
This derives from the software framework developed during the analysis and is what
allows for the programming model used to be easily extendable to other reaction
channels.
The goal of looking at the missing mass of an event is not to look for the desired
events, but instead looking at each reaction as a separate entity and looking at how
to categorize them in total. Events that fit the category for the analysis are chosen
and all others are discarded. To calculate the missing mass all particle energy and
momentum four vectors are created in the program using the momentum collected
from the DC and the energy component calculated from the particle mass by E =
√
p2 +m2. With a single π+ this reaction is
e+ p→ e′ + π+ +X, (4.6)
and solved for X in the mathematical form
X = (eµ − e′µ) + pµ − π+µ, (4.7)
where all variables are Lorentz four momentum vectors. Squaring the four momenta,
Eq. 4.8, gives the Lorentz invariant quantity of the particle rest mass. Since X is




(eµ − e′µ) + pµ − π+µ
)2
(4.8)
The spectrum of the mass for events with a single π+ is seen in Figure 4.11 with
a large peak centered around the mass of the neutron present along with a smaller
peak around 1.2 GeV consistent with the mass of a ∆0 baryon present in the event.
For this analysis events with a missing mass that falls within the peak centered
around the mass of the neutron (0.94 GeV) are kept and an NTuple of the relevant
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Figure 4.11: Missing mass spectrum calculated by Eq. 4.8 for all events
in the E1D data set. Peaks around the mass of the neutron (0.94 GeV)
as well as the ∆0 baryon (1.2 GeV) with other backgrounds present at
higher missing masses.
data is saved. Events within the peak area are selected after fitting the missing mass
squared peak and cutting around that peak as seen in Figure 4.12.
Figure 4.12: Missing mass squared values for events with a single π+ in
each sector zoomed in on the neutron mass squared. A fit to the peak is
shown along with the signal and background components, with vertical
lines representing the cut used in the data to select for neutrons.
The comparison of the missing mass squared from experimental data and Monte
Carlo simulations shows good agreement, with only slight variations in the distribu-
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Figure 4.13: Missing mass squared values for both data and simulation
with the difference between binned values shown.
tion, in the region around the neutron mass peak as seen in Figure 4.13. At missing
mass squared values greater than 1.0 GeV the Monte Carlo distribution begins to
slowly drop away, which is consistent with a radiative tail, the distribution for data
does not have this same slowly reducing tail. This tail in the data is due to back-
ground events from the two pion reaction channel. The decision was made to set the
maximum allowed value of missing mass squared to 1.0 GeV to reduce the presence
of background events in the final event selection.
4.2.5 π0 Selection
During the analysis of the nπ+ channel a sub-study was performed to investigate the
other single-pion channel pπ0. This channel involves detecting not only a proton but
also a π0. Since the mass of the π0 is close to zero, mπ0 ≈ 0.135 GeV, the missing
mass technique is more difficult to perform because of the larger background from
other events like elastic scattering. This can be seen in the left plot of Figure 4.14.
However, as described in Section 2.2.5, the EC is capable of recording the energy
of photons like those of the main decay channel of the π0 into two photons. The
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momentum deposited from the two photons into the EC is used to create a Lorentz
four vector for the photons, which can then be added together to get the mass of the
mother particle. There may be more than two photons detected in a single event and
because of this, each pair must be added together independently to assure that the
correct pair of photons from the π0 decay is included. A simple algorithm to do this
is shown below in the code snipped, Reaction::CalcMassPairs().
1 void Reaction::CalcMassPairs() {
2 if (_photons.size() >= 2) {
3 // Reverse photon vector
4 std::vector<std::shared_ptr<LorentzVector>>
5 r_photons(_photons.rbegin(), _photons.rend());
6 // For each photon
7 for (auto&& _p : _photons) {
8 // Remove last photon in reversed vector, first photon now _p
9 r_photons.pop_back();
10 // For each photon in reversed list
11 for (auto& _rp : r_photons) {
12 // Make a cut on the angle between the two photons
13 auto phi = ROOT::Math::VectorUtil::Angle(*_p, *_rp);
14 if (phi < 0.1) continue;
15 // Add together pair and get mass





The algorithm takes the vector of photons that was filled during the event selection
process and makes a reversed copy of the list. The first photon in the original list is
stored as the last photon in the reverse list. Looping through lists, the angle between
the two currently selected photons is checked and if the angle is small (. 6◦) the
photon pair mass is skipped, to reduce background. For each of the photon pairs, the
mass is calculated and added to a vector of masses. This repeats for all combinations
in the two lists of photons, assuring that all pairs have been added. Once all pairs
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Figure 4.14: On the left the missing mass for events with a single proton
found in the event including those with a π0. On the right the same
missing mass with the cut on the reconstructed mass shown in Fig. 4.15
also applied to the π0 selection.
masses invariant masses are calculated the events are filled into the reconstructed
mass histogram seen in Figure 4.15. The distribution is fit with a skew normal peak
as well as a skew normal background to extract the peak center and width.
The main goal of fitting the π0 invariant mass is to establish an additional cut
that can be combined with the missing mass cut to get a cleaner π0 peak than any one
cut alone could achieve. The kinematic distribution of events that have one proton
as well as a neutral pion according to the applied cuts are shown in Figure 4.16.
The event selection for the final state pπ0 gives reasonable results, but as expected
the statistics for this exclusive channel is much lower than the statistics for the missing
neutron nπ+ channel in the experimental run E1D. With optimized event selection
criteria for this channel, yields may be able to be obtained and cross-section data for
some bins extracted.
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Figure 4.15: Reconstructed mass of π0 from two photon decay channel
using the described algorithm for the combinatorics on two photon mass
pairs.
Figure 4.16: Distributions for kinematic variables W versus Q2 for
events selected with final state pπ0. Visible in the right plot is the





Simulations are an important factor for understanding the acceptance of the detector
system, which is a measure of the amount of data not reconstructed due to holes
and inefficiencies of the detector system. Using physics based reaction models, event
generators throw realistic particles distribution. Their position and momentum infor-
mation is tracked through a realistically described detector system, under the same
reconstruction algorithms used for the experimental setup. The percent of success-
fully reconstructed events can be used to correct for inefficiencies and holes in the
collected data. This correction is known as the acceptance correction factor and is
applied to the measured reconstructed data yields in each of the kinematic bins in
order to get a realistic representation of the actual event counts. In this section
the procedures for generating events, reconstructing them, and then calculating the
acceptance factor will be discussed.
5.1 Event Generator
The simulation chain starts with the event generator, and in the case of this analysis
the “aao_rad” generator [10] was used to simulate nπ+ events. The rad in “aao_rad”
is a reference to the fact that radiative effects have been applied for electrons similar
to what occurs in the experimental setup. The radiative effect calculations come
from the model created by Mo and Tsai to correct for kinematical effects due to
target recoil as well as dynamical effects due to photon emission by the target system
[21]. The event generator uses Monte Carlo methods to randomly produce vertex and
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momentum information for events inside the phase space for the nπ+ channel. Based
on previous cross-section measurements fit by the MAID2007 model [9], the event
is either rejected or accepted for further analysis. Once events are generated they
are placed into an output file containing initial momentum four vectors and particle
vertex information, stored in the BOS format.
5.1.1 GSIM
These generated BOS files then pass through GSIM, a GEANT [6] based simulation
program designed for the CLAS detector [36]. The goal of GSIM is for generated
particles to pass through each detector system and to simulate the response of the
detectors. These simulated detector responses are recorded to another BOS file in
the same way that the detector responses from experimental data would be recorded
as signals and hits in detector systems.
5.1.2 GPP
At this point the output files from GSIM have all components working and at their
optimal efficiency, with no defects placed into the simulation. Defects are almost
unavoidable and typical for detectors systems as complex as CLAS. To more realis-
tically represent the measured data from the experimental run and to get a better
description of the actual detector response, the output from GSIM goes through a
post processor. This post processor, GPP [14], can add detector resolution smearing
and knock out known bad wires and PMT information from the simulated detector
file.
5.1.3 Reconstruction
The next step in the process of creating simulated data files is the reconstruction,
where detector signals can be turned into particle information, and particles can be
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tracked through the detector to get the final particle four vectors. This simulated
reconstructed particle information can be analyzed similar to the experimentally col-
lected reconstructed data. Throughout this process the original four vector informa-
tion from the event generator has been carried along so that on an event by event
level the particle can be compared between the thrown and reconstructed data. All
configuration files and scripts used to run the simulation are available on GitHub [31].
5.1.4 Acceptance
To understand the CLAS detector system combined with the software used to re-
construct events in the detector one can look at how many events pass through the
simulation compared to the initially generated data. This value, also known as the
acceptance, can be understood by looking at simulated events that pass through the
detector. The ratio of reconstructed (N srecon) over initial events generated according
to a realistic model, commonly referred to as the thrown events, (N sthrown) defines
then the acceptance of the detector system. This ratio should be equivalent to the
number of reconstructed events from the measured data divided by the actual number






the ratio can be solved for the number of real events, which then can calculated with
the known counts of data reconstructed, simulation reconstructed, and simulation
thrown,
















This however is still just an estimation of the actual counts since the simulation
does not truthfully represent the experiment and is only an approximation. The
statistical error from the acceptance is explained and calculated in more detail in
Section 7.7.
5.2 Running Simulation in Containers
With the upgrade of experiments and new computing systems the original software
builds for the CLAS software became less used and maintained. As I still needed to
use this software to be able to do my simulations and to recook the data, a container
build of the CLAS software system was developed. Linux containers use the host
operating system kernel to interact with the hardware but put a different operating
system user space on top, allowing it to run different operating systems than the host
and allowing for software stacks not to interact with each other. This enabled me to
build the CLAS software in an tested operating system and with a compiler that was
known to be compatible. Essentially the container is built to act identically to the
Jefferson Lab farm computers running CentOS 6 around the year 2016. Containers
also give the advantage that they can be packaged and deployed on different systems
with the same software stack, making science reproducible on many systems. In my
work I have used both the Jefferson Lab farm as well as the Hyperion Cluster at
UofSC to run the same software container and achieve the same results.
5.2.1 CLAS Software Container
Scientific reproducibility in the modern era requires not only the preservation of
data but also of the software needed to read, interact, and reproduce the data. With
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changes to operating system and software as well as changes in programming language
standards, being able to compile legacy software can become a full task by itself.
However, with the advancements of OS-level virtualization technologies implemented
with container platforms the complexity of building and maintaining working software
has been reduced.
There are two main containerization technologies which will be discussed and used
in the development of the CLAS container. Docker, which is a consumer oriented soft-
ware, is easily installed on personal computers of many OSs and has a large online
community providing tutorials and examples. It has a low barrier to entry for build-
ing and distributing software inside of the container image. The other technology
is Singularity, software developed to bring containers and reproducibility to scien-
tific computing, [15] which is used to run the container image on high performance
computing clusters such as the JLab farm. Docker is widely used in enterprise appli-
cations and supported by the major cloud providers in different capacities and also
has an open source offshoot known as the moby project. Singularity is used by a large
number of national labs including the Jefferson Lab farm and is also supported on the
Open Science Grid. With large industries and national labs having a vested interest
in container technologies development and support into the future looks promising.
Containers also have the advantage that the same software can be run on a laptop as
on an HPC system allowing for small tests of configurations to be done locally before
going to a larger scale.
Docker images are built from a configuration file called “Dockerfile,” which is sim-
ilar in format to shell scrips written in languages like sh/csh/bash/tcsh, and defines
the desired OS version, environment variables, installed software from package man-
agers, and instructions on how to build and install the desired software. For the CLAS
software container the OS used is CentOS 6, with all the dependencies for the CLAS
software being installed with the package manager or by compiling the software from
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source. Once the dependencies are in place, the CLAS software from the subversion
source is copied into the image and built and installed using SCons. After the image
is built and all software has finished compiling it is uploaded to an image repository,
called dockerhub, which stores images so others can easily download and use them.
Currently the image is available at Reference [32] with the dockerfile used to build
the image available at [33]. The image is also distributed as a singularity image as
part of the CVMFS, CernVM File System, available on the Open Science Grid.
All software that was available as part of the CLAS software SVN is built into
the image, providing a fully working simulation chain from generator, to GSIM, to
GSIM post processing, and on to reconstruction. The simulation chain has been
extensively tested for a few different electron beam experiments (E1D/E1F/E16)
with now over 10 billion events reconstructed. Currently there are also efforts to run
the simulations for photon experiments through the container specifically for the g11
experiment. With minimal reconfiguration the simulation chain has been adapted
to work on multiple high performance and high throughput computing platforms.
Currently the chain has been tested on personal computers and the Center for High
Throughput Computing at the University of Wisconsin using docker as well as the
JLab farm, the Open Science Grid, and Research Computing at the University of
South Carolina using singularity.
An advantage of using containerization software is the ability to freeze known
working versions with specific OS and software known to give reproducible results.
These images can be tagged with specific releases when uploaded to registry services
allowing for multiple versions to exist all with specific tags that can be used for specific
workloads. Singularity also gives the ability to save the tagged built image as a disk
image, allowing for the software build to be saved to disk and even archived on tape
for long term storage and use. Once a known working version of the software is built,
all configuration files, magnetic field maps, and database configurations could be
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stored inside the container and made to be the default configurations. Scripts could
also be developed to specify the experiment or software release desired and then use
the container with that tag and its default configurations made and approved by the




The goal of the analysis workflow is to process experiment and simulation data,
extracting all relevant physics information needed for the calculations of the final
cross-sections. The data for the experimental run E1D was downloaded from the tape
library at JLab, converted from the BOS format into ROOT using h10maker and then
transferred to the University of South Carolina HPC system, Hyperion, using Globus.
All the simulations needed for analysis were produced on the Open Science Grid and
also transferred to Hyperion for processing. In total the experimental golden run
files are around 130GB and the simulated data is on the order of 2.5TB (2,500GB).
Processing through this amount of data is very computationally intensive and requires
a large amount of time, but there are some techniques that can be employed in order
to speed up the processing of data.
The analysis of nuclear physics data is an iterative process, which can require
processing through the data many times to produce histograms, investigate the per-
formance of detector components, and refine fits to improve cuts on the data. Since
it can take a long time to process through the full set of data it is common to use
smaller subsets of the data to reduce the iteration time. This leads however to lower
statistics and can lead hence to inaccuracies and the need to reestablish fitting and
cuts when used on the full data set.
Ideally the analysis code would be run over the full data in an acceptable amount
of time. With the advent of multi-core processors in the early 2000s and the tech-
nological advancements in the past two decades, most commodity computers have
54
Figure 6.1: Speedup for the analysis program using multiple threads on
the Hyperion cluster. As the number of threads increases the speedup
is at first close to linear before it plateaus. This analysis is used to
determine the most efficient use of the computing resources and time
on a particular computing platform.
four or more processing cores. Programming models have also changed to take ad-
vantage of these newly available processors allowing for an easy implementation of
multi-threaded analysis suites, which can process large amounts of data in a small
amount of time. There are many ways that a multi-threaded analyses can be created,
so the details about the framework and reasoning behind the decisions made for this
analysis will be described in more detail.
One advantage of the data collected with the CLAS detector is, that all events
should be completely independent of each as the beam is separated into bunches
that are delivered every 2ns into the experimental hall. This allows for data to be
processed independently of each other without the need for communication between
threads, which would be more complicated to program and would slow down process-
ing time during execution locks and increased communication time. Events for each
experimental run are stored in chunks, one chunk per file, so that a file is the most
natural unit to decompose the problem into when processing the data.
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The speedup from using multiple threads in a computer program is calculated by
recording the time it takes to run the program on a single thread (timesingle) as a
reference time, and comparing it to running the program with some number of threads
(time#threads). The ratio of the reference, single threaded time, to the multithreaed
time is plotted with respect to the number of threads used to look at the efficiency.
The speedup seen by one analysis program is seen in Figure 6.1. After looking at the
speedup it was decided to use 16 threads for this analysis program as it gave a good
balance between the total speedup of the program and computing resources.
6.1 Framework
The analysis framework was developed with object oriented design patterns, so that
parts could easily be encapsulated and reused between different executables for differ-
ent purposes. Each of the executables shares a few traits, and by swapping different
classes the same executable structure is maintained while the analysis and outputs
can be easily exchanged.
The main function of the program takes arguments from the command line to
determine the input and output file locations. Then the input files are grouped
into fairly equal parts divisible by the number of threads being used in the analysis
or available on the system. Each group of files is then processed independently
by a DataHandler class, whose goal it is to process all the events in the list and
categorize them with the help of the cuts and reaction classes. Each independent
DataHandler is given access to a single shared storage class for the program allowing
for the accumulation of the data from all threads.
6.1.1 DataHandler
The DataHandler class purpose is to process each event in the file and loop through
the particles in each of the events. The events are categorized through the processing
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by the use of the cuts and reaction classes. The DataHandler is responsible for the
majority of the controlling logic and data manipulation tasks as it determines where
to place cuts on data and fill storage classes such as histograms or NTuples.
The two main DataHandler classes have their own distinct responsibilities for
filling detector histograms and saving NTuples of events for the nπ+ reaction channel.
There are two versions of each main executable, one for the experimental data and
another for Monte Carlo data. Other smaller tasks are also present as standalone
executables for skimming data, the golden run list, and detector cut sub-studies. Since
all the executables share the same underlying structures, all cuts and calculations are
consistent throughout the analysis with no need to change cuts in multiple places.
6.1.2 Cuts
The cuts class is responsible for determining that an event has a good electron as
well as resolving all other particle types. By ensuring the bank structures are present,
placing cuts on the vertex position of the electron, fiducial cuts for the electron, and
sampling fraction cuts, the electron is determined using the Cuts::isElectron()
functionality. The other particles in the event are determined by using the particle
bank information as well as ∆t calculations for specific particles in the event, hadron
fiducial cuts, and other particle determination cuts.
1 class e1d_Cuts : public Cuts {
2 public:
3 e1d_Cuts(const std::shared_ptr<Branches>& data) : Cuts(data){};
4 bool isElectron();
5 bool Beam_cut();
6 bool sf_cut(float sf, float P);
7 };
By using features of class inheritance, a super class with basic cuts can be es-
tablished and then more extensive cuts can be placed in sub-classes. Since classes
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have the same functions, with inherited classes overwriting the base class functions,
it is easy to write the base analysis as a set of function templates dependent on the
type of cut class provided. These same function names can be used but tuned for
each experiment internally for each inherited class. This allows for different cuts to
be established for different experiments while still using the same base DataHandler
framework. This eliminates the need for re-writing large portions of the logic of a
program; by creating inherited classes for different experimental runs the same anal-
ysis was efficiently established for the a different experimental run, e1f. Differences
in the detector and experiment over different runs for the same reactions can easily
be shown and investigated.
1 // Default to true to let events go through if there is no
2 // determined beam cuts for the experiment.
3 bool Cuts::Beam_cut() { return true; }
4
5 // Cuts determined from the e1d experiment for electron vx,vy,vz positions
6 bool e1d_Cuts::Beam_cut() {
7 bool beam = true;
8 beam &= (data->dc_vx(0) > 0.2f && data->dc_vx(0) < 0.4f);
9 beam &= (data->dc_vy(0) > -0.1f && data->dc_vy(0) < 0.16f);




14 // Cuts determined from the e1f experiment for electron vx,vy positions
15 bool e1f_Cuts::Beam_cut() {
16 bool beam = true;
17 beam &= (abs(data->dc_vx(0)) < 0.3f);
18 beam &= (abs(data->dc_vy(0)) < 0.4f);
19 return beam;
20 }
An example of beam cuts for different experiments can be seen above. First the
base class function, Cuts::Beam_cut(), is defined to return true so that any class
which inherits from it, but does not implement its own beam cut, will not impose
a cut. The derived classes e1d_Cuts and e1f_Cuts implement cuts for the beam
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position which were different for each experimental run. The DataHandler class
functionality can be created as template functions or even a template class, which
take any cut type as a template and use it during the processing of data.
6.1.3 Reactions
As an event is processed through the DataHandler and cuts are applied, the reaction
class categorizes important information such as kinematic variables and the particles
present. Once the event loop has finished, the reaction class can be used to determine
what type of event was present and then the DataHandeler determines how the event
information should be saved into the current storage class. Since the reaction class
fills all events, not just the desired events for a channel, multiple channels can be
analyzed simultaneously. This allows for speed and versatility in the final analysis
and in future analyses could be used to analyze multiple reaction channels or different
missing particle configurations of a single reaction common in the double pion reaction
channel. The reaction class was easily added onto in the process of writing the thesis
code and was used to also categorize events for elastic protons as well as the other
single-pion channel, pπ0.
6.1.4 Storage
Once the DataHandler has looped through all the events and categorized all particles
in an event into reactions, the final data must be saved for further analysis. The
storage classes are unique with respect to the previously described class structures.
While the previous classes are all independent in terms of their data and threads, the
storage class is used to accumulate data from all threads into one format.
In newer versions of ROOT [5] the histogram classes are thread safe, as long as a
program defines this globally with the function, ROOT::EnableThreadSafety(). This
allowed for a storage class for all the histograms to be made, which stored a large
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amount of ROOT histograms, then shared amongst all the DataHandler threads.
Each DataHandler thread would call fill functions in the histogram storage class
which mapped to filling one or more ROOT histograms, and ROOT’s framework
handled conditions such as how to store the shared memory and accumulate data
from multiple threads.
There are many options that could have been chosen to save columnar data in a
multi-threaded way, but the easiest to work with was a text file with comma separated
values, often referred to as CSV. The CSV was chosen because it is universal in the
way it can be written or read and requires no new libraries to be installed or built as
dependencies for the analysis code. However, writing to text files in a multi-threaded
way can pose problems because of race conditions. In general if two threads try to
write data to the file at the same time they can and will, but the structure of the data
will be completely lost as two data streams are mixed together. To solve this problem
locks can be added to the write process, allowing only one thread to write at the same
time. However, this tends to reduce the speedup gained by the multi-threaded nature
of the code as each thread would have to wait while the file was being written. Instead
of continually writing to a file, a queue was used to store data in memory until it can
be saved. The queue was periodically written out to a file when the main thread,
thread 0, reached a certain amount of events. Once this happened, all other threads
would wait until that portion of data was written and then could resume filling the
write queue with data. This seemed to work well but in future iterations of analysis
a more robust way may be needed to accommodate larger amounts of data.
6.1.5 Future Applications
The ideas and concepts used in the CLAS data analysis have been carried over to
newly collected CLAS12 data. Example base analysis programs for CLAS12 have
been developed and can be found on GitHub [34] [35] with the same classes and
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features described above, with adaptations for the use with the CLAS12 input files,
data structures, and detector configurations. With advancements to the detector
systems, increased beam energy, and luminosity, the data collected for experimental
runs has increased substantially. With this increase in data comes an increase in the
need for computing power and efficiency to analyze the data in a timely manner.
These analyses have been used for the basic understanding of the detector and forked
to be part of a full analysis program.
Even within a single run period of Run Group A there have been multiple changes
to beam energy, beam current, and other detector configurations. The use of the
inherited model to cuts classes could be beneficial in a combined analysis of multiple
sections of this new data. Modifications to the cuts applied to events could even be
determined on the run level, allowing for even greater control over combining datasets
and gaining statistics.
6.2 Python Analysis
The python program is based on reading in data into a columnar data format known as
a DataFrame from the pandas library [18]. The DataFrame format is similar to other
columnar data formats used in nuclear and high energy physics such as the NTuple
formats common to both PAW [8] and ROOT [5]. The library used to load the data
into the DataFrame format is the Apache Arrow python library, PyArrow, which uses
multiple threads to read in the data from disk and can then store it in memory as a
pandas DataFrame for analysis. Once in the DataFrame format the data is binned in
the desired kinematic ranges for W , Q2, and cos(θ) using the pandas method ‘cut‘ to
slice the data. Once the data is sliced into a smaller subset of W , Q2, and cos(θ) the
remaining counts in φ values are histogrammed using the boost_histogram library
for the desired number of bins in φ and fit to the A+Bcos(2φ) +C cos(φ) symmetry
in order to extract the coefficients. Python’s quick development time and interactive
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environments like Jupyter make merging the final NTuples into results much more
efficient. It also allowed for fast iterations in bin placement and widths as the binning
was done after the large computational analysis in C++ over terabytes worth of data
was completed.
However, a unique problem arose while loading the data into a DataFrame. The
simulated data became increasingly larger as the simulation statistics rose and by
the end of the analysis the simulation dataset took around 500GB to initially load
into the DataFrame memory. After the initial loading phase the memory footprint
decreased, however when initially reading the data many jobs would fail due to this
memory demand. It was fortunate that the Research Computing at the University
of South Carolina’s Hyperion cluster has multiple nodes which have a large amount
of memory, around 1.5TB, so that the nodes were able to load the data fully into
memory. If not for these computer nodes, a major change to the analysis would have





Once data in the desired channel of nπ+ is selected, it is categorized into kinematic
bins and the yields, or counts, in each bin are extracted. All events that have passed
event selection are saved to an NTuple, which can be loaded into a DataFrame in
the pandas python package that is used for the final categorization and binning of
data. Bins are created using the pandas.cut() function and stored as columns in
the DataFrame which can be used to extract the desired counts. Each value for a
unique bin in W,Q2, cos (θ∗π), as seen in Table 7.1, is looped over and a new copy
of the DataFrame with only that information is extracted. The φ∗π distribution is
then histogrammed into equally spaced bins between 0 and 2π to extract yields. The
binning in W and Q2 was chosen to match with previously extracted cross-sections
from the E99-107 CLAS experiment [25] and extended to a larger kinematic region.
Table 7.1: Binning information used to extract yields and cross-sections
for the nπ+ final state for E1D experimental run.
Binning Bin Width
W [1.1 - 1.8) in 35 bins 0.02 GeV
Q2 [1.1, 1.33, 1.56, 1.87, 2.23, 2.66, 3.5) various
cos (θ∗π) [-1.0 - 1.0) in 10 bins 0.2
φ∗π [0 - 2π) in 10 bins 0.628 rad. (36◦)
The data was also binned and analyzed with values overall consistent with [24]
as a comparison of cross-sections in the overlap region at higher values of W and Q2
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have shown, see Section 7.7, and all final cross-section values reported for the bin
values in Table 7.1, see Appendix A.
7.2 Empty Target Subtraction
Once bin values are established, the data in each unique W , Q2, cos (θ∗) bin are
extracted and the number counted for each φ∗ bin, to extract the raw yields Nfull is
first corrected for the empty target data as run described in more detail in Section
4.1.1. Since the events from the empty target run go through the same selection
criteria and binning the yields from the empty target can be counted, Nempty, for
each bin. By scaling both the full target and empty target yields by the accumulated
charge in each run the approximate number of events, Nempty, which derived from










This results in the empty target corrected yields, referred to here on as Ñ , which will
be used to calculate the total cross-section.
7.3 Luminosity
In order to calculate the cross-section the total number of potential interactions be-
tween the electrons in the beam and protons in the target must be known. The
integrated luminosity takes the properties of the target into account in calculating
this number of interactions and is used to normalize the number of events in each
bin of the differential cross-section. To calculate the total number of potential in-
teractions with protons in the target the formula for luminosity takes into account
the length of the target (lt), target density (Dt), molar mass (MH), and Avogadro’s
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number (NA). While the number of electrons incident can be calculated from the
total charge accumulated in the Faraday cup (Qtot) as well as the elementary charge
of the electron (qe). Using the listed values and dimensional analysis the formula for




and the specific values for experimental run E1D are:
lt = 5cm,
Dt = 0.073g/cm3,
NA = 6.022× 1023mol−1,
qe = 1.602× 10−19C,
MH = 1.007g/mol.
Since the total charge has already been taken into account in the yields, Ñ , the




which is used in the final calculations for the cross-section.
7.4 Virtual Photon Flux
The virtual photon flux is used to calculate the electromagnetic interaction probability
via virtual photons between the electron beam and the target proton as mentioned
initially in Eq. 1.6, where the photon flux factor is defined in terms of the scattered
electron energy (Ee′) and the solid scattering angle (Ωe′) as given by






(1− ε)Q2 . (7.4)
65
However, in the analysis it is more convenient to express Γν in terms of the electron
kinematics binning of the events in W and Q2 by using the Jacobian as described in









1− ε , (7.5)
where α is the fine structure constant for electromagnetic interactions, E is the















which takes the electron scattering angle (θe′) into account as well as the scattered
electron energy E ′.
7.5 Radiative Correction
To correct for kinematical effects due to target recoil as well as dynamical effects due
to photon emission by the target system, radiative corrections are applied to the data.
In order to correct for these effects Monte Carlo event generators are employed, one
generator implements radiative effects from Mo and Tsai [21] while the other does
not. The same number of events are thrown in each of the generators and then binned
in the kinematic variables (W , Q2) in the same way as the yields. The ratio of the
number of events thrown without radiative effects (Nnorad) to that with radiative









can then be used in each of the kinematic bins to correct for the radiative effects.
For this analysis 150 Million events were thrown without radiative effects using the
generator “aao” and the same with radiative effects using “aao_rad”. Each of the
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Figure 7.1: Radiative correction factors plotted along the invariant mass
valueW for eachW bin. Different points at the sameW value represent
different Q2 bins correction factor.
generators uses the MAID2007 model to produce ep→ e′nπ+ events. The calculated
corrections are all close to one, as seen in Fig. 7.1, giving minor adjustments to the
final calculated cross-section.
7.6 Bin Centering Correction
The value of the yield calculated in each φ∗ bin is the result of sampling the values
from a continuous distribution which is the differential cross-section. The yield in
each bin is therefore dependent on the chosen values of W , Q2, cos (θ∗)n and φ∗
and could be higher or lower than the real value depending on the slope. In order
to account for this effect the model, in this case MAID2007, is used to correct for
this. By sampling over the full bin width and averaging those values, an average of
the model cross-section values is found σ for the value at the center of the bin. By
sampling the model at the center of the bin, represented as σ, and taking the ratio of
the two a correction can be found and the bin centering correction can be defined as,
BC
(
W,Q2, cos (θ∗) , φ∗
)
= σ(W,Q
2, cos (θ∗) , φ∗)
σ(W,Q2, cos (θ∗) , φ∗) . (7.8)
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The average of the samples as well as the center samples can be found in Figure
7.2 with a spline representing the ratio of the two values.
Figure 7.2: Bin centering corrections for a representative kinematic bin.
In the left the solid line represents the model where the blue circles
represent the points sampled from the model at the center of the φ bin.
The red diamonds represent the average value calculated from sampling
over the bin width. On the right, a spline showing the correction along
φ calculated from taking the ratio of the average value over the center
value, see Eq. 7.8.
7.7 Total Cross-Section
Once yields for each bin have been extracted and all experimental and correction












Ñ (W,Q2, cos (θ∗) , φ∗)
∆W∆Q2∆ cos (θ∗) ∆φ∗ , (7.9)
where ∆W, ∆Q2, ∆ cos (θ∗) , and ∆φ∗ represent the bin width in each degree of the
four dimensional space used to normalize the events in each bin. The counts Ñ , in
each W, Q2, and cos (θ∗) bin along φ∗ give distributions with the shape dependent
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on the φ∗ values,
A+B cos 2φ∗ + C cosφ∗, (7.10)
according to the theoretical description of the hadronic cross-section in Eq. 1.7.
In order to understand the error of the measurement the procedure in [11] was
followed and modified for the single-pion analysis. The statistical error from the
measurement takes into account the counts present in each bin,
δstat.
(














∆W∆Q2∆ cos (θ∗) ∆φ∗ . (7.11)
The other source of statistical error is that of the simulation used to calculate the
acceptance. As explained in Chapter 5 the acceptance from the simulation comes




However, since these values are not independent of each other special consideration
must be taken to get the correct error. By following the procedures in [16] for an
unweighted generator and ignoring the impact of bin migration, the statistical error
for Monte-Carlo events can be represented by
δMC
(










Combining the errors in quadrature yields the total statistical error,
δtot
(




δ2MC + δ2stat.. (7.14)
In order to better understand the uncertainty inherent to the experimental setup,
systematic errors are also investigated. To understand how cuts affect the data, a
reasonable cut is chosen and then varied in order to be more restrictive and let in less
events, referred to as tighter, or less restrictive and let in more events, refereed to as
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looser. These two variations are compared to the the final cut giving the systematic
uncertainty that can be determined as the root mean square, RMS, of the deviations





In this case ∆tight and ∆loose correspond to the difference between the cross-section
calculated using the tight or loose cut and the original cross-section. Since the dif-
ference is between cross-section values, ∆cut can be computed on a bin by bin level.
Only the mean value of each of the cuts will be quoted in the text to get an estimation
of the uncertainty for the experimental run.
The cut on ∆t of pions is one of the major factors in the event selection of nπ+
events and because of this its uncertainties were investigated first. The loose cut was
taken by fitting Eq. 4.5 at points 4σ away from the peak and 2σ away from the peak
for the tight cut. The cut in the analysis for ∆t of pions is set at 3σ from the peak.
By applying all cut variations and calculating the results from Eq. 7.15, the mean
value of the uncertainty is found to be 0.53%.
The cut on missing mass squared for the neutron is another important cut in the
selection of events. In the analysis the missing mass square was cut chosen to be from
a minimum of 3σ away from the peak and a maximum of 1.0 in order to reduce errors
from any background above 1.0 in missing mass squared. For the loose cuts, this
restriction on maximum missing mass squared was eliminated and the cut increased
to 4σ away from the fitted peak, while for the tight cut events within 2σ of the peak
were analyzed. By applying these cuts and looking at the results from 7.15 the mean
value of the uncertainty is found to be 1.51%.
Another cut that was investigated for errors is the cut on the fiducial region
for electrons and pions. Since there are large inefficient regions seen in both the
experimental data and the simulation, the estimation of this error is important to
take these inefficiency cuts into account. For the tight fiducial cut, events with
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electrons in sector 5 and pions in sector 3 were completely removed from the analysis.
This gives a larger variation and mean value, 3.45%, than the previous two cuts and
hence becomes one of the major source of the total systematic error.
Systematic errors were also calculated for bin centering and radiative correction
factors by calculating the RMS of the correction as they directly impact the cross-
section calculations. For bin centering corrections the error estimate is around 1.05%
while for radiative corrections the factor is around 1.02%. Systematical error for
simulations was determined by using two different models for the simulation and
comparing the results. The MAID2007 model that was used throughout the analysis
and in the final results was compared with simulations using the MAID2000 model.
When calculating the RMS difference between the two an average of the difference
was around 2.96%, although this difference may be able to be lowered with more
simulation statistics from the MAID2000 model.
Comparisons to previous results are used to check the validity of the normalization
and correction factors. This method was chosen in order to compare cross-section
values along a wide range of W , Q2, and cos (θ∗π) in which they are calculated. In
general, all comparisons to previous data agree at the most forward going bins, i.e.
higher values of cos (θ∗π). As the pion angle increases to more backward angles, lower
values of cos (θ∗π), the deviations become larger depending on the W , Q2 binning.
While comparisons with [25] show small variations around 1%−2%, comparisons from
[24] show larger variation around 4%− 6%. These discrepancies could be due to the
difference in beam energy, model selection, simulation statistics, detector efficiencies,
and event selection cuts all of which are part of the systematic uncertainties of the
measurement. The RMS difference of the mean cross-section values in each bin are
used to obtained the estimation of the systematic error to be 2.52%.
The total systematic error is calculated by
∆total =
√
∆2∆t + ∆2MM2 + ∆2Fid. + ∆2BC + ∆2RC + ∆2Sim. + ∆2Norm.. (7.16)
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Figure 7.3: Box plot of systematic uncertainties for E1D with the red
lines showing the mean values reported in Table 7.2. The box represents
the interquartile range, showing the distrobution of 50% of the bin by
bin uncertintie data, and the bars extending to the full range of the
calculated uncertinties.
Table 7.2: Systematic Uncertainties for E1D.
Source Uncertainty [%]
∆t Cuts 0.53
Missing Mass Square Cut 1.51
Fiducial Cuts 3.45





From the error values in Table 7.2 the total systematic error is calculated to be 9.51%.
The variation and the mean calculated from each of the systematic errors is shown
in Figure 7.3.
The calculation of cross-section values with the statistical error plotted in each of
the individual cos (θ∗) bins, show good consistency with both the MAID2007 model
and agrees overall with previous measurements found in [25] for bins that have values
that overlap. A selection of extracted cross-sections, for the binW = [1.44, 1.46) GeV
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Figure 7.4: Comparison of cross-section measurements shown in blue
points where no previous experimental data are available. A fit to the
blue points using Eq. 7.10 is seen as the blue line. Results from the
MAID2007 model are shown in each bin as a red dashed line.
along a range of Q2 values are shown in Figures [7.4, 7.5, 7.6, 7.7, 7.8, 7.9]. Com-
parisons with data from [24] at higher W = [1.655, 1.655) GeV along a range of Q2
values are shown in Figures [7.10, 7.11, 7.12, 7.13].
7.8 Structure Functions
The extracted cross-sections were fit according to Eq. 7.10 in order to obtain the
structure functions σT + εσL, σTT , and σLT . Comparing the theoretical description
of the hadronic cross-section in Eq. 1.7 to Eq. 7.10 the structure function terms are
extracted by the relations
A = σT + εσL,
B = εσTT , and
C =
√
2ε(1 + ε)σLT .
(7.17)
Since the measurements were performed at a fixed electron beam energy the terms
σT and σL can not be separated as ε depends on the beam energy. The structure
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Figure 7.5: Comparison of cross-section measurements shown in blue
points where no previous experimental data are available. A fit to the
blue points using Eq. 7.10 is seen as the blue line. Results from the
MAID2007 model are shown in each bin as a red dashed line.
Figure 7.6: Comparison of cross-section measurements shown in blue
points and with previous experimental data [25] where available shown
as red stars. A fit to the blue points using Eq. 7.10 is seen as the blue
line. Results from the MAID2007 model are shown in each bin as a red
dashed line.
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Figure 7.7: Comparison of cross-section measurements shown in blue
points and with previous experimental data [25] where available shown
as red stars. A fit to the blue points using Eq. 7.10 is seen as the blue
line. Results from the MAID2007 model are shown in each bin as a red
dashed line.
Figure 7.8: Comparison of cross-section measurements shown in blue
points and with previous experimental data [25] where available shown
as red stars. A fit to the blue points using Eq. 7.10 is seen as the blue
line. Results from the MAID2007 model are shown in each bin as a red
dashed line.
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Figure 7.9: Comparison of cross-section measurements shown in blue
points and with previous experimental data [25] where available shown
as red stars. A fit to the blue points using Eq. 7.10 is seen as the blue
line. Results from the MAID2007 model are shown in each bin as a red
dashed line.
Figure 7.10: Comparison of cross-section measurements shown in blue
points and with previous experimental data [24] where available shown
as green diamonds. A fit to the blue points using Eq. 7.10 is seen as
the blue line. Results from the MAID2007 model are shown in each bin
as a red dashed line.
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Figure 7.11: Comparison of cross-section measurements shown in blue
points and with previous experimental data [24] where available shown
as green diamonds. A fit to the blue points using Eq. 7.10 is seen as
the blue line. Results from the MAID2007 model are shown in each bin
as a red dashed line.
Figure 7.12: Comparison of cross-section measurements shown in blue
points and with previous experimental data [24] where available shown
as green diamonds. A fit to the blue points using Eq. 7.10 is seen as
the blue line. Results from the MAID2007 model are shown in each bin
as a red dashed line.
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Figure 7.13: Comparison of cross-section measurements shown in blue
points and with previous experimental data [24] where available shown
as green diamonds. A fit to the blue points using Eq. 7.10 is seen as
the blue line. Results from the MAID2007 model are shown in each bin
as a red dashed line.
function distribution dependence on cos (θ∗π) in each W and Q2 bin gives insight into
the underlying resonance excitations [24].
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Figure 7.14: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007
model are given by the red dashed lines.
Figure 7.15: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007
model are given by the red dashed lines.
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Figure 7.16: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007
model are given by the red dashed lines.
Figure 7.17: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007
model are given by the red dashed lines.
80
Figure 7.18: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007
model are given by the red dashed lines.
Figure 7.19: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007
model are given by the red dashed lines.
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Figure 7.20: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007
model are given by the red dashed lines.
Figure 7.21: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007
model are given by the red dashed lines.
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Figure 7.22: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007
model are given by the red dashed lines.
Figure 7.23: Structure functions extracted from fits to the cross-section
shown in blue with error bars consistent with the χ2 value obtained from
the fit to the cross-section data. Results obtained from the MAID2007




Investigation into the charged single-pion reaction channel nπ+ have resulted in the
extraction of cross-sections with kinematic coverage from W = [1.1 − 1.8) GeV and
Q2 = [1.1 − 3.5) GeV2 and a wide coverage of angular distribution cos (θ∗). All
cross-section information is displayed alongside the theoretical model MAID2007 and
previous experimentally extracted cross-sections where available in Appendix A. Al-
though low statistics still limits the extraction of cross-sections in every kinematic
bin, at the two lowest Q2 bins from [1.10 − 1.56) GeV2 more information is gained
about electroproduction in the resonance region. The analysis has also extracted
cross-sections from higher Q2 > 2.5 GeV2 values and increased the angular coverage
for some previously reported kinematic bins.
The cross-sections calculated in the resonance region are used to extract the struc-
ture functions σT + εσL, σTT , and σLT in each W and Q2 bin as they evolve with
cos (θ∗π). By extracting new cross-sections for the single pion channel in the lower Q2
bins, our understanding of the structure of the excited resonances increases, as these
cross-sections will allow the extraction of N −N∗ transition form factors, and inform
our understanding of QCD at these low Q2 values in the regime where meson-baryon
dressing still plays a significant role.
As part of the analysis, a new approach, using software containerization, was
developed to perform the CLAS simulations on new hardware and operating systems.
This work has already been adopted by other analyzers in the CLAS collaboration,
ranging over multiple run groups. It is currently contributing to the simulation needs
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for others PhD theses and a project to use artificial intelligence for data analysis and
preservation. This work is being included in a manuscript as part of a task force
working on data preservation of past CLAS data and best practices for the future.
A multi-threaded object oriented programming model for data analyses was built
as part of this research work. Features and concepts used in the analysis are cur-
rently available as open source projects on GitHub for use by anyone. This program-
ming model has already contributed to the analysis of newly collected data from the
CLAS12 experiment. The framework was used to perform sub-studies of run group A
(RG-A) and run group K (RG-K) data to understand the newly constructed CLAS12
detector system as well as being the basis for the software currently used to analyze
double-pion production at 10.6 GeV. This is especially useful for the speedup pro-
vided by the multi-threaded approach, which will be necessary to analyze the amounts
of data currently being collected and simulation needed for new measurements.
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All cross-section figures show newly extracted results as blue points with statistical
error bars. A fit to the blue points using Eq. 7.10 is seen as the blue line. Results
from the MAID2007 model are shown in each bin as the red dashed line. Previous
measurements from [25] are shown as red stars and from [24] as green diamonds where
they exist.
Figure A.1: Cross-Sections
W [1.1, 1.12) GeV Q2 [1.56, 1.87) GeV2.
Figure A.2: Cross-Sections
W [1.1, 1.12) GeV Q2 [1.87, 2.23) GeV2.
Figure A.3: Cross-Sections
W [1.1, 1.12) GeV Q2 [2.23, 2.66) GeV2.
Figure A.4: Cross-Sections
W [1.1, 1.12) GeV Q2 [2.66, 3.5) GeV2.
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Figure A.5: Cross-Sections
W [1.12, 1.14) GeV Q2 [1.56, 1.87) GeV2.
Figure A.6: Cross-Sections
W [1.12, 1.14) GeV Q2 [1.87, 2.23) GeV2.
Figure A.7: Cross-Sections
W [1.12, 1.14) GeV Q2 [2.23, 2.66) GeV2.
Figure A.8: Cross-Sections
W [1.12, 1.14) GeV Q2 [2.66, 3.5) GeV2.
Figure A.9: Cross-Sections
W [1.14, 1.16) GeV Q2 [1.56, 1.87) GeV2.
Figure A.10: Cross-Sections
W [1.14, 1.16) GeV Q2 [1.87, 2.23) GeV2.
Figure A.11: Cross-Sections
W [1.14, 1.16) GeV Q2 [2.23, 2.66) GeV2.
Figure A.12: Cross-Sections
W [1.14, 1.16) GeV Q2 [2.66, 3.5) GeV2.
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Figure A.13: Cross-Sections
W [1.16, 1.18) GeV Q2 [1.33, 1.56) GeV2.
Figure A.14: Cross-Sections
W [1.16, 1.18) GeV Q2 [1.56, 1.87) GeV2.
Figure A.15: Cross-Sections
W [1.16, 1.18) GeV Q2 [1.87, 2.23) GeV2.
Figure A.16: Cross-Sections
W [1.16, 1.18) GeV Q2 [2.23, 2.66) GeV2.
Figure A.17: Cross-Sections
W [1.16, 1.18) GeV Q2 [2.66, 3.5) GeV2.
Figure A.18: Cross-Sections
W [1.18, 1.2) GeV Q2 [1.33, 1.56) GeV2.
Figure A.19: Cross-Sections
W [1.18, 1.2) GeV Q2 [1.56, 1.87) GeV2.
Figure A.20: Cross-Sections
W [1.18, 1.2) GeV Q2 [1.87, 2.23) GeV2.
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Figure A.21: Cross-Sections
W [1.18, 1.2) GeV Q2 [2.23, 2.66) GeV2.
Figure A.22: Cross-Sections
W [1.18, 1.2) GeV Q2 [2.66, 3.5) GeV2.
Figure A.23: Cross-Sections
W [1.2, 1.22) GeV Q2 [1.33, 1.56) GeV2.
Figure A.24: Cross-Sections
W [1.2, 1.22) GeV Q2 [1.56, 1.87) GeV2.
Figure A.25: Cross-Sections
W [1.2, 1.22) GeV Q2 [1.87, 2.23) GeV2.
Figure A.26: Cross-Sections
W [1.2, 1.22) GeV Q2 [2.23, 2.66) GeV2.
Figure A.27: Cross-Sections
W [1.2, 1.22) GeV Q2 [2.66, 3.5) GeV2.
Figure A.28: Cross-Sections
W [1.22, 1.24) GeV Q2 [1.33, 1.56) GeV2.
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Figure A.29: Cross-Sections
W [1.22, 1.24) GeV Q2 [1.56, 1.87) GeV2.
Figure A.30: Cross-Sections
W [1.22, 1.24) GeV Q2 [1.87, 2.23) GeV2.
Figure A.31: Cross-Sections
W [1.22, 1.24) GeV Q2 [2.23, 2.66) GeV2.
Figure A.32: Cross-Sections
W [1.22, 1.24) GeV Q2 [2.66, 3.5) GeV2.
Figure A.33: Cross-Sections
W [1.24, 1.26) GeV Q2 [1.33, 1.56) GeV2.
Figure A.34: Cross-Sections
W [1.24, 1.26) GeV Q2 [1.56, 1.87) GeV2.
Figure A.35: Cross-Sections
W [1.24, 1.26) GeV Q2 [1.87, 2.23) GeV2.
Figure A.36: Cross-Sections
W [1.24, 1.26) GeV Q2 [2.23, 2.66) GeV2.
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Figure A.37: Cross-Sections
W [1.24, 1.26) GeV Q2 [2.66, 3.5) GeV2.
Figure A.38: Cross-Sections
W [1.26, 1.28) GeV Q2 [1.1, 1.33) GeV2.
Figure A.39: Cross-Sections
W [1.26, 1.28) GeV Q2 [1.33, 1.56) GeV2.
Figure A.40: Cross-Sections
W [1.26, 1.28) GeV Q2 [1.56, 1.87) GeV2.
Figure A.41: Cross-Sections
W [1.26, 1.28) GeV Q2 [1.87, 2.23) GeV2.
Figure A.42: Cross-Sections
W [1.26, 1.28) GeV Q2 [2.23, 2.66) GeV2.
Figure A.43: Cross-Sections
W [1.26, 1.28) GeV Q2 [2.66, 3.5) GeV2.
Figure A.44: Cross-Sections
W [1.28, 1.3) GeV Q2 [1.1, 1.33) GeV2.
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Figure A.45: Cross-Sections
W [1.28, 1.3) GeV Q2 [1.33, 1.56) GeV2.
Figure A.46: Cross-Sections
W [1.28, 1.3) GeV Q2 [1.56, 1.87) GeV2.
Figure A.47: Cross-Sections
W [1.28, 1.3) GeV Q2 [1.87, 2.23) GeV2.
Figure A.48: Cross-Sections
W [1.28, 1.3) GeV Q2 [2.23, 2.66) GeV2.
Figure A.49: Cross-Sections
W [1.28, 1.3) GeV Q2 [2.66, 3.5) GeV2.
Figure A.50: Cross-Sections
W [1.3, 1.32) GeV Q2 [1.1, 1.33) GeV2.
Figure A.51: Cross-Sections
W [1.3, 1.32) GeV Q2 [1.33, 1.56) GeV2.
Figure A.52: Cross-Sections
W [1.3, 1.32) GeV Q2 [1.56, 1.87) GeV2.
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Figure A.53: Cross-Sections
W [1.3, 1.32) GeV Q2 [1.87, 2.23) GeV2.
Figure A.54: Cross-Sections
W [1.3, 1.32) GeV Q2 [2.23, 2.66) GeV2.
Figure A.55: Cross-Sections
W [1.3, 1.32) GeV Q2 [2.66, 3.5) GeV2.
Figure A.56: Cross-Sections
W [1.32, 1.34) GeV Q2 [1.1, 1.33) GeV2.
Figure A.57: Cross-Sections
W [1.32, 1.34) GeV Q2 [1.33, 1.56) GeV2.
Figure A.58: Cross-Sections
W [1.32, 1.34) GeV Q2 [1.56, 1.87) GeV2.
Figure A.59: Cross-Sections
W [1.32, 1.34) GeV Q2 [1.87, 2.23) GeV2.
Figure A.60: Cross-Sections
W [1.32, 1.34) GeV Q2 [2.23, 2.66) GeV2.
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Figure A.61: Cross-Sections
W [1.32, 1.34) GeV Q2 [2.66, 3.5) GeV2.
Figure A.62: Cross-Sections
W [1.34, 1.36) GeV Q2 [1.1, 1.33) GeV2.
Figure A.63: Cross-Sections
W [1.34, 1.36) GeV Q2 [1.33, 1.56) GeV2.
Figure A.64: Cross-Sections
W [1.34, 1.36) GeV Q2 [1.56, 1.87) GeV2.
Figure A.65: Cross-Sections
W [1.34, 1.36) GeV Q2 [1.87, 2.23) GeV2.
Figure A.66: Cross-Sections
W [1.34, 1.36) GeV Q2 [2.23, 2.66) GeV2.
Figure A.67: Cross-Sections
W [1.34, 1.36) GeV Q2 [2.66, 3.5) GeV2.
Figure A.68: Cross-Sections
W [1.36, 1.38) GeV Q2 [1.1, 1.33) GeV2.
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Figure A.69: Cross-Sections
W [1.36, 1.38) GeV Q2 [1.33, 1.56) GeV2.
Figure A.70: Cross-Sections
W [1.36, 1.38) GeV Q2 [1.56, 1.87) GeV2.
Figure A.71: Cross-Sections
W [1.36, 1.38) GeV Q2 [1.87, 2.23) GeV2.
Figure A.72: Cross-Sections
W [1.36, 1.38) GeV Q2 [2.23, 2.66) GeV2.
Figure A.73: Cross-Sections
W [1.36, 1.38) GeV Q2 [2.66, 3.5) GeV2.
Figure A.74: Cross-Sections
W [1.38, 1.4) GeV Q2 [1.1, 1.33) GeV2.
Figure A.75: Cross-Sections
W [1.38, 1.4) GeV Q2 [1.33, 1.56) GeV2.
Figure A.76: Cross-Sections
W [1.38, 1.4) GeV Q2 [1.56, 1.87) GeV2.
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Figure A.77: Cross-Sections
W [1.38, 1.4) GeV Q2 [1.87, 2.23) GeV2.
Figure A.78: Cross-Sections
W [1.38, 1.4) GeV Q2 [2.23, 2.66) GeV2.
Figure A.79: Cross-Sections
W [1.38, 1.4) GeV Q2 [2.66, 3.5) GeV2.
Figure A.80: Cross-Sections
W [1.4, 1.42) GeV Q2 [1.1, 1.33) GeV2.
Figure A.81: Cross-Sections
W [1.4, 1.42) GeV Q2 [1.33, 1.56) GeV2.
Figure A.82: Cross-Sections
W [1.4, 1.42) GeV Q2 [1.56, 1.87) GeV2.
Figure A.83: Cross-Sections
W [1.4, 1.42) GeV Q2 [1.87, 2.23) GeV2.
Figure A.84: Cross-Sections
W [1.4, 1.42) GeV Q2 [2.23, 2.66) GeV2.
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Figure A.85: Cross-Sections
W [1.4, 1.42) GeV Q2 [2.66, 3.5) GeV2.
Figure A.86: Cross-Sections
W [1.42, 1.44) GeV Q2 [1.1, 1.33) GeV2.
Figure A.87: Cross-Sections
W [1.42, 1.44) GeV Q2 [1.33, 1.56) GeV2.
Figure A.88: Cross-Sections
W [1.42, 1.44) GeV Q2 [1.56, 1.87) GeV2.
Figure A.89: Cross-Sections
W [1.42, 1.44) GeV Q2 [1.87, 2.23) GeV2.
Figure A.90: Cross-Sections
W [1.42, 1.44) GeV Q2 [2.23, 2.66) GeV2.
Figure A.91: Cross-Sections
W [1.42, 1.44) GeV Q2 [2.66, 3.5) GeV2.
Figure A.92: Cross-Sections
W [1.44, 1.46) GeV Q2 [1.1, 1.33) GeV2.
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Figure A.93: Cross-Sections
W [1.44, 1.46) GeV Q2 [1.33, 1.56) GeV2.
Figure A.94: Cross-Sections
W [1.44, 1.46) GeV Q2 [1.56, 1.87) GeV2.
Figure A.95: Cross-Sections
W [1.44, 1.46) GeV Q2 [1.87, 2.23) GeV2.
Figure A.96: Cross-Sections
W [1.44, 1.46) GeV Q2 [2.23, 2.66) GeV2.
Figure A.97: Cross-Sections
W [1.44, 1.46) GeV Q2 [2.66, 3.5) GeV2.
Figure A.98: Cross-Sections
W [1.46, 1.48) GeV Q2 [1.1, 1.33) GeV2.
Figure A.99: Cross-Sections
W [1.46, 1.48) GeV Q2 [1.33, 1.56) GeV2.
Figure A.100: Cross-Sections
W [1.46, 1.48) GeV Q2 [1.56, 1.87) GeV2.
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Figure A.101: Cross-Sections
W [1.46, 1.48) GeV Q2 [1.87, 2.23) GeV2.
Figure A.102: Cross-Sections
W [1.46, 1.48) GeV Q2 [2.23, 2.66) GeV2.
Figure A.103: Cross-Sections
W [1.46, 1.48) GeV Q2 [2.66, 3.5) GeV2.
Figure A.104: Cross-Sections
W [1.48, 1.5) GeV Q2 [1.1, 1.33) GeV2.
Figure A.105: Cross-Sections
W [1.48, 1.5) GeV Q2 [1.33, 1.56) GeV2.
Figure A.106: Cross-Sections
W [1.48, 1.5) GeV Q2 [1.56, 1.87) GeV2.
Figure A.107: Cross-Sections
W [1.48, 1.5) GeV Q2 [1.87, 2.23) GeV2.
Figure A.108: Cross-Sections
W [1.48, 1.5) GeV Q2 [2.23, 2.66) GeV2.
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Figure A.109: Cross-Sections
W [1.48, 1.5) GeV Q2 [2.66, 3.5) GeV2.
Figure A.110: Cross-Sections
W [1.5, 1.52) GeV Q2 [1.1, 1.33) GeV2.
Figure A.111: Cross-Sections
W [1.5, 1.52) GeV Q2 [1.33, 1.56) GeV2.
Figure A.112: Cross-Sections
W [1.5, 1.52) GeV Q2 [1.56, 1.87) GeV2.
Figure A.113: Cross-Sections
W [1.5, 1.52) GeV Q2 [1.87, 2.23) GeV2.
Figure A.114: Cross-Sections
W [1.5, 1.52) GeV Q2 [2.23, 2.66) GeV2.
Figure A.115: Cross-Sections
W [1.5, 1.52) GeV Q2 [2.66, 3.5) GeV2.
Figure A.116: Cross-Sections
W [1.52, 1.54) GeV Q2 [1.1, 1.33) GeV2.
104
Figure A.117: Cross-Sections
W [1.52, 1.54) GeV Q2 [1.33, 1.56) GeV2.
Figure A.118: Cross-Sections
W [1.52, 1.54) GeV Q2 [1.56, 1.87) GeV2.
Figure A.119: Cross-Sections
W [1.52, 1.54) GeV Q2 [1.87, 2.23) GeV2.
Figure A.120: Cross-Sections
W [1.52, 1.54) GeV Q2 [2.23, 2.66) GeV2.
Figure A.121: Cross-Sections
W [1.52, 1.54) GeV Q2 [2.66, 3.5) GeV2.
Figure A.122: Cross-Sections
W [1.54, 1.56) GeV Q2 [1.1, 1.33) GeV2.
Figure A.123: Cross-Sections
W [1.54, 1.56) GeV Q2 [1.33, 1.56) GeV2.
Figure A.124: Cross-Sections
W [1.54, 1.56) GeV Q2 [1.56, 1.87) GeV2.
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Figure A.125: Cross-Sections
W [1.54, 1.56) GeV Q2 [1.87, 2.23) GeV2.
Figure A.126: Cross-Sections
W [1.54, 1.56) GeV Q2 [2.23, 2.66) GeV2.
Figure A.127: Cross-Sections
W [1.54, 1.56) GeV Q2 [2.66, 3.5) GeV2.
Figure A.128: Cross-Sections
W [1.56, 1.58) GeV Q2 [1.1, 1.33) GeV2.
Figure A.129: Cross-Sections
W [1.56, 1.58) GeV Q2 [1.33, 1.56) GeV2.
Figure A.130: Cross-Sections
W [1.56, 1.58) GeV Q2 [1.56, 1.87) GeV2.
Figure A.131: Cross-Sections
W [1.56, 1.58) GeV Q2 [1.87, 2.23) GeV2.
Figure A.132: Cross-Sections
W [1.56, 1.58) GeV Q2 [2.23, 2.66) GeV2.
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Figure A.133: Cross-Sections
W [1.56, 1.58) GeV Q2 [2.66, 3.5) GeV2.
Figure A.134: Cross-Sections
W [1.58, 1.6) GeV Q2 [1.1, 1.33) GeV2.
Figure A.135: Cross-Sections
W [1.58, 1.6) GeV Q2 [1.33, 1.56) GeV2.
Figure A.136: Cross-Sections
W [1.58, 1.6) GeV Q2 [1.56, 1.87) GeV2.
Figure A.137: Cross-Sections
W [1.58, 1.6) GeV Q2 [1.87, 2.23) GeV2.
Figure A.138: Cross-Sections
W [1.58, 1.6) GeV Q2 [2.23, 2.66) GeV2.
Figure A.139: Cross-Sections
W [1.58, 1.6) GeV Q2 [2.66, 3.5) GeV2.
Figure A.140: Cross-Sections
W [1.6, 1.62) GeV Q2 [1.1, 1.33) GeV2.
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Figure A.141: Cross-Sections
W [1.6, 1.62) GeV Q2 [1.33, 1.56) GeV2.
Figure A.142: Cross-Sections
W [1.6, 1.62) GeV Q2 [1.56, 1.87) GeV2.
Figure A.143: Cross-Sections
W [1.6, 1.62) GeV Q2 [1.87, 2.23) GeV2.
Figure A.144: Cross-Sections
W [1.6, 1.62) GeV Q2 [2.23, 2.66) GeV2.
Figure A.145: Cross-Sections
W [1.6, 1.62) GeV Q2 [2.66, 3.5) GeV2.
Figure A.146: Cross-Sections
W [1.605, 1.615) GeV Q2 [1.8, 2.2) GeV2.
Figure A.147: Cross-Sections
W [1.605, 1.615) GeV Q2 [2.2, 2.6) GeV2.
Figure A.148: Cross-Sections
W [1.605, 1.615) GeV Q2 [2.6, 3.15) GeV2.
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Figure A.149: Cross-Sections
W [1.605, 1.615) GeV Q2 [3.15, 4.0) GeV2.
Figure A.150: Cross-Sections
W [1.615, 1.625) GeV Q2 [1.8, 2.2) GeV2.
Figure A.151: Cross-Sections
W [1.615, 1.625) GeV Q2 [2.2, 2.6) GeV2.
Figure A.152: Cross-Sections
W [1.615, 1.625) GeV Q2 [2.6, 3.15) GeV2.
Figure A.153: Cross-Sections
W [1.615, 1.625) GeV Q2 [3.15, 4.0) GeV2.
Figure A.154: Cross-Sections
W [1.62, 1.64) GeV Q2 [1.1, 1.33) GeV2.
Figure A.155: Cross-Sections
W [1.62, 1.64) GeV Q2 [1.33, 1.56) GeV2.
Figure A.156: Cross-Sections
W [1.62, 1.64) GeV Q2 [1.56, 1.87) GeV2.
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Figure A.157: Cross-Sections
W [1.62, 1.64) GeV Q2 [1.87, 2.23) GeV2.
Figure A.158: Cross-Sections
W [1.62, 1.64) GeV Q2 [2.23, 2.66) GeV2.
Figure A.159: Cross-Sections
W [1.62, 1.64) GeV Q2 [2.66, 3.5) GeV2.
Figure A.160: Cross-Sections
W [1.625, 1.635) GeV Q2 [1.8, 2.2) GeV2.
Figure A.161: Cross-Sections
W [1.625, 1.635) GeV Q2 [2.2, 2.6) GeV2.
Figure A.162: Cross-Sections
W [1.625, 1.635) GeV Q2 [2.6, 3.15) GeV2.
Figure A.163: Cross-Sections
W [1.625, 1.635) GeV Q2 [3.15, 4.0) GeV2.
Figure A.164: Cross-Sections
W [1.635, 1.645) GeV Q2 [1.8, 2.2) GeV2.
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Figure A.165: Cross-Sections
W [1.635, 1.645) GeV Q2 [2.2, 2.6) GeV2.
Figure A.166: Cross-Sections
W [1.635, 1.645) GeV Q2 [2.6, 3.15) GeV2.
Figure A.167: Cross-Sections
W [1.635, 1.645) GeV Q2 [3.15, 4.0) GeV2.
Figure A.168: Cross-Sections
W [1.64, 1.66) GeV Q2 [1.1, 1.33) GeV2.
Figure A.169: Cross-Sections
W [1.64, 1.66) GeV Q2 [1.33, 1.56) GeV2.
Figure A.170: Cross-Sections
W [1.64, 1.66) GeV Q2 [1.56, 1.87) GeV2.
Figure A.171: Cross-Sections
W [1.64, 1.66) GeV Q2 [1.87, 2.23) GeV2.
Figure A.172: Cross-Sections
W [1.64, 1.66) GeV Q2 [2.23, 2.66) GeV2.
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Figure A.173: Cross-Sections
W [1.64, 1.66) GeV Q2 [2.66, 3.5) GeV2.
Figure A.174: Cross-Sections
W [1.645, 1.655) GeV Q2 [1.8, 2.2) GeV2.
Figure A.175: Cross-Sections
W [1.645, 1.655) GeV Q2 [2.2, 2.6) GeV2.
Figure A.176: Cross-Sections
W [1.645, 1.655) GeV Q2 [2.6, 3.15) GeV2.
Figure A.177: Cross-Sections
W [1.645, 1.655) GeV Q2 [3.15, 4.0) GeV2.
Figure A.178: Cross-Sections
W [1.655, 1.665) GeV Q2 [1.8, 2.2) GeV2.
Figure A.179: Cross-Sections
W [1.655, 1.665) GeV Q2 [2.2, 2.6) GeV2.
Figure A.180: Cross-Sections
W [1.655, 1.665) GeV Q2 [2.6, 3.15) GeV2.
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Figure A.181: Cross-Sections
W [1.655, 1.665) GeV Q2 [3.15, 4.0) GeV2.
Figure A.182: Cross-Sections
W [1.66, 1.68) GeV Q2 [1.1, 1.33) GeV2.
Figure A.183: Cross-Sections
W [1.66, 1.68) GeV Q2 [1.33, 1.56) GeV2.
Figure A.184: Cross-Sections
W [1.66, 1.68) GeV Q2 [1.56, 1.87) GeV2.
Figure A.185: Cross-Sections
W [1.66, 1.68) GeV Q2 [1.87, 2.23) GeV2.
Figure A.186: Cross-Sections
W [1.66, 1.68) GeV Q2 [2.23, 2.66) GeV2.
Figure A.187: Cross-Sections
W [1.66, 1.68) GeV Q2 [2.66, 3.5) GeV2.
Figure A.188: Cross-Sections
W [1.665, 1.675) GeV Q2 [1.8, 2.2) GeV2.
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Figure A.189: Cross-Sections
W [1.665, 1.675) GeV Q2 [2.2, 2.6) GeV2.
Figure A.190: Cross-Sections
W [1.665, 1.675) GeV Q2 [2.6, 3.15) GeV2.
Figure A.191: Cross-Sections
W [1.665, 1.675) GeV Q2 [3.15, 4.0) GeV2.
Figure A.192: Cross-Sections
W [1.675, 1.685) GeV Q2 [1.8, 2.2) GeV2.
Figure A.193: Cross-Sections
W [1.675, 1.685) GeV Q2 [2.2, 2.6) GeV2.
Figure A.194: Cross-Sections
W [1.675, 1.685) GeV Q2 [2.6, 3.15) GeV2.
Figure A.195: Cross-Sections
W [1.675, 1.685) GeV Q2 [3.15, 4.0) GeV2.
Figure A.196: Cross-Sections
W [1.68, 1.7) GeV Q2 [1.1, 1.33) GeV2.
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Figure A.197: Cross-Sections
W [1.68, 1.7) GeV Q2 [1.33, 1.56) GeV2.
Figure A.198: Cross-Sections
W [1.68, 1.7) GeV Q2 [1.56, 1.87) GeV2.
Figure A.199: Cross-Sections
W [1.68, 1.7) GeV Q2 [1.87, 2.23) GeV2.
Figure A.200: Cross-Sections
W [1.68, 1.7) GeV Q2 [2.23, 2.66) GeV2.
Figure A.201: Cross-Sections
W [1.68, 1.7) GeV Q2 [2.66, 3.5) GeV2.
Figure A.202: Cross-Sections
W [1.685, 1.695) GeV Q2 [1.8, 2.2) GeV2.
Figure A.203: Cross-Sections
W [1.685, 1.695) GeV Q2 [2.2, 2.6) GeV2.
Figure A.204: Cross-Sections
W [1.685, 1.695) GeV Q2 [2.6, 3.15) GeV2.
115
Figure A.205: Cross-Sections
W [1.685, 1.695) GeV Q2 [3.15, 4.0) GeV2.
Figure A.206: Cross-Sections
W [1.695, 1.705) GeV Q2 [1.8, 2.2) GeV2.
Figure A.207: Cross-Sections
W [1.695, 1.705) GeV Q2 [2.2, 2.6) GeV2.
Figure A.208: Cross-Sections
W [1.695, 1.705) GeV Q2 [2.6, 3.15) GeV2.
Figure A.209: Cross-Sections
W [1.695, 1.705) GeV Q2 [3.15, 4.0) GeV2.
Figure A.210: Cross-Sections
W [1.7, 1.72) GeV Q2 [1.1, 1.33) GeV2.
Figure A.211: Cross-Sections
W [1.7, 1.72) GeV Q2 [1.33, 1.56) GeV2.
Figure A.212: Cross-Sections
W [1.7, 1.72) GeV Q2 [1.56, 1.87) GeV2.
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Figure A.213: Cross-Sections
W [1.7, 1.72) GeV Q2 [1.87, 2.23) GeV2.
Figure A.214: Cross-Sections
W [1.7, 1.72) GeV Q2 [2.23, 2.66) GeV2.
Figure A.215: Cross-Sections
W [1.7, 1.72) GeV Q2 [2.66, 3.5) GeV2.
Figure A.216: Cross-Sections
W [1.705, 1.715) GeV Q2 [1.8, 2.2) GeV2.
Figure A.217: Cross-Sections
W [1.705, 1.715) GeV Q2 [2.2, 2.6) GeV2.
Figure A.218: Cross-Sections
W [1.705, 1.715) GeV Q2 [2.6, 3.15) GeV2.
Figure A.219: Cross-Sections
W [1.705, 1.715) GeV Q2 [3.15, 4.0) GeV2.
Figure A.220: Cross-Sections
W [1.715, 1.725) GeV Q2 [1.8, 2.2) GeV2.
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Figure A.221: Cross-Sections
W [1.715, 1.725) GeV Q2 [2.2, 2.6) GeV2.
Figure A.222: Cross-Sections
W [1.715, 1.725) GeV Q2 [2.6, 3.15) GeV2.
Figure A.223: Cross-Sections
W [1.715, 1.725) GeV Q2 [3.15, 4.0) GeV2.
Figure A.224: Cross-Sections
W [1.72, 1.74) GeV Q2 [1.33, 1.56) GeV2.
Figure A.225: Cross-Sections
W [1.72, 1.74) GeV Q2 [1.56, 1.87) GeV2.
Figure A.226: Cross-Sections
W [1.72, 1.74) GeV Q2 [1.87, 2.23) GeV2.
Figure A.227: Cross-Sections
W [1.72, 1.74) GeV Q2 [2.23, 2.66) GeV2.
Figure A.228: Cross-Sections
W [1.72, 1.74) GeV Q2 [2.66, 3.5) GeV2.
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Figure A.229: Cross-Sections
W [1.725, 1.735) GeV Q2 [1.8, 2.2) GeV2.
Figure A.230: Cross-Sections
W [1.725, 1.735) GeV Q2 [2.2, 2.6) GeV2.
Figure A.231: Cross-Sections
W [1.725, 1.735) GeV Q2 [2.6, 3.15) GeV2.
Figure A.232: Cross-Sections
W [1.725, 1.735) GeV Q2 [3.15, 4.0) GeV2.
Figure A.233: Cross-Sections
W [1.735, 1.745) GeV Q2 [1.8, 2.2) GeV2.
Figure A.234: Cross-Sections
W [1.735, 1.745) GeV Q2 [2.2, 2.6) GeV2.
Figure A.235: Cross-Sections
W [1.735, 1.745) GeV Q2 [2.6, 3.15) GeV2.
Figure A.236: Cross-Sections
W [1.735, 1.745) GeV Q2 [3.15, 4.0) GeV2.
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Figure A.237: Cross-Sections
W [1.74, 1.76) GeV Q2 [1.1, 1.33) GeV2.
Figure A.238: Cross-Sections
W [1.74, 1.76) GeV Q2 [1.33, 1.56) GeV2.
Figure A.239: Cross-Sections
W [1.74, 1.76) GeV Q2 [1.56, 1.87) GeV2.
Figure A.240: Cross-Sections
W [1.74, 1.76) GeV Q2 [1.87, 2.23) GeV2.
Figure A.241: Cross-Sections
W [1.74, 1.76) GeV Q2 [2.23, 2.66) GeV2.
Figure A.242: Cross-Sections
W [1.74, 1.76) GeV Q2 [2.66, 3.5) GeV2.
Figure A.243: Cross-Sections
W [1.745, 1.755) GeV Q2 [1.8, 2.2) GeV2.
Figure A.244: Cross-Sections
W [1.745, 1.755) GeV Q2 [2.2, 2.6) GeV2.
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Figure A.245: Cross-Sections
W [1.745, 1.755) GeV Q2 [2.6, 3.15) GeV2.
Figure A.246: Cross-Sections
W [1.745, 1.755) GeV Q2 [3.15, 4.0) GeV2.
Figure A.247: Cross-Sections
W [1.755, 1.765) GeV Q2 [1.8, 2.2) GeV2.
Figure A.248: Cross-Sections
W [1.755, 1.765) GeV Q2 [2.2, 2.6) GeV2.
Figure A.249: Cross-Sections
W [1.755, 1.765) GeV Q2 [2.6, 3.15) GeV2.
Figure A.250: Cross-Sections
W [1.76, 1.78) GeV Q2 [1.1, 1.33) GeV2.
Figure A.251: Cross-Sections
W [1.76, 1.78) GeV Q2 [1.33, 1.56) GeV2.
Figure A.252: Cross-Sections
W [1.76, 1.78) GeV Q2 [1.56, 1.87) GeV2.
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Figure A.253: Cross-Sections
W [1.76, 1.78) GeV Q2 [1.87, 2.23) GeV2.
Figure A.254: Cross-Sections
W [1.76, 1.78) GeV Q2 [2.23, 2.66) GeV2.
Figure A.255: Cross-Sections
W [1.76, 1.78) GeV Q2 [2.66, 3.5) GeV2.
Figure A.256: Cross-Sections
W [1.765, 1.775) GeV Q2 [1.8, 2.2) GeV2.
Figure A.257: Cross-Sections
W [1.765, 1.775) GeV Q2 [2.2, 2.6) GeV2.
Figure A.258: Cross-Sections
W [1.765, 1.775) GeV Q2 [2.6, 3.15) GeV2.
Figure A.259: Cross-Sections
W [1.765, 1.775) GeV Q2 [3.15, 4.0) GeV2.
Figure A.260: Cross-Sections
W [1.775, 1.785) GeV Q2 [1.8, 2.2) GeV2.
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Figure A.261: Cross-Sections
W [1.775, 1.785) GeV Q2 [2.2, 2.6) GeV2.
Figure A.262: Cross-Sections
W [1.775, 1.785) GeV Q2 [2.6, 3.15) GeV2.
Figure A.263: Cross-Sections
W [1.78, 1.8) GeV Q2 [1.33, 1.56) GeV2.
Figure A.264: Cross-Sections
W [1.78, 1.8) GeV Q2 [1.56, 1.87) GeV2.
Figure A.265: Cross-Sections
W [1.78, 1.8) GeV Q2 [1.87, 2.23) GeV2.
Figure A.266: Cross-Sections
W [1.78, 1.8) GeV Q2 [2.23, 2.66) GeV2.
Figure A.267: Cross-Sections
W [1.78, 1.8) GeV Q2 [2.66, 3.5) GeV2.
Figure A.268: Cross-Sections
W [1.785, 1.795) GeV Q2 [1.8, 2.2) GeV2.
123
Figure A.269: Cross-Sections
W [1.785, 1.795) GeV Q2 [2.2, 2.6) GeV2.
Figure A.270: Cross-Sections
W [1.785, 1.795) GeV Q2 [2.6, 3.15) GeV2.
Figure A.271: Cross-Sections
W [1.785, 1.795) GeV Q2 [3.15, 4.0) GeV2.
Figure A.272: Cross-Sections
W [1.795, 1.805) GeV Q2 [1.8, 2.2) GeV2.
Figure A.273: Cross-Sections
W [1.795, 1.805) GeV Q2 [2.2, 2.6) GeV2.
Figure A.274: Cross-Sections
W [1.795, 1.805) GeV Q2 [2.6, 3.15) GeV2.
Figure A.275: Cross-Sections
W [1.795, 1.805) GeV Q2 [3.15, 4.0) GeV2.
Figure A.276: Cross-Sections
W [1.8, 1.82) GeV Q2 [1.33, 1.56) GeV2.
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Figure A.277: Cross-Sections
W [1.8, 1.82) GeV Q2 [1.56, 1.87) GeV2.
Figure A.278: Cross-Sections
W [1.8, 1.82) GeV Q2 [1.87, 2.23) GeV2.
Figure A.279: Cross-Sections
W [1.8, 1.82) GeV Q2 [2.23, 2.66) GeV2.
Figure A.280: Cross-Sections
W [1.8, 1.82) GeV Q2 [2.66, 3.5) GeV2.
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