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a b s t r a c t
A Steiner surface is a quadratically parameterizable surface with-
out base points. To make Steiner surfaces more applicable in Com-
puter Aided Geometric Design and Geometric Modeling, this paper
discusses implicitization, parameterization and singularity compu-
tation of Steiner surfaces using the moving surface technique. For
implicitization, we prove that there exist two linearly independent
moving planes with total degree one in the parametric variables.
From this fact, the implicit equation of a Steiner surface can be ex-
pressed as a 3 × 3 determinant. The inversion formula and singu-
larities for the Steiner surface can also be easily computed from
themoving planes. For parameterization, we first compute the sin-
gularities of a Steiner surface in implicit form. Based on the sin-
gularities, we can find some special moving planes, from which a
quadratic parameterization of the Steiner surface can be retrieved.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
A Steiner surface is a quadratically parameterizable surface without base points, and it has
interesting applications in Geometric Modeling (see Aries et al., 2008, 2004, Aries and Senoussi, 2001,
Coffman et al., 1996 and Sederberg and Anderson, 1985 and the references therein). This paper will
concentrate on implicitization, parameterization and singularity computation of Steiner surfaces. The
techniquewe are going to use ismoving surfaceswhich has been successfully applied in solving similar
problems of quadratic parametric surfaces with base points (Chen et al., 2006; Wang et al., 2008).
The method of moving surfaces was introduced in Sederberg and Chen (1995) to implicitize
rational parametric surfaces. Compared with previous approaches, it has several advantages.
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First, it can write the implicit equation in a more compact form than other resultant-based methods
such as Dixon resultants (Chionh and Goldman, 1992; Chionh and Sederberg, 2001; Chionh et al.,
2000; Sederberg et al., 1984). Second, it always works even in the presence of base points while
other resultant-based methods may fail. Third, it is much more efficient than the Groebner basis
method (Buchberger, 1989). Unfortunately, there lack explicit constructions and rigorous proofs for
the method of moving surfaces for general rational parametric surfaces, except for some special cases
(Adkins et al., 2005; Busé et al., 2003; Cox et al., 2000; Khetan and D’Andrea, 2006). In this paper,
we will show that the method of moving surfaces is always valid for implicitizing Steiner surfaces. At
the same time, the method of moving surfaces provides efficient approach for parameterization and
singularity computation of Steiner surfaces.
Singularity computation is useful in Geometric Modeling, e.g., in determining shapes and topology
of curves and surfaces. The technique of moving curves and surfaces has successfully applied in
computing singularities of rational curves (Chen et al., 2008;Wang et al., 2009), rational ruled surfaces
(Jia et al., 2009) and quadratically parameterized surfaces with base points (Chen et al., 2006; Wang
et al., 2008). For a Steiner surface, the singularities consist of several double lines and a triple point
(Salmon, 1915). Given a Steiner surface in parametric form, the singularities can be easily computed
from two moving planes whose total degree is one in the parametric variables. On the other hand,
if the Steiner surface is given in implicit form, we can also find singularities exactly by just solving
several univariate cubic polynomials. After computing the singularities, the parameterization can be
easily obtained using the moving plane technique.
The remainder of the paper is organized as follows. In Section 2, we recall some preliminary
knowledge aboutmoving surfaces and singularities of surfaces. In Section 3,wepresent an approach to
write the implicit equation of a Steiner surface in a 3×3determinant usingmoving surfaces technique.
In Sections 4 and 5, efficient algorithms are provided to compute the singularities of a Steiner surface
both in parametric form and implicit form. In Section 6, a method based on the singularities of Steiner
surfaces and moving plane technique to parameterize Steiner surfaces is provided. We conclude the
paper in Section 7 with some future work.
2. Preliminaries
Let R[s, t] be the ring of bivariate polynomials in s, t over the set of real numbers R. A rational
parametric surface in homogeneous form is defined
P(s, t) = a(s, t), b(s, t), c(s, t), d(s, t), (1)
where a, b, c, d ∈ R[s, t] are polynomials with gcd(a, b, c, d) = 1. We assume the parameterization
is generically one-to-one.
A base point of a rational surface P(s, t) is a parameter pair (s0, t0) such that
a(s0, t0) = 0, b(s0, t0) = 0, c(s0, t0) = 0, d(s0, t0) = 0.
Note that even if the rational surface P(s, t) is real, the base points could be complex numbers and
possibly at infinity.
Amoving surface is a family of surfaces with parameter pair (s, t)
g(X, s, t) :=
σ
i=1
hi(X)γi(s, t),
where X = (x, y, z, w), hi and γi are polynomials, and γi, i = 1, . . . , σ are called blending functions.
When hi is linear, it is called a moving plane; and if hi is quadratic, it is also called a moving quadric,
etc.. A moving surface is said to follow the rational surface (1) if
g(P(s, t), s, t) ≡ 0. (2)
Specially, a moving plane can be written as
L(X; s, t) := A(s, t)x+ B(s, t)y+ C(s, t)z + D(s, t)w = 0. (3)
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Or, in a vector form,
L(s, t) := A(s, t), B(s, t), C(s, t),D(s, t).
The moving plane follows the rational surface means that L(s, t) · P(s, t) ≡ 0. Let Ls,t be the set of
the moving planes which follow the rational parametric surface P(s, t). Thus Ls,t is exactly the syzygy
module syz(a, b, c, d) (Chen et al., 2005).
The method of moving surfaces was introduced by Sederberg and one of the present authors to
implicitize rational parametric surfaces (Sederberg and Chen, 1995). An important result about the
method of moving surfaces is the following proposition.
Proposition 1 (Sederberg and Chen, 1995). Given a set of σ moving surfaces
gj(X, s, t) :=
σ
i=1
hji(X)γi(s, t), j = 1, . . . , σ
each of which follows the rational surface (1). Define
f (X) =

h11(X) · · · h1σ (X)
... · · · ...
hσ1(X) · · · hσσ (X)
 .
If the degree of f (X) equals to the degree of the implicit equation of the rational surface P(s, t), then
f (X) = 0 is the implicit equation of P(s, t).
For surfaces of some total degree without base points, Cox et al. have shown that the method of
moving quadrics work under some specific conditions.
Proposition 2 (Cox et al., 2000). For a rational surface of total degree nwithout base points, suppose that
the parameterization is generically one-to-one, and that there are exactly n linearly independent moving
planes of degree n− 1 that follow the surface. Then the method of moving quadrics computes the implicit
equation of the surface.
Remark 1. For a rational surface satisfying the conditions of Proposition 2, there exist (n2 − n)/2
moving quadrics and nmoving planes whose total degrees about s, t are n−1. Thesemoving quadrics
and moving planes contain (n2 + n)/2 monomials sit j, 0 ≤ i + j ≤ n − 1 as blending functions. The
determinant formed by these (n2 + n)/2 moving surfaces is just the implicit equation.
Next we recall the concept of singularities of surfaces.
A singular point is a point on a surface where the tangent plane is not uniquely defined. Let
P˜(s, t) =

a(s, t)
d(s, t)
,
b(s, t)
d(s, t)
,
c(s, t)
d(s, t)

be the dehomogenized form of the rational surface P(s, t). Then P(s0, t0) is a singular point if and only
if
P˜s(s0, t0)× P˜t(s0, t0) = 0.
To define the order of singular points, we need to employ implicit forms of surfaces. Let
f (x, y, z, w) = 0 be the implicit form of the parametric surface P(s, t). Then X0 = (x0, y0, z0, w0)
is a singular point of order r if all the derivatives of f of order r − 1 are zero at X0 and at least one r-th
derivative of f does not vanish at X0. For example, X0 is a double point if and only if
fx(X0) = fy(X0) = fz(X0) = fw(X0) = 0,
and at least one of the second derivatives is non-zero.
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3. Implicitization
For brevity of discussion, a Steiner surface is written as
P(s, t) = PT1 + PTs s+ PTt t + PTs2s2 + PTstst + PTt2 t2, (4)
where P1, Ps, Pt , Pst ,Ps2 and Pt2 are all column vectors in R4. A major observation is the following
Theorem 3. For a Steiner surface, there are exactly two linearly independent moving planes with total
degree one in variables s, t that follow it.
Proof. Let
l(s, t) = lu + lss+ lt t
be a moving plane with total degree one in s, t that follows P(s, t). Here lu, ls, and lt are row vectors
in R4. From
l(s, t) · P(s, t) ≡ 0,
one obtains
(ls, lt , lu) · Q = 0, (5)
where Q is a 12× 10 matrix
Q =
0 P1 0 Ps Pt 0 Ps2 Pst Pt2 0
0 0 P1 0 Ps Pt 0 Ps2 Pst Pt2
P1 Ps Pt Ps2 Pst Pt2 0 0 0 0

. (6)
The rank of the set of vectors {P1, Ps, Pt , Ps2 , Pst , Pt2} must be four, otherwise the implicit
representation of P(s, t) is a plane. Now we claim that rank(Q ) = 10, which implies that there are
exactly two linearly independent moving planes of degree one in s, t following P(s, t).
Suppose on the contrary that the columnsCi ofQ are linearly dependent. Then there exist constants
k1, k2 . . . , k10, at least one of them are nonzero, such that
10
i=1
kiCi = 0.
The above equation is equivalent to (P1, Ps, Pt , Ps2 , Pst , Pt2) · K = 0,where
K =

k1 k2 k3
k2 k4 k5
k3 k5 k6
k4 k7 k8
k5 k8 k9
k6 k9 k10
 .
Since rank(P1, Ps, Pt , Ps2 , Pst , Pt2) = 4, we conclude that
rank(K) ≤ 2.
(i) If rank(K) = 1, without loss of generality, assume k1 ≠ 0, then there exist constants α and β such
that
K2 = αK1, K3 = βK1,
where Ki, i = 1, 2, 3 is the ith column vector of K . Then
k2 = αk1, k3 = βk1, k4 = α2k1, k5 = αβk1, k6 = β2k1.
And it follows that
P1 + αPs + βPt + α2Ps2 + αβPst + β2Pt2 = 0,
which means that (s0, t0) = (α, β) is a base point of P(s, t), a contradiction.
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(ii) If rank(K) = 2, without loss of generality, assume that there exist constants λ and µ such that
K1 = λK2 + µK3.
Then
k1 = λ3k7 + 3λ2µk8 + 3λµ2k9 + µ3k10, k2 = λ2k7 + 2λµk8 + µ2k9
k3 = λ2k8 + 2µλk9 + µ2k10, k4 = λk7 + µk8
k5 = λk8 + µk9, k6 = λk9 + µk10.
Now we claim that P(s, t) must have a base point, which leads to a contradiction. Notice that
for any constants τ1 and τ2,
(P1, Ps, Pt , Ps2 , Pst , Pt2) · (τ1K2 + τ2K3) = 0.
Denote τ1K2 + τ2K3 = (γ1, γ2, γ3, γ4, γ5, γ6). Then P(s, t) has a base point if
γ 22 = γ1γ4, γ2γ3 = γ1γ5, γ 23 = γ1γ6.
It is direct to verify that the above equations are equivalent to
(k28 − k7k9)τ 21 + (k8k9 − k7k10)τ1τ2 + (k29 − k8k10)τ 22 = 0.
Regarding (τ1, τ2) as unknowns, the above equation must have a solution, which induces the
existence of a base point.
In all, we conclude that rank(Q ) = 10, and therefore there exist exactly two linearly independent
moving planes following P(s, t). 
Since a Steiner surface is a quadratically parameterized surface with no base point, by
Propositions 1 and 2, we immediately have
Theorem 4. Let P(s, t) be a Steiner surface, and let
l1 = l1(X; s, t) := l11(X)+ l12(X)s+ l13(X)t, (7)
l2 = l2(X; s, t) := l21(X)+ l22(X)s+ l23(X)t (8)
be two moving planes of total degree one in s, t, and
q(X; s, t) = q1(X)+ q2(X)s+ q3(X)t
be a moving quadric which is R[x, y, z, w]-linearly independent with l1 and l2. Define
M = M(X) :=
 l11(X) l12(X) l13(X)
l21(X) l22(X) l23(X)
q1(X) q2(X) q3(X)

. (9)
Then f (X) := det(M) is the implicit equation of the Steiner surface P(s, t).
The two moving planes l1 and l2 can be computed by solving the linear system of Eqs. (5). For the
moving quadric q, one can take the computational procedure as described in Cox et al. (2000). Or we
can take the following approach.
Regard each moving quadric with total degree one in s and t as a vector of dimension 30. Let V be
the vector space of all the moving quadrics (with degree one in s, t) following P(s, t). It is easy to see
that the dimension of V is at least 30− 21 = 9. Next letW be the vector space formed by the moving
quadrics xli, yli, zli, wli, i = 1, 2. Obviously,W ⊂ V and dimW = 8. Decompose V as the direct sum
ofW and another vector spaceW ′. Then dimW ′ ≥ 1, and any element inW ′ gives a moving quadric
qwhich is R[x, y, z, w]-linearly independent with the two moving planes l1 and l2.
Example 1. Let the Steiner surface be
P(s, t) = s2 + 1, s− t2, t, 1+ t.
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The two moving planes are
l1 = −y− sz − tz + sw
l2 = −z − tz + tw.
The moving quadric is
q = y2 + z2 + xz + sz2 + tyz − xw − 2zw + w2.
Then  l1l2q
 =
 −y −z + w −z−z 0 −z + w
y2 + z2 + xz − xw − 2zw + w2 z2 yz

 1st
 .
LetM be the 3× 3 matrix in the right hand side of the above equation. Then the implicit equation of
P(s, t) is
f (x, y, z, w) = det(M) = −2yz3 + 2yz2w + 2z4 + y2z2 − 2y2zw + y2w2
− 4z3w + 6z2w2 + xz3 − 3xz2w + 3xzw2 − xw3 − 4zw3 + w4 = 0.
4. Inversion formula and singularities
The two moving planes of a Steiner surface provides a simple inversion formula for it. Let l1 and
l2 be given as in Theorem 4. For a non-singular point X0 = (x0, y0, z0, w0) on the Steiner surface, its
corresponding parametric values are obtained by solving l1(X0; s, t) = 0 and l2(X0; s, t) = 0:
s0 = l13(X0)l21(X0)− l11(X0)l23(X0)l12(X0)l23(X0)− l13(X0)l22(X0) ,
t0 = l11(X0)l22(X0)− l12(X0)l21(X0)l12(X0)l23(X0)− l13(X0)l22(X0) .
(10)
The twomoving planes of a Steiner surface can also help to efficiently compute the singularities of
the Steiner surface.
For the brevity of discussion, a point not on the surface is regarded as a point of order 0, a regular
point on the surface is a point of order 1.
Lemma 5 (Chen and Wang, 2009). For a parametric surface P(s, t, u) (homogeneous form of P(s, t))
with no base point and any moving surface f (x, y, z, w, s, t, u) = 0 following it. If X0 = (x0, y0, z0, w0)
(assumew0 ≠ 0) is a point of order r, then
w0a(s, t, u)− x0d(s, t, u) = w0b(s, t, u)− y0d(s, t, u)
= w0c(s, t, u)− z0d(s, t, u) = f (x0, y0, z0, w0, s, t, u) = 0
have and only have r solutions, where f (x, y, z, w, s, t, u) is the homogeneous form of f (x, y, z, w, s, t).
Then we have the following theorem:
Theorem 6. Let P(s, t) be a Steiner surface, and l1, l2, q,M and f be as defined in Theorem 4. Then
OrdX0(f ) = r if and only if
rank(M(X0)) = 3− r, r = 0, 1, 2, 3.
Here OrdX0(f ) refers to the order of f at a point X0.
Proof. Since f (x, y, z, w) = det(M) is the implicit equation of the Steiner surface, it is easy to see
that
rank(M(X0)) = 3 ⇐⇒ OrdX0(f ) = 0. (11)
From
fx(x, y, z, w) = det((M1x,M2,M3))+ det((M1,M2x,M3))+ det((M1,M2,M3x)),
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whereMi is i-th column of matrixM , i = 1, 2, 3, andMix is the partial derivative ofMi with respect to
x, and other similar equations, we can get
rank(M(X0)) = 3− i ⇒ OrdX0(f ) ≥ i, i = 1, 2, 3. (12)
Next, wewill prove that ifX0 is a singular point of order 3 (triple point) on the Steiner surface, then
rank(M(X0)) = 0.
If X0 = (x0, y0, z0, w0) (assumew0 ≠ 0) is a triple point of the Steiner surface and rank(M(X0)) ≠
0, then at least one of l1(X0), l2(X0), q(X0) is not identically zero, and it is a linear function in s, t .
Therefore, the number of solutions for the system of equations
l1(X0, s, t, u) = l2(X0, s, t, u) = q(X0, s, t, u) = w0a(s, t, u)− x0d(s, t, u)
= w0b(s, t, u)− y0d(s, t, u) = w0c(s, t, u)− z0d(s, t, u) = 0 (13)
does not exceed two (countingmultiplicity (Bruns andHerzog, 1998)), where l1(X0, s, t, u), l2(X0, s, t ,
u), q(X0, s, t, u) are homogeneous form of l1(X0), l2(X0), q(X0) respectively. However, since X0 is a
triple point, the system of Eqs (13) have three solutions by Lemma 5, a contradiction. Hence, if X0 is a
triple point of the Steiner surface, then rank(M(X0)) = 0. Combining with (12), one can get
rank(M(X0)) = 0 ⇐⇒ OrdX0(f ) = 3. (14)
Finally, we will show that rank(M(X0)) = 2 and OrdX0(f ) = 2 cannot hold at the same time, then
it follows that
rank(M(X0)) = 2 ⇐⇒ OrdX0(f ) = 1, (15)
and
rank(M(X0)) = 1 ⇐⇒ OrdX0(f ) = 2. (16)
Suppose that rank(M(X0)) = 2 and OrdX0(f ) = 2, then the system of Eqs. (13) have just one
solution, since at least two of l1(X0), l2(X0) and q(X0) are nonzero and linear in s, t . On the other hand,
by Lemma 5, the system of Eqs (13) have two solutions since OrdX0(f ) = 2, a contradiction. Thus,
rank(M(X0)) = 2 and OrdX0(f ) = 2 cannot hold simultaneously.
The theorem is thus proved. 
A direct consequence of the above theorem is the following
Theorem 7. For a Steiner surface P(s, t), let l1, l2 be twomoving planes of P(s, t) as defined in Theorem 4,
and define
N = N(X) :=

l11(X) l12(X) l13(X)
l21(X) l22(X) l23(X)

.
Then
1. OrdX0(P) = 3 ⇐⇒ rank(N(X0)) = 0.
2. If X0 is a double point of P(s, t), then rank(N(X0)) = 1.
Proof.
1. (=⇒) From Theorem 6, one has OrdX0(f ) = 3 ⇐⇒ rank(M(X0)) = 0. Since N(X0) is a
submatrix ofM(X0), then
OrdX0(f ) = 3⇒ rank(N(X0)) = 0.
(⇐=) From the classical algebraic geometry (Salmon, 1915), we know that a Steiner surface contains
one triple point X0. Then rank(N(X0)) = 0. If there exists another point X1 ≠ X0 such that
rank(N(X1)) = 0, then anymovingplane that is linear in s, t and that followsP(s, t)must pass through
X0 and X1, and thus it is unique. This contradicts with the existence of two linearly independent
moving planes. Therefore, for a point satisfying rank(N(X)) = 0, the point is the triple point of the
Steiner surface.
2. From Theorem 6, one can get that if X0 is a double point of the Steiner surface, then
rank(M(X0)) = 1. Since N(X0) is a submatrix of M(X0), rank(N(X0)) ≤ 1. And from the first part
of the theorem, one can easily get rank(N(X0)) ≠ 0. Thus rank(N(X0)) = 1. 
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Based on the above theorems, we can obtain simple algorithms to compute the singularities of a
Steiner surface. We first describe the algorithm to compute the triple point of Steiner surfaces.
Algorithm 1. TRIPLE-POINT-I
Input: The parametric equation of a Steiner surface.
Output: A triple point of the Steiner surface.
Procedure:
1. Solve the linear system of Eqs. (5) to obtain two moving planes l1 and l2 as defined in Theorem 4.
2. Solve the linear system of equations in x, y, z, w:
lij(X) = 0, i = 1, 2, j = 1, 2, 3.
The solution gives the triple point.
To find the double points of a Steiner surface, one can directly solve the following system of
equations
l11(X)l22(X)− l21(X)l12(X) = 0, l11(X)l23(X)− l21(X)l13(X) = 0, (17)
or equivalently to solve the intersections of two quadric surfaces, which is in general not an easy task
(Wang et al., 2002). But since the double points of a Steiner surface just consists of lines, the situation
is much simplified.
For a Steiner surface, the double lines pass through the triple point (Salmon, 1915). Without loss
of generality, let the triple point be X0 = (x0, y0, z0, 1). The generic line passes through X0 can be
defined by
x = x0 + k1t, y = y0 + k2t, z = z0 + k3t. (18)
Substituting the above equation into (17) yields
f (k1, k2, k3, t) = f0(k1, k2, k3)+ f1(k1, k2, k3)t + f2(k1, k2, k3)t2 = 0,
g(k1, k2, k3, t) = g0(k1, k2, k3)+ g1(k1, k2, k3)t + g2(k1, k2, k3)t2 = 0.
(19)
where fi and gi are quadratic polynomials in k1, k2, k3, i = 0, 1, 2. Thus, the line (18) lies on a Steiner
surface if and only if
fi(k1, k2, k3) = 0, gi(k1, k2, k3) = 0, i = 0, 1, 2. (20)
Therefore, to find the double lines of a Steiner surface, we only need to compute the intersections of
six conics, which can be computed exactly.
However, the solutions of (20) may produce an extra line, which is the intersection of the planes
l11(X) = 0, l21(X) = 0. So we need to substitute the line equation intoM to check if rank(M) = 1 or
not.
We summarize the above process in the following algorithm.
Algorithm 2. DOUBLE-LINES-I
Input: The parametric equation of a Steiner surface.
Output: The double lines of the Steiner surface.
Procedure:
1. Use Algorithm 1 to compute the triple point of the Steiner surface.
2. Let the undetermined double line equation be the form (18), substitute it into (17) and extract the
coefficient of the equation to get (20).
3. Solve (20) to obtain k1, k2, k3.
4. Verify these lines are double lines or not.
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We illustrate an example.
Example 2. Let the Steiner surface be
P(s, t) = (4+ s2 + 2ts, 2ts− 4t, 4+ 4t2,−4t + 4+ 4t2).
The two linearly independent moving planes are (l1, l2)T = N · (1, s, t)T , where
N =
 2y+ 2z − 2w −z + w 0
−2y− 4z + 4w −y 2x− 2y− 2z + 2w

.
Then one can get the triple point (x0, y0, z0, w0) = (0, 0, 1, 1). And the generic line equation passes
the triple point is
x = k1t, y = k2t, z = 1+ k3t.
Substituting the line equation into (17) yields
f (k1, k2, k3, t) = −(k22 + 2k2k3 + 2k23)t2 = 0,
g(k1, k2, k3, t) = 2(k2 + k3)(k1 − k2 − k3)t2 = 0
(21)
which implies
k1 = 1, k2 = 0, k3 = 0

,

k1 = 1+ i, k2 = 2, k3 = −1+ i

,
k1 = 1− i, k2 = 2, k3 = −1− i

,
where i is an imaginary unit. Substituting them intoM and verifying, one can get three double lines
L1 :

x = t, y = 0, z = 1,
L2 :

x = (1+ i)t, y = 2t, z = 1+ (i− 1)t,
L3 :

x = (1− i)t, y = 2t, z = 1− (i+ 1)t.
Remark 2. One can also find the double lines of a Steiner surface by taking the resultant of the two
polynomials in Eq. (17) with some variable (say z) to obtain a polynomial h(x, y, w). Then h must
contain some linear factors which correspond to the double lines of the Steiner surface. Thus to
compute the double lines, we only have to factorize a bivariate quartic polynomial.
Let us recompute the above example using resultant method. The two polynomials in Eq. (17)
are
f = y2 + 2yz + 2z2 − 2yw − 4zw + 2w2
g = (y+ z − w)(x− y− z + w).
The resultant of f and g with respect to z is
h = y2(2x2 − 2xy+ y2).
Thus y = 0 or x = 1±i2 y. From here, we can easily find three double lines.
5. Computing double lines of quartic surfaces
For the aid of parameterizing a Steiner surface in implicit form, in this section, we first present
methods to compute the double lines of the Steiner surface.
As a first step, we need to discuss how to compute singular points of plane quartic curves.
5.1. Computing singular points of plane quartic curves
Let f (x, y, w) = 0 be an irreducible planar quartic curve. A standard way to compute the singular
points of the quartic curve is to solve the system of equations
fx = 0 fy = 0, fw = 0
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which results in solving the roots of univariate polynomials of degree nine. In the following, we
present a new approach which needs only to solve cubic polynomial equations.
Lemma 8 (Gathmann, 2003). Let C ⊂ P2 be an irreducible curve of degree d. Then C has at most d−12 
singular points.
From the above lemma, we can deduce that an irreducible quartic curve contains at most
4−1
2
 = 3
singular points.
Theorem 9. For an irreducible planar quartic curve f (x, y, w) = 0, there exist a suitable rotation
transformation, such that
deg (gcd(u1(y, w),u2(y, w))) = I,
where I is the number of the singular points of the quartic curve,u1(y, w) = Res(fx,fy, x),u2(y, w) =
Res(fx,fw, x), andf (x, y, w) = 0 is the curve after the transformation.
Proof. Let C1, C2, C3 be the cubic curves defined by fx = 0, fy = 0, fw = 0 respectively. The
intersection points of C1 and C2 are (xi, yi, wi), i = 1, . . . , 9, and the intersection points of C1 and
C3 are (xi,yi,wi), i = 1, . . . , 9. Then
u1(y, w) = Res(fx, fy, x) =

1≤i≤9
(wiy− yiw),
u2(y, w) = Res(fx, fw, x) =

1≤i≤9
(wiy−yiw).
Let (x∗i , y
∗
i , w
∗
i ), i = 1, . . . , I be the singular points of the curve f (x, y, w) = 0, then u1(y, w) =
(w∗1y− y∗1w) · · · (w∗I y− y∗I w)h1(y, w), and u2(y, w) = (w∗1y− y∗1w) · · · (w∗I y− y∗I w)h2(y, w).
Generally, gcd(h1(y, w), h2(y, w)) = 1. However, we cannot ensure it is always true. When
(xk, yk, wk) and (xj,yj,wj), 1 ≤ k, j ≤ 9 (without loss of generality, assume wk ≠ 0, wj ≠ 0)
are not the singular points of the quartic curve, and yk/wk = yj/wj, then xk/wk ≠ xj/wj and
(wky− ykw)| gcd

h1(y, w), h2(y, w)

.
When this happens, we make a linear transformation to the curve f (x, y, w) = 0 by x = x, y =
y+ λx. Let the transformed curve bef (x, y, w) = 0, andu1(y, w) = Res(fx,fy, x), u2(y, w) = Res(fx,fw, x),
thenu1(y, w) = w∗1y− (y∗1−λx∗i )w · · · w∗I y− (y∗I −λx∗I )wh1(y, w) andu2(y, w) = w∗1y− (y∗1−
λx∗i )w
 · · · w∗I y− (y∗I −λx∗I )wh2(y, w). Moreover, wky− (yk−λxk)w) ̸ | gcd h1(y, w),h2(y, w).
Therefore, when we transform the curve f (x, y, w) = 0 (if needed), such that wixj ≠ wjxi, where
1 ≤ i, j ≤ 9 except for all the singular points. Then gcd u1(y, w),u2(y, w) = w∗1y − (y∗1 −
λx∗i )w
 · · · w∗I y−(y∗I −λx∗I )w, and deg  gcd u1(y, w),u2(y, w) = I . Furthermore, from Lemma8,
we know that I ≤ 3. 
Based on the above theorem, an algorithm to compute the singular points of a quartic curve can be
described as follows.
Algorithm 3. SINGULAR-POINT-QUARTIC-CURVE
Input: A planar irreducible quartic curve f (x, y, w) = 0.
Output: The singular points of the curve.
Procedure:
1. Make a transformation x = x, y = y+λx to the curve f (x, y, w) = 0, where λ is a random number.
Compute u1(y, w) = Res(fx, fy, x) and u2(y, w) = Res(fx, fw, x).
2. If gcd(u1(y, w), u2(y, w)) = 1, then the curve f (x, y, w) = 0 does not have singular points. Else if
deg

gcd(u1(y, w), u2(y, w))
 = k ≠ 0, solve the equation
gcd(u1(y, w), u2(y, w)) = 0,
and denote the solutions as (yi, wi), i = 1, . . . , k.
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3. Substitute the solutions into
fx = 0, fy = 0, fw = 0,
and compute their corresponding (x, w) values.
Let us illustrate an example.
Example 3. Let a planar quartic curve C be
f (x, y, w) =136yxw2 + 32y2w2 + 150x2w2 + 105x3w + 58yx2w + 8yw3
+ 16xw3 + 4y2xw + 18x4 − 2x2y2 = 0.
One can get
u1(y, w) =Res(fx, fy, x) = −128w2(−136y7 + 11428y6w − 175414y5w2
+ 417883y4w3 − 225920y3w4 − 31346y2w5 − 170226yw6 + 173731w7),
u2(y, w) = Res(fx, fw, x) = 576w(220796y8 − 1146208y7w + 992189y6w2
+ 193988y5w3 + 27380714y4w4 − 135954084y3w5 + 260830157y2w6
− 226352304yw7 + 73834752w8).
Then gcd

u1(y, w), u2(y, w)
 = w(−y + w). Substituting w = 0 into fx = 0, fy = 0, fw = 0, one
can get a singular point (x, y, w) = (0, 1, 0). Substituting y = w into fx = 0, fy = 0, fw = 0, we get
another singular point (x, y, w) = (− 23 , 1, 1).
5.2. Compute double lines of quartic surfaces
For a general irreducible quartic surface, computing its singular points is a very hard task. However,
computing the double lines of a quartic surface is relatively easier. We first prove two lemmas.
Lemma 10. Let P be a singular point of a quadric surface and π be a generic plane passing through P.
Assume the intersection curve of π and the surface be C, then P is also a singular point of the curve C.
Proof. Similar to the proof of Lemma 4.4 in Wang et al. (2008). 
From this lemma, we can conclude that the intersection curve of a generic plane and a quartic
surface with double lines is always singular.
Lemma 11. Let π be a generic plane which intersects an irreducible quartic surface, and the intersection
curve be C. If the intersection curve C is irreducible, then C contains at most three singular points of the
surface.
Proof. From Lemma 8, it is obviously true. 
Based on the above lemmas,we can provide an approach to compute singular lines of an irreducible
quartic surface. Choose two generic planes π1 and π2 which intersect the surface at two irreducible
plane curves C1 and C2. Let the singular points of these two curves are {P1i, 1 ≤ i ≤ r} and
{P2j, 1 ≤ j ≤ s} (r, s ≤ 3), respectively. The lines joining the two points P1i and P2j are candidates for
the singular lines of the surface which can be easily verified. We summarize the above process as an
algorithm (Algorithm 2).
Algorithm 4. DOUBLE-LINE-II
Input: An irreducible quartic surface.
Output: Singular lines of the surface.
Procedure:
1. Choose two generic planes (which do not contain the self-intersection line (or curve) of the
surface), and compute the intersection curves of the quartic surface with the two planes.
2. Compute the singular points (if any) of each intersection curve.
3. Verify if the singular points of the curves are singular points of the quartic surface or not. Denote
the singular points by {P1i, 1 ≤ i ≤ r} and {P2j, 1 ≤ j ≤ s} (r, s ≤ 3), respectively.
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4. Pairwise the singular points {P1i, P2j}, 1 ≤ i ≤ r , 1 ≤ j ≤ s. For each pair, we get a line passing
through the two points.
5. Verify these lines are singular lines or not. If yes, output the lines.
The above algorithm computes the double lines of a Steiner surface in implicit form. The triple
point of the Steiner surface can be computed as follows. If the Steiner surface contains two or three
double lines, their intersection point is just the triple point. If the Steiner surface has only one double
line, one can substitute the double line equation into the Hessian matrix H(f ) of the implicit equation
f (x, y, z, w) = 0, and then find out the point such thatH(f ) is a zeromatrix which is exactly the triple
point of the Steiner surface. The above process only involves to find the common solutions of several
univariate quadratic equations, so it is efficient and exact.
Example 4. The irreducible quartic surface is defined by
f (x, y, z, w) = 10921495w4 + 225354120yxzw + 38663350x3w + 308714744y3w
− 49599264y2w2 − 34489760xw3 − 72616630zw3 + 5119427400y2xz
+ 2205483468y2z2 − 2789863232y3z + 3305895x2w2 + 665489750x3z
− 3214759560yx2z + 7618850yw3 + 777524865x2z2 + 25498848yzw2
+ 89639448yz2w − 318464760y2zw − 1842663250yx3 + 515591780xz3w
+ 3903954540y2x2 − 3683313400xy3 + 158102250xzw2 − 321274140xz2w
+ 49446510yxw2 − 757969136yz3 − 136423492z3w + 40571970yx2w
− 338216280y2xw + 1319946784y4 − 89682330x2zw + 134462521z4
− 2403626700yxz2 + 325683100x4 + 150200151z2w2.
Its intersection curve with the plane z = 2 is
g1(x, y, w) = −5271011720y3w − 5646578750yw3 − 1842663250yx3
+ 9900638520y2xw − 6388947150yx2w + 8135405088y2w2 + 2934040695x2w2
− 3683313400xy3 + 325683100x4 + 3121352420xw3 − 9114352050yxw2
+ 1369642850x3w + 3903954540y2x2 + 1526501239w4 + 1319946784y4.
Let h1 = Res(g1x, g1y, x), h2 = Res(g1x, g1w, x), thus we can get
gcd(h1, h2) = −109850y3 + 1983540y2w − 8683599yw2 + 4921988w3.
The plane curve has three singular points
p1 : (x1, y1, z1, w1) =

5,
76
13
, 2, 1

p2 : (x2, y2, z2, w2) =

7729
845
− 7373
4225
√
30,
5159
845
− 1679
1690
√
30, 2, 1

p3 : (x3, y3, z3, w3) =

7729
845
+ 7373
4225
√
30,
5159
845
+ 1679
1690
√
30, 2, 1

.
and the above three singular points are also the singular points of the surface.
Similarly, the intersection curve of the surface with the plane z = 0 is
g2(x, y, w) = 10921495w4 + 40571970yx2w + 3305895x2w2 + 325683100x4
+ 1319946784y4 − 49599264y2w2 − 338216280y2xw + 38663350x3w
+ 49446510yxw2 − 1842663250yx3 + 3903954540y2x2 + 308714744y3w
− 34489760xw3 + 7618850yw3 − 3683313400xy3.
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And we can get another three singular points of the surface
p4 : (x4, y4, z4, w4) =

−1,−15
13
, 0, 1

p5 : (x5, y5, z5, w5) =

−1917
845
− 6767
12675
√
30,−1042
845
− 1541
5070
√
30, 0, 1

p6 : (x6, y6, z6, w6) =

−1917
845
+ 6767
12675
√
30,−1042
845
+ 1541
5070
√
30, 0, 1

.
Join the singular points from each intersection curve, we get 9 lines, and three of which are double
lines of the surface:
L1 : x = −1+ 3z, y = −1513 +
7
2
z.
L2 : x = −1917845 −
6767
12675
√
30+ 371
65
z + 7676
12675
z
√
30,
y = −1042
845
− 1541
5070
√
30+ 477
130
z + 874
2535
z
√
30.
L3 : x = −1917845 +
6767
12675
√
30+ 371
65
z − 7676
12675
z
√
30,
y = −1042
845
+ 1541
5070
√
30+ 477
130
z − 874
2535
z
√
30.
6. Parameterization method
Given a Steiner surface in implicit form, we can compute the double lines and the triple point of
the surface as discussed above. Then a direct method to parameterize the Steiner surface is as follows.
Choose an arbitrary line passing through the triple point, and the line intersects the surface with
another point P ′ besides the triple point. The point P ′ gives a parameterization of the Steiner surface.
Unfortunately, such a parameterization is generally quartic instead of quadratic. To get a quadratic
parameterization, we would like to seek help from moving planes and classification of the Steiner
surface (Coffman et al., 1996).
FromAries et al. (2004), Coffman et al. (1996) and Salmon (1915), a Steiner surface can be classified
into the following three types based on the difference of the double lines.
1. It has three double lines. The two intersecting sheets of every double line of the surface are
transverse.
2. It has two double lines. For one double line (tacnodal line), its two intersecting sheets are tangent
but have different curvature. For the other one, its two intersecting sheets are transverse.
3. It has only one double line (oscnodal line). For this double line, the two intersecting sheets are
tangent and have the same curvature at this double line.
For the parameterization of a Steiner surface, if the surface contains a tacnodal line or an oscnodal
line, we also need to compute the tangent plane along it. Let π1 be a plane which intersect a double
line transversely, and their intersection point be P and the intersection curve of the plane and the
surface be C . Then the tangent cone to C at P (the tangent cone is the union of the tangent lines to the
branches of C at the point P) will provide enough information about the tangent plane. An example is
provided to illustrate the process.
Example 5. Let the Steiner surface be
f (x, y, z) = 2zx2y+ 4zx2 − y2z2 − x4 = 0,
and we can find two double lines
L1 : x = y = 0, L2 : x = z = 0
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and the triple point is (x, y, z) = (0, 0, 0). Choose a plane π : z = x + y + 1, its intersection curve
with the surface is
g(x, y) = 2x3y+ x2y2 + 6x2y+ 4x3 + 4x2 − 2y3x− 2y2x− y4 − 2y3 − y2 − x4 = 0,
and the intersection points with the line L1 and the line L2 are P1 := (0, 0, 1) and P2 : (0,−1, 0),
respectively. Then the tangent cone at P1 is−y2+4x2 = 0 and the tangent cone at P2 is−(x+y+1)2 =
0. Therefore, L2 is a tacnodal line and the tangent plane along it is z = 0.
Now we discuss parameterization of Steiner surfaces for each type.
6.1. Steiner surfaces with three double lines
Assume the triple point is at the origin, and the double lines are located at the intersection of the
three planes:
ϱ1 = k11x+ k12y+ k13z, ϱ2 = k21x+ k22y+ k23z, ϱ3 = k31x+ k32y+ k33z.
Then the Steiner surface can be expressed in the following form (Sederberg and Anderson, 1985)
a1ϱ22ϱ
2
3 + a2ϱ21ϱ23 + a3ϱ21ϱ22 + ϱ1ϱ2ϱ3(a4ϱ1 + a5ϱ2 + a6ϱ3 + a7) = 0, (22)
where a1, a2, . . . , a7 are constants.
Now we construct two linearly independent moving planes:

l1, l2
 = (1, s, t) ·
 ϱ1 00 ϱ3ϱ2 ϱ2
 . (23)
Then the moving line derived from these two moving planes is
ϱ1 + tϱ2 = 0,
sϱ3 + tϱ2 = 0. (24)
Substituting the above equation into (22), one can get
ϱ1 = a7sta1+a2t2+a3s2−a4st+a5s−a6t ,
ϱ2 = −a7sa1+a2t2+a3s2−a4st+a5s−a6t ,
ϱ3 = a7ta1+a2t2+a3s2−a4st+a5s−a6t .
Hence, the quadratic parameterization of the Steiner surface is
(x, y, z) = (ϱ1, ϱ2, ϱ3) ·
 k11 k21 k31k12 k22 k32k13 k23 k33

−1
.
For a Steiner surface with three real double lines, we can get a real quadratic parameterization.
However, a real Steiner surface may contain two conjugated double lines. In this case, we need to
modify the moving planes as follows. Assume the three moving planes are ϱ1, ϱ∗1, ϱ2, and ϱ1 and ϱ
∗
1
are conjugated planes, and ϱ2 is a real plane. After elementary row and column operations on (23),
one can get ϱ1 00 ϱ∗1ϱ2 ϱ2
 −→  ϱ1 + ϱ∗1 i(ϱ1 − ϱ∗1)/2i(ϱ1 − ϱ∗1)/2 −(ϱ∗1 + ϱ1)/4
2ϱ2 0

,
where i is an imaginary unit. Thus the moving planes are all real, and we can also get a real quadratic
parameterization.
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Example 6. Consider the Steiner surface
f (x, y, z, w) = −x2y2 − z4 − 2z2y2 − y4 + xz2 + xy2.
Its three double lines are located at the intersection of the following three planes:
ϱ1 = y− iz = 0, ϱ∗1 = y+ iz = 0, ϱ2 = x = 0.
Then we can construct two moving planes as
(l1, l2) = (1, s, t)
 y− iz 00 y+ izx x
 .
If we ignore the existence of complex numbers, the parameterization is
P(s, t) = (−4s,−2t(s+ 1),−2it(s− 1), s2 + 2s+ 1+ 4t2),
where c(s, t) has complex coefficients. However, the above two moving planes can be transformed
into real ones
(l1, l2) = (1, s, t)
 2y −z−z −y/22x 0
 .
Thus we can get a real quadratic parameterization
P(s, t) = (4+ s2,−4t, 2ts, 4+ 4t2).
6.2. Steiner surfaces with two double lines
For a Steiner surfacewith two double lines, after a suitable invertible projective transformation, we
can assume that the triple point is at the origin, the double line withmultiplicity one is y = z = 0, the
double line withmultiplicity two is x = z = 0, and the tangent plane passing through themultiplicity
two double line is x = 0.
Theorem 12. Let the Steiner be defined as above, then it has the following form
a1x2y2 + a2x2yz + a3x2z2 + a4xyz2 + a5xz3 + a6z4 + a7xz2 = 0, (25)
where a1, a2, . . . , a7 are constants.
Proof. Since f (x, 0, 0) ≡ fx(x, 0, 0) ≡ fy(x, 0, 0) ≡ fz(x, 0, 0) ≡ 0, and f (0, y, 0) = fx(0, y, 0) =
fy(0, y, 0) = fz(0, y, 0) ≡ 0, the equation of the Steiner surface does not contain terms
x4, x3y, x3z, xy3, y4, y3z, x3, x2y, x2z, xy2, y3, y2z.
Since the tangent plane for the multiplicity two double line is x = 0, we have f (0, y, z) = c0z4, where
c0 is constant. Hence, the equation of the Steiner surface does not contain terms y2z2, yz3, yz2, z3, and
the tangent cone at the (x0, z0) = (0, 0) of the curve f (x, y0, z) = 0 (y0 ≠ 0) is
c1x2 + c2y20xz + c3y0xz = 0,
where c1, c2, c3 are constants. For the singular curve has one tangent line x = 0 at (x0, z0) = (0, 0),
then c2 = c3 = 0, and thus the equation of the Steiner surface does not contain the terms xy2z, xyz.
Therefore, the Steiner surface has the form (25). 
For a Steiner surface with the form (25), we can get the parameterization as follows. Define two
moving planes:
(l1, l2) = (1, s, t)
 x 00 zz y
 .
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Substituting them into (25) yields
P(s, t) = (−a7t2,−a7s, a7t, a1s2 − a2ts+ a4s− a5t + a6 + a3t2), (26)
which is a parameterization of the Steiner surface with the form (25).
Example 7. Let the Steiner surface be
f (x, y, z, w) =y2x2 + 2y3x+ y4 + 2yzx2 + 4y2zx+ 2y3z + z2x2 + 2z2xy
+ z2y2 − z4 − xz2w − z2wy = 0.
It contains two double lines
L1 : y = z = 0, L2 : z = x+ y = 0
where L1 is of multiplicity one, L2 is of multiplicity two. Make a projective transformation:
x = x′ − y′ + z ′, y = y′ − z ′, z = z ′, w = w′.
Then the double lines are transformed as
L′1 : y′ = z ′ = 0, L′2 : x′ = z ′ = 0,
and the surface is transformed into
g(x′, y′, z ′, w′) = y′2x′2 − z ′4 − x′z ′2w′ = 0.
Let the two moving planes be
(l1, l2) = (1, s, t)
 x
′ 0
0 z ′
z ′ y′
 ,
one can get a quadratic parameterization of the surface g(x′, y′, z ′, w′) = 0:
P′ = (t2, s,−t, s2 − 1).
Inverting the transformation, one can get a parameterization of the Steiner surface:
P(s, t) = (t2 − s− t, s+ t,−t, s2 − 1).
6.3. Steiner surfaces with one double line
For a Steiner surface with only one double lines, after a suitable invertible projective
transformation, we can assume that the triple point is the origin, the double line with multiplicity
three is x = z = 0, and the tangent plane passing through the double line is x = 0, and the two
intersecting sheets have same curvature at the double line.
Theorem 13. Let the Steiner be defined as above, then it has the following form
a1x4 + a2x3y+ 14a
2
3x
2y2 + a4x3z + 12a3a5x
2yz (27)
+ a6x2z2 + a3xyz2 + a5xz3 + z4 + a5x3 = 0
where a1, a2, . . . , a6 are constants.
Proof. Since the Steiner surface contains the double line x = z = 0, and the tangent plane at the
double line is x = 0, similar to the proof of Theorem 12, we can get that the equation of the Steiner
surface does not contain the terms
xy3, y4, y3z, y2z2, yz3, xy2z, xy2, y3, y2z, xyz, yz2, z3.
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Thus the equation of the surface can be written as
f =c1x4 + c2x3y+ c3x2y2 + c4x3z + c5x2yz + c6xy2z + c7x2z2 + c8xyz2
+ c9xz3 + c10z4 + c11x3 + c12x2y+ c13x2z + c14xyz + c15xz2,
where ci, i = 1, . . . , 15 are constants. Since the double line is an oscnodal line, and the general form
of a planar quartic curve with an oscnode (Ganguli, 1926) is
(y− k1x2)2 + k2xy(y− k1x2)+ k3y2 + k4x2y2 + k5xy3 + k6y4,
where ki, i = 1, . . . , 6 are constants, the assertion follows. 
For the Steiner surface with the above form, define two moving planes
(l1, l2) = (1, s, t)
 x zz −a3y20 x
 ,
which give a quadratic parameterization for the Steiner surface:
P(s, t) =(a3a5t2, 2a5(s2 − t), −a3a5st,
− a1t2a3 + 2a2s2 − 2a2t − a3 + a4tsa3 + a5sa3 − a6s2a3).
Example 8. Let a Steiner surface be
f (x, y, z, w) =− 6yx3 + wx3 − 13y2x2 − z4 − 8y2z2 − 8y3z − 14yxz2
− 20zy2x− 4xz3 + 3wyx2 + 3wy2x− 16yx2z − 12y3x
− 4y4 − x4 − 4yz3 − 6x2z2 − 4zx3 + wy3 = 0.
It contains only one double line L1 : x+y = z = 0.Make the following transformation: x = x′−y′, y =
y′, z = z ′ − x′, w = w′, then the double line is transformed into L′1 : x′ = z ′ = 0, and the surface is
transformed into
g(x′, y′, z ′, w′) = −2y′x′z ′2 − y′2x′2 − z ′4 + w′x′3 = 0.
Let the two moving planes be
(l1, l2) = (1, s, t)
 x
′ z ′
z ′ −y
0 x′
 ,
one can get a quadratic parameterization for the surface g(x′, y′, z ′, w′) = 0:
P′ = (s2,−1+ st,−s, t2).
Inverting the above transformation, one can get a parameterization of the Steiner surface
f (x, y, z, w) = 0:
P(s, t) = (s2 − st + 1, st − 1,−s− s2, t2).
7. Conclusions
In this paper, we have unified the implicitization and parameterization of a Steiner surface by
usingmoving surfaces technique. Simple and efficient algorithms are derived to realize the conversion
between the implicit form and the parametric form of a Steiner surface. We also provide methods to
detect and compute the double lines and the triple point of a Steiner surface, either in parametric
form or in implicit form. The singularities play an important role in parameterizing a Steiner surface.
Examples are provided to illustrate the algorithms.
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It would be interesting to generalize the moving surfaces method to handle the conversion
between the implicit form and the parametric form of higher degree surfaces.
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