Abstract-The Generalized Distributive Law (GDL) is a message passing algorithm which can efficiently solve a certain class of computational problems, and includes as special cases the Viterbi's algorithm, the BCJR algorithm, the Fast-Fourier Transform, Turbo and LDPC decoding algorithms. In this paper GDL based maximum-likelihood (ML) decoding of Space-Time Block Codes (STBCs) is introduced and a sufficient condition for an STBC to admit low GDL decoding complexity is given. Fast-decoding and multigroup decoding are the two algorithms used in the literature to ML decode STBCs with low complexity. An algorithm which exploits the advantages of both these two is called Conditional ML (CML) decoding. It is shown in this paper that the GDL decoding complexity of any STBC is upper bounded by its CML decoding complexity, and that there exist codes for which the GDL complexity is strictly less than the CML complexity. Explicit examples of two such families of STBCs is given in this paper. Thus the CML is in general suboptimal in reducing the ML decoding complexity of a code, and one should design codes with low GDL complexity rather than low CML complexity.
I. INTRODUCTION
We consider the block fading MIMO channel with full channel state information (CSI) at the receiver and no CSI at the transmitter. For n t × n r MIMO transmission, we have
where S ∈ C nt×T is the codeword matrix transmitted over T channel uses, N ∈ C nr×T is a complex white Gaussian noise matrix whose entries are i.i.d. with zero mean and unit variance, H ∈ C nr×nt is the channel matrix with arbitrary distribution, Y ∈ C nr×T is the received matrix. A SpaceTime Block Code (STBC) can be be obtained from a design K i=1 s i A i , where s 1 , . . . , s K are real information symbols and A i ∈ C nt×T are the weight or linear dispersion matrices [1] . The rate of the resulting code is K 2T complex symbols per channel use. Given the received matrix Y and channel realization H, the maximum-likelihood (ML) estimate of the transmitted codeword is the one which minimizes the metric ||Y − HS|| 2 . STBCs that admit low complexity ML decoding at the receivers are important from an implementation point of view, and have been widely studied in literature. One such class of codes is the multigroup or g-group ML decodable codes for which the information symbols can be partitioned into g subsets or groups and each group of symbols can be ML decoded independently of other symbol groups. The Complex Orthogonal Designs [2] - [4] are multigroup decodable codes where each information symbol forms a decoding group by itself. Multigroup decodable codes with higher rate than Complex Orthogonal Designs, but with higher decoding complexity as well, were constructed in [5] - [12] . Another class of low ML decoding complexity codes called fast-decodable or conditionally g-group decodable codes was introduced in [13] . A code is conditionally g-group decodable if there exists a proper subset of the information symbols {s i } such that the code generated by this subset of symbols is g-group decodable. Examples of fast-decodable codes available in the literature include [14] - [20] . It was shown in [20] , [21] that the Golden Code [22] is fast-decodable.
The algorithm, which we call Conditional ML (CML) decoding, used in the literature to decode low ML decoding complexity STBCs is as follows. If the code is g-group decodable, the subcodes corresponding to the g groups are independently decoded. Note that each of these subcodes can itself be fast-decodable (such codes are said to be fastgroup-decodable [23] ). If a subcode is not fast-decodable it is decoded using brute-force enumeration of the ML metric of all possible codewords. The CML decoding for fast-decodable or conditionally g-group decodable codes proceeds as follows. Suppose the subcode generated by the variables s 1 , . . . , s p , p < K, is g-group decodable. For each possible value that the variables s p+1 , . . . , s K jointly assume, the conditionally optimal value of s 1 , . . . , s p is found. This is equivalent to decoding the subcode generated by s 1 , . . . , s p and hence can be implemented with low complexity. The ML metric for tuples in this list of values of (s 1 , . . . , s K ) is then enumerated and the tuple which minimizes the ML metric is found.
The Generalized Distributive Law (GDL) [24] is an algorithm that can solve a class of computational problems called Marginalize a Product Function (MPF) problems with low complexity. The GDL includes as special cases the Viterbi's algorithm [25] , the BCJR algorithm [26] , the Fast-Fourier Transform, Turbo and LDPC decoding algorithms. In this paper we introduce GDL decoding of STBCs. Throughout this paper we focus on the dependence of the decoding complexity on the complex constellation size M . The contributions and organization of this paper are as follows.
• We formulate the ML decoding of STBCs as an MPF problem and introduce the GDL based ML decoder for STBCs (Section II).
• We show that the complexity of GDL decoding of any STBC is upper bounded by its CML decoding complexity (Theorem 1, Section III). Further, we show that for the Toeplitz codes [27] and the Overlapped Alamouti Codes [28] the GDL complexity is strictly less than the CML decoding complexity (Section III-B). For these two families of STBCs the GDL complexity is at the most M nt and M n t +1 2
(M is the size of the underlying complex constellation) which is independent of the number of information symbols or the delay of the code. The CML decoding complexities however grow with the delay T .
• We give a sufficient condition, based on the moral graph [24] of the MPF formulation, for a code to admit low GDL complexity. Based on the moral graph, we also give necessary and sufficient criteria for multigroup and conditionally multigroup decodability of a code (Section III-A). Thus, the GDL complexity is never more than the CML decoding complexity, and there exist codes for which the GDL complexity is strictly less. Hence the CML decoding algorithm is in general suboptimal in terms of reducing the ML decoding complexity of a code. Thus one should design codes with low GDL complexity rather than low CML decoding complexity.
Notations -Throughout the paper, matrices (vectors) are denoted by bold, uppercase (lowercase) letters. The Hermitian, inverse and Frobenius norm of X are respectively denoted by X H , X −1 and X . For a square matrix X, tr(X) denotes the trace of X. Unless used as a subscript or to denote indices, j represents √ −1. The set of all real and complex numbers are denoted by R and C, respectively. The m × m sized identity matrix and null matrix are denoted by I m and O m , respectively.
The proofs of all the lemmas, theorems and other claims are omitted due to space considerations, but are available in [29] along with several illustrative examples.
II. THE GDL DECODING OF SPACE-TIME BLOCK CODES
In this section we first briefly review a subclass of MPF problems that operate on the min-sum semiring over the real field R, and then formulate the ML decoding of an STBC as an instance of such an MPF problem. Finally we introduce the GDL method to ML decode an arbitrary STBC.
A. MPF problems on the min-sum semiring over R [24] Consider the union of the set of real numbers R and the element ∞. With multiplication defined on this set as the sum of two elements, and addition defined as minimum of two elements, we get the min-sum semiring over R. The elements 0 and ∞ are the additive and multiplicative identities respectively. The class of MPF problems defined on this semiring are as follows [24] . Let x 1 , . . . , x N be variables that take values independently from finite sets A 1 , . . . , A N respectively. For any I = {i 1 , . . . , i |I| } ⊂ {1, . . . , N } denote by A I the set A i1 × · · · × A i |I| , and denote by x I the variable list (x i1 , . . . , x i |I| ). Let S = {I 1 , . . . , I L } be a set of L subsets of {1, . . . , N }, and for each = 1, . . . , L let there be a function α : A I → R. Define functions β : A {1,...,N } → R and β :
where I c is the complement of I in {1, . . . , N }. The MPF problem on the min-sum semiring over R is to compute the table of values of the function β for one or more = 1, . . . , L given the functions α 1 , . . . , α L . The variable lists x I are called the local domains and the functions α are called the local kernels. The function β is called the global kernel and the function β is called the x I -marginalization of β, the th objective function or the objective function at I .
B. The ML decoding of an STBC is an MPF problem
Consider an n t × T STBC C obtained from the design S = K 1=i s i A i . Let the symbols {s 1 , . . . , s K } be partitioned into N subsets called encoding groups such that the symbols in different encoding groups are encoded independently and all the symbols in each encoding group are encoded jointly. For n = 1, . . . , N let x n be the vector consisting of the information symbols belonging to the n th encoding group, and let x n be encoded using a finite set A n ⊂ R λn , where λ n is the number of real symbols in the n th encoding group, i.e.,
A subset of real information symbols {s 1 , . . . , s K } that are encoded together using an arbitrary joint signal set must be decoded jointly by an ML decoder. The encoding groups x 1 , . . . , x N are the fundamental units of information variables that any ML decoder will operate on. Thus the ML decoder complexity is lower bounded by the complexity of encoding the symbol groups {x n } [12] . For a given STBC the choice of the weight matrices {A i }, encoding groups {x n } and the signal sets {A n } may not be unique. A careful choice of the weight matrices and encoding groups can reduce the number of real symbols per encoding group λ n . This reduction in encoding complexity may get reflected as a reduction in the ML decoding complexity at the receiver (see [29] for an example).
Given the n r × T received matrix Y given by (1), the ML decoder finds the set of variables {s 1 , . . . , s K } that minimizes
The ML decoding problem is to find
For n = 1, . . . , N , let ψ(n) denote the set of indices of those real symbols s i that are in the n th encoding group x n . For n = 1, . . . , N define
and for all 1 ≤ n < m ≤ N, define
If the ML solution (x 1 , . . . ,x N ) is unique, then for each n = 1, . . . , N , we havex n = arg min β n (x n ) where
From (2) and (6), we see that the ML decoding of an STBC is an MPF problem. The ML solution for x n can be obtained by first computing the x {n} -marginalization of the global kernel β in (6) and then finding the argument x n that minimizes β n . When the ML solution is not unique an arbitration is required after solving the MPF problem. For example let N = 2 and say both (a 1 , a 2 ) and (b 1 , b 2 ) are ML solutions. On solving the MPF problem (6) we would obtain a table of values for the functions β 1 (x 1 ) and β 2 (x 2 ). However, both a 1 and a 2 minimize β 1 , and both b 1 and b 2 minimize β 2 . Thus we only know that the ML solutions belong to {(a 1 , b 1 ), (a 1 , b 2 ), (a 2 , b 1 ), (a 2 , b 2 )}. The ML metric ||Y − HS|| 2 for each of these 4 tuples can be calculated and then the ML solutions can be obtained. However for an i.i.d. Rayleigh fading channel the ML solution of an STBC is unique with probability 1 and this arbitration step can be safely ignored.
C. The GDL decoding of an arbitrary STBC
The GDL is a message-passing algorithm that operates on a simple graph (i.e., undirected, unweighted, and with no loops or multiple edges) G with no cycles. The vertices of G are in one-to-one correspondence with the local domains of the MPF problem. For the GDL to give an exact solution to an MPF problem, G must be a junction tree [24] : for each n = 1, . . . , N , the subgraph of G consisting of those vertices whose local domains contain x n together with the edges connecting these vertices is connected (i.e., there exists a path between every pair of nodes). There is no unique junction tree for a given MPF problem, and different junction trees may lead to GDL algorithms with varying complexities of implementation. A method to construct a junction tree for an arbitrary MPF problem is given in [24] . Note that though G is called a junction tree, it could be a disjoint union of trees as well.
From (3), (4) and (5), we see that the MPF problem of ML decoding an STBC contains N + N 2 local domains: x n , n = 1, . . . , N and (x n , x m ) for 1 ≤ n < m ≤ N . To form a junction tree we modify the problem by including a dummy local domain (x 1 , . . . , x N ) with the local kernel α 0 defined to be identically zero. The modified global kernel β is equal to the original global kernel since α 0 is zero for all values of its arguments. Hence the modified MPF problem still corresponds to ML decoding of the given STBC. A junction tree for this modified MPF problem is shown in Fig. 1 . The vertex at the center corresponds to the dummy local domain with local kernel α 0 . It is straightforward to see that this tree satisfies the junction tree condition.
For any two neighboring vertices corresponding to local domains x I and x Ip , the directed message from the vertex 'x I ' to the vertex 'x Ip ' is a table of values of a function µ ,p : A I ∩Ip → R. In the beginning of the message-passing algorithm, all such functions are defined to be identically zero. Every such message is later updated as µ ,p (x I ∩Ip ) = min
where v k adj v means that vertices corresponding to the local domains x I k and x I are neighbors. The state of the vertex v is a table of values of a function σ : A I → R. Initially σ is set to be equal to the local kernel at v . During the GDL algorithm it is updated as σ(
. In order to compute the objective function at each of the vertices, every vertex is made to send a message to a neighbor when for the first time it receives messages from all other neighbors. So the messages begin at the leaves of the junction tree, proceed inwards into the tree and then travel back outwards. At the end of this schedule every vertex computes its state which will be equal to the objective function at that vertex. Thus using the state functions at the x n vertices, the ML solution of the given STBC can be found. The complexity order of
Note that |A I | is the size of the table of values for the state function σ I at the vertex v . Since the dummy vertex at the center of the junction tree contains all the variables, the size of its table of values is equal to the codebook size |C|. Hence, in this case, the order of GDL complexity is equal to the brute-force ML decoding complexity.
III. SPACE-TIME BLOCK CODES WITH FAST GDL DECODING From the discussion in Section II-C we see that the GDL decoding complexity of STBCs depends only upon the set of local domains S = {I 1 , . . . , I L } in the MPF problem. The local domains x n for n = 1, . . . , N will always be present for any STBC, but the local domains (x n , x m ) can be made identically zero through suitable code constructions and hence can be removed in the MPF formulation. This can then lead to junction trees whose GDL complexity is less than |C|. We say that such codes admit fast GDL decoding.
A. The Moral Graph of an STBC
The local kernels α n,m (x n , x m ) arise from the cross terms s i s j ξ i,j given in (4). It is well known [9] , [10] that a necessary and sufficient condition for ξ i,j = 0 for any channel realization H is that A i and A j be Hurwitz-Radon orthogonal i.e.,
We say that two variables x n and x m interfere with each other if there exists a symbol s i in the encoding group x n and a symbol s j in the encoding group x m such that
If no such symbols s i , s j exist we say that x n and x m are non-interfering. The local kernel α n,m (x n , x m ) is identically zero (and hence can be removed in the MPF formulation) for all channel realizations if and only if x n and x m are non-interfering. Some low decoding complexity properties of an STBC can be inferred from its moral graph [24] . The moral graph of the MPF formulation of ML decoding an STBC is a simple graph whose vertices are the variables x n , n = 1, . . . , N , and in which an edge exists between two vertices if and only if the two corresponding variables are interfering.
Lemma 1: A code admits fast GDL decoding if its moral graph is not complete 1 . Lemma 2: An STBC is g-group decodable if and only if its moral graph is a disjoint union of g subgraphs.
For a g-group decodable code one can construct a junction tree G which is a disjoint union of g trees. Suppose for k = 1, . . . , g, Γ k ⊂ {1, . . . , N } is the set of indices of the variables in the k th disjoint subgraph of the moral graph. One can then construct the k th disjoint subtree of the junction tree similar to the construction in Section II-C (see Fig. 1 ). The complexity of the GDL decoder that uses this junction tree is less than |C|.
Lemma 3: An STBC is conditionally g-group decodable if and only if there exists a Γ {1, . . . , N } such that the moral graph of the reduced set of variables {x n |n ∈ Γ} is a disjoint union of g subgraphs.
From Lemmas 1 and 3 we see that conditionally g-group ML decodable codes admit fast GDL decoding.
B. GDL is faster than conditional ML decoding
We now define the GDL and the conditional ML decoding complexities of an STBC, denoted by C GDL (C) and C CML (C) respectively. The GDL algorithm varies with the choice of the weight matrices, encoding groups and junction tree. By C GDL (C) we denote the minimum among the complexities of all possible GDL algorithms that can be used to solve the ML decoding problem of C. Similarly for the CML algorithm there can be more than one choice of reduced set of variables x Γ which generate a multigroup decodable code. The complexity of conditional ML decoding then varies with this choice. By C CML (C) we denote the minimum among all possible conditional ML decoding complexities of code C.
Theorem 1: For any code C,
For the Toeplitz codes [27] and the Overlapped Alamouti Codes (OACs) [28] , the GDL complexity is strictly less than the CML decoding complexity. For example the class of 2 × T Toeplitz codes can be GDL decoded with complexity M 2 (M is the size of the complex constellation) irrespective of the delay T , whereas the CML decoding complexity grows with T as M log 2 T . Example 1: The 4 × 14 OAC consists of 24 real symbols s 1 , . . . , s 24 . Define the auxiliary variables z 1 , . . . , z 12 as z n = s 2n−1 + js 2n . The design in terms of these auxiliary variables is given in (7) at the top of the next page. The variables z n , n = 1, . . . , 12, are encoded independently using a complex constellation of size M . Choose the encoding groups as x n = s 2n−1 s 2n T for n = 1, . . . , 12. The moral graph for the code is given in Fig. 2 . The moral graph is not complete and hence from Lemma 1, this code admits fast GDL decoding. Since the moral graph is a disjoint union of two subgraphs, from Lemma 2, this code is 2-group decodable. A junction tree to decode this code is shown in Fig. 3 . Note that the junction tree is a disjoint union of 2 trees, each of which is a junction tree for the subcode generated by the 2 ML decoding groups. The complexity of decoding using this junction tree is M 2 . When CML decoding is used the least achievable complexity is M 3 . We explain the CML decoding for the first ML decoding group. The decoding of the second group is similar. On fixing the value of x 5 , we get two conditional decoding groups. The first group {x 1 , x 3 } is jointly decoded with complexity M 2 for each value of x 5 . The second group,
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