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Zusammenfassung
Viele Knochenoperationen, wie beispielsweise Osteotomien, werden nicht
praoperativ geplant, so dass das Operationsergebnis weitgehend von der
Erfahrung des Operateurs abhangt. In der Industrie sind Neuentwicklun-
gen ohne CAD-Planungen oder Computersimulationen nicht mehr denkbar,
lediglich in der Medizin hat sich die Operationstechnik bei den Korrek-
turosteotomien in den letzten 30 Jahren nur unwesentlich weiterentwickelt.
Nach wie vor wird die Fehlstellung zweidimensional analysiert und darauf
basierend im Operationssaal die Operation durchgefuhrt. Die praoperative
Information uber die aktuelle Knochensituation erhalt der Chirurg durch
Rontgenaufnahmen. Bei komplexeren Operationen (dazu gehort beispiel-
sweise auch die Implantatsetzung) sind Planungen unerlasslich. Planungen
basierend auf Rontgenaufnahmen haben einige systembedingte Nachteile wie
geringe Genauigkeit, hoher Zeitbedarf (um die Verzeichnungen aufgrund der
Projektion zu korrigieren) und Einschrankungen, wenn komplexe Korrek-
turen notwendig werden.
Als Losung dient heute die Computertomographie. Sie ist momentan die
einzige Modalitat, um hinsichtlich der Genauigkeit und der Auosung den
Anforderungen einer guten 3D-Planung zu genugen. Sie hat allerdings den
gravierenden Nachteil einer hoheren Dosisbelastung fur den Patienten, so
dass beim Abwagen zwischen der Dosisbelastung und einer adaquaten Pla-
nung oftmals erstere entscheident ist. Zukunftig wird aber erwartet, dass
fur Operationsergebnisse Garantien ubernommen werden, was nur mit einer
guten 3D-Planung moglich ist. MR-Systeme liefern zwar Bilder, aus denen
sich indirekt Knochen extrahieren lassen, aber aufgrund der groen Verzeich-
nungen (Suszeptibilitat, Magnetfeldinhomogenitaten), geringer raumlicher
Auosung und der hohen Kosten ist nicht zu erwarten, dass sie in nachster
Zeit eine Alternative darstellen.
Der Ausweg aus diesem Dilemma ist die Nutzung anderer bildgebender
Modalitaten. Ultraschall ist hier sowohl von den Kosten, als auch von der
Genauigkeit ein guter Kompromiss. In dieser Arbeit entwickelte ich einen
Algorithmus, mit dem man aus Ultraschalldaten 3D-Knochenmodelle erzeu-
gen kann, die von der Geometrie sowohl von Auosung, als auch von der
Genauigkeit mit denen aus CT vergleichbar sind und daher in 3D-Planungs-
aufgaben genutzt werden konnen. Zur Losung der Arbeit wird ein verbessertes
Verfahren zum Segmentieren von Knochenoberachen realisiert in Kombina-
tion mit Methoden zur Fusion zu einem dreidimensionalen Modell.
Das Besondere der Arbeit ist die Kombination eines von mir entwick-
elten 3D-Operationsplanungssystems und eines Ultraschall-basierten Track-
ingsystems. Zum Verwirklichen dieser Ideen, ist es notwendig, die folgenden
Aufgaben zu losen:
 Segmentierung von Knochen aus CT Daten;
 Extraktion der Knochenoberachen aus Ultraschallbildern in Echtzeit;
 Tracking der Knochenoberache relativ zum CT-Datensatz;
 Integration der oben genannten Ergebnisse zu einem Planungssystem
fur Osteotomie-Korrekturen, das on-line Messungen unterstutzt, ver-
schiedene Typen der Deformitat korrigiert (unter Verwendung eines
anatomischen Modells) und dabei noch einen hohen Grad von Automa-
tisierung mitbringt.
Das entwickelte Osteotomie Planungssystem ermoglicht die Untersuchung
und Analyse der Pathologie. Das System berechnet eine optimale Planung
und ermoglicht eine prazise visuelle und quantitative Begutachtung des post-
operativen Ergebnisses. Daher kann dieses System als ein zusatzliches und
sinnvolles Werkzeug fur die orthopadische Chirurgie betrachtet werden. Die
Hauptteile sind dabei die Knochenmodellierung anhand von 3D-Daten aus
CT, MRI oder anderen Modalitaten, deren Visualisierung in Echtzeit und
die geometrische Modellierung von Knochenfragmenten. Ein hoher Grad an
Automatisierung ermoglicht dabei eine erhebliche Reduzierung der gesamten
Planungszeit fur die Operation.
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Intensive evolution of computer industry has been aecting almost all
spheres of human activity. The appearance of fast, compact, reliable com-
puter systems and successful implementation of information technologies in
science and industry have promised new perspectives for engineers and physi-
cians to start active developments in computerized medicine. This joint co-
operation stimulates such application areas as medical image processing and
visualisation.
Numerous computer applications have been developed to optimise the
work of physicians. Many of them are addressed to the problems of im-
proving the quality or/and analysing biological signals of response, e.g. elec-
trocardiogram (ECG), electroencephalogram (EEG), and etc. Such systems
are implemented in cardiology, neurology, gynaecology and other medical
branches. However, not only one-dimensional signals are used to measure
biological activity of dierent organs and tissues.
For a long time a variety of scanners has been applied in medicine to
form 2D signals, i.e. image, to display the patient's anatomy or physiological
functionality of dierent organs. The most popular and widely used scanners
are found in radiology. The appearance of opportunities to acquire digital
signals from X-ray imaging systems and optical cameras has challenged ac-
tive developments in a new application area, called medical image processing.
It provides accurate, frequently very fast diagnostic, reduces clinical routine
work and oers new opportunities for physicians in investigating and devel-
oping new treatment methods.
In typical radiological applications, medical image processing is used to
improve the X-ray image quality, create and maintain image databases and
etc. However, in orthopaedic practice, many actual tasks are addressed not
only to visual investigation of current skeleton's state. Surgical planning
is frequently required for reducting fractures or correcting deformities, i.e.
detecting the degree of the existing deformity and analysing an appropriate
corrective method to provide a high degree of precision. Moreover, there
are modern requirements for surgical interventions to be as little invasive,
as possible so that surgery would lead to a minimal secondary damage for
the patient and therefore to a lower risk and cost of the operation, and to
a shorter rehabilitation period. Thus, the planning and implementation of
such surgical procedures are becoming increasingly complex and expensive.
3This complexity requires engaging experienced sta. However, the eÆcient
planning and executing modern orthopaedic operations can be carried out
with the aid of computers, i.e. with the implementation of Computer Assisted
Orthopaedic Surgery (CAOS).
Human skeleton is a biomechanical system with very complex three di-
mensional (3D) geometry. Implementation of traditional planning methods
based on the processing conventional X-ray images does not allow to achieve
good accuracy both in planning and surgical procedures. The reasons are
diÆculties in the interpretation of anatomy by a limited number of X-ray
projections, the necessity for a surgeon to keep in his/her mind numerous
3D reconstructions, which depend on the individual abilities and experience
of the surgeon, and existence of X-ray projective errors. Another major
limitation in current surgical practice is the lack of accurate quantitative
measurements.
Since the development of computer tomography (CT) in 1974, computers
have been increasingly used in medical practice. The manipulation of CT
data has become popular in medical image processing. Compared with ra-
diography, which operates on 2D images, CT gives an opportunity to process
3D data, by stacking up continuous parallel 2D slices. Recent developments
in 3D computer graphics have led to 3D visualisation methods, which are
able to work in real- or near real-time on a conventional personal computer
(PC). Thus, the orthopaedic surgeon can obtain promising tools for improv-
ing the interpretation of biological structures, for increasing the diagnostic
quality and in this way the eectiveness of the treatment. However, as dis-
cussed above, computer systems for preoperative planning and intraoperative
control are complicated and therefore require sophisticated software, such as
segmentation algorithms for bone modelling, virtual reality methods for sim-
ulating surgery steps and results, in order to analyse the skeleton in near
real- or real-time. These technologies have been applied in industry for more
than twenty years, but the eld of CAOS is still in its infant stage. Recent
CAOS developments have started to appear in clinical practice and promise
both to help surgeons and to improve patient's treatment. They challenges
the development of orthopaedic applications for fast processing and analysis
of visual information.
The dissertation is devoted to the realisation of an exact 3D
planning system and operation support system in orthopaedic surgery
for the treatment of pelvis and long bone fractures and post-traumatic
deformities. The work describes new methods in medical image processing,
4including tools for image segmentation, computer-aided design, and system
engineering that provide a solution for a variety of problems both in planning
and supporting orthopaedic surgery.
Nowadays, traditional planning is carried out on 2D lms, i.e. bone
projections. Planning on CT data is just in its development. In principle,
the traditional planning is not accurate because it inherits projection errors,
and usually gives good results only in case of simple deformities. For instance,
the procedure of osteotomy planning becomes extremely diÆcult in the case
of 3D torsion and, of course, it is time-consuming. Moreover, the whole
process is carried out by hand drawings and therefore even small deviations
of the ideal position of the cutting plane can result in a failure of the whole
operation. Thus, the whole process of preoperative planning becomes diÆcult
even for experienced surgeons.
Accurate planning helps medical sta signicantly to increase the qual-
ity of surgery, but still does not guarantee the success of the operation.
Orthopaedic surgeons widely use methods like uoroscopy, computer tomog-
raphy and magnetic resonance imaging (MRI) for diagnose and CAOS. How-
ever, in practice their usage is frequently limited. Neither CT nor MRI pro-
vide information about the position of bones in real-time when their reposi-
tion might occur. In this case, the realisation of the operation plan is diÆcult
(or even impossible). The implementation of uoroscopy does not guarantee
rather a good navigation after the reposition of skeleton parts, because of the
complex anatomy and the limited number of X-ray sources. In case of pelvis
surgery, the treatment is almost not possible without real-time intraopera-
tive navigation. To perform the operation, the surgeon has to be navigated
(i.e. to be oriented with respect to anatomy). The navigation allows to
make the right correction and the xation as accurate as possible. During
the operation screws should be placed very precisely, because the thickness
of the pelvis bone is frequently comparable with the diameter of the screws.
For instance, an open pelvic fracture reduction causes a severe tissue dam-
age and it is not possible in many cases of pelvis surgery. Implementation
of less-invasive percutaneous surgery provides minimal damage. However, it
requires an experienced surgeon and usually leads to high radiation doses
both for the patient and the sta.
In my research I analysed a new structure of CAOS systems. The novelty
of the presented work is in new approaches to realising an operation planning
system, based on 3D computations, and implementing the intraoperative
control by a guided ultrasound system for bone tracking. To realise these
5ideas it is necessary to solve the following tasks:
 bone modelling from CT data. It includes the investigation and the de-
velopment of segmentation methods for the extraction of bone surfaces
from the sequences of CT images;
 partial real-time extraction of bone surfaces from guided ultrasound
imaging. This task assumes the development of fast techniques for
segmentation and classication of bone surfaces on the sequences of 2D
ultrasound images;
 tracking the bone. Tracking is achieved by a real-time registration to
obtain the pose of ultrasound (US) bone surfaces with respect to CT
bone model.
 integrating and implementing the above results in the development
of an operation planning system for osteotomy corrections (osteotomy
planning system) that supports on-line measurements, dierent types
of deformity correction, a bone geometry design and a high level of
automation.
Bone modelling from CT data is carried out by using exible segmentation
tools, in an automatic or interactive mode. Dierent techniques are proposed
to optimise the work of a surgeon, such as interactive multi-thresholding and
automatic optimal thresholding based on the method of discriminant analy-
sis, an entropy method or their combination, and morphological segmentation
enhanced by the region growing algorithm. The selection of the segmentation
techniques depends on the decision of the surgeon and the complexity of the
pathology.
The heart of the operation support system is an ultrasound based navi-
gation. The goal consists of intraoperative bone tracking and can be reached
by using 3D ultrasound: highly accurate, minimal invasive and riskless med-
ical equipment. The research was focused on the problem of B-mode US
image segmentation, mostly in real-time. First, a classication of ultrasound
artefacts to investigate the types of artefacts which inuence the segmenta-
tion process is proposed. Then a preprocessing strategy is discussed and a
new algorithm of automatic segmentation and classication of bones from
US data is presented (the rainfall algorithm). Finally, a cadaveric validation
study to investigate the robustness of the algorithm was carried out.
6The tracking of bones is done by intraoperative registration of surfaces
extracted from US and CT. To satisfy the requirements of real-time process-
ing, the acceleration of the registration algorithm over the precalculation of
3D distances for data extracted from CT is proposed. Several experiments to
calculate the accuracy of the registration algorithm were carried out. Their
results showed that the accuracy is suitable for clinical use (mean distance
error being less than 1.6 mm, rotation being less than 2 degrees).
The developed osteotomy planning system allows to investigate the pathol-
ogy, makes its analysis, nds an optimal way to realise surgery and provides
visual and quantitative information about the results of the virtual operation.
Therefore, the implementation of the proposed system can be considered as
an additional signicant tool for the diagnosis and orthopaedic surgery. The
major parts of the planning system are: bone modelling from 3D data de-
rived from CT, MRI or other modalities, visualisation of the elements of
the 3D scene (virtual surgical space) in real-time, and the geometric design
of bone elements. A high level of automation allows the surgeon to reduce
signicantly the time of the operation plane development.
Prototypes of the developed systems were tested in the clinic of Ulm,
Trauma department. Planning was done on dierent saw-bones and real
patients (CT, MRI data). The algorithms of bone tracking were tested on
saw-bones and cadaveric bones.
7Organization
This thesis is organised as following:
 Chapter 1 discusses the state of computer assisted surgery art and gives
an overview of the proposed operation planning and supporting system
(intraoperative navigation system) for the surgery of long bones and
pelvis. The main concepts, the structure of the proposed system and
the visualisation principles are presented.
 Chapter 2 is concerned with an overview of the segmentation methods
for bone extraction from CT images. The methods that can be imple-
mented interactively or in automatic mode are described. Finally, the
methodology of the segmentation for orthopaedic operation planning
and supporting systems is given.
 Chapter 3 presents the solution of the problem of the extraction and
classication of bone surfaces from ultrasound images. First, the classi-
cation of artefacts produced during ultrasonic scanning is done. Then
an overview describing those lter and segmentation methods that al-
low to reduce or even eliminate the presence of artefacts on B-mode ul-
trasound images is shown. Fully developed automatic algorithm of the
extraction and classication of bone surfaces (the rainfall algorithm) is
described. Finally, two validation studies of the rainfall algorithm are
investigated.
 Chapter 4 analyses the method for CT and US registration. It starts
from the discussion of existing methods and the description of the ap-
plication of the Iterative Closest Point (ICP) algorithm for surface reg-
istration of CT and US and its disadvantages. Acceleration techniques
of the ICP algorithm, which are based on a 3D distance coding are
discussed. Next, an algorithm to calculate the internal distance func-
tion is presented. The validation of the registration accuracy for a
synthetic data set and for two medical phantoms of femur and pelvis
bones (saw-bones) is proposed.
 Finally, Chapter 5 presents a description and a clinical implementation
of an osteotomy planning system. The available methods of correction
8are discussed and numerous examples are presented. Also, the current
state of the ultrasound based navigation system is given and future
perspective research directions are suggested.
 Summary of the results is given in Conclusion.
 The major tools for image processing such as basic morphological op-
erators are described in the Appendix.
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Chapter 1
Computer Assisted
Orthopaedic Surgery
1.1 Introduction
In recent years computer assistance has become more and more useful and
popular in medicine not only for diagnostic purposes, but also for surgery
[21]. The applications in the eld of computer assisted orthopaedic surgery
can be functionally divided into two classes, i.e. preoperative planning and
intraoperative control. The operation planning and control systems are de-
veloped to optimise the performance of a surgeon, i.e. to increase the quality
of surgery and to make it minimal-invasive.
The purpose of the planning procedure is the determination of the infor-
mation that is vitally important for the realisation of the surgical operation.
The preoperative planning can be dened as a sequence of the following steps:
1. Investigation of pathology;
2. Development of correction strategy;
3. Creation of an operation plan;
4. Prediction and/or validation of results;
5. Decision making.
The investigation of pathology is necessary for the study and measurement
of the skeletal structures within the body to understand important individ-
ual anatomical relationships and the deformities to be corrected. It includes
15
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2D/3D visualisation and quantitative measurements. Two-dimensional vi-
sualisation is still essential, because the series of 2D images continue to be
presented as the most common format to a surgeon/radiologist, even if these
images where reconstructed in 3D. The qualitative measurement generally
includes such parameters as distances, axial angles and torsion.
The development of the correction strategy denotes what surgical method
will be implemented to obtain the results of the operation approached as
much as possible to the optimal one, dened in the previous step.
The operation plan describes the sequence of operations (actions) and a
set of instruments needed to realise the chosen method of correction taking
into account individual features of the patient.
The prediction and/or validation of the results denotes either mathemat-
ical calculation of expected parameters of a given skeleton part or simulation
of the surgical operation, i.e. making a virtual correction in such way that
all measurement are available.
On the last step of making a decision a surgeon has a choice either to
accept the operation plan in case of satisfactory outcomes, or to repeat the
planning process again starting with the second step. Also a situation is
possible, when the analysis of the expected results proves the operation be
be useful under current circumstances. In this case the operation can be
cancelled or postponed (Figure 1.1).
The intraoperative control also corresponds to CAOS systems. It is
utilised for realising the preliminary developed operation plan into the oper-
ation room. It is obligatory that the sequence of the surgeon's actions follow
the operation plan. This allows to reect all changes of actual situation to
the computer interpretation. Hence, in case of sudden complications of the
operation procedure, the system of intraoperative control can react immedi-
ately and provide all required data, which allow the surgeon to appreciate
the situation and make the most optimal decision for the given patient. For
this reason quantitative (distances, axial angles, torsion and etc) and visual
information about the mutual position of skeleton and surgical instruments
has to be available.
From a technical point of view modern CAOS systems consist of the
following components:
1. Tool tracking system;
2. Navigation system;
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Figure 1.1: Relationships between planning steps
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3. Graphic workstation;
4. Guidance software;
5. Displays system.
To identify the position and orientation of surgical instruments imple-
mented in the operation room the tool tracking system is used. The most
popular tool tracking systems available on the market are the optical track-
ing device (OTD) and the magnetic tracking system (MTS). These tools de-
tect the position of special purpose markers or their combination, i.e. rigid
structure of markers within special geometry. With OTD device two or three
cameras are usually used to measure spatial distances from a reference cam-
era to the markers and therefore to calculate their relative space coordinates.
In MTS spatial measurements are performed using magnetic elds. A trans-
mitter sheds on a magnetic eld detected then by sensors. By measuring the
strength of the eld into each sensor its position and direction are calculated
relatively to the transmitter. The advantage of MTS over OTD is that no
direct line of sight is required between the transmitter and any sensor. Un-
fortunately, metal or electronic equipment can distort the magnetic eld. It
limits the implementation of MTS in the operation room. The accuracy of
MTS is less than the accuracy of OTD [60] [59]. In spite of this fact MTS
accuracy is high enough for many implementations in medicine, e.g. scanner
source tracking.
Each movement of a surgical instrument can be quantitatively described.
Also it must be identied relatively to the operated patient. For this reason
the navigation system is used for registration of the patient anatomy in sur-
gical space. The registration is the heart of any navigation system. It means
that there is a common coordinate system and a known transformation was
applied to coordinates of the objects that had been obtained by dierent
scanners. Thus coordinates of all investigated objects can be presented in
the same coordinate system.
There exists a variety of navigation systems and one of them is human
vision. This natural system is very simple and very complex at the same
time. The biggest amount of information a human being receives by its vi-
sual system. This visual information is intuitive, convenient and absolutely
not accurate in general. Human eye is able to recognize objects, their colours,
orientation and etc. Most of these features have individual nature and can
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be improved after training, e.g.to detect distances. However all quantita-
tive measurements are very inaccurate and therefore cannot be accepted for
CAOS.
As a rule, the development of any computer application implies the cre-
ation of a user interface. The development of a medical oriented user interface
has several requirements, such as to be simple, "native" and to provide all
necessary functionalities. The combination of visual interpretation of the
current situation with its quantitative characteristics becomes possible with
the evolution of computers and graphical equipment. Then an integration
of user interface and graphics provides better "reality" in the user-computer
interface. The graphic workstation is the major component of modern ap-
plication in CAOS and aims at data processing from scanners, 3D rendering
and data monitoring. Special purpose software and displays are used for this
purpose.
There are many components of CAOS system available on the market
like OTD, MTS, head mounted displays and, of course, computers. However,
such their parts as the planning an navigation systems are problem dependent
and require special attention during the application development. This work
is devoted to the solution of the above problem, i.e. to the development
and implementation of the operation planning and navigation system for
orthopaedic surgery.
1.1.1 Why CAOS is so important?
The degenerative joint diseases combine the most essential and largest group
of all joint diseases. All disablement causes are resulted from arthrosis.
Therefore, the degenerative joint diseases present a large economic and hu-
manity problems. Arthrosis is dierentiated onto primary and secondary one.
The cause of the primary arthrosis is unclear. As was investigated, constitu-
tional factors do not play a role. The disease aects practically the advanced
age peoples (after 60 years old). Causes of the secondary arthrosis can be a
character of active life, insuÆciency of a subchondral bone layer, problems
of joint tting, growth of damaged tissues and wrong strain resulted by axial
deformations.
The constitutional or post-traumatic bone deformations lead to non-
physiological strain on relevant joints. However, a period, when this strain
results in the progress of arthrosis, is not well-known. Statistics shows that
bone deformity is generally caused by the lack of accurate measuring meth-
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ods, because even a small position error during many surgical operations
leads to arthrosis. Unfortunately, typical determination of the axial defor-
mations is carried out on the two-dimensional radiographs. By neglecting the
third dimension, a substantial inaccuracy always appears in the preoperative
diagnostics, in the intraoperative correction and in the post-operational tests.
Therefore, 3D planning system allows to estimate a forecast for the arthro-
sis growth. Moreover the risk of arthrosis appearance can be minimized
by means of a intraoperative control for the prediction and elimination of
extreme inappropriate positions of bones and surgical instruments.
1.1.2 Dissertation goals
The aim of the work is the development of a computer assisted approach to
orthopaedic surgery of long bones and pelvis. It is focused on the realisation
of preoperative planning for osteotomy correction and intraoperative control
through the implementation of ultrasound for bone tracking. Thus, the key
goals are:
1. Accurate planning osteotomy corrections. The complex surgery
and especially the less-invasive surgery can not be done successfully
without accurate planning. One of the major hurdles in performing
preoperative planning is the diÆculty in precise 3D geometric design.
The problem is related to non-accurate measurements in traditional
planning. The required accuracy (at least 3-5 mm) can be reached by
minimising any projection errors via introducing a exible 3D mea-
surement system and permanent monitoring outcomes. The osteotomy
planning system helps the surgeon signicantly as it allows to inves-
tigate and analyse pathology, to nd the optimal way to realise the
surgery and to provide visual and quantitative information about the
results of the virtual operation. The major components of the os-
teotomy planning system, which must be realised are: creation of the
bone model from 3D data derived from CT (MRI or other modalities
can also be used), visualisation of elements in 3D scene (virtual surgical
space) in real-time or near real-time, and geometric design of the bone
elements. Reduction of planning time can be reached via a high level
of automation for the surgeon.
2. Segmentation of bone surfaces from CT data set. Requirements
of the planning system consist of automatic and semi-automatic seg-
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mentation modes for bone modelling. The automatic mode can be done
after the data transfer from a CT scanner to the operation planning
workstation, and manual or semi-automatic segmentation is done by a
surgeon on demand. The advantages of the automatic mode are that
the surgeon does not spend his/her rather expensive time to perform
routine image operations. He/she starts planning with a segmented
model, focusing on medical problems. However, because of numerous
pathologies it is not possible to provide an universal automatic mode
of segmentation in all cases. For this reason the software requires also
the "on-line" segmentation mode, which allows the surgeon a model
creation nearly in real-time.
3. Partial real-time extraction of bones from US data. The seg-
mentation of bone surfaces must be done in real-time and provide high
accuracy. For this reason special segmentation algorithms are required
to process 3D ultrasonic data. Ultrasound provides several advantages
over the other imaging modalities, such as high accuracy, easy imple-
mentation and riskless. This step is a key to the whole navigation
system. Presence of big amount of noise on US images makes this task
very diÆcult. Therefore, the developed method must provide robust
segmentation on the images with any possible kind of noise.
4. High accurate real-time registration of CT and US surfaces.
This step provides relationships between surgical and patient spaces
and must be accurate (comparable with registration process of other
orthopaedic system) and fast to realise real-time processing for the
navigation system.
1.2 Methods overview
1.2.1 Planning systems
As it was mentioned above, the denition of deformity plays an essential
role both in planning and performing the surgery. Then the operation plan-
ning systems can be dierentiated on the basis of the oered measurement
principles. During evolution of planning methods several techniques for the
measurement introduction were developed. For instance, description of tor-
sion, position and axes calculations for femur can be found in the following
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list [11], [12], [14]. These techniques are based on anatomical landmarks
introduced on CT/MRI or conventional radiographs. Markers are placed on
linear/planar) or curved segments which depict one or more objects of inter-
est. In case of using a 3D scanner these landmarks are dened into transverse
sections or slices angled to an anatomical reference object's segment. The
approach requires special conditions of imaging, such as for example, skeleton
pose along scanner's z-axis [19], or optimal orientation in case of conventional
radiographs.
Nevertheless, mentioned measurement techniques do not provide high
accuracy, because of the existence of projection errors and pseudo three di-
mensional landmark denition (non-unique planar positioning).
1.2.2 Navigation systems
Methods like computer tomography and magnetic resonance imaging for di-
agnosis and CAOS are widely used by orthopaedic surgeons. However, in
practice their usage is frequently limited. CT provides anatomical informa-
tion where the intensity of pixels denote the density of tissue. This kind of
imaging oers high resolution and is very attractive for CAOS. In compar-
ison with CT, MRI pictures make the information about the structures of
soft tissue available. Their resolution is lower than in case of CT. MRI is
used mostly for diagnosing lesions and deformities of joints. CT and MRI
are powerful diagnostic tools. However, both CT and MRI data have a pre-
operative status and do not provide any information about the position of
bones in real-time when a reposition of bones might occur. It makes their
use for the navigation of the patient anatomy diÆcult.
To solve the problem of this preoperative status of X-rays imaging, regis-
tration with the data from another modality is used. Three main approaches
can be described here:
1. Rigid body registration;
2. Anatomical landmark based registration;
3. Surface based registration.
The rst one is based on the implementation of special instrumentation and
the two others are image based techniques.
In recent years the rigid body registration has become a "gold standard"
for CAOS. By this method, ducial markers, i.e. rigid body elements, are
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implanted into the bones before imaging. They are acquired both preopera-
tively and intraoperatively. In the rst case imaging system based on X-rays
analysis principles of work is used. In the second case intraoperative infor-
mation is received from OTD. On the next step the centre of each ducial
marker is extracted from preoperative data. This procedure is performed
automatically. Then the least square distance error is measured between the
centre of the mass of every respective marker pair. Therefore, a highly ac-
curate registration can be achieved by this technique [17]. However, it has
some disadvantages like the need of additional interventions and extension of
the operation time. Also the patients have a high risk due to this additional
intervention, blood loss and pain. The use of such kind of navigation, which
is based on the rigid marker approach, has a relatively high cost and expo-
sure to a high dose of ionising radiation both for the patients and the sta.
The implementation of ducial markers does not also guarantee a successful
tracking during operation in case of complex anatomy. The problem is that
each fragment being tracked must be marked by at least three points. If the
operative area is small, then the total number of ducial markers can become
too high for any OTD. The implementation of the bony landmarks requires
their placement directly on bone surfaces. Therefore in this case, an overlying
tissue has to be removed. The technique is not feasible in anatomical regions
with a thick overlying soft tissue envelope, like the pelvis. Because of these
drawbacks, most computer assisted navigation systems based on the rigid
marker approach are limited to areas like the spine or skull. However, du-
cial based registration is a powerful tool for in vitro tests, even for the pelvis
surgery [18]. It can be implemented for validation or education purposes.
The two other approaches to registration are based on the patient related
image processing. There are two dierent ways to perform it. In case of the
anatomical landmark based registration, the markers can be dened manually
or semi-automatically both in preoperative and intraoperative image data.
Then an alignment of these landmarks match the images. The above solution
allows to avoid an additional intervention, but is time consuming and not
accurate in general.
The second way is a surface based registration. Surfaces of bones are gen-
erated from dierent modalities preoperatively and intraoperatively. Then
the transformation which aligns these surfaces with the minimal least squares
error between adjustment point pairs (or vertices) from both surfaces is
found. This kind of registration technique gives accuracy compared with
the rigid marker approach [16]. For CAOS applications this kind of registra-
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tion is very attractive. The bones have high contrast with soft tissues. Their
edges, contours or surfaces can be easy segmented. So the goal of surface
matching is to determine the best possible alignment of preoperatively gener-
ated surfaces, and surfaces, collected during the surgery. For this purpose the
ICP algorithm gives appropriate results [64]. The gradient decent is used to
improve the alignment on each iteration until the given error threshold or the
iteration limit is reached. It converges to a local minimum and requires to use
the initial transformation to reach the global minimum. This is not a limita-
tion for most CAOS applications, because the initial transformation can be
identied by a surgeon. The disadvantage of the ICP algorithm implemen-
tation can be a high probability of errors, that occur during the extraction
of the related structures. To overcome this problem powerful segmentation
tools are required.
Any imaging system can be used for surface based registration, which
provides intraoperative information about the position of bones. For example
a uoroscopy is a good candidate for this procedure. It can be used for
localisation of the patient anatomy and position of surgical instruments in
the operation room. The mobile uoroscopy unit frequently called C-arm, is
commonly used for this intraoperative data acquisition. The C-arm system
includes the X-ray tube near the oor and an image intensier on the top.
The problem is that a conventional C-arm system is able to produce only
single planar views. The intraoperative surface can be reconstructed from
a set of silhouettes of the bone taken from a sequence of X-ray projections
under dierent angles (multi-planar reconstruction). For this reason the C-
arm system is equipped with rigid body markers to allow 3D localisation of
device using OTD in surgical space. The most known disadvantage of the
uoroscopy is the radiation exposure. Moreover the process itself is complex,
boring, time-consuming and often ineÆcient.
The virtual uoroscopy, i.e. combining a conventional c-arm uoroscopy
with image-guided surgery, allows to reduce the time of irradiation (that
vary from 2-4 minutes to a few seconds [23] [22]). Mostly this is possible
by tracking both the patient anatomy and the C-arm system (with attached
markers) by ODT. In this case the formal multimodal registration is not
required. However, the implementation of uoroscopy does not guarantee
rather a good navigation after reposition of skeleton parts with complex
anatomy. Also errors can be introduced because of 2D nature of uoroscopic
imaging and the geometric distortion within the images. Note, a correction
algorithm is required to compensate the distortion. Nevertheless the uo-
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roscopic based-navigation has become popular, for example, for hip or long
bones CAOS [24] [25] [23].
1.3 Proposed method
1.3.1 Planning
The planning system based on the real 3D measurements has essential ad-
vantages. It allows to create independent reference basis anatomically and
to implement the geometrical transformation and optimisation of the bone
model with high accuracy.
To reach the acceptable accuracy and exibility of measurements in rea-
sonable time, I propose special user interface. It was developed to allow
positioning anatomical landmarks and creating a local reference system. Fi-
nally, it minimises the projection errors. The technique is based on the
implementation of internal or external bounding ellipses in dening the cen-
tres of selected structures. The ellipses axes can be arbitrary orientated in
3D scene. Note that the tradition measurements are also available. Thus,
the designed interface becomes exible and oers a possibility to select and
compare dierent techniques.
Geometric parameters can be calculated for either deformed parts of the
skeleton or for the "normal" bones. Such calculation of the parameters for the
bones without deformities allows a surgeon to nd individual descriptors for
the given patient. The fact, that patient's skeleton is generally symmetrical
can be used. Then these parameters can be interpreted as "optimal" for
the patient. Usually the information from an anatomical atlas or posteriori
knowledge can be used also in case when the information about symmetrical
parts is not available. The surgeon decides during the planning process in
which way the parameters will be calculated.
The eective measurement can not be executed without a qualitative bone
modelling. In this research the problem is solved by the implementation of
exible 3D segmentation of bones from CT data (implementation of MRI is
possible also). The 3D segmentation provides a surgeon a possibility to look
beyond the surfaces. This increases anatomy understanding and improves
a landmark position selecting. Additionally, customary traditional views in
three orthogonal projections are permanently available for a surgeon. It is
recommended to use both segmentation modes, automatic and interactive.
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Only if the complex pathology occurs, the interactive segmentation guaran-
tees a correct extraction of the bones.
1.3.2 Bone tracking based on ultrasound imaging
One of the possible alternatives to the intraoperative X-ray based sensing
is the ultrasound imaging. Recently the popularity of an ultrasound medi-
cal imaging is growing [38] [39] [53] [54]. Ultrasound investigations are
inexpensive, riskless and reproducible. I have been implementing a guided ul-
trasound device (Siemens Sonoline, 5MHz linear transducer) to obtain three-
dimensional bone surfaces from B-mode images. A set of images taken from
the ultrasound device represents 3D bone surfaces. Therefore high accuracy
registration of the extracted surfaces will be achieved.
1.3.3 System overview
The general setup of the system is as follows (Figure 1.2). First, we take
a CT scan of the patient's skeleton part to be operated. The CT data are
then loaded into the planning system. Here, from the beginning, bone sur-
faces must be extracted and the bone model is generated. The extraction is
done by interactive or automatic segmentation methods, which are available
from the image processing part of the planning and the surgery support sys-
tem. Then the quality of extracted bones can be increased by a smoothing
procedure. The surgeon is able to introduce anatomical landmarks and to
measure dierent parameters of the bone model [28]. In that way, evaluating
the extent of the fracture or deformity can be done to create the operation
plan. Then, the surgeon must decide which strategy of the surgical opera-
tion is optimal for the given patient. After this step he/she makes a virtual
correction with the implementation of virtual instruments. If the surgeon
is satised with the results of such virtual operation, the operation plan is
generated and sent to intraoperative part of the system.
Medical sta has no actual information about the position and orienta-
tion of bones. The only available patient's data are those taken from CT
preoperatively. Also the surgeon has no direct view on the bones. Thus,
frequently it is necessary to remove a whole soft tissue envelop, what is not
feasible. So the surgeon has to obtain the position and orientation of the
bones in another way.
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In our case a B-mode ultrasound tracking system included into the surgery
support system, can provide this lacking information. First a patient is xed
on the operation table. Then US data are taken. Fiducial markers of special
geometry are attached on the ultrasound transducer, so the position and ori-
entation of an ultrasound probe is known. The bone surfaces are extracted
from the US data automatically by the segmentation module. Because the
interpretation of ultrasound images is diÆcult even for experienced physi-
cians, the extracted surfaces are matched with the preoperatively taken CT,
and the movement of the bone parts during repositioning is determined. The
registration results in a geometric transformation for coordinates on any ob-
ject in the operation room (surgical instruments), that aligns this object in
scene of CT bone model. Thus the actual position of the bone fragments
is displayed using real-time rendering either on semi-transparent glasses or
on a head-mounted display. The physician looks at the operation area and
sees the virtual bone fragments at their correct positions and orientations
relatively to the patient. Unfortunately the ultrasound segmentation is a
very diÆcult task and its implementation is feasible only for bones, having
strong surface reection of US waves (i.e. pelvis and long bones). Section 3
deals with the problem of bone surfaces extraction from B-mode ultrasound
images in detail.
1.3.4 Visualisation
The experience of the author in development of an orthopaedic operation
planning system [51] [28] shows a necessity in native user interface, exible
segmentation tools, dierent measurements and very high requirements to
visualisation. In many CAOS systems the polygon based representation of
models is used [16]. Such approach has some disadvantages for the above
proposed schema. First, a created polygonal bone model is a xed structure,
which can be rapidly generated by a voxel-to-surface conversion algorithm,
usually as the Marching Cube algorithm [73]. However, a large number of
triangles generated by such algorithms may limit the use of complex model in
applications, because their size is restricted by AGP bandwidth. Thus, the
derived model requires an optimisation (vertices decimation [74] [75]). The
process is time consuming and therefore not convenient for the interactive
planning systems. The problem is, that frequently the surgeon needs to
change the model during the planning process to see its new features, using
other segmentation methods. This can totally change the model structure.
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Figure 1.2: Proposed system overview
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So the implementation of polygonal based visualisation requires one to keep in
memory not only the polygonal model, but also whole volume data. For this
reasons, the volume based visualisation is proposed for the operation planning
and surgery support system. The polygonal models can be accepted only
for small surgical instruments and visualisation of CAD-modelled implants.
High quality visualisation of volume data and polygonal models is reached
by implementing VGL C++ library [76] [79].
1.4 Summary
In this chapter a general concept of the computer assisted orthopaedic surgery
system was discussed and the realisation of the planning and navigation sys-
tem was described. As it was mentioned above, the implementation of CAOS
is useful both for the patients and the sta. Finally, the patient will obtain
a more qualitative operation and will frequently have a shorter rehabilita-
tion time, because of the advantages of minimal invasive surgery realised by
CAOS. The analysis of the previously published results [22] [23] shows that
the implementation of computer based techniques preoperatively and intra-
operatively results in decreasing irradiation time both for the patients and
the sta, i.e. medical aid becomes safer. CAOS systems optimise the work
of a surgeon and give a set of new accurate instruments in his/her hands.
An eective and high accurate planning is possible with the implemen-
tation of ne bone modelling technique from CT data and real 3D measure-
ments. Increasing accuracy and decreasing the procedure time are also oered
by a CAD-module and an optimisation is to improve the bone geometry.
The realisation of the navigation system that includes a combination of
instruments for optical tracking and ultrasound bone tracking is proposed.
The implementation of US makes the CAOS system for long bones and pelvis
surgery safer and can provide acceptable accuracy. To establish relationships
between patient and surgical space, intraoperative US data are matched with
preoperatively taken CT. Finally, the implementation of eective algorithms
and fast hardware allows to use the navigation system in real-time.
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Chapter 2
Modelling bone surfaces from
CT
Medical imaging is aimed at making analysis of the objects presented in
images. One and a very important phase in such analysis is to distinguish
all objects as essential and background. The technique that helps to provide
such classication is called segmentation.
Segmentation is a key technique for successful visualisation, registration,
biomedical analysis and etc. The segmentation concept of skeleton extrac-
tion from CT data can be based on the feature of X-ray imaging. The image
represents anatomical information via the intensity of geometrically corre-
sponding pixels. The pixel intensity (or gray value, gray level) is the value
of X-ray attenuation at the point inside the body. The intensity is expressed
in scaled Houneld units. The pixel gray level is stored by CT scanners into
12 bits and varies between 0; : : : ; 4095. The advantage of CT imaging is that
dierent anatomical parts have dierent densities. They are represented in
the image by dierent gray values. For example, the general histogram of
the CT image consists of three peaks, that correspond to fat, muscles and
bones respectively (Figure 2.1).
Many methods can be used for the segmentation of CT images. How-
ever, it is not possible to nd a universal one, which produces a successful
segmentation of all CT images. The method chosen might be perfect in one
application, but can be absolutely unsuccessful in another application. Thus,
each application requires nding the strategy and methods of segmentation
to resolve the problems specic for this particular application. In this chap-
ter I shall propose an overview of some segmentation techniques that could
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Figure 2.1: Frequency distribution of tissue intensities in biomedical CT
images
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be useful for the bones extraction from CT. In particular, the segmentation
of bone structures is problematic. The anatomical area of the bones is small
relatively with the area of the CT scan. The bones are irregularly shaped.
Therefore poor spatial contrast and noise can make the segmentation doubt-
ful. Another problem is that the internal bone structures vary according
to the patient's age, living conditions and other factors. Thus, the imple-
mentation of the powerful and popular segmentation technique based on the
texture analysis [87] becomes diÆcult. Thereby the orthopaedic image pro-
cessing is based on morphological principles. The pixel intensity, neighbour
relationships and the object geometric characteristics are analysed.
The most frequently used techniques can be divided into the following
groups [33]:
1. Classication;
2. Edge detection;
3. Region based segmentation;
4. Shape based segmentation.
2.1 Thresholding methods
Thresholding is a special case of classication, where each individual pixel
obtains a class label i 2 f1; : : : ; njn - maximal class numberg. The label
is assigned in correspondence with the pixel intensity and/or other image
features. In case of thresholding all objects are grouped into two classes
so-called foreground (solid objects) and background.
All denitions here will be given for the 3D image processing, but they
are also valid for the images of other dimensions. Let B = fb
0
; b
1
g be a set
representing a pair of binary levels, and B is a subset of G ( the set of all
gray values). Then a binary image is g : Z
3
! B so that:
g(x) =
(
b
0
; in case f(x) < t;
b
1
; in case f(x)  t;
where t 2 G, t is a threshold value, and x is a vector in 3D. The goal of
thresholding is to nd an optimal level t

, which suits the criterion given.
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Processing binary images is much easier in comparison with processing
gray value images. The thresholding procedure is the simplest and the fastest
segmentation technique and it has become a standard in radiological imag-
ing. Medical experts can manually select a threshold value to segment the
images. However, the manual procedure is rather expensive for medical im-
age processing. It is time-consuming and requires expensive skilled human
recources. That is why the development and implementation of segmentation
techniques, that minimise the user interaction, are actual and challenging.
In case of operation planning, thresholding can be very useful for the inter-
active visualisation of the bone surfaces. Therefore, the key problem of the
automatic thresholding is to nd a threshold value to separate the foreground
and background without the user interaction. Various approaches could be
applied to solve the problem, but the most popular one is the histogram
based thresholding technique.
2.1.1 Segmentation of bones by histogram based thresh-
olding
The segmentation over histogram based thresholding uses the probabilistic
information about the frequency distribution of gray values. It is useful in
the case of bimodular histogram, i.e. when the foreground and background
are presented and contrasted. Three methods of thresholding are available:
1. Global thresholding;
2. Local thresholding;
3. Adaptive thresholding.
Global thresholding is a method of threshold value detecting on the base
of complete image analysis. Global thresholding is a point oriented technique.
Thus, it is a very fast segmentation approach and can be used interactively
during the volume visualisation. It is a standard method in radiology and it
must be available for a surgeon planning the operation. The simplest way is
when the surgeon manually selects a threshold value and controls the results
on display. The advantage of the automatic global thresholding is that it
allows the segmentation in real-time.
Local thresholding is a method, where the initial image is divided into
parts and a threshold value is calculated for each part. This method is useful
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in case the object intensities vary through the parts of the image. This
is typical, for example, for angiographic imaging. The next step would be
to unify the segmented objects by using special criteria. It is evident that
the local method of thresholding is more computationally intensive than the
global one. Because bones are represented by homogeneous gray values in
CT images, the local thresholding is not so useful as in angiography.
The adaptive thresholding is a set of thresholding for each object that
varies slowly through the image. In case of biomedical CT images we can
segment fat, muscles and bones by the adaptive thresholding method.
There are many eective methods for calculating an optimal threshold
value from the image histogram automatically. I will describe only two of
them, the most useful for current application as it has been shown by nu-
merous experiments performed with my participation.
Otsu method of threshold calculation
The method is based on the statistic discriminant analysis, that is imple-
mented often in pattern recognition to decrease the initial data dimension
[82]. Let the goal be to divide pixels into two classes C
0
and C
1
in the image
that corresponds to the foreground and background respectively. The divi-
sion is done by choosing a threshold value t in the image histogram. Then the
class C
0
presents pixels with gray values 1; : : : ; t, while the class C
1
presents
pixels with values t+ 1; : : : ; L. The Otsu method makes the class division
by minimisation of the within-class variation and/or between class variation.
The algorithm for calculation of optimal threshold by Otsu method is
presented below:
1. procedure OtsuT
2. INPUT: histogram p
i
, i 2 f0; 1; : : : ; L  1g
3. t

= 0;
4. max = +1;
5. 
0
= P
0
= p
0
;
6. OUTPUT: optimal threshold value t

7. for i = 1; 2; : : : ; L do
8. 
i
= 
i 1
+ (i+ 1)p
i
;
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9. P
i
= P
i 1
+ p
i
;
10. if j=5 then
11. k=10;
12. end if
13. end for
14. /* t-arg MAX */
15. for t = 1; 2; : : : ; L  1 do
16. w
0
= P
t
;
17. b = 
L
 w
0
  
t
;
18. /* between-class variance */
19. qb = b
2
=(w
0
 (1 w
0
));
20. max = qb;
21. t

= t;
22. end for
I have investigated a feature of the presented Otsu algorithm. The opti-
mal threshold value t

is placed closely to the class represented on histogram
by a thicker peak,maxfA(C
0
); A(C
1
)g; A(C) = jx
max
 x
min
j; x
max
; x
min
2 C.
This feature is issued from the fact that the class within/between class vari-
ance is calculated in terms of the class centre. It means that in case of two
peaks, the calculated threshold will be non-suÆcient if A(C
0
) > A(C
1
), or
excessive, if A(C
0
) < A(C
1
).
Johannsen and Bille method of threshold calculation
The entropy of the gray level histogram is used for the calculation of the opti-
mal threshold [80]. The optimal threshold has the property that the entropy
of both background and segmented object is minimal. Since the entropy is
regarded as a measure of information, it minimises the interdependence be-
tween the two parts of the histogram.
The algorithm for the calculation of the optimal threshold by Johannsen
and Bille method is presented below:
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1. procedure JBT
2. INPUT: histogram p
i
, i 2 f0; 1; : : : ; L  1g
3. OUTPUT: optimal threshold value t

4. Init:
t

= 0, f = +1, a
0
= p
0
for i = 0; 1; : : : ; L  1 do
a
i
= a
i 1
+ p
i
end for
5. for t = 1; 2; : : : ; L  1 do
6. if 0 < a
i
< 1 and 0 < p
i
< 1 then
7.
S
l
= log
e
(a
t
) 
1
a
t
(p
t
log
e
(p
t
)  a
t
log
e
(a
t
));
8.
S
r
= log
e
(1  a
t
) 
1
1  a
t
(p
t
log
e
(p
t
)  (1  a
t
) log
e
(1  a
t
));
9. f
i
= S
l
+ S
r
;
10. end if
11. if f
i
< f then
12. f = f
i
;
13. t

= t;
14. end if
15. end for
The method has a similar feature as the Otsu algorithm. But, the optimal
threshold value t

is placed closely to the class with a smaller peak.
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Figure 2.2: Gray levels distribution of pelvis CT data
2.1.2 Adaptive thresholding
The the histogram analysis techniques described above separate the image
histogram into two parts, so that each part having a pronounced peak. How-
ever, Figures 2.1 and 2.2 show that the histograms of biomedical CT images
consist of at least three peaks, each for dierent tissue. To separate the inten-
sities corresponding to the bones, a kind of adaptive thresholding, so called
a multi-threshold segmentation method, can be applied [33]. The idea is to
select one threshold and repeat consecutively the same procedure for the rest
part of histogram, until the bone peaks will be separated (maximal number
of iteration is less than jGj ). Let us to denote a histogram clipping function
C : Z
3
! Z, so that
C(x) =
(
0; in case x < t;
p(x); in case x  t:
Then the algorithm of multi-thresholding for the image histogram p can
be described as a sequence of steps:
1. Find an optimal threshold value t for the image histogram
t = JBT (p);
2. Create a new histogram p
1
(x) = C(x);
3. Enhance the histogram of p
1
(x);
4. Find an optimal threshold value t

for the histogram p
1
t

= JBT (p
1
);
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5. Create binary image g.
Figures 2.3 and 2.7 show segmentation results for pelvis and lower legs
segmentation.
2.1.3 Limitations of the thresholding techniques
Unfortunately, in practice the thresholding methods do not work eÆciently
for various parts of a bone. For example, joint area cannot be well segmented
by thresholding methods. This happens because bones are not uniform them-
selves. The outer layer of the bone (cortical bone) has higher intensities on
radiological images than gristles and a textured spongy bone. More over, the
low-density structures frequently look like surrounding soft tissues and can
have diused bone boundaries. Figure 2.1 shows the parts of the histogram
where bones and muscles are presented simultaneously. It makes the im-
plementing thresholding unsuccessful for the regions with complex anatomy,
e.g. lower limbs. Moreover, in case of pathology such as cystic fusion, the
result of the segmentation will be very coarse. The major drawback of the
thresholding techniques is that only the intensity information is used for the
object classication. It often results in a redundant threshold value for the
classication of the bones and an insuÆcient threshold for the classication
of the soft tissues.
In addition, the multi-thresholding method is not robust when the patient
has implants. In this case, the image histogram can consist of more peaks.
Their order as fat-muscles-bones can be disrupted by the appearance of in-
termediate peaks. Then, an additional analysis of the histogram is required,
what makes the proposed method complex. But it also does not guarantee a
successful segmentation of bones. The situation can be improved, for exam-
ple, by using a semi-automatic segmentation based on threshold detection
for each slice, as it was done in 3DDoctor software [58].
2.2 Edge based segmentation
The edge based segmentation presents a group of methods using the informa-
tion about the edges in the image. This kind of segmentation nds boundaries
of the objects relying on mathematical operators for detection of the regions
with discontinuing intensities. After the extraction of the edges an additional
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Figure 2.3: Results of pelvis segmentation: a) manual thresholding; b) auto-
matic multi-thresholding (t=433, t*=2783)
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step is required. This supplementary step links the edges that correspond bet-
ter with the borders in the image. The edge based segmentation is a powerful
technique implemented, for example, for a scene description. Disadvantages
of the edge detection are high computational costs, high sensitivity to noise
and not trivial post processing. Non-uniform axial resolution, for example,
the resolution of CT image along z axis, which can be signicantly lower than
along x or y axes, limits its application mostly in 2D processing.
There are many ways to obtain bone surfaces from CT using the edge
based segmentation. The simplest is 2D segmentation of CT scans. Edges
are detected on each slice independently. Then 3D model is generated by
stacking contours [86]. However, the algorithm usually produces crude mod-
els. Therefore, an additional interpolation phase is required to link the edges
in neighbour slices correctly. A similar approach was proposed by J-D. Bois-
sonnat and B. Geiger [78] [77]. They used triangulation of the objects in
slices (Delaunay triangulation) and tetrahedrons to link the objects between
the slices. However, in the volume base visualisation, the implementation of
edge detection for the extraction of CT bone surfaces is not feasible.
2.3 Region based segmentation
The region based approach to segmentation implements not only the infor-
mation about the intensity of pixels, but also the information about the
connectivity of the regions [33], [88]. Let us consider that n regions are
presented in the image, i.e R
i
; i 2 f1; 2; : : : ; ng, then the conditions of the
3D region based segmentation can be described as:
1. All pixels in the region have similar features;
2. Each region is 1-connected;
3. Regions have no intersections.
The rst condition means that there are n predicates
P
R
i
: Z
3
! fTRUE; FALSEg, such that for any pixel x 2 R
i
; i 2 f1; 2; : : : ; ng:
P
R
i
(x) = TRUE:
Region i is 1-connected when for any pixels x; y 2 R
i
; i 2 f1; : : : ; ng,
there exists a path from x to y, that belongs to R
i
.
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Similarly, regions do not intersect, if x 2 R
i
and for any neighbour y 2 R
j
,
y 2 N(x), such that
P
R
j
(y) = TRUE;
the predicate
P
R
i
(y) = FALSE;
for any i; j 2 f1; 2; : : : ; ng, i 6= j.
The region based segmentation frequently includes two steps. On the
rst step a coarse segmentation is performed. The aim is to create marker
regions or "seed" points which belong to the objects of interest (Figure 2.4
a) ). The next step would be to aggregate the connected neighbour pixels
of these markers, that satisfy the aggregation criteria (Figure 2.4 b) ). If
two regions are connected and all pixels of one region satisfy the aggregation
criteria of the second region, then both regions are merged (Figure 2.4 c) ).
The process is repeated while new pixels are available. The region growing
algorithm is presented below:
1. procedure RegionGrowing
2. create marker regions M
1
;M
2
; : : : ;M
n
, such as P
R
i
(M
i
) = TRUE;
3. for i = 1; 2; : : : ; n do
4. for each pixel x from R
i
do
5. for each pixel y 2 N(x) do
6. if y
T
R
j
= fg, j 2 f1; : : : ; ng, i 6= j then
7. if P
R
i
(y) = TRUE then
8. /* condition of pixels aggregation */
9. R
i
= R
i
S
y;
10. else /* condition of regions aggregation */
11. if y
T
R
j
6= fg; j 6= i, then
12. if P
R
i
(z) = TRUE, for any z 2 R
j
, then
13. R
i
= R
i
S
R
j
14. end if
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a
b
c
Figure 2.4: Growing regions: a) regions are labelled; b) pixels are aggregated;
c) connected regions are merged
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15. end if
16. end if
17. end if
18. end for
19. end for
20. end for
This technique is a powerful tool and it is often used in medical image
processing [89]. However, as it can be seen on Figure 2.5 a) and Figure
2.8, the quality of extracted bone surfaces is still not ideal. There exist many
regions where the surface is sharp or segmentation is not suÆcient. The
problem is that the regions can propagate inside other regions, for example,
if a diused region interface is reached not simultaneously by two propagating
regions.
2.4 Shape based segmentation
The segmentation based on the shape analysis uses the geometrical feature
extraction of the objects in the image to produce their classication. Usually
template based segmentation methods are implemented. The mathemat-
ical morphology can give knowledge about the shape of the object to be
segmented as well. A typical example of the mathematical morphology im-
plementation for the object shape extraction is the morphological gradient.
The features of the basic morphological operators are given in the Ap-
pendix. The erosion operator suppresses positive peaks, decreases gray values
in the image and enhances the valleys. On the contrary, the dilation opera-
tor increases gray levels. The features of the basic morphological operators
allow to extract the object boundaries, i.e. to calculate the morphological
gradients. The most commonly used morphological gradients for the white
objects are the internal and external thin gradient
h = f   f 	 B;
h = f  B   f;
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respectively, and an external gradient
h = f B   f 	 B;
that frequently results in closed thick contours.
Another useful transformation is called top-hat, that uses smoothing fea-
tures of the opening operation. It is dened by the formulae
h = f   (f ÆB):
The operation can be geometrically represented as a rolling ball transforma-
tion, which traces smooth contours and deletes peaks. Thereby, the top-hat
transformation enhances white peaks and suppresses the background. The
transformation does not guarantee the extraction of complete peak shapes,
but their positions are detected well. However, due to the precise identica-
tion of the top location of the peaks, it is possible to carry out the coarse
bone segmentation.
Thus, the segmentation of outer bone surfaces from CT images to the
qualitative visualisation and registration is the open problem for my work.
Therefore, the morphological gradients and the top-hat transformation can
be implemented with another segmentation technique to perform a ne seg-
mentation. This technique is presented below.
2.5 Proposed morphological segmentation
In general, the CT examination is expensive and exposes a high radiation dose
for the patient. To reduce the total irradiation time a low-dose CT imaging
can be used. The disadvantage of the low-dose mode is that the segmentation
of bony structures is not obvious when the methods described above are
used. For example, the low-dose CT mode increases the discontinuity of the
boundaries in the joint areas. The peaks are not well separated in the image
histogram and even the region based segmentation becomes unstable. The
approach based on a local enhancement, e.g. tensor controlled, followed by
thresholding can be applied to overcome the problem [85]. This publication
proposes a 3D ltering technique to produce extra edge sharpening. The
gray value discrimination is reduced by the change of the signal basis. The
satisfactory results where demonstrated for the segmentation of the hip joint.
However, this technique is not region based. In general it has the same
disadvantages as the thresholding technique.
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Figure 2.5: Results of pelvis segmentation by: a) region growing algorithm,
b) morphological segmentation
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Figure 2.6: Manual thresholding results of lower legs
The morphological segmentation proposed in my thesis can be treated as
a combination of the shape based technique for a coarse segmentation and the
region based technique for a ne segmentation. To overcome the drawbacks of
region growing, the 3D watershed is used. The idea is to extract homogeneous
regions and to join the regions with similar intensities. First, to enhance big
peaks and suppress small ones, the morphological top-hat transform with
the ball with the radius of 10 is implemented. These extracted peaks are the
marker regions that are used by the watershed algorithm [8] for the ooding
simulation in a thick gradient image. It produces a mosaic image where each
homogeneous region is marked by a unique label. Next, the region growing
algorithm with the threshold of T=100 unies regions with similar intensity.
Figure 2.5 shows the segmentation results.
General steps of the proposed algorithm are:
1. Segmentation of peaks by the morphological top-hat transform, which
is used as markers for the 3D watershed;
2. Calculation of the morphological thick gradient in the initial image;
3. Extraction of homogeneous regions by using the watershed transform
in the gradient image;
4. Unication of the homogeneous regions by using the region growing
algorithm.
An advantage of the proposed approach to the bone surface segmentation
is a perfect detection of outer bone layers, both for low-density and high-
density parts. This fact is very important for the following surface based
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Figure 2.7: Results of multi-thresholding lower legs
Figure 2.8: Results of region growing lower legs
Figure 2.9: Results of morphological segmentation of lower legs
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registration of CT and US. A drawback of the implementation of morpho-
logical watershed is well known in literature [89]. The internal surfaces of
joints can be merged. This makes the operation planning diÆcult for such
complex parts of the skeleton as carpal bones and calcenious. However, this
disadvantage can be eliminated if one uses the results of the proposed mor-
phological segmentation as a template for the following manual or semiauto-
matic segmentation. In this case, the majority of artefacts are eliminated. A
ne segmentation can be carried out by either thresholding or active curves
approaches [89], [90].
Another drawback of the proposed morphological algorithm is its compu-
tational intensity. But it can be compensated by the ability to segment bone
surfaces in a fully automatic mode, which allows to perform the segmentation
in advance.
2.6 Error estimation
Unfortunately, there is no the "gold" standard method for the bone seg-
mentation from CT. Therefore the results of manual segmentation will be
interpreted as correct. Drawbacks of the manual procedure are:
 It depends on an operator;
 It is time-consuming.
Thus, to measure accuracy the results of dierent segmentation algorithm
on restricted data are included. The segmentation errors are measured as
dierences between the areas the segmented objects segmented by an opera-
tor and by corresponding method. Figure 2.10 shows error distributions of
each method for 16 dierent regions of femur and pelvis bones. The morpho-
logical segmentation method demonstrate the best results for simple bone
regions. Increasing the errors in the joint regions for the region growing and
morphological methods are explained by including inter-bone spaces to the
bone class.
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Figure 2.10: Manual segmentation versus thresholding (columns 1,4), re-
gion growing (columns 2,5) and morphological segmentation (columns 3,6)
algorithms. Every box plots lines at the lower quartile, median, and upper
quartile values. The whiskers are lines extending from each end of the box to
show the extent of the rest of the data. The rst column of each pair shows
statistics of area error distribution for joint regions of pelvis and femur bones,
while the second one does not include joints
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2.7 Application of the morphological segmen-
tation
To start the planning, it is necessary to obtain a model of the operated bone.
In order to remove possible artifacts an image processing part of the operation
planning system oers segmentation of bones in the interactive mode and in
the automatic mode.
There are two problems to be solved: a good bone visualisation during
the operation planning and modelling bone surfaces from CT for further reg-
istration. Frequently, in case of a simple anatomy, both problems can be
solved by implementing the adaptive thresholding based on the implementa-
tion of Johannsen and Bille methods for the multi-thresholding. Thus, the
segmentation can be carried out in real-time. To improve visual quality of
the extracted bone model the connected component labelling algorithm fol-
lowed by a smoothing operator can also be used. This procedure is applied
automatically after loading the data. A surgeon controls only the quality
of the segmentation and makes a decision whether to use the results of the
segmentation or to implement other techniques. Alternatively, to generate a
high quality model for planning and multimodal registration, the proposed
morphological algorithm can be used. The bone surfaces are segmented in
advance to minimise the planning time. A surgeon can load this model if
necessary.
During the planning of orthopaedic operations a surgeon works with var-
ious pathology caused by the post-traumatic deformities, the fractures and
bone diseases. That is why it is impossible to predict all situations to realise
a full automatic processing. In complex case the only way to make the plan-
ning is to give an opportunity for a surgeon to work with maximal available
information about the bones and the soft tissues. If a surgeon is not satis-
ed with the results of the automatic segmentation, a module of interactive
thresholding is implemented. He/she assigns manually a set of thresholds
to separate the bones from other tissues and artefacts. Thus, the two-mode
segmentation technique proposed guarantees a successful extraction of bone
surfaces.
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2.8 Summary
In this chapter an overview of segmentation methods for extraction of bones
in CT images was presented. Most segmentation techniques commonly used
in medical image processing were described, which can be eÆcient imple-
mented in the operation planning system. Main advantages and disadvan-
tages of described techniques were discussed.
Finally, the concept of bone segmentation was proposed for the operation
planning system. It includes both automatic and interactive approaches to
the segmentation and optimises the surgeon's actions in case of dierent
complexities of pathology for the planning. The proposed approach of the
bone segmentation from CT makes the work of surgeon easier, more exible
and more reliable.
The pixel overlap (joint regions) between the manually and automatically
segmented images was 1:0093%, 1:0188% and 1:0412% for the thresholding,
region growing and morphological segmentation methods respectively. The
pixel overlap for the simple bone regions was 0:9149%, 0:9492% and 0:9772%
for the mentioned above methods. The morphological segmentation algo-
rithm can be implemented for the particular needs to improve visual quality
of the outer bone surfaces. It lls gaps, provides smooth edges and extract
well both joint and bone regions. The algorithm is computationally intensive
(2 minutes for a 256
3
data set, AMD Athlon XP 1.8+). However, the seg-
mentation procedure is full automatic and can be carried out in advance. For
the interactive segmentation the multi-thresholding algorithm was proposed.
It can be implemented in real-time.
Chapter 3
Segmentation of bone surfaces
from US
3.1 Backgrounds of ultrasound
Human abilities to recognise sound waves are limited to the frequency range
from 10 to 20000 Hz. The sound of higher frequency is dened as ultrasound.
Nowadays ultrasound is widely used in cardiology, endocrinology, gynaecol-
ogy and paediatrics for diagnosing various diseases. At least two features
make the ultrasound examination dier from so popular in medicine X-rays
based scanners: a lower (zero) risk for the patient, because ultrasound has
not been found harmful, and the ability to see soft tissues. Therefore these
features of ultrasound stimulate the interest of researchers to extend its use
in medical practice.
The history of ultrasound started in XIX century. An experiment of
Daniel Colladen, a Swiss physicist, was aimed at investigating physical prin-
ciples of sound in 1822. The sound speed in the water of Lake Geneva was
measured by using an underwater bell and gunpowder ash at the same
moment. This experiment began the SONAR era (sound navigation and
ranging). In 1897 a British physicist G. Strutt published his work "The The-
ory of Sound". In 1880 brothers Pierre and Jacques Curie discovered the
piezoelectric eect. They observed that an electric potential is produced by
a quartz crystal (the Rochelle salt) under mechanical pressure. The value
of this electric potential was pro-rate to applied forces (direct piezoelectric
eect). Conversely, the application of electric charge produces a deformation
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of the crystal and causes its vibration (converse piezoelectric eect ) [34].
This discovery has led to developing the ultrasound transducer, a device
that emits ultrasound and receives reected echoes.
After Titanic sank in April of 1912 underwater detectors for navigation
were developed. Next investigations of SONAR for the detection of sub-
marines in the waters were initiated during the World War I. Investigations
of ocean bottom and the development of radar systems have result in growing
ultrasound research in the industry. For example, the method of detecting
metal aws by pulse-echo ultrasound was found in the 1930's.
The rst implementation of ultrasound for medical diagnostics was done
at the University of Vienna. A neurologist/psychiatrist Karl Theodore Dus-
sik and his brother Fridrich, a physicist, started the investigations of ultra-
sound at the end of 1930s. In 1937 they implemented a 1.5 Hz device to
measure the amplitude change during the brain scanning the brain of human
beings.
This rst ultrasonic equipment worked in amplitude mode, i.e. generated
one dimensional images. In this mode, the amplitude of amplied and de-
modulated echoes is presented by the vertical axis, and the horizontal axis
relates to the distance to the material interface. The information is available
only along one transducer line of sight. Thus, the usage of the amplitude
mode is limited and usually implemented in case of simple anatomy, for ex-
ample, in ophthalmologic scanning.
Douglass Howry, a radiologist from Denver, has started the development
of rst B-mode ultrasound scanner since 1948. In B-mode, two-dimensional
images are generated so that the information about 2D position of echoes is
used to locate the pixel position in the image. The echo amplitude is im-
plemented to modulate the brightness of pixels. Thereby the image presents
tissue cross sections with ultrasound beams.
These earlier investigations were so signicant, that with the evolution of
electronics in 1965, a development of the rst commercial scanner has become
possible. It was so-called real-time ultrasound or fast B-mode scanner Vido-
son developed by Siemens, Germany. An operator was able to obtain real-
time representations about the investigated organ by automatically updated
images (15 frames per second). This innovation has changed the practice of
ultrasound investigations in medicine.
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3.1.1 Physical principles of ultrasonic imaging
The diagnosis by ultrasound is based on the measurement of some features of
reected echoes from interfaces inside the body. The wave theory describes
the process of wave generation by a set of parameters. Some of them are
listed below:
 Wave frequency f is a number of oscillations in the dened time item;
 Wave altitude m (power) denotes the maximal departure of the wave
from its average value;
 Wavelength  is a distance in space for a single frequency wave, joining
points of an equal phase;
 Velocity c of an ultrasound wave is the velocity of the pressure wave
travelling through the propagation media;
 Phase T refers to the time of occurrence of an event such as the exact
spot in the acoustic cycle when a certain pressure is attained.
There are two kinds of US waves: longitudinal and transverse. The lon-
gitudinal wave propagates in liquids or gases only, while the transverse wave
propagates in rigid tissues such as bones and metals.
The following standard equations describe the relationships between wave-
length, frequency and phase:
 = cT;
f = c:
The main principle of ultrasound scanning is sending the signal and receiving
its echo. Two parameters are very important, the depth of a reected inter-
face inside the body and the amplitude of the received signal. The depth of
the interface equals to a half distance of the signal
R =
1
2
ct:
Each kind of tissue has its own impedance (Table 3.1), which inuences the
attenuation of oscillations. Also the impedance is important in prediction of
amplitude of reected echoes from a border of two interfaces. This value
Z = pc;
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Table 3.1: Acoustic velocities and impedance for several nonbiological and
biological materials
Material Velocity (m/s) Impedance (10
5
Ray/s)
Air 330 0.0004
Water 1480 1.48
Fat 1450 1.38
Blood 1570 1.61
Kidney 1560 1.62
Soft tissue(average) 1540 1.63
Liver 1550 1.65
Muscle 1580 1.70
Bone 4080 7.80
where p is the tissue density, does not depend on the frequency. It corre-
sponds to the features of the material. For example, an ultrasonic attenu-
ation coeÆcient at 1 MHz is 12
dB
cm
in air, 0:002
dB
cm
in water and 0.7 in soft
tissue (Table 3.2). Thereby in ultrasound imaging frequency is constant and
selected by an operator.
The reected echo is produced by two kinds of reection: specular and
diuse. In contrast with optics, where a coeÆcient of reected energy is
calculated, in ultrasound scanning the coeÆcient of amplitude reection is
measured (R
A
). The ultrasound transducer determines R
A
for two tissues
with impedance Z
1
and Z
2
, by the formulae
R
A
=
Z
1
  Z
1
Z
1
+ Z
1
:
From the above analysis, it is possible to make a conclusion, that the less
the interaction of transducer with air the better quality picture is generated.
For this reason scanning must be done with implementing low impedance gel
between the transmitter face and the skin or in a water basin.
3.1.2 Types of ultrasonic instrumentation
Intensity of reected echoes can be represented by several methods on the
display image. These methods specify the display mode and the structure
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of the generated image. In the ultrasound medical diagnostic the following
display modes are used:
 A-mode (amplitude) generates one-dimensional images that show sig-
nals related to amplitude, or energy of wave in vertical axis;
 B-mode (brightness) is a 2D mode where the brightness level of pixels
corresponds to the amplitude of the received signal. This mode is more
intuitive than the rst one, because of its "slice" representation of the
image. The slice cuts body in one plane and presents its anatomical
structure.
 M-mode - (motion) connects the amplitude to structures, which are
changed dynamically (for example, a heard muscle). The vertical axis
presents information about the distance to the object and the horizontal
axis is used to present the time information;
 Doppler-mode allows to register a velocity and a direction of blood
ows;
 Pulsed Wave Doppler-mode emits ultrasound signals as impulse series.
It is used for measuring the velocity of a blood ow, which is located
on a given distance;
 3D-mode is an extension of the real-time B-mode. A three-dimensional
volume is reconstructed from reected signals of the transducer with
rotated transmitter face. Nowadays this kind of displays is used in
cardiology and gynaecology.
B-mode display is attractive for orthopaedic imaging. The generated im-
ages present anatomical information about surfaces of bones as high intensive
pixels, while the background pixels (tissues with homogeneous intensities)
have low intensities.
3.1.3 Transducers
Nowadays, six classes of transducers are implemented in medicine practice.
1. The mechanical sector transducers are the simplest and have a single
piezoelectric element.
58 CHAPTER 3. SEGMENTATION OF BONE SURFACES FROM US
2. The annular array transducers are used in mechanical sector scanners.
A single circular piezoelectric disc is divided into individual elements
that are placed around a common centre.
3. The linear array transducers are electronic devices that consist of an
array of crystals assembled into subgroups of four or more elements.
Such transducers emit parallel beams and do not change the sizes of
the objects into images.
4. The convex array transducers have a curved array of crystals. They
are used to make the investigations of abdominal organs.
5. The phased array transducers include 32 or more xed piezoelectric
elements and use a special algorithm of pulsation for the individual
element. The length of the array is so small that it can t into a space
between ribs for cardiac scanning.
6. The multi-frequency transducers can change their frequency in a given
range (for example 5-7.5 MHz) or have some xed frequencies like 10,
15 MHz and etc. Modern ultrasound scanners usually work with multi-
frequency transducers.
The linear transducers are implemented in orthopaedics, neurology, gy-
naecology, paediatrics, for investigating abdominal, small organs and periph-
eral vessels. The advance of the linear array transducer is that generated
images have the structure of orthogonal matrix and do not require the grid
correction for carrying out correct neighbour-oriented operations. Thus in
this research I am using a linear transducer to acquire the images of bone
surfaces. However, the linear array has a disadvantage of being aected by
supercial reecting structures and of needing a long contact area with the
transducer [36]. Next sections will be devoted to the classication of arte-
facts in ultrasound and methods of their elimination.
3.2 Artefacts in ultrasound
Despite modern technologies and high sensitive electronic equipment the ul-
trasound imaging suers from a big number of artefacts. These artefacts
make ultrasound investigations of the internal structures of human body dif-
cult. Sometimes they can signicantly inuence the surgeon's opinion about
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Table 3.2: Some typical values for ultrasonic attenuation coeÆcients
Material Attenuation Half value layer
(dB/cm at 1MHz) (at 1 MHz) (cm)
Air 12 0.25
Water 0.002 1500
Fat 0.63 4.76
Blood 0.18 16.67
Kidney 1.0 3.0
Soft tissue(average) 0.70 4.29
Liver 0.94 3.19
Muscle (along bers) 1.3 2.31
Muscle (across bers) 3.3 0.91
Bone 15 0.20
the tissue geometry and organ recognition. Therefore investigating the na-
ture and behaviour of artefacts, nding the methods which remove or reduce
their presence are very important tasks for an ultrasound medical imaging.
The ultrasound artefact is an eect of a reected echo registered by the
receiver. It is not connected with an actual reected signal and distorts it.
Artefact echoes are not related to the location or intensity of reected energy
of local patient anatomy. It is possible to divide all artefacts into two classes:
produced by the equipment and generated by the interaction of ultrasound
with tissues.
3.2.1 Artefacts produced by equipment
Main artefacts produced by equipment are:
1. Articial noise;
2. Main bang;
3. Veiling;
4. Absence of focusing;
5. Fresnel zone;
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6. Side lobes.
The Articial noise is caused by electro-magnetic elds from the nearest
sources. Frequently this eect can be corrected by minimising the inuence
of remote electro-magnetic sources.
The main bang artefact is presented by high intensity echoes and appears
if there is a big dierence between acoustic features of the transducer and a
connected tissue. Generally this artefact can not be suppressed.
The veiling artefact appears in case of using all focal zones. A correction
is possible by changing focal zones or sometimes by image processing, because
intensities of veiling signals are relatively low (Figure 3.1).
Both the absence of focusing and Fresnel zone artefacts aect the form of
the object. They can be eliminated by an operator.
Another artefact, the side lobes, is produced by any kind of transducers.
It appears as echoes from the back side of an interface between a transducer
and tissue. The artefact can be corrected by choosing an appropriate focus
length.
Thereby almost all artefacts produced by equipment are ordinary in ultra-
sound imaging. They can be suppressed with the assistance of the operator.
3.2.2 Artefacts produced by ultrasound interaction
The class of interaction artefacts includes the artefacts generated by the
interaction of ultrasound with tissues. A correction by hardware and/or
software has to be carried out. Artefacts of this class can be divided into
those, which considerably interfere with ultrasound diagnostic, and those,
which are either absolutely not important or even can help the required
procedure. To distinguish ultrasound artefacts it is necessary to analyse the
physical basis of ultrasound.
In accordance with the physical properties of B-mode ultrasound imaging,
artefacts in ultrasound image can be divided into six groups A
i
; i = 1; :::; 6:
Ultrasound waves are scattered not only with specular, but also with diuse
reection. Larger anatomical objects with smooth borders generate "inten-
sive" echoes and appear as bright boundaries, but the reection can be in-
uenced also by interference and refraction of acoustic waves (group A
1
of
artefacts). Another artefact of this group is the artefact of ultrasound speed
that appears because implementation of mean velocity of soft tissue equals to
1540m=s. The artefact of eective reected surface results in the registration
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Figure 3.1: Ultrasound artefacts: the veiling is presented in low part of the
image. Its gray levels are relatively low
of surfaces in the image, which are smaller than the actual surface. This
occurs because a part of reected beams does not reach the receiver. As was
shown above, the quality of boundaries depends on the angles between the
surface normal and the US direction. Near a at segment of the surface, the
interference and the refraction eects are minimal if the ultrasound direction
is perpendicular to the surface segment. The enhancement eect results in
increasing the echo signal amplitude after passing through a liquid structure
or a cyst, which does not attenuate the ultrasound. This artefact can be
eliminated only by changing the position of the ultrasound transducer. In
that way, the liquid structure does not act as a lens, refocusing the sound
beam.
One of a very well known ultrasound artefact is an ultrasound speckle
pattern (A
2
). It appears due to the scattering ultrasound along rough tissue
interfaces. Small objects like vessels inuence speckle appearance irrespec-
tive of the fact whether they are presented on the ultrasound image or not.
Eliminating this kind of artefact or at least decreasing its inuence on the
boundaries quality requires a smoothing lter.
The border artefact is caused by a strong reection between the skin and
air and belongs to group A
3
. The boundary is so bright that can be treated as
an organ interface. The only way to suppress this artefact is to use knowledge
about the position of the interface in the ultrasound pictures.
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Figure 3.2: Shadow artefact
Figure 3.3: Shadow artefact: there is no bright boundary in front of the
shadow
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Figure 3.4: Comet eect: a metal nail produces the shadow and the bright
line behind
Larger smooth surfaces of anatomical object cause another kind of com-
mon artefact called the shadow (A
4
). It occurs if ultrasound waves are com-
pletely reected. The intensity of pixels in the shadow is lower than in other
image regions. Figure 3.2 shows a boundary presented as a region with high
intensities of gray values. Figure 3.3 does not have such a region, but shadow
exists in both images. The reason is a position of the ultrasound transducer.
It is in the perpendicular plane to the interface for the rst image. For the
second picture, the transducer was placed with a vertical angle to the per-
pendicular plane. Ultrasound waves are attenuated and totally reected from
the surface (presence of the shadow), but echoes do not reect back to the
receiver. There is another artefact which also generates the shadow. It is
called the Comet eect (Figure 3.4) and appears as a bright line behind the
interface with a high reection. The cause can be the presence of a piece of
metal inside the body. This artefact cannot be eliminated. However, I can
be used for example to detect ducial markers. If the presence of this arte-
fact is not desirable, the operator must avoid regions with implants during
scanning.
A bright region can appear inside the shadow. It is not connected with
any anatomical objects and belongs to another type of artefact (A
5
) caused
by regions of high acoustic impedance.
Group A
6
includes abnormal beam reection (reverberation) artefacts.
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Figure 3.5: Reverberation eect
The simplest artefact from this group is called reverberation artefact. These
artefacts are resulted from multi-reection from parallel or steep object sur-
faces or when the ultrasound beam goes though water-concerned structures
(Figure 3.5). The ultrasound reected from a tissue interface can also be
reected back from the transducer surface or another interface. It leads to
the appearance of bright regions in the image with parallel boundaries, which
are twice as far from the transducer surface or this other interface as the ori-
gin one. Frequently changing angulations of the ultrasound probe might be
helpful in this case.
Another artefacts of this group is called the mirror eect. It results in
the appearance of "ghost objects" near strong reected surfaces (for example
a diaphragm). The ultrasound is reected o an angle to another interface
like a real mirror. The object is presented on the accepted image, but its
position and orientation are mirrored (Figure 3.6). The elimination method
is the same as in case of reverberation.
3.3 Image processing B-mode ultrasound
Due to the presence of speckle noise and artefacts of groups A
1
, A
2
and A
5
the automatic segmentation of US images is not possible in general. How-
ever, in many problem oriented applications the automatic/semi-automatic
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Figure 3.6: Atrefact of Mirror type
segmentation methods can guarantee rather good results.
3.3.1 Methods overview
Sakas proposed an analysis of ultrasound images to improve their quality,
segmentation and visualization in his fundamental work about processing
ultrasound [39]. Because of the dierence of the ultrasonic imaging from
other tomographic techniques like CT and MRI, dierent (from traditional
binarisation, iso-surfacing, contour connecting and etc) modelling approaches
are required. In this work, the main drawbacks, which are listed below,
where specied as characteristics for ultrasound images and a fundamental
dierence from CT or MRI scanning techniques:
1. Signicant amount of noise and speckle;
2. Much lower dynamical range as compared to CT or MR
3. High variations in the intensity of neighbouring voxels, even within
homogeneous tissue areas;
4. Boundaries with varying gray level caused by the variation of surface
curvature and orientation to the sound source;
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5. Partially or completely shadowed surfaces from the objects closer and
within the direction of the sound source;
6. The regions representing boundaries are not sharp, but show a width
of several pixels;
7. poor alignment between subsequent images (parallel-scan devices only);
8. pixels representing varying geometric resolutions depending on the dis-
tance from the sound source (fan-scanning devices only). Obviously,
ultrasound artefacts will cause errors in its application. Thus, special
image processing methods are required to eliminate artefacts inuenc-
ing the following analysis.
Therefore in segmentation of US data the main approach used can be
the compensation of noise (artefacts) followed by the edge or region-based
segmentation. The compensation means the enhancement of the quality of
original data by ltering. After this step tissues can be separated by using
segmentation from the artefacts.
In the region-based segmentation pixels or voxels within the same tissue
type are extracted. For this reasons morphological operators can be used
to reduce noise, ll up gaps and e.g. calculate a foetus femur length [37].
A drawback of the morphological based ltration is a possibility to intro-
duce new artefacts. It requires many parameters such as the size of objects,
sequences of operators, the number of iterations and etc. This makes the
morphological ltering non-intuitive and not eÆcient.
In another research of Sakas [40], various types of lters to extract foe-
tus surfaces from ultrasound images are investigated. The BLTP (binarize,
low-pass, threshold and propagate) method was developed to overcome the
drawbacks of morphological lters and implemented in a pipeline. The CPU
times were reported 139.53 s for morphological ltration (128
3
volume reso-
lution, 3
3
structuring element) and 10.05 s for BLTP method. These results
demonstrate an advantage of thresholding techniques for the speed of pro-
cessing.
In the work [41], Baker has adapted an algorithm, developed for segmen-
tation of a human head from MRI images for 3D rendering, to explore the
eectiveness of boundary-based techniques on ultrasound images of lower
legs. First, a Marr-Hildreth operator locates the intensity changes, using
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zero crossings. The operator smoothes the data to remove areas of high fre-
quency and uses a Laplacian to detect edges regardless of orientation. Then
3D morphological operators of dilation and erosion with a structuring ele-
ment of diameter 5 are applied to enhance surface contour denition. As was
investigated in the work [91], this technique results in accurate segmentation
of MRI brain, but does not produce good segmentation of US. The structur-
ing element was not big enough to eliminate small artefacts after the edge
operation. Its increasing (up to 10) allows to eliminate small circular arte-
facts but also introduces additional artefacts due to presence a noise cluster.
Thus the described technique is not feasible for the accurate extraction of
bone surfaces from US images.
An enhanced 2D multi-resolution Bayesian segmentation produces accu-
rate segmentation of the outer skin and bone location of the lower limbs
[41]. This research was focused on the segmentation of the outer skin con-
tour, the important research dealt with the extraction of bone structures for
prosthetic socket design. The enhanced 2D Bayesian algorithm produced a
fairly accurate segmentation of the lower limbs. For the prosthetic socket
design, the location of the bones, rather than the quality of bone surfaces
is in a focus. The average time to process a US image was found 15.6 sec-
onds (SGI Indigo2, 250 MHz), which is too slow to be accepted for real-time
applications.
Because of the complex structure of US images and high amount of speckle
pattern the automatic processing is complex and unrealisable for many ap-
plications. However, a combination of automatic and manual procedures can
produce good results. Thus, Prager reported that the implementation of
the user interaction to mark the edges with a computer assistance to their
tracking, allows to reach a good accuracy in the segmentation of thyroids
[44]. In recent years I have used a 2.5D ultrasound imaging system [20]. It
has proved to be a reliable method to determine the geometry of bones in
the clinical routine. The 2.5D ultrasound imaging device is a combination of
an ultrasound probe with a 3D localiser. After manual segmentation of the
bone surface the 2.5D ultrasound works like a "percutaneous 3D pointer".
However, the implementation of this approach is feasible only for diagnose
procedures.
In another approach, several texture features based on the calculation of
co-occurrence matrix and auto correlation function can help the segmentation
of regions [42]. Generally, the texture analysis for the extraction of organs,
e.g. liver, kidney, thyroid glands is implemented. However, bone surfaces
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are represented by bright regions with poor texture characteristics. Thus,
the texture analysis does not seem to be not useful for the extraction of
bone surfaces from US. In addition, texture feature calculations are time
consuming and have a restricted implementation in real-time applications.
The possibility to extract anatomical structures from ultrasound images
extends the implementations of ultrasound. Nowadays, the ultrasound imag-
ing can be used as independent methods for the diagnosis and can be inte-
grated in CAOS systems. Last year new reports have become available from
dierent groups about successful implementation of US as a tool for intra-
operative navigation. For example, Amin uses the edge based segmentation
of boundaries separating dierent tissues for the following analysis [55]. In
this work the directional edge detector is used for the pelvis segmentation
enhanced by the information from the initial registration estimate. The anal-
ysis of the edges is a very complex task. The reason is that the edge detectors
are too sensitive to presented artefacts. Thereby the approach will be suc-
cessful in case of a good initial registration, what is not easy in case of a real
patient.
In another group, Kowal combines bright pixels within the image into
clusters. Then clusters with higher probability of containing the bone surface
are selected [57]. This algorithm was tested on cadaveric long-bones in water
basin and suÆcient accuracy was shown. However it is possible to say that
simple clusterization based on intensity values can produce errors in the
classication of bones of real patients, whose blood vessels look sometimes
very similar to a bone if located in a neighbourhood of the bone surfaces.
A very interesting approach is presented by Schorr in [53]. Here ultra-
sound imaging is rst simulated in other modalities like MRI or CT and
the segmentation of ultrasound is guided by this information. Theoretically,
it is possible to reach high accuracy using this technique, but only in case
of a successful initial registration, for example, CT and US data. Also the
implementation of ultrasound simulation is computationally expensive and
produces a huge data set. Another disadvantage of this technique is the exis-
tence of elastic deformations of soft tissues during US examination. A thick
soft tissue envelop receives a pressure exerted by the ultrasound transducer.
It can result in changing reected echoes from the patient's skin and under-
lying tissue. To avoid this eect a water basin and a non-touch probe can be
used, but it is not feasible for clinical uses.
A fast and reliable segmentation of bone surfaces for US is an open prob-
lem in my work. Therefore a new approach to solve the problem was de-
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veloped. To provide fast processing the solution is based on the restricted
direct thresholding. The segmented regions are classied. The classication
is based on statistic information. The developed method is described below.
3.3.2 Proposed method
The implemented approach to extraction of bone surfaces from US images
can be described in terms of image processing as a sequences of operations:
1. Picture acquisition;
2. Segmentation;
3. Feature extraction;
4. Classication.
Pictures acquisition
The quality of ultrasound imaging highly depends on the actions of the op-
erator. Thus, it is necessary to restrict the process of picture acquisition by
a set of rules, that allow to minimise the amount of presented artefacts as
much as possible and to receive the maximal quantity of echoes from tissue
interfaces registered by the receiver.
In the proposed system a surgeon makes freehand ultrasound scans mov-
ing a navigated ultrasound probe over the operation area. The position of
the ultrasound probe is determined by OTD. The position of the transducer
inuences the appearance and enhancement of artefacts. Thus, the surgeon
has to select a position of the probe so that the reection of ultrasound from
the bone surface will be maximal and the bone is located in the centre of the
image. Thereby, the inuence of artefacts of groups A
1
, A
5
and A
6
on the
image quality can be minimal and group A
4
will become apparent. The bone
surface is extracted automatically by the developed rainfall algorithm and
the surgeon controls the results on the screen. If the quality of the extracted
surface is not satisfactory, the scan is reproduced.
Segmentation
The goal of the segmentation process is to divide an image into parts that
have a strong correlation with the objects presenting bone surfaces on the
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Figure 3.7: Segmentation steps
ultrasound display. It will include two subclasses of low- and high- level
processing (Figure 3.7). The low-level segmentation, further referred to as
preprocessing, is aimed at a coarse division of the image into background and
possible objects. While the high-level segmentation oers a ne discrimina-
tion of derived objects. In contrast with other modalities, like CT, a bone
surface can not be well presented on the image histogram by a peak. Then
such a fast and robust segmentation technique as thresholding can not be
implemented successfully for the US segmentation.
 Preprocessing
Every tissue interface is presented by high intensity pixels correspond-
ing to the border of regions. However, several biological materials have
dierent acoustic reection features according to their structure and
attenuation. Frequently values of US signal reected from tissues and
received by a transducer are comparable with the altitude of signals
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reected from tissue interfaces. Thus, the rst step of the segmenta-
tion process is to suppress those pixels which do not belong to tissue
interface. A peak analysis is carried out using visual knowledge about
the shape of tissue borders. The Top-Hat based segmentation proposed
in Chapter 2 can be used here to extract boundaries and suppress the
background. First, I use lter operations to improve the quality of
extracting surfaces and reduce artefacts. The problem is that a curve
bone surface is represented by a set of speckles in the image. Therefore
the median ltering implemented so successfully by Sakas in [40] is not
accepted because of the lack of a blurring eect. However, the Gaus-
sian 5x5 lter improves initial images. Second, spikes are extracted by
implementing the Top-Hat lter with a structuring element of radius
of 10 pixels. The image gray values are then scaled to a range between
0-2000, i.e. a histogram extension is applied.
 Denition of the threshold level
The bone reection causes the bright intensity regions in the US im-
ages. These regions can be separated from the boundaries of soft tissues
on the step of high-level segmentation, for example by optimal thresh-
olding technique (Chapter 2). The advantage of thresholding methods
is obvious. The thresholding technique is robust and has a low compu-
tational cost, what makes it very attractive for real-time applications.
To reduce the user interaction the Otsu or Johannsen and Bille method
of optimal threshold calculation can be applied. However, as was dis-
cussed in Chapter 2, the Otsu method produces the threshold value,
that lies closely to a bigger peak on the image histogram, while the
optimal threshold value obtained by the Johannsen and Bille method
is located close to smaller peak. The solution become obvious, to apply
both methods and take the mean value T of the threshold values found
as the optimal one:
t
1
= OtsuT (f);
t
2
= JBT (f);
T =
t
1
+ t
2
2
:
However, the intensity of reected echoes on the display depends on
the actions of the operator. In case if the operator requires special
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conditions of ultrasound scanning, a manual correction of the param-
eters is available. Despite the advances of thresholding technique, its
drawbacks discussed in Chapter 2 are actual for US imaging. For
this reason the combination of thresholding and region-based segmen-
tation was chosen for the development of the rainfall algorithm as the
segmentation problem solution.
 Labelling
The further image processing requires reorganising the structure of the
image so that the analysis becomes possible not for pixels themselves,
but for their aggregations with common characteristics.
The connected component labelling invokes merging into regions of
foreground pixels that are connected. Each pixel inside a region presents
not the intensity value, but a unique number of the region. The quan-
tity of regions depends on the quantity of connected foreground pixels.
Feature extraction
To produce the classication of the objects (regions) it is necessary rst to
nd independent parameters (features) of these objects. Then each object
can be separated from an other according to its features using the classica-
tion procedure. I use knowledge about image representation to nd geometric
features of the extracted objects:
 Area of the object. This parameter presents the size of the object, i.e.
the number of its pixels;
 Length of the object, the number of columns occupied by the object, i.e.
d+1, where d is the maximal distance between its pixels, which belong
to upper border of the region (in opposite direction of US beams);
 Aspect ratio, i.e. length=area;
 Shadow deviation, a parameter that represents the measure of noise
into the shadow. A denition of the shadow deviation is given below.
Let the surface of an object be presented by a set of points fs
1
; s
2
; :::; s
n
g.
Then
M =
1
n
n
X
i
y
i
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Figure 3.8: Thickness in pixels (sorted) of dierent pelvis segments into US
images
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is the mean of the object's altitude, i y
i
is the y-coordinate of the point s
i
.
The standard deviation of the object's altitude is the function
D =
p
V ;
V =
1
n
n
X
i
(y
i
)
2
 M
2
:
To make a quantitative analysis of the presence of a speckle pattern into
the shadow a measurement function will be dened as N(x; y) = y   y
0
,
where (x; y
0
) is the nearest point of the speckle pattern in the x-column. If
noise points are not presented in the x-column, then N(x; y) = y. The mean
and the standard deviation of the noisy object's altitude are dened as:
M

=
1
n
n
X
i
N(x
i
; y
i
);
D

=
p
V

;
V

=
1
n
n
X
i
N(x
i
; y
i
)
2
  (M

)
2
:
The shadow deviation can be dened now as an absolute value of the dif-
ference D   D

. This measure tends to zero, if the amount of noise is not
signicant into the shadow. Therefore, the measurement of this value is a
strong tool for the classication of bone surfaces.
Classication
This step of processing US images is aimed at separating every labelled region
into two classes A (artefact) and B (bone surface) using extracted features.
I use a rule-based approach to the classication or production system. The
production provides general knowledge about the objects that can be repre-
sented in the logic form
if A then B;
where A is a logical union of conditions (logical constants) or/and other
productions (logical variables), and B is a set of actions.
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3.3.3 The rainfall algorithm
I have developed a new algorithm of the extraction of bone surfaces form
ultrasound images in automatic mode. It consists of the main operations
from the high-level segmentation to the classication. The realisation of the
rainfall algorithm is based on the techniques like directional processing and
hierarchical propagation. It includes two passes through the image, the rst
is for the segmentation and feature extraction, and the second one is for the
classication. The rst pass does not require to analyse all pixels into the
image.
The main hypothesis of the presented segmentation algorithm is that bone
surfaces can be extracted well by the detection of tissue boundaries followed
by the shadow artefact. This hypothesis was proposed by me after long term
investigations of various ultrasound images of bones. It was noted that bony
surfaces are followed by shadow artefacts when the position of US transducer
is perpendicular to the surface. The amount of artefacts is minimal inside the
shadow and bone boundary has a smooth contour. It exploits the fact, that
the opposite direction allows to avoid many speckle patterns to be analysed.
This knowledge motivates to process images from the shadow side, i.e. in
the opposite direction of ultrasound waves.
The process of ultrasound wave distribution is similar to a rainfall. Rain-
drops are falling down from uniformly distributed sources to a gravity centre.
The distance from each source to the gravity centre is unlimited. Raindrops
are falling until they reach a dense surface. The drops are owing down
along the surface to the gravity centre. If the given surface contains basins,
water lls up and ows down again. If one ow reaches another, both ows
are merged. Raindrops penetrate under the surface with a constant speed.
This process is important, because the analysis of objects absorbing water
in dierent time moments can provide information about their surfaces and
forms.
Let us dene a 2D greyscale image I : Z
2
! V , which can be represented
as a set of topographic surfaces. We will consider that there are two sets on
image I:
X
i
(I) = fx 2 Z
2
: I(x) > ig;
the foreground where all pixels lie above a topographic surface of level i, and
the background
Y
i
(I) = fx 2 Z
2
: I(x)  ig;
3.3. IMAGE PROCESSING B-MODE ULTRASOUND 77
which consists of all pixels under and on the given surface. The distance
from pixel x to the background will be denoted as d
Y
(x). N(x) is a set of
neighbour pixels of x in a given connective grid.
The realisation of this kind of segmentation algorithm is based on the
so-called directed thresholding enhanced by additional information about
connectivity of pixels. Let us consider image I(x) as the rainfall space, and
pixel intensities x, as the material densities. The threshold value T represents
the maximal density of the material on the image histogram, which is not
resistant to raindrops and value D is the maximal thickness of the surface in
our application.
The thresholding procedure is started from the upper row of the image
I(x) and is performed pixel-by-pixel from the rst pixel of each column. Each
pixel from the foreground in that row is labelled by a unique value denoted by
a region number. Also for both background and foreground pixels distance
to the background is assigned to 0 and 1 respectively and pixels are inserted
in a queue. The distance denotes the current vertical thickness of the reached
region at point x and also the priority of the pixel. The priority means that
pixel p
1
cannot be analysed before pixel p
2
in the queue, if d
Y
(p
1
) < d
Y
(p
2
).
The propagation is done, until the queue is not empty.
Two kinds of relationships appear between pixels during the propagation.
Let us consider a current analysed pixel y 2 Y
T
(I), then its only neighbour
x is pushed in the queue for the analysis, which is placed exactly under y. If
x 2 X
T
(I), then the top of a surface is reached and pixel x should obtain a
new region label. The distance to background is assigned to 1, i.e. d
Y
(x) = 1
(else d
Y
(x) = 0). The process is repeated for the next pixel from the queue
in accordance with its priority. If y 2 X
T
(I) and d
Y
(y) < D, all adjacent
pixels of y are the candidates to be analysed. For each x 2 N(y), such that
x 2 X
T
(I), pixel x obtains the same ow label as y if it has no label before
and assigned for the propagation. If the region label of x diers from the
label of y, that both regions are merged, for example, with a rule bigger-
accepts-smaller. The process stops at point y, if no one pixel was assigned
for the propagation.
During the propagation statistic information is collected about every
found region i, such as their length l
i
, area a
i
, a ratio of length to area
r
i
, shadow altitude standard deviation s
i
. The shadow altitude standard de-
viation is calculated as square root of deviation of dierences for each pixel
on the top of the surface i, between its row number and a maximal distance
to a top pixel of another surface in the same column. If there are no other
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surfaces in the shadow of currently analysed pixel, then this value is equal
to 0. Additionally a posteriori knowledge about the properties of the bone
to be extracted is used to dene a rule-based classier.
The precise rules were found to be useful in the classication:
 length l  15;
 area a  45;
 ration r  0:3;
 standard deviation s  0:3 M

.
I form a parameter vector t
T;D;R
(l; a; r; s), which species limits for the
rainfall algorithm. A parameter R denotes a region of interest in percent
from the size of the ultrasound slice. The tracking bone is centred in the
slice. Therefore we can remove each region, if its centre of mass is outside
the region of interest. Thus, only bright spots in the slices, which have the
length of l pixels perpendicular to the propagation direction, an area of a
pixels, the ratio less than r and the shadow altitude standard deviation less
than s, belong to the bone and are ltered. Of coarse, the length and area as
well as the size of the region of interest depend on the form of the extracted
surface and can be adapted to be optimal for scanning conditions (geometry
of a bone part, position of the probe).
Flooding simulation
The ooding technique became very popular in the image segmentation, es-
pecially based on mathematical morphology methods [8]. It is the heart of
many segmentation algorithms. The process of ooding is a pseudo-distance
transform, that is performed iteratively. It starts from initial seed pixels or
regions, called catchments basins. Every basin obtains a unique label. On
the iteration step, the ooding propagates from the catchments basins on
the depth of 1 pixel if immersed points satisfy a given criterion (usually the
geodesic distance of length 1).
This technique provides the way to improve the quality of the labelling
regions in US images. For example, Figure 3.10 a) consists of two connected
regions corresponding to a pelvis bone and a vessel respectively. The con-
nected component labelling merges the regions into one object, what results
in the incorrect calculations of such parameters as the size and length of the
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a
b
Figure 3.10: a) The preprocessed and labelled US image a) consists of a
bone surface connected with a vessel interface. It can make the region classi-
cation incorrect b) Implementation of ooding technique allows the correct
classication of the objects
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object. I use the ooding simulation limited to maximal propagation on the
distance D, to propagate and label regions during the direct thresholding
(Figure 3.10 b)).
The realisation of the ooding simulation is based in this work on the
special data structure, called ordered queues.
Ordered queues
The ordered queues is a hierarchical structure, that is widely implemented
in the mathematical morphology [8] [9]. It is possible to mark out the
following its features:
1. The size is xed;
2. There is an internal rule to insert elements into the queue;
3. There is an internal rule to extract elements from the queue;
4. Operations insert and delete an element have a constant complexity
O(1);
5. All elements are inserted into ordered queues in order of their appear-
ance;
6. All elements with dierent priorities are extracted in order of increasing
their priorities.
The queue is represented by a linear array of a xed size n. The number
i of each item q
i
, i = 0; : : : ; n   1 is its key. The hierarchical rule species
priorities of items based of their key values, i.e. for any two q
i
and q
j
, i 6= j,
if i < j, then q
i
is performed before q
j
. As mentioned before, there are also
internal rules for the insertion and the extraction of elements. Each item q
i
is represented by a queue data structure, i.e. the size of q
i
is not limited,
and elements of q
i
are performed according to a rule rst-in-rst-out (FIFO).
If the last element of q
i
is extracted, the queue is suppressed and the next
element with key I will be inserted to the rst available queue q
j
, j > i.
For example we have pixels a
i
, i = 0; : : : ; 4, with dierent labels A =
(0; 3; 2; 0; 2) respectively. First we place values a
0
, a
1
, a
3
into the ordered
queue Q. This ordered queue consists of four queues (max(A)+1), performed
in accordance with the FIFO rule, Q = (q
0
; q
1
; q
2
; q
3
). Each value of three is
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Table 3.3: Materials for sow cadaver study
Ultrasound linear transducer 5 MHz
Slice resolution 0:18x0:18 mm
Space between slices 1 mm
Number of slices 80
Number of learner slices 3
Rejected slices 11
Satised slices 8
Corrected slices 5
Good slices 60
Wrong slices 1
Total number of good slices 65 (from 69)
placed in a queue with a corresponding number. Then we extract the last
element from Q, i.e. 0, the queue q
0
has no more elements and is suppressed.
If we add now the rest values, q
0
is empty, q
1
= (a
3
); q
2
= (a
2
; a
4
); q
3
= (a
1
).
Element a
3
is placed in the rst available queue, because q
0
cannot be used
anymore. Now the next candidate to be extracted is a
3
.
3.3.4 Validation of the rainfall algorithm
Validation is a very important task, especially for medical applications. The
cross-validationmethod of model evaluation is used. The implemented cross-
validation method, the so-called holdout method is based on the division of
data into learner and test data. In other words, the rainfall algorithm is rst
implemented to the learner data and its optimal parameters are found for
this set of data. Then the algorithm is applied to the rest of the data, without
changing the parameters. Finally, the produced errors are summarised and
the mean error is calculated for the test.
Two validation studies were done. A front leg of the fresh sow cadaver
is placed in the water basin and is xed. The ultrasound linear transducer
is placed perpendicular to the long axis of the basin. The movement of the
probe is possible only along this axis. Ultrasound data are taken with 1 mm
of the distance between slices. Next a soft tissue envelop is removed and
the bone is scanned again in the same basin. This second data set is used
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as an "anatomical atlas" to guide the manual segmentation procedure. The
bone regions are manually identied basing on anatomical knowledge and
known ultrasound characteristics of the bone surfaces. The rst data set
includes 80 parallel slices. The rst 15 slices contain bone, covered by joint
binds. The next 30 slices resent joint area. The rest slices have bone. Thus,
the rst slices from each part are selected to form a learner data set and
the parameter vector 
900;5;40
(15; 45; 0:3; 0:3) is generated. Then the rainfall
algorithm is implemented with the given vector of parameters to the rest of
the images. Both segmented data sets are compared.
The dierence between the two model surfaces was found to be less than
0.6 mm of MDE. Table 3.3 shows the evaluation of segmented slices. A
slice is rejected, if it has no foreground. Slices are recognised as "good", if
extracted objects correspond to bone structures. Classication is "satised"
if a slice consists of a small amount of non signicant artefact and "wrong"
in other cases. Because the data is taken without a surgeon inspecting and
positioning the transducer, the results are not optimal. But the knowledge
about the distance between parallel slices allows to implement a corrective
procedure: 3D smoothing and connected component labelling (minimal area
is 100 voxels). Then subsets "satised" and "wrong" can be corrected. Table
3.3 shows the number of corrected slices. In that way, 94; 2% of all slices were
classied as "good". The problem of the appearance "complicated" slices is
that:
1. Transducer was not placed to receive back maximum of echoes;
2. Majority of "rejected" and "satised" slices were found in rst two part
of data set (bone covered by binds and joint area);
3. "Wrong" slice was found in third part, in a place, where the bone has
high curvature.
Figure 3.11 shows both segmented surfaces.
The second study was done with the patient's pelvis. A data set from
48 slices are accepted for the segmentation under a surgeon supervision. It
means that only slices with good surfaces are used for the test. Then the new
data set is obtained by using the rainfall algorithm and manual segmentation.
The dierence between surfaces was calculated to be less than 0.4 mm of
MDE. The results of segmentation are presented in Figures 3.12 and 3.13.
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Figure 3.11: Bone surfaces obtained from sow cadaver: red - manually, white
- automatically
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Table 3.4: Materials for pelvis study
Ultrasound linear transducer 5 MHz
Slice resolution 0:18x0:18 mm
Space between slices 1 mm
Number of slices 48
Number of learner slices 2
Figure 3.12: Results of pelvis segmentation
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Figure 3.13: Results of pelvis segmentation
3.4 Improvement of the rainfall algorithm
Further improvements of the rainfall algorithm, i.e. increasing its ability to
recognise bone surfaces, can be done by using the motion tracking approach
[43]. Then the process of the bone tracking includes two steps. On the rst
step the bone surfaces are segmented and classied by the current version
of the rainfall algorithm. On the second step, the classication part of this
algorithm is extended using also the information about the movement of the
surfaces through slices. In other words, the motion from slice to slice is
detected and measured. Because biological objects like bones are smooth,
the movement is relatively small. Therefore the motion tracking is another
tool for the classication. This modication of the rainfall algorithm was not
implemented, because it is out of the working plan of the project.
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3.5 Summary
The realisation of the real time navigation system based on ultrasound was
discussed in this chapter. First physical principles of ultrasound were de-
scribed. Then an overview and classication of ultrasound artefacts were
given and methods to eliminate or reduce their presence were proposed. A
new algorithm of segmentation bone surfaces from ultrasound was proposed.
The key idea of this algorithm is to use the shadow artefacts for the classi-
cation of bone surfaces. In this way, the algorithm is based on the direct
thresholding and its direction is opposite to the direction of ultrasound waves
propagation. A selected threshold value extracts white regions on the ultra-
sound image. Then the classication based on the description of the form of
the regions is used to lter out the rest of the artefacts. A surgeon validates
every segmented picture, which is produced in real-time.
The implementation of the rainfall algorithm for the segmentation of bone
surfaces from ultrasound images allows surface extraction in an automatic
mode. The algorithm works in near real-time (10 fps for AMD Athlon XP
1.8+). The feasibility of bone extraction from ultrasound images with high
accuracy has been shown (about 94%) for pelvis and sow lower leg. The
maximal depth of extracted bones under skin can be about 7.5 cm. The
study discussed above shows that the form of the pelvis could be segmented
well from ultrasound data sets.
Chapter 4
Registration
4.1 Introduction in image registration
Image registration is a process of spatial mapping two images of an object
taken from dierent sensors or from the same sensor but at a dierent time
[32]. An example of the implementation of image registration is when images
need to be aligned with one another so that the dierences can be detected
[63].
4.1.1 Types of registration
One of the possible classications of major image registration techniques can
be made on the base of their correspondence type:
1. Multimodal. The multimodal registration refers to matching images
taken from dierent sources (modalities). An example of such matching
in the medical area is the registration of CT and MRI data.
2. Template. The registration tries to nd a match for a reference pattern
in the image. It is mostly based on the known properties of objects.
The database image contest search can be taken as an example.
3. View point. This type is frequently used in the eld of computer vision
to register either images taken from dierent viewpoints for depth or
shape reconstruction.
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4. Temporal. The registration of the images in the same scene but at a
dierent time or under dierent conditions is called temporal. It is
implemented usually for monitoring motions, changes or grows.
4.1.2 Methods of registration
The registration process can be described as mapping two data sets I
1
and
I
2
, using a transformation function g:
I
2
= g(I
1
):
The aim of the registration is to nd an optimal geometric and/or intensity
transformation g. The intensity information is not always used because other
features of matched images can be required to nd the alignment.
There are many methods which can be applied to determine the optimal
transformation. Their main principles are listed below.
1. Stereotactic frame systems. The stereotactic frame is a mechanical
device used for accurate positioning instruments such as probes, elec-
trodes, and biopsy cannuals in three-dimensional space [35]. The frame
is attached to the body (usually the skull) and xed by screws or pen-
etrating pins. Several bre rods form three or more shaped markers.
This image localising device is used during CT, MRI or PET image
acquisition. The position of the markers determines the position and
orientation of the derived volume and is used for mapping surgical co-
ordinate system into the image space.
Frame systems have several advantages: they are very accurate, not
sensitive to several types of image distortion. The stereotactic frames
are widely implemented for neurosurgical applications. But their use
is limited, because of the invasive xation technique.
2. Correlation and sequential methods. The cross-correlation is statistic
approach to the registration, which is often implemented when the lo-
cation and orientation of a template or pattern is found in the picture
[70]. These methods introduce a similarity measure, which computes
the sum of the squared dierences between the template and the picture
at each location of the template. If the image is noisy, i.e., there is a
signicant distortion which cannot be removed by the transformation,
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the peak of the correlation may not be clearly discernible. Sequential
methods use similar measure, but provide a sequential search strategy.
Generally, correlation and sequential methods are implemented for reg-
istration of 2D images, e.g. photogrametry. The limitation of both of
these methods is their inability to deal with dissimilar images. Also the
methods are computationally intensive to be implemented in real-time
in case of 3D.
3. Fourier methods. The Fourier methods are appropriate for small trans-
lations, rotations, or scale changes. They register images by exploiting
several constructive properties of the Fourier Transform. An overview
of the registration using the Fourier methods was published by Brown
[63].
4. Point mapping. The point- or landmark-mapping technique is the pri-
mary approach currently taken to register two images whose type of
misalignment is unknown (translation cannot be represented by a set of
small translations or rigid-body movements) [63]. The general method
for point mapping consists of three stages. In the rst stage features
in the images are computed. In the second stage, feature points in the
rst images, often referred to as control points, correspond with fea-
ture points in the second image. In the last stage, the estimation of the
geometric transformation is determined using these matched feature
points. Resampling one image onto the other is performed by applying
spatial mapping and interpolation.
5. Surface matching. These methods involve the determination of cor-
responding surfaces in the registered images and their mapping. The
surface matching has been widely used clinically to register image vol-
umes from dierent modalities, e.g. CT, MRI, PET, SPECT [35], and
determine a spatial transformation between the surgical and patient's
spaces using OTD or US generated 3D surfaces [16], [48].
6. Moment and principal axes registration. The general idea of this type
of registration consists of the calculation of the moments to represent
the object's centroid in the image space and orthogonal axis about
which the moments of inertia are minimised, i.e. the principal axis.
The direction of the axes determines the object's orientation and can
be calculated as the eigenvectors of its covariance matrix [69]. Thus,
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the centroids of the same object in dierent images dene the trans-
lation and the principal axes determine the rotation. The eigenvalues
related to these eigenvectors may be used to specify a scale parame-
ter. Unfortunately these methods are eective only in case of identical
and entire representation of objects, which are presented in both im-
age data sets. This limitation is due to the sensitivity of the methods
to missing image data. The moment and principal axes registration
has been used for example in applications like aircraft silhouettes iden-
tication [68]. However, clinical implementation of correlation and
sequential methods is limited, because of its high sensitivity to missing
the data (cannot be implemented in case of multimodal images) and to
pathological deformations.
7. Interactive matching. The three-dimensional image registration can
be also achieved through a simultaneous positioning of multiple refor-
mated slices in all three dimensions for their better alignment. Accurate
registration is user intensive, but can be usefully applied for a coarse
registration, as an initial step for the following ne registration.
8. Template based registration. The idea of the template based methods
is to nd the transformation which maps templates to the image, taking
into account the local shape dierences. This kind of registration has
been frequently used for establishing relationships between previously
performed studies and separate individuals [63].
9. Elastic model based matching. Instead of directly applying a piecewise
interpolation to compute a transformation to map the control points
of one image onto another, these methods model the distortion in the
image as the deformation of an elastic material. In other words, the
registration transformation is the result of the deformation of an elastic
material with the minimal amount of bending and stretching. These
forces are characterised by the energy state of the elastic material.
Elastic methods register images by matching structures. Such approach
is often used for the problems in shape and motion reconstruction and
medical imaging [35]. In these domains, the critical task is to align the
topographical structures in image pairs removing only the dierences in
their details. The elastic methods are capable of registering images with
some of the most complex distortions, including 2D projection of 3D
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objects, movements with the eects of occlusion, and the deformations
of elastic objects [63].
10. Mutual information based registration. This technique is used when no
direct correspondence between gray values in dierent modalities are
known. It is based on the shared information between the overlapping
regions in two images, which at registration should be maximised [72].
For example, a rigid registration of CT and MRI data is possible after
feature extraction and interpolation steps. In a recent research [71] of
matching multimodal images of CT and MRI, good results are demon-
strated for the registration based on mutual information. The accuracy
of such registration has the same order as a bone marker match.
The methods listed above refer to both rigid and non-rigid registration.
However, biological structures like bones and gristles are not subjected to
elastic deformations and therefore only the rigid body registration is a point
of interest in orthopaedic applications.
4.1.3 Rigid body registration
Let X and P be two data sets (coordinate arrays of size N
X
and N
P
respec-
tively) to be matched, then the problem of the rigid registration, called as
Orthogonal Procrustes problem, can be described as the minimisation prob-
lem
jjX   PQjj ! min
Q
;
where Q is an orthogonal transformation matrix.
In medical applications the word registration has two dierent meanings.
First it denes a common coordinate system for the patient (surgical space)
and the patient's image data sets (image space). Thus, in addition to that
the registration can dene a common coordinate system for two or more data
sets that represent the same objects by e.g. dierent imaging modalities
like ultrasound and CT. In general, it is possible to describe the process of
registration of two or more images by the following steps:
1. Detection and extraction of common features existing for all images;
2. Creation of a transformation function, which aligns coordinate systems
of all images;
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3. Transformation of one or more images in accordance with the found
function.
Such schema is typical for the point mapping methods of the registration.
This is the reason why the most widely implemented methods of the rigid
body registration in medicine are point matching and surface based regis-
tration. The point matching application in orthopaedics was discussed in
Chapter 1. The surface based registration is its modication, where surfaces
are represented by node points (vertices) and matched in that way to achieve
the best alignment of surface segments, i.e. not only vertices.
The approach to the registration denes the way how to form the matched
data sets X and P . It means that those features of images are extracted,
that will be used for the registration. Then the rotation, translation and
sometimes scaling are used to align the objects. The search strategy nds
the next transformation. The similarity measure to determine quality of the
alignment on the given test is required.
The former problem of the rigid body registration is commonly solved
by introducing and matching anatomical landmarks on all images. This
technique and its disadvantages were described in detail in Chapter 1. In this
thesis the image based approach was proposed. Fractures or deformities can
be imaged by both ultrasound and CT. Ultrasound is completely reected
by bone. While CT gives the full object's shape, the ultrasound device
images only a part of the object's surface. Therefore, the question is how to
match these two data sets. Holupka, for example, suggested to extrapolate
the partial surface by spherical harmonics [65]. Thus one can obtain an
estimation or approximation of the full surface of the object. The next step
is the description of the objects by identication of their centre of mass and
the moments of inertia. This information allows to reconstruct the required
transformation of the ultrasound data set coordinate system into the CT
coordinate system. Unfortunately, the reconstruction is often incorrect since
too little information is available about the individual morphology.
A general approach consists of the formulation of the registration process
as an optimisation problem. Therefore, the problem is to nd the transfor-
mation so that the distance between the two surfaces is minimal. For this
purpose, one surface (hat) is represented by a cloud of points and the distance
for each point to the surface of the another data set (head) is determined.
The target function is the sum of these distances. Various optimisation al-
gorithm can be used for this purpose. The accuracy of the surface-based
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registration is expected on the order of the voxel size [66].
4.2 Iterative closest point algorithm
4.2.1 Principles
The goal of ICP algorithm is to nd the transformation M consisting rota-
tion R and translation T between two dense 3D maps X (head) and P (hat).
The main steps of this algorithm are listed below:
1. Init: i = 1;  is the maximal acceptable least square error;  is the
iteration limit;
2. Build the set Q
i
of the closest point pairs with q = (x; p): 8p 2 P
i
; nd
x 2 X with jjx  pjj = min(jjx  p
i
jj); i 2 [1; : : : ; N
p
];
3. Find the transformationM and calculate the mean square error error
i
=
1
N
p
P
jjx R
i
p
j
+ T
i
jj
4. Calculate P
i+1
= M(P
i
), until error
i
<  or i > .
Because the algorithm converges to a local minimum, it requires an initial
transformation, so-called coarse registration to reach the global minimum.
This can not be a limitation for most CAOS applications, because the ini-
tial transformation is approximately known or a surgeon can make coarse
alignment of bone surfaces manually.
4.2.2 Why ICP?
In my work, the ICP algorithm for the registration of CT and US surfaces
was selected. The choice was motivated by the ability of this algorithm to
register surfaces represented by clouds of points and by a set of vertices.
Generally it provides the possibility to implement both voxel based models
and polygonal models into one scene, what can be an advantage for operation
planning systems using polygonal surfaces.
A well known disadvantage of ICP algorithm is its computational com-
plexity. The distance calculation is time consuming and it is the critical point
of the algorithm. The complexity O(N
X
N
P
) of the closest point seek op-
eration was found in [64] and cannot be accepted for real-time applications.
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There are many groups world wide, which propose dierent solutions for the
acceleration of the closest distance seek operation. Some of them use hashing
like k-dimensional binary trees [13] to decide on which side of hyper plane
the closest point is, or cashing seek results [16]. Thus, in general we can ob-
tain O(N
X
 logN
P
) complexity. These solutions were proposed for polygon
based representation of the model, which has some additional disadvantages.
The created model is a xed structure, that requires an optimisation (vertices
decimation), and the size of complex models is limited by AGP bandwidth.
In current research, I propose a volume based approach both for processing
and better quality visualization. It allows to reduce the computational costs
of the closest point seek operation to O(1) by implementing the Euclidean
Internal Distance Map (EIDM) [10], what is not trivial in case of polygonal
model. The map consists of an address of the closest point in X for each
possible voxel position from P . Thus, the nal complexity of the modied
ICP algorithm is O(N
P
). Experimental results presented below, show the
registration accuracy of this modication comparable with the accuracy of
classical ICP algorithm [64].
4.3 Distance map
Implementation of distance coding (creation of the distance map) is used
widely in mathematical morphology, image processing, computer graphics
and pattern recognition. Euclidean distance map is produced by the distance
transformation - a function dened on binary images. Let us consider that
the binary image is divided into the foreground (e.g. set of objects) and
background. Then we can dene two kinds of Euclidean distance transforms:
 External. In case of the Euclidean External distance transform (EEDT ),
every foreground pixel is assigned by a brightness value, which equals
a minimal distance from this pixel to the border of the object. Other
pixels obtain zero value.
 Internal. In case of the Euclidean Internal distance transform (EIDT ),
distances are calculated for background pixels.
To calculate the distance transform, rst it is necessary to dene the
distance measure or metric. Let a, b, c be points in n-dimensional space,
then function D is metric if the following condition are true:
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1. D(a; b) = 0; ia = b;
2. D(a; b) > 0; ia 6= b;
3. D(a; c)  D(a; b) +D(b; c) (triangle rule).
Then Euclidean distance between points x and y with coordinates (x
1
; x
2
; : : : ; x
n
)
and (y
1
; y
2
; : : : ; y
n
) respectively, can be dened as
d(x; y) =
v
u
u
t
min
s2B
(
n
X
i=1
(x
i
  s
i
)
2
):
The calculation of Euclidean distance is computationally intensive, and
therefore it is frequently approximated by using other metrics. The most well
known approximations are Manhattan (city-blocks) and chess-board (names
were given rst for 2D metrics).
d(x; y) = min
s2B
(
n
X
i=1
jx
i
  s
i
j):
d(x; y) = min
s2B
(A);
where
A = max
i2f1;:::;ng
(x
i
  s
i
):
Sheynin described in [10] the algorithm of calculation of the EEDT as a
part of the opening transform. By analogy with his work I shall dene the
Internal Euclidean distance transform.
Let B;X  Z
3
and 0 2 B. Ball B of radius r inZ
+
= fz 2 Zjz  0g
centred in a point x is dened by
B(x; r) = fxg  B
r
; B(x; r) = fxg:
The Euclidean Internal distance transform is dened by function d
X;B
(x):
d
X;B(x)
= minfr 2 Z
3
; B(x; r)  Xg:
The algorithm of nding distance transform for the xed structuring el-
ement is well-known [61] and the description does not depend on the image
dimension. It performs two scans of the image (in forward and backward
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direction). Therefore rst I choose the forward direction of scanning voxels.
Let us, for example, scan voxels according to the increasing order of the rst
coordinate, then of the second and third.
For every point x 2 X its neighbourhood N(x) = (fxg  B)
T
X is
partitioned into two parts N
+
(x) and N
 
(x). The rst one consists of the
points which are scanned before the point x and the second one consists
of points which are scanned after x. We will call the points from N
+
(x)
by preceding neighbours and from the second part N
 
(x) by consequent
neighbours. The point x itself is not included into the N(x).
Algorithm of calculation EIDM:
1. procedure EIDM
2. INPUT: image f, threshold value T
3. OUTPUT: image d - distance map, image c - code map
4. /* Initialization */
5. for any i do
6. d
i
=1;
7. c
i
= 0;
8. end for
9. /* Immerse f into d */
10. for any i do
11. if f
i
> T then
12. d
i
= 0;
13. c = Address(f
i
)
14. end if
15. end for
16. /* Iteration I*/
4.4. VALIDATION OF THEMODIFICATION OF THE ICP ALGORITHM97
17. for every point x
i
under the forward direction scan do
18. if r = minfr
j
+1jy
j
  preceding neighbour of x
i
; y
j
2 N
+
(x
i
)g <
r
i
then
19. r
i
= r
20. end if
21. end for
22. /* Iteration II */
23. for every point x
i
under the backward direction scan do
24. if r = minfr
j
+1jy
j
  consequent neighbour of x
i
; i:e:y
j
2 N
 
(x
i
)g <
r
i
then
25. r
i
= r
26. end if
27. end for
28. /* The value r
i
is the result of the distance transform at the point x
i
*/
4.4 Validation of the modication of the ICP
algorithm
As was mentioned in the previous section, the described algorithm of dis-
tance coding uses the approximation of Euclidean distance. Therefore the
validation studies are required to be sure that the proposed modication of
the ICP algorithm does not inuence signicantly the accuracy of the regis-
tration procedure and it is acceptable for medical purposes. For this reason
a set of validation studies was carried out.
The validation of the results is a very important step in measuring the
eÆciency or accuracy of an algorithm. Usually two approaches can be used:
simulation experiments and phantom experiments. Each approach has its
own advantages and disadvantages. An example of a simulation experiment
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Figure 4.1: Synthetic data
is self-registration. The position of one image is simulated with respect to the
position of another. It can mean, for example, that the image is duplicated
and its exact copy is geometrically transformed. The ideal position of the
registered image is known. Then the registration is applied for these two data
sets and the registration error is measured, the mean distance error (MDE)
between landmarks, existing in both data sets (in volume based registration it
is equivalent to the distance error between the closest points in both surfaces).
An advantage of the self-registration approach consists of the isolation of
possible errors which are not related to registration. This pure registration
experiment allows dening good and/or bad conditions, which inuence the
stability of the tested registration algorithm.
From the other side, phantom registration allows to minimise the inu-
ence of artefacts, because geometric features of phantom are known and the
results of registration can be predicted. This approach is used very often in
medical applications [16]. Also the combination of both approaches can be
implemented.
4.4.1 Registration of synthetic data
A synthetic data set was generated to carry out the quantitative measure-
ments of three registration algorithms (Figure 4.1). It is a relatively small
surface with vertices interpreted as landmarks. A small size was chosen to
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a
b
Figure 4.2: Rotation of synthetic data a) around z-axis; b) around x-axis
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Figure 4.3: Rotation of synthetic data around an arbitrary axis
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Figure 4.4: Error distribution
minimise common time of test in case of slow ICP algorithm. The data
presents a peaked terrain, that is the most critical case for distance approx-
imations and allows to identify maximal errors. Thus, the mean distance
error (MDE) was measured between landmarks for the ICP algorithm, for
the modied version of this algorithm with EIDM using 6-connected grid
(ICP6), (analogue of the Manhatten metric in 2D), and another modica-
tion using 26-connected grid (ICP26), (analogue of the chess-board metric
in 2D).
First a set of initial transformations is applied to obtain a misregistration
of surfaces. The second data set (copy) was rotated around z-axis and then
around x-axis on dierent degrees (from -30 to 30). The range of rotation
was chosen in accordance with the known features of ICP algorithm [67],
to have the highest probability of convergence to the local minima. Because
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the resolution along x and y axes is the same for CT scanners, rotations
around y-axis were not applied. Then the set of rotations is carried out
for an arbitrary vector, (1,1,1) in our case. The centre of the rotation does
not depend on a shift and then translations were not tested, because of the
obviousness of the results. The distribution of MDE is presented in Figure
4.4. Functions have similar value when all three algorithms converge to the
same local minima (rotation about 30 degrees).
Self-registration of model derived from CT
The aim of this additional self-registration test is to investigate which metric
(6 or 26 lattice) results higher accuracy for the biomedical data. A femur
saw-bone (AO-ASIF Synbone 2071) was used (Figure 4.11) in this test.
The test procedure is as following. First the bone surface is modelled from
CT data generated by Marcony scanner. A similar procedure of testing is
implemented as in case of synthetic data registration for ICP6 and ICP26
algorithms. The rotation around z-axis (Figure 4.5) shows advantages of 6
connected lattice both in accuracy and in speed of convergence. This is also
true in case of x-rotation (Figure 4.6).
4.4.2 Phantom accuracy validation
In order to demonstrate the feasibility of the registration algorithm two stud-
ies were carried out [28] [30]. Unfortunately, OTD was not available for
these tests. I have implemented a hybrid approach to the registration using
both ducial markers and image landmarks (Figure 4.7). The tests were
carried out according to the following schema. First ducial markers are
attached on the phantom surface. Then two data sets are generated using
CT and US scanners respectively. The bone surface is modelled from CT
data set and the ducial markers are extracted. Centres of the markers play
the role of a reference basis in this test. To model the US bone surface, the
phantom is placed into a water basin (Figure 4.8). Then ultrasound images
are acquired moving a xed probe along one xed direction.
The implementation of the water basin allows to overcome the lack of
ODT and produce a 3D volume of US data. The bone surfaces are also
extracted from the US volume. The ducial markers are denoted by image
landmarks by an expert. The positions of landmarks are stored. On the next
step CT and US surfaces are registered. Because orientation of the phantom
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Figure 4.5: Rotation around z-axis
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Figure 4.6: Rotation around x-axis
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Figure 4.7: Overview of accuracy validation for a phantom registration
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in the water basin is similar to its orientation on the CT table (dierence
in orientation is less than 30 degree), the initial transformation is not ap-
plied before the registration. The matching procedure results in a geometric
transformation, that aligns both surfaces. This transformation is applied to
coordinates of the US image landmarks to obtain their new positions rela-
tively to CT coordinate space. The mean distance error is calculated between
the coordinates of landmarks and the coordinates of ducial centers extracted
from CT.
The rst study was carried out using the pelvis saw-bone. Metal balls of
2 mm diameter are placed on its surface A CT scanner (Elscent CT Twin)
is used to produce the image data with 1 mm of slice spacing, 0.84 mm pixel
spacing. Conventional ultrasound slices (Siemens Sonoline, 5 MHz, linear
transducer) are taken slice-by-slice with a slice distance chosen as 1 mm
which is the same as supposed during the later operation. The pixel spacing
is 0.18 mm.
After the registration, the least square distance errors were calculated
between the centres of ball pairs in both modalities. The mean distance error
is found to be 1.62324 mm. The MDE of surface registration is 0.583515 and
the ICP error threshold is reached for 11 iterations (Figures 4.9, 4.10).
A similar procedure was carried out for the femur phantom (AO-ASIF
Synbone 2071) in the second study. Nine metallic balls of 2 mm diameter
are implanted on the surface of the femur. CT scans are taken (Marconi
Mx8000) with an 1 mm of slice spacing, 0.39 mm pixel spacing. After the
registration, the calculated mean distance error is 1.34186 mm, a standard
deviation is 0.48838288 mm. The MDE of surface registration is 0.967151
and the ICP error threshold is reached for 12 iterations. The rotation error
is found to be 0.317261 degrees. Figures 4.11 and 4.12 show an example of
multimodal registration.
4.5 Summary
In this chapter an overview of the registration techniques was presented.
The implementation of ICP algorithm for surface based registration was
discussed. This algorithm was selected to provide more exibility in registra-
tion for future developments. It allows to use mixed registration of volume
based and surface based models. To implement the ICP algorithm in the
real-time I proposed its modication based on the distance coding. The fast
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Figure 4.8: Acquisition of US data in the water basin
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a
b
Figure 4.9: Pelvis a) CT surface; b) US surface (marker regions were colored)
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Figure 4.10: Results of pelvis US and CT surfaces registration
algorithm of the Euclidean Internal Distance Map calculation is described.
Various validation studies are carried out to demonstrate the acceptability of
the proposed approach. The studies show that the modication of the ICP
algorithm is acceptable and there is a good agreement between CT and US
data. The registration of the surfaces from CT and US modalities is accurate
enough for its implementation in medical practice.
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a
b
Figure 4.11: Femur a) CT surface; b) US surface
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Figure 4.12: Results of femur US (red) and CT (yellow) surfaces registration
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Chapter 5
System integration
5.1 Introduction
In the framework of the join cooperation with the clinic of Ulm the described
in the previous sections algorithms and principles were adapted to their im-
plementation by surgeons of the Trauma Department (Unfallchirurgie III,
Klinikum Ulm).
The cooperation was motivated by a necessity of the computer assistance
in osteotomy correction of long bones and pelvis surgery. As was mentioned
in Chapter 1, traditional approaches do not guarantee accuracy in general.
Thus, the problems are addressed to exact computer planning of the post
traumatic corrections and treatment of femoral and pelvic fractures, using
the osteotomy correction. Especially for these tasks an osteotomy planning
system was developed and further research was devoted to the realisation of
the ultrasound based operation support system.
Mal-alignments of bones appear frequently after occasional fracture treat-
ment. It leads to changing in the skeleton axial system. In this way, adjacent
joints are applied to a non-physiological strain, which causes earlier arthro-
sis in these joints, pain and loss of limb functionality. Therefore, corrective
osteotomies are required (Figures 5.1, 5.2). The aim of a surgical opera-
tion is to cut the operated bone (single or multiple cutting) and to correct
the deformity by a set of geometric transformations (translation, rotation)
of dissected parts. After the xation of the bone parts, they should have
correct axes, distances and torsion angles. The osteotomy correction is a
very complex operation, especially in the case of a non-simple deformity.
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a b
Figure 5.1: Deformity appears after an occasional fracture: a) femur fracture;
b) mal-alignment of limbs
During the osteotomy correction, the problem consists of three tasks:
1. Investigation of the deformities in a quantitative order;
2. Selection of the corrective method;
3. Creation of the operation plan.
In general, the investigation of the deformity includes measurements of
axial and torsional angles and distances. They are usually calculated both
onto the bone with the deformity and its symmetrical bone in the skeleton.
The symmetrical bone is used to dene optimal geometrical parameters for
the patient. In case if this information is not available, the appropriate data
can be taken from an anatomical atlas.
The traditional measurements of deformities are carried out with the
implementation of X-ray lms. The bone contour is copied on transparent
lms and 2D geometric operations are used to calculate the parameters of
the deformity (Figure 5.3).
Drawbacks of such an approach are that the calculation of the deformi-
ties from X-ray lms inherits projections errors and can result in quite big
errors in torsional and axial angles. Figure 5.4 presents the results of the
measurements using 2D projections. The presented pictures the axial angle
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Figure 5.2: Osteotomy correction of the left leg
was found 147
o
and 131
o
on two dierent projections respectively, and 27
o
for the torsion angle. It is evident that calculated angles strongly depend on
the direction of the projection and, therefore, 3D deformity cannot be simply
measured using X-ray lms. Providing of such operation requires complex ge-
ometric calculations. Generally, the traditional measurements can be correct
only in the case of a simple anatomy.
The usage of 3D measurements results in 139 and 35 degrees for the axial
and torsion angles respectively. Thus the error in the traditional measure-
ment consists of at least 7
o
. This is in contradiction with the aim of the
required operation, to minimise dissimilarity in bones geometry. Thus, the
given example can be considered as unsatisfactory on the step of planning,
because a clinical acceptable error might not exceed 5 degrees in the axial or
torsion angles.
The problem of the selection of the corrective method is that a surgeon
should keep in mind the necessary geometric transformation which aligns
bones in a correct position. In that way it is very diÆcult to nd an exact
one, even for an experienced surgeon. Also the realisation of the operation
plan requires a quantitative description of surgeon's actions. Therefore the
software for planning and supporting the operation is helpful for a surgeon.
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Figure 5.3: Calculation of deformity on transparent lms
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Figure 5.4: Errors of 2D planning: real 3D axial angles is 139
o
and 35
o
for
torsion deformity
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5.2 Operation planning system
A software prototype for planning osteotomies has been developed. The
planning system has the module structure (Figure 5.5). The module of
external processing is a stand-alone software which oers importing data from
dierent graphical formats and analysing single slices or the whole volume
(Figure 5.7). The volume data can be loaded from RAW format, or created
by stacking up a sequence of simple 2D images (slices) in BMP, RAW or
DICOM 3.0 le formats. In order to increase the visual quality of a generated
model and remove possible artefacts the image processing module allows to
segment the bone in an automatic mode using the approach described in
chapter 2. Finally, the created and preprocessed volume data sets are stored
in a le.
An operator loads the data from the disk. The module of modelling allows
to produce an interactive segmentation and classication using colours. The
generated model is stored into the data buer.
The visualisation engine was created on the base of VGL, powerful and
exible library from VolumeGraphics GmbH. This library provides interac-
tive visualisation of volume data with various rendering methods, shadowing
and lightning eects, and an eective memory management. Volume data
from the data buer are rendered and visualised automatically.
The module of virtual actions allows for an operator to perform geomet-
rical transformations (rotation, translation) of the volume data, to insert
orthogonal planes, virtual instruments.
The 3D measurements via the corresponding module are available. An
operator can insert anatomical landmarks (markers). Distances, angles and
torsion calculated on the base of these markers are calculated and the results
are displayed by the message centre module.
The necessary correction and implants can be calculated in CAD module
using the information from the 3D measurements module. The message
centre does not only show the related data for a surgeon, but also guide
his/her actions.
The detailed description of the system work is presented below.
5.2.1 Workow
In case of a simple correction the general processing can consist of the fol-
lowing steps (Figure 5.6):
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1. Loading data and visualising the model;
2. Introducing measurements by using anatomical markers;
3. Plane position;
4. Setting the plane orientation;
5. Implementing the virtual cuts;
6. Virtual correction of the deformity.
For a more complex correction, the combination of these steps can be used.
Several supported correction types will be described below.
5.2.2 Anatomical landmarks
After the segmentation a surgeon has to introduce anatomical landmarks.
These markers specify the orientation of the bone and help to measure dis-
tances, angles and torsion. On the example of the femur, the surgeon can
dene four 3D markers x
i
; i = 1; : : : ; 4 exactly in centre of the hip head,
condyle medial, condyle lateral and trochanter major respectively (Figure
5.8). A special interface allows to locate markers with a half-pixel accuracy
using the ellipse approximation of the boundaries. Zooming functions in-
corporated into the user interface allow to increase accuracy in placing the
markers.
First three markers dene standard views on the bone and a reference
plane. The program consists of an user interface for the instruments simula-
tion. The position of the instrument is dened by the position of the given
marker and its direction is specied by rotations of the instrument in three
perpendicular projection planes. Two instruments with a non-zero common
angle dene the cutting plane if their markers have the same position in 3D
space. The instrument parameters such as length, diameter and colour can
be changed in a special panel of the user interface.
5.2.3 Measurements
The program automatically calculates the distances d
i;j
(x
i
; x
j
) and angles
between the segments [x
i
; x
j
] and [x
j
; x
k
], where i; j; k = 1; : : : ; 4; i 6= j; i 6=
k; j 6= k. A torsion angle is calculated between planes P (x
1
; x
2
; x
3
) and
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e f
Figure 5.6: General steps of the workow: a) loading data; b) introducing
markers; c) setting position of the cutting plane; d) setting orientation of the
cutting plane; e) implementing the virtual cut; f) correcting the deformity
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Figure 5.7: Segmentation part of the software prototype
Figure 5.8: Denition of anatomical landmarks in the centers of the hip head
(x
1
), condyle medial (x
2
), condyle lateral (x
3
) and trochanter major (x
4
)
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a b
Figure 5.9: Denition of torsion angles relative the reference plane (blue): a)
torsion angle, b) projection torsion angle.
P (x
1
; x
4
; x
5
), where x
5
is a middle point of the segment [x
2
; x
3
], a projection
torsion angle is angle(proj
P (x
1
;x
2
;x
3
)
([x
1
; x
4
]; [x
1
; x
4
]) (Figure 5.9). Because
the markers are placed with the half-pixel accuracy, the distance between
two point in the 2D plane can have the maximal error of 1.4 pixels, if the
plane is perpendicular to the one of the scanner axes. The real error depends
on the resolution of the image data. For example, if the scanner resolution
is 0:34x0:34x0:85 mm, then the error is less than or equal to 1.2816 mm. In
practice, the error value of a few millimeters is acceptable. There are two
ways to increase the accuracy if necessary: to increase the spatial resolution
of the CT scanner and implement sub-voxel processing, when loading the
image data.
5.2.4 Virtual osteotomy
The surgeon can perform the virtual cuts into the data volume. The position
and orientation of the cut is dened by the cutting plane (red one) into the
scene. This plane is inserted by the surgeon, assigning the centre of the plane
by a marker (and centre of rotation latter) and its normal orientation. The
cutting plane after any change in position of the marker or orientation of the
normal is updated automatically. In practice, the cutting plane is dened
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a b
Figure 5.10: Close wedge correction: a) planning; b) results
by a special surgical template. First a pin is drilled and screwed into the
bone. Then, the template is stacked up the pin and the second pin xes
the template orientation. The surgeon can drill the bone by using template
holes and in that way the cutting plane is dened. Therefore, to simulate
this process during the virtual operation, two instruments with a non-zero
common angle can also dene the cutting plane if their markers have the
same position in 3D space.
5.2.5 Supported types of osteotomies
The current version of the planning software prototype supports the wedge
osteotomies, which are most frequently used in practice [15]. Only the close
and open wedges can be implemented during the virtual planning. During
the close wedge correction, two cuts are produced. Then the external bone
parts are aligned and xed by metal plates using screws (Figure 5.14). In
case of the open wedge correction only a single cut is implemented (Figure
5.11 a)) and a peace of bone is inserted between the dissected parts of the
bone (Figure 5.11 b)).
Thus, a length of the bone, 3D axial and torsion angle can be corrected.
However, frequently wedge based osteotomy causes other deformities. For ex-
5.2. OPERATION PLANNING SYSTEM 125
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Figure 5.11: Open wedge correction: a) planning; b) results
ample a varus itertrochanteric femoral osteotomy results in the weigthbearing
hip-ankle joint axis to remove medially from its normal position through the
centre of the knee and so produce overloading of the medial compartment
of the knee joint. While a valgus intertrochanteric femoral osteotomy causes
overloading of the lateral compartment of the knee. For example a valgus
intertrochanteric osteotomy may have a benecial eect on medial gonarthro-
sis. Therefore, to maintain a normal hip-ankle axis a secondary osteotomy is
required, e.g. varus osteotomy is followed by valgus osteotomy [15].
Another supported osteotomy type is the oblique osteotomy (single cut).
This kind of correction was proposed by an orthopaedician R. Merle d'Aubigne
from France in 1952. He showed that 3D deformity can be corrected by sin-
gle cutting and rotating dissected bone parts. However, the planning of the
oblique osteotomy is diÆcult and becomes eÆcient only with the implemen-
tation of computers.
Calculation of wedge osteotomy
To realise the wedge based correction, the following procedure is used. Both
close wedge and open wedge can be described by
1. Position and orientation of the cutting plane,
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2. Position of top wedge point (so called a null-point),
3. Angle between facets.
The position of the cutting plane is dened by the surgeon in three or-
thogonal planes. Its orientation and facet angle are also given by the surgeon.
Then he or she inserts a null-point in apical-view plane and the appropriate
(close/open) wedge is removed or inserted. However, after the alignment of
the bones in case of the close wedge, the stair eect appears when one facet is
longer than another. To minimise this eect an optimisation of the position
and orientation of the cutting plane is used. The optimisation function min-
imise the dierence in facet lengths (their middle line) under the condition
of the xed null-point. Figure 5.10 a) shows a new position of the cutting
plane (blue one). The planning software allows manually to apply wedges
and see the results of the correction. The close and open wedges are usually
implemented for the one-dimensional deformities because of the diÆculties
of their calculation in case of more complex deformities.
Calculation of oblique osteotomy
The calculation of the oblique osteotomy can be carried out automatically in
the current version of the planning system. The surgeon have to dene ve
markers to describe geometry of the deformity (Figure 5.12).
The vector (C,B) denotes the axis of the bone. The correction is successful
i:
1. after rotation of the dissected bone part, the direction of vector (B,A)
will coincide with the direction of the vector (C,B), i.e. normalize(D;B) =
normalize(B;C) (condition of straight bone),
2. angle  between projections of vectors (C,E) and (A,D) on the perpen-
dicular to the vector (C,B) plane, does not exceed the given one ().
The  is an angle in the range between 0 and .
The orientation of the cutting plane that results in the successful correc-
tion can be found using one-dimensional optimisation problem. It is easy to
see that the condition of a straight bone is carried out by the rotation of the
vector (B,A) around a conic axis (both (B,A) and (B,D) belongs to the conic
surface). The radius of the conic inuences the second condition. Then the
goal is to nd the conic radius, such that the dierence between angles  and
 will be minimal.
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Figure 5.12: Denition of anatomical landmarks to describe the deformity
for automatic calculation of the oblique osteotomy.
5.2.6 Rearrangement of bone segments
After cutting the dissected bone parts can be moved into the scene. The
restriction is that the motion is conned to be along the cutting plane. The
rotation is limited to the rotations around axis that are parallel to the cutting
plane normal. As was mentioned above, a marker denes the position of the
rotation axis on the plane. In order to be able to measure the success of a
rearrangement, markers are grouped with the bone and during the manipu-
lation of the bone the distances, angles, torsion and projection torsion angles
are automatically updated for the selected markers. This allows the surgeon
to directly observe the improvements of the bone position and approach the
optimal arrangement of it. There is a possibility to calculate angles between
vectors parallel to orientation vectors of marked instruments.
An additional correction of the bone position can be carried out using the
open wedge transformation. The angle between equal wedge facets and its
top are specied by the surgeon. The results of the correction operations can
be stored in a le and loaded on demand. Also an undo mechanism is applied
when it is necessary to return to the step of cut plane denition. To simplify
the work with the program its interface should consist of a workow panel.
All main actions are divided into groups as a sequence of steps and every
step is represented by a button. Only one button is active at the moment
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a b
Figure 5.13: Elbow deformity of 14 yr. female, right hand: a) before the
operation; b) after the correction
and after its pressing the next button is activated. User actions are guided
on each step by using on-line help from the same panel.
5.2.7 Clinical applications
The planning software is implemented for corrections of long bones and hip
head rotation. A 14 years old girl had an elbow deformity after fracture at
the age of 7 years old (Figure 5.13 a) ). After a traditional close wedge
correction planning on transparent lms, the deformity still exists (Figure
5.13 b) ). The operation results are presented in Figure 5.14. The 3D
operation planning shows correct results of the operation by using close wedge
or oblique osteotomy corrections (Figure 5.15).
In the next clinical case the hip head rotation was required. The patient
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a b
Figure 5.14: Results of the elbow correction: a) frontal view; b) lateral view
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a
b
Figure 5.15: Results of planning of the elbow correction: a) frontal view; b)
lateral view
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Figure 5.16: Denition of anatomical landmarks to describe the deformity
for automatic calculation of the oblique osteotomy.
has a partial cystic deformation of the hip cup and it is necessary to make
oblique osteotomy to rotate hip head so that after the operation strain could
be applied to surfaces without deformation. Figure 5.18 shows planning and
result of oblique osteotomy correction.
5.2.8 Comparison with other systems
There exist many osteotomy planning systems. Mostly they are used for
planning using 2D projections. Therefore, I shall compare the developed
osteotomy planning system only with some systems, that provide some kind
of the computer analysis of the bone geometry.
FRACAS is a computer-integrated system for closed long bone fracture
reduction [45], [46]. This system uses similar to my principles to create the
bone reference basis. Condyle landmarks and femoral neck axis using local
principal axes determination are extracted. Periaxial rotation, i.e. the angle
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a b
Figure 5.17: Close wedge osteotomy correction: a 10
o
wedge planning, b) hip
head rotation after close wedge correction
a b
Figure 5.18: Oblique osteotomy correction: a 10
o
wedge planning, b) hip
head rotation after close wedge correction
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between the axis of femoral neck and the reference plane, is calculated. The
reference plane passes through the extreme dorsal points of the condyles and
is parallel to the main axis of femur. Like in the developed by me system, this
approach allows to introduce the local coordinate system, which is position
scan independent. User interaction to orient of the principle axes according
to a preferred orientation is used. After that, the long axis of femur is parallel
to the table top. Condyle landmarks are detected as the lowest points with
respect to the table top normal. The femoral neck axis is the principal axis
of the region of the femur head and neck.
The femur bones is modelled preoperatively and the mesh model is gen-
erated. FRACAS system does not require also additional image data. The
feature extraction is fully automatic. The correctness of the system was
demonstrated using in-vitro tests only [46].
My planning system has a number of advantages. First, the volume
based model generation provides more information for a surgeon than the
mesh based one. Both the preoperative and the intraoperative segmentation
is available. I consider that the manual landmark identication using the
developed special interface is preferred than the automatic one. The manual
placement provides a exibility and allows for surgeon to adapt the planning
procedure to the existing pathology. The identication is not time consuming
for an experienced user. The decision not to use the principal axes determi-
nation was accepted by me taking into account the need to the classication
of bones not only as dense objects, but also as parts of the skeleton. It is easy
to calculate the principal axes during in-vitro tests, when the only one bone
model is scanned. In-vivo tests require the bone separation and the moments
calculation for a selected part. Presence of artefacts and segmentation errors
make such approach very diÆcult for real medical practice.
Another planning system so called Medi-Cad was developed [47]. This
system performs corrective osteotomies to prevent early joint degeneration.
First the radiograph is digitised. Then measuring the mechanical axis, angles
and distances in metric units are carried out by using CAD module. A special
preview function allows to adjust the level of osteotomy as well as to change
the amount of correction angle and hinge position. All results and corrective
simulations can be saved with data base.
Advantages of Medi-Cad system in comparison with the traditional hand-
drawing planning are the implementation of direct image processing features
and the high level of automation. The biggest advantage of my system is
in the implementation of real 3D measurements, what provides the high
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accuracy of planning. An example of the comparison of 3D planning versus
2D planning was given in the beginning of this chapter.
5.3 Operation support system
The rst step in the development of the operation support system was de-
voted to the segmentation of sow-bone surfaces (plastic bone phantom) from
US data set and their registration with surfaces of the same bone taken from
CT data set. This technology was new and a pessimistic opinion about an
automatic segmentation of ultrasound images didn't add inspiration for the
researchers. The rst report about a successful segmentation and registra-
tion of pelvis sow-bone and cadaveric spine in water basin was presented at
the 5th CAOS symposium in Davos, Switzerland in February of 2000 [48].
A good visualisation was reached even for the spine, which presents the most
complex case because of a high curvature of surfaces (Figure 5.19). This pre-
sentation was the only work about the implementation of B-mode ultrasound
for navigation and tracking bones at the symposium. There was another work
devoted to the implementation of ultrasound for detection of bone borders,
but it proposed to use A-mode (one dimensional) signals [49]. One year
later at the same CAOS symposium in Davos three works were presented,
where B-mode was implemented as a component of the multimodal registra-
tion system [55] [56] [57]. It shows an increasing interest in ultrasound for
its implementation in computer assisted orthopaedic applications.
Numerous studies were carried out to investigate the segmentation of
bone surfaces from US in water basin. The water basin was implemented,
because at this moment no OTD is available for the author to detect the
position and orientation of an ultrasound probe during images acquisition.
Therefore, the algorithms were tested in vitro studies. The system will be
completed and applied in the clinic Ulm, when OTD becomes available.
5.4 Future steps
The described software system is required to be extended in the near future
to use a computer assistant in various cases (as many as possible). First,
the number of supported wedge types will be increased by including a dome
wedge correction. Second, the ultrasound is a very attractive tool for the
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Figure 5.19: Surface reconstruction of the cadaveric spine from US images
generation of bone surfaces. In case of simple anatomy, it will allow to avoid
implementation of any X-ray equipment, what makes the operation planning
riskless and reduces the expenses (the clinical examination using CT costs
approximately in two orders of magnitude than US one in Germany).
5.5 Summary
The prototype of the operation planning system was developed. The planning
software has been implemented in clinic Ulm (Unfallchirurgie III) to measure
deformities and plan osteotomy corrections. The planning system optimises
the work of a surgeon making the planning process more precise and reducing
the total time of planning. Thus, an experienced user needs only 10-30
minutes in comparison with more than 3 hours for the traditional 2D planning
on transparent lms. The presented planning software allows to plane not
only traditional open/close wedge corrections but also the oblique osteotomy
(single cut) correction. Implementation of the oblique osteotomy results in
shorter rehabilitation time for the patient and reduces the total cost of the
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operation.
The main advance of the navigation system is that it realises highly accu-
rate and minimal invasive pelvis surgery. Navigation is necessary for place-
ments of screws. The pelvis surgery is very sensitive to accurate screw place-
ment, because frequently the thickness of the screw is comparable with the
thickness of the pelvis bone. A similar problem exists and in spine surgery.
The complex anatomy of pelvis makes the implementation of uoroscopy
based navigation systems not useful. Thus, with the implementation of the
optical tracking system, the ultrasound based navigation system will allow
treatment of pelvis fractures with a high accuracy of screw placement and
minimal invasive surgery.
Chapter 6
Conclusion
In this thesis the theoretical and practical results were demonstrated. A con-
cept of the operation planning and surgery support system for orthopaedics
is proposed. The system implements dierent image modalities such as CT
and US to provide necessary information for a surgeon. All software compo-
nents can be used on conventional personal computers, what provides a low
cost solution for realising the CAOS station.
The planning part of the software for osteotomy corrections was tested
in the clinic of Ulm the Trauma Department (Unfallchirurgie III, Klinikum
Ulm). It provides a exible 3D measurement system to calculate on-line the
distances, axial and torsion angles. The planning system can be used for mea-
suring the bone deformities and performing the virtual surgery. Currently,
three types of osteotomy are supported: the close wedge, the open wedge
and the oblique osteotomy. They can be calculated in the semi-automatic
or the automatic modes. A special user graphical interface guides a surgeon
and optimises the surgical routine. Thus, the planning procedure is carried
out by an experienced user for 30 minutes instead of three hours using tra-
ditional planning. The high accuracy is guaranteed by the implementation
of 3D. The planning system was appreciated by an expert from the clinic of
Ulm as useful and accurate.
An eective and high accurate planning is possible with the implementa-
tion of ne bone modelling technique from CT data. Therefore, the concept
using automatic and interactive segmentation of bones was proposed. The
automatic segmentation provides high quality modelling, but is performed
o-line. While, the interactive segmentation does not guarantee a high qual-
ity, but allows taking into account the pathology of the patient.
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To extract bone surfaces from US images, the rainfall algorithm was de-
veloped. It allows to segment and to classify segments of the bone surfaces
automatically. The implementation of fast image processing allows to extract
the bones in near real-time. The maximal depth of extracted bones under
skin can be about 7.5 mm using the linear transducer of 5 MHz from Siemens
Sonoline.
To register CT and US data sets the ICP algorithm was proposed. It
is a fast and accurate registration method, which provides a exibility of
registration. Both volume based and surface based data set can be matched
by the ICP algorithm. An acceleration using the distance coding is proposed.
The modication allows to register data sets in real-time. Validation studies
show MDE error less than 2 mm, what is acceptable for clinical use.
Thus, the algorithms for a realisation of the surgery support system were
developed and tested. They will be incorporated in the complete system
during further developments, when a tracking system will be available for
the author. The software will be installed and tested in the clinic of Ulm.
Chapter 7
Appendix: Background of the
image processing
7.1 Basic mathematical tools for the image
processing
Image processing plays a very important role in CAOS. The development
of equipment and image processing techniques has made CAOS available
for clinical use. The ltration and segmentation algorithms used in current
work are based on mathematical morphology. Mathematical morphology
is a part of image processing and a very powerful tool for image analysis.
Image operations and analysis are based on using structuring elements of
dierent sizes and forms. The native parallel structure of operators gives the
possibility to build high performance image processing systems.
Mathematical morphology operates both binary and gray-level images.
Binary images are dened by subsets of n dimensional space E
n
, where E
n
is an Euclidean space R
n
or a set of integer values Z
n
in discrete case, i.e.
E = R or E = Z and
E
n
= fa : a = (a
1
; a
2
; : : : ; a
n
); a
i
2 E; i = 1; : : : ; ng:
Gray-level image is dened by a function f : D ! V , where D  E
n
and
V  E.
Let vector (x
1
; x
2
; :::; x
n
) represent spatial coordinates of a pixel and G =
1; : : : ; L be a set of positive integer numbers, which denote the intensity of
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pixels or gray values. The intensity of pixel with coordinates (x
1
; x
2
; :::; x
n
)
can be represented by the function f(x
1
; x
2
; :::; x
n
).
A set of neighbour pixels of pixel p in a given neighbour grid is denoted
as N(x). A path of length n between pixels p
1
and p
n
is a sequence of pixels
p
1
; p
2
; : : : ; p
n
; such that p
i
2 N(p
i+1
); for i = 1; 2; : : : ; n:
7.2 Binary operations
Let X and B be sets from E
n
. Dilation of set X by set B is called the set
X B, dened as:
X B = fy 2 E
n
: y = x + b; x 2 X; b 2 Bg:
Here the addition of vector x and b is treated as addition of their com-
ponents, i.e. x + b = (x
1
+ b
1
; x
2
+ b
2
; : : : ; x
n
+ b
n
. The set X represents
the initial image and the set B is called the structuring element. In prac-
tice, the set B has usually a small size and a simple form. The operation of
dilation is commutative and associative operator, i.e X  B = B  X and
(X B)C = A (BC). These features are inherited from the addition
operation.
Let X and B be sets from E
n
. Erosion of set X by set B is called the set
X 	B, dened as:
X 	 B = fy 2 E
n
: y + b 2 X; 8b 2 Bg:
The distributivity the erosion operation is expressed by formulae (X 	
B) C = X 	 (B  C). Another pair of basic morphological operators are
opening and closing.
Opening and closing of X by structured element B are called sets X ÆB
and X B respectively.
X ÆB = (X 	 B) B;
X B = (X  B)	 B:
The shift of the set X on item b 2 E
n
is called set A
b
, such as
X
b
= fx+ b : x 2 Xg:
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Let B denote a central symmetrical set to B, relatively the origin, i.e.

B = f b : b 2 Bg:
The most signicant features of the basic morphological operators [1]
are:
1.
X  B = fx :

B
x
\X 6= ;g;
X  B = [
b2B
X;
X 	 B = \
b2B
X:
It means that dilation and erosion of the set X by the structuring
element B shift union and intersection of the set X on element b from
B and element  b from B, respectively.
2.
X
x
 B = (X  B)
x
;
X
x
 B
 x
= X  B;
X
x
	 B = (X 	 B)
x
;
X 	 B
x
= (X 	 B)
 x
:
This means that dilation is invariant to this shifts of the image and
structuring element, and the erosion is invariant to the image shifts.
3. If 0 2 B, then X  X B and X 	 B  X.
4. Dilation and erosion are increasing operators. The following relation-
ships are true: if X  B then X  D  B  D for any D, if X 
B then X 	D  B 	D, and if B  D then X 	D  X 	B.
5.
(X [ B) C = (X  C) [ (B  C);
(X \ B) C  (X  C) \ (B  C);
(X \ B)	 C = (X 	 C) \ (B 	 C);
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(X [ B)	 C  (X 	 C) [ (B 	 C);
X 	 (B [ C) = (X 	 B) \ (X 	 C);
X 	 (B \ C)  (X 	 B) [ (X 	 C):
6. Opening of the set X by the structuring element B is a union of all
shifts, such that the shifted structuring element is inside X, i.e.
X ÆB = [
y:B
y
X
B
y
:
7.
X B = fx 2 E
n
: x 2

B
y
such that

B
y
\X 6= ;g = \
y:

B
y
\X 6=;
(

B
y
)
c
:
8. Opening of the set X is concerned by X, and closing consists of X, i.e.
X ÆB  X;
X B  X:
9. Dilation and erosion are dual operations, i.e.
(X 	 B)
c
= X
c


B;
(X B)
c
= X
c
Æ

B:
7.3 Gray-level morphology
Two representation of gray-level function is used:
1. Function level representation;
2. Function umbra representation.
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Level T
t
(f), t 2 V of function f is dened as:
T
t
(f) = fx 2 D; f(x)  tg:
The set of levels T denes function f .
Another representation of f [3] [4] [5] [2] is
U(f) = f(x; t) 2 D  V; f(x)  tg;
f(x) = supft : (x; t) 2 U(f)g; x 2 D:
Dilation and erosion of functions f and g are denoted f  g and f 	 g so
that:
U(f  g) = U(f) U(g);
U(f 	 g) = U(f)	 U(g):
Let f(x) and g(x) be f : F ! V; g : G! V;, where F;G  D;, then
(f  g)(x) = max
z2G
x z2F
ff(x  z) + g(z)g;
(f 	 g)(x) = min
z2G
x+z2F
ff(x + z)  g(z)g:
Gray-level dilation and erosion have the following main features:
1. Commutativity
f  g = g  f;
2. Associativity of dilation
(f  g
1
) g
2
= f  (g
1
 g
2
);
3. Associativity of erosion
(f 	 g
1
)	 g
2
= f 	 (g
1
 g
2
);
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4. Conjugation of erosion and dilation
g  f 	 k $ f  g  k;
5. Duality Let f : F ! V; g : G! V and x 2 (F  G) \ (F 	

G): Then
 (f  g)(x) = (( f)	 g)(x): Here

G = f y : y 2 Gg; g(x) = g( x):
Let f : F ! V and g : G ! V: Opening and closing of the function f
and the structuring element g are denoted f Æ g and f  g respectively.
f Æ g = (f 	 g) g;
f  g = (f  g)	 g:
For opening and closing the following features are true:
1.
(f Æ g)(x)  f(x)
for any x 2 F ÆG;
2.
f(x)  (f  g)(x)
for any x 2 F;
3.
(f Æ g) Æ g = f Æ g; (f  g)  g = f  g:
This very important feature means that opening and closing are the
idempotent operators, i.e. their secondary implementation does not
change the image f .
4. Duality
 (f Æ g) = ( f)  g:
5.
(f Æ g)(x) = maxft : (x; t) 2
[
y:U(g)
y
U(f)
U(g)
y
g:
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From operation complexity point of view, the basic morphological op-
erators are computationally expensive. Their realisation via convolution of
the two sets requires O(n m) operations, where n and m are set potencies.
One approach to the acceleration of the basic operations of mathematical
morphology is to replace the convolution by the Fourier domain convolution
(using fast fourier transform algorithm), which has complexity of O(n logm)
operations.
In case of the binary structured element,
(f B)(x) = maxff(x  z); z 2 Bg;
f 	 B)(x) = minff(x + z); z 2 Bg;
f ÆB = (f 	B)B;
f B = (f B)	B:
The implementation of morphological operators with the binary structur-
ing element allows to create fast a algorithm for their calculation. For this
reason, the distributivity of erosion and dilation is used to decompose the
structuring element. In this way, it is represented as a set of linear elements,
such that the potency of this set equals to the dimension. We have the run-
ning operation, i.e. the output of one morphological operator with one linear
structuring element is the input for the same operator with the next linear
element. The computational complexity of linear morphological operator is
also linear, because after shifting the structuring element in one position in
a given direction, we need only some comparisons (approximately 3) to nd
the maximum/minimum value of the current data set. Such acceleration of
morphological operators is acceptable for real-time applications even without
special hardware.
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Chapter 8
Glossary
In this section some terms which are often used in this thesis are listed.
2D - Two-Dimensional
3D - Three-Dimensional
AGP - Accelerated Graphics Port
CAOS - Computer Assisted Orthopaedic Surgery
CT - Computer Tomography
ECG - ElectroCardioGram
EEDM - External Euclidean Distance Map
EEG - ElectroEncephaloGram
EIDT - Euclidean Internal Distance Map
FPS - Frames Per Second
ICM - Iterative Closest Point
MDE - Mean Distance Error
MRI - Magnetic Resonance Imaging
MTD - Magnetic Tracking Device
OTD - Optical Tracking Device
PC - Personal Computer
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PET - Positron-Emission Tomography
SPECT - Single-Photon Emission Computer Tomography
US - Ultrasound
VGL - Volume Graphics Library
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