Continental margin systems are important contributors to global nutrient and carbon budgets. Effort is needed to quantify this contribution and how it will be modified under changing patterns of climate and land use. Coupled models will be used to provide projections of future states of continental margin systems. Thus, it is appropriate to consider the limitations that impede the development of realistic models. Here, we provide an overview of the current state of modeling carbon cycling on continental margins as well as the processes and issues that provide the next challenges to such models. Our overview is done within the context of a coupled circulation-biogeochemical model developed for the northeastern North American continental shelf region. Particular choices of forcing and initial fields and process parameterizations are used to illustrate the consequences for simulated distributions, as revealed by comparisons to observations using quantitative statistical metrics.
INTRODUCTION
Continental margin systems make up only approximately 8% of the world oceans but contribute an estimated 19-28% of total global primary production (Longhurst 1995) . These productive regions (Figure 1 ) support a variety of marine ecosystems that are characterized by food webs and biogeochemical cycling with varying levels of connectivity and linkages (see Liu et al. 2010 for a review). The carbon and nutrient fluxes and dynamics resulting from these internal food web and biogeochemical transformations are diverse and are further modified by sediment-water interactions, air-sea fluxes, and land-ocean inputs that affect all continental margin systems. These systems have been recognized as being potentially important contributors to global nutrient and carbon budgets (e.g., Walsh et al. 1981 , Muller-Karger et al. 2005 , Seitzinger et al. 2006 . However, the limited number of multidisciplinary studies conducted in only a few of these diverse systems has not allowed reliable quantitative estimates of the overall importance of continental margin systems to these global budgets.
An example of the diversity of opinions concerning the role of continental margin systems in global carbon budgets is the ongoing debate about the importance of these systems as sinks for atmospheric carbon dioxide (CO 2 ; e.g., Tsunogai et al. 1999 , Frankignoulle & Borges 2001 , DeGrandpre et al. 2002 , Thomas et al. 2004 . Recent compilations of observational estimates document that variability in coastal air-sea CO 2 fluxes is large but suggest that mid-and highlatitude systems generally act as sinks of atmospheric CO 2 , whereas subtropical and tropical regions generally act as sources (Cai et al. 2006 (Cai et al. , 2011 Borges et al. 2005) . In addition, two recent attempts to budget continental shelf CO 2 uptake (Borges et al. 2005 , Cai et al. 2006 arrived at different global estimates of uptake (0.45 Pg C y −1 versus 0.22 Pg C y −1 , respectively), which illustrates 10 30 100
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Figure 1
Annual mean global primary production distribution estimated from ocean color measurements obtained from the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) using the Ocean Productivity from Absorption of Light (OPAL) model (Marra et al. 2007 ). The 200-m isobath (thin black line) denotes the continental shelf edge. the large uncertainty in extrapolations from local to global estimates. Even within the same shelf system, there is debate as to whether there is a source or sink of atmospheric CO 2 . Cai et al. (2003) and Wang et al. (2005) concluded that the U.S. South Atlantic Bight (SAB) operates as a source of CO 2 to the atmosphere. This is in contrast to a more recent study ( Jiang et al. 2008) , which found that although the inner shelf acts as a net source of CO 2 to the atmosphere, the midand outer shelf regions, as well as the SAB as a whole, are a net CO 2 sink on an annual basis. The debate over the source/sink status of continental margin systems is critically important given the potentially large magnitude of CO 2 fluxes in these systems relative to the total CO 2 uptake by the world ocean (at present, approximately 2 Pg C y −1 ). The divergent results described above arise largely from the difficulty in extrapolating from data collected on individual cruises, conducted with limited spatial and temporal coverage, to fluxes representative of an entire continental shelf that allow for the large spatial and temporal variability inherent in these systems. Coupled-modeling frameworks provide an approach for extending beyond the confines of limited measurements to quantify carbon and nutrient fluxes in continental margins (reviewed in Moisan 2010) (Tables 1 and 2). These models allow selfconsistent estimates of nutrient and carbon fluxes and thus provide a common basis for making comparisons between model-based carbon estimates from different regions.
Models integrate theoretical knowledge and laboratory measurements and complement fieldbased approaches. At the most basic level, all models routinely require mass to be conserved, and three-dimensional (3D) circulation models generally have the additional constraints of momentum and energy conservation. As models become more complex, knowledge from experimental studies, such as relationships between light and primary production, and from field studies, with measured concentrations and rates, are used to place further constraints. Ideally, a blending of approaches based on models, theory, and observations (satellite, field and laboratory) are used to address issues in environmental science, including the carbon cycle of continental shelves.
Models are useful tools for evaluating hypotheses and climate effects, past and present. For example, Previdi et al. (2009) analyzed the sensitivity of air-sea CO 2 fluxes to atmospheric forcing by contrasting simulations of a model for the U.S. eastern continental shelf for opposite phases of the North Atlantic Oscillation (the dominant mode of atmospheric variability in the North Atlantic). In this case, it was possible to quantify the relative importance of different factors (e.g., changes in primary production, wind forcing) to changes in the air-sea flux of CO 2 . Climate change and variability have already affected coastal systems (Cook et al. 1998 , Hagy et al. 2004 Abbreviations: ASF, air-sea CO 2 flux; DIC, dissolved inorganic carbon; DOC, dissolved organic carbon; DOM, dissolved organic matter; NENA, northeastern North American; NPP, net primary production; POC, particulate organic carbon; PP, annual primary production; SDN, sediment denitrification; SST, sea surface temperature. Rosenberg 2008 , Najjar et al. 2010 , and thus it is likely that future human-induced changes in greenhouse gases, with their associated impacts on temperature, sea level, streamflow, acidity, and ocean circulation, will have dramatic impacts on coastal systems. As human population density is high in coastal areas and is predicted to continue to increase, the associated impacts of changing hydrology, nutrient fluxes, and sediment fluxes (to name a few) are expected to be substantial, at least in the near-shore zone. In addition, both climate and land use have the potential of altering the air-sea partitioning of CO 2 , which may then feed back on climate.
Coastal carbon modeling systems range from box models (e.g., Walsh 1988) ( Table 1) to 3D, coupled circulation-biogeochemical models (e.g., Moll 1998 , Fennel et al. 2006 , Druon et al. 2010 (Table 2) . Similarly, representation of the biogeochemical processes ranges from nutrient-phytoplankton-zooplankton aggregate formulations to multifunctional group representations of the ecosystem (e.g., Le Quéré et al. 2005 , Lehmann et al. 2009 ). As emphasis is placed on understanding the role of continental shelf systems in carbon budgets under changing patterns of climate and land use, coupled-model systems will be used more often to provide projections of future states resulting from these changes. However, the choice of a model and its formulations are dependent on the problem that is being addressed, which places important constraints on the model results. Thus, it is appropriate to consider the limitations in understanding of carbon cycling in continental margin systems that impede the development of realistic models of this process. The objective of this paper is to provide an overview of the current state of carbon-cycling modeling for continental margin systems and the processes and issues that potentially provide the next challenges to such models. This is done within the context of a model developed for the northeastern North American (NENA) shelf region (Figure 2) , which is perhaps one of the best-studied continental shelf regions. The NENA model includes a high-resolution circulation model and a detailed biogeochemical model of coastal carbon and nutrient cycling (Figure 3) . This coupled-modeling framework has been used to investigate the role of sediment denitrification as a nutrient sink (Fennel et al. 2006 ) and the controls on air-sea carbon fluxes on the NENA continental shelf . Additional studies with the NENA model have provided estimates of cross-shelf export of particulate organic carbon ) and an evaluation of the role of dissolved organic matter (DOM) dynamics in coastal ocean biogeochemical cycling (Druon et al. 2010) . Results from these studies are described more fully in a later section.
The controls on carbon cycling on continental shelves are next discussed as a basis for describing the approaches used to represent these in the NENA model. Sample simulations from the NENA model are then used to illustrate the consequences of particular choices of forcing and initial fields. Quantitative statistical metrics are used to highlight differences in simulated and observed distributions of sea surface temperature and chlorophyll. Limitations of the data sets used to evaluate coupled models are described and results from simulations that used different forcings and parameterizations are compared to illustrate model sesnsitivity. The final section provides a discussion of the challenges that limit the ability to simulate carbon cycling on continental shelves as a basis for directing future research programs. 
Figure 3
Schematic of the internal and boundary processes included in the biogeochemical component of the northeastern North American (NENA) model. Details of the biogeochemical model are derived from Fennel et al. (2006 Fennel et al. ( , 2008 and Druon et al. (2010) . Abbreviations: DIC, dissolved inorganic carbon; DOC, dissolved organic carbon; DON, dissolved organic nitrogen; POC, particulate organic carbon; PON, particulate organic nitrogen.
CONTROLS ON SHELF CARBON CYCLING
Modeling shelf carbon cycles requires knowledge of the many processes that control the flow of organic and inorganic carbon in and out of the shelf system; these include exchanges with the open ocean, land, air, and sediment. Understanding mechanisms of internal cycling on the continental shelf is also needed to predict how exchange processes will vary over time. Moreover, key to development of a useful model is the ability to determine the rates and processes that have the largest impact on the relevant carbon pools and their flows. For example, studies of the impact of synoptic weather events and coastal bathymetry on primary production and air-sea CO 2 flux in upwelling systems likely require 2D or 3D models that include nutrients, phytoplankton, and carbonate chemistry. A sedimentary component for such a model may not be needed. However, if the research questions focus on controls on the carbon budget of continental shelves from decades to millennia, then sediment interactions play a critical role and must be included, probably at the expense of spatial resolution and ecosystem complexity. The choices to be made in modeling carbon cycling on continental shelves require at least a preliminary evaluation of inputs of sediment, nutrients, fresh water, carbon from land, elemental fluxes between the sediments and the water column, air-sea fluxes of gases and nutrients, internal cycling in the water column (e.g., primary production and respiration), and cross-shelf exchange. The strong linkages between and among these key processes that control organic and inorganic carbon cycles in the coastal ocean (Figure 4 ) underscore the importance of correctly representing these in models. 
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Figure 4
Simple box model showing linkages and interactions between organic and inorganic carbon cycles in coastal waters. Inorganic and organic carbon undergo internal transformations that modify exchanges with the atmosphere, surface ocean, and sediments. Curved arrow 1 indicates CO 2 release by CaCO 3 precipitation; curved arrows 2 and 3 indicate remineralization of organic carbon produced in situ and brought in from land that contributes to inorganic carbon (DIC) production. Adapted from Mackenzie et al. (2004) . Mackenzie et al. (2004) suggested that mineralization of land-derived organic matter and calcium carbonate (CaCO 3 ) precipitation are major controls on CO 2 flux across the air-sea boundary, and that the increase in CO 2 due to fossil fuel combustion has changed the direction of these air-sea fluxes since the beginning of the industrial revolution. In addition, the coastal ocean is believed to have changed from being net heterotrophic (CO 2 source) in preindustrial times (Smith & Hollibaugh 1993 , Wollast & Mackenzie 1989 ) to the present situation of net autotrophy (Ducklow & McCallister 2005) . Such changes make it imperative to develop predictive models of the shelf carbon cycle. Below, some of the basic processes involved in exchange and internal transformations of nutrients and carbon in continental shelf regions are summarized.
Land-Ocean Boundary
Of major importance to the shelf carbon cycle are inputs from rivers and submarine groundwater discharge of suspended solids, colored dissolved material, alkalinity, and organic and inorganic forms of carbon and nutrients. These inputs greatly affect stratification, light availability, and biogeochemical transformations in the coastal zone.
Alkalinity and dissolved inorganic carbon (DIC) inputs alter the speciation of inorganic carbon and thus pCO 2 of surface waters, which influences air-sea exchange of CO 2 . Organic carbon and nutrient inputs stimulate the biogeochemical processes of photosynthesis and respiration, which lead to additional impacts on exchange of CO 2 with the atmosphere and alters the oxygen distribution and denitrification (Sarmiento & Gruber 2006, p. 102 ). The quality of organic material delivered from land is of utmost importance, as it determines the time scale for remineralization of this material. Of particular relevance is the ratio of the remineralization time scale to the residence time of water on the continental shelf, as this will determine the fraction of riverine material that is ultimately exported to the open ocean.
Watershed geomorphology, climate, and land use result in large spatial and temporal variations in riverine flows and concentrations of river-borne material, leading to large uncertainties in estimates of loading to coastal regions in all but the most extensively monitored watersheds. Even more challenging is the quantification of submarine groundwater discharge, which includes freshwater and seawater that has circulated through the sediments and requires estimates of the volume flux and groundwater constituent concentrations (Moore 2010) . Radioisotope analysis (Moore et al. 2008 ) estimated that submarine groundwater discharge is comparable to riverine discharge for the Atlantic Ocean, implying that this is an important source that needs to be included in coastal carbon models.
Air-Sea Boundary
The air-sea boundary has two important effects on coastal carbon cycling through mediation of the exchange of important gases, including CO 2 and oxygen, and deposition of nitrogen, which is often the limiting nutrient in coastal systems. Carbon dioxide and oxygen cross the air-sea interface mainly by diffusion, which is controlled by the air-sea gradient in the gas partial pressure, the gas solubility (which depends on temperature and salinity), and near-surface turbulence (Sarmiento & Gruber 2006, p. 82) . Atmospheric pCO 2 varies on synoptic, seasonal, and interannual time scales, mainly as a result of weather systems, fossil fuel burning, and large-scale exchanges with the terrestrial biosphere and ocean; in contrast, atmospheric oxygen is essentially constant. Surface ocean pCO 2 is governed by the concentrations of DIC and alkalinity, which themselves are influenced by riverine input, circulation, and internal cycling (e.g., photosynthesis, respiration, calcification, and CaCO 3 dissolution). Near-surface turbulence that reduces the resistance to gas exchange is generated by winds and waves but inhibited by surfactants and viscosity. The production of bubbles by breaking waves and their subsequent injection and collapse in the surface-ocean mixed layer is an additional mechanism by which CO 2 , and especially oxygen, may be exchanged with the atmosphere.
Enrichment of the sea surface microlayer with dissolved organic carbon (DOC) and particulate organic carbon (POC), as well as living organisms (plankton, bacteria, viruses), affects physical and chemical properties at the air-sea interface and thus influences exchange processes across the air-sea boundary (Liss & Duce 1997 , Frew et al. 2002 . Microlayer enrichment results from a combination of processes, such as input from bubble scavenging and biological production; loss from diffusion, aerosol production, and biological degradation; stabilization by surface tension; and exchanges between dissolved and particulate pools (Liss & Duce 1997) . Water and air temperatures influence the rates of many biological processes as well as the intensity of evaporation at the airwater interface. Wind mixes the microlayer with seawater in the upper mixed layer, thus reducing enrichment. Ultraviolet radiation can alter the composition of dissolved organic matter by breaking down refractory compounds and producing smaller, more labile ones (Mopper & Kieber 2000) . The sea surface microlayer is thus a complex interface that plays an important role in air-sea exchange.
Atmospheric deposition is increasingly recognized as a significant source of nitrogen that influences marine productivity and other biogeochemical processes, particularly in coastal areas.
Atmospheric nitrogen reaches the ocean through precipitation (wet deposition) and through direct contact of air with the surface (dry deposition) (Spokes et al. 2000) . Wet deposition is mainly in the form of nitrate (NO 3 − ), ammonium (NH 4 + ), and organic nitrogen and usually exceeds dry deposition (mainly as NO, NO 2 , HNO 3 , and NH 3 ) over long time periods. The sources of reactive nitrogen deposited to the ocean are largely anthropogenic, resulting ultimately from emission of NO (leading to nitrate deposition), which is mainly from the burning of fossil fuels and biomass, and NH 3 (leading to NH 4 + deposition), which is mainly from animal husbandry, soils, and biomass burning. Atmospheric organic nitrogen cycling is poorly understood, and there may be substantial artifacts in measuring rainwater-dissolved organic nitrogen (DON; Keene et al. 2002) , but current estimates suggest that roughly 30% of the reactive nitrogen deposition to the ocean is organic (Cornell et al. 2003 , Jickells 2006 . Using atmospheric models, Duce et al. (2008) estimated reactive nitrogen deposition to the ocean in 2000 to be more than three times the deposition in 1860, with changes being greatest in the coastal waters that receive most of the anthropogenic nitrogen deposited on the ocean.
The contribution of atmospheric deposition to coastal nitrogen budgets is substantial. For example, modeling and observational studies estimate that atmospheric nitrogen deposition is 10-50% of upwelled nitrogen or new production over large areas downwind of populated regions (Duce et al. 2008 , Guerzoni et al. 1999 , Krishnamurthy et al. 2007 , Onitsuka et al. 2009 ). Regional budget approaches for many coastal seas ( Jickells 2006 , Loye-Pilot et al. 1990 , Paerl et al. 2002 show that atmospheric deposition of nitrogen is comparable and can often exceed riverine inputs.
More subtle effects of atmospheric deposition on marine biogeochemical processes may also occur. For example, the N:P deposition ratio differs substantially from the Redfield ratio, often greatly exceeding it, mainly because the atmospheric cycle of phosphorus has been much less perturbed than that of nitrogen ( Jickells 2006) . Furthermore, atmospheric deposition of nitrogen and sulfur may contribute substantially to the acidification of coastal waters (Doney et al. 2007 ).
Sediment-Water Boundary
Adequate representation of fluxes across the sediment-water interface is crucial for shelf applications, where a significant fraction of organic matter remineralization and oxygen consumption occurs in the sediment. Remineralization pathways are qualitatively different in the sediment compared with the water column. For example, anaerobic processes of denitrification, sulfate reduction, and anammox (ANaerobic AMMonium OXidation, i.e., the bacterial conversion of nitrate and ammonium into N 2 gas; see Kuypers et al. 2005 ) occur in anoxic waters and sediment layers and have different stoichiometries relative to aerobic remineralization in oxic waters and sediment. Also, the sediment can act as a permanent repository of carbon through burial of organic matter and CaCO 3 , and a loss of nitrogen through denitrification and anammox. Both processes represent potential major sinks for fixed nitrogen and thus limit oceanic primary productivity in waters with strong oxygen minima and strongly reducing sediments. However, the extent and importance of anammox relative to denitrification remains uncertain (Ward et al. 2009 ).
Organic matter mineralization and nutrient cycling in sediments are controlled primarily by microbial processes, but benthic macrofauna can greatly affect the rates of these processes by altering the physical, chemical, and biological properties of the sediment (e.g., Rhoads 1974 , Aller 1988 . Bioturbation can mix particles by the building of tubes and burrows, and bioirrigation can increase flow through the sediment, both of which affect redox conditions and exchange of material across the sediment-water boundary (Aller 1994 , Kristensen 2000 . Macrobenthos may also play a significant role in filtering particles from the overlying water column, although the extent of this is controversial (Pomeroy et al. 2006) . Much of the research on sediment biogeochemistry has been carried out in muddy, cohesive sediments, but the continental shelf includes large areas of sandy, noncohesive sediments with different exchange processes and rates (Huettel et al. 1996 (Huettel et al. , 1998 . It is now clear that pore-water advection is an important influence on biogeochemical processes in permeable sediments (Reimers et al. 2004) .
Sedimentation rates, which can be high in shelf regions, can greatly impact organic carbon remineralization rates as high sedimentation rates reduce the length of time that organic matter is exposed to oxygen and bioturbation, thus increasing the efficiency of organic carbon preservation (Henrichs & Reeburgh 1987 , Hartnett et al. 1998 , Kristensen 2000 . High sedimentation rates also often result from high inputs of terrestrial material with refractory organic matter that is preferentially buried.
Internal Carbon Cycling
Many biogeochemical transformations that affect the carbon cycle occur within the shelf water column, particularly with regard to production and transformation among pools of DOC, DIC, POC, and particulate inorganic carbon (PIC). Metabolism of organic matter is particularly high in the coastal ocean due to the large inputs of both land-derived organic matter and primary production, which promote microbial and higher trophic level remineralization of organic carbon to DIC (Smith & Hollibaugh 1993 , Gattuso et al. 1998 . High levels of suspended sediments from riverine contributions and resuspension of bottom sediments enhance sorption/desorption processes between organic matter and mineral matrices (Keil et al. 1997 , Komada & Reimers 2001 , Komada et al. 2002 . Nutrient uptake and recycling is enhanced in coastal waters due to the shallow water column and storm events that redistribute recycled nutrients at depth to the euphotic zone (Dagg et al. 2004) . Zooplankton grazing can accelerate the vertical flux of POC to the sediment (Honjo et al. 2008 ) and recycling of carbon and nutrients within the water column (Calbet & Landry 2004 , Dagg et al. 2004 ). However, vertical flux of POC is difficult to measure in the energetic waters of the coastal zone and has not been well characterized in these regions.
Net ecosystem production (NEP) of DOC contributes approximately 20% of total primary production (e.g., Hansell & Carlson 1998 ,Álvarez-Salgado et al. 2001 ) and 20-50% of the DOC in the coastal ocean. Primary production and NEP of DOC are not widely measured in continental margins, which contributes to underestimation of total primary production and NEP in the coastal ocean. The DOM concentrations on continental shelves are elevated and contain a higher labile fraction than DOM in deep-slope waters, where carbon is more refractory and is enriched relative to Redfield ratios of nitrogen and phosphorus (Hopkinson et al. 2002) . Although the half-lives of the labile DOM pool are on the order of shelf-water residence time, a substantial pool of DOM that is depleted in nitrogen and phosphorus relative to carbon remains in the shelf water and could be exported by advective and eddy diffusive processes (Hopkinson et al. 2002) . Almost half of the global biological-pump transfer of organic carbon to the deep ocean occurs on continental margins ( Jahnke 2010) . Over 40% of the marine PIC production in the form of calcium carbonate occurs in the coastal ocean, including coral reefs and carbonate shelves (Milliman 1993 , Gattuso et al. 1998 . Ocean acidification will likely reduce PIC production and accelerate the dissolution of carbonate substrates within coastal waters.
THE NORTHEASTERN NORTH AMERICAN MODEL
The NENA model was developed to investigate the transport and cycling of carbon and nitrogen to and within the U.S. east coast coastal ocean margin and the impact of climate variability, climate change, and land-cover/land-use change on these fluxes (Hofmann et al. 2008) . NENA is www.annualreviews.org • Modeling Continental Shelf Carbonbased on the Regional Ocean Modeling System (ROMS) and its biogeochemical module. ROMS is widely used for shelf circulation and coupled physical-biological applications (e.g., Dinniman et al. 2003; Lutjeharms et al. 2003; Marchesiello et al. 2003; Peliz et al. 2003; Fennel et al. 2006 Fennel et al. , 2008 Wilkin 2006) . The ROMS computational kernel (Shchepetkin & McWilliams 1998 produces accurate evolution of tracer fields, which is a particularly attractive feature for biogeochemical modeling because it facilitates accurate interaction among tracers and accounting of total nutrient and carbon budgets.
The NENA model domain (Figure 2) encompasses the entire U.S east coast continental shelf, which presents a number of challenges in terms of model complexity, boundaries, and resolution. There are 31 rivers represented along the land-ocean boundary, complex open boundaries that include subtropical and subpolar regions of the Atlantic Ocean and a significant shelf area where sediment-water interactions play an important role (e.g., Fennel et al. 2006) . The configuration of the NENA model for this region uses a 10-km horizontal resolution and 30 terrain-following vertical levels stretched to give high resolution in surface and bottom boundary layers. This is sufficient to capture the dominant dynamics governing shelf-wide circulation. Open boundary temperature, salinity, and subtidal frequency velocity are taken from 5-day averages of the HYbrid Coordinate Ocean Model (HYCOM) data assimilation product developed as part of the Global Ocean Data Assimilation Experiment North Atlantic Basin "best-estimate" analysis for 2003 to the present (Chassignet et al. 2007 ). Tides are introduced at the boundary using harmonic data from the Oregon State University Topex/Jason altimeter data inversion (Egbert & Erofeeva 2002) and a surface gravity wave radiation scheme (Flather 1976) . Air-sea heat and momentum fluxes are computed using bulk formulae (Fairall et al. 2003) applied to model sea surface conditions. Air temperature, pressure, humidity, radiation, precipitation, and winds are from 3-hour averages of National Center for Environmental Prediction North American Regional Re-analysis available from 1979 to the present. Vertical turbulent mixing closure uses the parameterization of Mellor & Yamada (1982) and Warner et al. (2005) . A summary of the choices made in configuring the NENA model is given in Table 3 . The following sections provide more details on the biogeochemical configuration choices and discussions and examples of the relative merits and limitations of some of these choices.
Land-Ocean Boundary
Coastal oceans and marginal seas receive inputs of freshwater, suspended mineral particles (terrigenous sediment), organic matter, and inorganic solutes (nutrients, dissolved carbon) from rivers and groundwater discharge. In numerical models, these inputs can be represented as point or line sources, but obtaining accurate time-series estimates of these inputs in order to force simulation models is difficult. Deriving accurate freshwater discharges at river mouths from measurements at upstream gauges is challenging because adjustments specific to each watershed are required to account for ungauged flow. In the NENA model, a climatology based on United States Geological Survey gauging data (see Table 3 for details) is used to specify freshwater inputs.
In addition to freshwater discharges, the concentrations of dissolved and particulate constituents in these waters have to be specified, e.g., nitrate, ammonium, DOC, POC, particulate organic nitrogen (PON), and others. Some variables, such as nutrients, are measured regularly at gauging stations, and sufficient measurements exist to construct a climatology. Other variables, however, are rarely or never measured, and thus it is simply assumed, as in the NENA model, that river concentrations are time-invariant. This precludes inclusion of temporal variations in concentration, such as those that occur after heavy rain events. The effects of such events likely depend on the type of watershed, e.g., urban versus agricultural areas. Groundwater discharge (Conkright et al. 2002) ; TIC based on Lee et al. (2000) ; alkalinity based on Millero et al. (1998) Nudging of biogeochemistry using temperature-salinity relationships at the boundaries Air-sea Air-sea heat and momentum fluxes Bulk formulas (Fairall et al. 2003) applied to model sea surface conditions. Air temperature, pressure, humidity, radiation, precipitation, and winds are from 3-h NCEP North American Regional Re-analysis (NARR) fields (Mesinger et al. 2006 is also poorly quantified and typically not accounted for in models but may represent significant sources of freshwater, nutrients, and other constituents (Slomp & Capellen 2004 , Moore 2010 ). An alternative to observation-based specification of river inputs of nutrients and particulates is to use output from hydrological watershed models (e.g., Dumont et al. 2005 , Donner et al. 2002 . These models generally provide integrated annual or seasonal values by watershed and do not represent temporal variability on shorter time scales. Recently, progress has been made in the hydrological modeling community in this respect. Higher temporal and spatial resolution is now suitable for coupling with coastal ocean models (Tian et al. 2009 , Liu et al. 2008 , and the NENA model is now being expanded to couple with these models.
Additional uncertainties arise from biogeochemical transformations that occur in wetlands, marshes, and estuaries, which alter nutrient loadings between the point of freshwater river www.annualreviews.org • Modeling Continental Shelf Carbondischarge and the coastal ocean. Although estuaries may be included in the model domain, e.g., Chesapeake Bay in the NENA model, estuarine transformation processes may not be fully accounted for if the model resolution is insufficient to represent vertical mixing or estuarine circulation dynamics that affect residence time. Furthermore, benthic processes that are of lesser importance in the open coastal seas, yet might be significant in enclosed estuarine waters, are commonly omitted from biogeochemical models tailored to the shelf sea ecosystem.
Some river constituents (state variables) and biogeochemical processes may not be considered in the shelf models at all, yet may have important roles. For example, high loads of terrigenous sediment in river plumes can increase light attenuation, thus trapping heat at the surface and limiting photosynthetic production of organic matter. Within the NENA domain, it has been shown (Cahill et al. 2008 ) that realistic modeling estimates of the amount and fate of POC, which results from high Hudson River discharge events onto the Middle Atlantic Bight (MAB) shelf, require variable light-attenuation as well as feedbacks from biological production to the heat fluxes in the upper water column.
Air-Sea Boundaries
Standard parameterizations for air-sea gas exchange of CO 2 and oxygen (e.g., Wanninkhof 1992 , Nightingale et al. 2000 are typically used in models to specify this flux, but uncertainties about their general applicability remain, and some processes are not well represented, e.g., supersaturation of oxygen by bubbles (D'Asaro & McNeil 2007 ). The NENA model uses the standard parameterization given in Wanninkhof (1992) (Table 3) . Although nitrogen deposition may be an important process in the region (see discussion above), rates are not yet well enough known to include in the NENA model.
Sediment-Water Boundary
Sediment denitrification (i.e., the removal of fixed nitrogen parameterized as described above) has important consequences for the internal transformations of shelf systems, e.g., primary production, and leads to a counterintuitive interaction between nitrogen and carbon cycling processes on the shelf. Denitrification lowers the availability of fixed nitrogen, which in turn reduces the photosynthetic fixation of inorganic carbon into organic matter, which should decrease the oceanic uptake of CO 2 . However, sediment denitrification produces alkalinity, which will promote uptake of atmospheric CO 2 . The generation of alkalinity is typically associated with the dissolution of calcium carbonate, which mostly occurs below the lysocline in the deep ocean; however, several anaerobic remineralization processes that occur in sediments on continental shelves generate alkalinity as well (Chen 2002) .
The highest level of benthic-pelagic interaction in a biogeochemical model is a two-way, coupled water column-sediment model (Soetaert et al. 2000) , but few biogeochemical models include this two-way coupling. Models for shelf seas typically parameterize benthic-pelagic coupling in simple ways. In the NENA model, on the basis of observations by Seitzinger & Giblin (1996) , denitrification is assumed to be proportional to the sediment oxygen demand required to oxidize the modeled flux of particulate matter to the seabed. An alternative is to derive parameterizations by means of meta-analyses of diagenetic models as described in Middelburg et al. (1996) and Soetaert et al. (2000) . Comparison of the meta-model parameterization in Middelburg et al. (1996) against a large coastal data set of nitrogen fluxes across the sediment-water interface showed large discrepancies, indicating that the meta-analyses of diagenetic models should be validated regionally with available observations ).
Internal Transformations
The present configuration of the NENA model contains one phytoplankton component and so does not allow simulation of seasonally dependent effects in phytoplankton production arising from changing community composition. Also, simulation of the timing and magnitude of blooms is limited by inclusion of a single phytoplankton component. For these reasons, the NENA model is being reconfigured to include more than one phytoplankton component (Figure 3) .
Similarly, the ability to explicitly simulate changes in the semilabile DOM pool is critical to understanding the internal cycling of carbon and nutrients on the shelf. This capability is now included in the NENA model (Druon et al. 2010) (Figure 3) .
In the NENA model, alkalinity is initialized as a function of salinity because its distribution follows that of salinity to first order (Millero et al. 1998 ). However, in coastal regions, humic materials (Cai et al. 1998) , dissolved organic matter (Hernandez-Ayon et al. 2007) , and microorganisms (Kim et al. 2006) can become significant contributors to measured alkalinity. Where humic substances and organic bases produced by phytoplankton are important but not recognized, calculation of pCO 2 and the resulting CO 2 flux estimates will be in error. The current configuration used for the NENA model is based on point-source, monthly climatological estimates for river outflow, which does not include these effects and, as a result, potentially introduces a bias in CO 2 flux estimates. Efforts are under way to incorporate high temporal and spatial resolution output as it becomes available from hydrological watershed models suited to coupling with coastal ocean models.
Seasonal relationships between total inorganic carbon (TIC) and sea surface temperature (SST) were developed for regions around the world (Lee et al. 2000) using measurements made during the late 1980s and early 1990s as part of the Joint Global Ocean Flux Study. However, these data sets are now 20 years old and do not reflect recent changes in riverine freshwater inputs, changes resulting from ice melt at high latitudes, and changes in ocean acidification. Data sets and approaches for the development of new parameterizations that include these effects are needed to undertake simulations of the effects of climate variability on carbon cycling in continental shelf waters.
Initial Fields and Boundary Conditions
Continental shelf models are regional in scope and therefore include open boundaries, which demands that oceanic conditions beyond the model domain be prescribed from data and/or results from a larger-scale model. Where large-scale biogeochemical models are available, this can be done for biological variables as well, or it may be necessary or preferable to prescribe open-boundary biological variables based on climatological data. Our experience with NENA simulations shows that nutrients, oxygen, TIC, and alkalinity are the critical variables in determining simulation results and hence require the most care in specification of initial and boundary values. Phytoplankton and zooplankton biomass and detritus are less critical because the adjustment scales for these variables in the NENA model (and others) are relatively short (∼5-10 days).
Boundary estimates for nitrate, TIC, alkalinity, and oxygen are important to the accuracy and robustness of the simulation results, and these vary both regionally and, in the upper mixed layer, seasonally. Some of this variability is captured by using the property-property relationships that exist between nitrate, TIC, and alkalinity and physical variables such as temperature and salinity. However, these relationships are region-specific (Lee et al. 2000 , Millero et al. 1998 , Koeve 2001 and do not necessarily apply over the entirety of the model domain. The nitrate-temperature relationships used in the NENA model were derived from World Ocean Atlas data (Conkright et al. 2002) and account for regional differences in the subpolar and subtropical regions but do not necessarily describe nutrient distributions adequately on the continental shelf. Attempts to resolve along-and across-shelf gradients are under way, and some improvement in biological state estimates has been realized by accounting for these gradients.
At the open boundaries of the NENA domain (Figure 2) , the biogeochemical variables are constrained by nudging within a buffer zone. Nudging refers to the relaxation of model estimates to predetermined values. For the NENA model simulations, conditions along the open boundaries were specified using temperature and salinity values obtained from the HYCOM (Chassignet et al. 2007) , with nitrate, TIC, alkalinity, and oxygen fields derived from the property-property relationships described above ( Table 3 ). All other biogeochemical variables are nudged to small constant values.
Effect of Initial and Forcing Fields
Significant advances have been made in the last 10 years on the availability of reliable estimates of physical variables from basin-scale forecast models. Using higher spatial and temporal resolution products to initialize and force the model can considerably improve ocean state estimates. For example, comparisons of satellite-derived SST distributions from 2004 (Figure 5a ) with simulated SST from two NENA simulations, which were initialized and forced differently (Figure 5b , f reflects lower-resolution forcing and earlier versions of initial condition fields; Figure 5d ,g reflects higher-resolution forcing and conditions shown in Table 3 ), show improvement, as measured by statistical comparisons, that can be attributed to better resolution in the initial and forcing fields. The improved resolution of the forcing fields (Figure 5d ) resulted in many cases in substantially better comparisons with satellite-derived SST than those obtained for the lower-resolution simulation (Figure 5b) . The scatter in the SST frequency distribution was reduced, and differences in simulated and observed SST were confined mostly to the region influenced by variability in the Gulf Stream location.
These changes in initial and forcing fields also had a small but significant effect on the ability of the model to reproduce the annual SST cycle. Target diagrams ( Joliff et al. 2009 ) provide a quantitative means for assessing the effect of changes in initial and forcing fields on the SST simulation. These diagrams were constructed for each of the seven subregions (Figure 2) to assess spatial dependency of the model SST skill. Within the Northeast Slope region, there was very little change between the two simulations; however, in the SAB, SST was underestimated using the original forcing fields (Figure 6a) and overestimated using the updated fields (Figure 6b) . Similarly, for the Scotian shelf, seasonal variability was underestimated in the original simulation but overestimated in the updated simulation. The general pattern emerging from the target diagrams is that the new forcing fields resulted in a slightly more positive bias in the simulated SST for the primary continental shelf region (MAB, SAB, and Gulf of Maine), which is of similar sign in each of these subregions.
These changes in forcing fields had a relatively small effect on surface chlorophyll concentrations. Simulated surface-chlorophyll concentrations were instead more sensitive to the choice of initial nitrate conditions used in the simulation. The original nitrate initial conditions used did not include sufficiently large cross-shelf concentration gradients. When these initial conditions were made more realistic, the improvement in model-data fit in terms of surface chlorophyll was significant throughout the entire simulation and throughout the entire model domain (Figure 7) . This illustrates the importance of generating appropriate initial nutrient fields in coastal carbon cycling models. Target diagrams for time-series of monthly averaged modeled SST compared with satellite-derived SST for the simulation using (a) low-resolution forcing fields and that using (b) higher-resolution forcing fields. The diagrams illustrate the normalized bias (nBias; y axis), centered-pattern root mean squared difference (nRMSD CP ; x axis) and total RMSD (distance from the origin to each symbol). These statistics are normalized by the standard deviation of the observations and are shown for seven subregions of the model domain (defined in Figure 2 ): GOM, Gulf of Maine; GS, Gulf Stream; MAB, Middle Atlantic Bight; NES, Northeast Slope; SAB, South Atlantic Bight; SAR, Sargasso Sea; SS, Scotian Shelf.
DATA RELIABILITY FOR MODEL EVALUATION
Monthly, seasonal, and annually averaged vertical distributions of quantities, such as nutrients and chlorophyll, can be constructed from data archives, such as the World Ocean Atlas Data, but these are limited in spatial extent and represent climatological distributions, which provide guidance only on general structures and magnitudes. Chlorophyll distributions derived from satellite ocean-color measurements are routinely used to evaluate the accuracy and skill of simulated chlorophyll fields. In most of these comparisons, the satellite-derived distributions are assumed to represent the truth, and statistical measures of the correspondences between the two fields are calculated to provide a quantitative measure of performance. Evaluation of the NENA model output has relied extensively on ocean color measurements (e.g., Figure 7a ) and on quantities derived from these, such as primary production and POC. The satellite-derived data sets provide the best comparisons for the model-derived distributions because these data are on space and time scales that are compatible with those of the NENA model.
The Sea-viewing Wide Field-of-view Sensor (SeaWiFS) global algorithm used to construct chlorophyll distributions assumes the same characteristics for coastal, regional, open ocean, and basin scale environments. However, algorithms vary at regional scales and differ for coastal and open ocean environments (e.g., O'Reilly et al. 1998 , Kahru & Mitchell 2001 , Stramska et al. 2003 , Gregg & Casey 2004 , Darecki & Stramski 2004 , Stramska & Stramski 2005 . For example, the chlorophyll concentrations estimated for MAB coastal waters using the SeaWiFS algorithm are nearly a factor of two higher than those derived using an algorithm developed for this region (Pan et al. 2010) (Figure 8) . Thus, model-data comparisons for the MAB shelf region that are based on SeaWiFS chlorophyll derived from the global algorithm may already have a bias that results from the way the data are analyzed.
In model-data evaluation exercises, it cannot be assumed a priori that the data represent the true state of the system. For data such as ocean color, construction of climatologies will allow comparison of patterns, and the trends and relative changes obtained from these are likely correct. However, comparisons of absolute amplitudes and concentrations are not necessarily good metrics for evaluation of model accuracy and skill, because these depend on the level of uncertainty of satellite global ocean algorithms as applied to specific regions of interest. Where uncertainty levels exceed an acceptable threshold, other alternatives should be considered. For example, ocean color measurements that can be used for evaluation of continental-shelf carbon models may be possible with development of regional algorithms that are then blended between regions and the open ocean.
NENA MODEL RESULTS
The NENA model described in the previous sections has been used to address questions about biogeochemical processes on continental shelves and how these influence carbon budgets. A first application of the model focused on understanding sediment denitrification as a nutrient sink on the MAB continental shelf (Fennel et al. 2006 ). This modeling study was motivated by observations (Nixon et al. 1976 , Aller 1980 that showed that only a fraction of the nitrogen associated with organic matter reaching the bottom in shelf environments was returned to the water column, whereas a significant fraction is denitrified in the sediments and thus lost from the system as nitrogen gas. Benthic mineralization processes are represented in the NENA model through a bottom boundary condition that balances the flux of organic matter sinking to the seafloor with an influx of inorganic nutrients at the sediment-water interface (Figure 3) . The mean annual denitrification flux for the MAB calculated from the NENA simulations was 1.1 mmol N m −2 d −1 , which compared well with the fluxes estimated from observations (1.4 mmol N m −2 d −1 ) for the eastern U.S. continental shelf region between Nova Scotia and Cape Hatteras (Seitzinger & Giblin 1996) and with direct measurements of sediment denitrification (1.7 ± 0.6 mmol N m
at a site on the inner MAB shelf (Laursen & Seitzinger 2002) . A strength of the NENA model is that it allows development of synthesis products such as budgets; this approach was used to show the importance of sediment denitrification on the MAB (see Figure 8 in Fennel et al. 2006) . Sediment denitrification was found to remove 90% of all of the nitrogen entering the MAB and is therefore an important process in determining the availability of fixed nitrogen and the primary production on the shelf. Extension of the MAB nitrogen flux estimated to the North Atlantic basin suggested that shelf denitrification could result in an annual removal of 2.3 × 10 12 mol N, which is an order of magnitude greater than removal estimates by nitrogen fixation. A nitrogen sink on the continental shelf has direct implications for carbon cycling because the two are linked (Figures 2, 4) . It was hypothesized that a denitrification flux should result in outgassing of CO 2 .
In a follow-up study, Fennel et al. (2008) illustrated the importance of linkages and feedbacks in nitrogen and carbon cycling dynamics using model-based studies of the effects of changes in nutrient availability and alkalinity due to sediment denitrification on the air-sea flux of CO 2 in the MAB. This study combined the biological model used by Fennel et al. (2006) with a model that provided explicit representation of the inorganic carbon chemistry dynamics and air-sea gas exchange of CO 2 , which allowed testing of their 2006 hypothesis that nutrient removal by sediment denitrification will reduce the air-sea flux of CO 2 . The model was also used to do sensitivity studies designed to identify the controlling process for linking sediment denitrification and air-sea CO 2 exchange. The simulations showed that decreased availability of fixed nitrogen due to denitrification reduces primary production and incorporation of inorganic carbon into organic matter. This produces an increase in seawater pCO 2 and increases alkalinity, which in turn provides an opposing decrease in seawater pCO 2 . The air-sea CO 2 flux estimated for the MAB from the NENA simulations is at the low end of those made for other continental shelf regions from modeling studies ( Table 2) .
Once CO 2 is taken up from the atmosphere by the coastal oceans, its ultimate fate is determined by the magnitude of the processes that constitute the biological continental shelf carbon pump. Modeling studies have been used to estimate the amount of this carbon that is buried and/or exported from the continental shelf (Tables 1 and 2 ). The NENA model was used to estimate the portion of atmospheric CO 2 taken up through biological processes on the MAB continental shelf and the portion that is exported from the shelf to the open ocean-quantities that are very difficult to obtain from direct measurements. The NENA simulations suggest that the annual areanormalized uptake of atmospheric CO 2 over the MAB ( Table 2) was not consistently larger than that in the adjacent deep ocean ). The horizontal export of carbon from the shelf was not sufficient to produce a significant continental shelf carbon pump for the North American eastern margin. Simulated CO 2 uptake was maximal on the shelf during winter and spring, but simulated outgassing was maximal in summer and fall, which resulted in net annual fluxes that were similar to the adjacent open ocean region ). However, analysis of the simulations showed that the processes that produce the carbon export differ for the shelf and open ocean.
Inclusion of DOM dynamics in the NENA model (Druon et al. 2010 ) allowed further refinement of the carbon export processes from the MAB ( Table 2) . These simulations showed the importance of the large organic carbon pool represented by DOM in regulating MAB primary production. DOM also partially decouples the carbon and nitrogen cycles through its effects on carbon excess uptake, POM solubilization, and DOM mineralization. The inclusion of DOM increased the simulated primary production of the MAB by 60-180 g C m −2 y −1 through increased ammonium release from DON mineralization in the upper water column and by excess production of carbohydrates. Thus, addition of explicit DOM allowed a more complete description of carbon and nitrogen cycling on the MAB. However, as discussed previously, fluxes estimated from the NENA model simulations (or any model) are dependent on choices made for initial conditions, parameterization of processes, and model dynamics (Figures 5-8) . As an illustration of the effects of these choices, primary carbon fluxes were calculated from the NENA model used in Fennel et al. (2008) and a version that used higher-resolution forcing fields, revised initial nutrient conditions, and a different parameterization for light (NENAv4) (Figures 5, 7) but kept the circulation model resolution and the fundamental biogeochemical model unchanged. Any differences therefore stem from justifiable choices in the respective configurations and represent one realization of the uncertainty in the modeled flux estimates. Comparison of the differences in the estimated fluxes ( Table 4) shows changes that are generally less than 20%, except in the SAB where differences were much larger.
Model-derived carbon flux estimates, such as those provided in Table 4 , and results from focused model-based research applications ( Table 2 ) allow quantification of processes that control carbon cycling on continental shelves. Models are likely to be the only viable approach for inferring the many fluxes that control carbon cycling on continental shelves (Figure 4) in a consistent manner. However, the fluxes derived from models have an associated uncertainty that is based in choices made in model development and implementation.
CHALLENGES AND THE FUTURE
The scale of application of a model places important limitations that have implications for the model results. Models for continental shelf systems are perhaps the most difficult to develop because global, estuarine, and regional scales come together at the scale of continental shelf systems. The previous sections clearly show that model solutions are dependent on choices made for implementation approaches and parameterizations that arise because of the scales that are addressed by the model. Boundary conditions, initial conditions, and forcing fields provide information at scales larger than those resolved by the model, and how these are prescribed has significant effects on the skill of the model simulations. For the NENA model, the high-resolution forcing fields used for air temperature and downwelling radiation improved simulation of SST, and changing the initial condition formulation for nitrate improved the simulation of surface chlorophyll. However, improvement in one model component may remove problems that mask incorrect dynamics in other components that were not apparent in the solutions. Incremental changes in model structure and reevaluation of model skill is an ongoing, iterative process that is critical to the development of carbon cycle models. Hindcasts with accompanying rigorous analysis of model solutions provide a powerful approach for model improvement.
The NENA model is one of several developed for continental shelf systems ( Table 2 ). The models vary in their dynamics, but all provide estimates of primary production, which allows acrosssystem comparisons. Analysis of differences in these estimates provides a basis for understanding what drives carbon cycling in a wide range of systems. The earlier versions of the NENA model included less complex biological dynamics than other models, but they allowed for coupling at all the land, ocean, and atmosphere boundaries as well as explicit representation of carbon and nutrient cycling.
For the NENA model and other coastal carbon models, benthic-pelagic coupling is important for internal carbon and nutrient transformations. The current configuration of NENA parameterizes benthic-pelagic coupling in terms of a bottom boundary flux (Figure 3) . However, the apparent importance of sediment denitrification processes in continental shelf systems ), for example, underscores the need for explicit representation of these processes in continental-shelf carbon models.
Improvement in simulation of phytoplankton distribution and production will require inclusion of more than one phytoplankton functional group. The single component used in Fennel et al. (2006 Fennel et al. ( , 2008 and Druon et al. (2010) is adequate for simulation of general patterns and trends. However, matching simulated and observed distributions and projecting future changes requires more flexibility in the trophic level that is controlling primary production. Expansion of the primary production component of the NENA model may also require better representations of coastal optics and aggregation and sedimentation effects. These processes are now in the NENA model but are parameterized using general formulations based on measurements from a range of environments. The regional specificity of these processes is unknown and thus represents an area where research can inform and improve continental-shelf carbon models.
Specification of boundary conditions for regional continental shelf models requires details for the land-ocean, ocean-atmosphere, and sediment-water boundaries. The NENA model uses a range of approaches, models, and data sets to specify inputs at these boundaries. The choices used for specifying the boundaries are determined by what is available rather than by what is needed. Throughout development of the NENA model, much effort has gone into representing processes on boundaries because these have proved to have important effects on the model-derived distributions. A lesson learned from the NENA model is that linking of different models (e.g., HYCOM) is not straightforward, because biases and trends in the solutions of one model are transferred to the other model. The resultant mismatch in model dynamics can overwhelm the simulations of the regional model. The ability to link different models is nevertheless critical, especially as emphasis is placed on long-term projection of future states.
The solutions obtained with the current configuration of the NENA model represent only a single realization of possible outcomes. Ensembles of solutions provide more robust estimates of carbon cycling on continental shelf systems because ensembles allow for the inclusion of uncertainty in model processes, and also in initial and boundary conditions. However, using an ensemble approach requires information to specify ranges for processes, which in turn requires more extensive data sets that describe processes of carbon and nitrogen cycling. This approach also places a greater demand on computing resources.
Quantitative evaluation of simulations is a critical and required component of any model application (e.g., Hofmann et al. 2008) . However, the quality and uncertainty of the data sets used for this evaluation need to be assessed. The comparison between chlorophyll fields obtained with the SeaWiFS global and regional algorithms underscores the problems with comparisons against a data set that is considered the standard for model evaluations. Similar issues arise when comparing model solutions obtained using forcing conditions for a particular time and/or location against data climatologies. Much still needs to be done to determine the best approaches for modeldata comparisons that will reveal fundamental issues with models that are not the result of data structure.
Equally important are analyses of model structure, model complexity, and model uncertainty. Such analyses are needed to determine both the benefits accrued by including additional components versus using a more accurate representation of rates and processes and the implications of these for reducing model uncertainty. Variational data assimilation techniques provide an approach for evaluating these issues (Friedrichs et al. 2006 (Friedrichs et al. , 2007 . Improved projections of carbon cycling on continental shelf systems may be best obtained via data assimilation techniques combined with mechanistic approaches. However, there are trade-offs in this approach that come from the amount and type of data that are needed and the computational resources needed for parameter estimation.
Removal of biomass via fisheries, changes in freshwater inputs and wind patterns due to climate change, and increasing coastal hypoxia are just a few examples of effects that will potentially alter carbon and nitrogen cycling on continental shelves. As these natural and human-induced changes continue, more emphasis will be placed on models to project the consequences of these actions for continental shelf systems. Models, such as the NENA model, can be used to address these issues. These models will continue to undergo development, and it is important to ensure that the products from these models, e.g., simulations of acidification and primary production trends, are available in a form that can be used by policy and management communities.
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