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ABSTRACT  
 
Brain-Computer interface (BCI) is a promising field of research that can change life as 
we know it, staring from the healthcare, home devices and armed force to video gaming. 
BCI provides a new communication channel between human and computers using brain 
signals to perform certain control actions. BCI systems can help physically impaired 
patients to increase their degree of independency, and give hope to ‘Locked-In 
Syndrome’ (LIS) Patients and Amyotrophic Lateral Sclerosis ALS to communicate 
again. The aim of this thesis is to develop a Generic BCI system that uses Blink and 
Wink as control signals. This system avoids problems like long training periods, the risks 
of flashing lights and using many electrodes and sophistication of hybrid systems. Blinks 
and Winks are signals generated by the eye lid muscles and it is considered as an artifact 
in the brain signals. In this study we propose the use of this artifact signals to recognize 
human intention. The reason behind choosing blink and wink signals is because its 
features can be distinguishable from the normal brain activities which allow the system 
to easily detect it. The Blink and Wink based BCI system uses oddball paradigm 
technique to facilitate the use for more interactive commands. The system is tested with 
P300 speller and smart home control panel. For P300 Speller test the system achieved 
87.5% accuracy and for the smart home control panel test the system achieved 92.5% 
accuracy. The test shows that the developed system is generic and efficient as no offline 
training for calibration was done by any of the subjects while the system achieved better 
accuracy compared to other BCI systems. 
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Chapter 1 Introduction to Brain-Computer Interface 
 
 
1.1 Introduction  
 
According to the first “World Report on Disability” by the World Health Organization and 
World Bank “more than one billion people in the world live with some form of disability, of 
whom nearly 200 million experience considerable difficulties in functioning” [1]. This report 
highlights the idea that More than one billion people in the world live with some form of 
disability.  This problem is getting even worse and the number of patients around the world 
increases due to the increase in chronic health conditions such as physical impairment, 
cardiovascular diseases, cancer, mental health disorders and diabetes as well as the high risk 
of disability in ageing population [1, 2]. 
People who are physically impaired suffer from lack of independency and inability to control 
or sometimes even to communicate with the environment around them. An example of such 
condition is the rapidly progressive Amyotrophic Lateral Sclerosis (ALS) that affects nerve 
cells in the brain and the spinal cord. Therefore, patients need to have methods and 
techniques for communication and control that do not depend on motor ability [3- 5].  
 
A new trend towards ‘Human Machine Interface’ (HMI) has been introduced as a solution for 
many people who lost their limbs or cannot control some of their muscles. HMI is the case 
when interaction between humans and machines occurs to effectively operate and control a 
machine, for example prosthetic limbs. Other terms used to identify this interaction is Human 
Computer interface (HCI) or Man Machine interface (MMI).  
For patients who are completely paralyzed HMI may not be the answer. Another revolution 
in HMI has evolved by having direct interface between human brain and computers and so a 
new term was introduced for special type of HMI is ‘Brain-Computer Interface’ BCI [2, 5, 6]. 
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1.2 Background 
 
1.2.1 What is Brain-Computer Interface (BCI)? 
BCI is a new approach to control machine based on brain signals which is detected using 
electroencephalography (EEG). This technology is risk free technology as it depends on 
using noninvasive dry electrodes, which only detects the brain signals from the surface of the 
scalp [2, 7, 8]. BCI is the most intuitive interface between the user and a computer, 
performing as a direct extension of the human nervous system. BCI analyzes human brain 
signals and translates them into commands that can control a computer to perform any 
suitable task. 
 
1.2.2 History of BCI 
BCI was firstly introduced by the United States Department of Defense in the mid 1960's 
[65]; this program intended to help pilots interact with their aircraft to reduce the mental 
workload of the pilot by providing a direct channel of communication between the pilot and 
the plane's computer. The technology at that time was not advanced enough to be used for 
such task so the program didn’t achieve its target and was cancelled. However, other research 
groups started research programs depending on this project [10]. Since the 90’s, BCI research 
has evolved rapidly and started to attract researchers from different disciplines, with more 
laboratories worldwide getting involved in this field. International competitions took place to 
design the most efficient BCI system and introduce several prototypes and applications like 
communication, virtual reality, gamming and medical field [9]. 
 
1.3 Motivation 
 
BCI is a very promising field of research as it can change life as we know it, starting from the 
healthcare, home devices and armed force to video gaming. The idea of controlling using 
brain signal has been fantasized long ago starting from science fiction of aliens driving their 
spaceships by thoughts to witches who have superpowers and can move things around and 
even open and close doors and windows just by thoughts.  
EEG device are developed to be wireless providing a level of mobility, user friendly 
interfaces, cheap and provides acceptable sensitivity. Beside this, electrode sensor 
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technologies that provide a better connectivity and user friendly are introduced into market. 
Also many software developers are working on providing a user friendly programs that can 
help researchers in BCI field, most of these software are open source software for the sake to 
support the progress in such important research field. Among the popular software are 
OpenVIBE and BCI2000. 
BCI is offering many contributions to the society; one of the greatest contributions is helping 
physically impaired patients to increase their degree of independency, and give hope to 
‘Locked-In Syndrome’ (LIS) Patients and Amyotrophic Lateral Sclerosis (ALS) to 
communicate again. 
 
1.4 The Human Brain 
 
Before understanding BCI structure it is necessary to understand how human brain works. 
The brain is the most important organ in the nervous system which consists of billions of 
neurons. Human brain is a complex organ that allows us to think, move around, feel, see, 
hear, taste and smell. It controls our entire body, receives information, analyzes it, and stores 
information as memories. 
Human brain contains 100 billion of neurons approximately [6]. Neurons communicate with 
one another through axons which carry trains of signal pulses called action potentials. 
Therefore, the nervous system has electrical nature, which can be detected from the surface of 
the scalp, reflecting functional activities emerging from the underlying brain [6].  
 
1.4.1 Neuron structure  
The structure of a neuron includes four main parts as shown in figure 1.1. These are: cell 
body, axon, dendrites and synapses. 
 
A Cell body (soma) 
The cell body of a neuron represents the main part of neuron. It has the nucleus which 
contains DNA, the endoplasmic reticulum and ribosome for building proteins and 
mitochondria for making energy [11]. 
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B Axon  
The axon is more like a wire or cable that transmits electrochemical message or so 
called nerve impulse or action potential to another neuron cell. Sensory and motor 
neurons that are found in the peripheral nerves have a thin layer of myelin that covers 
the Axon and acts like an insulated electrical wire and helps to speed transmission of 
a nerve impulse down a long axon [6][11]. 
 
C Dendrites  
The dendrites are branch like endings that act as input connections where all the 
information to the neuron arrives, an important property of the dendrites is their 
ability to break connections with some nerve cells and form new connections with 
others, this property is essential for the learning process [10]. 
 
D Synapses 
Neurons are separated by very small physical gaps called synapses. These gaps 
represent junctions that allow the transmission of impulses from one to another [10] 
[11]. 
 
 
Figure ‎1.1 Neuron structure [6] 
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1.4.2 The structure of human brain 
Human brain has three main parts: the brain stem, the cerebellum, and the cerebrum as shown 
in figure1.2. Brain stem is responsible for basic vital life functions such as breathing, 
heartbeat, and blood pressure. The Cerebellum structure is associated with posture, regulation 
and coordination of movements and balance. The Cerebrum is the largest part of the human 
brain, it consists of two hemispheres (left and right) and has a highly folded cortex, and it is 
responsible for higher brain functions such as thought and action. The Cerebral Cortex is the 
outermost sheet of neural tissue that covers the Cerebrum; it is divided into sections, called 
"lobes“[12] [13] [14]. 
 
 
Figure ‎1.2: Brain structure [10] 
 
The cerebral cortex consists of four lobes which are the Temporal lobe, Parietal lobe, Frontal 
lobe and Occipital lobe as shown in figure 1.3. 
 
Figure ‎1.3: Cerebral cortex lobes [12] 
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A The cerebral cortex lobes and their associated functions 
I Temporal lobe 
This lobe is associated with auditory, hearing, visual memories,    components of 
emotions like fear and components of language and parts of speech, components of 
behavior, emotions and sense of identity [15]. 
II Parietal lobe  
This lobe is associated with sense of touch (tactile sensation), response to internal 
stimuli, sensory combination and comprehension, components of language and 
reading functions, and part of visual functions [15]. 
III Frontal lobe  
This lobe is associated with reasoning, planning, parts of speech, behavior, abstract 
thought processes, problem solving, attention, creative thought, components of 
emotion, reflection, judgment, inhibition, coordination of movements, some eye 
movements, sense of smell, muscle movements, physical reaction.[15] 
IV Occipital lobe 
This lobe is associated with vision and reading, and it is where the eye reactions 
towards stimulations can be detected. 
 
In this research the main focus is on the Frontal and Occipital lobes of the brain as will be 
discussed later. 
 
1.5 Techniques for Measuring Brain Activity 
 
The brain activity consists of several types of signals such as magnetic and electrical signals. 
This activity can be detected by invasive and noninvasive techniques. The invasive methods 
require surgical operation for implanting electrodes in the brain, which is too risky and raises 
many surgical complications and side effects therefore, it is not feasible for practical 
applications. 
 
The noninvasive methods are risk free methods that don’t need any type of implantation, 
signals are detected using electrodes or bands on the surface of the scalp therefore, does not 
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involve any physical damage. These methods include functional Magnetic Resonance 
Imaging (fMRI), Magneto- encephalography (MEG) and Electroencephalography (EEG) 
which nowadays are mainly used for medical applications. 
 
1.5.1 Functional Magnetic Resonance Imaging (fMRI)  
The functional MRI (fMRI) is a functional neuroimaging technique used for visualizing 
neural activity using MRI that measures brain activity by detecting changes in blood flow. 
fMRI has been used extensively for investigating various brain functions, including vision, 
motor, language, and cognition [16]. 
 
1.5.2 Magnetoencephalography (MEG) 
Magnetoencephalography technique aims to record magnetic fields produced by the brain 
electrical currents and mapping them to brain activity. MEG is used in basic research of 
perceptual and cognitive brain processes, determining the function of various parts of the 
brain and neuro-feedback [17]. 
 
1.5.3 Electroencephalography (EEG)  
Electroencephalography technique measures the electrical activity generated by the sum of 
the synaptic potentials generated by thousands of neurons in the brain. EEG is detected using 
electrodes placed on the scalp. [10] 
 
1.6 Electroencephalography (EEG)  
 
1.6.1 History of EEG  
In 1875 the English physician Richard Caton discovered the brain electrical potential. Since 
there were no electronic amplifiers available at that time, the probes were connected to 
simple galvanometers with optical magnification [10]. Fifty years later, the first recording of 
human brain activity was made by the German psychiatrist Hans Berger [10] [18]. In 1929 
Berger announced that it is possible to record the electric activity of the brain without 
opening the skull and represent it on graphic paper and named it Electroencephalogram 
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(EEG), later Berger discovered that the EEG of someone varies according to his mental state 
and that was a revolution in the medical field and founded the field of clinical 
neurophysiology science [10] [18].  
 
1.6.2 Introduction to EEG 
The Electroencephalography (EEG) is a non-invasive mapping of the surface potential 
variation produced due to the ionic current that flows within the neurons of the brain. EEG 
can be detected by fixing an array of electrodes to the scalp, and measuring the voltage 
between pairs of these electrodes. Brain rhythmic activity has very weak amplitude measured 
in micro-volts therefore, signals amplification is needed.  Since the amplitude is very weak, it 
is essential to apply noise removal as noise affects the EEG signal dramatically and changes 
its features. Generally these signals are classified according to their frequencies, amplitude, 
and waveforms shape, as well as their location sites on the scalp where they are recorded [9]. 
 
1.6.3 The International 10-20 System 
The electrical signals recorded by EEG can vary greatly depending on the position of the 
electrode on the scalp. Therefore, The International Federation of Societies for 
Electroencephalography and Clinical Neurophysiology recommended a specific system of 
electrode placement called the international 10-20 system or the conventional electrode 
setting to make it possible to compare different research recordings and to be able to repeat 
previous experiments. The design of the 10-20 system was introduced by Herbert Jasper and  
it is called 10-20 electrode placement system because the distance between adjacent 
electrodes is 10% or 20% of the total front–back or right–left distance of the skull as shown 
in figure 1.4 
According to this system each site of this system has a letter to identify the lobe and a number 
or another letter to identify the hemisphere location. The letters (F) for Frontal, (T) Temporal, 
(P) Parietal and (O) Occipital lobes and (C) central, there is no "central lobe" in the brain but 
this terminology is used for location identification purposes, (Z) refers to an electrode placed 
on the midline between the Nose and Inion point at back of skull [10]. 
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Figure ‎1.4: 10-20 international system electrodes position [59] 
 
 
1.6.4 EEG Rhythms of the Brain 
 
A Delta waves (0.5–4Hz) 
Delta waves have variable amplitude as shown in figure 1.5. Its amplitude ranges from 20-
400 µV [2]. They have been associated with deep sleep but they can appear in the waking 
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state too. Signals caused by neck muscles and jaw are sometimes confused with the delta 
signal as they are originated near the surface of the skin and produce large signals while the 
delta signal comes from deep inside the brain and is attenuated when passing through the 
skull but by signal processing it can be easily figured out [19][2]. 
 
 
Figure ‎1.5: Delta wave [6] 
 
B Theta waves (4–7.5 Hz) 
Theta waves are shown in figure 1.6; they have been associated with the feeling of emotional 
stress, frustration and disappointment. They are associated with the drowsiness feeling, 
access to unconscious material, creative inspiration and deep meditation. Theta waves 
amplitude is usually greater than 20 µV and dominant peak occurs around 7 Hz.  It is often 
accompanied by other frequencies and seems to be related to the level of arousal and found 
mostly in the frontal and temporal lobes [6] [19] [2]. 
 
 
Figure ‎1.6: Theta wave [6] 
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C Alpha waves (8–13 Hz) 
Alpha waves appear in the posterior half of the head and are usually found over the occipital 
region of the brain. Alpha waves have been thought to indicate relaxed awareness without 
any attention or concentration but they appear strongly in periods when the eyes are closed 
over the occipital lobe. They are the most prominent rhythm in the brain activity, they also 
can be found sometimes in the range of beta wave but having the characteristics of the alpha 
wave as shown in figure 1.7. An alpha wave has high amplitude over the occipital areas 5-
100 µV [2] [6].  
 
D MU (μ) waves (8–13 Hz) 
Mu wave have the same frequency range as alpha waves but these waves are related to the 
motor actions therefore, they are found over the sensorimotor cortex unlike the alpha waves 
which are found in the occipital lobe region and are related to closed eye or relaxed 
awareness. Mu patterns arise from synchronous and coherent electrical activity of large 
groups of neurons in the motor cortex. When the human sensorimotor cortex is at rest it 
generates an electric wave of 8–13 Hz EEG rhythm referred to as the Rolandic mu rhythm. 
This activity appears to be associated with the motor cortex, decreases with movement or an 
intent to move, or visualizing a motor action, or when others are observed performing actions 
[19]. 
  
E Beta waves (13–30 Hz) 
Beta waves are found over the frontal and central regions of the brain. They are the waking 
rhythm and usually have a low voltage between 5-30 µV. They have been associated with 
active thinking, active attention, focus on the outside world, or solving concrete problems, 
and are found in normal adults. In panic state a high level beta wave may occur. [19] 
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Figure ‎1.7: Alpha wave vs. Beta wave [6] 
 
F Gamma waves (30 up to 45 Hz)  
Gamma waves are sometimes called the fast beta waves. The amplitudes of these rhythms are 
very low and their occurrence is rare but; it is used for confirmation of certain brain diseases. 
The gamma wave band has also been proved to be a good indication of event-related 
synchronization (ERS) of the brain and can be used to demonstrate the right and left index 
finger movement, and tongue movement [19].  
Figure 1.8 shows the normal brain rhythms with their usual amplitude levels 
 
 
Figure ‎1.8: Normal brain rhythms 
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Table 1-1 shows a brief comparison between brain rhythms with their frequencies, 
amplitudes, location of detection and human status. 
 
Table ‎1-1: EEG rhythms of the brain 
Wave Frequency 
range 
Amplitude localization Human status 
Delta 0.5–4Hz 20-400 µV variable Deep sleep 
Theta 
waves 
4–7.5 Hz Greater than 
20 µV 
frontal and 
temporal 
lobes 
emotional 
stress, 
frustration and 
disappointment 
Alpha 
waves 
8–13 Hz 5-100 µV Occipital 
and parietal 
relaxed 
awareness 
MU (μ) 8–13 Hz Variable  motor cortex Resting with no 
movement 
Beta Waves 13–30 Hz 5-30 µV the frontal 
and central 
thinking, active 
attention, focus 
and problem 
solving 
Gamma 
Waves 
30 up to 45 
Hz 
Very low 
amplitude 
the frontal 
and central 
Awake 
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Chapter 2 Literature Review 
 
 
2.1 BCI Systems  
 
Designing a BCI system can be challenging as it represents interdisciplinary skills. Such 
skills may include signal processing, neuroscience, computer science, robotics, mechanical, 
engineering, control, etc. depending on the end user application. In BCI field there are 
different approaches to solve the same problem. However, the most efficient, accurate and 
real time solution would be the best approach. In general, BCI systems have four main 
modules: Signal Acquisition, Signal Processing, Classification and Interface modules [10] 
[9].  
2.2 Architecture of BCI system 
 
2.2.1 EEG Signal Acquisition  
There are different ways in detecting and recording brain signals. The EEG signal recording 
module measures, amplifies and filters the EEG signal and then converts it from analog to 
digital to be ready and input to the signal processing module. EEG signals recording module 
utilizes non invasive electrodes mounting on the user scalpe in the 10-20 standard electrode 
placements, and the quality and sophistication of EEG devices and electrodes affect the 
quality of EEG signal obtained. 
 
2.2.2 Signal Processing  
In this module the digital signal is processed in a way to remove the noise from the signal and 
enhance the signal features. This processing may include further noise removal, filtering, 
amplification, calculating the signal power and processing in frequency domain. Enhancing 
the signal features is important for the classification stage as extracting certain features such 
as amplitude, frequency, skewness and kurtosis make it easier for the classifier to 
differentiate between the target and non target signal.  
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2.2.3 Classification 
In this module the features that were extracted by the processing module are used by a 
classifier to sort epochs taken from this signal into categories relevant to the commands 
(representing mental orders such as move forward, switch On/Off lights, etc.) associated with 
target application. The classifier usually is adaptive self learning as in artificial neural 
networks. First, the classifier is trained by previously known signal obtained from a training 
session where the target data and non target data specified by the system for training and 
classified offline. After completing the training, the classifier can categorize any unknown 
input signal during running time. 
 
2.2.4  Interface Commands   
After the mental order is identified by the classifier, a command has to be formed with each 
mental order or state to control certain action within an application like driving forward or 
backward a wheelchair or spell a word, etc. 
 
2.3 Challenges with BCI Systems 
 
2.3.1 Information Transfer Rate (ITR) 
ITR or sometimes called bit rate is a widely used performance measure in BCI systems. It 
indicates how many bits of information are transferred effectively through the interface. In 
other words how fast the system is to perform one correct command or character taking into 
account the total number of commands or characters available in the system and time 
(minutes) taken to transfer a character or command in one session. 
If the probability that the target (desired) selection will actually be selected is always the 
same and if each of the other non target selections has the same probability of selection; 
Therefore, ITR can be presented in both ways as bits/trial (selection) or as bits/min As shown 
in Equation (2.1) or Equation (2.2). 
 
Equation 2.1 shows ITR as bits/trial [60] 
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Equation (2.2) shows ITR as bits/min [20] [21]. 
    
                           
   
   
 
 
        (2.2)  
 
 Where N is the total number of selections (commands or characters) available in a system 
that can be selected, p denotes the accuracy of selection (classification) through testing 
session and T is the trial duration to select one target command (character or action 
command) in minutes. 
ITR can be used to compare a system performance with different number of selections (N) or 
to compare the performance of similar systems taking into consideration their different 
number of selections (N) and the accuracy achieved by each system. 
 For example, as shown in figure 2.1 the ITR of a BCI system that has two possible 
commands (choices) and 90% accuracy is equal to a BCI system that has four possible 
commands and 65% accuracy. Also the ITR of a BCI system that has two possible commands 
and 90% accuracy is twice that of a BCI system that also has two possible commands but 
80% accuracy [60]. 
 
 
Figure ‎2.1: ITR in bits/trial and bits/min (for 12 selection /min) when the number of commands 
(selections) is 2,4,8,16,32 [60] 
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2.3.2 Offline Training (Calibrating) Sessions 
As in all BCI systems because every subject has his unique EEG signals, the subject should 
record an offline session before performing an online test. The recorded EEG of the subject is 
used to train the system modules such as classifier to calibrate the system on the subject brain 
waves. The offline training session is time consuming activity and sometimes the user needs 
to do the offline training process every time s/he wears the EEG device and this is because 
the location of electrodes or connectivity in some acquisition devices can slightly change and 
this leads to changes in the EEG readings and so a new training will be needed for 
adjustment. This means that the BCI systems are not generic and needs to be calibrated on 
each user every time. Solving this problem will be part of our thesis work. 
 
2.3.3 High Error Rate 
Brain signals are highly variable, and such variability is higher with disabled users due to 
fatigue, medications, and medical conditions like seizures or spasms that produce high 
probability of errors. Self-reporting errors is also extremely difficult, particularly if the 
subject has little or no communication channel outside the BCI system itself. Therefore, the 
challenge here is to find methods for quickly resolving, reducing or preventing errors [22]. 
 
2.3.4 Autonomy 
Unfortunately, BCI systems require extensive assistance from caretakers who need to setup 
electrodes or signal-receiving devices. BCI user may be able to perform a selection to turn the 
BCI system OFF, but turning it back ON again is an issue. To solve this issue, researchers are 
exploring the possibility of having a hybrid system, that constitutes combinations of different 
BCI techniques or detecting the control state of the user to resolve this issue [21] [22]. 
 
2.3.5 Noise 
EEG signal has poor signal to-noise-ratio. Therefore, any type of noise can affect the signal 
such as the surrounding noise, blinks and movement of jaws, hand, feet or even neck [23]. 
These types of noise have high amplitudes than the brain rhythms therefore, can dramatically 
affect systems depending on weak signals like event related potential signals (P300) [23] [9]. 
Many researchers have proposed complex and sophisticated techniques to completely block 
any noise artifacts and so these systems are more complex sophisticated. 
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2.3.6 Cognitive Load 
 One of the interface challenges is the atmosphere around the subject in the real world. The 
subject will be affected by cognitive load due to other tasks performed by the user, such as 
emotional responses, interactions with other people, and possibly even safety considerations. 
Therefore, studies on the effect of cognitive load on the efficacy of BCI control must be taken 
into consideration to suite the technology for real life applications [22]. 
 
2.4 Overview on BCl Exploit Control Signals and Techniques  
 
2.4.1 Steady-State Visual Evoked Potentials (SSVEP) 
SSVEP is a type of steady-state evoked potentials. An evoked response is an 
electrical potential recorded from the brain after a stimulus, and it is different from 
spontaneous potentials produced by the nervous system. 
 SSVEP is a resonance phenomenon that appears mainly in the visual cortex within the 
Occipital lobe when the subject concentrates on a periodic stimulus such as a flickering 
picture or light above 4 Hz [24]. This system uses an array of flickering lights (LEDs) or 
flickering symbols on screen with different flickering frequencies where each flickering light 
is associated with a certain control command [25]. 
The strongest SSVEP response is obtained from stimulation frequencies (fundamental 
frequency) in the range 6–20 Hz. The SSVEP response in the frequency domain can be seen 
as peak at fundamental frequency. Fundamental frequency is lowest frequency produced by 
each flickering light that is dedicated with a command also called first harmonic. The higher 
multiples of the fundamental frequency are called harmonics (second and third harmonics 
etc.) also appear in the frequency domain [24] [5]. All harmonics are periodic at the 
fundamental frequency. Figure 2.2 shows the fundamental frequency has the highest spectral 
density at 7 Hz and the attenuating spectral densities of its harmonics appear at 14 Hz, 21 Hz, 
etc.  
SSVEP BCI system task is to decide which flickering light the user is looking at based on 
detecting the fundamental frequency that appears in the user’s spectral analysis and 
accordingly specify and associate the type of command or action aimed by the user. 
A SSVEP based system is suitable for applications with limited number of commands unless 
the system uses multi-layer selection technique [66]. This is because in designing such 
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system, the fundamental frequencies that denote certain commands have to be separated from 
each other by at least 0.5 Hz to avoid distortion (frequency overlapping). Also, any selected 
fundamental frequency of a command should not match any of the harmonic frequencies of 
other commands. For example as shown in figure 2.3 if the fundamental frequency is chosen 
at 7 Hz for a certain command (e.g. move left) its harmonics will appear at 14 Hz and 21 Hz 
and the multiples of 7 Hz. When selecting another fundamental frequency for another 
command (e.g. move right) the fundamental frequency should be separated by at least 0.5 Hz 
from the previous fundamental frequency. So it can be at 7.5 Hz and its harmonics will 
appear at 15 Hz, 22.5 Hz and so on. Accordingly, the harmonic frequencies of this example: 
14, 15, 21 and 22.5 can't be used as fundamental frequency for other command.  
 
 
Figure ‎2.2: SSVEP Frequency spectrum of fundamental frequency at 7Hz and its harmonics 
[24] 
 
 
Figure ‎2.3: Separation between each fundamental frequency of SSVEP system 
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Another disadvantage of such systems show that users do not feel comfortable while 
concentrating on a flickering light as this can be quite annoying and can provoke 
epileptic seizures [25]. However, it is known with its high information transfer rate than other 
BCI systems.  
B. Wittevrongel et al [66], designed hierarchical SSVEP spelling application that relies on 
joint frequency-phase coded targets and propose a new decoding scheme based on 
spatiotemporal beam forming combined with time-domain EEG analysis. Their experiments 
confirm that the new decoding scheme achieve accurate spelling in online tests [66]. 
Researchers are also studied the effect of colors on ITR such as the recent study by M. K. 
Hasan, R. Z. Rusho and M. Ahmad [5] as they studied the effect of an angular position of the 
screen and the use of red and green colors for stimulation. In their research, they 
demonstrated that there is no big difference in using red color over green but also advised of 
using small angular distance between the user and screen to lie in the visual field [5]. Not 
only communication have attracted researchers using SSVEP signals, some studies are trying 
to use it in driving motor vehicles as introduced by L. Bi, X. a. Fan, K. Jie, T. Teng, H. Ding 
and Y. Liu [26] . In their research, a simulation of driving a vehicle is used. The users are 
asked to do some driving skills like moving the vehicle forward, stop, steering left and right 
and avoid obstacles while they are concentrating on an SSVEP checkerboards associated with 
turning left and right, and closing eyes when intending to stop and then do nothing when 
moving forward. The users achieved a 76.87% mean accuracy which is not perfect but it is a 
step forward for such application [26]. While the SSVEP is known to be detected from the 
occipital lobe, H. T. Hsu, I. H. Lee et al [27] focus their study on detecting amplitude-
frequency characteristic of SSVEP from the frontal lobe. They found that it is better to detect 
the SSVEP from the occipital lobe than the frontal lobe as the signal to noise ratio in occipital 
lobe is higher[27]. Controlling a wheelchair is one of the most used applications of BCI and 
researchers are competing in finding out the best and most efficient way to control it. 
Researchers are even trying to minimize the number of electrodes needed for this application 
as shown recently by S. Andronicus, N. C. Harjanto, Suprijanto and A. Widyotriatmo [28], 
who used only one electrode located at Oz to control a robotic wheelchair and obtained an 
average correct classification of 84.94% with ITR of 68.9440 bits/min. [28] 
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2.4.2  Motor Imagery  
In Motor-imagery based BCI systems, the EEG signals of a user resulting from visualizing a 
limb movement or performing a limb movement have very specific features. These features 
like amplitude and skewness are relatively easy to be recognized in EEG. When visualizing 
limb movement it results in a decrease of power in the mu (µ) and beta (β) rhythms in the 
associated part of the moving limb and this is known as Event Related Desynchronisation 
(ERD). For example the left brain motor cortex is associated with the right hand movement 
and vise versa so if the user visualized moving his right hand this will result in a decrease in 
the EEG signal power detected from the left motor cortex. Figure 2.4 shows ERD signal of 
left hand and right hand motor imagery action detected from electrode C3 and C4. The effect 
of the left/right hand motor imagery movement can be detected on both sides of the brain 
motor cortex. However, the left hand motor imagery movement results in a dramatic decrease 
in the EEG power signal on the right side of the brain as the right side is associated with the 
left hand movement and vice versa. 
 
 
Figure ‎2.4: ERD signal of left hand and right hand motor imagery starting at 3s [9] 
  
Motor imagery based BCI systems are used to control the movement of a mouse curser or a 
wheelchair based on decoding imagination of the user moving his own limbs (hand, feet) for 
e.g. imagining right/left hand movement for right/left directions or even imagining tongue 
movement [29] [9]. The main challenge in this type of EEG signals is low signal to noise 
ratio and the non-stationary nature of the EEG signal and inter-subject variability. Motor 
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imagery BCI systems require having long training sessions for the users [30] [31]. To 
overcome the noise and non stationary nature of EEG signal, researchers suggested using 
different processing and classification techniques. A. Ferrante, et al [30], developed a data-
efficient classifier for left and right hand motor imagery. They combined in their pattern 
recognition both the oscillation frequency range and the scalp location using a combination of 
Morlet wavelet and Common Spatial Pattern to deal with the noise and non–stationary 
features of the EEG signal and obtained good results with average accuracy of 88% [30]. 
Another research done by T. Yu, et al. [31] suggested the use of a hybrid feedback by 
combining motor imagery and steady-state evoked potentials SSVEPs to provide effective 
continuous feedback for motor imagery training. In this research, subjects must focus on 
flickering buttons as they perform motor imagery tasks in the beginning of the training 
session. Then by time the subjects can gradually decrease their visual attention to the 
flickering buttons until feedback is taken only from motor imagery signals. This method 
enables subjects to generate distinguishable brain patterns of motor imagery after five 
training rounds [31]. In addition S. Brandl, et al [4] investigated the performance of motor 
imagery BCI in a pseudo realistic environment. The aim of this study is to find out if robust 
BCI procedures that work well in the lab will do the same in the realistic life in the presence 
of noise distractions. They found out that standard BCI procedures cannot handle the 
additional noise sources in real life and the types of noise distraction may greatly affect the 
extracted features [4]. 
 
2.4.3 P300  
P300 is a type of Event Related Potential (ERP), this signal is denoted by P3 or P300 
referring to the third highest positive peak that takes place around 300ms after the user is 
exposed to a visual stimuli. P1 and P2 refer to the first and second positive peaks that took 
place around 100ms and 200ms after a stimulus is presented. While and N1 and N2 refers to 
the negative 2 peaks of this signal but P300 signal is named after P300 because it is the 
highest peak among all peaks as shown in figure 2.5. 
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Figure ‎2.5: P300 signal responses peak at P1, P2 and P3 [58] 
 
P300 signal occurs when the user is in cognitive state (awake) concentrating on a screen 
waiting to recognize rare stimulus (target command). This rare stimulus is the flashing of the 
target command that the user needs to select within many random flashing of non target 
commands. This technique is called Oddball paradigm technique [9] [32]. The user focuses 
on a single command that may represent an action or a picture or a character and waits for it 
to appear in series of many different commands. When the rare stimulus takes place after 
random times of stimulations, the P300 response is detected after 300ms of the appearance of 
the rare stimulus. This is mostly detected in the parietal and occipital lobes [9] [32] [33]. 
 
Generally, a P300-based BCI system detects the presence of P300 in the EEG signals in order 
to select a target command or action chosen by the user. The P300 is mostly used in a kind of 
“virtual keyboard” application known as the P300 speller. This speller depends on flash in 
rows and columns of the keyboard in a random way while the user focuses on the letter he 
wants to spell as the letter will flash in each trial twice. First time is when the keyboard row 
flashes and the second time is when its column flashes. A P300 is detected when this row and 
column flash and therefore, the combination on the row number and the column number 
identifies the target character or action [9] [34]. 
Research studies worked on increasing the ITR and the accuracy obtained. In the recent study 
by B. Koo, et al [35], suggested a hybrid P300 Speller using P300 signal and 
Electrooculography (EOG) based gaze tracking system. They split the menu items into two 
monitors, the EOG signals that identify which monitor the subject is focusing on and the 
P300 system that identifies the item that subject is focusing on and wants to select it. This 
24 
 
system yield classification accuracy of 80% which is about the same as the conventional 
P300 system [35]. Another research group A. Kabbara, et al [3] used algorithms based on the 
independent component analysis (ICA) and adaptive channel selection procedure to improve 
the performance of P300 speller and remove artifacts. This method yields an averaged 
classification accuracy of 95% using Support Vector Machine (SVM) classifier [3]. A study 
done by K. Kohei, et al [21] for solving the Issue of autonomy and security of BCI system, 
the user physically can’t switch ON/OFF their BCI system and they need their caretakers to 
switch it for them. This study suggested using the user’s intention of input which is recording 
the users EEG signal in both the ‘control state’ and ‘non control state’ and continuously 
comparing the users EEG signals to these recordings. If the user is in the control state the 
system will switch ON the P300 speller. This system achieved 89.3% average accuracy taken 
from four subjects [21]. Other than P300 spellers researchers suggested the use of P300 for 
controlling a Humanoid Robot and yields classification accuracy above 90% but in the offline 
test [36]. Another attempt to control virtual robot manipulator using P300 speller was adopted 
by A. Malki, et al [32]. They used data collected from Emotiv EPOC neuro-headset with 
OpenViBE software to control seven degree of freedom manipulator by choosing characters 
from the speller, six characters are associated with 6 movements in the Cartesian space and 
this study yields an accuracy of 63% in online test [32]. 
 
2.4.4 Overview conclusion   
Form the presented overview we can conclude that the best technique which provides good 
accuracy with high ITR is SSVEP. However it has drawbacks related to limited number of 
commands unless the SSVEP system uses multi-layer selection technique, the demand for 
long training sessions, flickering light problems.  
On the other hand motor imagery techniques are used more for motion control, such as 
controlling wheelchair or moving robot arm because no flashing screens are needed therefore, 
provides better mobility to the user. This method needs long training sessions and has limited 
number of commands as it mainly depends on visualizing of upper and lower limb motor 
movements.  
As for P300 based systems they have low accuracy in the online test unless it is hybrid with 
one of the other two techniques (SSVEP, Motor Imagery). This will improve the accuracy but 
the system will be complicated and require more electrodes attached to the user scalp. 
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Therefore, the aim of this thesis is to avoid going through the addressed problems in other 
BCI systems as mentioned above and propose a generic blink and wink based BCI system.  
 
2.5 Objectives 
 
a) Study the eye Blink and Wink features and their different types 
b) Define the system design goals: 
o Define the challenges for the system setup to achieve a generic BCI system. 
o Design a generic system that solves the problem of long training sessions and 
adjusting the system on every single user as in SSVEP, Motor Imagery and 
P300 signals. 
o Avoid the flicking light of SSVEP systems and the limited number of 
commands in Motor imagery and SSVEP unless the SSVEP system uses 
multi-layer selection technique. 
o Achieve higher system average classification accuracy than P300 based BCI 
system with less number of channels and no system calibration. 
c) Layout the functional requirements and the design details of the system. 
d) Using open source software to implement the system design. 
e) Experimental test, evaluate and compare with other work. 
2.6 Related Work  
 
Relative to researches done using SSVEP, motor Imagery and P300 signals, very few 
researches suggested the use of Eye Blinks as a control signal and proposed systems based on 
such signal. Eye blinks are usually considered as an artifact in the EEG signal and have to be 
removed for the sake of detecting more hidden signals such as P300 which have relatively 
very low amplitude compared to eye blinks. Although the late stages of ALS patients can’t 
even control their eye lid muscles to blink but still the majority of patients with severe motor 
disabilities including patients in the early stages of ALS have the ability to blink their eyes. 
  
S. Rihana, et al [8], studied Eye blink signal in 2013 using Probabilistic Neural Network as a 
binary classifier. In this study BioRadio portable device is used for recording EEG signal and 
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(Fp1-A1, Fp2-A2, O1-A1 and O2-A2) electrodes were chosen to detect the Eye Blink signal 
as shown in figure 2.6, average accuracy of blink detection was around 75.375 % [8].  
Another research by D. Bansal, et al. [7] in 2014 to study the eye blink signal using 
independent component analysis (ICA) algorithm to identify deliberate eye blink. They used 
EMOTIV headset for EEG acquisition and EEGLAB in MATLAB for signal processing. 
They studied different spectral analysis techniques such as, power spectrum, time-frequency 
 
 
Figure ‎2.6: Electrode placement in S. Rihana, P. Damien and T. Moujaess research [8] 
 
plot and phase coherence plot to accurately recognize the dominant frequency component 
corresponding to different eye blinking patterns and accordingly develop an algorithm used to 
control applications for rehabilitation [7]. 
 
B. Chambayil, et al [23] are the first to initiate the use of eye blink based BCI system for user 
communication. They designed a virtual keyboard (character panel) in 2010 that is divided 
into three sets of characters blocks. Each set of characters consists of three rows and columns. 
The user selects one of the blocks by blinking once, twice or three times according to the 
sequence of the character blocks. Then, the user has to select the column where the desired 
character lies by blinking once, twice or three times for selecting the corresponding number 
of column. The user has to repeat this process for selecting one of the three characters in that 
column. They used FP1-F3 or FP2-F4 electrode pairs for detecting EEG signal and this 
system character transfer rate was 1 character per min [23]. 
J. S. Lin, et al [37] in 2010, used NeuroSky's headset that uses unipolar electrode to detect 
eye blinks to control an electric wheelchair. First they normalized brain waves like beta, 
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alpha and gamma to construct two signals indicating meditation and attention state. The user 
will be aided with rotating compass panel to choose the direction of the compass by eye blink 
to steer the wheelchair and double blink to stop the motion while high level of attention to 
move forward. Finally, the presented experimental results showed that the developed system 
can provide a convenient manner to control an electric wheelchair but no classification 
accuracy records were provided [37]. 
K. S. Ahmed [2] in 2011 used Emotiv Epoc Headset with 14 electrodes mounted on the scalp 
and used wavelet analysis and Neural Network system for processing and classification. This 
system produced four movement commands of a wheelchair which are turn right, turn left, 
move forward and stops using right wink, left wink, single and double blinks. This system 
achieved 80% sensitivity and 75% specificity [2]. 
 
H. Wang, et al. [38] in 2014 used a hybrid system combining motor imagery, P300 potentials 
and eye blinking. NeuroScan EEG device is used with 15 electrodes located over the frontal, 
Parietal and occipital lobes. A graphical user interface (GUI) is used to show the motor 
imagery score and help users to control the chair. Seven steering behaviors were used 
forward, backward, turning right, turning left, acceleration, deceleration and stop. The 
experiment was tested by four healthy subjects and it shows efficiency and robustness [38]. 
 
K. Goel, et al [39] in 2014 introduced a hybrid BCI Based system to control various home 
appliances using SSVEP and Eye Blinks. They provided a hardware implementation to 
control a table lamp and a table fan. The user concentrates on a flickering light to choose his 
action and then confirms his selection by blinking three times. This system achieved SSVEP 
average accuracy of 94.17 and average eye blink accuracy 100% [39]. 
 
Another BCI hybrid system was introduced in 2015 by L. R. Stephygraph, et al [40] they 
introduced BCI system based on eye blinking strength to control a wireless mobile robot and 
producing different classes of movement depending on the blink strength. They used 
NeuroSky Mind wave sensor for acquiring EEG signal and used Discrete Wavelet Transform 
(DWT) to analyze the eye blink. Different classes of movement were produced using right 
blink, left blink for moving the robot right and left and long blink or eyes close to move 
forward and quick blink to move backwards and finally stress blink to stop [40]. 
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S. Soman and B. Murthy [41] in 2014 have designed a BCI system using eye blinks for 
synthesized speech communication. The user selects phrases from a configured list to help 
them communicate with other people. The authors used Emotiv Epoc headset for acquiring 
EEG signals and used electrodes placed in the frontal regions AF3, AF4, F7 and F8 to detect 
Eye blink signal and applied Common Spatial Pattern (CSP) techniques and Linear 
Discriminate Analysis (LDA) using OpenViBE software for signal processing and 
classification. The system gave an accuracy of 95% in Offline test [41]. 
Another attempt to design a synthesized speech BCI system was presented by A. K. Singh, et 
al. [42] in 2015. In this study they used eye blink intensity to differentiate between two types 
of eye blink soft and hard presented in terms of ‘0’s and ‘1’s. The user will have to perform 
four blinks and translate these blinks into four bits that include combination of ‘0’s and ‘1’s 
that represent a code to reflect a text. The user will generate the code using soft or hard blink 
to select the text. NeuroSky headset is used for EEG Acquisition using one electrode FP1. 
This design was tested by four healthy subjects and they achieved average accuracy of 84.4% 
[42]. 
 
2.7 Thesis outline  
 
This thesis is divided into eight chapters. Chapter 1 general thesis introduction. Chapter 2 
presents the literature review, chapter 3 focuses into understanding eye blinking and wink 
signals. Chapter 4 introduces conceptual design of the proposed system and chapter 5 
discusses the designed system architecture. While chapter 6 presents testing the proposed 
system with P300 Speller results and discussion and chapter 7 illustrates the testing of the 
proposed system with smart home application results and discussion. Finally chapter 8 
includes conclusions and research points for future research work. 
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Chapter 3  Eye Blinking and Wink Signal 
 
 
Eye blinks are considered as control signal in Electrooculography (EOG). EOG is a non-
invasive and inexpensive technique of recording eye movements. The source for EOG signal 
is cornea-retinal potential (CRP) which is generated due to the movements of eye balls 
[43].The eye blink signal acquired by EOG   electrodes is different from the signal acquired 
by EEG due to the different positioning of the electrodes as the EOG detects signal recorded 
above and under the eyes with a reference electrode placed behind the ear [44].  
 
3.1 Classification of Eye blinks 
 
Since an Eye Blinking signal can be precisely characterized, detected and processed it is 
considered a suitable control signal [19] [23]. Eye blinking signal is generated due to the 
contraction of set of muscles in the eye lid which produces an electrical signal that can be 
detected by EEG from the brain or directly from the muscles around the eye using EOG [43]. 
Eye blinks can be classified into four types: Reflexive, Spontaneous (involuntary), Intentional 
(voluntary) and Winks. 
3.1.1 Reflexive eye blink: 
Reflex eye blink is a simple reflex action of the eye due to external stimuli like being exposed 
to sudden bright light. This action for example has low amplitude and does not require the 
involvement of cortical structures [23]. 
3.1.2 Spontaneous (involuntary) eye blinks: 
Occurs naturally to clean, lubricate and oxygenate the cornea and they are associated with the 
psycho-physiological state of the person and does not require external stimuli [44] [23]. 
3.1.3 The Intentional (voluntary) eye blinks: 
 Has high amplitude peaks as shown in figure 3.1 , these peaks are high compared to the 
rhythmic brain activity and can be detected from multiple areas of the cerebral cortex 
especially the frontal and occipital lobe as we will discuss it later [23][45]. 
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Figure ‎3.1: Intentional Eye blink signal [23] 
 
3.1.4 Eye wink: 
 Is a form of intended eye blinking using one eye and it has also high amplitude compared to 
normal brain rhythms. Eye winks appear mostly in the frontal lobe and can be detected using 
AF3, P7 for left wink and AF4, P8 for the right wink as we will discuss later. 
 
3.2 Studying features of Eye blink signal 
 
The EEG signal is stochastic, and each set of samples that represent the EEG signal is called 
sample functions x(t) or realization. The mean of the realizations is called the first order 
central moment or expectance (μ). The variance of the realizations is called the second order 
central moment. The spread or dispersion around the mean of the realizations is called the 
standard deviation (σ) and it is the square root of the variance. The third order central 
moment is called Skewness and it represents the degree of asymmetry of the signal 
distribution around its mean. The fourth order central moment is called the Kurtosis, meaning 
curved or arching which is the measure of flatness or peakness of the signal distribution [44] 
[23]. 
Some researchers like S. Rihana, et al. used kurtosis coefficient which defines the sharpness 
of the peak of a frequency-distribution curve as shown in figure 3.2 
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Figure ‎3.2: Illustrates how low and high kurtosis appear  
 
 Researchers used kurtosis coefficient to classify eye blinking signals for BCI systems as Eye 
blink produces high kurtosis coefficient when an eye opens or closes. Other actions (like 
reflex blink) or movements (like neck or head) generated by the user produces small value for 
kurtosis coefficient. Therefore, eye blinking events can be detected by kurtosis coefficient 
[23]. Kurtosis is defined in equation (3.1), which refers to a non-Gaussian distribution, where 
x(t) is the signal function in time domain, μ is the first order moment about the mean and σ is 
the standard deviation. 
 
            
      
 
          (3.1) 
 
Another main feature of blink signal is its high positive and negative amplitude peaks that are 
relatively higher than the brain activity rhythms (higher than 100µV when measured from the 
scalp). This feature makes the signal to noise ratio very high and therefore, increases the 
sensitivity of the system to the control signal. Also detecting high amplitude signal does not 
need sophisticated system and computation algorithms yet gives good classification accuracy. 
Therefore, we will concentrate on this feature in this study.  
 
3.3 Detection of eye blink using EEG  
 
This section illustrates the blink and wink signal after removing the noise to be able to see its 
real effect in EEG. Noise is any unwanted signal that affects the target signal which the 
system wants to detect. Noise can be originated from different sources like the system noise 
introduced by electronic circuit components and act as a power supply of 50-60HZ, noise 
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coming from the environment surrounding the subject and it ranges around 50Hz or 
biological noise like neck movement, eye movements. The average duration of an intentional 
eye Blink or Wink is approximately 400ms [62] [63]. This duration varies from one person to 
another and these variations can be due to gender, age, and health condition or internal brain 
structure [64]. 
 
3.3.1 Left wink 
Left Wink signal can be detected in all the electrodes but it reaches its highest amplitude  at 
electrode named ‘F7’ and ‘AF3’ as shown in figure 3.3 due to the location of these electrodes 
on the left side of the brain and near to the left eye which is the origin of this signal. Both 
‘F7’ and ‘AF3’ lie in the frontal lobe. The wink signal duration can take less than 0.5 sec 
according to the speed of closing and opening the eye. 
 
 
Figure ‎3.3: Left wink reaches its highest amplitudes at F7 
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 The signals of the left Wink detected from ‘F7’ usually go from positive peak to negative 
peak. While the left Wink signal that is detected from the rest of electrodes will go from 
negative to positive as shown in the figure 3.4 .  
 
Figure ‎3.4: Left Wink signal has inverse amplitude at AF3 and F7 
 
3.3.2 Right Wink: 
Right Wink signal can be detected in all the electrodes but it reaches its highest amplitudes at 
electrode named ‘F8’ and ‘AF4’ as shown in figure 3.5, due to the location of these 
electrodes on the right side of the brain and near to the right eye which is the origin of this 
signal. Both ‘F8’ and ‘AF4’ lie in the frontal lobe. The wink signal duration can take less 
than 0.5 sec according to the speed of closing and opening the eye. 
The signals of the right wink detected from ‘F8’ usually go from positive peak to negative 
peak. While the right wink signal that is detected from the rest of electrodes will go from 
negative to positive as shown in the figure 3.6. 
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Figure ‎3.5: Right wink reaches its highest amplitudes at F8 
 
 
Figure ‎3.6: Right wink signal has inverse amplitude at AF4 and F8 
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3.3.3 Double Blink: 
Double Blink signal can be detected by ‘AF3, T7, P7, O1, O2, P8, T8 AND AF4’ as shown in 
figure 3.7. It would be better to select ‘O1’ and ’O2’ as these electrodes are located on the 
center of the scalp and the Occipital Lobe which is the visual processing center in the brain. 
The double blink can take less than 0.5 sec according to the speed of closing and opening the 
eye.  
 
 
Figure ‎3.7: Double blink detected at ‘AF3, T7, P7, O1, O2, P8, T8 and AF4’ 
 
3.4 Eye blink study conclusion  
 
After classifying the different types of eye blinks, it appears that the Intentional (voluntary) 
eye blinks will be distinguishable from the involuntary and reflexive eye blink because the 
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intentional eye blink type has high amplitude peaks compared to the rhythmic brain activity. 
Since one of the characteristics of the intentional eye blink that it can be detected in multiple 
areas of the cerebral cortex this will help in designing a generic system as we will discuss in 
the next chapter. 
Studying the eye blink features will help us define the type of processing needed to detect 
these features. Also studying the detection of eye blinks will help us to define the number and 
the location of the EEG electrodes to detect this signal. In this thesis the high negative and 
positive amplitude feature will be used for signal detection and the signal will be detected 
from AF3, AF4, F7, F8, O1 and O2. AF3 and F7 will be used for detecting the left wink. F8 
and AF4 will be used for detecting the right wink. Finally O1 and O2 will be used for 
detecting the double blinking. 
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Chapter 4 Conceptual Design 
 
 
4.1 Problem statement 
 
As introduced in the previous chapters, BCI systems can provide physically impaired people 
with a level of independency as they can have a degree of communication using spellers or 
mobility using wheelchairs that are controlled through user’s EEG signals. Since every 
human brain is unique and so the EEG signals of every brain is somehow unique too. That is 
why BCI systems that used P300, SSVEP, Motor imagery and even blink signals need to be 
calibrated on every single user (offline training) before starting using the system online. In 
order to avoid that, the main goal of this study is to design a Generic Blink and Wink based 
BCI system that can allow users to communicate using spellers and/or perform motor control 
tasks without the need to be calibrated. The Blink and Wink based BCI system in this thesis 
uses blink and wink (Blink or Double Blinking, left Wink and right Wink) as control signals 
that will enable it to differentiate between different commands using oddball paradigm 
technique. 
 
4.1.1 Challenges and limitations in designing generic systems 
Controlling a system using brain signals is very challenging. Understanding human brain 
waves and translating them  into action in the past was like a dream but now with the huge 
technological development such dream is coming true. 
  
The main challenges in BCI systems is that every subject has his unique EEG signals 
therefore, there is a need to find a common response or common wave that can be shared and 
detected for all users. Also the uniqueness of the EEG signals requires the BCI designers to 
calibrate their system on every single user. In other words, it is required to train the system 
modules to understand the user brain signals. All BCI systems that have been discussed need 
to have such calibration every time a new subject starts using the system and every time the 
same user takes off and wears on the EEG electrodes. This is because control signals like 
P300, SSVEP and motor imagery are affected dramatically by any slight change in the 
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electrode position. Therefore, the system should be recalibrated for the same user every time 
s/he uses the system. Calibration solution is time consuming and exhausting for users. 
Therefore, having a generic system that can achieve at least the same accuracy of the 
calibrated systems is essential.  
 
For achieving such a generic system there is a need to assure the following requirements:  
1. The features used to classify the control signal have to be nearly the same for all 
users. Therefore, any subject can use directly the system without performing offline 
training session to calibrate the system.  
2. The control signal features should not be affected by slight changes in the electrode 
placement on the scalp. Therefore, the user does not require redoing the offline 
training process to calibrate the system every time the user takes OFF and wears ON 
the EEG headset.  
3. Since design of such generic system that will not be calibrated for every single user, 
the system should be able to classify all possible control signals that a user could 
perform through wink and blink  using oddball paradigm technique. 
  
4.1.2 Challenges and limitation in the exploit BCI systems 
Beside the above, the system should avoid relying on flickering lights as in SSVEP systems. 
This is because flickering light systems can be annoying to users and can provoke epileptic 
seizures as been discussed earlier.  
The limited number of commands that a system can recognize and handle is a challenge in 
BCI systems using motor imagery and SSVEP unless the SSVEP system uses multi-layer 
selection technique as control signal. However, this is not a problem for systems using 
oddball paradigm technique like P300. But P300 based systems have low accuracy problem 
in online testing which is a critical issue facing P300 system users.  
 
4.2 Proposed Solutions  
4.2.1 The generic approach 
Solving the challenge of having features of the control signal to be nearly the same for all 
users and are not affected by slight changes in the electrode placement can be achieved by the  
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Proposed approach in this thesis using blink and wink control signals.  
Since the high negative and positive peaked amplitude is the common feature in ‘wink’ and 
‘blink’ signals and can be easily differentiated from the rest brain activities as discussed in 
the chapter 3. Therefore, the system can classify these control signals for any subject user 
using high positive and negative amplitude values. 
Then, since the ‘wink’ and ‘blink’ signals can be detected all over the scalp as shown in 
chapter 3 and nearly sustains its value all over the scalp .Therefore, slight changes in 
electrode placement will not dramatically affect the features or the detection of this signal as 
in other BCI control signals such as P300 and motor Imagery. 
Finally, to achieve generic classification of any possible type of control signals, an offline 
training session for a well trained subject (denoted by X) should be used to train once the 
system modules. This Subject had to perform all possible types of the control signal in the 
training session i.e. subject X should use ‘blink’ ‘double blinking’,  ‘left wink’ and ‘right 
wink’ and combination of them all in the training session to train the system modules to 
understand all the control signal combinations. 
 
4.2.2 Steps taken to avoid facing the problems stated 
 
The blink and wink signal will be applied to the ‘Odd ball paradigm’, that was explained 
previously in chapter 2. Therefore, the same technique used for detecting P300 control signal 
will be used for detecting the blink and wink signal.  
Combining both ‘blink and wink’ control signal with the oddball paradigm will solve the 
addressed problems in section 4.1.2. 
 The use of the oddball paradigm technique for detecting blink and wink signals will avoid 
the problem of limited number of commands in Motor imagery BCI systems because the 
number of commands does not depend on frequencies but on flashing patterns. Also using 
oddball paradigm technique avoids the problems related to concentrating for long periods on 
flickering light in the SSVEP based BCI system. In addition, designing a generic system that 
does not need to be calibrated will solve the problem of long training sessions in P300, 
SSVEP and motor imagery based BCI system. 
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4.3 Operational scenario 
 
The operational scenario of the proposed system in this thesis constitutes the 
following steps: 
a) Specify the type of control signal that the system will detect to translate this 
signal into a command (action or character).  
b) EEG headset placement and acquire EEG signal.  
c) Record the acquired EEG signal to be used for ‘Offline training'. 
d) Apply the oddball paradigm technique that leads to differentiate between 
different commands. 
e) Filter and process the EEG signal to enhance the features associated with the 
control signal. 
f) Extract the features of the control signal. 
g) Translate these features into values and aggregate them into feature vectors. 
h) Use the feature vectors to train (offline) the system classifier. 
i) The classifier at this stage should be able to differentiate between the control 
signal and any other EEG signal. Translate the detected control signal to a 
command (action or a character). 
j) Test the system online with new EEG signals acquired in real time to check 
the performance accuracy of the system. 
 
4.4  Functional requirements 
 
4.4.1 System function 
A For Acquiring EEG 
a) EEG stream recorder, to record EEG streams. 
b) Random flashing sequence generator, to generate the oddball paradigm random 
flashing sequence.  
c) Mark the location of the target character/command as target location, to be used 
for offline training purpose. 
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B For Signal filtration 
a) Band pass filter, to filter the signal from unwanted high frequencies. 
b) A common average reference function, to remove the noise from the EEG signal. 
c) Time based epoching function, to slice the EEG stream into very small epochs to 
be ready for processing and feature extraction. 
d) Mark the stimulations as target or non target to be used to separate the target 
epochs from the non target epochs.  
e) Stimulation based Epoching, to differentiate between target and non target signal 
epochs according to the stimulations marking flag received from the GUI. 
f) Spatial filter to enhance the signal features. 
 
C For Feature extraction 
a) Feature aggregator’ function, to sum the enhanced features into a feature vector. 
b) Classifier function to act as the system decision function, such as Support Vector 
Machine (SVM), Multi Layer Perceptron (MLP) and the Linear Discriminant 
Analysis (LDA).  
D For online testing 
a) Use the trained spatial filter and the trained classifier with a new EEG streams. 
b) Voting classifier, used to select the location of the command action where it is 
more likely to be the user target selection.  
 
4.4.2 Functional modules  
A  Signal acquisition module 
For this module a ‘P300 stimulation generator’ and a ‘Target generation’ functions will be 
used to generate a random flashing sequence and to select character/command as target for 
the user to focus on and sends the location of this character/command to the GUI to be 
displayed to the user. Having a sequential flashing sequence will not add advantage to this 
system as the user will have to wait for the whole commands to illuminate before the system 
taking any selection decision.  
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The flashing sequences generated by ‘P300 stimulation generator’ function. The flashing 
period should be long enough for the user to respond by blinking and/or winking. The user 
response time is one of the system constrains as it affects the (ITR) of the system. 
These two functions are supported by graphical user interface (GUI). This (GUI) will guide 
the user to concentrate on certain character/command. Then the user will blink or wink to 
select that character/command. 
B Spatial filter training module 
In this module band pass filter and common average reference functions are used to remove 
the noise from the recorded EEG signals. The analog EEG signal should be sampled using 
Time based epoching function into data sets. The GUI will mark the target and non target 
stimulations using the target location obtained from the Target Generation function in the 
Signal Acquisition module. Stimulation based epoching function performs epoching 
according to a specified stimulation event such as target or non target stimulation or 
stimulation defining certain location like row/column number. ‘Stimulation based epoching’ 
function will be used in this module to select only the target epochs that will be used to train 
the xDAWN spatial filter that will help to enhance the target signal features. Finally the data 
will be ready to train the xDAWN spatial filter. 
There are different types of band pass filters that can be used like Chebyshev and Butterworth 
filters but we will use the Butterworth as it has the most flat frequency response. 
C  Feature extraction and classifier training module 
The same functions used to filter and select the EEG signal channels in ‘spatial filter training 
module’ will be used. The trained xDAWN spatial filter will be added to enhance the signal 
feature. ‘Stimulation based epoching’ function will be used to separate target epochs and non 
target epochs. However the target epochs group under this process will constitute feature 
extraction. the ‘Feature aggregator’ function is used to arrange them in feature vector to be 
ready for classification. Finally a classifier function will be trained using data from feature 
aggregator.    
There are different classification algorithms which can be used for the classifier filter such as 
Support Vector Machine (SVM), Multi Layer Perceptron (MLP) and the Linear Discriminant 
Analysis (LDA). In this thesis we will use the LDA classifier as it is simple yet efficient 
classifier that is suitable for two class separation problems. 
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D  Online Testing Module   
In this module the’ P300 stimulation generator ‘function will be used to generate the Oddball 
paradigm flashing sequence. GUI functions to show the flashing of rows and columns in the 
speller or command location in the control panel.  The band pass filter and a common average 
reference functions will be used for signal filtration. The trained xDAWN spatial filter will be 
used for enhancing the new EEG stream features. ‘Stimulation based epoching’ function will 
be used to separate every individual row and column in case of using speller and every 
command location in case of using control panel. The ‘Feature aggregator’ function will be 
used to group the features of every individual row and column in case of using speller and 
every command location in case of using control panel to be ready for classification. The 
trained classifier will be used in this module to classify the features grouped for every 
location. The classifier will classify every row and column in case of using speller and every 
command location in case of using control panel as target location or non target location 
according to the features grouped for every location. Finally the voting classifier will select 
the target locations and send these locations to the GUI to show the user the selected 
character or command. 
 
4.5 System design layout 
The system design is divided into two parts the offline training and online testing. The offline 
training will be performed only for one time as a system setup, then after training the system 
it will be ready for online testing.   
4.5.1 Physical blocks 
Figure 4.1 shows the developed modular structure. 
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Figure ‎4.1: The developed modular structure  
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Chapter 5  System Architecture and Implementation 
 
 
The system architecture consists of four modules as shown in figure 4.1, Three modules  in 
the offline training stage which are ‘Signal Acquisition’, ’ Spatial filter training’ and ‘Feature 
extraction and classifier training’ and one module in the online testing stage  referred to as 
‘Online testing module'. 
  
5.1 Hardware Components for EEG Acquisition 
The hardware part of the proposed system is related to the ‘Signal acquisition’ module as 
shown in figure 4.1. The main component of the hardware part is the EEG acquisition device. 
One of the main reasons for BCI technology evolution is the development of the EEG 
acquisition devices.     
 
5.1.1 EEG acquisition devices 
There are many EEG acquisition devices that are available commercially such as Neurosky, 
Neuroscan and Emotiv [37] [38] [61]. These devices are featured with different specifications 
such as number of electrodes, sensitivity, sampling rate and cost. Neurosky EEG headset has 
one EEG channel and very low sensitivity and the sampling rate is 512Hz. Neuroscan 
headsets vary from 32-256 EEG channel with separate amplifiers and the transmitters. These 
products are more sophisticated and so they have high sensitivity and sampling rates up to 
20,000Hz and it is expensive compared to other systems. Emotiv Epoc headset contains 14 
EEG channel and have low sensitivity and sampling rate 128 Hz and it costs around $808 
which is reasonable price compared to EEG headsets with similar specifications.  
In this thesis Emotiv Epoc headset will be used. 
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5.1.2 Emotiv Epoc EEG headset 
A Introduction on Emotiv Epoc Headset 
The Emotiv EPOC is a multi-channel, wireless neuroheadset shown in figure 5.1. Emotiv was 
developed to provide a new personal interface for human computer interaction. It sends the 
EEG signal detected from the surface of the scalp to the acquisition server through bluetooth 
providing a level of movement freedom for the user [61].  Due to its compactness and 
reasonable price, it is considered as a good candidate for real life usage. 
 
 
Figure ‎5.1: Emotiv Epoc headset [61] 
 
Emotiv uses gold-plated contact-sensors that are fixed to flexible plastic arms of a wireless 
headset. The headset included 16 sites, aligned with the 10–20 electrode placement system: 
AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, FC4, M1, and M2 as shown in figure 
5.2 [61]. One mastoid (M1) sensor acts as a ground reference point to which the voltage of all 
other sensors is compared. The other mastoid (M2) is a feed-forward reference that reduces 
external electrical interference [61]. 
 
 
Figure ‎5.2: Emotiv Epoc headset electrode placement 
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B Why Emotiv? 
The reasons for choosing this headset are:  
a) It has all the six channels ‘AF3, AF4, F7, F8, O1 and O2’ that are needed to detect 
the blink and wink signals as discussed in chapter 3. 
b) There is no need for high sensitive and sophisticated EEG device to detect the blink 
and winking signal as their signal to noise ratio (SNR) of the blink and wink signals 
is high compared to other brain activities, such as alpha and beta waves 
c) The Emotiv headset will provide the users a level of mobility as it is wireless 
neuroheadset and accordingly the users will not be attached to wires and can move 
freely. 
d) Reasonable price that makes it affordable to individuals.  
The selected brain headset enables the proposed design to be practically applied to 
physically impaired people with mobility support. 
 
C Emotiv Epoc Headset Kit 
Emotiv Epoc headset kit is shown in figure 5.3. The Emotiv kit contains the following items: 
a) Headset Assembly with Rechargeable Lithium battery already installed to charge the 
headset. Full charge of an empty battery takes about 4 hours.   
b) USB Transceiver Dongle is used to establish wireless connection between the headset 
and the hosting software device (laptop). 
c) Hydration Sensor Pack and saline solution to enhance electrodes connectivity. 
d) USB charger (integrate this with a). 
e) CD Installation Disk that includes Emotiv Xavier software for Windows XP or Vista. 
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Figure ‎5.3: Emotiv Epoc kit [61] 
 
 
5.2 Software Used for Designing the Proposed System 
 
There are different ways to implement the required software functional modules of BCI  
either to implement these functions from scratch using Matlab or Python as examples, or to 
use software such as OpenViBE or BCI2000 that include a library of implemented functions 
like filters and classifiers in which a designer can tune and use according to the design need. 
For the purpose of the proposed system in this thesis OpenViBE software is used to 
implement the system.  
 
5.2.1 OpenViBE software  
OpenViBE is a software platform dedicated to designing, testing and using Brain-Computer 
interfaces for real-time processing of brain signals. It can be used to acquire, filter, process, 
classify and visualize brain signals in real time. OpenViBE is free and open source multi-
platform software. OpenViBE has vast selection of already installed drivers of EEG devices 
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including Emotiv Epoc headset. This option allows OpenViBE to communicate with different 
EEG headsets [46]. 
 
OpenViBE software has a library for range of functions that are implemented as blocks called 
‘boxes’. These functions are used to support the design of BCI systems. Block functions are 
categorized in different types, such as,   
a) Blocks for signal acquisition those are used for connecting the OpenVibe software to 
the EEG acquisition device.  
b) Block for signal processing blocks that provide different algorithms to help in 
processing the EEG signal.  
c) Blocks for signal visualization that provides the ability to display signals  
d)  GUI blocks such as P300 speller and Magic Card that will be used in this thesis for 
testing the system. 
 
5.3 OpenViBE System Design 
 
For designing the Blink and Wink based BCI system there are two main stages as indicated in 
Figure 4.1,  
a) Offline training stage. The main purpose of the offline training stage is to train the 
system to differentiate between the target and the non target EEG signals. The system 
uses pre-defined marked epochs data sets acquired from the ‘Signal acquisition’ 
module. These pre-defined data are divided into target and non target (using 
‘supervised training) to help the system learn to classify between them, and produce 
the trained spatial filter and trained classifier as shown in figure 5.4.  
b) Online testing stage. This stage will use the outcome of the offline training stage 
represented by the trained spatial filter and trained classifier beside the new real time 
EEG streams to process it and select the target command using the Voting classifier as 
shown in figure 5.5. 
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5.4 Offline training modules 
 
The offline training stage consists of three modules, 
a) The ‘Signal Acquisition’ module. This module is designed for recording the user EEG 
streams along with the marked locations of the target character/command to be used 
for supervised training session.  
b)  The ‘Spatial filter training’ module. This module is designed for processing the signal 
and training the xDAWN spatial filter to be used for enhancing the target signal 
features.   
c) The ‘Feature extraction and classifier training’. This module is designed for extracting 
the enhanced features using the trained xDAWN spatial filter. This helps to separate 
the target and non target epochs into two training sets to train the LDA classifier (this 
is the supervised training).   
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Figure ‎5.4: Offline training modules 
 
 
52 
 
 
 
Figure ‎5.5: Online testing module 
 
 
5.4.1 Signal acquisition module 
The purpose of designing this module is to acquire the EEG signal streams sent from Emotiv 
Epoc headset to OpenViBE software and to record it into a file along with the selected target 
locations for offline use.  
The Emotiv Epoc headset is setup on the user scalp and starts detecting the users EEG 
streams and sends them wirelessly to a windows laptop as shown in figure 5.6. The EEG 
detected using Emotiv is sampled by a rate of 128 Hz and sent to a laptop serial port through 
USB Transceiver Dongle that is connected to it. The received signal by the USB Transceiver 
Dongle will be available on a defined port. 
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Figure ‎5.6: Emotiv Epoc headset communicates wireless with laptop 
 
The software with the signal acquisition module constitutes two components: the 
‘Acquisition’ server tool and the ‘Acquisition client’ tool.  
‘Acquisition’ server tool allows OpenViBE to communicate with various EEG acquisition 
devices such as Emotiv Epoc, Neurosky etc. This tool acquires the EEG signals sent from 
Emotiv Epoc headset through port number 1024. Then it sends the raw EEG signal streams to 
“Acquisition client” tool when it requests it. Figure 5.7 shows the flow of EEG streams from 
Emotiv to “Acquisition client”. 
  
 
Figure ‎5.7: Flow of EEG streams from Emotiv Epoc to Acquisition client block 
 
 
Acquisition client box 
Acquisition server tool 
connection Port 1024 
Emotiv Epoc 
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The ‘Acquisition client’ tool upon its request receives the raw EEG signal streams from the 
‘Acquisition server’ tool and distributes the EEG data to the relevant functions within ‘Signal 
Acquisition’ module. 
Figure 5.8 shows the logical functional flowchart reflecting the Signal Acquisition module 
operations. 
 
 
Figure ‎5.8: Logical functional flowchart reflecting the Signal Acquisition module operations 
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Figure 5.9 shows the overall OpenViBE functional structure of the software functions within 
the ‘Signal Acquisition’ module. 
 
 
Figure ‎5.9: Overall structure of the software functions within the ‘Signal Acquisition’ module 
 
A Keyboard Stimulator: 
Keyboard stimulator is a function in OpenViBE. It controls the start of the random flashing 
sequence generated by P300 Speller stimulator (referred to before as ‘P300 stimulation 
generator’) by pressing letter ‘a’ on the keyboard. This helps in synchronization of the 
received EEG signal, flashing stimulations and the marked locations to be used for offline 
training. 
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B P300 Speller Stimulator: 
This function receives the starting indicator (letter ‘a’) from the ‘keyboard stimulator’ to 
control the random flashing sequences of rows and columns respectively in case of  P300 
Speller GUI and controls random flashing sequences of commands in case of control panel 
based application such as smart home control panel. The stimulations generated by ‘P300 
Speller stimulator’ function are labeled with their location for example stimulation for row1 
(R1) or colum4 (C4), etc. These stimulations are used for defining the time onset when the 
flashing happens in the EEG stream as shown in figure 5.10. The time onset used with this 
stimulator was set to 0.5 and it can be adjusted as needed. 
 
 
Figure ‎5.10: Stimulations generated by P300 Speller Stimulator 
 
 This function also allows the designer to repeat the flashing sequences of rows and columns 
or command and the trial duration for selecting one character in speller or one action 
command in a control panel. The trial consists of six parameters;  
a) Flashing duration, is the time of row or column or command illumination 
b) Non flashing duration, is the time of illumination 
c) The inter repetition duration, is the time between every flashing sequence repetition  
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d) The number of flashing sequence repetition, is the number of times the flashing 
sequence is going to repeat. 
e) The inter trial delay, is the time between every trial to select different 
character/command 
f) Number of flashing items, is the number of rows and columns or commands that are 
going to flash in GUI and this should be adjusted identical to the design of the GUI. 
For example in case of speller six rows and six columns are going to flash and in case 
of the smart home panel that we are going to use there are 12 action commands going 
to flash as shown in figure 5.11.  
 
C Target Generation: 
 ‘Target Generation’ receives the flashing stimulations and settings from P300 Speller 
Stimulator and uses them  to synchronize and randomly selects and displays through the GUI 
a single character or command action for the subject user to concentrate on. 
Target Generation function referred to as “Target Letter Generation” when using P300 
Speller GUI or “Target Action generation” when using the smart home control panel GUI. 
 
D Graphical user interface (GUI) 
It aims to visualize random flash sequence and displays a randomly selected target. To do this 
it needs to receive the flashing sequence from the P300 Speller Stimulator function and the 
Target Generation function. Based on the type of the target the function that generates the 
GUI will be decided. In case of character target the function will be the P300 Speller 
Visualization and for the control panel it will be the P300 Magic Card Visualization. 
The output of the GUI that represents the target and non target stimulations will be used in 
the Spatial filter training module. 
E Generic stream writer  
It is used to record and save the received EEG signal coming from the Acquisition client, 
over all flashing stimulations coming from P300 Speller Stimulator and the marked 
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Figure ‎5.11: (a) P300 speller showing flashing of a row and a column (b) Control panel 
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stimulations coming from ‘Target Action Generation’. The recorded streams are saved as 
binary file in OpenViBE format (.ov), this format is used by OpenViBE software and cannot 
be changed. This file can be read back using the ‘Generic stream reader’ function. 
 
5.4.2 Spatial filter training module  
 
This module uses the recorded EEG signal streams through the Generic stream reader that is 
acquired from the Signal Acquisition to enhance it and do spatial filter training. 
The Generic stream reader reads the file recorded by the ‘Generic Stream’ writer tool in the 
‘Signal Acquisition’ module. The streams recorded in the file will be mapped and executed 
separately according to their types for example EEG streams or stimulations will be available 
to use separately. 
This module includes the following parts, 
a) Signal Enhancement part and it consist of: 
i. Temporal filter  
ii. Common average reference 
iii. Channel selector 
iv. Time based epoching 
 
b) Spatial filter training part: 
i. Graphical user interface 
ii. Stimulation based epoching 
iii. xDAWN spatial filter trainer 
 
Figure 5.12 shows the logical functional flowchart reflecting the Spatial filter training module 
operations. 
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Figure ‎5.12: The logical functional flowchart reflecting the spatial filter training module 
operations. 
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Figure 5.13 shows the overall OpenViBE functional structure of the software functions 
within the spatial filter training module. 
 
 
Figure ‎5.13: The overall OpenViBE functional structure of the software functions within the 
spatial filter training module 
 
 
62 
 
A Signal Enhancement part 
I Temporal filter: 
Remove noise artifacts such as: 
a) System noise: generated by the electronic circuits. 
b) Noise surrounds the subject produced due to neck and jaws movement. 
c) Any unnecessary information such as brain signals with higher frequencies than the 
needed signal.  
The Butterworth filter is used to band pass the EEG signal from 1-20Hz as shown in figure 
5.14. This range is used for extracting information in BCI as most of the brain rhythms 
(Delta, Alpha, Beta, etc.) lie between 1-20 Hz as discussed in chapter1.  
 
 
Figure ‎5.14: EEG stream after passing through Band Pass Filter 
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In this thesis we used fourth order Butterworth filter because this filter provides flat 
frequency response and have no amplitude ripples as shown in figure 5.15. Therefore, it looks 
more like the ideal filter (rectangle shape) and provides linear magnitude response; equation 
(5.1) shows the Butterworth transfer function at angular frequency and assuming that the 
filter has no gain [47]. 
        
 
     
  
   
    
         
Where n is the filter order and w angular frequency of the design components which is equal 
to     and    
 
  
 , R is the resistor and C is the capacitor and    is the angular cut-off 
frequency. 
 
Figure ‎5.15: Butterworth filter 
 
II Common average reference: 
 Common average reference (CAR) is a computationally simple technique used to improve 
EEG recordings from electrode arrays. It receives the EEG streams after passing through the 
band pass filter to remove the noise artifacts, by Re-referencing the signal to an average value 
of all the recordings on every electrode site. This is achieved by subtracting from every 
electrode sample the average value of all electrodes [48] [49]. This technique provides better 
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noise removal than using the reference site technique [48] [49]. The reference site technique 
uses electrodes as reference site like electrodes located behind the ear or on nose and the 
activity detected from these sites will be subtracted from the rest of electrodes [48]. While in 
CAR the average across all the electrodes is considered to be the reference site that has been 
equally represented in all the recordings across the entire head [48]. Therefore, CAR at each 
electrode can be calculated as shown in equation (5.2) [48]. 
 
                          
               
 
      (5.2) 
 
Where n is the total number of electrodes,    is the potential value at certain electrode.  
 
III Channel selector:  
Since EEG signals are recorded as stream of channels, the channel selector selects predefined 
channels by the user for further processing. All the channels received from EEG device are 
indexed by their labels (names) therefore; the designer can choose which channels to be 
selected using their names. The purpose of selecting certain channels to be processed is to 
decrease the processing time and data for better real time online performance. Designing a 
system that uses fewer channels (electrodes) makes the subject user more comfortable and the 
system more suitable for real life uses. In this thesis, only six channels are selected for 
training the spatial filter and the classifier. These channels will be used in online testing too. 
In the developed system the significant channels for Blink and Wink detection are AF3, AF4, 
F7, F8, O1 and O2 as discussed in chapter 3. 
 
IV Time based epoching: 
This is used to segment the EEG stream into 'epochs' or ‘data sets’ having a specified 
duration and repetition interval. These epochs (data sets) are used to train the spatial filter. In 
the developed system the epoch duration is 0.25s and it is repeated every 0.25s. Therefore, 
during 1 second of EEG signal there will be 4 epochs as shown in figure 5.16.  
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Figure ‎5.16: Time window every 0.25s with duration 0.25s 
 
In general practice when control signals such as P300 signal have low amplitude and hidden 
within the EEG brain activity they need excessive processing such as sliding window analysis 
shown in figure 5.17. This type of analysis requires having the epoch interval less than the 
epoch duration to achieve better feature extraction. In the developed system due to the high 
amplitude of the control signal (Blink or Wink) and its obvious features that can be easily 
recognized. Hence, there is no need for sliding window analysis and accordingly epoching 
the signal with no overlaps for spatial filter training is used.    
 
 
Figure ‎5.17: Time window every 0.15s with duration 0.5s 
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B Spatial filter training part 
I Graphical user interface GUI  
It is same GUI as used in Signal Acquisition module. Within this part the output of the GUI 
that represents the target and non target stimulations will be used by the stimulation based 
epoching function to separate the Target epochs from the non target epochs and retain only 
the target epochs used for training the spatial filter and the classifier. 
II Stimulation based epoching: 
The aim of this function is to separate signal epoching according to the marked stimulations 
that are labeled as target or non target provided by the GUI. This function is illustrated in 
figure 5.18. 
 
Figure ‎5.18: Stimulation based epoching function separates target and non target epochs 
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III xDAWN spatial filter trainer:  
The aim of this filter is to enhance the potential features of the control signal (Blink and 
Wink) that help to achieve better detection by the classifier.  The xDAWN spatial filter is 
designed mainly for enhancing the P300 evoked potential that follow the oddball paradigm 
technique [50] [51]. xDAWN spatial filter is trained to automatically estimate the evoked 
potential subspace using  
a) All EEG signals epochs (target and non target), 
b) The instants of the flashing stimulations obtained from P300 Speller Stimulator, and 
c) The target epochs obtained from the Stimulation based epoching.  
 
The xDAWN needs to wait until it receives the whole session contents (all 25 trials) to 
calculate the estimated subspace that contains most of the control signal evoked potentials.   
For calculating the estimated evoked subspace all the data related to the target stimulations 
are extracted and placed in a vector X [50]. X contains the control signal and other brain 
signal and noise therefore; it can be defined as in equation 5.3: 
 
                (5.3) 
 
Where A is the control signal and N is any other brain activity including the noise that we 
want to remove and D is a matrix Toeplitz matrices whose first column entries are set to zero 
except for those that correspond to target stimuli time indexes [50] [51]. Therefore, DA 
represents the control signal response with target stimuli. Then the least square estimation of 
the control signal response vector A is performed to each EEG channel, and then these 
responses are used to estimate spatial filter. This algorithm was originally developed for 
detecting P300 control signal but in our study we will use it with blink and wink signal 
features [50] [51]. Eigen values will be generated and the highest three values will be used to 
enhance the control signal features that is coming from the six channel EEG (AF3, AF4, F7, 
F8, O1 and O2).  
Figure 5.19 illustrates the uses of the trained xDAWN filter during classifier training that will 
be explained later. The figure 5.19 shows the input EEG stream signal to the xDAWN and its 
enhanced output.  
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Figure ‎5.19: The effect of the xDAWN spatial filter to enhance the features of the control signal 
 
 
C Spatial filter training data flow  
The overall flow of the ‘Spatial filter training’ module is shown in figure 20. The recorded 
EEG streams recorded from the ‘Signal Acquisition’ module will be used and filtered using 
band pass filter and CAR. Then it will pass through channel selector to select the six channels 
that will be used to detect the Blink and Wink control signal.  
For training 25 characters there will be 900 stimulation ([6 row + 6 columns]*3 repetitions 
*25 char). Divided into 150 stimulations ([1 row + 1 columns]*3 repetitions*25char.)  for the 
‘Target’ character and 750 stimulation for ‘Non target’ characters. Six channels will be 
selected for further processing. 
 The six EEG streams will pass through the Time based epoching to divide the EEG stream 
into small epochs. These epochs will pass through the stimulation based epoching to separate 
the target epochs using the target and non target stimulations received from the output of 
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GUI. The flashing stimulations coming from the P300 Speller Stimulator along with the EEG 
Epoch and the target epochs will be used to train the xDAWN spatial filter. 
The xDAWN filter will calculate the estimated sub space and generates and selects the 
highest 3 Eigen values (e1, e2 and e3). These Eigen values are the spatial filter parameters 
that will be used in the next. 
5.4.3 Feature extraction and classifier training module 
This module aims to train the feature classifier using information related to a full training 
session. This module starts its operation after fully concluding the training session that 
deliver the trained xDAWN spatial filter.  The inputs to this module at the starting time are 
the trained xDAWM spatial filter and the recorded EEG signal stream and the output will be 
a fully trained feature classifier.  The trained xDAWN spatial filter will be used for enhancing 
the recorded EEG features to be ready for extraction.
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Figure ‎5.20: Spatial filter training module data flow
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This module consists of three parts, 
a) Signal and feature enhancement 
b) Feature aggregation 
i. Target selection and feature aggregation, and 
ii. Non-target selection and feature aggregation 
c) Classifier training 
 
Figure 5.21 shows the logical functional flowchart reflecting the feature extraction and 
classifier training module operations and Figure 5.22 shows the overall OpenViBE functional 
structure of the software functions within the feature extraction and classifier training 
module. 
 
D Signal and features enhancement: 
       This part includes the following functions 
i. Temporal filter  
ii. Common average reference 
iii. Channel selector 
iv. xDAWN spatial filter (fully trained) 
v. Time based epoching 
The aims and operation of the functions i, ii and iii are similar to that explained under the 
spatial filter training module. As for the trained xDAWN spatial filter it receive the EEG 
streams of the six channels after filtration to enhance the features of the control signal to be to 
train the classifier.   
In addition, the function of time based epoching is similar to that used in the previous 
module. 
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Figure ‎5.21: The logical functional flowchart reflecting the feature extraction and classifier 
training module operations 
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Figure ‎5.22: The overall OpenViBE functional structure of the software functions within the 
feature extraction and classifier training module. 
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E Feature aggregation:  
I Target selection and features aggregation  
The aim of this function is to 
a) Separate all the target epochs by the Stimulation based epoching given the 
output of the Time based epoching and all signal epoching according to the 
marked stimulations as targets and non-targets represented by the output of the 
P300 speller visualization (GUI).  
b) Once separating the target epoching, the entire EEG signal that contains the 
enhanced features related to Target stimulation (the character/command the 
subject is concentrating on) will be concatenated into one feature vector using 
‘Feature aggregator’ function. 
 
II Non-target selection and features aggregation  
The aim of this function is to  
a. Separate all the non-target epochs by the Stimulation based epoching (non-target 
selection) given the output of the Time based epoching and all signal epoching 
according to the marked stimulations as targets and non-targets represented by the 
output of the P300 speller visualization.  
 
b.  All the EEG signal that contains the enhanced features related to non-target 
stimulation (the character/command the subject is concentrating on) will be 
catenated into another feature vector using ‘Feature aggregator’ function. 
 
These two feature vectors will be used as the training data sets for the classifier training in the 
next part. In the developed system since the duration of the blink and Wink takes less than 
0.5s (500ms) therefore, to assure that the whole Blink and Wink response is captured  the 
Stimulation based epoching duration is set to be 600ms after every flashing stimulation 
generated by the P300 Speller Stimulator.  
The stimulation based epoching is set to 600ms because the human takes 180-200 ms second 
to react to a visual stimulus [64]. This means that after the flashing happens it takes the user 
about 200ms (in normal cases may be more for some people) to start blinking or winking 
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therefore, the control action will start at 200ms. Then the Blink or Wink duration takes 
approximately 400 ms [62] [63]. Therefore, we need to capture 600ms after stimulation 
happens. Since the human reaction time is 200m this means that 50ms that is captured from 
the next stimulus will not affect the decision as next blink or wink will start after 200ms as 
shown in the figure. 
 
Figure ‎5.23: Average reaction time to visual stimuli and intentional blink duration 
 
The sampling frequency of the Emotiv headset is 128Hz this means that is sends 128 sample 
point in one second, therefore, in every 600ms epoch the signal is sampled to 76 sample 
values as shown in figure 5.24. The samples have the amplitude value of the signal at each 
sampling point. Therefore, for the ‘Target’ class there will be 150 stimulation each has 228 
feature points and for the ‘Non Target’ class there will be 750 stimulation each has 228 
feature point. These data sets will be ready to train the classifier. 
 
III Feature Aggregator 
All the EEG signal that contains the enhanced features related to Target stimulation (the 
character/command the subject is concentrating on) will be concatenated into one feature 
vector using ‘Feature aggregator’ function and all data sets related to Non target stimulations 
will be catenated in another feature vector. These two feature vectors will be used as the 
training data sets for the Linear Discriminant inate Analysis (LDA) Classifier. 
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In the proposed system design we are taking only 600ms of data using ‘Time based epoching’ 
after every stimuli generated. In every 600ms epoch the signal is sampled to 76 feature points 
the sample value is the amplitude value of the signal at each sampling point figure 5.25.  
Therefore, the ‘Target’ class there will be 150 stimulation each has 228 feature points and for 
the ‘Non Target’ class there will be 750 stimulation each has 228 feature points. These data 
sets will be ready to train the classifier. 
 
 
Figure ‎5.24: Epoching 600ms data after every stimuli generated and sampling it into 76 feature 
value the amplitude of the signal  
 
 Since the xDAWN filter output three channels related to the three Eigen values of the 
subspace therefore, the three channels will be sampled and concatenated in one feature vector 
as shown in figure 5.25.  Hence the feature vector length after concatenating the three epochs 
received from the xDAWN spatial filter are going to be 76*3= 228 feature points (data point) 
in every set (after ever stimulation).  
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Figure ‎5.25: Feature aggregator concatenate features into one feature vector 
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F Classifier trainer part 
 
The aim of the classifier is to distinguish between the target and non target features. It has to 
be trained using predefined data (target epochs and non target epochs). To train the classifier 
it has to wait until the end of recording flag is received to make sure that all the target 
features and the non target features have been received.   
Linear Discriminant Analysis is a classification method developed by R.A. Fisher in 1936 
[53]. The objective of LDA is to discriminate between given classes C of data using 
minimum class discrimination information as possible. R.A. Fisher introduced the linear 
discriminate function to simply discriminate between classes by computing the 
transformation that maximizes the between-class scatter Sb while minimizing the within-class 
scatter SW. Equation (5.4) shows R.A. Fisher linear discriminate function [52] [53]. 
                           
Where     is the Disciminant function,  is the weight vector for combining features,    is 
the given features (data) vector and bias determines the position of the decision surface. The 
weight vector is used to build the linear discriminate function therefore; the classifier 
calculates   vector and bias from known given data (features)    in the training session. The 
new given feature (data)   belongs to class1 if         otherwise it belongs to class 2 [53]. 
The between-class scatter Sb shown in equation (5.5) is the distance between the means of the 
two classes. Therefore, when this distance is maximized the two classes are more separable 
and points can be easily classified [53]. 
 
                
 
              (5.5) 
 
Where C is the number of classes,   is the overall mean of the training data and     is the 
mean of every class data. 
The within-class scatter Sw shown in equation (5.6) is the distance between the points 
(feature points) in every class which is the variance of the class (spread), therefore when 
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variance within the class is minimized the points that represent this classes are less scattered 
and so they can be easily separated. 
 
                   
 
              (5.6) 
 
In the developed system, classifier receives the labeled feature vectors as ‘target’ or ‘non 
target’ from the feature aggregator and when all the training data   arrives, the classifier will 
calculate the weight vector  and the bias of the linear discriminate function. At the end of 
training a configuration file containing the weight vectors and bias will be generated and used 
by “Classifier processor block” for Online Testing. 
 
The Data flow of the Signal in ‘Feature extraction and classifier training’ module is shown in 
figure 5.26 and figure 5.27. 
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Figure ‎5.26: Feature extraction and Classifier training module data flow part1
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Figure ‎5.27: Feature extraction and Classifier training module data flow part2
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5.5 Online Testing Stage 
 
The aim of the online testing stage is to test the developed system performance using online 
testing module. The online testing module starts after completing the offline stage and it uses 
the trained xDAWN spatial filter and the LDA classifier obtained from the offline training 
stage 
 
5.5.1 Online testing module 
This module presents the online testing module that is used for real-time testing while 
acquiring new real-time EEG signals. 
There are two testing options that can be applied within this module, 
a) Allow the user to choose randomly the testing characters/commands and wait for the 
system result, or 
b) Allow the Target generation function to select random characters/commands just for 
the user to focus on without having any influence on the system decision. This is used 
to assure randomness of the characters/command that are going to be tested. 
 
This module consists of three parts 
 
a) Acquiring new EEG signal part that consists of: 
i. Acquisition client 
ii. Keyboard stimulator  
iii. P300 Speller Stimulator 
iv. Target generation (used only when allowing the Target generation function to 
choose randomly the characters/commands for the user to focus on and then 
verify the result accordingly.) 
v. Generic stream writer 
 
b) Signal enhancement part that consists of: 
i. Temporal filter 
ii. Common average reference 
iii. Channel selector  
iv. Trained spatial filter  
 
 83 
 
c) Feature detection and classification part that consists of: 
i. Simulation based epoching 
ii. Feature aggregator 
iii. Trained classifier (classifier processor) 
 
d) Selecting the target character/command part that consists of: 
i. Voting classifier  
 
Figure 5.28 show the logical functional flowchart reflecting the Online testing module 
operations. 
 
A Acquiring new EEG signal part 
A new connection between Emotiv and OpenViBE will be established to acquire new and 
real time EEG streams through the communication port to communicate with the Acquisition 
server.  The new EEG streams received from the ‘Acquisition server’ are sent to the 
‘Acquisition client’ as discussed before in section 5.4.1. 
 
The keyboard stimulator starts the P300 Speller Stimulator when letter ‘a’ is pressed then 
P300 Speller Stimulator will generate random flashing sequence of all the commands in case 
of control panel and rows and columns in case of speller. The GUI is used for visualization of 
the flashing sequences. Then for choosing the testing characters there are two possible 
options:  
a) The user to choose randomly for each trial a character/command to be tested. In this 
case the input of the GUI will be the flashing stimulations coming from the P300 
Speller Stimulator and at the end of each trial the character/command decided by the 
voting classifier at the end of each trial in association with the user intention as a 
character/command coordinate (row and column or location). 
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Figure ‎5.28: The logical functional flowchart reflecting the online testing module operations 
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b) The Target generation function chooses randomly for each trial a character/command 
to focus on for testing. The GUI receives and displays this generated 
character/command as a target reference. The other input to the GUI will be the 
flashing stimulations coming from the P300 Speller Stimulator. At the end of each 
trial, the GUI displays the character/command coordinate (row and column or 
location) that is decided by the voting classifier for verification.  
Note in both option there is no output taken from the GUI and the Target generation 
function will have no influence on the system operational functions. 
 
Figure5.29 (a) shows the OpenViBE functional structure of the software functions of the 
Acquiring new EEG signal part within the Online testing module. 
B Signal enhancement part 
 The EEG streams will go through the band pass filter and then to the common average 
reference to remove the unwanted noise. The channel selector will select the six channels that 
will be used for detecting the Blink and Wink control signals as discussed in section 5.4.2. 
Then the trained xDAWN spatial filter will enhance the EEG signal features related to Blink 
and Wink control signals.  
Figure 5.29 (b) shows the OpenViBE functional structure of the software functions of the 
Signal enhancement part within the Online testing module. 
 
C Feature detection and classification part 
After enhancing the EEG signal features related to the blink and wink control signal, it will 
be ready for detection.  
The stimulation based epoching will be used to separate epochs according to their flashing 
coordinates (row number or column number) in case speller and command location number 
in case of control panel, therefore, in both cases twelve stimulation boxes are going to be 
used to conclude any relevant row or column (in speller 6 rows and 6 columns)  or location 
(control panel 12 command actions) as shown in figure 5.30. 
The stimulation based epoching receives: 
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a) The output of the xDAWN filter which is the three channels containing the EEG after 
enhancing its features.  
b) The flashing stimulations coming from the P300 Speller Stimulator to be used by the 
stimulation based epoching for separating the signal according to their flashing 
location. 
Every epoch received related to a certain location will be grouped in a separate feature vector 
using feature aggregator. 
The feature aggregator receives the three channels epoch  related to its location and 
concatenate them in one feature vector.the feature vector length will equal to the number of 
features in one epoch * no. of xDAWN output channels. 
 Finally the trained classifier is applied to every single location, i.e., in case of speller while 
twelve classifiers will be applied to twelve locations (six rows and six columns) and same for 
the control panel. The LDA classifier for a certain location for example row5 classifies every 
feature vector coming from the feature aggregator of row5. If the feature vector contains the 
target features then this location will be flagged as target and if not it will be flagged as non 
target. This flag will be used by the voting classifier in next part. 
 
Figure 5.31 (c) shows the OpenViBE functional structure of the software functions of the 
feature detection and classification part of rows within the Online testing module. 
 
D Selecting the target character/command part 
I Voting classifier:  
The function of voting classifier is to receive all the classifier output flags. In case of speller 
two voting classifiers are used, one voting classifiers related to the rows and other voting 
classifiers related to columns and in case of control panel only one voting classifier is used 
for locations. 
 The voting classifier waits for all the classifiers to flag. This means for the row’s voting 
classifier it will wait for 6 flags from all row and 6 from all columns while in case of control 
panel the voting classifier will wait for 12 flags related to all commands. Then it waits for all 
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repetitions of one trial to end.  By the end of each trial, in case of a speller, three rows and 
three columns will be concluded. The voting classifier selects a row that have the higher 
number of classifier flags as target and same for columns.  While in case of the control panel 
three commands will be concluded. The voting classifier will select the higher number of flag 
location related to a command. In case of having more than one row/column or command 
with similar the highest number target flags, the voting classifier chooses to reject the vote 
and send an error note for this. 
. Finally the voting classifier sends the ‘Target’ row and column or location to the GUI to be 
displayed for the user. This ‘Target’ row and column or location can be sent to Virtual 
Reality Peripheral Network (VRPN) to control a software application for e.g. smart home or 
to a microcontroller to control for e.g. a robot or wheelchair.   
Figure 5.32 (d) shows the OpenViBE functional structure of the software functions of the 
selecting the target character part for columns within the Online testing module. 
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Figure ‎5.29: The overall OpenViBE functional structure of the software functions within the online testing module 
 (a) The Acquiring new EEG signal part and (b) The Signal enhancement part within the online testing module. 
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Figure ‎5.30 : Online testing module data flow 
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Figure ‎5.31 : The overall OpenViBE functional structure of the software functions within the online testing module  
(c) Shows the feature detection and classification part of rows and (d) shows selecting the target character part for rows. 
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Figure ‎5.32: The overall OpenViBE functional structure of the software functions within the online testing module 
 (c) Shows the feature detection and classification part of columns and (d) shows selecting the target character part for columns 
 
.
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Chapter 6 Testing Blink and Wink Signals with P300 Speller  
 
6.1 P300 speller GUI 
There are many P300 speller designs for BCI and in this thesis the P300 speller available with 
OpenViBE software is used. It is 6X6 matrix that contains the 26 English alphabets and 
numbers from 0-9 as shown in figure 6.1. 
 
 
Figure ‎6.1: P300 Speller GUI 
 
At the beginning of every trial and when the Target Generation function is used to select a 
random target character and send it to the GUI in terms of row and column coordinates. The 
GUI receives and displays the character to the user highlighted in blue as shown in figure 6.2. 
 93 
 
Note that in online session the ‘Target generator’ can be used only to select random 
characters to be spelled by the user subject without any marking to the stimulation related to 
this character. Another way is to leave the subject spells his own characters. However, in this 
thesis the ‘Target Generation’ was used to assure randomness of the spelled characters to 
demonstrate that subjects didn’t even have training on specific letters or words. 
  
 
Figure ‎6.2: Target selection by the speller 
 
At the end of every trial in the online testing, the concluded target character coordinates that 
resulted from the voting classifier is sent to the GUI to be displayed to the user and 
highlighted in green as shown in figure 6.3. This gives the user a visual feedback of the result 
of the online test. 
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Both the target and the spelled character are shown in the bar below the P300 Speller 
keyboard to show how many spelled characters the user got right and to give the user a visual 
feedback. 
 
Figure ‎6.3: spelled character by the user 
 
6.2 System Setup for P300 Speller Stimulator for P300 speller 
In the offline training stage subject X performed supervised training using 25 random 
characters. Subject X had to perform all possible types of the control signal in this training 
session i.e. subject X used ‘blink’ ‘double blinking’, ‘left wink’ and ‘right wink’ and all 
combinations of them to train the system modules to understand all the control signal 
combinations as discussed in chapter 4.   
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In this offline training session the P300 Speller Stimulator parameters were set as shown in 
Table 6-1: 
 
Table ‎6-1: P300 Speller Stimulator Parameters Settings used in the offline training of P300 
speller  
P300 stimulation parameters Setting  
Flashing duration 0.5s 
Non flashing duration 0.05s 
The inter repetition duration 0.01s 
The inter trial delay 6s 
The number of flashing sequence repetition 3 times 
Number of flashing items 6 rows and 6 columns 
 
After training the spatial filter and the classifier the offline training stage ends and the system 
is ready for online testing using the trained spatial filter and classifier. 
 
6.3 Online Test Experimental Procedures and Setting for P300 Speller  
 
In this test eight random healthy subjects, aged from 21 to 29(males), took part in this 
experiment voluntarily. They had no previous experience with P300-Speller or BCI in 
general. The subjects were given quick introduction on the system and how to use it.  All 
subjects didn’t have any previous experience with BCI system. Few subjects were allowed to 
try to spell few characters before the actual online test as to understand how the speller works 
and what they need to do. Offline training done only once with X subject  and no further 
offline training session was recorded for any subject before performing the online test which 
means that the system does not require to be calibrated on any of these subjects. This aims to 
demonstrate how   the developed system is generic during online testing with random 
subjects. 
 
User subjects were asked to concentrate on the P300 speller keyboard and try to spell twenty 
five characters chosen randomly by the ‘Target Generation’ to ensure randomness and 
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generality of the system. The online testing session last for 11 minutes for users performs the 
test with the 0.5ms flashing duration and 15 minutes for the users performing the test with 
0.8ms flashing duration this is due to user response duration vary from one person to another. 
User subjects are seated comfortably in a quite lab in front of a laptop screen. The screen as 
distant by approximately 50cm away from the subject however the screen distance will not 
affect the control signal or the test results.  
Subjects were asked to react with the control signal (double blink, wink left or wink right) 
when the target character flashes in its row or column to select it. They were free to choose 
any type of the mentioned control signal or to shift between them all as they prefer and feel 
more comfortable.  
The speller has thirty six characters; each character will have two flashes, one in its row and 
one in its column this is called flashing sequence. Therefore, in one flashing sequences six 
rows and six columns will flash randomly so the total number of flashing sequence is twelve. 
The speller will be adjusted to have three flashing sequences (repetitions) this means that the 
twelve flashing sequences will be repeated three times therefore; each character will have six 
flashes, three in its row and three in its column. So the total number of flashes for on trial 
(round for spelling one character) is 36 (12 Row/Column flashes * 3 repetitions).  
P300 Speller Stimulator parameters were adjusted as shown in Table 6--2. 
 
Table ‎6-2: P300 Speller Stimulator Parameters Settings used in the online testing of P300 speller 
P300 Speller Stimulator Setting  
Flashing duration 0.5s-0.8s According to the subject response 
and comfort as responses may vary according 
to gender, health condition and age [64]. 
Non flashing duration 0.05s 
The inter repetition duration 0.01s 
The number of flashing sequence repetition 3 times 
The inter trial delay 6s 
Number of flashing items 6 rows and 6 columns 
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 The online test session for each user was recorded and the accuracy achieved is calculated 
using equation 6.1. 
         
                    
                  
             
Where the No. of correct trials represents the number of correct attempts to spell characters and the 
total no. of trials is the number of all attempts in an online session. In this test the total no. of trials is 
25 characters. 
 
6.4 Results and discussion  
 
For the online test of the accuracy by the eight user subjects and the ITR is calculated for 
each user subject as shown in Table 6-3. 
Table ‎6-3: Subjects performance in P300 speller test 
Subject  Flashing period ITR Accuracy 
S1 0.5s 8.52 bits/min 84% 
S2 0.5s 10.83 bits/min 96% 
S3 0.5s 7.85 bits/min 80% 
S4 0.5s 9.23 bits/min 88% 
S5 0.8s 6.53 bits/min 88% 
S6 0.5s 11.86 bits/min 100% 
S7 0.5s 8.52  bits/min 84% 
S8 0.8s 5.56 bits/min 80% 
Average  0.537 8.61 bits/min 87.5% 
 
Table 6-3 shows that the average accuracy achieved by the eight user subjects is 87.5% and 
the average ITR is 8.62 bits/minute. Unfortunately there are no ITR records for similar Blink 
and Wink based BCI systems for comparison with the developed system speed. It would be 
unfair to compare a Blink and Wink based BCI system's ITR with the ITR of the P300 based 
systems as the time needed for a person to perform a reaction like blinking or winking is 
much higher than the time needed to evoke P300 signal while the user is just concentrating 
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and not performing any reaction.  However the accuracy of the Blink and Wink based system 
can be compared to P300 based systems as both use oddball paradigm technique. 
 
6.4.1 System accuracy and comparison  
The average system accuracy achieved by the eight subject users is compared to the most 
recent (2013-2015) references [21], [32], [54], [55], [56] and [57] and comparable P300 
based BCI systems as shown in Table 6-4.  Many conditions should be taken into 
consideration when comparing accuracy results in system.  
a) The number of user subjects who performed the test should be reasonable. The more 
the user subjects the more realistic accuracy results. 
b) The number of channels (electrodes) used for signal detection and processing. The 
more the processed channels are the better the signal detection and accuracy, but the 
less comfort the user is due to attaching many electrodes to his scalp. 
c) BCI systems that require calibrating its parameters such as classifier on each subject 
user using offline training should yield a better accuracy than a generic system. This 
is because the system will be adjusted according to each user’s brain signals and 
would also give a chance for the user to have a good experience on how to use the 
system before the online test. In a Generic system (like the developed system) the 
parameters will not be adjusted according to each user brain signals so achieving a 
good accuracy would be a challenge. 
d) The number of tested characters in the online test affects the results accuracy as the 
more number of the tested characters reflects realistic accuracy results, but at the same 
time user subjects gets fatigue and lose concentration in long testing sessions so the 
number of tested characters may affect the accuracy results in both directions.  
e) As the number of flashing sequences (repetitions) increases the accuracy increases 
because the number of intensifications of the target character increases. Therefore, 
more target signals to be compared to non target signals gives better classification and 
accuracy but decreases the ITR as the trial duration for selecting one character 
increases as ITR is inversely proportional with the trial duration as shown in equation 
(2.1) in chapter 2. 
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Table ‎6-4: Comparing average Accuracy results with number of (subjects, channels, trained characters, tested characters and repetition 
Paper No. of 
subjects 
Channels 
used 
Accuracy No. of trained  
characters 
No. of tested 
characters 
No.  of 
repetition
s 
A Reduced-Complexity P300 
Speller based on an Ensemble of 
SVMs [57] ,2015 
2 64 
40 
20 
              95% 
              85% 
              70% 
85 100 15 
A Study on Asynchronous 
System in P300 Speller based on 
User’s Intention of Input[21] , 
2014 
4 9              89.3%  10 20 10 
Bayesian approach to 
dynamically controlling data 
collection in P300 spellers [54], 
2013 
26 8 SSL      69.4% 
 
30 four words and 
one random 
number 
sequence per 
task  
5 
An Online Semi-supervised 
Brain–Computer 
Interface [55], 2013 
8 30                85% 2 1-35 random 
number of 
characters / set 
9 
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A Hybrid Brain–Computer 
Interface Based 
on the Fusion of P300 and 
SSVEP Scores [56],2015 
13 P300     8 
SSVEP   9 
DRC 74.24% 
4-D  76.65% 
8runs*32char*
2day=512 
6runs*32chr*2
days=384 
1 
Mind guided Motion Control of 
Robot Manipulator using EEG 
Signals[32], 2015 
1 trained 
and 2 
untrained 
14  Trained subj.  
83.3 % 
Untrained subj. 
66.7% 
20 trial to spell 
6 characters 
30 trials to 
spell 6 
characters 
-- 
Thesis approach using Blink 
and Wink with P300 Speller 
8 
untrained 
6 Untrained subj. 
accuracy  87.5 
No training 
session for 
calibration 
25 character  Only 3 
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6.4.2 Discussion 
  
Table 6-4 shows that [57] and [21] have achieved the highest average accuracy results but 
both built their results on few numbers of user subjects: [57] used 2 user subjects and [21] 
used 4 user subjects which is insufficient to build a realistic accuracy overview. Also, [21] 
used 10 flashing repetition for spelling one character and trained the subjects on 20 character 
in an offline training session to calibrate the system on each user subject  [57] tested their 
results on 100 characters but using different number of electrodes (channels) to study the 
effect of number of channels on accuracy results. They found that when using 64 electrodes 
the subjects achieved 95% accuracy while with 20 electrodes the accuracy results dropped to 
70%. In case of [57], they used 10 flashing repetitions and trained each user subjects on 10 
characters during an offline training session to calibrate the system on each user subject. 
They used 9 electrodes and tested the system with 20 characters in the online session. 
Comparing [21] [57] to the proposed system, it can be seen that Blink and Wink based BCI 
system yield a higher classification accuracy using only 6 electrodes and 3 flashing repetition 
and without calibrating the system on every subject. Other research results by [54], [55], [56] 
and [32] achieved 69.4%, 85%, 74.65% and 66.7% respectively which is lower than the 
classification accuracy of the proposed system taking into consideration that all used more 
than 6 electrodes (8-30) and they used flashing repetitions more than 3 except for [56] who 
used only 1 flashing sequence. [56] Trained the user subject on 512 characters divided on two 
days and 8 sessions to well calibrate the system on subjects and the maximum average 
accuracy achieved in 76.65%. 
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Chapter 7  Testing Blink and Wink Signal with Control Panel  
 
 
7.1 Control Panel 
 
This is a modified version of the P300 Magic Card GUI provided by OpenViBE software for 
the purpose of smart home application. The modified control panel contains 12 
control/command actions for the user to choose from, like Open Door, Close Door, Switch 
On/OFF T.V. etc. as shown in figure 7.1. 
 
 
Figure ‎7.1: Control panel for smart home application 
 
In this control panel each command action flashes separately and in a random sequence while 
the other are hidden at the time of flashing. This flashing sequence is called single-
character/command presentation (SCP). When an action is selected at the end of a trial it 
flashes and highlighted in red to give the user a visual feedback. For example if the user 
intended to switch ON light s/he will concentrate on the lighting bulb command in the panel. 
If the system succeeded in selecting the Switch ON light command, the lighting bulb in the 
control panel will be highlighted in red as shown in figure 7.2. 
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Figure ‎7.2: Control action selection 
 
7.2 System Setup for  P300 Speller Stimulator for the Smart Home Control Panel 
  
In the offline training stage subject X performed supervised training using 11 random 
command actions. Subject X had to perform all possible types of the control signal in this 
training session i.e. subject X used ‘blink’ ‘double blinking’, ‘left wink’ and ‘right wink’ and 
combination of them all to train the system modules to understand all the control signal 
combinations.  
In this offline training session the P300 Speller Stimulator parameters were set as shown in 
Table 7-1: 
Table ‎7-1: P300 Speller stimulator parameters settings used for the offline training of the smart 
home control panel  
P300 stimulation parameters Setting  
Flashing duration 0.5s 
Non flashing duration 0.05s 
The inter repetition duration 0.01s 
The inter trial delay 8s 
The number of flashing sequence repetition 3 times 
Number of flashing items 12 command action 
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7.3 Online Testing Experimental Procedure and Setting for Smart Home Control 
Panel 
 
In this test eight random healthy user subjects, aged from 21 to 25 (6 males and 2 females), 
took part in this experiment voluntarily. One of the user subjects performed the P300 speller 
test, but the other seven user subjects had no previous experience with BCI systems. 
Therefore, the seven subjects were given a quick introduction on the system and how to use it 
and what they need to do. 
No offline training session for calibrating the system on each subject was recorded. User 
subjects are seated comfortably in a quite lab in front of a laptop screen. The screen as distant 
by approximately 50cm away from the subject however the screen distance will not affect the 
control signal or the test results. The user subjects were asked to have 15 random selections 
from the available control actions while they have the freedom to repeat any of the selected 
control actions. The time of one session to try to select 15 commands lasts for 7.5 minutes. In 
every trial the subject was asked to concentrate on a single command action (e.g. turn T.V 
ON) and perform the control signal (e.g. double blink) at the time when the control action 
flashes. Subjects were free to choose any of the three types of the control signals or to shift 
between them all as they prefer. Each subject's online test session was recorded and the 
accuracy was calculated using equation 6.1 in chapter 6. 
 
The smart home control panel flashing sequences obtained from the P300 Speller Stimulator 
were adjusted as shown in Table 7-2.  
Table ‎7-2: Speller stimulator parameters settings used in the online testing of the smart home 
control panel 
P300 stimulation parameters Setting  
Flashing duration 0.5s 
Non flashing duration 0.05s 
The inter repetition duration 0.01s 
The inter trial delay 8s 
The number of flashing sequence repetition 3 times 
Number of flashing items 12 command action 
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7.4 Results and Discussion  
 
For the online test of the eight subjects the average accuracy achieved was 92.5% as shown in 
Table 7-3.  
 
Table ‎7-3:  Subjects Accuracy achieved in smart home control panel test  
Subject Accuracy 
S1 86.7% 
S2 80% 
S3 100% 
S4 100% 
S5 93.3% 
S6 100% 
S7 100% 
S8 80% 
Average  92.5% 
 
Since few papers studied the Blink and Wink based BCI system, fewer papers stated their 
results to be compared.  These papers results are shown in Table 7-4. 
Table 7-4 shows that references [42] and [8] tested their systems on 4 user subjects.[8] used 7 
channels to detect and process the blinking signal and achieved 75.37% accuracy while [42] 
used only one channel to detect and process the signal and achieved accuracy of 84.4% which 
is better than [8]. While [2] used 2 electrodes and they tested the system with 20 user subjects 
and achieved average accuracy of 80%. All these three systems used offline training for 
calibrating their system on every single user before testing. However, the developed system 
achieved an average accuracy of 92.5% taking into consideration that 4 user subjects from the 
eight got 100% accuracy and no offline training performed for calibrating the system. 
Accordingly, it can be concluded that the developed system is generic and the accuracy of the 
system can be further raised when adding a short introduction to the user subjects.  
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Table ‎7-4: Comparing Blink based BCI systems 
paper No. of 
subjects 
No. of  
channel 
Training Accuracy Application 
S. Rihana, P. 
Damien and T. 
Moujaess [8], 
2013 
4 7 Training for 
calibration 
75.375 % Studying 
Algorithm 
K. S. Ahmed 
[2], 2011 
20 2 Training for 
calibration 
80% wheelchair 
 
K. Singh, Y. K. 
Wang et al. 
[42],2015 
4 1 Training for 
Calibration 
84.4% synthesized 
speech BCI 
system 
Thesis 
approach using 
Blink and 
Wink 
8 6 No training 
for 
calibration 
92.5% Smart home 
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Chapter 8 Conclusions and Future Work  
 
 
8.1 Conclusion 
 
Eye blinks based BCI systems are promising field of research as they can be easily detected 
due to their high amplitudes in EEG signal compared to other BCI control signals. The aim of 
this thesis was to develop a Generic system based on Blinking and Wink control signals. This 
helped to avoid the problems associated with the exploit BCI control signals such as SSVEP, 
Motor imagery and P300.  
The developed system was tested using ‘P300 Speller’ and achieved accuracy of 87.5%. 
When comparing the proposed system with referenced P300 speller systems, they were using 
number of electrodes in the range from 8 to 64 electrodes while all used offline training 
sessions for every single user to calibrate the system. In addition, the number of flashing 
sequence repetition used for each character ranged between 5 to 15 repetitions and this will 
elongate the operational session time. The system that yield the highest average accuracy 
95%  used 64 electrode and 15 flashing sequence repetitions and offline training data of each 
subject is performed. Only two subjects conducted the test. In same reference there is an 
obvious relation between increasing the number of electrodes and the accuracy achieved as 
when they used 20 electrodes their system accuracy dropped to 70%.  
In the developed system only 6 electrodes were used and the number of flashing sequence 
repetitions was 3 and no offline training data collected from any of the subjects to calibrate 
the system accordingly. Therefore, the achieved average accuracy of the system is higher 
than the reference papers taking into consideration all the above parameters. Also, it shows 
that the developed system is efficient and generic. 
Finally the Blink and Wink based BCI system was tested with control panel of smart home. 
The average accuracy achieved from this test was 92.5% which demonstrate the efficiency of 
the system. Experiments show that the performance of developed system is not sensitive to 
electrode placements. Also leaving the user to decide which type of Blink or Wink to use 
makes the user feel comfortable with flexibility. However, it was noticed that using Blink and 
Wink based BCI system for long periods of time makes some users feel fatigue or 
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inconvenient and lose concentration and using such a system may cause embarrassment for 
users in public places. 
8.2 Future Work 
 
The future research will focus on:  
a) Improving the speed of the system  
b) Applying the system to different physical applications like guiding wheelchair or 
controlling a robot arm. 
c)  Study the effect of using different types of spatial filters 
d) Study the effect of using different classifiers like support vector machine (SVM) on 
the system performance.  
e) Automation as in the developed system the user can’t control to switch ON and turn 
OFF the system automatically using his/her EEG signals therefore, this would be a 
good point for future research.  
f) Testing the system on physically impaired subjects will be necessary to compare the 
system performance with real life disability conditions.   
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