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Multipole analysis for linearized f(R) gravity with irreducible Cartesian tensors
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The field equations of f(R) gravity are rewritten in the form of obvious wave equations with the
stress-energy pseudotensor of the matter fields and the gravitational field as its source under the
de Donder condition. The method of multipole analysis in terms of irreducible Cartesian tensors is
applied to the linearized f(R) gravity, and its multipole expansion is presented explicitly. In this
expansion, the tensor part is symmetric and trace-free and is the same as that in General Relativity,
and the scalar part predicts the appearance of monopole and dipole radiation in f(R) gravity, as
shown in literature. As a by-product, the multipole expansion for the massive Klein-Gordon field
with an external source in terms of irreducible Cartesian tensors and its corresponding stationary
results are provided.
PACS numbers: 04.50.Kd, 04.25.Nx, 04.30.-w
I. INTRODUCTION
The recent detection of gravitational waves (GWs) by
the LIGO Collaboration [1] is a milestone in GWs and
opens new perspective in the study of General Relativity
(GR) and astrophysics [2]. The observations of GWs are
consistent very well with GR’s prediction based on the
multipole expansion of gravitational radiation, effective
one-body formalism, numerical relativity, etc.
The Einstein field equations of gravity can be rewritten
in the form of obvious wave equations [3, 4] under the de
Donder condition. In this formalism, the gravitational
field amplitude hµν is defined as
hµν :=
√−ggµν − ηµν , (1.1)
where gµν denotes the contravariant metric, ηµν rep-
resents an auxiliary Minkowskian metric, and g is the
determinant of metric gµν . The source term of an obvious
wave equation is the so-called stress-energy pseudotensor
of the matter fields and the gravitational field [4]. When
hµν is the perturbation of the flat metric, the field
equations and the effective stress-energy tensor of GWs
for the linearized GR are readily obtained.
The relativistic time-dependent massless scalar, elec-
tromagnetic, and massless tensor fields can be expanded
in terms of multipole moments [5]. The massless scalar
field is handled directly and elegantly by using scalar
spherical harmonic functions [6]. In order to deal with
the vector and tensor cases more elegantly, the method of
irreducible Cartesian tensors, namely the symmetric and
trace-free (STF) formalism, has been developed [3, 7, 8].
In Ref. [6], the STF technique is summarized, and the
multipole expansions for electromagnetism and linearized
GR are presented systematically, based on STF tech-
nique. In addition to the massless fields, the multipole
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expansions for radiation from massive scalar and vector
fields are also investigated for periodic sources in Ref. [9].
No doubt, GR is a successful theory of gravity. Even
so, it still faces many challenges to interpret many data
observed at infrared scales, which is regarded to be
the signal of a breakthrough of GR at astrophysical
and cosmic scales [10–12]. An approach to deal with
these difficulties is to introduce the Extended Theories
of Gravity (ETG) [13, 14], and these theories are based
on generalizations of GR. f(R) gravity [15–18] is a
simple example of ETG which modifies the Einstein-
Hilbert action by adopting a general function of the
Ricci scalar R in the gravitational Lagrangian. When
the ETG is introduced, the GW may possess more
polarizations [2]. Unfortunately, the present observation
of GWs cannot make any constraint on the non-GR
polarization [19]. To better understand the possible
different polarizations of GWs, it is worthwhile to explore
the multipole expansion for radiation in ETC, especially
in f(R) gravity, in STF formalism.
For f(R) gravity, besides the gravitational field am-
plitude hµν by (1.1), one has to introduce the effective
gravitational field amplitude
h˜µν := fR
√−ggµν − ηµν , (1.2)
where fR = ∂Rf . One of the purposes of the present
paper is to show, by using the same method in Ref. [20],
that the field equations of f(R) gravity can also be
rewritten in the form of obvious wave equations under
the de Donder condition, and that the source term is
also the stress-energy pseudotensor of the matter fields
and the gravitational field. If h˜µν is a perturbation, the
resulting field equations and the effective stress-energy
tensor of GWs for linearized f(R) gravity are the same
as the previous results given in Ref. [21].
By definitions (1.1) and (1.2), the true gravitational
field amplitude hµν in f(R) gravity can be read out
from h˜µν . For a linearized f(R) gravity, fR depends
on aR(1) only, where a is the coupling constant of the
quadratic term in the Lagrangian of f(R) gravity, and
2R(1) is the linear part of Ricci scalar R. In this case, the
relation between hµν and h˜µν becomes linear and simple,
and it implies that there is a scalar part associated with
the linear part of the Ricci scalar R(1) in the multipole
expansion of linearized f(R) gravity in addition to the
tensor part associated with h˜µν . Although the result of
the tensor part is the same as that in linearized GR, the
multipole expansion of linearized f(R) gravity is different
from that in the linearized GR because R(1) satisfies
massive a Klein-Gordon (KG) equation with an external
source in linearized f(R) gravity, which will contribute
nonzero values in the multipole expansion [2, 21–23].
Therefore, in order to complete the multipole expansion
of linearized f(R) gravity, one has to deal with the
multipole expansion of R(1) which is described by a
massive KG equation with an external source.
In Ref. [9], the multipole expansion for radiation from
massive scalar and vector fields has been obtained. How-
ever, a general derivation of the multipole expansion of
R(1) is not provided and the main interested systems are
periodic ones. In Ref. [22], the gravitational radiation in
a quadratic f(R) gravity has been investigated, in which
the quadratic term is treated as a small perturbation
of GR, the weak-field and slow-motion approximation,
related to the Newtonian and post-Newtonian potentials,
is used, and the quadratic f(R) gravity is dealt with by
its analogy with scalar-tensor theories. In both of these
references, the multipole moments are not obtained in
terms of the STF technique.
In fact, since the only nontrivial term comes from aR(1)
in a linearized f(R) gravity, it is possible to show directly
in f(R) gravity that the multipole expansion is valid
for a large class of linearized f(R) theories of gravity
without any further assumption in addition to the weak-
field approximation. The main purpose of this paper is to
present the multipole expansion of R(1) with irreducible
Cartesian tensors. As has been shown in literature, the
monopole and dipole radiation for R(1) do not vanish,
which make GWs of f(R) gravity different from the case
in GR.
The method of irreducible Cartesian tensors can also
be used to study stationary cases. Since the differential
equation satisfied by the scalar part in the linearized
f(R) gravity reduces to the screened Poisson equation
in stationary cases, its Green’s function is the Yukawa
potential. The third purpose of this paper is to derive
the multipole expansion of the Yukawa potential for a
massive scalar field in STF formalism and compare with
the multipole expansion of the Coulomb potential.
This paper is organized as follows. In Sec. II, we
describe our notation and the relevant formulas of STF
formalism, and review the traditional formalism of f(R)
gravity. In Sec. III, based on the review of how the GR is
rewritten in an obvious wave equation under de Donder
condition, we show that the field equations of f(R)
gravity can also be rewritten in the form of obvious wave
equations with the stress-energy pseudotensor of the
matter fields and the gravitational field as their source
under the de Donder condition. Upon this, we derive the
wave equation and the effective stress-energy tensor of
GWs for linearized f(R) gravity. In Sec. IV, we expand
linearized f(R) gravity by the STF multipole moments.
As a by-product, we give the multipole expansion for the
massive KG field with an external source. In Sec. V, we
discuss the stationary multipole expansion for linearized
f(R) gravity and the massive KG field with an external
source. In Sec. VI, we present the conclusions and make
some discussions. In the Appendices, we provide the
detailed derivations for Eqs. (4.53), (5.7), and (5.13),
respectively.
II. PRELIMINARY
A. Notation
Throughout this paper, the international system of
units is used, and the signature of the metric gµν is
(−,+,+,+). The Greek indices run from 0 to 3, and the
Einstein summation rule is used. When the discussion
is limited in the linearized gravitational theory and
when Cartesian coordinates for flat space are used, the
coordinates (x0, x1, x2, x3) are denoted by
(ct, x1, x2, x3) = (ct, xi)
as though they were Minkowskian coordinates. The
Latin indices run from 1 to 3, and repeated Latin
subscript indices are to be summed as though a δij was
present. For example,
AiBi = A1B1 +A2B2 +A3B3. (2.1)
The Cartesian coordinates define the spherical coordinate
system (ct, r, θ, ϕ):
x1 = r sin θ cosϕ, x2 = r sin θ sinϕ, x3 = r cos θ. (2.2)
As in a flat space, the radial vector and its length are
denoted by x and r, respectively. The unit radial vector
is n, and its components are ni, so that ni = xi/r, where
xi are the components of x. Often we shall encounter a
sequence of many (say l) indices on a Cartesian tensor.
For ease of notation, we shall abbreviate it as follows [3]:
BIl ≡ Bi1i2···il . (2.3)
In particular, the tensor products of l radial and unit
radial vectors are abbreviated by
XIl = Xi1i2···il := xi1xi2 · · ·xil , (2.4)
NIl = Ni1i2···il := ni1ni2 · · ·nil , (2.5)
and they are related by
XIl = r
lNIl . (2.6)
The totally antisymmetric Levi-Civita tensor is denoted
by ǫijk with ǫ123 = 1.
3B. The relevant formulas in STF formalism
The relevant formulas that are useful in STF formalism
are listed in the following without proof. Given a
Cartesian tensor BIl , its symmetric part is expressed
by [3, 6, 7]
B(Il) = B(i1i2···il) :=
1
l!
∑
σ
Biσ(1)iσ(2)···iσ(l) , (2.7)
where σ runs over all permutations of (12 · · · l). The
explicit STF part of BIl , denoted with a hat, is
BˆIl ≡ B<Il> ≡ B<i1i2···il>
: =
[ l2 ]∑
k=0
bkδ(i1i2 · · · δi2k−1i2kSi2k+1···il)a1a1···akak , (2.8)
where
bk =(−1)k (2l − 2k − 1)!!
(2l− 1)!!
l!
(2k)!!(l − 2k)! , (2.9)
SIl = B(Il), (2.10)
and Si2k+1···ila1a1···akak represents that the latter 2k
indices are contracted.
By the above formulas, there are [7]
NˆIl =
[ l2 ]∑
k=0
bkδ(i1i2 · · · δi2k−1i2kNi2k+1···il), (2.11)
∂ˆIl =
[ l2 ]∑
k=0
bkδ(i1i2 · · · δi2k−1i2k∂i2k+1···il), (2.12)
∂ˆIlf(r) =
NˆIl
(−2)l
l∑
k=1
(−2)k(2l − k − 1)!
(k − 1)!(l − k)! r
k−lf (k)(r), (2.13)
∂ˆIl
(F (t− ǫr/c)
r
)
= (−ǫ)lNˆIl
l∑
k=0
(l + k)!
(2ǫ)kk!(l − k)!
F (l−k)(t− ǫr/c)
cl−krk+1
, (ǫ2 = 1), (2.14)
where ∂Il ≡ ∂i1i2···il := ∂i1∂i2 · · · ∂il .
Now we will make use of the above formulas to prove
l∑
m′=−l
Y lm
′∗
(θ′, ϕ′)Y lm
′
(θ, ϕ) =
(2l + 1)!!
4πl!
NˆIl(θ
′, ϕ′)NˆIl(θ, ϕ), (2.15)
where Y lm
′
(θ, ϕ) is the spherical harmonic function, and
Y lm
′∗
(θ, ϕ) is its complex conjugate. By the formula [24]
l∑
m′=−l
Y lm
′∗
(θ′, ϕ′)Y lm
′
(θ, ϕ) =
2l + 1
4π
Pl(cos θ˜), (2.16)
where Pl is the Legendre polynomial of degree l, cos θ˜ =
n
′ ·n, and n′,n are the unit vectors of the two directions
(θ′, ϕ′) and (θ, ϕ), respectively. Thus, Eqs. (2.15) and
(2.16) are equivalent to
NˆIl(θ
′, ϕ′)NˆIl(θ, ϕ) =
l!
(2l− 1)!!Pl(cos θ˜). (2.17)
Since NˆIl(θ, ϕ) is trace-free, the left-hand side of Eq.
(2.17) can always be written as
NˆIl(θ
′, ϕ′)NˆIl(θ, ϕ) = ni1(θ
′, ϕ′) · · ·nil(θ′, ϕ′)NˆIl(θ, ϕ).
Further, by use of Eqs. (2.5), (2.7), and (2.11),
NˆIl(θ
′, ϕ′)NˆIl(θ, ϕ) =
[ l2 ]∑
k=0
bkni1(θ
′, ϕ′) · · ·nil(θ′, ϕ′)
1
l!
∑
σ
δiσ(1)iσ(2) · · · δiσ(2k−1)iσ(2k)niσ(2k+1) (θ, ϕ) · · ·niσ(l)(θ, ϕ)
=
[ l2 ]∑
k=0
bk(cos θ˜)
l−2k. (2.18)
Note that
(2k)!! = 2kk!, (2l − 2k − 1)!! = (2l − 2k)!
(2l − 2k)!! =
(2l − 2k)!
2l−k(l − k)! .
4Thus, from (2.9), we have
bk =
l!
(2l− 1)!! (−1)
k (2l − 2k)!
2lk!(l − k)!(l − 2k)! . (2.19)
Inserting this result into (2.18), we know that Eq. (2.17)
holds by the definition of the Legendre polynomial.
C. Review of f(R) gravity
f(R) gravity [15–18] is a generalization of GR. The
action of f(R) gravity is
S =
1
2κ
∫
dx4
√−gf(R) + SM (gµν , ψ), (2.20)
where f is an arbitrary function of Ricci scalar R, κ =
8πG/c4, and SM (g
µν , ψ) is the matter action. While
this action may not encode the true theory of gravity,
it might contain sufficient information to act as an effec-
tive field theory, correctly describing phenomenological
behavior [21, 25].
There are three types of f(R) gravity: metric f(R)
gravity, Palatini f(R) gravity, and metric-affine f(R)
gravity [21], which are not equivalent to each other
[26]. We will only restrict our attention to the first
one. Varying the action (2.20) with respect to the metric
gµν gives the gravitational field equations and the trace
equation [21, 22], respectively,
Hµν = κTµν , H = κT, (2.21)
where
Hµν = −gµν
2
f + (Rµν + gµν−∇µ∇ν)fR, (2.22)
H = −2f + (R + 3)fR, (2.23)
and
Tµν = − 2√−g
δSM
δgµν
(2.24)
is the stress-energy tensor of matter fields. By Ref. [2],
we only consider polynomial f(R) models of the form
f(R) = R+ aR2 + bR3 + · · · , (2.25)
where a, b · · · are the coupling constants, and their
dimensions are [R]−1, [R]−2 · · · , respectively.
III. THE FIELD EQUATIONS AND
STRESS-ENERGY PSEUDOTENSOR OF f(R)
GRAVITY UNDER DE DONDER CONDITION
A. Einstein field equations under the de Donder
condition
Firstly, we review how the Einstein field equations are
rewritten in the form of obvious wave equations in a ficti-
tious flat spacetime under the de Donder condition [4, 20]
Γα := gµνΓαµν = −
1√−g∂λg
λα = 0, (3.1)
where
gµν :=
√−ggµν (3.2)
is the densitized inverse metric. As in Refs. [3, 4], the
gravitational field amplitude hµν is defined by
hµν := gµν − ηµν , (3.3)
where hµν is not necessarily a perturbation.
In Ref. [20], the Ricci tensor and the Ricci scalar have
been expressed by the densitized inverse metric and the
related geometrical quantities in order to apply the de
Donder condition (3.1). Their expressions are
Rµν = − 1
2g
gαβ∂α∂βg
µν −ΠµαβΠναβ +
1
2g
gµνgαβyαβ
+
1
2
yµyν +Bµν , (3.4)
R = − 1√−g g
αβyαβ +B + L, (3.5)
where
Πµαβ :=
1
2g
(gαρ∂ρg
βµ + gβρ∂ρg
αµ − gµρ∂ρgαβ), (3.6a)
Πναβ := gασgβρΠ
νσρ, (3.6b)
yµ := Γ
ν
µν = ∂µ ln
√−g, (3.6c)
yµ := gµρyρ = g
µρ∂ρ ln
√−g, (3.6d)
yαβ := ∂αΓ
γ
βγ = ∂α∂β ln
√−g, (3.6e)
Bµν := Γµν +
1
2
(yµΓν + yνΓµ), (3.6f)
Γµν :=
1
2
(gµα∂αΓ
ν + gνα∂αΓ
µ − Γα∂αgµν), (3.6g)
B := gµνB
µν = Γ + Γαyα, (3.6h)
Γ := gµνΓ
µν = ∂αΓ
α − 1
2
gµνΓ
α∂αg
µν , (3.6i)
L := −1
2
Γναβ∂νg
αβ − Γαyα. (3.6j)
It should be noted that all quantities on the left-hand
side of the above formulas are not tensors. Inserting the
definition of hµν into (3.4) and (3.5) gives the explicit
expressions of the Ricci tensor and the Ricci scalar about
the metric and hµν , namely
5Rµν =
1
2
√−g g
αβ∂α∂βh
µν − 1
2g
gµαgβτ∂λh
ντ∂αh
βλ +
1
4g
gµαgνβgλτgǫπ∂αh
λπ∂βh
τǫ +
1
2g
gαβg
λτ∂λh
µα∂τh
νβ
+
1
2g
∂αh
µβ∂βh
να − 1
2g
gναgβτ∂λh
µτ∂αh
βλ − 1
8g
gµαgνβgτǫgλπ∂αh
λπ∂βh
τǫ − 1
4g
gµνgρτgǫσg
αβ∂αh
ρσ∂βh
τǫ
− 1
4
√−g g
µνgαβgρσ∂α∂βh
ρσ − 1
2
√−g g
µα∂α∂λh
νλ − 1
2
√−g g
να∂α∂λh
µλ +
1
4g
gµνgρσ∂αh
ρσ∂λh
αλ
− 1
2g
∂αh
µν∂λh
αλ, (3.7)
R = − 1
4g
gαβgρτgǫσ∂αh
ρσ∂βh
τǫ − 1
2
√−g gρσg
αβ∂α∂βh
ρσ − 1√−g∂α∂βh
αβ +
1
2g
gρσ∂αh
ρσ∂λh
αλ
− 1
2g
gµν∂λh
µτ∂τh
νλ − 1
8g
gµνgτǫgλπ∂µh
λπ∂νh
τǫ. (3.8)
From (3.3), the de Donder condition (3.1) also reads
∂µg
µν = ∂µh
µν = 0. (3.9)
The Ricci tensor (3.7) and the Ricci scalar (3.8) can be
simplified by use of (3.9), and, thus, the Einstein tensor
can be expressed under the de Donder condition as
Gµν = − 1
2g
(ηh
µν − ΛµνGR), (3.10)
where η := η
µν∂µ∂ν and
ΛµνGR =− hαβ∂α∂βhµν + ∂αhµβ∂βhνα +
1
2
gµνgαβ∂λh
ατ∂τh
βλ − gµαgβτ∂λhντ∂αhβλ − gναgβτ∂λhµτ∂αhβλ
+ gαβg
λτ∂λh
µα∂τh
νβ +
1
8
(2gµαgνβ − gµνgαβ)(2gλτgǫπ − gτǫgλπ)∂αhλπ∂βhτǫ. (3.11)
As is clear from the above expression, ΛµνGR is made of, at
least, quadratic in the gravitational field amplitude hµν
and its first and second derivatives [4].
Hence, the Einstein field equations
Gµν = κT µν (3.12)
can be recast in the form of an obvious wave equation [3,
4]
ηh
µν = 2κτµνGR, (3.13)
where the source term
τµνGR = |g|T µν +
1
2κ
ΛµνGR (3.14)
can be interpreted as the stress-energy pseudotensor of
the matter fields and the gravitational field [4].
If hµν is the perturbation, the linearized field equations
and the corresponding effective stress-energy tensor of
GWs are
ηh
µν = 2κT µν, (3.15)
tµνGR =
1
2κ
〈
Λ
µν(2)
GR
〉
, (3.16)
where Λ
µν(2)
GR is the quadratic term of Λ
µν
GR, and
〈
Λ
µν(2)
GR
〉
is its average over a small spatial volume (several wave-
lengths) surrounding each point [21].
B. Obvious wave equation in f(R) gravity
Now, we begin to rewrite the field equations of f(R)
gravity by using the same method. Again, define hµν as
the gravitational field amplitude by (3.3). It represents
the information about the metric. In order to apply
the de Donder condition, we need to define the effective
gravitational field amplitude h˜µν by
h˜µν := g˜µν − ηµν , (3.17)
g˜µν := fR
√−ggµν . (3.18)
Obviously, besides the information of metric, it also
contains the information of the function fR, which is,
from (2.25),
fR = 1+ 2aR+ 3bR
2 + · · · . (3.19)
In GR, the de Donder condition is the condition for
the harmonic coordinates:
xµ = 0. (3.20)
6In f(R) gravity, the de Donder condition in GR should
be modified as
∂µg˜
µν = ∂µh˜
µν = 0, (3.21)
which is no longer the condition for the harmonic coor-
dinates because it is equivalent to
xµ = −gµν∂ν ln fR. (3.22)
In the following, we will prove that (3.21) is indeed
the generalization of the de Donder condition in the
linearized f(R) gravity in Refs. [21, 22]. For the
linearized theory, hµν and h˜µν are perturbation, and then
by (3.2), (3.3), and (3.19), there are
fR = 1 + 2aR
(1) + o(hµν), (3.23)
g = |gµν | = |gµν | = −1− h+ o(hµν), (3.24)
where h = ηµνh
µν is the trace of hµν , and o(hµν) is the
higher order terms of hµν . Eqs. (3.2), (3.3), and (3.24)
give
gµν =
1√−g g
µν = ηµν + h
µν
+ o(hµν), (3.25)
gµν = ηµν − hµν + o(hµν), (3.26)
where
h
µν
= hµν − 1
2
hηµν , (3.27)
h = −h = −ηµνhµν . (3.28)
It is easy to derive from (3.27) and (3.28)
hµν = hµν − 1
2
hηµν . (3.29)
It should be emphasized that the indices of perturbation
quantities hµν and h
µν
are lowered by the Minkowskian
metric. (3.26) means that −hµν in the present paper is
equivalent to the perturbation of metric hµν in Refs. [21,
22]. By Eqs. (3.2), (3.3), (3.17), (3.18), and (3.23), we
easily obtain
h˜µν = hµν + 2aR(1)ηµν . (3.30)
So, (3.21) is equivalent to
∂µhµν + 2a∂νR
(1) = 0, (3.31)
or, via (3.29), to
∂µhµν − 1
2
∂νh+ 2a∂νR
(1) = 0. (3.32)
Eq. (3.32) is nothing but the de Donder condition in the
linearized f(R) gravity, and hµν in (3.32) is just −hµν in
Refs. [21, 22].
Now we return to the (nonlinearized) f(R) gravity. We
will express the Ricci tensor and the Ricci scalar in terms
of the metric and h˜µν with the help of the de Donder
condition (3.21). By Eqs. (3.2), (3.3), (3.17), and (3.18),
there is
hµν =
1
fR
h˜µν + (
1
fR
− 1)ηµν . (3.33)
It immediately results in
∂λh
µν =
1
fR
∂λh˜
µν − gµν∂λ ln fR. (3.34)
With the help of the de Donder condition (3.21), the
substitution of (3.33) and (3.34) in (3.7) and (3.8) gives
rise to the expressions ofRµν and R in terms of the metric
and h˜µν :
Rµν = − 1
2fR
√−g g
αβ∂αh˜
µν∂β ln fR +
1
2fR
√−g g
αβ∂α∂β h˜
µν − 1
2
gµνgαβ∂α ln fR∂β ln fR +
1
2
gµαgνβ∂α ln fR∂β ln fR
+
1
2
gµνgαβ∂α∂β ln fR + g
µαgνβ∂α∂β ln fR − 1
gf2R
gβτg
α(µ∂λh˜
ν)τ∂αh˜
βλ +
1
4gf2R
gλτgǫπg
µαgνβ∂αh˜
λπ∂βh˜
τǫ
− 1
2fR
√−g gρσg
µ(αgβ)ν∂αh˜
ρσ∂β ln fR +
1
2gf2R
gαβg
λτ∂λh˜
µα∂τ h˜
νβ +
1
2gf2R
∂αh˜
µβ∂β h˜
να
+
1
fR
√−g g
α(µ∂αh˜
ν)β∂β ln fR − 1
8gf2R
gτǫgλπg
µαgνβ∂αh˜
λπ∂β h˜
τǫ − 1
4gf2R
gρτgǫσg
µνgαβ∂αh˜
ρσ∂β h˜
τǫ
− 1
4fR
√−g g
µνgαβgρσ∂α∂β h˜
ρσ +
1
4fR
√−g g
µνgαβgρσ∂αh˜
ρσ∂β ln fR, (3.35)
R = − 1
4gf2R
gρτgǫσg
αβ∂αh˜
ρσ∂β h˜
τǫ − 3
2
gαβ∂α ln fR∂β ln fR − 1
2fR
√−g gρσg
αβ∂α∂β h˜
ρσ + 3gαβ∂α∂β ln fR
− 1
2gf2R
gαβ∂λh˜
ατ∂τ h˜
βλ − 1
8gf2R
gαβgτǫgλπ∂αh˜
λπ∂β h˜
τǫ. (3.36)
7We begin to consider the field equations (2.21) for f(R)
gravity. Eq. (2.22) can be split into two parts,
Hµν := Hµν1 +H
µν
2 , (3.37)
where
Hµν1 := −
1
2
gµνf +RµνfR, (3.38)
Hµν2 := (g
µν−∇µ∇ν)fR. (3.39)
For Lagrangian (2.25), Eq. (3.38) reads
Hµν1 =G
µν − a
2
gµνR2 + 2aRµνR− b
2
gµνR3 + 3bRµνR2
+ higher order terms. (3.40)
By (3.35) and (3.36), the expression of Einstein tensor
Gµν in terms of the metric and h˜µν can be obtained,
Gµν = − 1
2fR
√−g g
αβ∂αh˜
µν∂β ln fR +
1
2fR
√−g g
αβ∂α∂β h˜
µν +
1
4
gµνgαβ∂α ln fR∂β ln fR +
1
2
gµαgνβ∂α ln fR∂β ln fR
− gµνgαβ∂α∂β ln fR + gµαgνβ∂α∂β ln fR − 1
gf2R
gβτg
α(µ∂λh˜
ν)τ∂αh˜
βλ − 1
2fR
√−g gρσg
µ(αgβ)ν∂αh˜
ρσ∂β ln fR
+
1
2gf2R
gαβg
λτ∂λh˜
µα∂τ h˜
νβ +
1
2gf2R
∂αh˜
µβ∂β h˜
να +
1
fR
√−g g
α(µ∂αh˜
ν)β∂β ln fR +
1
4gf2R
gµνgαβ∂λh˜
ατ∂τ h˜
βλ
+
1
4fR
√−g g
µνgαβgρσ∂αh˜
ρσ∂β ln fR +
1
16gf2R
(2gµαgνβ − gµνgαβ)(2gλτgǫπ − gǫτgλπ)∂αh˜λπ∂β h˜τǫ. (3.41)
When f(R) gravity reduces to GR, namely,
f(R) = R, (3.42)
then
fR = 1, (3.43)
h˜µν = hµν (3.44)
by (3.19) and (3.33), and Eq. (3.41) reduces to the
expression of Einstein tensor, namely (3.10) in GR.
For scalar fR,
∇µ∇νfR = gµαgνβ∂α∂βfR − Γλµν∂λfR,
fR = g
αβ∂α∂βfR − Γλ∂λfR,
and then (3.39) reads
Hµν2 = (g
µνgαβ − gµαgνβ)∂α∂βfR
− gµνΓλ∂λfR + Γλµν∂λfR, (3.45)
where
Γλµν : = gµαgνβΓλαβ
= Πλµν +
1
2
(yµgνλ + yνgµλ − yλgµν) (3.46)
by Ref. [20]. By use of (3.2), (3.3), (3.6a), (3.6d), (3.21),
(3.33), and (3.34), Eq. (3.46) can be expressed as
Γλµν =− 1
fR
√−g g
ρ(µ∂ρh˜
ν)λ +
1
2fR
√−g g
λρ∂ρh˜
µν +
1
2fR
√−g gαβg
ρ(µgν)λ∂ρh˜
αβ − 1
4fR
√−g gαβg
µνgλρ∂ρh˜
αβ
− gρ(µgν)λ∂ρ ln fR + 1
2
gµνgλρ∂ρ ln fR. (3.47)
8Therefore,
Hµν2 =fRg
µνgαβ∂α∂β ln fR − fRgµαgνβ∂α∂β ln fR − fRgµαgνβ∂α ln fR∂β ln fR − 1√−g g
ρ(µ∂ρh˜
ν)λ∂λ ln fR
+
1
2
√−g g
λρ∂ρh˜
µν∂λ ln fR +
1
2
√−g gαβg
ρ(µgν)λ∂ρh˜
αβ∂λ ln fR − 1
4
√−g gαβg
µνgλρ∂ρh˜
αβ∂λ ln fR
− fRgρ(µgν)λ∂ρ ln fR∂λ ln fR + 1
2
fRg
µνgλρ∂ρ ln fR∂λ ln fR. (3.48)
The combination of (3.37), (3.40), and (3.48) brings about the expression of Hµν :
Hµν = − 1
2gf2R
(ηh˜
µν − Λµνf ), (3.49)
where
Λµνf =− h˜αβ∂α∂β h˜µν − (fR − 1)g˜αβ∂αh˜µν∂β ln fR −
1
2
(1 + 2fR)g˜
µν g˜αβ∂α ln fR∂β ln fR
− (1− 4fR)g˜µαg˜νβ∂α ln fR∂β ln fR − 2(fR − 1)g˜µν g˜αβ∂α∂β ln fR + 2(fR − 1)g˜µαg˜νβ∂α∂β ln fR
− 2g˜βτ g˜α(µ∂λh˜ν)τ∂αh˜βλ − (fR − 1)g˜ρσ g˜µ(αg˜β)ν∂αh˜ρσ∂β ln fR + g˜αβ g˜λτ∂λh˜µα∂τ h˜νβ
+ ∂αh˜
µβ∂β h˜
να − 2(1− fR)g˜α(µ∂αh˜ν)β∂β ln fR − 1
2
(1 − fR)g˜ρσ g˜µν g˜αβ∂αh˜ρσ∂β ln fR
+
1
2
g˜αβ g˜
µν∂λh˜
ατ∂τ h˜
βλ +
1
8
(2g˜µαg˜νβ − g˜µν g˜αβ)(2g˜λτ g˜ǫπ − g˜ǫτ g˜λπ)∂αh˜λπ∂β h˜τǫ
+ a
√−gfRg˜µνR2 + b
√−gfRg˜µνR3 + 4agf2RRµνR+ 6bgf2RRµνR2 + higher order terms, (3.50)
and
g˜µν :=
1√−gfR gµν (3.51)
is the inverse of g˜µν , namely, there is
g˜µλg˜
λν = δνµ. (3.52)
It is easy to check that Λµνf , just like Λ
µν
GR, is also
made of, at least, quadratic in the effective gravitational
field amplitude h˜µν and its first and second derivatives.
Moreover, Λµνf can reduce to the expression of Λ
µν
GR in
(3.11), when f(R) gravity reduces to GR by (3.43) and
(3.44). According to Eq. (3.49), the field equations of
f(R) gravity are transformed into the form of an obvious
wave equation
ηh˜
µν = 2κτµνf (3.53)
under the de Donder condition, where the source term
τµνf = |g|f2RT µν +
1
2κ
Λµνf (3.54)
is the stress-energy pseudotensor of the matter fields and
the gravitational field.
C. Linearized f(R) gravity
If h˜µν is a perturbation, namely,
|h˜µν | ≪ 1, (3.55)
the linearized gravitational field equations is
ηh˜
µν = 2κT µν (3.56)
by (3.53) and (3.54). Eq. (3.56) is the basis of multipole
expansion with irreducible Cartesian tensors.
In order to derive the effective stress-energy tensor of
GWs for the linearized f(R) gravity, we still need some
formulas. Firstly by (3.17) and (3.52), we have
g˜µν = ηµν − h˜µν . (3.57)
Next, by (3.23), (3.24), and (3.30), there are
√−gfR = 1 + h˜
2
− 2aR(1) + o(h˜µν), (3.58)
−gf2R = 1 + h˜− 4aR(1) + o(h˜µν). (3.59)
The substitution of (3.17), (3.23), (3.57), (3.58), and
(3.59) in (3.50) gives rise to
Λ
µν(2)
f = Λ
µν(2)
GR (h˜
αβ) + aηµνR(1)
2 − 4aRµν(1)R(1)
− 6a2ηµν∂αR(1)∂αR(1) + 12a2∂µR(1)∂νR(1)
− 8a2ηµνR(1)ηR(1) + 8a2R(1)∂µ∂νR(1), (3.60)
where Λ
µν(2)
f is the quadratic term of Λ
µν
f , and
Λ
µν(2)
GR (h˜
αβ) is the quadratic term of ΛµνGR with the replace
of the variables hαβ by h˜αβ .
9We need to simplify Λ
µν(2)
f . By use of (3.23)—(3.26),
Eq. (3.36) reduces to
R(1) = 6aηR
(1) − 1
2
ηh˜. (3.61)
Furthermore, (2.21) and (3.49) lead to
H(1) =
1
2
ηh˜ = κT
(1), (3.62)
where T (1) is the linearized term of the trace of T µν.
Eqs. (3.61) and (3.62) imply
ηR
(1) −m2R(1) = m2κT (1), (3.63)
where
m2 :=
1
6a
, (3.64)
which shows that R(1) satisfies a massive KG equation
with an external source, as shown in the literature [22].
Therefore, by Eqs. (3.21) and (3.56), the complete
linearized equations of f(R) gravity outside sources are
ηR
(1) =
1
6a
R(1), (3.65)
ηh˜
µν = 0, (3.66)
∂µh˜
µν = 0. (3.67)
Now, we will take the average
〈 · · · 〉 over a small
spatial volume (several wavelengths) surrounding each
point again. The relevant rules for the average are [21]〈
∂µX
〉
= 0, (3.68)〈
A(∂µB)
〉
= −〈(∂µA)B〉, (3.69)
where X,A,B are three arbitrary quantities. By use
of Eqs. (3.65)—(3.69), the average of (3.60) outside the
sources reduces to〈
Λ
µν(2)
f
〉
=
〈
Λ
µν(2)
GR (h˜
αβ)
〉
+ 12a2
〈
∂µR(1)∂νR(1)
〉
.
(3.70)
It gives the effective stress-energy tensor of GWs in
linearized f(R) gravity,
tµνf :=
1
2κ
〈
Λ
µν(2)
f
〉
= tµνGR(h˜
αβ) +
6a2
κ
〈
∂µR(1)∂νR(1)
〉
.
(3.71)
It should be noted that the result does not depend on b
and higher order coupling constants. It is easy to prove
that the linearized field equations (3.56) and the effective
stress-energy tensor of GWs (3.71) are the same as the
previous results given in Ref. [21].
IV. THE MULTIPOLE EXPANSION OF
LINEARIZED f(R) GRAVITY
In this section, we will discuss the multipole expansion
of linearized f(R) gravity with the irreducible Cartesian
tensors. According to the preceding section, h˜µν is only
the effective gravitational field amplitude. It contains the
information of function fR in addition to the information
of metric. On the other hand, the gravitational ampli-
tude hµν carries all pure information of metric. It implies
that we need to find out the multipole expansion of hµν .
Since the relationship between hµν and h˜µν is given by
(3.30) or
hµν = h˜µν − 2aR(1)ηµν , (4.1)
the multipole expansions of tensor part h˜µν and of the
scalar part associated with R(1) should be dealt with
separately. As is well known, it is the scalar part that
makes the multipole expansion of linearized f(R) gravity
different from that of GR.
A. The multipole expansion of h˜µν
The linearized field equations (3.15) and (3.56) and the
de Donder conditions (3.9) and (3.21) show that hµν in
linearized GR and h˜µν in linearized f(R) gravity satisfy
the same wave equation and the same gauge condition.
So, according to Refs. [6, 7], the multipole expansion of
h˜µν in linearized f(R) are the same as that of hµν in
linearized GR, namely,


h˜00(t,x) = −4G
c2
∞∑
l=0
(−1)l
l!
∂Il
(
MˆIl(u)
r
)
,
h˜0i(t,x) =
4G
c3
∞∑
l=1
(−1)l
l!
∂Il−1
(
∂tMˆiIl−1(u)
r
)
+
4G
c3
∞∑
l=1
(−1)ll
(l + 1)!
ǫiab∂aIl−1
(
SˆbIl−1(u)
r
)
,
h˜ij(t,x) = −4G
c4
∞∑
l=2
(−1)l
l!
∂Il−2
(
∂2t MˆijIl−2 (u)
r
)
− 8G
c4
∞∑
l=2
(−1)ll
(l + 1)!
∂aIl−2
(
ǫab(i∂tSˆj)bIl−2 (u)
r
)
,
(4.2)
10
where 

MˆIl(u) =
1
c2
∫
d3x′
(
Xˆ ′Il
(
T
00
l (u,x
′) + T
aa
l (u,x
′)
)
− 4(2l+ 1)
c(l + 1)(2l+ 3)
Xˆ ′aIl∂tT
0a
l+1(u,x
′)
+
2(2l+ 1)
c2(l + 1)(l + 2)(2l + 5)
Xˆ ′abIl∂
2
t T
ab
l+2(u,x
′)
)
,
SˆIl(u) =
1
c
∫
d3x′
(
ǫab<i1Xˆ
′
|a|i2···il>T
0b
l (u,x
′)
− 2l + 1
c(l + 2)(2l + 3)
ǫab<i1Xˆ
′
|ac|i2···il>∂tT
cb
l+1(u,x
′)
)
, l ≥ 1
(4.3)
are referred to as the mass-type and current-type source multipole moments, respectively [4], u = t−r/c is the retarded
time, ∂2t is the second derivative with respect to t, the symbol < i1|a|i2 · · · il > and < i1|ac|i2 · · · il > represent that
a and c are not STF indices, and [6]
T
µν
l (u,x
′) :=
(2l + 1)!!
2l+1l!
∫ 1
−1
(1− z2)lT µν
(
u+
zr′
c
,x′
)
dz. (4.4)
B. The multipole expansion of R(1)
Eq. (3.63) shows that R(1) satisfies the massive KG equation with an external source. The following key task is
to find out the multipole expansion for the massive KG field with irreducible Cartesian tensors. We will follow the
method in Ref. [5] to solve this problem. The retarded Green’s function of (3.63) is [22]
G(t,x; t′,x′) = −
δ
(
t− t′ − |x−x′|c
)
4π|x− x′| +
m
4π
J1
(
mc
√
(t− t′)2 − |x−x′|2c2
)
√
(t− t′)2 − |x−x′|2c2
H
(
t− t′ − |x− x
′|
c
)
, (4.5)
where J1 is the Bessel function of the first order and H is the Heaviside’s step function. Thus,
R(1)(t,x) =
∫
d3x′
∫
dt′G(t,x; t′,x′)m2κT (1)(t′,x′)
= −m
2κ
4π
∫
d3x′
T
(
t− |x−x′|c ,x′
)
|x− x′| +
m3κ
4π
∫
d3x′
∫ t− |x−x′|c
−∞
dt′
J1
(
mc
√
(t− t′)2 − |x−x′|2c2
)
√
(t− t′)2 − |x−x′|2c2
T (1)(t′,x′).
(4.6)
For convenience, let
G(t,x; t′,x′) = G1(t,x; t′,x′) + G2(t,x; t′,x′), (4.7)
G1(t,x; t′,x′) : = −
δ
(
t− t′ − |x−x′|c
)
4π|x− x′| , (4.8)
G2(t,x; t′,x′) : = m
4π
J1
(
mc
√
(t− t′)2 − |x−x′|2c2
)
√
(t− t′)2 − |x−x′|2c2
H
(
t− t′ − |x− x
′|
c
)
. (4.9)
Correspondingly,
R(1)(t,x) = R
(1)
1 (t,x) +R
(1)
2 (t,x), (4.10)
R
(1)
1 (t,x) : =
∫
d3x′
∫
dt′G1(t,x; t′,x′)m2κT (1)(t′,x′), (4.11)
R
(1)
2 (t,x) : =
∫
d3x′
∫
dt′G2(t,x; t′,x′)m2κT (1)(t′,x′). (4.12)
1. The multipole expansion of R
(1)
1
Dealing with G1 and R(1)1 is easy by Ref. [5]. Define an
auxiliary variable:
ν1 : =
r2 + r′2 − c2(t− t′)2
2rr′
,
=
r2> + r
2
< − c2(t− t′)2
2r>r<
, (4.13)
where r = |x|, r′ = |x′|, r< represents the lesser of r and
r′, and r> the greater. Since
|x− x′|2 = r2 + r′2 − 2rr′ cos θ˜
= r2> + r
2
< − 2r>r< cos θ˜, (4.14)
11
cos θ˜ − ν1 = c
2(t− t′)2 − |x− x′|2
2r>r<
, (4.15)
where cos θ˜ = n′ · n as in Sec. II, and n,n′ are the unit
vectors of x,x′, respectively. Eq. (4.15) in turn leads to
−1 ≤ c
2(t− t′)2 − |x− x′|2
2r>r<
+ ν1 = cos θ˜ ≤ 1.
Because of the presence of the delta function in (4.8),
−1 ≤ ν1 = cos θ˜ ≤ 1. (4.16)
With the help of (4.15) and the two properties of the
Dirac delta function,
δ(ax) =
1
|a|δ(x), (4.17)
δ(x2 − a2) = 1
2|a|
(
δ(x + a) + δ(x − a)), (4.18)
the retarded Green’s function is related to cos θ˜ − ν1 by
δ(cos θ˜ − ν1)H(t− t′) = −4πr>r<
c
G1, (4.19)
or
G1 = − c
4πr>r<
δ(cos θ˜ − ν1)H(t− t′)H(1 − |ν1|),
(4.20)
where the addition of H(1 − |ν1|) in the latter equation
will, at most, affect the boundary values of G1 at ν1 = ±1,
which will not affect the value of R
(1)
1 . Again, with the
help of the property of the Dirac delta function [24],
δ(y − x) = 1
2
∞∑
l=0
(2l+ 1)Pl(y)Pl(x) (4.21)
and Eq. (2.17), the retarded Green’s function (4.20) can
be rewritten as
G1 = − c
8πr>r<
H(t− t′)H(1− |ν1|)
∞∑
l=0
(2l+ 1)!!
l!
Pl(ν1)NˆIl(θ
′, ϕ′)NˆIl(θ, ϕ), (4.22)
where (θ′, ϕ′) and (θ, ϕ) are the angle coordinates of x′
and x, respectively.
In order to derive the multipole expansion of R
(1)
1 , the
above expression of G1 should be simplified. Define a new
variable
z1 :=
c(t′ − t) + r>
r<
(4.23)
to replace t′. Obviously, z1 satisfies
dz1 =
c
r<
dt′, (4.24)
t′ = t− r>
c
+
r<z1
c
. (4.25)
In addition,
|z1| 6 1, (4.26)
ν1 = z1 +
r<
2r>
(1− z21). (4.27)
From (4.13), the retarded property (t > t′), (4.16), and
(4.23), the inequality (4.26) can be easily proved. Eq.
(4.27) is the direct result of the definitions of z1 and ν1.
Now, we will simplify (4.22) by use of the above formulas.
The Taylor expansion of Pl(ν1) around ν1 = z1 is
Pl(ν1) =
∞∑
j=0
1
j!
djPl(ν1)
dνj1
∣∣∣∣∣
ν1=z1
(ν1 − z1)j .
Since Pl(ν1) is a polynomial of degree l, the Taylor
expansion reduces to
Pl(ν1) =
l∑
j=0
1
2jj!
(r<
r>
)j
(1 − z21)
j/2
P jl (z1) (4.28)
on account of (4.27), where
P jl (z1) = (1− z21)j/2
djPl(z1)
dzj1
(4.29)
is the associated Legendre polynomial. Inserting (4.28)
into (4.22) gives
G1 = − c
8πr>r<
H(t− t′)H(1 − |z1|)
∞∑
l=0
(2l + 1)!!
l!
l∑
j=0
1
2jj!
(
r<
r>
)j
(1− z21)j/2P jl (z1)NˆIl(θ′, ϕ′)NˆIl(θ, ϕ). (4.30)
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This is the expression of G1 to derive the multipole expansion of R(1)1 . By using Eqs. (4.11), (4.24)—(4.26), and (4.30),
we obtain
R
(1)
1 (t,x) = −
m2κ
8πr>
∫
d3x′
∫ 1
−1
dz1
∞∑
l=0
(2l+ 1)!!
l!
l∑
j=0
1
2jj!
(
r<
r>
)j
(1− z21)j/2P jl (z1)NˆIl(θ′, ϕ′)NˆIl(θ, ϕ)×
T (1)
(
t− r>
c
+
r<z1
c
,x′
)
. (4.31)
We consider the points outside the source region, namely r = r> and r
′ = r<. Substituting the equality [5]
(1 − z21)j/2P jl (z1) =
(−1)l−j
2ll!
(l + j)!
(l − j)!
dl−j
dzl−j1
(1− z21)l (4.32)
into (4.31) and then making use of (4.24)—(4.26) again, Eq. (4.31) can be rewritten in the form in terms of t′-
integration,
R
(1)
1 (t,x) = −
m2κc
4π
∞∑
l=0
(−1)l
l!
∫
d3x′
∫ u+ r′c
u− r
′
c
dt′NˆIl(θ, ϕ)
l∑
j=0
(−1)j
2jj!
(l + j)!
(l − j)!
1
cl−jrj+1
×
[
dl−j
dt′l−j
(
1− c
2
r′2
(t′ − u)2
)l] (2l+ 1)!!
2l+1l!
r′l−1NˆIl(θ
′, ϕ′)T (1)(t′,x′). (4.33)
The derivative
d
dt′
in the above expression can be replaced by − d
du
. Then,
R
(1)
1 (t,x) = −
m2κc
4π
∞∑
l=0
(−1)l
l!
∫
d3x′
∫ u+ r′c
u− r
′
c
dt′NˆIl(θ, ϕ)
l∑
j=0
(−1)l
2jj!
(l + j)!
(l − j)!
1
cl−jrj+1
×
[
dl−j
dul−j
(
1− c
2
r′2
(t′ − u)2
)l] (2l + 1)!!
2l+1l!
r′l−1NˆIl(θ
′, ϕ′)T (1)(t′,x′). (4.34)
Further, inserting (2.14) with ǫ = 1 into (4.34) gives the multipole expansion of R
(1)
1
R
(1)
1 (t,x) = −
m2κc
4π
∞∑
l=0
(−1)l
l!
∫
d3x′
∫ u+ r′c
u− r
′
c
dt′
1
r′
Xˆ ′Il(θ
′, ϕ′)Tˆ1Il(u; t′,x′), (4.35)
where
X ′Il(θ
′, ϕ′) = X ′i1i2···il(θ
′, ϕ′) := x′i1x
′
i2 · · ·x′il = r′
l
NIl(θ
′, ϕ′) (4.36)
and
Tˆ1Il(u; t′,x′) :=
(2l+ 1)!!
2l+1l!
∂ˆIl
(
1
r
(
1− c
2
r′2
(t′ − u)2
)l)
T (1)(t′,x′). (4.37)
In fact, we can derive the traditional form of (4.35) in a similar way in Ref. [4, 6] from (4.31) and (4.32), namely
in terms of z1-integration
R
(1)
1 (t,x) = −
m2κ
4π
∞∑
l=0
(−1)l
l!
∂Il
( FˆIl(u)
r
)
, (4.38)
where
FˆIl(u) =
∫
d3x′Xˆ ′Il(θ
′, ϕ′)T l(u,x
′) (4.39)
is the l-pole moment, and
T l(u,x
′) :=
(2l + 1)!!
2l+1l!
∫ 1
−1
(1− z21)lT (1)(u+
r′z1
c
,x′)dz1. (4.40)
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2. The multipole expansion of R
(1)
2
Dealing with G2 and R(1)2 is not easy like G1 and R(1)1 . The retarded Green’s function (4.9) can be written as
G2 =m
2c
4π
H(t− t′)
J1
(
m
√
c2(t− t′)2 − |x− x′|2
)
m
√
c2(t− t′)2 − |x− x′|2 H
(
c2(t− t′)2 − |x− x′|2). (4.41)
As in the previous subsubsection, introduce an auxiliary variable
ν2 : =
r2 + r′2 − c2(t− t′)2
2rr′
, (4.42)
with which
c2(t− t′)2 − |x− x′|2 = 2rr′(cos θ˜ − ν2). (4.43)
It will be seen very soon that the range of ν2 is different from that of ν1 although their definitions are the same. Then,
G2 =m
2c
4π
H(t− t′)
J1
(
m
√
2rr′(cos θ˜ − ν2)
)
m
√
2rr′(cos θ˜ − ν2)
H(cos θ˜ − ν2). (4.44)
The definition of Heaviside’s step function shows
ν2 ≤ cos θ˜ ∈ [−1, 1]. (4.45)
Remember that (t′,x′) is the spacetime point of a source
and (t,x) is the spacetime point of observation. The
detection of GWs is usually made in the region
r′
r
≪ 1. (4.46)
In this region, the leading term of ν2 is independent of θ˜.
Therefore, the leading term of ν2 should satisfy
ν2 ≤ −1, (4.47)
if we focus on the fields at the observation point. Then,
(4.44) can be approximated very well by
G2 =m
2c
4π
H(t− t′)H(−1− ν2)
J1
(
m
√
2rr′(cos θ˜ − ν2)
)
m
√
2rr′(cos θ˜ − ν2)
.
(4.48)
From (4.48), we see that G2 is a function of cos θ˜. For
the emphasis of the dependence on cos θ˜, define
K(cos θ˜) :=
J1
(√
2m2rr′(cos θ˜ − ν2)
)
√
2m2rr′(cos θ˜ − ν2)
. (4.49)
Then,
G2 =m
2c
4π
H(t− t′)H(−1− ν2)K(cos θ˜). (4.50)
Note that the Legendre polynomials form a complete set
of functions in the range | cos θ˜| ≤ 1. K(cos θ˜) can be
expanded in terms of the Legendre polynomial Pl(cos θ˜)
as
K(cos θ˜) =
∞∑
l=0
clPl(cos θ˜), (4.51)
where
cl =
2l+ 1
2
∫ π
0
K(cos θ˜)Pl(cos θ˜) sin θ˜dθ˜. (4.52)
The detailed calculation of the coefficient cl is tedious
and is put in Appendix A. The result is
cl =
2l+ 1
2m2rr′
Pl(ν2), (4.53)
where
Pl(ν2) =
[
exp
(
m2rr′
2
(
d
dν2
)−1
−
)
− exp
(
m2rr′
2
(
d
dν2
)−1
+
)]
Pl(ν2). (4.54)
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In (4.54), the range of the argument of the Legendre polynomial has been extended to ν2 ≤ −1, and the operators(
d
dν2
)−1
±
for an arbitrary function f˜(ν2) is defined by
(
d
dν2
)−1
±
f˜(ν2) : = −
∫ ±1
ν2
f˜(s)ds. (4.55)
Together with (2.17), (4.51), and (4.53), Eq. (4.50) can be written as
G2 = c
8πrr′
H(t− t′)H(−1− ν2)
∞∑
l=0
(2l + 1)!!
l!
Pl(ν2)NˆIl(θ′, ϕ′)NˆIl(θ, ϕ), (4.56)
where the meanings of (θ′, ϕ′) and (θ, ϕ) are the same as
before.
In order to derive the multipole expansion of R
(1)
2 ,
define a new variable again
z2 :=
c(t′ − t) + r
r′
(4.57)
to replace t′. The definition of z2 is the same as z1, but
they take values in different ranges. z2 satisfies
dz2 =
c
r′
dt′, (4.58)
t′ = t− r
c
+
r′z2
c
, (4.59)
z2 ≤ −1, (4.60)
ν2 = z2 +
r′
2r
(1− z22). (4.61)
Their proofs are also similar to those of z1.
We can also make a Taylor expansion of Pl(ν2) around
ν2 = z2 to simplify (4.56). Similar to (4.28), we have
Pl(ν2) =
l∑
j=0
1
2jj!
(r′
r
)j
(1 − z22)j/2P jl (z2), (4.62)
where P jl is again an associated Legendre polynomial.
Even for odd j, (1 − z22)j/2P jl (z2) remains real though
both (1 − z22)j/2 and P jl (z2) are imaginary. Inserting
(4.54) and (4.62) into (4.56) gives
G2 = c
8πrr′
H(t− t′)H(−1− z2)
∞∑
l=0
(2l + 1)!!
l!
(
exp
(m2rr′
2
(int z2)−
)
− exp
(m2rr′
2
(int z2)+
))
l∑
j=0
1
2jj!
(r′
r
)j
(1 − z22)j/2P jl (z2)NˆIl(θ′, ϕ′)NˆIl(θ, ϕ), (4.63)
where the operators
(
d
dν2
)−1
±
have been changed to (int z2)± by replacing the variable ν2 with z2, namely for an
arbitrary function f˜(z2)
(int z2)±f˜(z2) : = −
∫ ±1
z2
f˜(q)
(
1− r
′
r
q
)
dq. (4.64)
Eq. (4.63) is the expression of G2 to obtain the multipole expansion of R(1)2 . By (4.12), (4.58)—(4.60), and (4.63), we
can acquire
R
(1)
2 (t,x) =
m2κ
8πr
∫
d3x′
∫ −1
−∞
dz2
∞∑
l=0
(2l + 1)!!
l!
l∑
j=0
1
2jj!
(r′
r
)j
NˆIl(θ
′, ϕ′)NˆIl(θ, ϕ)×
[(
exp
(m2rr′
2
(int z2)−
)
− exp
(m2rr′
2
(int z2)+
))
(1 − z22)j/2P jl (z2)
]
T (1)(u+
r′z2
c
,x′). (4.65)
Plugging equality [5]
(1 − z22)j/2P jl (z2) =
(−1)l−j
2ll!
(l + j)!
(l − j)!
dl−j
dzl−j2
(1− z22)l (4.66)
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into (4.65) gives
R
(1)
2 (t,x) =
m2κ
4π
∞∑
l=0
(−1)l
l!
∫
d3x′
∫ −1
−∞
dz2NˆIl(θ, ϕ)
l∑
j=0
(−1)j
2jj!
(l + j)!
(l − j)!
1
rj+1
(2l+ 1)!!
2l+1l!
r′jNˆIl(θ
′, ϕ′)×
[(
exp
(m2rr′
2
(int z2)−
)
− exp
(m2rr′
2
(int z2)+
)) dl−j
dzl−j2
(1− z22)l
]
T (1)
(
u+
r′z2
c
,x′
)
. (4.67)
By use of (4.58)—(4.60) again, the above R
(1)
2 can be transformed into the expression in terms of t
′-integral,
R
(1)
2 (t,x) =
m2κc
4π
∞∑
l=0
(−1)l
l!
∫
d3x′
∫ u− r′c
−∞
dt′NˆIl(θ, ϕ)
l∑
j=0
(−1)j
2jj!
(l + j)!
(l − j)!
1
cl−jrj+1
(2l + 1)!!
2l+1l!
r′l−1NˆIl(θ
′, ϕ′)×
[(
exp
(m2rr′
2
(int t′)−
)
− exp
(m2rr′
2
(int t′)+
)) dl−j
dt′l−j
(
1− c
2
r′2
(t′ − u)2
)l]
T (1)(t′,x′), (4.68)
where the operators (int t′)± for an arbitrary function f˜(t
′) are defined as
(int t′)±f˜(t
′) : = − c
r′
∫ u± r′c
t′
f˜(τ)
(
1 +
c
r
(u− τ)
)
dτ. (4.69)
In (4.68),
d
dt′
can be replaced by − d
du
, so
R
(1)
2 (t,x) =
m2κc
4π
∞∑
l=0
(−1)l
l!
∫
d3x′
∫ u− r′c
−∞
dt′
[(
exp
(m2rr′
2
(int t′)−
)
− exp
(m2rr′
2
(int t′)+
))
NˆIl(θ, ϕ)
l∑
j=0
(−1)l
2jj!
(l + j)!
(l − j)!
1
cl−jrj+1
dl−j
dul−j
(
1− c
2
r′2
(t′ − u)2
)l](2l + 1)!!
2l+1l!
Xˆ ′Il(θ
′, ϕ′)
r′
T (1)(t′,x′), (4.70)
where the meaning of Xˆ ′Il(θ
′, ϕ′) is the same as (4.36). With the help of Eq. (2.14) with ǫ = 1, we obtain the multipole
expansion of R
(1)
2 :
R
(1)
2 (t,x) =
m2κc
4π
∞∑
l=0
(−1)l
l!
∫
d3x′
∫ u− r′c
−∞
dt′
1
r′
Xˆ ′Il(θ
′, ϕ′)Tˆ2Il(t, r; t′,x′), (4.71)
where
Tˆ2Il(u, r; t′,x′) :=
(2l+ 1)!!
2l+1l!
[(
exp
(m2rr′
2
(int t′)−
)
− exp
(m2rr′
2
(int t′)+
))
∂ˆIl
(
1
r
(
1− c
2
r′2
(t′ − u)2
)l)]
T (1)(t′,x′).
(4.72)
Upon obtaining (4.35) and (4.71), we can write down the multipole expansion of R(1) by (4.10). It is
R(1)(t,x) = −m
2κc
4π
∞∑
l=0
(−1)l
l!
∫
d3x′
1
r′
Xˆ ′Il(θ
′, ϕ′)
(∫ u+ r′c
u− r
′
c
dt′Tˆ1Il(u; t′,x′)−
∫ u− r′c
−∞
dt′Tˆ2Il(t, r; t′,x′)
)
. (4.73)
C. The multipole expansion of hµν
We have known that the multipole expansion of hµν contains two parts: the tensor part associated with h˜µν and
the scalar part associated with R(1). (4.1) shows that these two parts are h˜µν and −2aηµνR(1), respectively. The
multipole expansion of h˜µν is given by (4.2), and the multipole expansion of −2aηµνR(1) at the observation point is
given by (3.64), (4.46), (4.73) and κ = 8πG/c4, namely,
−2aηµνR(1) = 2G
3c3
ηµν
∞∑
l=0
(−1)l
l!
∫
d3x′
1
r′
Xˆ ′Il(θ
′, ϕ′)
(∫ u+ r′c
u− r
′
c
dt′Tˆ1Il(u; t′,x′)−
∫ u− r′c
−∞
dt′Tˆ2Il(t, r; t′,x′)
)
,
r′
r
≪ 1.
(4.74)
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Moreover, by (4.1) and (4.2), we derive the multipole expansion of hµν under the condition r′/r≪ 1:


h00(t,x) = −4G
c2
∞∑
l=0
(−1)l
l!
∂Il
(
MˆIl(u)
r
)
− 2G
3c3
∞∑
l=0
(−1)l
l!
∫
d3x′
1
r′
Xˆ ′Il(θ
′, ϕ′)
(∫ u+ r′c
u− r
′
c
dt′Tˆ1Il(u; t′,x′)−
∫ u− r′c
−∞
dt′Tˆ2Il(t, r; t′,x′)
)
,
h0i(t,x) =
4G
c3
∞∑
l=1
(−1)l
l!
∂Il−1
(
∂tMˆiIl−1(u)
r
)
+
4G
c3
∞∑
l=1
(−1)ll
(l + 1)!
ǫiab∂aIl−1
(
SˆbIl−1(u)
r
)
,
hij(t,x) = −4G
c4
∞∑
l=2
(−1)l
l!
∂Il−2
(
∂2t MˆijIl−2(u)
r
)
− 8G
c4
∞∑
l=2
(−1)ll
(l + 1)!
∂aIl−2
(
ǫab(i∂tSˆj)bIl−2 (u)
r
)
+
2G
3c3
δij
∞∑
l=0
(−1)l
l!
∫
d3x′
1
r′
Xˆ ′Il(θ
′, ϕ′)
(∫ u+ r′c
u− r
′
c
dt′Tˆ1Il(u; t′,x′)−
∫ u− r′c
−∞
dt′Tˆ2Il(t, r; t′,x′)
)
.
(4.75)
This expression shows again that there exist monopole
and dipole radiation for f(R) gravity, which makes its
prediction about GWs different from the case in GR.
V. THE STATIONARY MULTIPOLE
EXPANSION OF LINEARIZED f(R) GRAVITY
We will focus on the multipole expansion of stationary
fields in linearized f(R) gravity with the irreducible
Cartesian tensors in this section. The word “stationary”
has two meanings. The first is that the sources do not
depend on time t′, namely,
T µν(t′,x′) = T µν(x′). (5.1)
The second is that the geometrical quantities, such as
h˜µν and R, are independent of time.
A. The multipole expansion of stationary h˜µν
It is easy to obtain the multipole expansion of station-
ary h˜µν from (4.2)—(4.4). In Ref. [6], T
µν
l in (4.4) is
written in a series form,
T
µν
l (u,x
′) =
∞∑
k=0
(2l + 1)!!
(2k)!!(2l + 2k + 1)!!
r′2k
c2k
∂2k
∂u2k
T µν(u,x′).
(5.2)
In stationary cases, only the k = 0 term remains:
T
µν
l (u,x
′) = T µν(x′). (5.3)
Eqs. (4.3) and (5.3) result in that the mass-type and
current-type source multipole moments do not depend
on time, namely,

MˆIl =
1
c2
∫
d3x′Xˆ ′Il
(
T 00(x′) + T aa(x′)
)
,
SˆIl =
1
c
∫
d3x′ǫab<i1Xˆ
′
|a|i2···il>T
0b(x′), l ≥ 1.
(5.4)
With the two kinds of source multipole moments, Eq.
(4.2) leads to

h˜00(x) = −4G
c2
∞∑
l=0
(−1)l
l!
MˆIl∂Il
(1
r
)
,
h˜0i(x) = −4G
c3
∞∑
l=1
(−1)ll
(l + 1)!
ǫiabSˆaIl−1∂bIl−1
(1
r
)
,
h˜ij(x) = 0,
(5.5)
which has the same form as the multipole expansion of
hµν in GR.
B. The multipole expansion of stationary R(1)
In the previous section, R(1) is decomposed into R
(1)
1
and R
(1)
2 . For stationary cases, however, the decomposi-
tion is not needed. By (4.6) and (5.1), we have
R(1)(x) = −m
2κ
4π
∫
d3x′
T (x′)
|x− x′| +
m2κ
4π
∫
d3x′
∫ t− |x−x′|c
−∞
dt′
mJ1
(
mc
√
(t− t′)2 − |x−x′|2c2
)
√
(t− t′)2 − |x−x′|2c2
T (x′). (5.6)
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According to the result in Appendix B, we have
∫ t− |x−x′|c
−∞
mJ1
(
mc
√
(t− t′)2 − |x−x′|2c2
)
√
(t− t′)2 − |x−x′|2c2
dt′ =
1− e−m|x−x′|
|x− x′| , (5.7)
and then we obtain
R(1)(x) = −m
2κ
4π
∫
e−m|x−x
′|
|x− x′| T (x
′)d3x′. (5.8)
The factor |x−x′|−1e−m|x−x′| in the integrand in (5.8) is
the Yukawa potential. Eq. (3.63) shows that R(1) satisfies
the massive KG equation with an external source. For
stationary cases, this equation reduces to the screened
Poisson equation:
∇2R(1) −m2R(1) = m2κT (1), (5.9)
where∇2 is the Laplace operator in a flat space. Eq. (5.8)
implies that the Green’s function of this differential
equation is
G(x;x′) = e
−m|x−x′|
4π|x− x′| , (5.10)
and it satisfies
(∇2 −m2)G(x;x′) = −δ3(x− x′). (5.11)
Then, (5.8) can be rewritten as
R(1)(x) =
∫
G(x;x′)(−m2κT (1)(x′))d3x′. (5.12)
In order to derive the multipole expansion of R(1)(x),
we need to deal with the Green’s function (5.10). With
the help of the differential equation (5.11), the Green’s
function G(x;x′) can be written as
G(x;x′) =
∞∑
l=0
(2l + 1)!!
4πl!
mil(mr<)kl(mr>)NˆIl(θ
′, ϕ′)NˆIl(θ, ϕ) (5.13)
as shown in Appendix C, where the meanings of (θ′, ϕ′), (θ, ϕ), r<, and r> are the same as before,
il(z) :=
√
π
2z
Il+ 12 (z), kl(z) :=
√
2
πz
Kl+ 12 (z) (5.14)
are the spherical modified Bessel functions of l-order [28], and Il+1/2(z), Kl+1/2(z) are the modified Bessel functions
of (l + 1/2)-order. Therefore, from (5.12), we have
R(1)(x) = −m
3κ
4π
∞∑
l=0
(−1)l
l!
∫
d3x′(2l + 1)!!il(mr<)NˆIl(θ
′, ϕ′)T (1)(x′)(−1)lkl(mr>)NˆIl(θ, ϕ). (5.15)
For the spherical modified Bessel functions, there are [28],
il(z) = z
l
( d
zdz
)l(sinh z
z
)
, kl(z) =
e−z
z
l∑
k=0
(l + k)!
k!(l − k)!
1
(2z)k
. (5.16)
Moreover,
e−z = (−1)l−k d
l−k
dzl−k
e−z.
With above three formulas, Eq. (5.15) outside the source region (namely r = r> and r
′ = r<) becomes
R(1)(x) = −m
2κ
4π
∞∑
l=0
(−1)l
l!
QˆIlNˆIl(θ, ϕ)
l∑
k=0
(l + k)!
(−2)kk!(l − k)!
1
rk+1
dl−k
drl−k
e−mr, (5.17)
QˆIl :=
(2l + 1)!!
m2l
∫
r′l
( d
r′dr′
)l( sinh (mr′)
mr′
)
NˆIl(θ
′, ϕ′)T (1)(x′)d3x′, (5.18)
where QˆIl is the stationary l-pole moment. Now we make use of the STF technique to simplify
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(5.17) and (5.18). For stationary cases, Eq. (2.14) with
ǫ = −1 reduces to
∂ˆIl
(F (r)
r
)
= NˆIl
l∑
j=0
(l + j)!
(−2)jj!(l − j)!
F (l−j)(r)
rj+1
. (5.19)
Inserting it into (5.17) results in
R(1)(x) = −m
2κ
4π
∞∑
l=0
(−1)l
l!
QˆIl ∂ˆIl
(e−mr
r
)
. (5.20)
Because of (4.36), Eq. (5.18) can be written as
QˆIl =
(2l + 1)!!
m2l
∫
Xˆ ′Il
( d
r′dr′
)l( sinh (mr′)
mr′
)
T (1)(x′)d3x′.
(5.21)
It is interesting to compare the above result with
the multipole expansion of the Coulomb potential. For
convenience, we use V to denote a stationary massive
scalar field, which satisfies
∇2V −m2V = − ρ
ε0
, (5.22)
where ρ(x) is the charge density, and ε0 is a constant.
By (5.8), we know that the solution of (5.22) is
V (x) =
1
4πε0
∫
e−m|x−x
′|
|x− x′| ρ(x
′)d3x′, (5.23)
where the Green’s function is still (5.10). With the help
of (5.20) and (5.21), we easily get the multipole expansion
of V , namely,
V (x) =
1
4πε0
∞∑
l=0
(−1)l
l!
QˆIl∂Il
(e−mr
r
)
, (5.24)
QˆIl =
(2l + 1)!!
m2l
∫
Xˆ ′Il
( d
r′dr′
)l(sinh (mr′)
mr′
)
ρ(x′)d3x′.
(5.25)
When m = 0, Eq. (5.22) reduces to the Poisson
equation for the Coulomb potential VC ,
∇2VC = − ρ
ε0
, (5.26)
whose solution is
VC(x) =
1
4πε0
∫
1
|x− x′|ρ(x
′)d3x′. (5.27)
It is well known that the Green’s function of (5.26) is
GC(x;x′) = 1
4π|x− x′| . (5.28)
Then, (5.27) can be rewritten as
VC(x) =
∫
GC(x;x′)ρ(x
′)
ε0
d3x′. (5.29)
It is remarkable that the multipole expansion of VC
cannot be obtained directly by setting m = 0 in (5.24)
and (5.25), because (5.24) and (5.25) are not well defined
at m = 0. However, the spherical modified Bessel
functions have the properties [28]
il(z) ≈ z
l
(2l + 1)!!
, z ≪ 1, (5.30)
kl(z) ≈ (2l − 1)!!
zl+1
, z ≪ 1. (5.31)
Substituting them in (5.13) and then setting m = 0, we
obtain
GC(x;x′) =
∞∑
l=0
(2l − 1)!!
4πl!
(r<)
l
(r>)l+1
NˆIl(θ
′, ϕ′)NˆIl(θ, ϕ),
(5.32)
and thus
VC(x) =
1
4πε0
∞∑
l=0
(−1)l
l!
∫
rl<NˆIl(θ
′, ϕ′)ρ(x′)d3x′
(−1)l(2l − 1)!!
rl+1>
NˆIl(θ, ϕ). (5.33)
Outside the source region (namely r = r> and r
′ = r<), we have
VC(x) =
1
4πε0
∞∑
l=0
(−1)l
l!
QˆCIlNˆIl(θ, ϕ)
(−1)l(2l − 1)!!
rl+1
, (5.34)
QˆCIl :=
∫
r′lNˆIl(θ
′, ϕ′)ρ(x′)d3x′, (5.35)
where QˆCIl is the stationary l-pole moment. Similarly, we can make use of the STF technique to
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simplify (5.34) and (5.35). When F (r) = 1, (5.19)
reduces to
∂ˆIl
(1
r
)
= NˆIl(θ, ϕ)
(−1)l(2l − 1)!!
rl+1
. (5.36)
Then, (5.34) and (5.35) read
VC(x) =
1
4πε0
∞∑
l=0
(−1)l
l!
QˆCIl∂Il
(1
r
)
, (5.37)
QˆCIl =
∫
Xˆ ′Ilρ(x
′)d3x′, (5.38)
respectively.
In (5.37) and (5.38), the 0th-order term of the Coulomb
potential is
VC0(x) =
1
4πε0
QˆC0
r
, (5.39)
where
QˆC0 =
∫
ρ(x′)d3x′ (5.40)
is the total charge of the source. This shows that the
0th-order term of the Coulomb potential is equivalent
to the potential of a point charge whose charge is the
total charge of the source, and which is located at the
coordinate origin.
On the contrary, this conclusion does not hold for the
Yukawa potential. This is because in (5.24) and (5.25)
the 0th-order term of the Yukawa potential is
V0(x) =
Qˆ0
4πε0
e−mr
r
, (5.41)
where
Qˆ0 =
∫
sinh (mr′)
mr′
ρ(x′)d3x′ (5.42)
is not the total charge of the source. It is obviously
different from the above case of the Coulomb potential.
C. The multipole expansion of stationary hµν
Once the multipole expansions of stationary h˜µν and
R(1) are obtained, the multipole expansion of hµν(x)
is easily achieved by (4.1). Firstly by (3.64), (5.20),
and κ = 8πG/c4, we get the multipole expansion of
−2aηµνR(1)(x), and then we can derive the multipole
expansion of hµν(x) by (5.5), namely


h00(x) = −4G
c2
∞∑
l=0
(−1)l
l!
MˆIl∂Il
(1
r
)
− 2G
3c4
∞∑
l=0
(−1)l
l!
QˆIl∂Il
(e−mr
r
)
,
h0i(x) = −4G
c3
∞∑
l=1
(−1)ll
(l + 1)!
ǫiabSˆaIl−1∂bIl−1
(1
r
)
,
hij(x) =
2G
3c4
δij
∞∑
l=0
(−1)l
l!
QˆIl∂Il
(e−mr
r
)
.
(5.43)
VI. CONCLUSIONS AND DISCUSSIONS
It has been shown in this paper that, similar to GR in
Refs. [3, 4], the field equations of f(R) gravity can also
be rewritten in the form of obvious wave equations in a
fictitious flat spacetime under the de Donder condition,
even when the effective gravitational field amplitude
h˜µν is not a perturbation. The source of the wave
equation is the stress-energy pseudotensor of the matter
fields and the gravitational field. For the linearized
f(R) gravity, the corresponding field equations and the
effective stress-energy tensor of GWs are the same as
the previous results in Ref. [21]. With this new form
of field equations, some analytic approximations like the
post-Minkowskian method, the post-Newtonian method,
the far zone expansion, and the perturbation in the small
mass limit, etc, can be applied into f(R) gravity like GR,
so that its nonlinearized effects can be investigated more
conveniently [4].
It has also been shown in the paper that the method
of the multipole expansion with irreducible Cartesian
tensors, developed by Thorne, Blanchet, Damour, and
Iyer [3, 6, 7], can be applied in the linearized f(R) gravity.
Unlike GR, the gravitational field amplitude hµν contains
two parts: one is the tensor part associated with the
effective gravitational field amplitude h˜µν , and the other
is the scalar part associated with the linear part of Ricci
scalar R(1), as in Refs. [22, 23]. The multipole expansion
of the tensor part h˜µν is the same as that of hµν in
linearized GR because they satisfy the same equations
and are dealt with under the same gauge conditions. The
scalar part R(1) satisfies a massive KG equation with an
external source. It contributes the multipole expansion
nontrivially. In this paper, we have successfully derived
the multipole expansion of R(1) in terms of irreducible
Cartesian tensors. Although the derivation process is
somewhat tedious and complicated, the final expressions
are simple enough and explicit.
With the help of the multipole expansions of h˜µν
and R(1), the multipole expansion of the gravitational
field amplitude hµν is obtained. It shows that there
exists monopole and dipole radiation for f(R) gravity in
addition to the quadrupole and higher order moments,
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as pointed out in literature (see, for example, Ref [22]).
Although the above conclusion is drawn in Ref [22], but
the slow-motion approximation is adopted in addition to
the weak-field approximation, and its method is also not
built upon the STF formalism, which is different from
ours. Moreover, the moments of R(1) are only taken into
account up to hexadecapole moments in Ref [22], but all
the multipoles of R(1) are derived in the present paper.
As a particular case, the multipole expansion of the
stationary fields in the linearized f(R) gravity has also
been derived. The multipole expansion of the tensor
part, namely the stationary h˜µν , is easily obtained from
its time-dependent correspondence. For the scalar part,
namely the stationary scalar field R(1), the differential
equation becomes the screened Poisson equation. Its
Green’s function is the Yukawa potential. The multipole
expansions of the Yukawa potential and thus the station-
ary massive scalar field are presented in an explicit form.
It is well known that when the mass parameter for
the massive scalar field tends to zero, the stationary
differential equation reduces from the screened Poisson
equation to the Poisson equation, and the Green’s
function reduces from the Yukawa potential to Coulomb
potential. Although the multipole expansion of the
Coulomb potential can not be obtained from that of the
Yukawa potential automatically, it can be still derived
by the asymptotical properties of the spherical modified
Bessel functions. It should be remarked that the 0th-
order term of the Yukawa potential, unlike that of the
Coulomb potential, is not equivalent to the potential of
a point charge at the coordinate origin, whose charge is
the total charge of the source.
The STF formalism is an important method of mul-
tipole analysis with irreducible Cartesian tensors, and
its usefulness has been emphasized and confirmed in
GR [3, 7]. The GW generation formalism of f(R) gravity
based on the STF technique is worthy of being further
investigated.
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Appendix A: DERIVATION OF (4.53)
(4.52) and (4.49) can be simplified as
cl =
2l + 1
2
∫ 1
−1
K(x)Pl(x)dx, (A1)
K(x) =
J1
(√
b˜(x − ν2)
)
√
b˜(x− ν2)
, x ≥ ν2, (A2)
where
x := cos θ˜, b˜ := 2m2rr′. (A3)
Replacing the integral variable x with
y :=
√
b˜(x− ν2)
in (A1) gives
cl =
2l+ 1
b˜
∫ √b˜(1−ν2)
√
−b˜(1+ν2)
J1(y)Pl
(y2
b˜
+ ν2
)
dy. (A4)
By the definition of the Legendre polynomial and the
binomial expansion, we get
cl =
2l+ 1
b˜
[ l2 ]∑
k=0
(−1)k
2lk!
(2l− 2k)!
(l − k)!(l − 2k)!
l−2k∑
j=0
(l − 2k)!
j!(l − 2k − j)!
νl−2k−j2
b˜j
∫ √b˜(1−ν2)
√
−b˜(1+ν2)
y2jJ1(y)dy. (A5)
Further, from the series representation of the Bessel function and the definition of the generalized hypergeometric
function [27]
pFq(a1, · · · , ap; b1, · · · , bq; z) :=
∞∑
k=0
(a1)k · · · (ap)k
(b1)k · · · (bq)k
zk
k!
, (A6)
where
(ai)k := ai(ai + 1) · · · (ai + k − 1) (A7)
is the Pochhammer symbol, it is easy to show∫
y2jJ1(y)dy =
y2j+2
4(j + 1)
1F2
(
j + 1; 2, j + 2;−y
2
4
)
+ C, (A8)
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where C is a constant of integration. It leads to
∫ √b˜(1−ν2)
√
−b˜(1+ν2)
y2jJ1(y)dy =
b˜j+1(1− ν2)j+1
4(j + 1)
1F2
(
j + 1; 2, j + 2;− b˜(1− ν2)
4
)
− b˜
j+1(−1− ν2)j+1
4(j + 1)
1F2
(
j + 1; 2, j + 2;
b˜(1 + ν2)
4
)
. (A9)
Inserting (A9) into (A5) gives
cl =
2l+ 1
b˜
[ l2 ]∑
k=0
(−1)k
2lk!
(2l − 2k)!
(l − k)!(l − 2k)! (Alk −Blk), (A10)
where
Alk := b˜
l−2k∑
j=0
(l − 2k)!
j!(l − 2k − j)!
νl−2k−j2 (1 − ν2)j+1
4(j + 1)
1F2
(
j + 1; 2, j + 2;− b˜(1− ν2)
4
)
, (A11)
Blk := b˜
l−2k∑
j=0
(l − 2k)!
j!(l − 2k − j)!
νl−2k−j2 (−1− ν2)j+1
4(j + 1)
1F2
(
j + 1; 2, j + 2;
b˜(1 + ν2)
4
)
. (A12)
Now we simplify (A11) and (A12). From (A6),
1F2
(
j + 1; 2, j + 2;− b˜z
4
)
=
∞∑
µ=0
j + 1
j + µ+ 1
1
µ!(µ+ 1)!
(
− b˜z
4
)µ
. (A13)
By use of (A13), Eqs. (A11) and (A12) can be rewritten as
Alk = −νl−2k2
∞∑
µ=0
(
− b˜(1 − ν2)
4
)µ+1 1
(µ+ 1)!(µ+ 1)!
2F1
(
2k − l, µ+ 1;µ+ 2; ν2 − 1
ν2
)
, (A14)
Blk = −νl−2k2
∞∑
µ=0
(
− b˜(−1− ν2)
4
)µ+1 1
(µ+ 1)!(µ+ 1)!
2F1
(
2k − l, µ+ 1;µ+ 2; ν2 + 1
ν2
)
, (A15)
where 2F1 is the Gauss hypergeometric function [also cf. (A6)]. With the help of the property of 2F1 about the Pfaff
transformation [29], we obtain
2F1
(
2k − l, µ+ 1;µ+ 2; ν2 − 1
ν2
)
=
(
1
ν2
)l−2k
2F1
(
2k − l, 1;µ+ 2; 1− ν2
)
, (A16)
2F1
(
2k − l, µ+ 1;µ+ 2; ν2 + 1
ν2
)
=
(
− 1
ν2
)l−2k
2F1
(
2k − l, 1;µ+ 2; 1 + ν2
)
. (A17)
It follows from (A6) that
2F1
(
2k − l, 1;µ+ 2; z) = l−2k∑
j=0
(−1)j (l − 2k)!
(l − 2k − j)!
(µ+ 1)!
(µ+ j + 1)!
zj. (A18)
The substitution of the above three formulas into (A14) and (A15) gives
Alk = −
l−2k∑
j=0
(− (1− ν2))j (l − 2k)!
j!(l − 2k − j)!
(
0F1
(
j + 1;− b˜(1 − ν2)
4
)
− 1
)
, (A19)
Blk = −
l−2k∑
j=0
(−1)l−2k(−1− ν2)j (l − 2k)!
j!(l − 2k − j)!
(
0F1
(
j + 1;− b˜(−1− ν2)
4
)
− 1
)
, (A20)
22
where 0F1 is also a generalized hypergeometric function. Then,
Alk −Blk = −
l−2k∑
j=0
(− (1 − ν2))j (l − 2k)!
j!(l − 2k − j)! 0F1
(
j + 1;− b˜(1− ν2)
4
)
+(−1)l
l−2k∑
j=0
(−1− ν2)j (l − 2k)!
j!(l − 2k − j)! 0F1
(
j + 1;− b˜(−1− ν2)
4
)
. (A21)
By (A6), we know
(1− ν2)j0F1
(
j + 1;− b˜(1− ν2)
4
)
=
∞∑
k=0
1
k!
(
− b˜
4
)k (1 − ν2)j+k
(j + 1)k
, (A22)
(−1− ν2)j0F1
(
j + 1;− b˜(−1− ν2)
4
)
=
∞∑
k=0
1
k!
(
− b˜
4
)k (−1− ν2)j+k
(j + 1)k
. (A23)
For an arbitrary function f˜(ν2), we define(
d
dν2
)−1
±
f˜(ν2) : = −
∫ ±1
ν2
f˜(s)ds. (A24)
In particular,
(
d
dν2
)−k
+
(1− ν2)j = (−1)k (1− ν2)
j+k
(j + 1)k
,
(
d
dν2
)−k
−
(−1− ν2)j = (−1)k (−1− ν2)
j+k
(j + 1)k
, (A25)
which lead to
(1− ν2)j 0F1
(
j + 1;− b˜(1 − ν2)
4
)
=
∞∑
k=0
1
k!
( b˜
4
)k( d
dν2
)−k
+
(1− ν2)j = exp
(
b˜
4
(
d
dν2
)−1
+
)
(1 − ν2)j , (A26)
(−1− ν2)j 0F1
(
j + 1;− b˜(−1− ν2)
4
)
=
∞∑
k=0
1
k!
( b˜
4
)k( d
dν2
)−k
−
(−1− ν2)j = exp
(
b˜
4
(
d
dν2
)−1
−
)
(−1− ν2)j . (A27)
With this two formulas, (A21) can be simplified to
Alk −Blk = exp
(
b˜
4
(
d
dν2
)−1
−
)
νl−2k2 − exp
(
b˜
4
(
d
dν2
)−1
+
)
νl−2k2 , (A28)
and then inserting it into (A10) gives
cl =
2l + 1
b˜
[
exp
(
b˜
4
(
d
dν2
)−1
−
)
− exp
(
b˜
4
(
d
dν2
)−1
+
)]
Pl(ν2) (A29)
by the definition of the Legendre polynomial. By (A3), we know (4.53) holds.
Appendix B: DERIVATION OF (5.7)
Define
a˜ :=
|x− x′|
c
(B1)
and
t′ = t− a˜ coshψ, ψ ∈ [0,+∞). (B2)
With the new variable ψ, the left-hand side of Eq. (5.7)
becomes
∫ t− |x−x′|c
−∞
mJ1
(
mc
√
(t− t′)2 − |x−x′|2c2
)
√
(t− t′)2 − |x−x′|2c2
dt′
=
∫ ∞
0
mJ1(mca˜ sinhψ)dψ. (B3)
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By Ref. [30], we know the formula∫ ∞
0
Jµ+ν(2z sinh t) cosh
(
(µ− ν)t)dt = I(µ(z)Kν)(z),
(B4)
where µ, ν, and z have to satisfy
Re(µ+ ν) > −1, |Re(µ− ν)| < 3
2
, z > 0, (B5)
and Iµ(z) and Kµ(z) are the modified Bessel functions of
µ-order. Applying (B4) into (B3) gives∫ ∞
0
mJ1(mca˜ sinhψ)dψ = mI 1
2
(mca˜
2
)
K 1
2
(mca˜
2
)
.
(B6)
Since
I 1
2
(z) =
√
2
πz
sinh z, K 1
2
(z) =
√
π
2z
e−z, (B7)
Eq. (B6) reads∫ ∞
0
mJ1(mca˜ sinhψ)dψ =
1− e−mca˜
ca˜
. (B8)
Finally by (B1) and (B3), we know that (5.7) holds.
Appendix C: DERIVATION OF (5.13)
In the spherical coordinates (2.2), Eq. (5.11) has the
form
1
r2
∂
∂r
(
r2
∂G
∂r
)
− Lˆ
2
r2
G −m2G
=− δ(r − r
′)δ(θ − θ′)δ(ϕ− ϕ′)
r2 sin θ
, (C1)
where
Lˆ2 = − 1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
− 1
sin2 θ
∂2
∂ϕ2
(C2)
satisfies
Lˆ2Y lm
′
(θ, ϕ) = l(l+ 1)Y lm
′
(θ, ϕ). (C3)
We consider the following Ansatz [31] for Eq. (C1),
G(x;x′) =
∞∑
l=0
l∑
m′=−l
gl(r, r
′)Y lm
′∗(θ′, ϕ′)Y lm
′
(θ, ϕ).
(C4)
It makes Eq. (C1) reduce to an ordinary differential
equation,
d2gl
dr2
+
2
r
dgl
dr
− l(l+ 1)
r2
gl −m2gl = −
δ(r − r′)
r2
. (C5)
Firstly, we should solve the homogeneous differential
equation of (C5). If we define
ul(r, r
′) :=
√
rgl(r, r
′), (C6)
the homogeneous differential equation of (C5) is equiva-
lent to
r2
d2ul
dr2
+ r
dul
dr
−
(
m2r2 +
(
l+
1
2
)2)
ul = 0, (C7)
which is the modified Bessel differential equation, and its
general solution is
ul(r, r
′) = AIl+ 12 (mr) +BKl+
1
2
(mr), (C8)
where A,B are two constants of integration. By (5.14),
(C6) and (C8), we know that the general solution of the
homogeneous differential equation of (C5) is
g
(h)
l (r, r
′) = C1il(mr) + C2kl(mr), (C9)
where C1, C2 are two constants related to A and B.
Next, we try to solve the general solution of (C5).
According to Ref. [31], the general solution of (C5) is
gl(r, r
′) =g
(h)
l (r, r
′)− kl(mr)
∫ r
0
δ(ε− r′)il(mε)
ε2∆(ε)
dε
− il(mr)
∫ ∞
r
δ(ε− r′)kl(mε)
ε2∆(ε)
dε, (C10)
where
∆(r) :=
∣∣∣∣∣
il(mr) kl(mr)
d
dr
(
il(mr)
) d
dr
(
kl(mr)
)
∣∣∣∣∣ (C11)
is the Wronskian determinant of the homogeneous differ-
ential equation of (C5). Again by Eq. (8.140) in Ref. [31],
we derive
∆(r) = exp
(
−
∫
2
r
dr
)
=
C
r2
, (C12)
where C is a constant of integration, and then we obtain
∆(r) =
r21
r2
∆(r1), (C13)
where r1 is an arbitrary constant. The spherical modified
Bessel functions have the following asymptotical behav-
iors for sufficient large z [28]:
il(z) ≈ e
z
2z
, (C14)
kl(z) ≈ e
−z
z
. (C15)
If r1 is large enough, then by (C11), (C14), and (C15),
we have
∆(r1) ≈ − 1
mr21
, (C16)
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and finally by (C13), we get
∆(r) = − 1
mr2
. (C17)
Inserting (C17) into (C10) gives
gl(r, r
′) = g
(h)
l (r, r
′) +mil(mr<)kl(mr>). (C18)
The boundary condition of (C5) is
|gl(r, r′)| ≪ ∞, r → 0, (C19)
gl(r, r
′)→ 0, r →∞. (C20)
Applying them to (C18), and by using (5.30), (5.31),
(C14), and (C15), we acquire
gl(r, r
′) = mil(mr<)kl(mr>). (C21)
Hence, (5.13) is obviously valid after the insert of (C21)
in (C4) and then use of (2.15).
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