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Abstract
This thesis aims at studying different sensible and latent thermal energy stor-
age (TES) systems. Numerical simulation is an indispensable tool for the design,
evaluation and optimization of thermal equipment, in addition to the experimen-
tal techniques. Numerical tools were developed, adapted and implemented within
a general purposes platform for their evaluation. Different levels of analysis have
been carried out, i) within the field of Computational Fluid Dynamic andHeat Trans-
fer (CFD&HT), the coupling between the heat conduction in solid parts and single
flow/two phase flow 1D inside the tube, has allowed the accurate transient sim-
ulation of the complex heat transfer and fluid dynamics phenomena presented; ii)
within thermal energy management, storage tank in CSP like a whole system has
been studied; iii) it is interesting to highlight that numerical models have been ex-
perimental validated by mean of experimental results from the literature or with
specific facilities carried out within the experimental infrastructure developed dur-
ing this Thesis for validation purposes.
All the contents of the main chapters of this Thesis, apart from the Introduction
and Conclusions, have been submitted (chapters 2 and 3) or are going to be submit-
ted (chapter 4) to international journals, and thus, they are written in order to be
self-contained. For this reason, some concepts and equations are repeated through-
out different chapters.
In chapter 2, numerical and experimental tools have been used to design and
study the performance of a specific drain water heat recovery storage-type. The
device has been built and a experimental unit has been constructed. The experi-
mental unit provides data to study the storage capacity and the delivering energy
process of the DWHR storage device. The experiments have generated the data for
the boundary conditions definition and results for validation of the numerical sim-
ulations. The numerical simulation has been performed within the NEST platform,
where the different elements of the DWHR storage are linked to solve the system.
Different internal flow rates and operational temperatures have been studied. From
the results obtained it can be said that the device shows interesting heat recovery
and storage capacities, while the numerical platform shows promising comparison
results against the experiments. This numerical platform will be applicable to future
versions of DWHR storage (geometric configuration and operational condition).
In chapter 3, a methodology for the resolution of Computational Fluid Dynamics
and Heat Transfer (CFD&HT) problems in a Low Temperature Accumulator (LTA)
prototype of a Low Thrust Cryogenic Propulsion (LTCP) system is proposed. The
numerical model has been performed within the NEST platform. Two numerical
models have been adapted, one to solve the thermal and fluid-dynamic behaviour of
the two-phase flow inside ducts working under cryogenic conditions, and another to
13
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solve the solid-liquid phase change phenomena using a fixed-grid enthalpy model.
The thermal energy storage tank considered is formed by different elements: the two
fluids (water and air) inside tank, the tube and the in-tube fluid (nitrogen), which in-
teract with each other through their boundary conditions. Experiments from the
literature have been used for the validation of the models proposed. In these ex-
periments, different combinations of single-phase/two-phase (evaporation) flow of
the fluid (LN2=N2) inside the tube together with different combinations of single-
phase (liquid water) / two-phase (water-ice, in process of freezing or melting) of the
fluid inside the tank. An acceptable agreement between experiments and numerical
results was observed. The experimental validation under different working condi-
tions of the cryogenic flow and/or the PCM material, shows the possibilities of this
model for design optimization and prediction purposes of such type of devices.
In chapter 4, a numerical models for the simulation of the two-tank thermal en-
ergy storage system in concentrating solar power plants has been developed. The
numerical simulation has been performed within the NEST platform, where the dif-
ferent elements of the two-tank storage are linked to solve the system. Some el-
ements of the system have been specifically developed. The mathematical model
considers the transient behaviour of the molten salt fluid, the gas ullage, the tank
walls and insulation, different configuration of the foundation, radiation exchange
between the salt and the tank walls in the ullage. A parametric study of the two-tank
storage system has been done, in order to identify the most important parameters
on TES system, in order to improve the design and increase the performance of the
plant. A part of this work has been used to develop an in-house software called
STEScode. This software is based on a modular object-oriented methodology, and
allows the detailed thermal and fluid dynamic analysis of sensible TES systems for
designing purposes and with a reasonable computational effort.
To accomplish these goals, some obstacles have to be overcome. Some of the chal-
lenging arising issues involve the generation of suitable and affordable meshes, the
implementation and validation of different in-house code and coupling of different
domains (fluid and solid) with important adjustments for the study of cases with
different flow physics like time steps and thermal development.
In conclusion, the implementations and general contributions of the present The-
sis togetherwith the previous existentmulti-physics computational code, has proved
to be capable to perform successful numerical simulations of the behaviour of stor-





Developing efficient and inexpensive energy storage devices is as important as de-
veloping new energy sources. Thermal energy is necessary in many domestic, com-
mercial and industrial applications and, therefore, must be generated, stored and
used efficiently to take advantage both economically and environmentally.
Thermal energy storage (TES) systems aims to accumulate thermal energy at high
or low temperatures, in order to be used later. TES can reduce time or mismatch be-
tween energy generation and energy demand, and consequently considered a key
aspect in a wide range of applications for different sectors in engineering, such as
chemical industry, solar energy systems, food industry, industrial processes, refrig-
eration, among others. They can also reduce peak demand, energy consumption and
CO2 emissions, while increasing overall efficiency of energy systems.
The performance of a TES system device is characterized by different parameters
such as the storage capacity and time, the heat transfer rates during charging and
discharging process and the storage efficiency.
There are three main types of TES systems: thermochemical heat storage, sensi-
ble heat storage and latent heat storage. The thermochemical energy storage is pro-
duced when a chemical reaction with high energy involved in the reaction is used
to store energy. The thermochemical storage entails an endothermic reversible reac-
tion, which can be reversed when required to release heat. The sensible heat storage
is when the energy is stored increasing or decreasing the temperature of the storage
medium (e.g. water, oil, molten salts, fire brick, rocks, etc.). TES systems based on
sensible heat storage offer a storage capacity that is limited by the specific heat of
the storage medium. These type of equipment are widely used in thermal systems
because of their simplicity and low cost. The choice of the storage medium depends
largely on the temperature level of the application. The most popular sensible stor-
age medium in the low-to-medium temperature range is water, which has a number
15
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of residential and industrial applications, such as solar domestic hot water and space
heating [1–4]. Within the high temperature range, there are several materials that
are extensively used as storage mediums such as oils, concrete and molten salts [5].
These substances are mainly used in solar power plants [6–8]. The third storage sys-
tem mentioned above, latent heat storage, uses different materials, e.g. water/ice,
paraffins [9] and salt hydrates [10]. Although liquid-vapour phase change usually
results in greater latent energy changes, solid-liquid transitions are usually preferred
due to their lower changes in density [11]. Materials used for latent heat storage are
called phase change materials (PCM). PCM can be used for both short-term (daily)
and long-term (seasonal) energy storage, using a variety of techniques andmaterials.
The latent heat storage has the advantages of compactness and they can store and
deliver energy an almost constant temperature. PCMs are being used or studied in
several thermal storage applications. Some examples are the integration of PCM to
building walls in order to achieve thermal comfort in buildings lowering the cooling
and heating demand [12, 13], others application can be found in solar collectors [14]
and in concentrating solar power plants [15].
Optimum design of TES systems needs adequate predicting methods. In this
sense, considering the complexity of these thermal systems, numerical simulations
play an essential role in many technological applications. Next section is dedicated
to this important issue.
1.1.1 Thermal storage systems in drain water heat recovery device
The drain water heat recovery (DWHR) is designed to recover the residual energy
from the hot or warm drain water, and this recover energy is used to preheat the
incoming cold water. This interesting technology is an efficient and low-cost way of
recovering thermal energy for its reutilization in typical building processes, as space
heating and sanitary hot water generation. The residential sector accounts for 26%
of the total energy consumption in the USA. Of this, 37% is electricity for lighting,
cooling, and appliances. The remaining energy used is attributed to heating: 45% for
space heating and 24% for water heating [16]. Therefore, residential water heating
accounts for 4% of the total national energy demand. In other countries like the UK,
the residential sector representing a 29% of total energy consumption in the country.
Of this, 65% for space heating and 16% for water heating [17]. Thus, the energy used
for heating water represents a significant part of the total energy which is consumed
in a typical household. There are many works, e.g. Boait et al. [18] and Leidl et
al. [19], where different technologies are analysed in order to save energy used to
heat domestic water, including solar water heating (SWH), gas boilers, heat pumps,
immersion heaters and drain water heat recovery.
There are different types of DWHR systems. Authors like Cooperman et al. [20]
classified them into two types: on-demand and storage. For the on-demand type, the
16
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warm drain water flows down in the inner pipe while simultaneously the incoming
cold water flows up in the external coiled tube. This type of DWHR is referred to
as a gravity film heat exchanger. In the storage type described by Cooperman, the
warm drain water flows through the heat exchanger heating the clean water into the
tank for future use.
In the literature there are some studies on the DWHR systems, most of them of the
falling film heat exchanger, also known as a vertical inline drain water heat recovery
heat exchanger. Zaloum et al. [21] demonstrated that the use of vertical exchanger
is justified when the movement of the two media is simultaneous. They conducted
their experiments on eight different film exchangers to determine the effect of flow
rate, temperature and configuration in heat recovery performance. In the different
film exchangers, the maximum heat recovered is reached at the lowest flow rates
(using the same flow rates for the two media), while the other parameters showed
no significant effect on the heat recovery efficiency. McNabola et al. [22] and Wong
et al. [23] analysed the efficiency of using the DWHR in a horizontal position. Both
authors used a simple single-pass counter-flow heat exchanger installed horizontally
beneath the shower drain.
In works [24, 25] the DWHR are implemented in heat pump systems, and spe-
cific numerical models have been developed to their analysis. Wallin et al. [26] ex-
perimentally studied the performance of this type of device in a heat pump system.
In their work, the exchanger had the capacity to recover more than 25% of the en-
ergy available in the drain water for the investigated flow rates (as an evaporator to
recover waste heat from shower water).
Ni et al. [27] analysed the potential saving of incorporating a DWHR in heat
pump system to reclaim heat from residential wasterwater for space heating, space
cooling and domestic water heating. A numerical model was developed for the com-
parison of annual energy consumption and drinking water savings between the wa-
ter energy-recovery system and the conventional building energy system.
Heat exchangers with coiled pipe are used in many applications such as the nu-
clear industry, refrigeration, food industry, etc. This is because the coiled pipe has
higher heat transfer coefficients in comparison with a straight tube [28], while it also
allows a more compact structure. The modification of the flow in the coiled pipe is
due to the centrifugal forces, where the curvature of the tube produces a secondary
flow field with a circulatory movement (Dean [29, 30]).
There is a considerable amount of work focused on the internal heat transfer in
coiled pipe. Works carried out since the end of the decade of the 50s have generated
interesting correlations based on experimental data. Some examples can be found
in Ito [31], Seban et al. [32], Rogers et al. [33], Schmidt [34] and Gnielinski [35]. The
generated correlations have been widely used for the internal heat transfer in coiled
pipe. Numerical investigation were performed to understand the heat transfer in
17
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laminar flow in coiled pipes by Dravid et al. [36].
However, there is little information in the literature about the external heat trans-
fer in coiled pipe. Ali conducted experimental studies for coiled pipes immersed in
water [37] and glycerol-water [38]. From his studies, Ali developed a correlation to
evaluate the outside heat transfer. Xin and Ebadian [39] conducted experimental in-
vestigations of the outside heat transfer for natural convection from coiled pipes in
air. Subsequently, they investigated the effect of the Prandtl number and geometrical
parameters on the outside heat transfer from the coiled pipes immersed in air, water
and ethylene-glycol [40].
A similar configuration to the one studied in this Thesis, but used in another type
of applications, can be seen in the works by Prabhanjan et al. [41] and Fernández-
Seara et al. [42]. They worked with coiled pipes immersed in water and the fluid
inside the coiled pipe was water. In addition, these authors combine experimental
and numerical studies. Prabhanjan et al. developed a model to predict the outlet
temperature of a fluid flowing through a helically coiled heat exchanger. Fernández-
Seara et al. developed a numerical model in order to predict the heat transfer process
and pressure drop in a helically coiled heat exchanger. Both works described above
the temperature of the fluid within the tank is maintained constant.
1.1.2 Thermal storage systems in a in-space cryogenic propulsion
system
Since the beginning of the space travel, rockets propelled by chemical propulsion
systems are the most widely used technology in spacecraft propulsion to overcome
Earth’s gravity. These technologies are capable of producing the magnitude of thrust
necessary. In these systems the energy to generate the thrust is obtained by chemical
reactions by forcing a gas from the rear of the vehicle at very high speed through
a supersonic de Laval nozzle. However, once in orbit, this propulsion system has
a significant limitation, due to its relatively low specific impulse (ISP ) if they are
compared with other emerging technologies such as electric propulsion [43, 44]. The
chemical propulsion has a fixed amount of energy per unit mass, which limits the
achievable exhaust velocity or specific impulse. However, because the rate at which
the energy can be supplied by the propellant is independent of their mass, it implies
that a very high powers and thrust levels can be achieved [45].
The spacecraft usually have a second propulsion system with a higher ISP and
thus being able to travel in space. This system is called in-space propulsion, and
it is the technology capable of generating the thrust necessary for a spacecraft to
travel through space. Actually, the main objective of this technology is to allow the
propulsion of the spacecraft to move from one orbit to another or make minor cor-
rections. There are different in-space propulsion technologies, and its use is condi-
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tioned by the mission, because there is no single propulsion technology that benefit
all missions or mission types. Each technology has drawbacks and advantages. The
requirements for in-space propulsion vary widely according to their intended appli-
cation [46–48].
There aremany institutions/agencies involved in the identification, development
and use of new technological candidates. Some of them are: the European Space
Agency (ESA), the National Aeronautics and Space Administration (NASA), and
other space related organizations all over the world. These agencies define a master
plan or roadmap that takes into account a wide range of technologies, which can be
found in process of developing technologies for the next years, which are potential
candidates for use on future space travels [47, 48].
ESA’s master plan [47] and the NASA’s roadmap [48] propulsion technology di-
vide the propulsion technology in the space into different groups. The division is
based on the physics of the propulsion system and how it derives thrust, as well as
its technical maturity. The technologies include systems that operate through chem-
ical reactions to heat and expand a propellant to provide thrust (liquid and solid
propellants, liquid cryogenic, etc.), propellant storage and transfer, among others.
The In Space Propulsion-1 (ISP-1) project [49] was initiated with the objective of
improving the knowledge and the techniques which are necessary for future space
missions that are related with cryogenic propulsion. The ISP-1 project does not fo-
cus on the early launch phase, but on the technologies involved in the subsequent
phases of a space mission, once the spacecraft has already been placed in orbit. The
idea of using cryogenic propulsion is because toxic propellants with poor propulsion
performance are frequently used. The cryogenic propulsion, on the other hand, pro-
duces non–toxic/harmless exhaust gases and the specific impulses are much higher.
Cryogenic liquids are liquefied gases that are kept in their liquid state at very low
temperatures. These liquids are extremely cold and have boiling points less than
-150C . All cryogenic liquids are gases at normal temperatures and pressures. The
cryogenic liquids most used are: liquid hydrogen (LH2), liquid oxygen (LOX ), liq-
uid nitrogen (LN2), liquid methane (LCH4), among others. Nowadays, cryogenic
propulsion based on LOX propellant is a mature field and a core technology [50].
In-space cryogenic fluid management has been of interest to NASA since the 1960s
for scavenging cryogenic propellants [51]. LOX=LH2 also powered the upper stages
of the Saturn V and Saturn IB rockets, as well as the Centaur upper stage, the United
States’ first LOX=LH2 rocket (1962). Plans for integrated cryogenic propellant flight
demonstrations have been carried out since the end of the decade of the 1980s, such
as COLD-SAT [52]. The COLD-SAT studies was conducted in the early 1990s [52]
and summarized by NASA in 1998 [53]. The COLD-SAT was intended to provide
sufficient data on the storage and handling of cryogens (specifically liquid hydro-
gen) in the low gravity environment of space to enable future space systems to be
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confidently and efficiently designed. For its part, ESA worked on the first Ariane
launcher as early as 1974, using a cryogenic technology of combining liquid oxygen
and liquid hydrogen. The Ariane rocket family has evolved over the years to meet
the demands of the market. For over 30 years, Ariane rockets have been the main-
stay of European space launch capabilities. The reliability and versatility of Ariane
rockets has allowed them to become one of the worlds premier commercial satellite
launchers. The HM7B is a European cryogenic upper stage rocket engine used in
Ariane rocket family. The development of HM7 engine begun in 1973 on a base of
HM4 rocket engine [54]. It was designed to power a third stage of newly constructed
Ariane 1, the first launch system for ESA. The HM7 will be replaced by Vinci as an
upper-stage engine for Ariane 5 [55]. Vinci is currently under development. The
Soviet Union did not even test a (LH2) upper stage until the mid-1980s [56]. The
Russians are now designing their Angara rocket family with liquid-hydrogen upper
stages [57].
The basic system studied in the ISP-1 project is the low thrust cryogenic space
propulsion (LTCP) system, that is mainly composed of hydrogen and oxygen pro-
pellant tanks, propellant pumps, a fuel cell, heat accumulators, a main combustion
chamber, attitude control thrusters and, a fuel cell cooling circuit. One of the com-
ponents, the heat accumulator, stores the thermal energy from the fuel cell that pro-
vides electrical energy to the whole system. This thermal energy is employed for the
pressurization of the propellant tanks and gasification of the propellant to the com-
bustion chamber. Two different types of heat accumulators are present in the LTCP
system: the High Temperature Accumulator (HTA) and the Low Temperature Accu-
mulator (LTA). The HTA provides the thermal energy for the self-pressurisation of
the hydrogen tank and the LTA provides thermal energy for the self-pressurisation
of the oxygen tank [58]. The fuel cells have an operating optimum temperature at
about +80C.
The base idea of this kind of in-space propulsion system is the Low Cost Cryo-
genic Propulsion (LCCP) concept [59], which was previously patented by Société
Nationale d’Études et de construction de moteurs d’Aviation (SNECMA) [60]. The
aim of saving energy by heat accumulators starts from the fact that on the one hand,
a cooling of the fuel cells is necessary, which provide electrical energy for the space-
craft, and therefore also some sort of cooling device is needed. On the other hand,
thermal energy is necessary during the engine operation, especially at the starting of
the engines, in order to: i) pressurise the tanks themselves by the help of vaporiza-
tion of their corresponding propellant and; ii) a better combustion in the combustion
chamber. However, the refrigeration needs of the fuel cell are not coincident in gen-




1.1.3 Thermal storage systems in concentrated solar power
Concentrated solar power (CSP) plants are experiencing considerable growth in re-
cent years. They are based on well-proven technology for providing a considerable
part of renewable electricity [61]. CSP uses renewable solar resource to generate
electricity while producing very low levels of greenhouse-gas emissions. Thus, it
has strong potential to be a key technology for mitigating climate change. There
are four main CSP systems that perform the conversion of solar energy into electric-
ity: parabolic troughs, power towers, linear Fresnel reflectors and parabolic dishes,
which can be categorised by the way they focus the solar rays and the technology
used to receive the solar energy (see for instance [62, 63]). Although they have dif-
ferent characteristics, the operating principle is the same. Reflector elements concen-
trate the solar rays into a receiver, where a heat transfer medium is heated, and use
to drive a steam turbine.
Thermal energy storage (TES) systems can be considered a key aspect for con-
centrated solar power plants, as they provide not only dispatchable electricity but
also stability to the electricity network in case of high fraction of renewable pro-
duction or intermittences due to weather conditions. Today, the two-tank system
employing molten salt are the most used configuration [6, 64], which make profit of
the sensible energy changes of a heat transfer fluid (molten salt) under a temperature
difference. The two-tank storage systems are subdivided into direct and indirect sys-
tems. In a direct system, the heat transfer fluid also serves as the storage medium,
while in an indirect system, a second medium is used for storing the heat [8]. For
instance, Gemasolar plant (located in Fuentes de Andalucia, near to Seville, Spain)
has a power tower technology [65]. Its storage system is based on two-tank direct
system. As an example of the two-tank indirect system is Andasol I [64]. This so-
lar thermal power plant is located in Guadix, Granada (Spain), and the solar field is
based on parabolic trough technology.
In the two-tank storage systems there are significant design considerations that
must be taken into account, namely, avoiding the salt freezing by controlling the heat
losses, and storage optimization (aspect ratio, design of the inlet ports, etc.). A pro-
found knowledge of the thermal and fluid-dynamic phenomena present inside stor-
age tanks is required to reduce/control heat losses and design optimization. Efforts
made for integrating this technology within demonstration and commercial plants
can be found in Refs. [64, 65]. In addition to the accumulative experience acquired in
the sector, optimization techniques based on computational fluid dynamic and heat
transfer (CDF&HT) are becoming an important tool. One of the few CFD&HT simu-
lations carried out for these tanks was conducted by Schulte-Fischedick et al. [66]. In
their work, they coupled a CFD simulation using a RANS model for evaluating the
molten salt behaviour with a finite element method for the tank walls. More recently,
Rodríguez et al. [67] presented a methodology for studying the molten salt TES by
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coupling different levels of modelisation in which the molten salt was evaluated us-
ing large eddy simulation (LES).
1.2 Background
The present Thesis has been developed within the framework of the collaborations
between Termo Fluids S.L. and the Heat and Mass Transfer Technological Center
(CTTC) of the Technical University of Catalonia (UPC). CTTC is centred on two prin-
cipal research lines, one dedicated to the mathematical formulation, numerical res-
olution and experimental validation of fluid dynamics and heat and mass transfer
phenomena and, at the same time, the application of the acquired know-how from
the basic studies into the thermal and fluid dynamic optimisation of thermal systems
and equipment. Termo Fluids S.L. is a spin-off which was born 9 years ago from
members of the CTTC that is owner of NEST and TermoFluids source code. This
company is devoted to the development of new numerical methods and software
tools for High Performance Computing (HPC) in Computational Fluid Dynamics
and Heat Transfer (CFD&HT) and to the optimization of thermal systems and their
equipment.
Thanks to this collaborative work, a new software platform, called NEST was
developed. This platform has been used to implement different models for studying
thermal energy storage systems. The platform allows the linking between different
elements to perform a specific thermal system. Multiple levels of modelling can be
implemented to obtain different levels of analysis. NEST has been involved in many
industrial projects, such as to improve the energy efficiency in domestic refrigerator
[68] and building [69]. More research projects that used the NEST platform can be
found in [70].
Several Thesis and scientific papers on the subject of solar energy, thermal stor-
age systems of heat exchangers and refrigerant systems have been published by
researchers of the CTTC in the past, e.g. [71–77]. Alex Ivancic [71] worked in the
resolution of natural and forced convection problems applied to cylindrical storage
devices. Ivette Rodríguez [72] worked in the numerical resolution of storage de-
vices for solar thermal systems in the low-to-medium temperature range. Theses of
Miquel Costa [73] and Barbara Vidal [74], dealing with the fixed-grid modelling of
solid-liquid phase change in structured meshes. Later, Pedro Galione [75] developed
and implemented a numerical model for the simulation of solid-liquid phase change
phenomena in a highly parallel, CFD platform using unstructured meshes. In addi-
tion, a study of a tank filled with solid and/or PCMmaterials forming a packed bed
through which a heat transfer fluid flows have been done. In this Thesis, numerical
simulations of thermal storage systems emphasis on latent energy storage has been
studied. Furthermore, Sergio Morales [76] and Nicolas Ablanque [77] have worked
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in the development of two-phase flows models using the quasi-homogeneous for-
mulation and the two-fluid model. All these theses have served as a very good
starting point for the work carried out in this Thesis.
1.3 Objectives and Outline
The main objective of this Thesis is the numerical resolution of heat transfer and
fluid flow problems and its application to study the unsteady behaviour of thermal
energy storage (TES) systems. Three different systems have been considered, cov-
ering a wide range of working conditions (from very low cryogenic temperature to
very high temperature CSP plant) and applications (from domestic/residential to
renewable or aerospace industry). In that sense, i) for residential heat recovery sys-
tems in the low-to-medium temperature range; ii) a thermal accumulator used in a
in-space cryogenic propulsion system in the low temperature range and; iii) the two-
tank thermal energy storage system in concentrating solar power (CSP) plants in the
high temperature range. The Thesis is divided into five chapters.
Chapter 2 is devoted to present the methodology employed for the resolution of
Computational Fluid Dynamics (CFD) and Heat Transfer problems in a drain wa-
ter heat recovery (DWHR) storage-type unit for residential housing. The study of
the performance of this device has been carried out using both numerical and ex-
perimental tools. The numerical simulation has been performed using the NEST
platform [78], where the different elements of the DWHR storage are linked to solve
the system. The discretisation of the governing equations based on finite volume
techniques (FVM) is presented. Numerical techniques such as the discretisation
schemes, boundary conditions implementation and solution procedure for incom-
pressible and transient flow problems are shown. Special empirical correlations have
been implemented to be used in the numerical resolution of the single-phase flow in-
side the coiled pipe. An experimental infrastructure has been developed to analyse
the whole system. Different internal flow rates and operational temperatures have
been studied. The numerical results are compared against experimental results. The
numerical simulations performed predict reasonably the transient behaviour of the
DWHR storage device. The contents of this chapter have been submitted to an inter-
national journal.
Chapter 3 focuses the attention on a Low Temperature Accumulator prototype
used in an in-space cryogenic propulsion system. The numerical simulation has been
carried out using the NEST platform [78], where the different elements of the ther-
mal accumulator are linked to solve the whole system. In this chapter, two numerical
models have been adapted, one used to solve the two-phase flow inside ducts work-
ing under cryogenic conditions, and another to solve the PCM using a fixed-grid
enthalpy model developed by Galione et al. [11]. The numerical analysis is based
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on: i) a one-dimensional and transient resolution of the governing equations for
the fluid flow of propellant; ii) a multi-dimensional and transient resolution of the
governing equations in the region occupied by the PCM, incorporating a model for
the turbulence to solve the convection phenomena involved; iii) the solid elements
are modelled considering a multidimensional and transient treatment of the ther-
mal conduction equation. The numerical results are compared against experimental
results from the literature. The experimental validation under different working con-
ditions of the cryogenic flow and/or the PCMmaterial shows the possibilities of this
model for design optimization and prediction purposes. The contents of this chapter
have been also submitted to an international journal.
Chapter 4 is focused on the development of a numerical model for the simula-
tion of the two-tank thermal energy storage system in concentrating solar power
(CSP) plants. The numerical simulation has been performed using the NEST plat-
form [78], where the different elements of the two-tank storage are linked to solve
the system. Some elements of the system have been specifically developed. The
mathematical model considers the transient behaviour of the molten salt fluid, the
gas ullage, the tank walls and insulation, different configuration of the foundation,
radiation exchange between the salt and the tank walls in the ullage. A parametric
study of the two-tank storage system has been done, in order to identify the most
important parameters on TES system. From the work by Rodríguez et al. [67] and
the work presented in this chapter, an in-house software called STEScode has been
developed. The STEScode is based on a modular object-oriented methodology, and
allows the detailed thermal and fluid dynamic analysis of sensible TES systems for
designing purposes and with a reasonable computational effort. The contents of this
chapter are going to be submitted to an international journals.
A final chapter with the conclusions of the studies carried out in this Thesis is
presented. The guidelines for future research work in these applied areas are also
suggested.
1.4 Applicability
A significant part of the present work has been developed within the framework of
different research projects between the CTTC and the industry. Specifically:
 SEILA - New technologies for an efficient, ecologic and intelligent washing
system for textiles of the future. Research Project C07973, ref. CEN-20091005.
The company involved in the project was Fagor Electrodomésticos, during the
period 2010-2012.
 In Space Propulsion 1. Research Project, ref. 218849, ISP-1; European Comis-
sion, Directorate-General XII. The companies involved in the project were:
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Snecma, Astrium, AVIO, Mikroma, Alcimed, Bonatre, during the period 2009-
2012.
 TESCONSOL - Thermal storage for concentrating solar power plants. Research
Project Q-00023, ref. CEN-20091005. The company involved was EIT-KIC In-
noEnergy, during the period 2011-2014.
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The drain water heat recovery (DWHR) system is an interesting household technology
to reduce energy costs and environmental impact. The objective of the utilization of these
devices is the recovery of the waste heat from domestic warm drain water, and transferring
it to cold water entering the house. A drain water heat recovery unit has been built in this
work. The authors are using both numerical and experimental tools to design and study the
performance of this device, focusing on the analysis of a specific drain water heat recovery
storage-type based on a cylindrical tank with an internal coiled pipe. The numerical simu-
lation has been performed using an in-house platform, where the different elements of the
DWHR storage are linked to solve the system. On the other hand, an experimental infrastruc-
ture has been developed to analyse of the system, which has been instrumented to provide
detailed information of its heat recovery and storage capacities and temperature map. Dif-
ferent internal flow rates and operational temperatures have been studied. From the results
obtained it can be said that the device shows interesting heat recovery and storage capacities,
while the numerical platform shows promising comparison results against the experiments.
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2.1 Introduction
Developing efficient and inexpensive energy recovery devices is as important as de-
veloping new energy sources. Heat is necessary for many building applications and,
therefore, must be generated, stored and used efficiently to take advantage both eco-
nomically and environmentally. The drain water heat recovery (DWHR) is designed
to recover the residual energy from the hot or warm drain water, and this recover
energy is used to preheat the incoming cold water. This interesting technology is an
efficient and low-cost way of recovering thermal energy for its reutilization in typical
building processes, as space heating and sanitary hot water generation. The residen-
tial sector accounts for 26% of the total energy consumption in the USA. Of this, 37%
is electricity for lighting, cooling, and appliances. The remaining energy used is at-
tributed to heating: 45% for space heating and 24% for water heating [1]. Therefore,
residential water heating accounts for 4% of the total national energy demand. In
other countries like the UK, the residential sector representing a 29% of total energy
consumption in the country. Of this, 65% for space heating and 16% for water heat-
ing [2]. Thus, the energy used for heating water represents a significant part of the
total energy which is consumed in a typical household. There are many works, e.g.
Boait et al. [3] and Leidl et al. [4], where different technologies are analysed in order
to save energy used to heat domestic water, including solar water heating (SWH),
gas boilers, heat pumps, immersion heaters and drain water heat recovery.
There are different types of DWHR systems. Authors like Cooperman et al. [5]
classified them into two types: on-demand and storage. For the on-demand type, the
warm drain water flows down in the inner pipe while simultaneously the incoming
cold water flows up in the external coiled tube. This type of DWHR is referred to
as a gravity film heat exchanger, see Fig. 2.1 (a). In the storage type described by
Cooperman, the warm drain water flows through the heat exchanger heating the
clean water into the tank for future use. Fig. 2.1 (b) shows the storage type used
in the current work, this configuration is inverted with respect to the configuration
described above, the warm drain water is into the tank and the clean water flows
through the heat exchanger.
In the literature there are some studies on the DWHR systems, most of them of the
falling film heat exchanger, also known as a vertical inline drain water heat recovery
heat exchanger. Zaloum et al. [6] demonstrated that the use of vertical exchanger
is justified when the movement of the two media is simultaneous. They conducted
their experiments on eight different film exchangers to determine the effect of flow
rate, temperature and configuration in heat recovery performance. In the different
film exchangers, the maximum heat recovered is reached at the lowest flow rates
(using the same flow rates for the two media), while the other parameters showed
no significant effect on the heat recovery efficiency. McNabola et al. [7] and Wong
et al. [8] analysed the efficiency of using the DWHR in a horizontal position. Both
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authors used a simple single-pass counter-flow heat exchanger installed horizontally
beneath the shower drain.
(a) (b)
Figure 2.1: (a) On-demand DWHR; (b) storage DWHR.
In works [9, 10] the DWHR are implemented in heat pump systems, and specific
numerical models have been developed to their analysis. Wallin et al. [11] experi-
mentally studied the performance of this type of device in a heat pump system. In
their work, the exchanger had the capacity to recover more than 25% of the energy
available in the drain water for the investigated flow rates (as an evaporator to re-
cover waste heat from shower water).
Ni et al. [12] analysed the potential saving of incorporating a DWHR in heat
pump system to reclaim heat from residential wasterwater for space heating, space
cooling and domestic water heating. A numerical model was developed for the com-
parison of annual energy consumption and drinking water savings between the wa-
ter energy-recovery system and the conventional building energy system. In that
study, the drain water heat recovery has a similar configuration to the current work.
35
Chapter 2. Drain Water Heat Recovery Storage-type Unit for Residential Housing
Heat exchangers with coiled pipe are used in many applications such as the nu-
clear industry, refrigeration, food industry, etc. This is because the coiled pipe has
higher heat transfer coefficients in comparison with a straight tube [13], while it also
allows a more compact structure. The modification of the flow in the coiled pipe is
due to the centrifugal forces, where the curvature of the tube produces a secondary
flow field with a circulatory movement (Dean [14, 15]).
There is a considerable amount of work focused on the internal heat transfer in
coiled pipe. Works carried out since the end of the decade of the 50s have generated
interesting correlations based on experimental data. Some examples can be found
in Ito [16], Seban et al. [17], Rogers et al. [18], Schmidt [19] and Gnielinski [20]. The
generated correlations have been widely used for the internal heat transfer in coiled
pipe. Numerical investigation were performed to understand the heat transfer in
laminar flow in coiled pipes by Dravid et al. [21].
However, little is known about the external heat transfer in coiled pipe. Ali con-
ducted experimental studies for coiled pipes immersed in water [22] and glycerol-
water [23]. From his studies, Ali developed a correlation to evaluate the outside
heat transfer. Xin and Ebadian [24] conducted experimental investigations of the
outside heat transfer for natural convection from coiled pipes in air. Subsequently,
they investigated the effect of the Prandtl number and geometrical parameters on
the outside heat transfer from the coiled pipes immersed in air, water and ethylene-
glycol [25].
A similar configuration to the studied in this chapter, but used in another type
of applications, can be seen in the works by Prabhanjan et al. [26] and Fernández-
Seara et al. [27]. They worked with coiled pipes immersed in water and the fluid
inside the coiled pipe was water. In addition, these authors combine experimental
and numerical studies. Prabhanjan et al. developed a model to predict the outlet
temperature of a fluid flowing through a helically coiled heat exchanger. Fernández-
Seara et al. developed a numerical model in order to predict the heat transfer process
and pressure drop in a helically coiled heat exchanger. Both works described above
the temperature of the fluid within the tank is maintained constant.
In this chapter, the transient evolution of the DWHR storage system is studied in
order to determine its performance. For this reason in this research, the authors are
developing both numerical and experimental tools to design and study the perfor-
mance of this kind of systems.The numerical simulation has been performed using
the in-house multi-level platform that links two codes to solve the system (in-tank
+ in-tube). On the other hand, an experimental infrastructure has been developed
for the analysis of the system, which has been instrumented to provide detailed in-
formation of heat recovery from the waste water, heat storage capacity and temper-
ature map. Both numerical and experimental results presented in this chapter show
the potential of the proposed methodology as a very useful tool to obtain the per-
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formance of drain water heat recovery device through the parametrization of the
geometric variables and operating conditions when designing a DWHR storage de-
vice. The principal contribution of the current work is that, the temperature of the
fluid within the tank in which the coiled pipes are immersed, is not maintained con-
stant, and calculated in full 3D and transient detail. The drain water used in the
DWHR storage device arises from domestic washing operations (especially washing
machines, but also other sources, such as baths, showers, hand basins and kitchen
sinks), but specifically exclude foul or black water sources.
2.2 Numerical Model
In this work the proposed numerical resolution is based on solving at different scales
(Lopez et al. [28]) using the in-house NEST thermal systems simulation platform
(Damle et al. [29]), which allows the linking between the three different elements
(fluid inside tank, tube and in-tube fluid), constituting the DWHR storage system
under study. Each of these elements can be solved independently and using different
levels of modelling (from global to fully three-dimensional models), while at the
same time they are linked to each other through their boundary conditions. An in-
house CFD&HT (Computational Fluid Dynamics & Heat Transfer) software, called
TermoFluids (Lehmkuhl et al. [30]), is used for solving the fluid movement inside
the tank (section 2.2.1), while the in-tube flow is solved considering a single-phase
fully-implicit one-dimensional model (section 2.2.2), where the governing equations
(momentum, continuity, and energy) are discretised along the whole coil domain
(Morales-Ruiz et al. [31]).
All elements of the system are solved subjected to boundary conditions that come
from neighbouring elements. In each time step iteration the resolution is carried out
in two steps. The first one consists of solving the in-tube flow together with the solid
part of the tube. The boundary condition for each control volume is the heat flux
calculated in the previous iteration from the fluid inside the tank. From this process
a new temperature map for the tube is obtained. The second step consists on solv-
ing the fluid inside the tank using the CFD model with the tube temperature map
obtained in the previous step. In these simulations, the global resolution algorithm
used for the resolution of the whole system of elements (comprising for the fluid
inside tank, tube and in-tube fluid) is a Gauss-Seidel method passing through all el-
ements and updating the values. This algorithm has some particularities to facilitate
the coupling between the different parts of the system with different schemes (im-
plicit and explicit), and also the coupling of different time steps. A specific effort has
been devoted to assure good coupling of heat transfer between in-tank and in-tube
fluids (Torras et al. [32]).
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2.2.1 Numerical Simulation of In-Tank Free Convection
TermoFluids software uses efficient algorithms, which compute in parallel adapting
the solving strategy to the hardware architecture (communication, memory distri-
bution,. . . ) [30]. The Navier-Stokes equations (2.1)-(2.3) are applied to the control
volumes of the domain and converted into algebraic ones using three-dimensional
unstructured collocated meshes, symmetry-preserving formulation.
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+C(cp(T )(T )u)T+D ((T )T) = 0 (2.3)
where u 2 R3N, p 2 RN and T 2 RN are the velocity vector, pressure and temper-
ature, respectively, v is the kinematic viscosity,  is the conductivity,  is the density,
and cp is the specific heat. f is the body force f= (T )~g. Convective and diffusive
operators in the momentum equation for the velocity field are given by C(u)=(ur)
2 R3Nx3N, and D = r2 2 R3Nx3N, respectively. Gradient and divergence operators
are given by G=r 2 R3NxN and M=r 2 RNx3N, respectively. 
 2 RN is a matrix
with the volumes of the cells. For the temporal discretisation of the momentum
equation, a fully explicit second-order scheme on a fractional-step method has been
used, while for the pressure-gradient term an explicit first-order scheme has been
employed [33]. The governing equations are discretised on a collocated unstruc-
tured grid arrangement by means of second-order conservative schemes [34]. Such
discretisation preserves the symmetry properties of the continuous differential oper-
ators, e.g., the conservation properties are held if the convective term is discretised
by a skew-symmetric operator, and the diffusive term is approximated by a symmet-
ric, positive-definite coefficient matrix.
LES modelling has been adopted in this simulation to handle turbulence, in or-
der to reduce computational resources compared to Direct Numerical Simulation
(DNS) approach, and allowing an unsteady computation unlike RANS (Reynolds
Averaged Navier Stokes) by space filtering. In this simulation, a VMS (Variational
Multiscale) model has been selected on the basis of previous work carried out by
Torras et al. [32]. The VMS model was originally formulated for the Smagorinsky
model by Hughes [35] in the Fourier space, and is a promising approach. In VMS
three classes of scales are considered: large, small and unresolved scales. The first
two classes are solvedwith LES-WALE (Large Eddy SimulationWall-Adapting Local
Eddy-viscosity), whereas the unresolved scales are modelled.
38
2.2. Numerical Model
2.2.2 Numerical Simulation of In-Tube Single-Phase Flow
The numerical simulation model of the thermal and fluid dynamic behaviour of
single-phase flow inside ducts is obtained from the integration of the fluid con-
servation equations (momentum, continuity and energy) in a one-dimensional way
along the tube domain over a finite control volume as shown in Fig. 2.2 (a). Con-
sidering that the transient term is evaluated using the first-order approximation
(@=@t  (   0)=t) and that the control volume values are obtained from an
arithmetic mean between the inlet w and outlet e faces (  (e   w)=2), the semi-
discretised governing equations show the following form:
@ m
@t
+ _me   _mw = 0 (2.4)
@( mv)
@t
+ _meve   _mwvw = (pw   pe)S  
Dzp  mgsin (2.5)
@ m(h+ ec + ep)
@t





This formulation requires the use of empirical correlations to evaluate two spe-
cific parameters: the shear stress (usually calculated from a friction factor,  =
(f=4)( _m2=2S2)), and the convective heat transfer coefficient used to evaluate the
heat transferred between the tube and the fluid ( _Qwall = Dz(Twall;P   T )).
The flow is evaluated on the basis of a step-by-step numerical implicit scheme.
The resulting governing equations are rearranged and solved. Thus, from the duct
flow inlet conditions, namely, pressure, enthalpy andmass flow, each control volume
outlet state is calculated sequentially. At each control volume the shear stress and the
convective heat transfer coefficient are evaluated by means of appropriate empirical
correlations. The tube wall temperature map acts as the boundary condition for
the whole internal flow at each iteration. More details of the model are found in
Morales-Ruiz et al. [31].
The energy balance over the solid part of the tube is also considered. The tube
is discretised in a two dimensional way (Fig. 2.2 (b)) and is evaluated with implicit
scheme. The resolution procedure is carried out with a line-by-line method, which
combines direct method Tridiagonal matrix algorithm (TDMA) and Gauss-Seidel it-





Szp = _Qw + _Qe + _Qn + _Qs (2.7)
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(a)
(b)
Figure 2.2: (a) Fluid flow discretisation; (b) tube discretisation.
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where _Qs, _Qn, _Qe and _Qw are evaluated from the Fourier law (equation 2.8) for
internal nodes.
_Qi  i(Tj   TP
dPj
)Si (2.8)
where i = e, w, n, s and j = E,W, N, S and Si represents the heat flux cross sectional
area.
For the boundary nodes, the balance also takes into account the heat exchanged
with the internal or external fluids.
Characteristics of Helical Coil in the DWHR storage system
Fig. 2.3 gives the schematic diagram of a helical coil. The pipe has inner and outer
diameters equal to di and de, respectively. The coil has a diameter Dc (measured
between the projected centres of the pipes), while the distance between two adjacent
turns, called pitch, is p.
Figure 2.3: Geometry of a helical coil.
Gnielinski [20] defines the diameter of curvature of the coil as D, which is ob-
tained from equation (2.9). Remarkable differences between D and Dc result only
for strongly curved tubes and large pitches. For most practical cases, the difference
is negligible as p is small compared to Dc. For this reason, many authors do not
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In this work, D is the diameter of curvature used. The relative curvature of the
coil is defined as (di=D).
Similar to Reynolds number for flow in pipes, Dean number is frequently used






The critical Reynolds number for the transition from laminar to turbulent flow in
helical coils is a function of the coil parameters. The critical Reynolds number may









In this work, the inner convection heat transfer coefficient of the water flowing
into the coil is determined from the correlation proposed by Gnielinski [20] (equa-










































The factor (Pr=Prw)0:14 was introduced by Gnielinski into the Schmidt equations
[19] to take into account the temperature dependence of the physical properties.
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For the transition region Recri < Re< 22000, Gnielinski proposes calculated from
a linear interpolation of the Nusselt number at Recri from equation (2.12) and at Re
= 22000 from equation (2.14).
The friction factor f in the coiled pipe of circular cross-section is calculated by





















Woschni [37] in his experiments observed a decrease of the friction factors with
increasing difference between the wall temperature and the mean temperature of the









An experimental unit has been built to study drain water heat recovery storage sys-
tems. The unit provides reliable measurements of their thermal-hydraulic perfor-
mance. Furthermore, the experiments were carried out to produce the required data
for the boundary conditions definition and results validation of the numerical sim-
ulations. The experimental unit is thus designed to supply hot and cold water to a
DWHR storage device (test section), and to study its performance accumulating and
delivering energy.
Besides the DWHR storage device, the experimental unit is made up of two wa-
ter tanks, two thermal baths, a water pump, a flow meter, a differential pressure
sensor, several temperature sensors, valves and pipes. A schematic diagram of the
experiment unit is shown in Fig. 2.4.
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The water tanks are used to pump hot or cold water into the test section. Each
water tank temperature is controlled by a thermal bath by means of a coiled pipe.
These tanks are linked to the test section through valves and pipes, as shown in Figs.
2.4 and 2.5.
Figure 2.5: Detailed view of the experimental unit.
The water mass flow rate is measured by a Coriolis mass flow meter with an
accuracy of 0.041 % of the actual flow rate within the operating range. The in-
tube water inlet and outlet temperatures are measured with K-type thermocouples
with an accuracy of 0.3 C. The water pressure drop is obtained from a differential
pressure transducer with an accuracy of 0.04 % F.S.
The Agilent 34970A data acquisition and control module was used coupled with
a LabView data logging and control software application.
The experiments were performed in a climatic chamber in order to control the
environmental conditions: the temperature of the chamber was kept constant dur-
ing the experiments. In addition, all the elements of the experimental facility such
as tanks and pipes have been fully insulated to reduce heat losses. A commercial
insulation has been used (25 mm insulation thickness) for this purpose.
2.3.1 Test Section
The test section is a drain water heat recovery storage device that consists of a tank
with a coiled pipe inside it. The tank is filled with hot water used to store heat while
the coiled pipe is used to absorb this energy by means of cold water flowing through
it. Fig. 2.6 shows the instrumented test section, the thermocouples position and its
placement in the experimental unit.
The tested tank is cylindrical, the height and the diameter are 350 mm and 250
mm, respectively, and its storage capacity is 15.72 l. It is made of stainless steel and
covered with an insulation layer. Eleven calibrated K-type thermocouples with an
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accuracy of 0.3 C are placed inside the accumulator in order to measure the water
temperature at different radii and heights. The coiled pipe is made of cooper with a
defined external and internal diameter of 15.87 mm and 14.27 mm, respectively. The
tube pitch is 25.44 mm. Three calibrated K-type thermocouples (accuracy of0.3 C)
are located at the beginning, middle and end of the pipe surface. The inlet tube to
the test section is 1.1 m length with an internal diameter of 14.27 mm and a thickness
of 1.6 mm. The length of the outlet tube of the test section is 900 mm with the same
internal diameter and wall thickness to the inlet tube. These tubes are covered with
a commercial insulation layer (20 mm insulation thickness).
2.3.2 Experimental Procedure
During the operation time of this DWHR storage device three steps take place: the
accumulator fluid charge, energy storage and the heat extraction process. In the
charging process the tank is filled with hot water coming from hot water tank. When
the tank is full of water, the storage process begins and it finishes when the extraction
(discharging) process starts. Finally, the stored energy is extracted in the discharging
process by cold water pumped through the accumulator coiled pipe. At this point,
all the operational steps are completed.
(a) (b)
Figure 2.6: (a) Test section, thermocouples located inside the accumulator




An uncertainty analysis has been applied to evaluate the errors influence of the
different variables measured on the experimental results, which is based on a propa-
gation errormethodology proposed in the technical literature [38, 39]. Themaximum
uncertainty estimated for the heat transfer rate is around 11.98 %, while 7.88 %
was obtained as amaximumuncertainty for the energy recovered during the thermal
extraction process.
2.4 Results
The performance of a DWHR storage device is characterized by different parameters
such as the storage capacity, the heat transfer rates during charging and discharging
and the storage efficiency.
The authors consider that for both the experimental and numerical tests carried
out, the heat extraction and the storage processes are the most relevant steps to be
analysed. The charging process is less critical for the design of this type of DWHR
(it mainly depends on the filling water amount and temperature).
The non-dimensional temperature shown in the results is calculated as T  =
(T   Tmin)=(Tmax   Tmin), where Tmin is the minimum temperature of the water
flow through the coiled pipe, Tmax the initial maximum temperature of the water
inside the accumulator in every test condition of the DWHR.
2.4.1 Test Conditions
The experiments and the numerical simulations for the discharging process are con-
ducted for three different flow rates through the coil and for two different values of
initial water temperature at the in-tank (60 C and 34 C) defined as high (HT) and
intermediate (MT) temperatures, respectively. The in-tube cold water is about 15 C.
Parameters tested in this study are shown in Table 2.1. The inlet and the outlet tubes
has been taking into account in the simulations.
And additional experimental test have been carried out to study the heat loss to
the environment during the storage period of the DWHR storage device. In this test,
the initial water temperature at the in-tank was the high temperature (HT).
2.4.2 Mesh refinement studies and Boundary Conditions used in
the numerical simulations
The DWHR storage device analysed numerically consists of a tank full of high-
temperature water and a coiled pipe through which low-temperature water circu-
lates absorbing the energy of the water contained in the tank. The device dimensions
have been defined previously in the section 2.3.1.
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Table 2.1: Test conditions.
In order to evaluate the adequacy of the spatial discretisation, computations have
been performed on different meshes. Extensive mesh refinement tests have been
conducted. A fine near wall mesh is necessary to correctly solve the boundary layer
and the physical phenomena associated with the coiled pipe wall. Thus, a prism
layer is appropriate in this area due to the low non-orthogonal corrections required
by this type of elements.
Three different unstructured meshes are generated attaining the aforementioned
criteria to carry out extensive mesh refinement studies. The finest and the coarsest
meshes have about 2.0 and 0.68 million elements, respectively. All the meshes guar-
antee sufficient CVs within the boundary layers, an a priori estimate of the boundary
layer has shown that for the studied mean Prandtl number, the thermal boundary
layer is thinner than the viscous one as t  H=Ra0:25 and v  Pr0:25t [40]. Details
of the tested meshes are shown in Fig. 2.7.
Figure 2.7: Comparison of the unstructuredmeshes used for the fluid inside
the tank: (left) mesh I; (centre) mesh II; (right) mesh III.
A thorough comparison of the main parameters of the DWHR storage has been
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carried out using Test 1. Comparisons have shown good agreement for meshes II
and III resulting in, for example, relative differences of as low as 1.2% and 2.2% for
the outlet temperature of the in-tube water at the final instant and the energy recov-
ered for the DWHR storage device, respectively. Considering these two meshes, the
results are in fairly good agreement with the experiment, even though mesh II (this
mesh has about 1.0 million elements (Fig. 2.8)) is twice as coarse as mesh III. Mesh II
has been selected in this work, because the computational time factor was reduced
twice and within acceptable results.
Figure 2.8: Views of the unstructured mesh used for the fluid inside the
tank.
The coiled pipe is discretised with a Cartesian grid of 268 x 4 control volumes
and the internal fluid flowing through it has 268 control volumes.
The boundary conditions for the fluid inside the tank have been considered with
and without heat losses at the tops and sides of the tank during the extraction pro-
cess. These conditions have been compared using the Test 1 and 4 (with the longest
time tests). The results with and without considering the heat losses are highly simi-
lar, this is because the heat loss during the extraction process tests are less than 0.1%
of the total energy contained in the tank. For this reason, the boundary conditions
for the fluid inside the tank are considered adiabatic. And the boundary condition
for the fluid flow inside the pipe are: temperature inlet (Tin), mass flow inlet ( _min),
and pressure inlet (Pin), values obtained from the experiments.
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2.4.3 Extraction Process results
For the heat extraction process, both the storage temperature and the water flow rate
inside the coiled pipe were studied experimentally and numerically as having a large
effect on the extraction energy rate. For each initial temperature (HT and MT), the
water flow rate in the coil were 3, 6 and 9 l/min.
A comparison between the numerical and experimental results has been carried
out for the different flow rates and temperatures considered. Fig. 2.9 shows the
evolution of the outlet non-dimensional temperature of the in-tube water for the
different tests. In general, good agreement can be appreciated between experimental
data and numerical results. The numerical results follow the transient evolution of
the temperature correctly, althoughwith small differences between them. The results
for the final instant show that all the compared test remain within an relative error
below 2.5% (err = 100abs((ToutletExp-ToutletNum)/ToutletExp)[%]). The peak observed
in the different tests is due to the water which is initially contained within the coiled
pipe and is hotter than the water entering it. These results revealed that the rise in
the temperature of the fluid was significantly affected by the flow rate reduction.
This effect is caused because the heat transfer rate rises by a smaller proportion than
the flow rate.
Experimental and numerical results of the in-tank water non-dimensional tem-
perature along the height of the tank for the all tests are shown in Fig. 2.10. It can
be observed that the water temperature at the final instant is decreasing with more
intensity in the bottom part of the tank, because the inlet of the cold water in-tube is
located in that area of the tank. The numerical results followed a trend similar to the
experimental data for the different flow rates. Furthermore, it can be seen the influ-
ence of the flow rates on the temperature distribution. Fig. 2.10 also shows that in the
lower part of the tank the measured values are modelled quite accurately. However,
the measured values in the upper sensor (h= 300 mm) show distinctly higher devi-
ations between experiment and simulation. The authors believe it is due to the fact
that the upper part of the tank is a very sensitive zone, because this sensor is located
at the end of the coil. This causes large temperature changes in small elevation, as
shown in Fig. 2.10 (a) for the test with intermediate temperature. But it also leaves
open the possibility of weaknesses of the numerical models and insufficient mesh re-
finement in the external boundaries (top, bottom, and lateral surface) and in the core
of the tank for the test with high temperature. In addition, the authors are aware of
the necessity to add extra sensors in this region (upper part) for the experiment.
Another interesting variable to show in the extraction process is the percentage
of energy recovered for the DWHR storage device for the different flow rates and
temperatures considered (Fig. 2.11). The heat transfer rate was calculated based on
the mass flow rate, _m, the specific heat of the in-tube fluid, cp, and the difference in

























































Figure 2.9: Extraction process: comparison between the numerical simula-
tion and the experiments of the outlet non-dimensional temperature of the
in-tube water for different flow rates for in-tank water with: (a) intermediate
temperature; (b) high temperature.
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Figure 2.10: Extraction process: comparison between the numerical simula-
tion and the experiments of the non-dimensional temperature of the in-tank




The total energy delivered by the in-tankwater is the integration of the heat trans-
fer rate during the test. The total energy recovered or delivered is made dimension-
less by dividing by the total energy contained in the in-tank water at the initial time
test with respect to the minimum inlet temperature of the in-tube water. It is shown







































Figure 2.11: Extraction process: comparison between the numerical simu-
lation and the experiments of the energy recovery ratio for different flow
rates.
Detailed comparisons between the experimental and numerical results for Test 1
(MT, 3 l/min) are shown below. Figs. 2.12 (a), 2.12 (b) and 2.13 (a) show the evolu-
tion of the non-dimensional temperature over time at different locations inside the
accumulator in the DWHR storage device. The greater effect of the height on the
temperature can be clearly seen, while smaller effect was determined in the radial
direction. A reasonable agreement can be appreciated between experiment and nu-
merical simulation. However, discrepancies have been found in the temperature of
the in-tank water located at a height of 300 mm. As explained above, the authors be-
lieve this may be due to the position of the coil that produces a very sensitive zone,
possible weaknesses of the numerical models and insufficient mesh refinement. Two
extra sensors have been added numerically at heights of 305 and 310 mm to appre-
ciate the transient behaviour of the DWHR storage in this zone.
The non-dimensional temperature of the in-tube water along the time at different
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positions are shown in Fig. 2.13 (b). Fig. 2.13 (b) shows that the rise of temperature
is reduced over time due to the cooling process in the in-tank water. Furthermore,
Fig. 2.13 (b) shows a good agreement between the numerical simulations and ex-
periments. The numerical simulations performed seem to reasonably predict the
transient behaviour of the in-tube water.
Fig. 2.14 (a) shows the profile along the time of the heat transfer rate from the
in-tank water to the in-tube water. As would be expected, the profile of the heat
transfer rate has the same behaviour as the outlet temperature of the in-tube water.
The evolution over time of the total energy delivery ratio by the DWHR storage
device as shown in Fig. 2.14 (b).
For the case studied, the numerical results and measured results show a high
degree of correspondence. Good agreement was also attained for the heat transfer
rate and the total energy delivery ratio. However, small discrepancies were iden-
tified in the non-dimensional temperature over time at height 300 mm inside the
accumulator. Regarding the in-tube water, the numerical results show an acceptable
agreement with the experimental data in the DWHR storage during the extraction
process.
The numerical model provides additional and more detailed information of the
heat extraction process at any time of the natural movement of the water and the
temperature distribution inside the DWHR storage. Figs. 2.15 and 2.16 show the 3D
streamline and the transient evolution of the non-dimensional temperature of the
water in the tank, respectively, for Test 1. The cooled tank water near the coiled pipe
wall travels down and moves through the tubes forming streams which advance
towards the bottom of the tank. These streams of cooled water interact continuously
with the water in the core. When the streams in the bottom arrive to the centre and to
the lateral wall of the tank, upward streams are formed as shown in Fig. 2.15, and in
greater detail at 60 seconds in Fig. 2.16. As the interaction between the cooled water
on the coiled pipe wall and the water in the core continues, the stratification of the
fluid temperatures advances from the bottom to the top, see Fig 2.17. Furthermore,
it is seen how the in-tank water temperature decreases progressively from bottom
to top of the tank getting closer to the in-tube inlet temperature, due to the energy
delivery process to the in-tube water.
The average outer Nusselt number (Nuo) is defined in this problem as a function
of the fluid (in-tank) and the wall (coiled pipe) temperatures. The Nusselt number is
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Figure 2.12: Test 1: Transient evolution of non-dimensional temperature of
the in-tank water at different positions: (a) r= 0; (b) r= 40 mm.
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Figure 2.13: Test 1: Transient evolution of non-dimensional temperature of:





























































Figure 2.14: Test 1: Transient evolution of: (a) non-dimensional heat transfer
rate; (b) the energy delivery ratio of the device.
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(a) 30 s. (b) 60 s. (c) 120 s.
(d) 180 s. (e) 300 s. (f) 420 s.
Figure 2.15: Test 1: in-tank water 3D streamline for dierent instants of time (s).
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Figure 2.16: Test 1: in-tank water 3D streamline detail at 60 seconds.
Fig. 2.18 shows the evolution of the average outer Nusselt number for interme-
diate temperature (MT)and flow rates of 3 l/min (a) and 9 l/min (b). The Nusselt
number behaviour is described by means of a curve divided into two zones. Zones 1
corresponds to the initial evolution of the Nusselt number, increasing until it reaches
a maximum value. At first, there is a strong increase in the temperature difference
between the wall and the in-tank water promoted by the inlet in-tube water. While
in zone 2, the Nusselt number decreases at a constant rate with time as the difference
between the in-tank water and the wall temperature decreases. It is also observed
that the Nusselt number increases with the flow rate.
2.4.4 Storage Process results
For storage process a test of heat loss to the environment of the DWHR storage device
has been carried out experimentally, considering an initial non-dimensional temper-
ature of 1.0 (HT) for the water inside the tank. The test was performed in a climatic
chamber, where its non-dimensional temperature was kept constant during the ex-
perimental test at 0.11. The duration of the heat loss test was 60 hours.
In Fig. 2.19 the vertical non-dimensional temperature measurements of the in-
tank water are plotted over the duration of the test. These results show that the
bottom of the storage dropped in temperature little more than the other tempera-
ture sensors located directly above. An exponential decay of the water temperature
inside the tank during the test period was observed. It was also noted that there
were no significant temperature gradients in the radial direction. Additionally, the
59
Chapter 2. Drain Water Heat Recovery Storage-type Unit for Residential Housing
(a) 30 s. (b) 60 s. (c) 120 s.
(d) 180 s. (e) 300 s. (f) 420 s.
Figure 2.17: Test 1: in-tank water non-dimensional temperature for dierent in-































Figure 2.18: Evolution of the overall outer Nusselt number for intermediate
temperature (MT) and flow rates: (a) 3 l/min and (b) 9 l/min.
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available energy in the DWHR storage device with time has been obtained from the
experimental data Fig. 2.20. This available energy is calculated with respect to the
initial instant and for use in the extraction process with cold water. The DWHR stor-
age device has been insulated with a 25 mm closed cell elastomeric insulation layer
(=0.04W/m.K). A 50% reduction in stored energy is observed at 24 h, which reveals


























Figure 2.19: Storage process: evolution of non-dimensional temperature of



























Figure 2.20: Storage process: available energy in the DWHR storage device
with time.
2.5 Concluding Remarks
A specific drain water heat recovery storage-type based on a cylindrical tank with
an internal coiled pipe has been built. In this work both numerical and experimental
tools have been used to design and study the performance of this device.
An experimental unit has been constructed. The unit provides reliable measure-
ments of the temperatures at different locations (in-tank and in-tube) and the flow
rate, to study the storage capacity and the delivering energy process of the DWHR
storage device. The experiments have generated the required data for the boundary
conditions definition and results for validation of the numerical simulations.
A numerical simulation platform has been adapted for the prediction of the
DWHR storage system. This platformwill be applicable to future versions of DWHR
storage (geometric configuration and operational condition). The numerical simula-
tion provides additional and more detailed information of the DWHR storage, such
as the natural movement of the in-tank water.
Extraction process tests were conducted to determine the effect of flow rate and
temperature in the heat recovery performance of the DWHR storage device. For the
DWHR storage built in this work, themaximumheat recovered is reached at the low-
est flow rates (3 l/min) for the two different in-tank temperatures. The DWHR stor-
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age had the capacity to recover from 60% - 34% of the energy available in the drain
water for the investigated flow rates. It has been concluded that the in-tube mass
flow rate has noticeable impact (18% difference between the smallest and largest
values) on the energy recovered from the DWHR storage at both high and interme-
diate temperatures. In addition, the greater effect of the height on the temperature
can be clearly seen, while a smaller effect was determined in the radial direction.
In these tests a comparison between the numerical and experimental results has
been carried out. Different results of the DWHR storage device are shown, such
as the evolution of the non-dimensional temperature over time of the water in-tank
and in-tube and the energy recovery ratio, where the numerical results were shown
a trend similar to the experimental data for the different tests. The evolution of non-
dimensional temperature at the outlet of the in-tube water and for the in-tank water
in the lower part of the tank (h < 300 mm) are modelled quite accurately. The nu-
merical results follow the transient evolution of the temperature correctly. However,
the measured values in the upper sensor (h= 300 mm) shows distinctly higher devi-
ations between experiment and simulation. The authors leave open the possibility of
weaknesses of the numerical models and insufficient mesh refinement in the external
boundaries and in the core of the tank. But in general, the numerical results show a
good agreement with the experimental data of the presented experiments. The nu-
merical simulations performed seem to predict reasonably the transient behaviour
of the DWHR storage device.
A heat losses test was conducted on the insulated DWHR storage device to deter-
mine the heat loss characteristics. There were no significant temperature gradients
in the radial direction. A 50% reduction in stored energy is observed at 24 h, which
reveals its limitations for long-term storage applicability.
The drain water heat recovery is one efficient and low-cost technology to reduce
energy costs and environmental impact. The objective of these devices is the recov-
ery of the waste heat from domestic warm drain water and transferring it to cold
water entering the house. From the results, it can be concluded that the objective has
been reached with the proposed design.
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Experimental Validation of a
Thermal Energy Accumulator
for Propulsion Systems Under
Cryogenic Conditions
Abstract.
The In-Space Propulsion project (ISP-1) [1] was initiated with the objective of improving
the knowledge and the techniques related with cryogenic propulsion which are necessary for
future space missions. The ISP-1 project presented various technological difficulties associ-
ated to the development of a Low Thrust Cryogenic Propulsion (LTCP) system [1]. One of
them is its energy management, e.g. the non-coincidence of the refrigeration needs of the fuel
cells with the needs of propellants gasification and tanks pressurisation. For this reason a
LTCP system needs a thermal energy storage acting as a heat accumulator, where a cryogenic
flow of liquid nitrogen (LN2) propellant is gasified inside, under a fast transient evaporation
process. The heat accumulator is heated by means of a secondary fluid (typically helium or
nitrogen) that removes the heat from the fuel cells. The thermal energy stored in the accu-
mulator is performed by means of a Phase Change Material (PCM). In this work, a numerical
model of the thermal and fluid-dynamic behaviour of the two-phase flow inside ducts work-
ing under cryogenic conditions, coupled with the analysis of the thermal accumulator (with
or without PCM) is proposed [2]. The numerical analysis is based on: i) a one-dimensional
and transient resolution of the governing equations (conservation of mass, momentum and
energy) for the fluid flow of propellant; ii) a multi-dimensional and transient resolution of the
governing equations in the region occupied by the PCM, incorporating a model for the turbu-
lence to solve the convection phenomena involved; iii) the solid elements are modelled con-
sidering a multidimensional and transient treatment of the thermal conduction equation. The
numerical results are experimentally validated by means of a series of experimental tests [3].
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The heat accumulator used in this work for validation of the models was develop by Leiner
et al. [4]. The comparative analysis shows a good agreement between both numerical results
and experimental data. The experimental validation under different working conditions of





Since the beginning of the space travel, rockets propelled by chemical propulsion
systems are the most widely used technology in spacecraft propulsion to overcome
Earth’s gravity. These technologies are capable of producing the magnitude of thrust
necessary. In these systems the energy to generate the thrust is obtained by chemical
reactions by forcing a gas from the rear of the vehicle at very high speed through
a supersonic de Laval nozzle. However, once in orbit, this propulsion system has
a significant limitation, due to its relatively low specific impulse (ISP ) if they are
compared with other emerging technologies such as electric propulsion [5, 6]. The
chemical propulsion has a fixed amount of energy per unit mass, which limits the
achievable exhaust velocity or specific impulse. However, because the rate at which
the energy can be supplied by the propellant is independent of their mass, it implies
that a very high powers and thrust levels can be achieved [7].
The spacecraft usually have a second propulsion system with a higher ISP and
thus being able to travel in space. This system is called in-space propulsion, and it
is the technology capable of generating the thrust necessary for a spacecraft to travel
through space. Actually, the main objective of this technology is to allow the propul-
sion of the spacecraft to move from one orbit to another or make minor corrections.
The requirements for in-space propulsion vary widely according to their intended
application [8–10].
The In Space Propulsion-1 (ISP-1) project [1] was initiated with the objective of
improving the knowledge and the techniques which are necessary for future space
missions that are related with cryogenic propulsion. The ISP-1 project does not fo-
cus on the early launch phase, but on the technologies involved in the subsequent
phases of a space mission, once the spacecraft has already been placed in orbit. The
idea of using cryogenic propulsion is because toxic propellants with poor propulsion
performance are frequently used. The cryogenic propulsion, on the other hand, pro-
duces non–toxic/harmless exhaust gases and the specific impulses are much higher.
Cryogenic liquids are liquefied gases that are kept in their liquid state at very low
temperatures. These liquids are extremely cold and have boiling points less than
-150C . All cryogenic liquids are gases at normal temperatures and pressures. The
cryogenic liquids most used are: liquid hydrogen (LH2), liquid oxygen (LOX ), liq-
uid nitrogen (LN2), liquid methane (LCH4), among others. Nowadays, cryogenic
propulsion based on LOX propellant is a mature field and a core technology [11].
In-space cryogenic fluid management has been of interest to NASA since the 1960s
for scavenging cryogenic propellants [12]. LOX=LH2 also powered the upper stages
of the Saturn V and Saturn IB rockets, as well as the Centaur upper stage, the United
States’ first LOX=LH2 rocket (1962). Plans for integrated cryogenic propellant flight
demonstrations have been carried out since the end of the decade of the 1980s, such
as COLD-SAT [13]. The COLD-SAT studies was conducted in the early 1990s [13]
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and summarized by NASA in 1998 [14]. The COLD-SAT was intended to provide
sufficient data on the storage and handling of cryogens (specifically liquid hydro-
gen) in the low gravity environment of space to enable future space systems to be
confidently and efficiently designed. For its part, ESA worked on the first Ariane
launcher as early as 1974, using a cryogenic technology of combining liquid oxygen
and liquid hydrogen. The Ariane rocket family has evolved over the years to meet
the demands of the market. For over 30 years, Ariane rockets have been the main-
stay of European space launch capabilities. The reliability and versatility of Ariane
rockets has allowed them to become one of the worlds premier commercial satellite
launchers. The HM7B is a European cryogenic upper stage rocket engine used in
Ariane rocket family. The development of HM7 engine begun in 1973 on a base of
HM4 rocket engine [15]. It was designed to power a third stage of newly constructed
Ariane 1, the first launch system for ESA. The HM7 will be replaced by Vinci as an
upper-stage engine for Ariane 5 [16]. Vinci is currently under development. The
Soviet Union did not even test a (LH2) upper stage until the mid-1980s [17]. The
Russians are now designing their Angara rocket family with liquid-hydrogen upper
stages [18].
The basic system studied in the ISP-1 is the low thrust cryogenic space propul-
sion (LTCP) system (see Fig. 3.1), that is mainly composed of hydrogen and oxygen
propellant tanks, propellant pumps, a fuel cell, heat accumulators, a main combus-
tion chamber, attitude control thrusters and, a fuel cell cooling circuit. One of the
components, the heat accumulator, stores the thermal energy from the fuel cell that
provides electrical energy to the whole system. This thermal energy is employed for
the pressurization of the propellant tanks and gasification of the propellant to the
combustion chamber. Two different types of heat accumulators are present in the
LTCP system: the High Temperature Accumulator (HTA) and the Low Temperature
Accumulator (LTA). The HTA provides the thermal energy for the self-pressurisation
of the hydrogen tank and the LTA provides thermal energy for the self-pressurisation
of the oxygen tank [4]. The fuel cells have an operating optimum temperature at
about +80C.
The base idea of this kind of in-space propulsion system is the Low Cost Cryo-
genic Propulsion (LCCP) concept [19], which was previously patented by Société
Nationale d’Études et de construction de moteurs d’Aviation (SNECMA) [20]. The
aim of saving energy by heat accumulators starts from the fact that on the one hand,
a cooling of the fuel cells is necessary, which provide electrical energy for the space-
craft, and therefore also some sort of cooling device is needed. On the other hand,
thermal energy is necessary during the engine operation, especially at the starting of
the engines, in order to: i) pressurise the tanks themselves by the help of vaporiza-
tion of their corresponding propellant and; ii) a better combustion in the combustion
chamber. However, the refrigeration needs of the fuel cell are not coincident in gen-
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Figure 3.1: Schematic of a low thrust cryogenic stager (gure extracted from [1]).
eral with the needs of propellant gasification. For this reason, energy storage is of
special interest.
This study is focused on the Low Temperature Accumulator based on water as
PCM [1, 19]. The water was tried as the optimum working fluid, due to its high
phase change heat, and the range of the temperatures of the LTA: from -200 C ap-
proximately, that is the temperature of the LN2 evaporation, up to +80 C, the work-
ing temperature of the fuel cell. The design of the experimental test device of the
LTA was oriented to the validation of the model. It consists on a cylindrical con-
tainer with a tube located inside it in the center. The container filled partially with
the PCM.
Four different experimental test types [3] were designed in order to reproduce all
the possible working conditions in the LTA accumulator, see Fig. 3.2. All the combi-
nations of melting/solidification at the water-ice PCM, together evaporation/single
flow for the LN2=N2 stream have been reproduced in the experimental test device.
Depending on the case, these operations involves accumulation and disaccumula-
tion of the thermal energy in the in-tank fluid (water) in a fast transient process.
In this work, a numerical model of the thermal and fluid-dynamic for the whole
LTA accumulator. It consists in the modelling of the two-phase flow inside ducts
working under cryogenic conditions (propellant flow), coupled with the analysis of
the tank partially filled with PCM. The numerical analysis is based on: i) a one-
dimensional and transient resolution of the governing equations (conservation of
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Figure 3.2: Schematic views of the experimental setup of the LTA at DLR (gures
extracted from [3, 4]).
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mass, momentum and energy) for the fluid flow of propellant; ii) amulti-dimensional
and transient resolution of the conservative governing equations in the region occu-
pied by the PCM, incorporating a model for the turbulence to solve the convection
phenomena involved; iii) the solid elements are modelled considering a multidi-
mensional and transient treatment of the thermal conduction equation. Finally, an
overall energy balance for the gas (air) contained into the tank, is performed in order
to calculate its medium temperature.
The numerical results are experimentally validated against the experimental tests.
The comparative analysis shows the good agreement between both numerical re-
sults and experimental data. The agreement under different working conditions of
the cryogenic flow and/or the PCM material, shows the possibilities of the models
proposed for design optimization purposes.
3.2 Mathematical Model & Numerical Implementation
The thermal energy storage tank considered is formed by different elements: The
two fluids (water and air) inside tank, the tube and the in-tube fluid (nitrogen),
which interact with each other through their boundary conditions. The model devel-
oped is based in the coupling of three models/subroutines: i) single flow/two phase
flow 1D inside the tubes; ii) heat conduction in solid parts; and iii) modelling of the
PCM together with turbulent convection outside tube. An additional overall energy
balance is performed in order to calculate the temperature of the air ullage inside the
tank. A brief mathematical description is presented in the following subsections.
3.2.1 Numerical simulation of the fluid inside the tube
The two-fluid model is inter-penetrating, capable of defining the behaviour of the
velocity, the pressure, the temperature and the distribution of each one of the phases,
gas and liquid, separately [21].
The assumed hypotheses in the two-fluid model are: one-dimensional flow, con-
stant cross section and, negligible axial heat conduction in fluid. The governing
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Where the heat transfer exchanged at the interface and the heat transferred from
the wall to the liquid and gas phase has been evaluated by means of empirical ex-
pressions [22, 23]. The discretization of the governing equations has been developed
by means of finite volume techniques. The two-phase flow phenomena of propel-
lant inside the primary tube (evaporation phenomena) are simulated considering the
two-fluid model and are solved by means of semi-implicit pressure based method
(SIMPLE), which shows a good stability in the calculation [24]. More details about
the formulation and the definition of the regime used for the simulation of the in-
tube fluid can be found in reference [25].
3.2.2 Numerical simulation of fluid inside the tank
The phase change phenomenon of the PCM is simulated by means of the numerical
resolution of the Navier-Stokes together with energy equations using a multidimen-
sional model (2D or 3D). Some of the most relevant simplifying assumptions that are
made are [26]:
 Incompressible fluid.
 Boussinesq approximation (density is considered constant, except in the volu-
metric forces term).
 Constant thermo-physical properties.
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Based on the above mentioned hypotheses and adopting the enthalpy-porosity
model to account for the phase change phenomenon [27, 28], the mass, momentum
and energy conservation equations can be written in the following form:
Conservation of mass:








+r  (~uCplT ) = r  (rT ) (3.9)
where ~u is the seepage velocity (or Darcy velocity), which is defined as the aver-
age fluid velocity over a representative volume that may contain both liquid and
solid phases [29]. The enthalpy h includes both sensible and latent components. The
source term S~u is introduced into the momentum equation to account for the pres-
ence of solid in the control volumes. Its value depends on the porosity  (or liquid
fraction). To solve these equations, it is necessary to define a relation between en-
thalpy and temperature of the PCM. In this work, the change of phase is considered
at a fixed temperature. On the other hand, a fixed grid is used for the numerical res-
olution in the entire domain (including liquid, solid and interface), where the liquid
fraction determines the state of the substance in each control volume. Liquid fraction
with values between 0 and 1 indicates the presence of both phases in the same mesh
node. These nodes are called “interface” nodes [26].
3.2.3 Numerical simulation of the solid tube




= r:(rT ) (3.10)
The wall tube temperature distribution is obtained after solving the discretized
energy equation, where the heat flux due to conduction between tube and PCM, and
the heat convection between tube and fluid flow have been considered as bound-
ary conditions. The tube is discretized in a two dimensional way and is evaluated
with an implicit scheme. The resolution procedure is carried out with a line-by-
line method [30], which combines the direct method Tridiagonal matrix algorithm
(TDMA) and the Gauss-Seidel iterative method.
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3.2.4 Numerical simulation of the gas contained
Additionally, the gas ullage (air), e.g. the region between the PCM top surface and
the top wall of the container should also be considered in the global methodology,
as it affects to the heat losses. Similar to the other objects, the gas ullage is linked
through its boundary conditions with the PCM surface and the tank walls. In this
work, this element is used as a generator of dynamic boundary conditions.
@(CpT )
@t
= _Qtube + _Qpcm + _Qtop + _Qlateral (3.11)
where _Qtube, _Qpcm, _Qtop and _Qlateral take into account the heat exchanged with the
tube, internal (PCM) and external fluids (ambient). The heat transfer exchanged at
the interface and the heat transferred between the gas and the PCM inside the tank,
the gas with the tube and with the tank walls are evaluated by means of empirical
expressions [31].
3.2.5 Coupled resolution
As commented, the numerical algorithm takes into account, in a coupled manner,
the resolution of the different elements of the system: i) the two-phase fluid flow of
propellant inside the primary tubes (evaporation phenomena); ii) the phase change
of the PCM (solid-liquid) in the tank; iii) the heat conduction through the solid ele-
ments (the tubes), see Fig. 3.3 (a); and iv) the heat transfer in the gas contained.
In each time step iteration the resolution is carried out in three steps.
 The first one consists of solving the in-tube flow together with the solid part
of the tube. The boundary condition for each control volume is the heat flux
calculated in the previous iteration from the PCM and the gas inside the tank.
From this process a new temperature map for the tube is obtained.
 The second step consist on calculating the gas temperature bymeans an overall
energy balance in the gas ullage, with the tube temperature map and the heat
flux with the PCM calculated obtained in the previous step.
 The third step consist on solving the PCM inside the tank using the CFDmodel,
with the tube and the gas temperature map obtained in the previous step.
This implementation has been performed within the NEST platform [32], which
allows linking between different elements of the thermal system. Each of these ele-
ments can be solved independently and by using different levels of modelling (from
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global to fully three-dimensional models). On the other hand, the CFD&HT (Com-
putational Fluid Dynamics & Heat Transfer) calculations in the PCM have been per-
formed using a parallel, non-structured and an in-house CFD&HT software, called
TermoFluids [33].
In these simulations, the algorithm used for the resolution of the system of equa-
tions (comprising the fluids inside tank, the tube and the in-tube fluid) is a Gauss-
Seidel type algorithm adapted to facilitate the coupling between the different parts
of the system.
The boundary condition at the interface is the last temperature profile sent by
the external wall tube during the internal fluid loop, and it is updated with the new
temperature profile sent by the external wall tube once the time scales have the same
order of magnitude. The subroutine of calculation of the fluid inside the tank sends
to the tube domain the heat flux between these two domains (fluid inside the tank
and the tube) and it is used as boundary condition at the interface for the tube.
The Fig. 3.3(b) shows the exchange of information of the different subroutines/
models. By one hand, the tube subroutine gives temperature and, on the other hand,
the multidimensional (3D or 2D) subroutine gives heat flow. In the parallel comput-
ing calculation, particularities were used attempting to save computational costs on
unnecessary communications between domains and to help the convergence of the
in-tube fluid, the fluid inside the tank domain is forced to work within an internal
loop in order to accumulate heat until the sum of fluid time steps is of the order of
one in-tube fluid coherent time scale.
The meshes used for the fluid inside the tank are coincident with the mesh used
in the tube. In order to facilitate the exchange of information. On the other hand, in
order to achieve a compromise between accuracy in the results and a reasonable CPU
time calculation, depending on the case a 2D or 3D multidimensional resolution has
been chosen for the PCM inside the tank. The different cases are explained in the
next section.
In order to evaluate the adequacy of the spatial discretisation, computations have
been performed on different meshes for the different test cases. A mesh refinement
tests have been conducted. Refinement of the mesh near the wall tube is necessary to
correctly solve the boundary layer and the physical phenomena associated with the
tubewall. Threemeshes are usedwith each case, see Table 3.1 for details. Themeshes
for the fluid inside the tank are generated attaining the aforementioned criteria to
carry out mesh refinement studies. The tube is discretized with a 2D Cartesian grid,
and the in-tube fluid with a 1D mesh (see Fig. 3.4).
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(a)
(b)
Figure 3.3: (a) Low temperature accumulator; (b) data exchange between
PCM (water and/or ice) and the wall tube.
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Mesh Fluid inside the tank Tube In-tube fluidType NCV Nx x Ny Nx
I 3D
structured
136800 78 x 4 78
II 228000 133 x 7 133
III 409500 163 x 7 163
IV 2D
Axial - symmetric
1600 40 x 4 40
V 3600 60 x 7 60
VI 6400 80 x 9 80
Table 3.1: Mesh parameters. NCV the total number of control volumes in the
domain inside the tank.
In summary, Meshes II and V have been selected for the 3D and 2D simulations,
respectively. Because the computational time factors were reduced twice respect the
finest meshes andwithin acceptable results. Details of the tested 3Dmesh II is shown
in Fig. 3.5.
For the temporal discretization of the momentum equation, on the one hand, in
the multidimensional (3D or 2D) subroutine, a two-step linear explicit scheme on a
fractional-step method has been used, while for the pressure-gradient term an ex-
plicit first-order scheme has been employed [34]. This methodology has been previ-
ously used with accurate results for solving the flow over bluff-bodies with massive
separation (see for instance [35] and [36]), but also for the turbulent natural convec-
tion in enclosures [37]. On the other hand, different temporal discretization are used
for the fluid inside the tubewith each case. The time step has been selected according
to the fluid needs.
3.3 Experimental validation
Four experiments have been used for the validation of the models proposed. Differ-
ent combinations of single-phase/two-phase (evaporation) flow of the fluid (LN2=
N2) inside the tube together with different combinations of single-phase (liquid wa-
ter) / two-phase (water-ice, in process of freezing or melting) of the fluid inside the
tank have been tested by DLR [3], see Table 3.2. The LTA (see Fig. 3.6) consists on a
cylindrical container of PTFE that was filled partially with the PCM, the 80% of the
total volume approximately (indicated as fluid 1, which is water, the fluid 2 is air).
The vertical tube is made of stainless steel and it is located inside of the container
in the centre. There is a part of the tube located upstream and another part located
downstream. The nitrogen flow is injected from the bottom of the tube under differ-
ent conditions. The (LN2) was selected as the test fluid for the safety considerations.
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(a)
(b)
Figure 3.4: (a) Fluid flow discretization; (b) tube discretization.
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Figure 3.5: Views of the 3D mesh II.
Case Fluid inside tube Fluid in the tank
A Single flow, gas Single flow, liquid
B Single flow, gas Two-phase flow, melting
C and D Two-phase flow, liquid evaporation Two-phase flow, freezing
Table 3.2: Short description of each case used for validation.
The LTA has 260 mm of internal length (L) with an internal diameter (2*r0) of 178
mm and a wall thickness of 10 mm. The inlet tube has around 550 mm length with
an internal diameter of 5 mm and a thickness of 1.5 mm. The length of the outlet
tube has around 200 mm with the same internal diameter and wall thickness to the
inlet tube.
In order to reproduce realistic conditions, it has been estimated the exterior heat
transfer coefficient between the inlet and outlet tubes and the external environment,
by means of empirical correlations of natural convection of cylinders in vertical po-
sition. The heat transfer coefficients (U) of the tank have been calculated taking into
account experimental measurements and with different values according to the ap-
propriate side of the LTA (top, bottom and lateral).
For all cases, a variable thermophysical properties were considered for the fluid
(LN2=N2) inside the tube. However, for the fluid (water-ice) inside the tank have
been considered constant or variable depending of the case, as can be seen in Table
3.3.
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(a) (b) (c)
Figure 3.6: (a) Schematic view of the system simulated; (b) thermocouples located
inside the accumulator at dierent radii and height; (c) thermocouples located in
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Figure 3.7: Case A: comparison of the experimental data vs. numerical results of
the transient evolution of the nitrogen gas outlet temperature.
3.3.1 Results of case A
The LTA is filled with water that is heated by hot nitrogen gas. In this case a 3D sim-
ulation for the water inside the tank has been performed using the mesh II. The heat
losses to the environment have been adjusted in the simulation to the experimental
values, with an overall heat transfer coefficient of U = 5 - 14 W/m2K (Utop  5
W/m2K, Ulateral;air  8 W/m2K, Ulateral;pcm  14 W/m2K and Ubottom  10
W/m2K). The air chamber temperature has been considered by means of an over-
all energy balance.
The evolution of the outlet temperature of the in-tube nitrogen gas is shown
in Fig. 3.7. In general, a good agreement can be appreciated between experimen-
tal data and numerical results. The numerical results follow the transient evolu-
tion of the temperature correctly, although with small differences between them.
The main reason could be not the consideration of the boundary conditions of the
LTA with enough accuracy. The result for the final instant shows that the com-
pared test remain within an relative error below 2.6% (err = 100 abs((ToutletExp-
ToutletNum)/ToutletExp)[%]).
The Figs. 3.8 and 3.9 showmore details by comparing experimental vs. numerical
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of the transient evolution of the temperature over time at different locations inside
the water tank. The greater effect of the height on the temperature can be clearly
seen, while a smaller effect can be observed in the radial direction. The predicted
temperatures inside the water are in a acceptable agreement with the experiment.
However, some slight discrepancies can be observed at the end of the simulation,
probably also due to inaccuracies in the boundary conditions. The results presented
have been improved compared to a previous work [2], due to the improvement in
the boundary conditions for the fluid inside the LTA.
Additional andmore detailed information is obtained with the multidimensional
(3D) numerical results at any time about the temperature distribution and the move-
ment due to the natural convection of the water inside the tank. The Fig. 3.10 shows
the transient evolution of the temperature of the water inside the tank. It can be seen
how the in-tank water temperature increases progressively from bottom to top of the
tank, because the received energy from the in-tube nitrogen gas. Furthermore, there
can be also observed how the phenomena of the stratification of the temperatures of
the fluid advances from the bottom to the top.
The Fig. 3.11 shows the trajectories of the water in the tank at different instants of
time. The water of the tank that is heated near the pipe wall travels up and it moves
around the tube forming a stream that advances toward the top of the tank. This
stream of heated water interacts continuously with the water in the core. When the
stream in the top arrive to the lateral wall of the tank, downward stream is formed
as shown in the Fig. 3.11.
3.3.2 Results of case B
In this test, the LTA is filled with water, then it is cooled until the water reaches the
solid state (ice). When the experiment is started the water into the tank is heated by
hotN2 gas. The LTA has been simulated with a 3D model in the tank using the mesh
II. The numerical heat losses have been adjusted to the experimental data, with an
overall heat transfer coefficient of U = 4 - 9 W/m2K, depending on the side (Utop  4
W/m2K, Ulateral;air;pcm  8W/m2K, and Ubottom  9W/m2K). The air chamber has
been considered by means of an overall energy balance.
The Fig. 3.12 shows the comparison between the calculated temperatures and the
experimental ones, for the outlet temperature of the in-tube nitrogen gas and thewall
tube temperature. The numerical results show an acceptable agreement with the
experimental data during this test. The Fig. 3.12 (a) shows how the numerical results
follow the transient evolution of the outlet temperature of the in-tube nitrogen gas.
The Fig. 3.12 (b) also shows that the measured values of the temperature of the wall
tube are modelled quite accurately. However, few differences can be found in the
temperature of the wall tube in the sensor at height 245 mm, see Fig. 3.12 (b). These
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Figure 3.8: Case A: comparison of the experimental data vs. numerical results of
the transient evolution of temperature of the in-tank water at dierent positions:
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Figure 3.9: Case A: comparison of the experimental data vs. numerical results of
the transient evolution of temperature of the in-tank water at dierent positions:
(a) r= 55 mm; (b) r= 72 mm.
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(a) 30 s. (b) 300 s.
(c) 600 s. (d) 1500 s.
(e) 4500 s. (f) 9000 s.
Figure 3.10: Case A: in-tank water temperature for dierent time instants (s).
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(a) 30 s. (b) 300 s.
(c) 600 s. (d) 1500 s.
(e) 4500 s. (f) 9000 s.
Figure 3.11: Case A: in-tank water trajectories for dierent time instants (s).
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discrepancies are due probably to the use of empirical information [31] in the model
for the air gap region.
The Figs. 3.13 and 3.14 show the transient evolution of the temperature vs. time at
different locations inside the water tank. In this figure, the big influence of the height
on the temperature can be observed. In this case, the differences on temperature in
the radial direction is due to the phase change is occurring, the solid water (ice)
is changing to liquid water. The Figs. 3.13 and 3.14 also show, that the numerical
results followed a trend similar to the experimental data. In the lower part of the
tank the measured values are modelled quite accurately. However, the measured
values in the upper sensor (h= 155 mm) show distinctly a higher deviation between
experiment and simulation. Also, it can be observed by the end of the simulation
that the numerical results have a delay with the experiment data. Different reasons
could be causing the differences:
 The ice break-up, caused by the high difference of temperature (around 80 C)
between the in-tank water (ice) and the in-tube nitrogen gas [40].
 The hypotheses of constant density assumed, while the liquid water presents a
variation of the density of around 8% higher respect to density at solid state.
 Other thermophysical properties of water have also been considered as con-
stant (density, thermal conductivity, viscosity, heat capacity).
The Fig. 3.15 show different sections of the 3D temperature field, it can be ob-
served the transient evolution of the temperature of the water inside the tank for
different instants of time . It is seen how the ice inside the tank is melting and the
temperature of the liquid water increases progressively, due to the received energy
from the in-tube nitrogen gas.
The Fig. 3.16 shows the trajectories of the liquid water and the liquid fraction in
the tank at different times. Near the pipe wall, the ice is heated and it melts, then
the liquid water begins to travel in up direction, and moving around the tube form-
ing a stream that advances toward the top of the tank. The heated water interacts
continuously with the solid water in the core, producing the ice melt.
3.3.3 Results of case C
In this case, the LTA is filled with water that is cooled down by LN2. The heat
transfer losses have been adjusted in the simulation to the experimental values by
means an overall heat transfer coefficient of U= 2-4 W/m2K, depending on the side
(Utop  4 W/m2K, Ulateral;pcm  2:5 W/m2K and Ubottom  2 W/m2K). In the
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Figure 3.12: Case B: comparison of the experimental data vs. numerical results
of the transient evolution of: (a) the nitrogen gas temperature; (b) tube wall tem-
perature.
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Figure 3.13: Case B: comparison of the experimental data vs. numerical results of
the transient evolution of temperature of the in-tank water at dierent positions:
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Figure 3.14: Case B: comparison of the experimental data vs. numerical results of
the transient evolution of temperature of the in-tank water at dierent positions:
(a) r= 55 mm; (b) r= 72 mm.
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(a) 30 s. (b) 300 s.
(c) 600 s. (d) 1500 s.
(e) 4500 s. (f) 9000 s.
Figure 3.15: Case B: in-tank water temperature for dierent time instants (s).
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(a) 120 s. (b) 300 s.
(c) 600 s. (d) 1500 s.
(e) 4500 s. (f) 9000 s.
Figure 3.16: Case B: in-tank water trajectories and liquid fraction map for dierent
time instants (s).
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hand, for the ice the 2D mesh has been used (mesh V). On the other hand, the mesh
for the tube is constant and coincident with the 2Dmesh as indicated in section 3.2.5.
The Fig. 3.17 shows the comparison between the calculated outlet temperatures
of the N2 and the experimental ones. A reasonable agreement can be appreciated
between experiment and numerical simulation. At the beginning, there are discrep-
ancies between simulation and experiment because the initial sequence of start-up
of the experiment that cannot be reproduced accurately: at the beginning of the
experiment (first 20 s), all the LN2 is bypassed from the LTA, then a ball valve is
opened during 40 s and after this movement all the LN2 flow goes through the
LTA. In the simulation is supposed the whole mass flow of LN2 since the begin-
ning. Despite this, the numerical simulations performed seem to reasonably predict
the transient behaviour of the in-tube nitrogen flow (liquid and gas). In this case C,
special phenomena in the two-phase flow evaporation is detected. In several publi-
cations [41–43] it is reported a special type of regime only at high heat transfer ratios.
This type of regime is called “quenching” flow. The quenching is encountered when
a cold liquid flows on a dry and hot surface and the surface temperature is suffi-
ciently higher than a certain limit. This limit is called rewetting temperature. The
Fig. 3.18 shows a comparison on flow patterns between high and low mass flow
rate conditions. It shows a fully developed vertical flow pattern typically for a cryo-
genic liquid, which assumes that the tube is long enough to show the complete flow
pattern evolution from beginning to the end [42]. This case is under a high mass
flow rate and, two different types of flow pattern can be observed during quench-
ing: inverted annular flow and bubbly flow. At the beginning of this test, when the
liquid is injected in the LTA tube, only a stream of gas is in contact with the tube wall
(in LTA), as the wall temperature is above the rewetting temperature. The gas heat
transfer is not very effective during this type of flow pattern (inverted annular), and
the liquid stream cannot get in touch with the tube wall due to its high temperature
(evaporation process). The Fig. 3.17 shows the evolution of the outlet temperature
of the nitrogen stream. The temperature behaviour is described by zones. The first
zone corresponds to the initial evolution of the nitrogen stream reaches a maximum
value of temperature when the stream of gas is in contact with the tube wall. In the
next zone, as part of the tube wall temperature is getting the rewetting temperature
and, a rapid change from the transition flow to the dispersed bubbly flow will occur
directly after the quenching front, causing the stream of gas temperature decreases
with time. The reason of the transition flow is explained below.
When the wall temperature falls down is the rewetting limit, the liquid comes
in contact with the hot surface, wetting again this and therefore, the heat transfer is
produced mainly between the liquid and the wall. In this regime the liquid contacts
the wall and the heat transfer coefficient is very high. In this work is used a constant
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(b)
Figure 3.17: Case C: comparison of the experimental data vs. numerical results
of the outlet temperature of the nitrogen stream: (a) during the entire test; (b)
during the rst thirty minutes of the test.
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Figure 3.18: Heat transfer regimes and ow patterns during quenching in a vertical
pipe. (Figure extracted from [42]).
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results of the wall temperature of the tube. It can be observed the temperature jump
produced by the sudden change in the heat transfer coefficient, during this period
(after the slope change) the flow pattern is bubbly flow. This result agrees reasonably
with the experimental data reported by DLR [2, 3].
The Figs. 3.20 and 3.21 show more details by comparing the experimental data
vs. numerical results of the transient evolution of the temperature at different lo-
cations inside the water tank (ice). The predicted temperatures values inside the
water are in an acceptable agreement with the experiment. It can be observed the
temperature differences due to the different heights. However, they are more signif-
icant the temperature gradients in the radial direction due to the phase change effect
(solidification).
3.3.4 Results of case D
In this case, the LTA is filled with water that is cooled down by the LN2 stream. The
heat losses have been adjusted in the simulation to the experimental values with an
overall heat transfer coefficient of U= 2-4 W/m2K, depending on the side (Utop  4
W/m2K, Ulateral;pcm  2:5 W/m2K and Ubottom  2 W/m2K). As in the case C, in
the cylindrical tank neither has been considered the air chamber. For this case, also
a 2D calculation has been performed for the PCM (water - ice), with the same mesh
as case C (mesh V).
The Fig. 3.22 shows the outlet temperature (liquid and gas) and the experimental
validation of the tube temperatures. As in the case C, the initial sequence of start-
up of the experiment that cannot be reproduced accurately: at the beginning of the
experiment (first 50 s), all the LN2 is bypassed from the LTA, then a ball valve is
opened during 100 s and after this movement all the LN2 flow goes through the LTA.
In the simulation is supposed the whole mass flow of LN2 since the beginning. In
this case, there is not temperature jump (as in the case C), this occurs because the flow
rate is too low and the flow pattern changes, in this case is a dispersed flow. Again,
the model predicts the physics of the situation. This flow pattern was observed in
previous works [41–43]. These works described that for low values of mass flow rate
the liquid core is irregular, continuously created and disrupted. Consequently, with
lower cooling capability, due to most of the liquid cannot touch the tube wall. In Fig.
3.22 a reasonable agreement can be appreciated between experiment and numerical
simulation. However, large differences can be found in the temperature of the wall
tube in the sensor at height 15 mm.
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Figure 3.19: Case C: comparison of the experimental data vs. numerical results
of the tube wall temperature: (a) during the entire test; (b) during the rst thirty
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Figure 3.20: Case C: comparison of the experimental data vs. numerical results of
the transient evolution of temperature of the in-tank water at dierent positions:
(a) r= 21 mm; (b) r= 32 mm.
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Figure 3.21: Case C: comparison of the experimental data vs. numerical results of
the transient evolution of temperature of the in-tank water at dierent positions:
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Figure 3.22: Case D: comparison of the experimental data vs. numerical results of
the outlet temperature of: (a) calculated outlet temperature (liquid and gas); (b)
tube wall temperature comparison.
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Figure 3.23: Case D: comparison of the experimental data vs. numerical results of
the transient evolution of temperature of the in-tank water at dierent positions:
(a) r= 21 mm; (b) r= 32 mm.
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The Fig. 3.23 shows the evolution of the calculated temperatures in the ice. These
results are in reasonably agreement with the experiment. As in the case C, it can
be observed the temperature differences due to the different heights and the radial
direction due to the phase change effect (solidification). In contrast to the case C, in
this case, the temperature decreases with time more slower, due to the flow patterns
that is present a low mass flow rate, causing lower heat transfer.
3.4 Concluding Remarks
Amodel for the design and prediction of the thermo-hydraulic behaviour of the LTA
prototype of a LTCP system has been developed. This model is composed by three
main different subroutines: i) 1D two-fluid model; ii) heat conduction of the solid
parts; iii) multidimensional convectionwith the possibility of using LESmodels with
the ability of introducing PCMmaterial.
Four cases are been used for the validation according to the conditions of the N2
and the water storage. In the case A (gas flow of N2, liquid water inside tank) a
reasonable agreement is observed between numerical results and experimental data.
The few discrepancies observed in the temperatures inside the tank are due to the
inaccuracies of the boundary conditions of the LTA.
In the case B (gas flow of N2, water-ice melting), a reasonable agreement is ob-
served between numerical results and experimental data in the case of N2 gas out-
let temperature. Concerning to the multidimensional simulation of PCM inside the
tank, a 3D model with LES modelling has been used. In this case, the assumption of
constant physical properties in the water-ice was the cause of discrepancies together
with the break up of the ice.
For the case C (vaporization of the LN2 stream, water-ice freezing), the 1D two-
phase flow evaporation subroutine, therefore predicted quite well the heat transfer
phenomena at high heat fluxes, the temperature profiles at the tube wall are quite
well reproduced. Both for cases C and D (vaporization of the LN2 stream, water-
ice freezing) the outlet temperature calculated of the N2 stream has a reasonable
agreement with the experiment. Regarding the prediction of the temperatures in the
ice inside the tank, although the tendencies are quite well predicted.
From the experiments and the numerical simulation have been confirmed that
mass flow rate has a significant influence on the flow patterns for cryogenic temper-
atures.
According to this exhaustive experimental validation, it has been demonstrated
the capabilities of the model developed, that is valid for design optimization and
prediction purposes of such type of devices.
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Nomenclature





j^ unitary vector in the vertical direction
p pressure
_q heat flux
r radial direction, radius
s surface area
S momentum source term coefficient introduced by the porosity method
T temperature
t time
u; ~u velocity magnitude, vector (PCM)
v velocity (two-phase flow)
z axial coordinate
Greek symbols
 heat transfer coefficient
 thermal expansion coefficient
 volume liquid fraction (porosity)
" void fraction










bottom referred to the bottom side of the tank







Num referred to the numerical simulation
N2 nitrogen
lateral referred to the lateral side of the tank
outlet outlet
pcm referred to PCM
qr related to q and r invariants
top referred to the top side of the tank
tube referred to the tube
vms variational multiscale
wall referred to wall
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Parametric study of two-tank
TES systems for CSP plants
Abstract.
The two-tank thermal energy storage (TES) system is the most used technology for storage
in concentrating solar power (CSP) plants. This work focuses on a parametric study, which
aims to identify the most important parameters on TES system, in order to improve the design
and increase the performance of the plant. Three parameters have been considered: meteoro-
logical data, insulation thickness of the storage tank, and configuration of the foundation of
the storage tank. The effect of each parameter is evaluated using numerical simulations based
on a modular object-oriented methodology. The main issues related to the mathematical mod-
els and its numerical methodology are also presented in this chapter.
113
Chapter 4. Parametric study of two-tank TES systems for CSP plants
4.1 Introduction
Concentrated solar power (CSP) plants are experiencing considerable growth in re-
cent years. They are based on well-proven technology for providing a considerable
part of renewable electricity [1]. CSP uses renewable solar resource to generate elec-
tricity while producing very low levels of greenhouse-gas emissions. Thus, it has
strong potential to be a key technology for mitigating climate change. There are
four main CSP systems that perform the conversion of solar energy into electricity:
parabolic troughs, power towers, linear Fresnel reflectors and parabolic dishes (see
Fig. 4.1), which can be categorised by the way they focus the solar rays and the tech-
nology used to receive the solar energy (see for instance [2, 3]). Although they have
different characteristics, the operating principle is the same. Reflector elements con-
centrate the solar rays into a receiver, where a heat transfer medium is heated, and
use to drive a steam turbine.
Thermal energy storage (TES) systems can be considered a key aspect for con-
centrated solar power plants, as they provide not only dispatchable electricity but
also stability to the electricity network in case of high fraction of renewable pro-
duction or intermittences due to weather conditions. Today, the two-tank system
employing molten salt are the most used configuration [4, 5], which make profit of
the sensible energy changes of a heat transfer fluid (molten salt) under a temperature
difference. The two-tank storage systems are subdivided into direct and indirect sys-
tems. In a direct system, the heat transfer fluid also serves as the storage medium,
while in an indirect system, a second medium is used for storing the heat [6]. For
instance, Gemasolar plant (located in Fuentes de Andalucia, near to Seville, Spain)
has a power tower technology [7]. Its storage system is based on two-tank direct
system (see Fig. 4.2). As an example of the two-tank indirect system is Andasol I [5]
(see Fig. 4.3). This solar thermal power plant is located in Guadix, Granada (Spain),
and the solar field is based on parabolic trough technology.
In the two-tank storage systems there are significant design considerations that
must be taken into account, namely, avoiding the salt freezing by controlling the heat
losses, and storage optimization (aspect ratio, design of the inlet ports, etc.). A pro-
found knowledge of the thermal and fluid-dynamic phenomena present inside stor-
age tanks is required to reduce/control heat losses and design optimization. Efforts
made for integrating this technology within demonstration and commercial plants
can be found in Refs. [5, 7]. In addition to the accumulative experience acquired in
the sector, optimization techniques based on computational fluid dynamic and heat
transfer (CDF&HT) are becoming an important tool. One of the few CFD&HT sim-
ulations carried out for these tanks was conducted by Schulte-Fischedick et al. [8].
In their work, they coupled a CFD simulation using a RANS model for evaluating
the molten salt behaviour with a finite element method for the tank walls. More re-






Figure 4.1: (a) parabolic troughs; (b)linear Fresnel reectors; (c) parabolic dishes;
(d) power tower.
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Figure 4.2: Direct storage system.
Figure 4.3: Indirect storage system.
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by coupling different levels of modelisation in which the molten salt was evaluated
using large eddy simulation (LES).
This paper follows the work carried out by Rodríguez et al. [9], but goes further
in the concept presented. However, in this study a global model is used to solve
the molten salt in order to take into account changes in the level of the fluid in the
tank. Using the existing and new models implemented, a parametric study of the
storage tank for CSP plants is carried out. From the work by Rodríguez et al. [9]
and the current work, an in-house software called STEScode has been developed.
The STEScode is based on a modular object-oriented methodology, and allows the
detailed thermal and fluid dynamic analysis of sensible TES systems for designing
purposes. More information about the STEScode can be found in Appendix A. With
the STEScode, the influence of several parameters (geometry, materials, operational
conditions and meteorological data) is studied in detail. In the next section, the main
aspects of the numerical model are explained. After that, the reference case (section
4.3) and different results are presented (section 4.4).
4.2 Mathematical Model
The two-tank TES is considered to be formed by different elements, e.g. molten
salt fluid, tank foundation, tank walls and insulation, etc., which interact each other
through their boundary conditions. The modular object-oriented methodology used
in this work is the same as the one presented by Rodríguez et al. [9, 10]. This im-
plementation has been carried out within the NEST platform [11], which allows the
linking between different elements of the thermal system. The mathematical model
considers the transient behaviour of the molten salt fluid, the gas ullage, the tank
walls and insulation, different configuration of the foundation, radiation exchange
between the salt and the tank walls in the ullage. For a detailed description and
derivation of the model, the interested reader is referred to a previously work [9]. A
scheme of the energy balance at the different elements of the model and its bound-
ary conditions is given in Fig. 4.4. A brief mathematical description is presented
hereafter.
4.2.1 Molten salt global model
The molten salt fluid can be evaluated by means of global balances, together with
the other elements through the boundary conditions. The mass and energy balances







ms   _minms = 0 (4.1)
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msumsdV + ( _mu)
out
ms   ( _mu)inms =   _Qb   _Qvw   _Qfs +
Z
Sms
~vms  ~f(~n)dS (4.2)
In the energy equation, kinetic variation and viscous dissipation have been con-
sidered negligible. The change in internal energy and the heat flux can be interpreted
as the sum of all the heat losses through the tank foundation (equation 4.3), the ver-













fsms( Tfs   Tg) + "msT 4fs   "fs _gfs

dS (4.5)
4.2.2 Gas ullage model
The region between the molten salt free surface and the top wall of the container
is considered in the global methodology, as it contributes to the heat losses. The












gugdV + ( _mu)
out
g   ( _mu)ing =   _Qroof   _Qvw;g   _Qfs +
Z
Sg
~vg  ~f(~n)dS (4.7)
Similar to the other objects, the gas ullage is linked through its boundary condi-
tions with the molten salt free-surface and the container walls.
4.2.3 Tank walls and insulation
Any solid wall, including the container and the insulation material, can be evaluated




= r  (rT ) (4.8)
The above equation is evaluated for each wall layer of the object, and linked with
the appropriate boundary conditions. For instance:
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Figure 4.5: Schematic representation of the foundation model.
 With the molten salt object as,










 With external conditions as,
 i @Ti
@n
= ext(Ti   Text) + "i(T 4i   T 4sky)  _qs (4.11)
4.2.4 Foundation (simplified zonal model)
In [9] an advance multidimensional model was used. However, a much faster (from
a computational point of view) model for the foundation has been developed con-
sidering three main zones. According to Fig. 4.5, a main zone Zt just below the tank
is defined with the different foundations materials. Next to this zone, a second one,
called Zs, allows for radial heat transfer losses. Finally, zone Zbc corresponds to the
transient evolution of the temperature at the soil, far from the tank, and considering
soil characteristics and the specific meteorological conditions.
The foundation of the storage tank (Zt) is composed of different layers; each of






= r  (irTi)  _qv;i i = 1; 2; 3; :::; N (4.12)
In general _qv;l = 0, except in the layer with passive cooling. The passive cooling
is a natural convective air cooling that is installed in the foundation, in order to
dissipate heat gain through the transfer of heat from the tank. Depending on the
layer, different boundary conditions are set:
 For the surfaces at the top:






second radial zone, Zs:
 j @Tj
@z
= gr(Tj   Text) + _qj;lateral + "j(T 4j   T 4sky)  _qs (4.14)
third radial zone, Zbc:
 k @Tk
@z
= gr(Tk   Text) + _qk;lateral + "k(T 4k   T 4sky)  _qs (4.15)








 For the bottom surface, T = Tsoil (soil temperature is from at some distance
from the surface).
In summary, the model solves the unsteady evolution of the thermal and fluid dy-
namic behaviour of the tank considering in a couple manner the contribution of the
different element: tank shell, salt, ullage, outdoor conditions, foundation, etc. The
model considers themeteorological information with the outdoor element (unsteady
weather data). The foundation can be solved using detailed multidimensional mod-
els or an unsteady zonal model, where the passive cooling can be active. The varia-
tion of the height of the molten salt is taken into account to use more realistic bound-
ary conditions.
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Characteristics Reference CSP plant
Turbine net capacity (MWel) 50
Technology solar power tower
Operating scenario Solar only, no hybrid operation
Solar field area (m2) 630,000
Solar multiple 2
DNI at design 800W=m2
Heat transfer fluid Molten salt (60% NaNO3 and 40% KNO3)
Receiver outlet temperature (C) 565
Power block efficiency 0.42
Storage capacity (h) 8
Table 4.1: Reference CSP plant.
4.3 Definition of the cases and parametric studies
4.3.1 Definition of the reference case
A reference CSP plant is defined in this section. Parametric studies will be based on
this plant. The geometry and configuration of the reference CSP plant is definedwith
the data given in Table 4.1. In these cases, cooling-down processes of the hot (Tms
= 565 C) and cold (Tms = 290 C) storage tanks are considered. The molten salt
is a mixture of 60% NaNO3 and 40% KNO3. The tank container is of stainless steel
A240gr347, and as insulation material for the lateral and roof walls Spintex 342G-
100 is used. Also the insulation material is covered with a thin layer of aluminium
2024-T6.
Details about geometry used in the reference case are given hereafter (see Fig. 4.6
(a)):
 Storage tanks internal height and radii Htank = 12 m; r1 = 11.80 m; r2 = 12.205
m and r3 = 12.45 m.
 The vertical wall has different thicknesses as a function the tank height, evw1 =
0.039 m (0  z  z); evw2 = 0.032 m (z  z  2z);
evw3 = 0.0255 m (2z  z  3z); evw4 = 0.0185 m (3z  z  4z);
evw5 = 0.0115 m (4z  z  5z); evw6 = 0.010 m (5z  z  6z),
wherez = 2.0 m.
 Similar to vertical wall, bottom wall also considers different thicknesses as a
function of the distance from the tank centre,
eb1 = 0.014 m (0  r  r1); eb2 = 0.021 m (r1  r  r3).
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Molten salt [13]
 2090  0:636T [kg m 3]
cp 1443  0:172T [J kg 1 K 1]
 2:2714x10 2   1:24x10 4T + 2:281x10 7T 2   1:474x10 3T 3 [kg m 1 s 1]
 0:443 + 1:9x10 4T [W m 1 K 1]
Stainless steel A240gr347
 8000 [kg m 3]
cp 500 [J kg 1 K 1]
 14:604 + 0:0151T [W m 1 K 1]
Insulation Spintex342G-100 [14]
 100 [kg m 3]
cp 1666 [J kg 1 K 1]
 3:3453x10 2 + 8:2005x10 5T + 3:252x10 3T 2 [W m 1 K 1]
Aluminium 2024-T6 [15]
 2270 [kg m 3]
cp 663 + 0:6375T^ [J kg 1 K 1]
 140 + 0:115T^ [W m 1 K 1]
Table 4.2: Thermo-physical properties of the molten salt and dierent material
used in the tank shell simulation.(T^ (K) and T (C)). Stainless steel A240gr347
adapted from ASME 31.1-2001 standart.
 Insulation thickness: eaisl = er2 = 0.4 m (hot tank).
 Foundation thicknesses (Fig. 4.6 (b)) defined as foundation 1 (FDN 1) in the
results: dry sand, e1 = 0.006m; foam-glass, e2 = 0.420m; heavyweight concrete,
e3 = 0.450 m; soil, e4 = 9.140 m.
The detailed information about the thermo-physical properties of the materials
used in the simulation are given in Tables 4.2 and 4.3.
In addition, for the reference case the meteorological information from Sevilla
is considered (data base of the software METEONORM version 4.0 [12]). The soil
temperature is set at Tsoil = 15 C at 10 meters. For the parametric studies, the
molten salt heaters and the passive cooling in the foundation were disabled. The
simulations have been started the 1st day of January at 0:00 a.m.
4.3.2 Operating conditions
The simulations are carried out for a years. With the CSP plant information (Table
4.1), the geometric dimensions of the storage tanks given above, and the meteorolog-
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Sand [15]
 1515 [kg m 3]
cp 800 [J kg 1 K 1]
 0:027 [W m 1 K 1]
Foam-glass [15]
 165 [kg m 3]
cp 840 [J kg 1 K 1]
 0:045 [W m 1 K 1]
Heavy weight concrete [15]
 2300 [kg m 3]
cp 1000 [J kg 1 K 1]
 1:63 [W m 1 K 1]
Soil [15]
 1600 [kg m 3]
cp 1435 [J kg 1 K 1]
 0:99 [W m 1 K 1]
Arlita [16]
 425 [kg m 3]
cp 764:2 + 1:338T^ [J kg 1 K 1]

if (T^ <= 673:75K) 1:2145x10 2 + 3:18x10 4T^ [W m 1 K 1]
if (T^ > 673:75K)  0:54879 + 1:5x10 3T^ [W m 1 K 1]
Table 4.3: Thermo-physical properties of the dierent material used in the foun-
dation simulation.(T^ (K) and T (C)).
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(a) (b)
Figure 4.6: Schematic representation of: (a) the storage tank; (b) the reference
foundation.
ical data obtained from the software METEONORM [12], the operating conditions of
the storage tanks (inlet and outlet mass flow rate) are calculated. The following is
an explanation of how the operating conditions are calculated in the two-tank direct
system.
For determining the power coming from the solar field, the following equation is
used:
_QSF = DNI:ASF :SF (4.17)
where the direct normal irradiance (DNI) is multiplied by the solar field area (ASF )
and the overall efficiency of the solar field (SF ), which in these cases are taken as





The hot fluid coming out of the SF is set at a fixed temperature of 565C, while the
cold fluid entering the SF, coming from the cold tank and has a variable temperature.
For determining the power coming from the hot tank and the mass flow neces-












The hot fluid coming from the hot tank out has a variable temperature. It is
calculated during the simulation, while the temperature of the fluid that going out
of the power block is set at a fixed temperature of 290C.
To avoid starts and stops at small time intervals, are defined a criteria for the
start and stop of the pumps. The pumps start when the height of molten salt in the
hot tank is more than 2.4 m; the pumps stop occurs when the height of molten salt
in the hot tank reaches a minimum or maximum level defined, 0.7 m and 10.9 m,
respectively.
4.3.3 Parameter candidates
Three main aspects have been selected in this parametric study: meteorological data,
insulation thickness of the storage tank and configuration of the foundation. To il-
lustrate the influence of the meteorological data, four locations of interest in the CSP
field were selected: Sevilla (Spain), Ouarzazate (Morocco), Las Vegas (United States)
and Upington (South Africa), see Table 4.4. For each one, the following meteorolog-
ical information is used: variable solar radiation, wind speed and direction, relative
humidity, sky and ambient temperature. Figs. 4.7 and 4.8 show the environment
temperature and the direct normal irradiance.
For each location, and taking into account their meteorological data, the inlet and
outlet mass flow of the molten salt in the hot and cold tanks were calculated consid-
ering base load conditions. The meteorological data for each site for the 8,760 hours
in a reference year was generated from the software METEONORM [12]. The essen-
tial data of the locations are given in Table 4.4. As mentioned above, the location for
the reference case is Sevilla.
The second parameter considered in this study is the insulation thickness of the
hot storage tank. Four thicknesses have been considered: 0.2 m, 0.3 m, 0.4 m (refer-
ence case) and 0.5 m. The last parameter considered is related to the configuration of
the foundation. Fig. 4.9 shows the configuration and dimensions of the foundation
of the new case foundation 2 (FDN 2) (the reference case is defined in Fig. 4.6(b)).
For the parametric study of insulation thickness and configuration of the foun-
dations the same meteorological information and the same operating conditions are
used in the storage tank, as is shown in Fig. 4.10.
The parametric study is then conducted using the described numerical model by
varying one parameter at a time. The objective is to investigate the effect of each
parameter on the storage tank performance.
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Tenv Sevilla   
Tenv Ouarzazate
Tenv Las Vegas 
Tenv Upington  
Figure 4.7: Boundary conditions of the storage tank system (for dierent loca-
tions). Input data: ambient temperatures.
4.4 Parametric study
In order to analyse the influence of the selected parameters, different simulations
have been carried out taking into account the transient behaviour of the thermal en-
ergy storage system. The resulting simulation provides a year of performance data
for the storage system. In order to get rid of the initial transient and due to the large
thermal inertia of the foundations, four years are previously simulated before the
system performance is evaluated. Moreover, selected results are presented consider-
ing 3 consecutive days in winter and 3 consecutive days in summer.
4.4.1 Effect of meteorological data
The most important parameter in the meteorological data is the direct normal irra-
diance (DNI), which is reflected onto the receiver. The heat collected by the solar
receiver from the heliostat field strongly affects the mass flow rate of molten salt that
goes to the receiver from the hot tank. Four locations with different meteorologi-
cal data were selected for the study. Global results of the performance of the plant
obtained in the simulations are given in Table 4.5.





























DNI Sevilla   
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DNI Sevilla   
DNI Ouarzazate
DNI Las Vegas 
DNI Upington  
(b)
Figure 4.8: Boundary conditions of the storage tank system (for dierent loca-
tions). Input data: direct normal irradiation. (a) From 1 to 6 of January; (b) From
4 to 9 of July.
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Figure 4.9: Schematic representation of the conguration and dimensions of the
foundation is used for the parametric study.
where the DNI for the months of January and July for each location were shown. As
expected, the highest the DNI the highest the plant capacity factor. The performance
of the CSP plant depends significantly on the DNI, which depends on the geographi-
cal location and themeteorological conditions of the site. The results indicate that for
the specified operating conditions and plant performance, Upington is more suitable
for this specific CSP plant.
Fig. 4.11 shows the transient behaviour of the height of molten salt in the hot
tank for the different locations. The greater effect of the DNI on the use of the hot
tank can be clearly seen. It is also observed that the use of the tanks are appropriate
for the plant performance.
Fig. 4.12 (a) shows the comparison between the molten salt temperatures in the
hot tank for the different locations. In Fig. 4.12 (b) the simulated transient evolution
of the total heat loss of the molten salt in the hot tank is shown. As can be seen, heat
losses vary along the day depending on the level of salt in the tank. The total heat
losses throughout the year are very similar for the different locations, as shown in
Table 4.6.
4.4.2 Effect of the insulation thickness
The insulation thickness affects the heat losses between the molten salt and the en-
vironment. For this study the same meteorological information and the same oper-
ating conditions are used in the storage tank. The results of these simulations are
shown in Figs. 4.13 and 4.14, and Table 4.7.
Fig. 4.13 (a) shows the transient evolution of temperature in the molten salt for
131
















































Figure 4.10: Boundary conditions of the hot storage tank (for the reference case).
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Hms Sevilla   
Hms Ouarzazate
Hms Las Vegas 
Hms Upington  
(b)
Figure 4.11: Transient evolution of the height of molten salt in the hot tank for
dierent location: (a) From 1 to 6 of January; (b) From 4 to 9 of July.
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(b)
Figure 4.12: Transient evolution of the molten salt in the hot tank for dierent

































































































































































Chapter 4. Parametric study of two-tank TES systems for CSP plants
the different insulation thickness. The total heat losses by the molten salt are shown
in Fig. 4.13 (b). As expected, when insulation thickness decreases, the heat losses of
the storage tank increases and the molten salt temperature decreases.
The heat losses in the molten have been distinguished in location (lateral wall,
gas ullage, bottom wall). Fig. 4.14 depicts the influence of the insulation thickness
on the heat losses through the vertical wall (a) and the gas ullage (b) locations. These
heat losses have a strong dependency of the height of the molten salt. In the case of
the heat loss in the lateral wall, is due to the convective heat transfer between the
molten salt and the wetted lateral wall and, it is greater with increasing height of
the molten salt. On the other hand, the heat loss in the gas ullage location, when
the lower height of the molten salt is, the higher is the heat loss, in this case due to
the radiation heat transfer. In addition, the greater effect of the insulation thickness
on the temperature and the heat losses can be clearly seen. As expected, the heat
losses are reduced as the thickness of the insulation is increased, as shown in Table
4.7. The convective heat transfer at the bottom is quite independent of the insulation
thickness. In contrast, in the gas ullage location, where the radiation heat transfer is
heavily dependent on the insulation thickness. Due to the temperature decrease of
the tank in the roof and the no wetted lateral walls.
4.4.3 Effect of the configuration of the foundation
Regarding the configurations and dimensions of the foundation, as aforementioned,
two different configurations are considered. Results obtained for two situations con-
sidered, FDN 1 (reference case) and FDN 2, are plotted in Fig. 4.15. As can be seen in
Table 4.8 and Fig. 4.15 (a), the impact of the change in configuration is of minor rele-
vance when heat losses in the molten salt are analysed as a whole. However, a closer
inspection to the heat losses through the bottom wall (Fig. 4.15 (b)) reveals that there
exist differences when using the second type of foundation. The heat losses with the
tank bottom is reduced by 27.5%. These differences, although small, should be con-
sidered when designing the storage as they can lead to a reduction of the operation
cost of the whole system.
Figs. 4.16 and 4.17 show the temperature in the ground of the two configurations
FDN 1 and FDN 2, respectively, and corresponding to the 29th day of June of each
year of operation of the plant. The hot top surface can be easily seen in the close-up
of the top part of the domain, which shows how the temperature changes along the
depth of the ground.
The most important consideration in the foundation, is the thermal cycling and
long-term exposure to elevated temperatures of the materials that compose the foun-
dation. The maximum concrete temperature has been limited to prevent cracking
and durability problems [17]. Studies have shown that the long-term durability of























































Figure 4.13: Transient evolution of the molten salt in the hot tank for dierent
insulation thickness: (a) Molten salt and gas ullage temperatures; (b) Total heat
losses in the molten salt.
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Qfs  e= 0.2m
Qfs  e= 0.3m
Qfs  e= 0.4m
Qfs  e= 0.5m
(b)
Figure 4.14: Heat losses in the molten salt for dierent insulation thickness: (a)

























































































































































































































































































Qb  FDN 1
Qb  FDN 2
(b)
Figure 4.15: (a) Total heat losses in the molten salt; (b) Heat losses in the molten
salt with the tank bottom wall.
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Figure 4.16: Temperature in the ground for the conguration FDN 1 (foam glass;
reference case) on June 29 of each year of operation of the plant: (a) year 0; (b)
year 1; (c) year 2; (d) year 3; and (e) year 4.
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Figure 4.17: Temperature in the ground for the conguration FDN 2 ((arlita) on
June 29 of each year of operation of the plant: (a) year 0; (b) year 1; (c) year 2;
(d) year 3; and (e) year 4.
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exceeds the range of 121 C [18]. The cracking of concrete may not be evident for sev-
eral years after placement. For this reason, a natural convective air cooling (passive
cooling) of the concrete is installed in the foundation, in order to keep the concrete
temperature of about 90 C. This aspect should also be considered in the configu-
ration FDN 2, but the working temperature range of the concrete is lower. The con-
figuration FDN 2 is currently being used mostly for the foundation in the thermal
energy storage system in concentrating solar power (CSP) plants.
4.5 Conclusions
An in-house software called STEScode has been developed. This software has been
used for the prediction of direct and indirect two-tank storage systems. The STEScode
is based on amodular object-orientedmethodology and takes advantage of the exist-
ing NEST platform [11]. It allows the detailed thermal and fluid dynamic analysis of
sensible TES systems for designing purposes and with a reasonable computational
effort.
The mathematical model used in the STEScode considers the transient behaviour
of the molten salt fluid, the gas ullage, the tank walls and insulation, different con-
figuration of the foundation, radiation exchange between the salt and the tank walls
in the ullage. All the elements of the system are solved subjected to boundary con-
ditions that come from neighbouring elements. Some of these elements have been
specifically developed.
A parametric study of the hot storage tank for the hot storage tank for CSP plants
has been carried out using the STEScode. Different variables have been considered
for studying their effects on the performance of the storage system.
A CSP plant of 50MWe with solar power tower technology was defined and
adopted as reference. Three main parameters have been considered in the para-
metric study: meteorological data, insulation thickness of the storage tank and con-
figuration of the foundation of the storage tank. In order to obtain the influence of
the selected parameters, different simulations have been carried out taking into ac-
count the transient behaviour of the thermal energy storage system. The resulting
simulation provides a year of performance data for the storage system. In order to
get rid of the initial transient, four years are previously simulated before the system
performance is evaluated.
The influence of the normal direct radiation (DNI) on the operating conditions
of the tank, and consequently on the plant behaviour, has been evaluated. The per-
formance of the CSP plant depends significantly on the DNI, which depends on the
geographical location and the meteorological conditions of the site. Four locations
have been tested: Sevilla, Ouarzazate, Las Vegas and Upington. The results indicate
that for the specified operating conditions and plant performance, Upington is more
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suitable for this specific CSP plant, because it is the location with the highest capac-
ity factor of the plant. The thickness of the insulation of the tank is an important
parameter in the design of the tank in order to reduce the heat losses of the molten
salt with the external environment. Four thicknesses have been checked (0.2 m, 0.3
m, 0.4 m and 0.5 m). The heat losses at the bottom are almost independent of the
insulation thickness. Contrary, the heat losses in the gas ullage location are heavily
dependent on the insulation thickness. Due to the radiation heat transfer effect. Fi-
nally, two configuration of the foundation have been employed. It can be said that
even though the configuration of the foundation has not a great influence on the heat
losses, it is important to take it into account for the design of the storage tank, due
to the thermal cycling and long-term exposure to elevated temperatures of the ma-
terials that compose the foundation, this is an important issue to prevent cracking
and avoid durability problems. The results indicate that the configuration FDN 2 is
better for this specific CSP plant, because it gives lower heat losses in the foundation
and the temperature of the concrete is lower than the other configuration.
Nomenclature
cp specific heat capacity
D diameter
e thickness
~f normal direction vector
_g irradiation
H height
_m mass flow rate
n normal direction
_Q heat losses
_q specific heat flux
_qs solar radiation








 superficial heat transfer coefficient
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Conclusions and further work
5.1 Conclusions
The present thesis was focused on the numerical simulation of different sensible and
latent thermal energy storage systems, considering a wide range of sizes, working
conditions and industrial applications: from small size domestic drain water heat
recovery storage units, and medium term low temperature accumulator prototype
used in a in-space cryogenic propulsion systems, to big size two-tank thermal energy
storage system in concentrating solar power (CSP) plants. Numerical tools were de-
veloped, adapted and implemented within a general purposes platform (NEST [1])
for their evaluation. Different levels of analysis have been carried out, i) within the
field of Computational Fluid Dynamic and Heat Transfer (CFD&HT), the coupling
between the heat conduction in solid parts and single flow/two phase flow 1D inside
the tube, has allowed the accurate transient simulation of the complex heat transfer
and fluid dynamics phenomena presented; ii) within thermal energy management,
storage tank in CSP like a whole system has been studied; iii) it is interesting to
highlight that numerical models have been experimental validated by mean of ex-
perimental results from the literature or with specific facilities carried out within the
experimental infrastructure developed during this thesis for validation purposes.
In chapter 2, numerical and experimental tools have been used to design and
study the performance of a specific drain water heat recovery storage-type. The de-
vice has been built and a experimental unit has been constructed. The experimental
unit provides data to study the storage capacity and the delivering energy process of
the DWHR storage device. The experiments have generated the data for the bound-
ary conditions definition and results for validation of the numerical simulations. The
numerical simulation has been performed within the NEST platform [1],where the
different elements of the DWHR storage are linked to solve the system. The nu-
merical simulation predict the transient behaviour of the DWHR storage system in
the extraction process. A comparison between the numerical and experimental re-
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sults has been carried out. The numerical results follow the transient evolution of
the temperature correctly. However, the measured values in the upper sensor shows
distinctly higher deviations between experiment and simulation. The author leave
open the possibility of weaknesses of the numerical models and insufficient mesh
refinement in the external boundaries and in the core of the tank. But in general,
the numerical results show a good agreement with the experimental data. Differ-
ent internal flow rates and operational temperatures have been studied. The DWHR
storage had the capacity to recover from 60% - 34% of the energy available in the
drain water for the investigated flow rates. A heat losses test was conducted on the
insulated DWHR storage device, a 50% reduction in stored energy is observed at 24
h, which reveals its limitations for long-term storage applicability. This numerical
platform will be applicable to future versions of DWHR storage (geometric configu-
ration and operational condition).
In chapter 3, a methodology for the resolution of Computational Fluid Dynamics
and Heat Transfer (CFD&HT) problems in a Low Temperature Accumulator (LTA)
prototype of a Low Thrust Cryogenic Propulsion (LTCP) system is presented. The
numerical model has been performed within the NEST platform [1]. Two numerical
models have been adapted, one to solve the thermal and fluid-dynamic behaviour
of the two-phase flow inside ducts working under cryogenic conditions, and an-
other to solve the solid-liquid phase change phenomena using a fixed-grid enthalpy
model developed by Galione et al. [2]. The thermal energy storage tank consid-
ered is formed by different elements: The two fluids (water and air) inside tank, the
tube and the in-tube fluid (nitrogen), which interact with each other through their
boundary conditions. Different combinations of single-phase/two-phase (evapora-
tion) flow of the fluid (LN2=N2) inside the tube together with different combinations
of single-phase (liquid water) / two-phase (water-ice, in process of freezing or melt-
ing) of the fluid inside the tank have been tested by DLR [3]. These experiments
have been used for the validation of the models proposed. Overall, an acceptable
agreement between experiments and numerical results was observed. In some tests,
discrepancies were considered to be mainly due to not taking into account a tem-
perature range for the phase change, break up of the ice and to not having very
accurately boundary thermal conditions. From the experiments and the numerical
simulation have been confirmed that mass flow rate has a significant influence on the
flow patterns for cryogenic temperatures. The experimental validation under differ-
ent working conditions of the cryogenic flow and/or the PCM material, shows the
possibilities of this model for design optimization and prediction purposes of such
type of devices.
In chapter 4, a numerical models for the simulation of the two-tank thermal en-
ergy storage system in concentrating solar power plants has been developed. The
numerical simulation has been performed within the NEST platform [1]. A CSP
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plant of 50MWe with solar power tower technology (located in Sevilla, Spain) was
defined and adopted as reference. A numerical simulations in a realistic behaviour
of the two-tank thermal energy storage system in concentrating solar power plants
have been carried out. In order to present a parametric study of the hot storage tank
for CSP plants. Three parameters have been considered for studying their effects on
the performance of the storage system: meteorological data, insulation thickness of
the storage tank and configuration of the foundation of the storage tank. The nu-
merical simulations has been obtained for 1 year of operation. From the work by
Rodríguez et al. [4] and the work presented in the chapter 4 has been developed an
in-house software, called STEScode, with special agreements with the spin-off Termo
Fluids S.L. [5], owner of the NEST platform. The STEScode is an interesting software
for designing purposes and with a reasonable computational effort. And can also be
of use in applications different from CSP.
As a final remark, this thesis has developed a methodology for the numerical
simulation of different sensible and latent thermal energy storage systems. These
virtual tools can be used for:
 Detailed thermal and fluid dynamic analysis of sensible TES systems for de-
signing purposes, for example, have a sizing analysis.
 Energy analysis of the TES system, to have a basic understanding of how the
TES system operates.
 Virtual test of a TES system under different working conditions.
 Thermoeconomic analysis of storage systems, where different control strate-
gies for the thermal storage management can be proved, in order to identify
potential cost saving.
 Prediction of transient behaviour of the TES system.
5.2 Further Work
Based on the numerical tools and experimental facilities now available, some future
works can be carried out within each one of the storage unit developed:
On the drain water heat recovery storage unit application front, it will be worth-
while to address the following issues:
 Improvements in the mathematical model, with more accurate empirical in-
puts obtained from experiments and/or CFD simulations.




 Improve in the insulation of experimental facilities of the DWHR storage unit
in order to obtain a reduction of the heat loss, ii) complement the experimental
measures in order to obtain more experimental data in the coiled pipe wall.
 Optimization of the proposed design of DWHR storage unit.
In this work the thermo-hydraulic behaviour of the Low Temperature Accumu-
lator (LTA) prototype of a Low Thrust Cryogenic Propulsion (LTCP) has been pre-
sented. As a step further, to improve the simulation program, it will be interesting
to take into account aspects like:
 Improvements in the mathematical model: the empirical correlations should
be reviewed, including the rewetting temperature.
 Introduce the last available update tools developed by the CTTC researchers
[6], for taking into account the change in density and other thermo-physical
properties with the temperature and phase.
In reference to the two-tank thermal energy storage system in concentrating solar
power (CSP),
 It would be necessary to implement a more complete models of the solar field
and power block.
 Improvements in the empirical correlations.
 New materials (insulations and steels) should be added to the library of ther-
mal properties.
Moreover, other thermal storage tanks used in different applications rather than
the ones here presented can be studied, such as the small size of thermal ice storage
system, the medium-big size of TES tanks that integrate chilled water district cooling
system or at college campuses or resorts, government facilities, power plants, and
industrial/commercial facilities, etc.
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The STEScode is one of the different products resulting fromKIC InnoEnergy Tescon-
sol project (ref. 20_2011_IP16). The STEScode, allows the detailed thermal and fluid
dynamic analysis of sensible TES systems for designing purposes and with a reason-
able computational effort. Specifically, situations related to active or passive two-
tank molten salts systems (the most common approach nowadays).
The engineering design of sensible TES system in CSP plants is a challenge due
to the complex physical phenomena involved (unsteady behaviour, turbulent flows,
radiation, interaction with mechanical issues, very large geometries which severely
limit the possibilities of real life experiments, etc.). This is a problem of multidisci-
plinary character whose resolution involves complex couplings in the physical de-
scription of the system and the necessity of repeated computations (parametric stud-
ies) to get the optimum solution according to a specified target.
TES systems in CSP plants need an important effort to optimize existing commer-
cial systems (specially two-tank direct or indirect storage), and to develop promising
systems based on sensible storage in concrete, or other materials (for direct steam
generation and also using molten salts as heat transfer fluid). The main goal is to
develop more efficient and reliable systems from a thermal and also economic point
of view.
Currently, the approach of the different players (component manufacturers, en-
gineering companies, project developers, utilities, etc.) is based on trial-and-error
analysis together with conservative designs (e.g. Andasol plant is replicated inmany
other plants with minor additional improvements).
Furthermore, experimental analyses are usually carried out on relatively small
units where it is not possible to maintain the characteristic non-dimensional groups
of the TES systems. The extrapolation (scale-up) to real life conditions of results
obtained in small scale experiments is not immediate.
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To improve current TES systems and to create new ones, reliable tools for design-
ing are really needed. These will allow to reduce time-to-market of improved solu-
tion, with more reliable and optimized designs together with lower technical risks.
The Tesconsol project has created the STEScode to give answer to these challenges.
To be useful for designers, the codes must be fast, e.g. it should allow the com-
putation of many situations as quickly as possible. In this way, optimum solutions
can be obtained based on parametric studies. This is a challenging problem that
requires the use of different levels of analysis, from lumped models for the molten
salt inside the tanks to detailed multidimensional simulation of the conduction heat
transfer in the solid elements, and the analysis of the radiation exchange between
the free molten salt surface (in case of two-tank systems) and the surroundings. The
coupling of the different zones/phenomena in the framework of a global algorithm,
where the designer can choose between different levels of analysis, is critical.
The numerical methodology is based on conservative finite volume methods and
an object-oriented methodology. The advantages of this approach are:
 Any basic element programmed in a general way can be used in a given config-
uration and re-used in other systems (e.g. tank walls and insulation materials
can be modelled with the same object).
 The elements which form a determined system interact only through their
boundary conditions, being solved independently. This allows the direct sub-
stitution of a given model by another one (e.g. a one-dimensional approach by
a three-dimensional approach), while the rest of the elements which form the
system remains unchanged.
 Each element of a given system can be solved using a different parallelism
paradigm without any need of re-writing any part of the code.
The main characteristics of these two innovative codes are:
 The code allows the analysis of the dynamics of the system (transient behaviour)
under real working conditions.
 Conduction heat transfer can be described at the maximum level (multidimen-
sional analysis with variable thermophysical properties).
 Fluid is characterized using lumped models (e.g. in two-tank systems).
 Fluid-solid interactions are characterized by local heat transfer coefficients and
friction factors which are obtained from experiments and/or from advanced
multidimensional computational studies (CFD&HT analysis using LESmodels




Figure A.1: Multi-level approach in the tankshell: a) detail of the computa-
tional mesh used for the vertical walls, insulation materials and tank foun-
dation; b) illustrative result.
Figure A.2: Multi-level approach in the foundation: illustrative result a)
with 2D simulation; b) with 3D simulation.
157
Appendix A. STESCODE
 Heat losses through the tank walls and insulation can be considered.
 A detailed analysis of the foundation (different materials, passive cooling, etc.)
can be carried out;
 All the relevant fluid dynamic and thermal design aspects are considered (e.g.
in two-tank systems, the gas ullage or the convection and radiation effects be-
tween the molten salt free surface and its surroundings);
 The parallel computational platform is based on NEST software.
The code has a friendly user interface. The code has been conceived as a web-
based software for designing purposes.
The STEScode has been developed by the CTTC-UPC, with special agreements
with the spin-off Termo Fluids S.L., owner of the Termofluids code and NEST plat-
form.
As wasmentioned before, the thermal and fluid dynamic analysis of TES systems
in CSP plants is a challenging task due to the huge sizes of the tanks, working condi-
tions (transient behaviour, high temperatures and high mass fluxes, etc.), significant
investments, etc. To reduce risks, designers tend to be conservative and small im-
provements are introduced after several trial-and-error analysis.
The STEScode is focussed on the analysis at component level, where the input
data must consider the detail of the system (size of the different elements, kind of
materials and their mechanical and thermophysical properties, initial and boundary
conditions, etc.).
A.1.1 A brief sample of the STEScode:
When the application is started, an introduction screen is presented to the user, to-
gether with the choice of the kind of simulation. It can be either a one tank simulation
or a two tank simulation (see Fig. A.3).
The parameters that define the plant are structured into different sections. The
parameters include meteorological data, the geometry of the tanks, the composition
of the foundations below the tanks, salt and ullage conditions, and so on. Sane de-
fault values for the parameters are provided.
The Fig. A.4 shows the section to define the global parameters such as duration
and accuracy of the simulation, initial time, add a brief description of the plant and
the user can choose which plant model to simulate. There are currently threemodels,
each with its own set of parameters.
The Fig. A.5 shows the outdoor conditions section to define the location, and the
meteorological information. The outdoor conditions can be specified in two different
ways: either using the application data base or specifying custom data.
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Figure A.3: Front page of the STEScode and LTEScode.
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Figure A.4: View of the global parameters section in the STEScode. The
model used for this view is the simplified plant model.
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Figure A.5: View of the outdoor conditions section in the STEScode. The
meteorological model used for this view is from the data base.
From data base: uses the meteorological data provided with the application,
which is available from 77 locations from several countries. Data for the DNI in
these locations is provided also, but can be overridden if the user has a specific DNI
data which want to use in the simulation.
Custom data: the user can specify the location of the plant (longitude and lati-
tude), the altitude and the time zone, and must provide the meteorological and DNI
data files to be used for this location.
The Fig. A.6 shows the section to define the ground (foundation) parameters. It
uses a one dimensional model; the ground below the tank can be divided in arbitrary
number of layers, each with its ownmaterial and thickness. In this section is possible
to select the surrounding material, the depth to the ground, and the temperature at
this depth and set the soil thermal and solar reflectivity.
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Figure A.6: View of the foundation section in the STEScode.
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Figure A.7: View of the hot tank section in the STEScode.
The section to define the tank shell parameters is shown in Fig. A.7. The ge-
ometry of the tank can be specified, as well as the tank and insulation materials,
dimensions, and radiative properties.
In the salt parameters section the interior of the tank is modelled. It is composed
by the molten salt and the air above it. Some parameters are defined (see Fig. A.8).
The STEScode user interface (UI) comes with a set of predefined solid and fluid
materials. In the case that the use of other materials is required, the user can define
new materials in the material definition section. There is room for two kinds of
materials: solid and fluid. Solid materials are used in structural elements, while any
fluid material can be used as the molten salt. Each material is defined by giving its
thermophysical properties.
There is also the possibility of importing the thermal properties from an exter-
nal. To that effect, click on the Import solid properties from CSV file button, or its
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Figure A.8: View of the salt parameters section in the STEScode.
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analogous for fluid materials.
When a material is defined, it will be immediately made available to the other
sections of the UI where a material is requested. These sections are the ground, tank
and salt parameters.
The simulation control section is used to manage the different simulations that
the user has sent to the calculation server. In this section is can be seen a list withwith
current and finished jobs (pending download). Several actions can be performed on
the currently selected job, with the action buttons:
 Update, the simulation progress information.
 Cancel the job (remove from execution queue).
 Delete the job (remove from server once it has finished)
 Download data (will be removed from the server automatically)
If the Start simulation buttons are not clickable, it means that the current plant
has not been saved, or that there isn’t any plant loaded, or that there are several pa-
rameters missing or inconsistently set. If this is the case, a list of found problems will
appear in this screen just on top of the Start simulation button. When the reported
errors are solved the user will be able to send the simulation to the server.
The relevant results in the STEScode have been divided in different sections: out-
door, salt, and ground data.
In the outdoor display, the meteorological and DNI data that were used as input
conditions in the simulation are shown in Fig. A.9. The meteorological data include
the ambient temperature, the humidity, and the wind speed and direction.
In the salt result section, the data is further divided into four zones displaying
temperature, height, mass flow, and power data. The Fig. A.10 shows the most
relevant results for the molten salt.
For both the one and two tank simulations, the displayed variables are the same,
but in the case of the two tank the amount of displayed information is of course
doubled.
In the ground results section, the heat transfer between the ground and different
zones are plotted. Also the temperature map of the ground below the tank is shown
(see Fig. A.11).
The summary section has been added in the last version of the STEScode. There
is a section that summarizes the data obtained in the simulation. It shows several
columns of day averaged magnitudes, organized in three groups: Outdoor, Salt, and
Ground. It is possible to further narrow the display range (interval) by grouping
days into weeks, months or years, or any number of days in between (see Fig. A.12).
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Figure A.9: View of the outdoor display in the STEScode.
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Figure A.10: View of the salt results section in the STEScode.
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Figure A.11: View of the ground results section in the STEScode.
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