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In this paper, we investigate the positive influence dominating set (PIDS) which has
applications in social networks. We prove that PIDS is APX-hard and propose a greedy
algorithm with an approximation ratio of H(δ) where H is the harmonic function and δ
is the maximum vertex degree of the graph representing a social network.
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1. Introduction
Dominating set has been extensively studied and been adopted in many real-life applications. For example, it has been
utilized inwireless networks to addressmedia access, routing, powermanagement, and topology control issues [1,7,8,10,11].
Recently, [5,9] studied the dominating set in social networks. [5] proposed a greedy approximation algorithm and proved
that the algorithm gives a 1+O(1) approximation with a small constant in O(1) to the dominating set problem in a power-
law graph. [9] introduced a variation of dominating set, called Positive Influence Dominating Set (PIDS), as follows: Given a
graph G = (V , E), a PIDS is a subset D of V such that any node v in V is dominated by at least ⌈ d(v)2 ⌉ nodes (that is, v has at
least ⌈ d(v)2 ⌉ neighbors) in Dwhere d(v) is the degree of node v. Note that there are two requirements for PIDS: Firstly, every
node not in D has at least half of its neighbors in D, secondly every node in D also has at least half of its neighbors in D.
Constructing aminimumPIDS of a social networkwhich consists of individualswith a certain type of social problem (such
as drinking, smoking and drug related issues) is helpful for the success of intervention programs. Intervention programs are
important tools to help combat some of the social problems and consist of disseminated education and therapy via mail,
Internet, or face-to-face interviews. In a social setting, people can have both positive and negative impacts on each other, and
a person can take and move among different roles since they are affected by their peers. For example, within the context of
drinking problem, a binge drinker can be converted to an abstainer through intervention program and have positive impact
on his direct friends (called neighbors). However, he might turn back into a binge drinker and have negative impact on his
neighbors if many of his friends are binge drinkers. Ideally, we want to educate all binge drinkers, since this will reduce the
possibility of converted binge drinker being influenced by his binge drinker friends who are not chosen in the intervention
program.On the other hand, due to the budget limitations, it is impossible to include all the binge drinkers in the intervention
program. Therefore, how to choose a subset of individuals to be part of the intervention program so that the effect of the
intervention program can spread through the whole group under consideration becomes an important research problem.
✩ This research was jointly supported by MEST, Korea under WCU (R33-2008-000-10044-0), and National Science Foundation of USA under grants
CNS0831831, CNS0831579 and CCF0728851.∗ Corresponding author. Tel.: +1 6025438150.
E-mail addresses: fwang25@asu.edu (F. Wang), david.duhongwei@gmail.com (H. Du), erika.camacho@asu.edu (E. Camacho), kxu01@asu.edu (K. Xu),
wlee@korea.ac.kr (W. Lee), yxs055100@utdallas.edu (Y. Shi), sxs063100@utdallas.edu (S. Shan).
0304-3975/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2009.10.001
266 F. Wang et al. / Theoretical Computer Science 412 (2011) 265–269
PIDS is a plausible solution since PIDS can guarantee that by selecting PIDS nodes to participate in the intervention program,
each individual in the social network has more positive neighbors than negative ones thus to ensure that the intervention
can result in a globally positive impact on the entire social network.
In this paper, we proved the complexity of PIDS problem in general graphs by constructing a L-reduction from vertex
cover problem in cubic graphs to PIDS. Furthermore, we propose a greedy approximation algorithm and give theoretical
analysis about its approximation ratio. The results show that PIDS is APX-hard and the greedy algorithm produces an
approximation solution within a factor of H(δ) from optimal where H is the harmonic function and δ is the maximum
vertex degree of input graph.
The rest of this paper is organized as follows. In Section 2,we analyze the complexity of PIDS problem. Section 3 presents a
greedy approximation algorithm for PIDS and analyzes its approximation ratio. Section 4 concludes this paper and discusses
the future work.
2. Complexity
Theorem 1. PIDS is APX-hard.
Proof. It can be found in [4] that the vertex cover problem in cubic graph (let us call it VC-cubic) is APX-complete. A cubic
graph is a graph with every vertex’s degree of exactly three. Given a cubic graph, the VC-cubic is to find a minimum vertex
cover, i.e., a minimum-cardinality subset C of vertices such that every edge has an endpoint in C . To prove our theorem, we
construct a L-reduction from VC-cubic to PIDS.
Consider a cubic graph G = (V , E) as in Fig. 1(a) as an instance of VC-cubic. First, we construct a bipartite graph
B = (V ∪ UE, F) as in Fig. 1(b). Each vertex ue ∈ UE is corresponding to an edge e ∈ E. An edge (v, ue) exists in F if
and only if v ∈ e, i.e., v is an endpoint of e.
Now, for each vertex ue ∈ UE , we attach a path (ue, ae, be, ce) and for each vertex v ∈ V , we attach three paths
(v, pv, qv, rv), (v, p′v, q′v, r ′v) and (v, p′′v, q′′v, r ′′v ). The construction is illustrated in Fig. 1(c). The obtained graph is denoted by
G′. As can be seen from the illustration, every node in Ue has degree of 3, every node in V has degree of 6 in the constructed
graph G′.
Next, we show a claim.
Claim 2. G has a vertex cover of size at most k if and only if G′ has a positive influence dominating set of size at most k+9n where
n = |V |.
Proof. First, suppose G has a vertex cover C of size k. Let D = C ∪ {ae, be | e ∈ E} ∪ {pv, qv, p′v, q′v, p′′v, q′′v | v ∈ V }. We
can easily verify that D is a positive influence dominating set of G′. Note that in a cubic graph G, |E| = 3|V |/2. Therefore,
|D| = |C | + 2 ∗ |E| + 6 ∗ |V | = |C | + 9|V | = k+ 9n.
Conversely, suppose G′ has a positive influence dominating set D of size k′, we show that G has a vertex cover of size
k′ − 9n. This will complete the proof of the claim.
Note thatDmust contain be for every e ∈ E in order tomake ce have a neighbor inD. Next, we note that either ae or ce inD
in order to make be have a neighbor in D. Since we can always replace ce by ae, which does not increase the size of D, wemay
assume ce ∉ D and ae ∈ D without loss of generality. Similarly, we may assume pv, qv, p′v, q′v, p′′v, q′′v ∈ D and rv, r ′v, r ′′v ∉ D
for every v ∈ V . Under these assumptions, every v has at least half of its neighbors (pv, p′v, p′′v) in D. Furthermore, ae which
has degree of 2 has one neighbor be in D. These imply that every neighbor of ue has at least half of its neighbors in D even if
ue ∉ D. Therefore, we may assume without loss of generality that none of ue for e ∈ E belongs to D.
Nowweknow thatD−V consists of only ae, be, pv, qv, p′v, q′v, p′′v, q′′v hencewehave |D∩V | = k′−2∗|E|−6∗|V | = k′−9n.
Note that each ue for e ∈ E has degree exactly three in G′. Moreover, it already has one neighbor ae in D. So, ue must have at
least one neighbor in D ∩ V . This means that D ∩ V is a vertex cover of G. 
An immediate consequence from this claim is that G has a minimum vertex cover of size optVC−cubic(G) if and only if G′
has a minimum positive influence dominating set of size optPIDS(G′) = optVC−cubic(G)+ 9n. Since each vertex has degree of
three in G, we have n/2 = |E|/3 ≤ optVC−cubic(G). Plugging n = (optPIDS(G′)− optVC−cubic(G))/9 into the inequality, we have
optPIDS(G′) ≤ 19 · optVC−cubic(G).
Moreover, from the proof of Claim 2, we see that if G′ has a positive influence dominating set D, then we can construct,
in polynomial time, a vertex cover C = D ∩ V of Gwith size |D| − 9n. Therefore,
||C | − optVC−cubic(G)| = ||D| − optPIDS(G′)|.
This means that VC-cubic is L-reducible to PIDS. 
APX-hardness of PIDS means that if NP ≠ P , then PIDS has no PTAS (polynomial-time approximation scheme). If PIDS
has a polynomial-time constant-approximation, then we can conclude that PIDS is in APX and hence is APX-complete.
However, so far, we are unable to find a constant-approximation. Instead, we would like to present a polynomial-time
H(δ)-approximation for PIDS where δ is the maximum vertex degree of the input graph and H(δ) is the harmonic function,
i.e., H(δ) =∑δi=1 1i ≤ 1+ ln δ.
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(a) Cubic graph G = (V , E). (b) Bipartite graph B = (V ∪ Ue, F).
(c) Construction of G′ .
Fig. 1. Illustration of the L-reduction.
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3. Approximation
In this section, we describe a greedy approximation algorithm and analyze its approximation ratio. To do so, we first
define a function f as follows.
Consider a graph G = (V , E) as an instance of PIDS. For any vertex subset A ⊆ V , nA(v) denotes the number of neighbors
of v in A. For a vertex v with degree deg(v) in G, we denote h(v) = ⌈deg(v)/2⌉. Now, define
f (A) =
−
v∈V
min(h(v), nA(v)).
The following lemma states important properties of f .
Lemma 3. (1) f (∅) = 0.
(2) f (A) =∑v∈V h(v) if and only if A is a positive influence dominating set.
(3) If f (A) <
∑
v∈V h(v), then there exists a vertex u ∈ V − A such that f (A ∪ {u}) > f (A).
Proof. Note that n∅(v) = 0 for all v ∈ V . Therefore (1) holds.
For (2), we note that f (A) =∑v∈V h(v) if and only if h(v) ≤ nA(v) for every v ∈ V if and only if A is a positive influence
dominating set.
To see (3), note that f (A) <
∑
v∈V h(v) implies the existence of v ∈ V such that h(v) > nA(v). Let u be a neighbor of v
which is not in A, then f (A ∪ {u}) > f (A). 
The above lemma suggests a greedy algorithm as follows.
Greedy Algorithm
A ← ∅;
while f (A) <
∑
v∈V h(v) do
choose u ∈ V − A to maximize f (A ∪ {u})
and set A ← A ∪ {u};
output A.
To establish the performance ratio of this greedy algorithm, we will employ a well-known theorem [12] as follows.
Theorem 4. Suppose f is a monotone increasing, submodular integer function with f (∅) = 0. Then the above Greedy Algorithm
produces an approximation solution within a factor of H(γ ) from optimal, where γ = maxv∈V f ({v}) and H is the harmonic
function, i.e., H(γ ) =∑γi=1 1i .
To verify our current f satisfying all conditions of this theorem, let us first recall the definitions of monotone increasing
and submodular properties of f .
(a) f is monotone increasing if A ⊂ B implies f (A) ≤ f (B).
(b) f is submodular if for any two subsets A and B,
f (A)+ f (B) ≥ f (A ∪ B)+ f (A ∩ B).
Lemma 5. f is monotone increasing.
Proof. Suppose A ⊂ B. Then nA(v) ≤ nB(v) for all v ∈ V . Hence
f (A) =
−
v∈V
min(h(v), nA(v))
≤
−
v∈V
min(h(v), nB(v))
= f (B) 
Lemma 6. f is submodular.
Proof. It has been known [2,3] that f is submodular if and only if for u ∉ B, A ⊂ B implies ∆uf (A) ≥ ∆uf (B) where
∆uf (A) = f (A ∪ {u})− f (A).
Now, we have
∆uf (A) =
−
v∈V
[min(h(v), nA∪{u}(v))−min(h(v), nA(v))]
∆uf (B) =
−
v∈V
[min(h(v), nB∪{u}(v))−min(h(v), nB(v))].
For u ∉ VB and A ⊂ B, we have
nA(v) ≤ nB(v) and nA∪{u}(v) ≤ nB∪{u}(v).
F. Wang et al. / Theoretical Computer Science 412 (2011) 265–269 269
Case 1. nA∪{u}(v) ≤ h(v). In this case,
∆uf (A) = min(h(v), nA∪{u}(v))−min(h(v), nA(v))
= nA∪{u}(v)− nA(v)
= n{u}(v)
= nB∪{u}(v)− nB(v)
≥ min(h(v), nB∪{u}(v))−min(h(v), nB(v))
= ∆uf (B).
Case 2. nA∪{u}(v) > h(v). In this case, nA(v) ≥ h(v). Hence, nB∪{u}(v) > h(v) and nB(v) ≥ h(v). It follows that
∆uf (A) = min(h(v), nA∪{u}(v))−min(h(v), nA(v))
= 0
= min(h(v), nB∪{u}(v))−min(h(v), nB(v))
= ∆uf (B). 
Theorem 7. The Greedy Algorithm for PIDS produces an approximation solution within a factor of H(δ) from optimal where δ is
the maximum vertex degree of input graph.
Proof. Note that γ = maxv∈V f ({v}) = δ. Therefore, this theorem follows immediately from Lemmas 3, 5 and 6 and
Theorem 4. 
The positive influence dominating set problem can be considered as a special case of the Set Multicover problem in [13]
via the followingmapping: Let the vertex set V in G as the universe, each vertex in V as an element, for each v, the collection
contains the subsets of set Sv which contains all its neighbors. Then define the coverage requirement of each element v to be
the ceiling of deg(v)/2. The H(δ) approximation greedy algorithm follows directly. However, The proof in [13] is based on
LP approximation and dual fitting techniques which are rather complicated, while we solve the problem in the framework
of submodular functions.
4. Conclusion and future work
In this paper, we investigated the positive influence dominating set (PIDS) which has applications in social networks. we
proved the complexity of PIDSproblem in general graphs by constructing an L-reduction fromVC-cubic to PIDS. Furthermore,
we propose a greedy approximation algorithm and give theoretical analysis about its approximation ratio. [6] studied the
hardness of optimization in power-law graph and found that dominating set is theoretically an easier problem in a power-
law graph than in a general graph. We are interested in studying PIDS in a power-law graph since most social networks
follow the power-law.
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