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We study the transient dynamics in a two-dimensional system of interacting Dirac fermions subject
to a quenched drive with circularly polarized light. In the absence of interactions, the drive opens
a gap at the Dirac point in the quasienergy spectrum, inducing nontrivial band topology. Here we
investigate the dynamics of this gap opening process in the presence of interactions, as captured by
the generalized spectral function and correlators probed by photoemission experiments. Through a
mechanism akin to that known for equilibrium systems, interactions renormalize and enhance the
induced gap over its value for the non-interacting system. We additionally study the heating that
naturally accompanies driving in the interacting system, and discuss the regimes where dynamical
gap emergence and enhancement can be probed before heating becomes significant.
Introduction.— Over the past decade, periodic driving
has attracted intense interest as a means for controlling
and investigating a variety of intriguing quantum many-
body phenomena (see, e.g., Refs. [1–24]). In particular,
driving has been proposed as a new route for altering
the topological properties of Bloch bands, opening the
possibility for dynamically switching between trivial and
topological regimes [4–6]. Along with considerable activ-
ity on the theoretical side, remarkable progress has been
achieved in the experimental realization of these systems
in cold atomic, optical, and solid state systems [25–34].
In equilibrium, the topology of a band insulator’s
Bloch bands dictates the system’s behavior at low tem-
peratures. Due to the system’s energy gap, the presence
of weak interactions does not qualitatively change the
system’s properties. However, renormalization of param-
eters due to interactions may lead to potentially impor-
tant quantitative changes, e.g., by enhancing the many-
body gap above its noninteracting value [35–39]. The
role of interactions in non-equilibrium driven systems is
much more subtle. While interactions may allow for in-
teresting correlations to build up [12, 40–49], they also
provide pathways for the system to absorb energy from
the driving field, and thereby to heat up [50–53]. Thus
understanding the interplay between these phenomena
and the parameters that control them is crucial for en-
abling further advances in the field.
Recently, various properties of non-interacting Floquet
systems have been explored extensively, such as their
topological characteristics [4–10, 16–19, 54–57], and the
relaxation dynamics associated with coupling to external
reservoirs [11, 58–69]. In strongly disordered, closed sys-
tems, many-body localization (MBL) provides a mech-
anism to avoid heating and to stabilize a variety of in-
teresting phases [15–19, 24, 70–77]. Outside the MBL
regime, periodically-driven systems also exhibit interest-
ing transient dynamics [24, 31, 43–45, 48, 78–82].
In the solid state context, the opening of Floquet gaps
on the surfaces of three-dimensional topological insula-
tors via circularly polarized light has been investigated
FIG. 1. We consider a single species of interacting 2D Dirac
fermions, with finite bandwidth, 2
√
2W . A normally-incident
circularly polarized driving field, described by the vector po-
tentialA(t), opens a gap in the single-particle spectrum. The
strength of the local interaction is denoted by U .
experimentally via transient pump-probe photoemission
experiments [31, 32]. A detailed theory has been de-
veloped to describe the expected time-resolved Angular-
Resolved Photoemission Spectroscopy (TRARPES) sig-
nal, both for an isolated system [83] and for a system
coupled to a momentum-conserving phonon bath [60, 61],
in the absence of electron-electron interactions.
In this work we aim to elucidate the transient dynamics
of driving-induced gap opening in interacting fermionic
systems. We take a model of a single two-dimensional
Dirac mode with finite bandwidth, subjected to irradia-
tion by normally-incident circularly polarized light, see
Fig. 1. In the high frequency driving regime, where the
drive frequency Ω exceeds the bandwidth of the fermionic
system, the primary role of the driving field at the sin-
gle particle level is to open a gap in the Dirac spectrum
(with magnitude proportional to A2/Ω, where A is the
amplitude of the drive). Here we anticipate three main
effects of repulsive interactions: 1) based on the insights
from the renormalization analysis in equilibrium [37],
we expect that the driving-induced gap (suitably de-
fined) will be renormalized upwards to a value larger
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2than the single-particle gap defined above, 2) interactions
will induce dephasing, providing an intrinsic timescale
for the gap to emerge, and 3) the system will absorb en-
ergy, eventually heating toward an infinite temperature-
like state. For Ω/W  1 the energy absorption rate
is expected to be exponentially suppressed, opening a
long time-window during which “pre-thermal” dynamics
can be observed [78–80, 84, 85]. For lower frequencies,
Ω/2W . 1, the drive resonantly couples states of the two
Dirac bands. We will focus on the regime Ω/2W & 1.
(Note that we set c, ~ = 1 throughout.)
We describe the dynamics via the Keldysh many-body
Green’s functions formalism [86, 87]. In order to capture
the gap renormalization as well as heating we employ a
self-consistent approach, approximating the self-energy
by diagrams up to second order in the interparticle in-
teraction. Using the Keldysh Green’s functions we com-
pute a generalized spectral function and the correlators
accessible in TRARPES experiments; we use these ob-
servables to define a notion of a gap in the interacting,
non-equilibrium system, and describe the emergence of
this gap in time. When interactions are strong, the gap
can be considerably enhanced as compared to its non-
interacting value. Within the parameter regime studied
(Ω/2W & 1), we find that the energy absorption rate
increases with interaction strength U as γ ∼ U2.
Problem setup.— At the single particle level, we begin
with the Hamiltonian of a two-dimensional (2D) massless
Dirac mode subjected to a time-dependent optical field:
H0(t) = v
∑
p
∑
αα′
c†pα [p+ eA(t)] · σαα′ cpα′ , (1)
where c†pα (cpα) creates (annihilates) a fermion with mo-
mentum p and spin α = {↑, ↓}, v is the Fermi veloc-
ity, −e is the electron charge, and σ = {σx, σy} is the
vector of Pauli matrices. The AC driving is incorpo-
rated through the vector potential A(t). We impose a
finite single-particle bandwidth via a momentum cutoff,
px, py ∈ [−Wv , Wv ], where 2
√
2W is the bandwidth.
In this work we consider a spin-independent, local,
density-density interaction. The full interacting Hamil-
tonian takes the form H(t) = H0(t) +Hint, with
Hint =
U
2N
∑
p,p′,q
∑
α,α′
c†p−q,αc
†
p′+q,α′cp′,α′cp,α, (2)
where N ∝ L2 is the system size (number of allowed
p-points in a finite-sized system).
Observables.— We now describe the many-body dy-
namics following a quench in which a circularly polar-
ized driving field is suddenly turned on at time t = t0:
A(t) = Aθ(t−t0)
(
cos(Ωt), sin(Ωt)
)
, where A is the driv-
ing amplitude and θ(t) is the Heaviside step function.
We characterize the ensuing dynamics in terms of the
TRARPES signal [83], proportional to
Ip(ω, t)=Im
{∫
dt1
∫
dt2 e
iωτs(t1)s(t2) tr[G
<
p (t1, t2)]
}
,(3)
which is related to the lesser Green’s function G< defined
in Eq. (6) below. Here τ = t1− t2, and s(ti) is the probe
pulse profile, with i = {1, 2}; for simulations we take a
normalized Gaussian, s(ti) = exp
(− (ti−t)22σ2 )/√2piσ2.
To help elucidate the nature of the non-equilibrium dy-
namics, we also compute the generalized spectral func-
tion that would be accessible through a hypothetical tun-
neling experiment [88]. Akin to the equilibrium case, the
differential conductance can be expressed as g(ω, t) =∫
dp νp(ω, t), where the generalized spectral function
νp(ω, t) = −2 Im
{∫
dτeiωτ tr[GRp (t, t− τ)]
}
(4)
is related to the retarded non-equilibrium Green’s func-
tion, GR [see Eq. (7)]. In Eqs. (3) and (4), tr denotes the
trace over spin indices.
Finally, we investigate the energy absorption rate
γ =
d〈H(t)〉
dt
= 2AWΩ
∑
p
Re
{
eiΩt tr[σ−G<p (t, t)]
}
. (5)
The dimensionless parameter A = evA/W describes the
strength of the drive. Integrated over time, γ(t) gives the
total energy absorbed due to the drive, δE(t).
Using the index notation j ≡ (p, α), the lesser Green’s
function G< appearing in Eqs. (3) and (5) is defined as
G<j,j′(t, t
′) = i〈c†j′(t′)cj(t)〉ρ0 . (6)
Here c†j′(t
′) and cj(t) are the creation and annihilation
operators in a Heisenberg picture based at time t = 0;
i.e., c
(†)
j (t) = U†(t)c(†)j U(t) with U(t) = T e−i
∫ t
0
dt′H(t′),
where T is the time ordering operator. The operator
averages 〈X〉ρ0 = Tr[Xρ0] are taken with respect to the
many-body density matrix ρ0 (the state at t = 0); Tr
stands for the trace in the Fock space. The retarded
Green’s function GR in Eq. (4) is given by
GRj,j′(t, t
′) = θ
(
t− t′)(G> −G<)j,j′(t, t′), (7)
with G>j,j′(t, t
′) = −i〈cj(t)c†j′(t′)〉ρ0 .
The Green’s functions satisfy the Dyson equation
Gˆ = Gˆ0 + Gˆ0 ◦ Σˆ ◦ Gˆ. (8)
For X = {G0, G,Σ} (i.e., for the bare and full Green’s
functions and the self-energy), we use a 2×2 matrix form
Xˆ = (Xˆηη′) =
(
XR XK
0 XA
)
, (9)
with XA(t, t′) = [XR(t′, t)]† (advanced part), and XK =
X< +X> (Keldysh part). The generalized matrix prod-
uct “◦” in Eq. (8) extends over α, p, η and t indices [86].
3In practice, Eq. (8) cannot be solved exactly; the self-
energy Σ must be approximated in an appropriate way
to capture the relevant physics in the system. While
the simplest (Hartree-Fock) level approximation captures
gap renormalization, it misses the effects of correlations
and dissipative processes that destabilize the Floquet sys-
tem (heating). We thus use the second-Born approxima-
tion (2BA), calculating the self-energy self-consistently
as a functional of the full Green’s function, including all
skeleton diagrams up to second order in the bare interac-
tion. The first order diagrams would yield the Hartree-
Fock (HF) approximation and the second order diagrams
include (some) correlation effects. This approach is a
“conserving approximation,” and thus our results respect
macroscopic conservation laws [86, 87].
Within the 2BA, the only contribution to Σ≷ is of sec-
ond order in the interaction strength, U :
Σ(2)≷p (t, t
′) = U
2
N
∑
p′
Π¯
≷
p−p′(t, t
′) ·G≷p′(t, t′), (10)
Π≷q (t, t
′) = 1N
∑
p′′
G
≷
p′′(t, t
′) ·G≶p′′−q(t′, t), (11)
where “·” stands for the multiplication of 2× 2 matrices
in spin space, and X¯p(t, t
′) = tr[Xp(t, t′)]−Xp(t, t′).
Using Eq. (10), a modified form of Eq. (7) with G
replaced by Σ, and the definitions below Eq. (9), we
compute the second-order contribution to the self-energy
Σˆ(2). Additionally, we include the first-order (Hartree-
Fock) self-energy contribution (retarded and advanced):
Σ(HF)p (t, t
′) = −i UN δ(t− t′)
∑
p′
G¯<p′(t, t). (12)
We summarize the self-energy approximation used in this
work as: Σˆ = Σˆ(2) +
(
Σ(HF) 0
0 Σ(HF)
)
.
Results.— We numerically solve Eq. (8) for the dy-
namics, within the 2BA. For the initial state before the
driving quench, we wish to prepare the ground (or a low-
temperature) state of the interacting, non-driven sys-
tem. To this end, we start with the non-interacting
ground state at half-filling, and evolve with the full, static
(A = 0), interacting Hamiltonian for an equilibration
time t0 [89]. The drive is then switched on for a time
tdr. For the subsequently discussed simulations, we used
a grid with 21×21 points in momentum space, an equili-
bration time of t0 = 32TΩ, and a run-time of tdr = 64TΩ,
where TΩ =
2pi
Ω is the period of the drive.
We first focus on the dynamics of the Floquet gap
opening. In Fig. 2a we show snapshots of the time evo-
lution of the TRARPES signal at py = 0, Ipy=0(ω, t),
see Eq. (3). As the gap opens, the upper band is occu-
pied mostly around p = 0 due to the initial degeneracy.
In Fig. 2b we illustrate the gap opening by focusing on
the time evolution of the same signal at p = 0. In the
equilibration step, t < t0, the gap remains closed and
FIG. 2. Dynamics of Floquet gap opening. For t < t0 the
driving is off and thus the spectrum is gapless. a) TRARPES
signal, Eq. (3), at py = 0, for a probe pulse width σ = 16TΩ.
Due to the initial band degeneracy a small density of particles
is excited to the upper band after the quench. b) TRARPES
signal at p = 0. The extracted value of the Floquet gap at the
end of the run is ∆ = 0.115W , which is enhanced compared
to its value in the noninteracting case, ∆0 = 0.088W . c) Gen-
eralized spectral function, Eq. (4), at p = 0. Sinc-like peaks
at the emergent quasienergy band edges yield subdominant
oscillations inside the gap. Parameter values for all panels:
Ω = 4W , A = 0.6, U = 0.4W .
Ip=0(ω, t) is peaked at ω = 0. At t = t0, when the drive
is switched on, the gap begins to emerge, saturating at
a magnitude that we define as the many-body Floquet
gap, ∆. The observed time scale for this gap opening
is limited by the temporal width of the Gaussian probe
signal, σ.
In Fig. 2c we show the same process in terms of the gen-
eralized spectral function, νp=0(ω, t), see Eq. (4). While
the spectral function of an equilibrium system is always
positive, its generalization to the non-equilibrium setting
may be both positive and negative. Due to the sudden
quench of the drive, the observed peaks of νp=0(ω, t) cor-
responding to the upper and lower bands are sinc-like
functions; their overlap gives rise to the checkerboard
pattern seen around zero frequency for times after the
driving is turned on. The period of oscillations on the
ω = 0 axis for t > t0 is set by the induced gap. We ex-
tract gap values from this oscillation period and by fitting
sinc functions to the full signal at late times. These val-
ues are consistent with that extracted from the splitting
4FIG. 3. Many-body Floquet gap ∆ (extracted from the
TRARPES signal at the end of each run) as a function of
interaction strength U for Ω = 3W, 4W, 6W and A = 0.6. The
gap renormalization is approximately linear in the interaction
strength, reaching up to 35% in the chosen parameter range.
The values of ∆ at high heating rates cannot be extracted
unambiguously (empty circles). The fitted lines correspond
to functions ∆ = ∆0(1+CU/W ) where ∆0 are the respective
non-interacting gap values and C = 0.63(Ω = 3W ), 0.76(Ω =
4W ), 0.84(Ω = 6W ). Note that the slope C slightly increases
for increasing driving frequency Ω, i.e., for decreasing ∆0.
between peaks in the TRARPES signal.
When interactions are strong, the magnitude of the
Floquet gap ∆ may be considerably enhanced as com-
pared to the non-interacting case, see Fig. 3. The increase
of ∆ has an approximately linear dependence on the in-
teraction strength. The slope in this linear dependence,
normalized by the non-interacting Floquet gap ∆0, is a
slowly increasing function of Ω, and hence it is a slowly
decreasing function of ∆0. This behavior is consistent
with the analytical estimate ∆/∆0 ≈ 1 + α2 ln(D/∆0),
derived for an equilibrium 2D Dirac system at low tem-
perature, with bandwidth D, bare gap ∆0, and dimen-
sionless interaction strength α [37]. (Here one may ex-
pect the renormalization to be cut off by finite effec-
tive temperature of the pre-thermal state; our data do
not provide sufficient resolution to characterize this rela-
tion further.) Comparing with Hartree-Fock level simu-
lations, we observe that correlations captured at second-
Born level slightly reduce the gap as compared with its
value within the Hartree-Fock approximation.
We further investigate the energy absorbed in the sys-
tem, δE, by integrating the absorption rate γ over time.
In both the interacting and non-interacting cases, δE ex-
hibits large oscillations in time. However, while δE(t)
saturates with time in the non-interacting case, it con-
tinues to grow with a net positive slope in the interacting
case [90]. We extract the net average growth rate of δE
via a linear fit to the simulation data, and use its value
γ¯ as a measure of the heating rate, see Fig. 4. The value
of γ¯ rapidly decreases with increasing Ω, in qualitative
agreement with the expected exponential suppression of
absorption in the high frequency regime [84]. Moreover,
γ¯ has a power-law dependence on U, γ¯ ∼ U2.
The value of γ¯ can be translated into a heating time
FIG. 4. Analysis of heating in the high frequency regime, for
A = 0.6. a) Period-averaged absorbed energy δE(t) as a func-
tion of time for Ω = 4W . Curves for both the non-interacting
(U = 0, black) and interacting (U = 0.4W , blue) cases oscil-
late, but only the latter has an overall slope which we extract
as the effective energy absorption rate, γ¯. b) Effective energy
absorption rate γ¯ as a function of interaction (log-log plot)
for Ω = 2W, 3W, 4W . At low heating rates we find γ¯ ∼ U2
(fitted lines). Note the quick decay of γ¯ with increasing Ω.
scale by estimating the time needed to absorb an en-
ergy of order W , theat = W/γ¯. At frequencies of or-
der a few times the band width, we find that theat ∼
(103−105)W−1 is well beyond the dynamical time scale of
the gap opening. Thus there is an extended time window
in which physical observables reach quasi-equilibrated
values while the heating has not yet washed out the rel-
evant low-energy properties of the system.
Discussion.— This work is a first step in understand-
ing the transient dynamics of gap opening in interacting,
periodically driven systems. The simple model that we
employ allows us to explore the competition between the
various processes at play in such systems. We now briefly
discuss how this model relates to more realistic systems
that may be studied in experiments.
Our model includes a single species of 2D Dirac
fermions. Qualitatively, we do not expect the presence
of additional species to significantly affect our results.
In order to avoid rapid heating under strong driving
and interactions, the driving should not be resonant (i.e.,
Ω should remain larger than the bandwidth). Since the
Floquet gap decreases with 1/Ω, going to high frequen-
cies also necessitates large amplitudes. Thus small band-
width Dirac systems, such as those on the surfaces of 3D
topological insulators (TIs), appear to be most favorable.
In a small band gap TI, the driving frequency may
easily be larger than the surface state bandwidth, and the
driving amplitude may also be significant on this scale (as
in our simulations). However, in this situation the driving
frequency will be greater than the bulk band gap, and its
effect on the bulk spectrum and excitations must be taken
into account. Studying these effects and investigating the
role of interactions in pump-probe experiments in specific
materials are important directions for further work.
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