The curvelet transform is a directional wavelet transform over R n , which is used to analyze functions that have singularities along smooth surfaces (Candès and Donoho, 2002) . I demonstrate how this can lead to new quantum algorithms. I give an efficient implementation of a quantum curvelet transform, together with two applications: a single-shot measurement procedure for approximately finding the center of a ball in R n , given a quantum-sample over the ball; and, a quantum algorithm for finding the center of a radial function over R n , given oracle access to the function. I conjecture that these algorithms succeed with constant probability, using one quantum-sample and O(1) oracle queries, respectively, independent of the dimension n -this can be interpreted as a quantum speed-up. To support this conjecture, I prove rigorous bounds on the distribution of probability mass for the continuous curvelet transform. This shows that the above algorithms work in an idealized "continuous" model.
INTRODUCTION
One of the most remarkable demonstrations of the power of a quantum computer is Shor's algorithm for factoring and discrete logarithms [25] . This has motivated many researchers to try to generalize its key components-the quantum Fourier transform over ZN , and the algorithm for period-finding-to solve other problems [13] . In particular, this motivated the study of the quantum Fourier transform and the hidden subgroup problem (HSP) on non-Abelian groups, as a route to solving certain lattice problems and the graph isomorphism problem [23, 3, 24] .
In this paper we study a different generalization of the Fourier transform, namely the curvelet transform over R n [10] . This is a kind of "directional" wavelet transform, which can resolve features over the spatial and frequency domains simultaneously. A curvelet basis function resembles a wavepacket, with high-frequency oscillations in one direction (like a plane wave e i k· x , as in the Fourier transform on R n ), but which is also supported on a small region of space (unlike the plane wave). We show that this leads to fast quantum algorithms for some new classes of problems, outside the framework of the HSP. To the best of our knowledge, this is the first attempt to design quantum algorithms based on the curvelet transform.
Intuitively, the curvelet transform is helpful in analyzing functions on R n that are discontinuous along (n − 1)-dimensional surfaces. If a function f is discontinuous along a surface S, then its curvelet transform Γ f will be "large" at those locations ( b, θ), where b is a point on S and θ is the vector normal to S at b. The set of all such pairs ( b, θ) is called the "wavefront set" of f .
The basic model for a quantum algorithm using the curvelet transform is as follows: first prepare a quantum state x∈R n f ( x)| x , which is a weighted superposition of points in R n ; then apply the quantum curvelet transform, to get the state b, θ Γ f ( b, θ)| b, θ ; and finally measure b and θ. For the time being, we ignore implementation issues, such as how to discretize R n and how to compute the quantum curvelet transform efficiently. The more basic question is whether we can find functions f such that we can prepare the initial state efficiently, and such that a measurement in the "curvelet basis" yields useful information.
One example consists of letting f be the indicator function of a ball in R n . We can efficiently prepare a uniform superposition over points in a ball, using the techniques of [2, 17] . (This is called "quantum-sampling," and it can be done more generally, e.g., for convex bodies.) Then, measuring in the curvelet basis extracts information about the center of the ball.
Another example consists of choosing f to be the indicator function of a spherical shell in R n . This is motivated by the problem of finding the center of a radial function on R n .
Let G be a radial function, centered around some unknown point c. Prepare a uniform superposition over a large region of space, then compute G( x) and measure it; this produces a uniform superposition over one of the level sets of G, which is a spherical shell centered at c. Then, measuring in the curvelet basis extracts information about the location of c. The goal of this paper is to make this intuition precise. We can interpret Γ f as a wavefunction, and we want to show that its probability mass |Γ f | 2 is concentrated near the wavefront set. We can prove this for the continuous curvelet transform, for the two cases of interest, where f is the indicator function of a ball or a spherical shell in R n . In these cases, ( b, θ) is near the wavefront set with high probability. This implies that the line { b + λ θ | λ ∈ R} passes near the center of the ball or spherical shell.
Next, we give an efficient implementation of a quantum curvelet transform. (This is a discrete version of the transform described above, acting on superposition states.) Then we propose polynomial-time quantum algorithms for two problems: (1) given a single quantum-sample over a ball in R n , find the center of the ball, with accuracy ±∆ where ∆ is a constant fraction of the radius of the ball; (2) given oracle access to a radial function f that is centered around some unknown point c ∈ R n , find the point c exactly (i.e., with accuracy ±∆ in time poly(log 1 ∆ ), assuming that the function f fluctuates on sufficiently small scales).
For the first problem, we conjecture that our quantum procedure succeeds with constant probability, while the best classical procedure succeeds with probability that is exponentially small in n. Classically, this problem is hard because the volume of a ball in R n is concentrated near its surface. But this same fact is helpful to the quantum curvelet transform, which works by finding a line normal to the surface of the ball.
For the second problem, we conjecture that our quantum algorithm uses only a constant number of queries, whereas any classical algorithm requires Ω(n) queries. Intuitively, this is because the curvelet transform uses constructive interference to find a direction in R n from just one query. We then prove that these algorithms work in an idealized "continuous" model -this follows from our rigorous results on the continuous curvelet transform. However, we do not have a rigorous analysis of the effects caused by discretization, though we can argue that these should be small.
These examples demonstrate that one can use the curvelet transform to obtain a quantum speed-up. These examples are artificially simple, in order to allow a rigorous analysis. But the underlying idea-using the curvelet transform to find normal vectors to a surface-should work on more complicated geometric objects.
Technical Contributions:
First, in Section 2, we define the continuous curvelet transform over R n . This generalizes the definition over R 2 given in [8] . Given a function f ( x), the continuous curvelet transform returns a function Γ f (a, b, θ). Here, x ∈ R n represents a "location," while 0 < a < 1 is a "scale" (smaller values denote finer scales, larger values denote coarser scales), b ∈ R n is a "location,"
and θ ∈ S n−1 (the unit sphere in R n ) is a "direction." Next, we study the distribution of probability mass |Γ f | 2 over different values of (a, b, θ). This is technically quite difficult. Γ f (a, b, θ) is defined by an oscillatory integral, and while there are various methods for bounding the asymptotic decay rates of such quantities [27, 7] , we need nonasymptotic bounds on the total probability mass in a given region. In Section 3 we develop some tools for proving such bounds, in the case where f is a radial function. Then, in Sections 4 and 5, we specialize to the case where f is the indicator function of a ball or a spherical shell. Here, the analysis relies on powerful classical results that bound the oscillation and decay of Bessel functions [1, 29] .
In Section 4 we let f be the indicator function of a ball in R n , with radius β, centered at the origin. We expect that, after applying the curvelet transform, b and θ will be concentrated near the wavefront set of f : that is, b will be concentrated near the line {λ θ | λ ∈ R}, at about distance β from the origin. Furthermore, we expect that b will become more tightly concentrated, the smaller the value of a. We show that this is essentially what happens. In particular, with constant probability, the distance from b to the line {λ θ | λ ∈ R} will be at most a constant fraction of β; remarkably, this holds independent of the dimension n.
In Section 5, we let f be supported on a thin spherical shell, having radius β and thickness δ ≪ β. Here, after applying the curvelet transform, we get a qualitatively similar behavior of a, b and θ. Quantitatively, however, we find that we can observe much smaller scales a, on the order of δ/β; and thus we can find the center of the shell with much greater precision. Essentially, by making the shell extremely thin, we can find its center with arbitrarily high precision.
Finally, we turn to the discrete curvelet transform, and quantum algorithms. In Section 6 we give an efficient implementation of a quantum curvelet transform. This uses ideas from the fast classical curvelet transform [6] . However, there is a new complication in the quantum case: we need to prepare certain states which are superpositions of different scales and directions (a, θ). We design families of curvelets that allow this step to be performed efficiently, and that have similar analytic properties to the curvelets used in Sections 3-5.
In Section 7, we formally define the two problems mentioned earlier: estimating the center of a ball, given a single quantum-sample state; and finding the center of a radial function, given oracle access. We present quantum algorithms for these problems, and use our results from Sections 4 and 5 to prove that the algorithms work in a continuous model. We also sketch a classical lower bound for finding the center of a radial function.
This paper omits most of the proofs, due to lack of space. The proofs can be found in the full version [21] . Also, note that this paper contains some additional results there were not present in the first version of [21] . This paper contains an improved algorithm for finding the center of a radial function, and a classical lower bound for that problem.
1.2 Related Work: Curvelets over R 2 and R 3 have been studied as a tool for image processing and simulating wave propagation [10, 9, 6, 20] . The curvelet transform is also related to older ideas from harmonic analysis; see, e.g., Smith [26] . It can be viewed as an algorithmic implementation of a technique known as second dyadic decomposition [27] .
There are a few rigorous results on the behavior of the curvelet transform which are similar in spirit to our work [10, 7, 8, 5] . These results apply to much broader classes of functions, but they are only known to hold over R 2 (or R 3 in some cases). Although one would expect them to generalize in some fashion to R n , it is perhaps surprising that the scaling with n is as favorable as we find here.
In connection with quantum algorithms, there has been some work on the quantum wavelet transform [30, 15, 31, 16] . But the curvelet transform on R n is quite different from the "ordinary" wavelet transform on R n , which consists of a product of 1-D transforms. The ordinary wavelet transform on R n can detect the locations of discontinuities, but it cannot resolve directions.
The geometric problems studied in this paper are reminiscent of some recent work on finding hidden nonlinear structures, although the details are different. Shifted subset problems [12, 22] involve translational invariance, so the natural tool for solving them is the Fourier transform, rather than curvelets. Hidden polynomial problems [12, 14] resemble our problem of finding the center of a radial function. However, they are much more general (and thus much harder), and they are set over a finite field rather than R n . These problems can also be studied from the perspective of quantum state discrimination [11] , e.g., what is the optimal quantum measurement for estimating the center of a ball? However, we stress that our algorithms using the quantum curvelet transform are computationally efficient.
Finally, we recently became aware of a quantum algorithm for estimating the gradient of a function f on R n , using only O(1) queries [19] . This is quite similar to our algorithm for finding the center of a radial function -it is like applying the curvelet transform at a single location b. Viewing this as a curvelet transform has the advantage of providing a more general framework, where one can do this procedure on an arbitrary input state. Also, note that our emphasis in this paper is on functions f that are not smooth-in this case, the gradient is not well-defined.
THE CONTINUOUS CURVELET TRANSFORM
We begin by defining the continuous curvelet transform over R n . This generalizes the definition of [8] over R 2 . Given a function f ( x), the continuous curvelet transform returns a function Γ f (a, b, θ). Here, x ∈ R n represents a "location," while 0 < a < 1 is a "scale" (smaller values denote finer scales, larger values denote coarser scales), b ∈ R n is a "location," and θ ∈ S n−1 (the unit sphere in R n ) is a "direction." All functions return values in C.
Intuitively, the curvelet transform decomposes f into pieces corresponding to different scales a and directions θ; we can view Γ f (a, b, θ) as a family of functions, indexed by a and θ, each representing some "piece" of f ( x) (note that the variables b and x both represent locations in space). To get one such piece of f , we will take its Fourier transform, and then multiply by a "window function" χ a, θ which is defined over the frequency domain.
More precisely, the curvelet transform is defined to be
Here,f is the Fourier transform of f , and χ a, θ is a function that is smooth, real, non-negative, and supported on a "sector" of frequency space S a, θ ⊂ R n . We will describe these sectors below. Before doing so, we remark that the curvelet transform consists of (1) taking the Fourier transform of f , (2) separatingf into pieces corresponding to different scales and directions, and (3) taking the inverse Fourier transform. This description suggests how to compute the curvelet transform efficiently. The "sector" S a, θ is roughly given by the intersection of the cone centered around the vector θ with angular width √ a, and the annulus with inner radius 1/a and outer radius 2/a. Thus, the "piece" of f at scale a and direction θ is somewhat like the restriction off to frequencies k ≈ (1/a) θ (which represent oscillations in direction θ, at higher frequencies when the scale a is small). Note, however, that the sector has dimensions 1/a×(1/ √ a) n−1 , so its shape is not constant -the sector becomes longer and narrower when the scale a is small.
This construction can also be understood from a second perspective. We can define a family of curvelet basis functions γ a, b, θ as follows. The curvelet at location b is obtained by translation from the curvelet at location 0, that is, γ a, b, θ ( x) := γ a, 0, θ ( x − b). The curvelet at location 0 is defined in terms of its Fourier transform, which is simply the window function χ a, θ , that is,γ a, 0, θ ( k) := χ a, θ ( k). It is easy to check that the curvelet transform defined earlier is equivalent to taking inner products with this family of curvelet basis functions:
Now we can see how our choice of the window function χ a, θ implies (and is motivated by) certain properties of the curvelet basis functions γ a, b, θ . Since χ a, θ is smooth, the γ a, b, θ are rapidly decaying. Also, each γ a, b, θ has highfrequency oscillations in the θ direction, and is essentially supported on a plate-like region, centered at location b, orthogonal to θ, with dimensions a × ( √ a) n−1 . Intuitively, γ a, b, θ resembles a plane-wave in direction θ, localized around the point b.
Finally, we define the window function χ a, θ as follows.
Write k using spherical coordinates (r, φ1, . . . , φn−1), centered around the direction θ, so that φ1 is the angle between k and θ.
Here λ is a constant, which can be chosen freely; we will explain how to set it later. W is a radial window function, real, nonnegative, supported on the interval [1/e, 1], and satisfying the admissibility condition
V is an angular window function, real, nonnegative, supported on the interval [0, π/2], and satisfying the admissibility con-
2 dσ(φ1, . . . , φn−1) = 1, where dσ denotes integration over the unit sphere S n−1 in R n . Λa is a normalization and adjustment factor: Λa(φ1) :=
. This is needed because the volume of the sector S a, θ (on which χ a, θ is supported) changes with a. Note that, when φ1 is small, Λa(φ1) ≈ a (n+1)/4 . This is the main point where defining curvelets over R n is more complicated than over R 2 ; note that in dimension n = 2, Λa(φ1) = a (n+1)/4 = a 3/4 exactly. We remark that a simpler approach would be to use a constant normalization factor that only depends on a and not φ1; however, our more complicated construction will be more convenient in the later sections of this paper.
We now state some basic properties of the curvelet trans-form. First, note that the curvelet transform works primarily on the high-frequency components of f , which correspond to fine-scale elements (a small). The constant factor λ, mentioned above, sets the low-frequency cutoff value, which corresponds to the coarsest scale (a = 1). For convenience, here we assume that f has no low-frequency components below the cutoff value. In practice, when f has such low-frequency components, the curvelet transform leaves them unchanged, and simply returns them as a residual function fres. Next, we define the reference measure dµ(a, b, θ) :
. This weights the contributions of Γ f (a, b, θ) differently according to the scale a. Intuitively, this is needed because the sectors S a, θ do not cover the frequency domain uniformly, and the translations of a curvelet γ a, 0, θ (for fixed a and θ) to different locations b do not cover the spatial domain uniformly. Rather, (a, b, θ) should be "sampled" in a certain way. To see this, write dµ(a,
, suggesting that we should sample log(a) at uniform intervals, i.e., we should set a equal to powers of 2; we should sample b on a grid in R n whose cells have size a × ( √ a) n−1 ; and we should sample θ on a mesh on S n−1 whose cells have size ( √ a) n−1 . Later, when we construct the discrete curvelet transform, we will use this sampling trick for a and θ, in place of the reference measure.
Then we have the following theorems:
Theorem 2. Suppose thatf ( k) = 0 for all | k| < 1/λ. Then the curvelet transform preserves the L 2 norm:
These are straightforward generalizations (to the case of R n ) of results in [8] . We sketch the proofs in [21] .
THE CURVELET TRANSFORM OF A RADIAL FUNCTION
|Γ f (a, b, θ)| 2 dµ(a, b, θ) can be interpreted as a probability density over the different scales, locations and directions (a, b, θ). In this section we will develop some tools for understanding where this probability mass is concentrated. We will consider the case where f has rotational symmetry. Though there is no simple analytic expression for Γ f , we can deduce certain properties from symmetry, and we can upper-bound the variance of b (this latter point is our main result).
Let f be a radial function, f ( x) = f0(| x|). Its Fourier transform is also radial,f ( k) = F0(| k|), where F0(ρ) = 2π ρ (n−2)/2 ∞ 0 J (n−2)/2 (2πρr)f0(r)r n/2 dr, and J is a Bessel function (see, e.g., [28] ). We assume that f is normalized so that R n |f ( x)| 2 d x = 1. When f is radial, Γ f has the following symmetries:
, and for any rotation R,
We make a particular choice for the radial and angular windows W and V . These windows are C 1 smooth, which is necessary in our analysis of the variance of b. We let W (r)
otherwise] and V (t) = [Cv cos(t)
2 if 0 ≤ t ≤ π/2; 0 otherwise], where Cw = 8/3, and Cv = 2(n+2)n 3S 0 .
3.1
The probability of observing a scale a: First, we claim that the probability of observing a fine-scale element a ≤ η is essentially given by the amount of probability mass off at frequencies above 1/(λη):
lows from the same argument used to prove Theorem 2. In the case of a radial function, we write this as:
where
is the surface area of the sphere S n−1 ⊂ R n .
The location b and direction θ:
We claim that the location b has expectation value 0. To see this, observe that E(bj ) = −E(bj ), due to the reflection symmetry of Γ f ; thus E(bj ) = 0. Note that this remains true when we condition on the value of a. Also, we claim that the direction θ is uniformly distributed. This follows from the rotational symmetry of Γ f . Note that this remains true when we condition on the value of a, and when we condition on the value of b · θ (since this preserves the rotational symmetry).
3.3
The variance of b perpendicular to θ: Finally, we seek to upper-bound the variance of b, in the directions perpendicular to θ, as well as parallel to θ. These results are rather complicated, so we defer most of the details to [21] . However, these results are a basic component of our proofs in Sections 4 and 5, so we will sketch some of the calculations.
First, the variance of b perpendicular to θ is:
Note that a similar formula holds when we condition on observing a ≤ η.
We can take advantage of rotational symmetry to do the θ integral. Fix a vector u = (1, 0, . . . , 0), and for each θ, let R be a rotation that maps θ to u. Then we can replace the expression inside the integral with (R( b)
The integrand is now independent of θ, so we can do the θ integral. We get: 
Let IK denote the innermost integral in equation (4) .
Using Plancherel's theorem, and symmetry with respect to rotations around the u axis, we can write IK = n j=2 R n | 1 2πi
We can expand out the integral on the right hand side, as follows. Using spherical coordinates k = (r, φ1, . . . , φn−1), we writeΦ a, u ( k) as a product of a radial part and an angular part:Φ a, u ( k) = L(r)M (φ1), where L(r) = F0(r)W (λar), and M (φ1) = V (φ1/ √ a)Λa(φ1). Then we have
where ∂r ∂k 2 = sin φ1 cos φ2, and
. So we get:
(note thatΦ a, u ( k) is real)
We can then upper-bound these integrals in terms of F0 (the radial component off ). See [21] for details. The final result is:
In sections 4 and 5, we will explain how this is used. 
THE BALL IN R N
Let B be a ball in R n , of radius β.
In this section we will analyze the curvelet transform of the function f ( x) = [1/ vol(B) if x ∈ B, 0 otherwise]. This is the wavefunction one gets by quantum-sampling over B.
We assume n ≥ 4, and we use the window functions W and V specified in Section 3. We set the parameter λ to lie in the range 2πβe/n ≤ λ ≤ 2 · 2πβe/n. We show the following:
Theorem 3. Almost all of the power inf is located at
. For any η ≤ 1/e 2 , the probability of observing a fine-scale element a ≤ η is lower-bounded by:
), then the variance of b, in the directions orthogonal / parallel to θ, conditioned on a ≤ η, is upper-bounded by:
The first claim shows that only an inverse-polynomial fraction of the probability mass lies below the low-frequency cutoff; this justifies our use of the curvelet transform and Theorems 1 and 2. The second claim shows that, for any sufficiently small constant η, we observe scale a ≤ η with constant probability. This is due to the fact thatf has a lot of power at high frequencies (a "heavy tail"), which is caused by the discontinuity of f along the surface of the ball. (For comparison, one would not observe this behavior if f were, say, a Gaussian.) The third claim shows that, when a ≤ η, b lies within distance O( √ ηβ) of the line that passes through the center of the ball with direction θ. Also, b lies within distance O(β) of the center (and we expect, though we do not prove, that this distance is also lower bounded by Ω(β)).
As mentioned previously, it is remarkable that these bounds do not depend on the dimension n.
We prove this using our results from Section 3. Note that the curvelet transform behaves in a simple way when we translate the function f : if g( x) = f ( x − z), then using equation (1), we see that Γg(a, b, θ) = Γ f (a, b − z, θ). Thus, without loss of generality, we can assume that the ball B is centered at the origin. In this case f is a radial function.
We will be interested in the Fourier transform of f . We write f ( x) = f0(| x|), where f0(r) = [C if r ≤ β, 0 otherwise], and C = 1/ vol(B) = (S0β n /n) −1/2 , where S0 is the surface area of the unit sphere S n−1 in R n . Then the Fourier transform of f is given byf ( k) = F0(| k|), where
using the definition from Section 3, and the identity π) when z ≫ ν (see [1] ). Thus, our intuition is that F0(ρ) ≈ 0 when ρ (n/2)/(2πβ), and F0(ρ) ≈ (const)/ρ (n+1)/2 times an oscillating factor when ρ (n/2)/(2πβ).
We now sketch the proof, omitting the details. First we choose λ ≈ (const) · (2πβ)/n, so that very little power lies at frequencies below 1/λ. Substituting into (2), we get that
Then we bound the variance of b perpendicular to θ, as follows. (A similar argument holds for the variance of b · θ.) We start with (7), and use the fact that r ≥ 1/(ληe) implies r · ληe ≥ 1: J (n/2)+1 (2πβr)(2πβ), which behaves similarly to F0(r), except that it oscillates differently and is larger by a factor of 2πβ. Thus we can get a reasonable estimate by replacing F ′ 0 (r) with F0(r)(2πβ) in the integral:
Using the definition of λ,
Now recall the expression for Pr[a ≤ η]
given by (2) . We expect the two integrals to roughly cancel out, so we get
This argument can be made rigorous, using known results about Bessel functions Jν (z). However, there is a technical obstacle: our theorem concerns the case where z is roughly proportional to ν. This is still in the transition regime, and the usual asymptotic expansions for Jν (z) do not work here (they only work when z ν 2 , or when z/ν is some fixed ratio). Fortunately, there are useful bounds on the quantity Mν (z) := Jν (z) 2 + Yν(z) 2 , and representations of Jν (z) and Yν(z) in terms of a modulus and phase, that do work in this regime [1, 29] . This leads to a rigorous proof of our theorem-see [21] for details.
SPHERICAL SHELLS
We now consider the curvelet transform of a function supported on a thin spherical shell in R n . We will show results similar to the previous section, except that they now depend on the thickness of the shell. Intuitively, when the shell is very thin, we can measure very fine-scale elements (a small) with significant probability, and b is tightly concentrated around the wavefront set.
Without loss of generality, we can assume the shell is centered at the origin (see Section 4). So consider the following function on R n , f ( x) = [C if β < | x| ≤ β + δ, 0 otherwise], where C = 1/ (β + δ) n B0 − β n B0, and B0 is the volume of the unit ball in R n . This represents a uniform superposition over a spherical shell centered at the origin, with inner radius β and thickness δ. We call this a spherical shell with "square" cross-section. This is the exactly the kind of state that appears in our quantum algorithm. However, it is difficult to analyze, as its Fourier transform involves a linear combination of two Bessel functions oscillating at different rates. We are interested in the case where δ ≪ β. In [21] , we give a heuristic explanation of why the curvelet transform of this state will be tightly concentrated around the wavefront set. (This holds when δ β/n.)
Here, we give a more rigorous argument, for spherical shells that have "Gaussian" cross-sections-when δ ≪ β, these functions are similar to the above, but they are analytically tractable. We define f = C f g * q, where: C f is a normalization factor; g is a Gaussian of width δ, that is, g( x) = δ −n/2 exp(−π| x| 2 /δ 2 ); q is the measure supported on the sphere of radius β around the origin, which is obtained by restricting the usual volume measure on R n ; and the star denotes convolution. Intuitively, q represents a shell with infinitesimal thickness, and f represents a "smoothed" shell with thickness δ.
The Fourier transform of f is given byf = C fĝ ·q, where: g is a Gaussian of width 1/δ,ĝ(
andq is given byq( k) = Q0(| k|), where Q0(ρ) = 2π ρ (n/2)−1 J (n/2)−1 (2πβρ)β n/2 . Intuitively, the Fourier transform of the spherical shell is somewhat like the Fourier transform of the ball, except that it decays more slowly (i.e., has more power at high frequencies), for frequencies up to roughly 1/δ; the power at frequencies above 1/δ is suppressed byĝ.
We remark that this is quite similar to the Fourier transform of a spherical shell with "square" cross-section, when δ β/n. See [21] for details.
We will prove bounds on the continuous curvelet transform, with the same window functions as in Section 4. We use a slightly different scaling parameter λ: we set λ = 2πβe n−2 , whereβ is an estimate of the true radius of the shell, which satisfies β ≤β ≤ Sβ, for some S ≥ 1. We assume that the dimension n is at least 4, and we assume that the thickness of the shell is small compared to the radius: δ = εβ, where ε ≤ min , so the second and fourth conditions are actually redundant.) Under these assumptions, we prove the following:
Theorem 4. Almost all of the power inf is located at
. Let ηc = (δ/β)(n − 2)/e. The probability of observing a fine-scale element a ≤ ηc is lower-bounded by: Pr[a ≤ ηc] > 0.045. Furthermore, the variance of b, in the directions orthogonal / parallel to θ, conditioned on a ≤ ηc, is upper-bounded by:
The proof uses a similar strategy to what we showed in Section 4. The intuition is as follows. First writef ( k) = F0(| k|). The important difference (compared to Section 4) is that here F0(r) decays more slowly, like 1/r (n−1)/2 , for r 1/δ. Substituting into (2), we see that a constant fraction of the probability mass lies at frequencies of order 1/δ. So with constant probability, we can observe fine-scale elements a ≤ ηc where ηc is of order δ/λ. Note that ηc ≈ δ/λ ≈ (const)(δ/β)(n − 2) ≈ (const)ε(n − 2). So, when the shell is very thin, ηc will be very small, and b will be tightly concentrated around the wavefront set.
The rigorous proof is given in [21] .
A FAST QUANTUM CURVELET TRANSFORM
6.1 The Discrete Curvelet Transform: First, we describe the discrete curvelet transform, which has been stud- ied in the classical setting [6] . The discrete curvelet transform takes a function f ( x) and returns a function Γ f (a, b, θ), where both functions are defined over finite domains. This is constructed analogously to the continuous curvelet transform, except that one now uses the discrete Fourier transform on (ZM ) n , and a discrete set of scale/direction pairs (a, θ).
The discrete Fourier transform is defined as follows. We assume that f is defined on a domain Z consisting of a discrete grid in a finite region of R n . For example, let
n , the intersection of a tightly-spaced square lattice and a large cube. Also letẐ = (
The discrete Fourier transform maps f to a functionf defined onẐ, as follows:
k∈Ẑf ( k)e 2πi k· x . One can argue that this is approximates the continuous Fourier transform in the following sense. Let fcont be a function on R n , and letfcont be its continuous Fourier transform. Suppose that fcont is supported inside the cube [−L, L)
n , andfcont has all except an ε fraction of its probability mass inside the cube [− 1 2σ
Then there exists a function f dis on Z, with discrete Fourier transformf dis , such that
cont|Ẑ , up to errors whose total probability mass is roughly ε. See [21] for more details. Now the discrete curvelet transform is given by
The "location" variables x and b take values in Z, and the "scale" and "direction" variables (a, θ) take values in some discrete set G, which we will describe below. The window functions χ a, θ are defined overẐ, and are constructed so
This ensures that the curvelet transform can be realized as a unitary operation on the space spanned by the states | k, a, θ .
Recall from Section 2 that each window function χ a, θ is supported on a "sector" S a, θ that has angular width √ a, inner radius 1/a and outer radius 2/a. To satisfy the above condition on χ a, θ , we want to choose a discrete set of values (a, θ), that corresponds to a discrete collection of sectors S a, θ , that forms a "tiling" of the frequency domain. Intuitively, this is done by setting a equal to powers of 2, and sampling θ from a mesh with angular spacing √ a on the sphere Sn−1. Then the sectors S a, θ fit together nicely, as in Figure 1 . (This picture is a slight oversimplification; actually, since we want the window functions χ a, θ to decay smoothly to zero, we should make their supports overlap slightly.) We will describe a construction of this kind in the next section; other constructions were given in [6, 20] . This discretization affects the values of a and θ, relative to the continuous case. Intuitively, the "discrete" a can differ from the "continuous" a by a constant factor, and the "discrete" θ can differ from the "continuous" θ by an additive error of size √ a.
The Quantum Curvelet Transform:
The quantum curvelet transform is the unitary operation that maps
This can be implemented as follows: first apply the quantum Fourier transform (QFT), then the operation X that maps | k |0, 0 → | k a, θ χ a, θ ( k)|a, θ , and then the inverse QFT. We want to compute this in time polynomial in n and log(M ) (where M = 2L/σ is the length of the discrete Fourier transform). This is possible for the QFT. But it is not clear how to perform the operation X , for a generic choice of the window functions χ a, θ . (Note that we want the functions χ a, θ to be C 1 -smooth, so their supports will necessarily overlap; thus the operation X must prepare a superposition containing 2 Θ(n) terms.) Nonetheless, we can perform X efficiently in two cases: (1) when the window functions are indicator functions supported on disjoint sets, and (2) when the window functions are smooth "bump" functions that can be expressed as products of 1-D functions using spherical coordinates. The first case has poor analytic properties, but the second case is a reasonable approximation of the curvelets used in Sections 3-5. Thus we get an efficient quantum curvelet transform. See [21] for details.
QUANTUM ALGORITHMS USING THE CURVELET TRANSFORM
7.1 Single-shot measurement of a quantum-sample state: Consider the following problem. Let B be a ball of (unknown) radius β centered at some (unknown) point c in R n , for n ≥ 4. We are given as input: n, the dimension; β, an estimate of the radius of the ball (we are promised thatβ/2 ≤ β ≤β); R, an outer bound on the location of the center (we are promised that | c| ≤ R); µ, the desired accuracy of our answer; a description of the set of grid 
We propose the following algorithm. Intuitively, this algorithm uses the curvelet transform to find a line that passes near the center of the ball, then guesses a random point along this line.
Algorithm 1:
Let |ψ be the input quantum state. Set η = We are especially interested in instances where the error µ is a constant fraction of the radius β, i.e., µ = νβ, for some fixed ν < 1. We conjecture that, for any ν, Algorithm 1 solves these instances with probability Ω(ν 3 ), independent of the dimension n. (In other words, the success probability has a "heavy tail.") This is a sharp contrast to what happens in the classical case: if we choose a single point uniformly at random from the ball, then the success probability is ν n , which is exponentially small in n. This is because, in high dimensions, most of the volume of the ball lies near its surface. This is bad for classical sampling, but it helps the quantum curvelet transform, which works by finding a line normal to the surface of the ball.
We now show how our results from Section 4 support this conjecture. We prove the following:
Theorem 5. Consider a "continuous" analogue of Algorithm 1, using the continuous curvelet transform over R n . This algorithm succeeds with constant probability ≥ Ω(ν 3 ).
We will also argue, non-rigorously, that the discrete algorithm will behave like the continuous one, provided that the grid G is sufficiently fine. When the grid is chosen properly, the discrete algorithm runs in time poly(n, log R, logβ, log 1 µ ). See [21] for details.
We remark that it should be possible to achieve a better success probability, Ω(ν 2 ), using the quantum curvelet transform. Here, we showed that b was within distance O(β) of the center, so in the last step of the algorithm, we simply guessed a point along the line, with success probability Ω(ν). But in fact, b should lie at distance ≈ β from the center, so we should be able to guess one of the two points b ± β θ, with success probability Ω(1). We also remark that classical sampling becomes more powerful if one is allowed any constant number of samples, instead of just one. By sampling k random points from the ball and taking their average, one can find the center with accuracy ±β/ √ k, with constant probability. (However, for fixed k, the success probability does not have a "heavy tail," i.e., one cannot expect to get better accuracy with significant probability. This is because, in high dimensions, random sampling produces k vectors that are nearly orthogonal.) 7.2 Quantum algorithm for finding the center of a radial function: Let f be a radial function on R n (where n ≥ 4), centered at some point c, and taking values in some arbitrary set. Suppose that the level sets of f are concentric spherical shells of thickness δ centered at c, i.e., f is constant on each shell, and f takes on distinct values on different shells. (Note, in previous versions of this paper, we made an additional assumption, that one can efficiently compute the radius of a shell, given the value of f on that shell. This assumption is no longer needed.)
Consider the following problem. We are given as input: n, the dimension; R, an outer bound on the location of the center (we are promised that | c| ≤ R); δ, the thickness of the spherical shells; µ, the desired accuracy of our answer; and an oracle that computes the radial function f . We are asked to output a point z in R n , that lies within distance µ of the center c.
We propose the following algorithm. The basic idea is to prepare a quantum superposition over a large ball around the origin, then measure the value of f to get a superposition over a spherical shell centered at c, then apply the curvelet transform, and find a line that passes near c. The algorithm does this twice, then returns the point on the first line that lies closest to the second line (note that, with high probability, the two lines are nearly orthogonal).
Algorithm 2:
′ and σ = δ/400. For i ∈ {1, 2}, do the following:
Prepare the state 1 √ |G∩B| x∈G∩B | x , using the methods of [2] or [17] . Compute the value of f in an auxiliary register, and measure it; call this y (i) .
Apply the fast quantum curvelet transform, with
Return the point
We conjecture that Algorithm 2 finds the center with arbitrary precision µ, provided that δ is sufficiently small, i.e., the radial function f computed by the oracle is sufficiently "precise." Let us assume that δ ≤ 1 192
, for some constant Q1 to be defined later. We conjecture that Algorithm 2 then finds a solution with constant probability, independent of the dimension n. Thus, only O(1) oracle queries are needed. This is an improvement over the classical case, whereΩ(n log R µ ) queries are required. (Thẽ Ω indicates that we are omitting some log factors.)
We now show how our results from Section 5 support this conjecture. We prove the following: Theorem 6. Consider a "continuous" analogue of Algorithm 2, using the continuous curvelet transform over R n . This algorithm succeeds with constant probability.
We will also argue, non-rigorously, that the discrete algorithm will behave like the continuous one, provided that the grid G is sufficiently fine. When the grid is chosen properly, the algorithm runs in time poly(n, log R, log 1 µ ). See [21] for details.
Classical lower bound:
We claim that any classical algorithm for finding the center of a radial function must use at leastΩ(n log R µ ) queries. (TheΩ indicates that we are omitting some log factors.)
Our intuition is as follows. Any algorithm can be described as a decision tree, where each node represents a query to the oracle f , and the algorithm chooses which branch to follow depending on the oracle's answer. However, the values of the function f are meaningless by themselves, so when the algorithm receives an answer from the oracle, the algorithm cannot do anything besides comparing this answer with the answers returned previously. Thus, after its k'th query, the algorithm can choose one of at most k distinct branches.
It follows that, if the algorithm makes ℓ queries, the number of possible outputs (i.e., the number of leaves in the tree) is at most ℓ!. In order to solve this problem, however, the algorithm must be able to output at least (R/µ) n different points. So we have (R/µ) n ≤ ℓ!, which implies ℓ ≥Ω(n log R µ ). A formal statement and proof of this result is given in [21] .
Finding the center through multiple iterations:
We now describe a variant of Algorithm 2, for finding the center of a radial function. This new algorithm will use multiple iterations, and a larger number of queries, but it has a less demanding requirement on the thickness of the shells that form the level sets of the radial function f .
First, we describe a single iteration of the new algorithm. We call this procedure OneRound(). This is similar to Algorithm 2, but it starts out with a promise that the center lies within distance R of some point p, and it returns a point q that lies within distance √ R µ/2 of the center. OneRound() also takes a parameter S ≥ 1 that controls the accuracy and success probability: OneRound() returns a point q (instead of "no answer") with constant probability, and when this happens, the point q is accurate with probability
Procedure OneRound(R, p, S):
Prepare the state 1 √ |G∩B| x∈G∩B | x , using the methods of [2] or [17] . Define the function g( x) = f ( x + p). Compute the value of g in an auxiliary register, and measure it; call this y (i) .
Return the point q = p + −s+rt 1−r 2 θ (1) + b (1) . Now we describe the full algorithm, with multiple iterations. This algorithm begins with a point at distance R from the center, then uses OneRound() to find a point at distance √ R µ/2 from the center, and by repeating the procedure, shrinks the distance to R 1/4 (µ/2) 3/4 , R 1/8 (µ/2) 7/8 and so on. It may seem surprising that the distance decreases by more than a constant factor during each iteration. Intuitively, this is because the spherical shells used by the algorithm are not exact dilations of each other. Recall that the shells have different radii β, but they all have the same thickness δ. The larger the radius β, the smaller the ratio ε = δ/β; so a larger shell allows a significantly more precise determination of its center. In a sense, the algorithm makes more progress during the early iterations, when the spherical shells are larger.
Algorithm 3:
Set Rcur = R and pcur = 0. Set niter = ⌈lg lg 2R µ ⌉, S = (9.4)niter and ntries = 910 log S. While Rcur ≥ µ do:
Try running OneRound(Rcur, pcur, S) up to ntries times. If OneRound() returns "no answer" on every attempt, then return "no answer." Let q be the point returned by OneRound() on one of the successful attempts. Set Rcur = √ Rcur µ/2 and pcur = q. End while. Return pcur.
We conjecture that Algorithm 3 will succeed when δ < µ 128(10 lg lg 2R µ ) 3 n 2 (507 +
which is a weaker requirement than that of Algorithm 2, where δ had to scale like 1/R. We conjecture that this algorithm then finds a solution with constant probability. Note that this algorithm uses O(lg lg 2R µ lg lg lg 2R µ ) queries, which still beats the classical lower bound ofΩ(n log R µ ) queries. We now show how our results from Section 5 support this conjecture. We prove the following: Theorem 7. Consider a "continuous" analogue of Algorithm 3, using the continuous curvelet transform over R n . This algorithm succeeds with constant probability.
CONCLUSIONS
We introduced the curvelet transform as a tool for quantum algorithms, and demonstrated how it can solve problems involving geometric objects in R n . We showed that: (1) for functions with radial symmetry, the continuous curvelet transform concentrates probability mass near the wavefront set; (2) a quantum curvelet transform (which is a discrete approximation of the continuous curvelet transform) can be implemented efficiently; (3) this leads to quantum algorithms for approximately finding the center of a ball in R n , given a single quantum-sample state, and for exactly finding the center of a radial function in R n , using O(1) oracle queries.
There are several ways in which these results might be extended. Perhaps one can adapt these quantum algorithms to solve more general problems, like finding the center of an ellipsoid. Perhaps the quantum speed-up can be amplified using a recursive construction, as in [4, 18] .
A general open problem is to understand the behavior of the curvelet transform on more complicated shapes. Can one prove that the probability mass of the curvelet transform is concentrated near the wavefront set, for arbitrary functions on R n ? That would generalize the results of this paper, [10] and [7] . Also, can one rigorously bound the approximation of the continuous curvelet transform by a discrete one?
Another problem is to find new quantum algorithms based on the curvelet transform. For example, can one construct a curvelet transform over F n q , that could help to solve hidden polynomial problems [12] ? Are there quantum states with "wavefront" features, from which the curvelet transform could extract useful information? Some candidates are quantum-sample states over convex polytopes [2, 17] , and states produced by the evolution of a quantum walk.
One might also try to use the output of the curvelet transform in a more sophisticated way. In this paper, we simply measured the output state, and we made very little use of the scale variable a, which measures the "sharpness" of the wavefront discontinuity.
