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Aircraft encounter increased aerodynamic loads when exposed to gusts, turbulence and 
manoeuvres. Currently, these loads are mitigated through the use of ailerons and spoilers to reduce 
lift, in turn reducing the loads passed to the aircraft structure. However, these actuators are limited 
in their frequency response and cannot control loads produced by higher frequency events. 
Therefore, an actuator which can mitigate high frequency oscillatory loads is required, with a 
deployment reduced frequency, k of up to 1. One such promising load control actuator is the mini-
tab, consisting of a small span-wise strips, similar to the Gurney flap, deployed normal to the 
airfoil upper surface. Key to the actuator’s high frequency response is its low inertia, meaning 
that a small energy input can achieve a significant effect. To investigate the efficacy of the mini-
tab on load alleviation a series of steady state, periodic and transient measurements were 
conducted at a Reynolds number of 6.6 x 105. These experiments aimed to fully evaluate the effect 
of chord-wise location, mini-tab height and angle of attack on steady state load control. The 
dynamic response was categorised, in terms of magnitude, phase and time delay by the periodic 
and transient measurements.   
 Mini-tabs of height h/c = 0.02 and 0.04 were employed in a steady state configuration 
across a range of chord-wise locations to investigate the effects of mini-tab height and chord-wise 
position. Overall, the mini-tab was found to have a lift reducing effect which increased with 
height. It was found that the effect of the chord-wise location was highly dependent on the angle 
of attack. Placement close to the trailing edge induced a large effect at α = 0°, creating an effective 
change in camber comparable to conventional Gurney flap use. Peak suction over the lower 
surface increased resulting in a reduction of ΔCL = -0.48. Approaching stall, effectiveness 
decreased as the mini-tab became immersed in the separated flow. Placement at xf/c = 0.60 
produced an almost constant lift reduction between α = 0° and 5° of ΔCL ≈ -0.60, with a gradual 
reduction to stall. A mini-tab positioned close to the leading edge (xf/c = 0.08) was found to 
separate the flow effectively at low incidences but with no noticeable change in lift observed. It 
was found that the flow separation produced by the mini-tab effectively eliminated the suction 
peak on the upper surface. However, placement close to the leading edge has increasing 
effectiveness towards stall, as the shear layer induced by the separation was displaced further 
from airfoil surface. Peak lift reduction at stall was found to be ΔCL ≈ -0.67. The optimum chord-
wise location for peak lift reduction is dependent on the airfoil angle of attack: the position of the 




The second stage utilised a deployable mini-tab up to reduced frequencies, k = 0.79, placed 
at xf/c = 0.85, to assess the mini-tab’s frequency response. The force measurements indicate that 
the mini-tab has a decreasing effect on lift reduction with increasing actuation frequency. This 
trend is comparable to Theodorsen’s function, based on the change in circulation. For α = 0°, the 
normalized peak-to-peak lift reduction decreased from 1 for steady state deployment to around 
0.6 at k = 0.79. In addition, a phase lag exists between the mini-tab deployment and the 
aerodynamic response which increased with actuation reduced frequency, k. However, the 
measured phase lag is substantially larger than Theodorsen’s prediction. Increasing the angle of 
attack, α reduced the mini-tab’s effect on lift while increasing the phase angle when comparing 
equal k values. Particle Image Velocimetry measurements indicate that the delay and reduction in 
effectiveness of periodic deployment is due to the presence and growth of the separated region 
behind the mini-tab. Overall, the mini-tab was found to be an effective, dynamic lift reduction 
device with the separated region behind the mini-tab key to the amplitude and phase delay of lift 
response. 
Finally, the aerodynamic response of the mini-tab was investigated during a transient 
deployment. It was found that there was a delay in aerodynamic response to mini-tab actuation 
which was consistent with literature. The normalised deployment period, τdeploy did not provide a 
significant alteration in the aerodynamic response for deployment periods below τdeploy = 3, with 
the aerodynamic response reaching the steady state value around τ = 6-8. The aerodynamic 
response of the mini-tab was modelled using a simple, 1st order system response to a ramp-step 
input of gradient 1/τdeploy, indicating that the aerodynamic response of the mini-tab is further 
delayed for higher angles of attack, due to the presence of separated flow in the vicinity of the 
mini-tab. PIV measurements were utilised to analyse the effect of transient mini-tab deployment, 
indicating a delay in the development of the separation region created by the mini-tab, producing 
a corresponding delay in aerodynamic response. In addition, outward deployment was found to 
have a slower aerodynamic response than inward deployment, as the flow was found to take to 
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CHAPTER 1: INTRODUCTION 
At present, aircraft manufacturers are subject to increased pressure to improve aircraft 
performance due to demand from passengers and from existing and incoming legislation that 
necessitates significant reductions in aircraft emissions. Passenger demand is expected to grow, 
with the increase estimated to be between one and three percent per year for the United Kingdom 
alone between 2010 and 2050 [1]. This increased demand, coupled with increasingly stringent 
legislation in the form of ACARE Vision 2020 [2] and Flightpath 2050 [3] aim to reduce the 
environmental impact of the aerospace sector. These two pieces of legislation aim to reduce CO2 
emissions by 50% by 2020, with a further reduction of 25% desired by 2050, relative to year 2000 
levels. Therefore, there exists a need for innovative technologies which aim to resolve current 
engineering issues in all areas of the aircraft design: engine, aerodynamics and the airframe. These 
technologies should aid in reducing aircraft emissions and maintain the growth levels predicted 
by the industry.  
One potential technology area is aerodynamic loads control. Increased aerodynamic loads 
occur during gusts, turbulence and manoeuvres. These loads are typically the most severe, 
defining the outer envelope of aircraft structural design, therefore necessitating an increased 
structural strength, increasing airframe mass. The increase in airframe structural mass in turn 
impacts the useful payload the aircraft can carry, or reduces the range of the aircraft. It is 
suggested [4] that fitting active gust load alleviation technology to a civil transport aircraft could 
reduce cost by 7% and fuel burn by 11%.   
These scenarios represent highly dynamic events and loads experienced during these 
events can typically be of a high frequency, with a reduced frequency, k = 0.75 (approximately 
15Hz at cruise) possible. The oscillation in loads produces a vertical acceleration of the airframe, 
affecting their fatigue life. It has also been found that motion sickness in passengers occurs at 
relatively low frequencies for gusts and turbulence with f < 1Hz typical [5, 6]. As such reducing 
the unsteady loads passed to the structure may also provide a benefit to passenger comfort. 
The aim of aerodynamic load control, the subject of this thesis, is to reduce the loads 
passed to the aircraft structure by mitigating their effect at the fluid structure interface. This 
process is achieved, either by mechanical or fluidic means, through the reduction of the extreme 
values of lift experienced during gusts, turbulence or manoeuvres. These unsteady loads can 
encompass high frequencies, however current load control technologies, such as the aileron and 
spoiler, are sized for steady state control and therefore large have an inherently large inertia. As 
such, these actuators are extremely limited in their aerodynamic frequency response, providing 
only the necessary control authority at low frequencies. Etkin [6] suggests that the ability of the 
elevator to control gusts is limited above 1Hz. In recent years, however, there has been a paradigm 
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shift in the abilities of small, powerful actuators which may be applicable to high frequency 
aerodynamic loads rejection, as outlined by Cattafesta & Sheplak [7]. Therefore, there exists a 
need to investigate aerodynamic control devices which surpass the frequency response of current 
actuation strategies, mitigating the highest frequency loads and thus alleviating some of the 




CHAPTER 2: LITERATURE REVIEW 
2.0 Summary 
This section provides an overview of the literature concerned with aerodynamic load 
control with an emphasis placed on the device utilised in the present study: the mini-tab. Firstly, 
section 2.1 presents an overview of the problem, defining the canonical cases for gust load 
estimation. Section 2.2 provides an overview of potential flow control actuators, suggesting 
potential scenarios in which an active flow control actuator may produce the benefits required. 
Finally, section 2.3 emphasises the literature concerned with the mini-tab, a type of mechanical 
actuator, which is evaluated experimentally in this thesis. 
2.1 Gust Loads and Turbulence 
Turbulence and gusts manifest as a variation in velocity, either in terms of a vertical gust 
(applied perpendicular to the free-stream velocity, U∞), lateral (applied horizontally) or head-on 
(an increase or decrease in the free-stream velocity). Typically, the increased loads observed 
during the vertical gust are the most severe, defining the structural requirement for several 
locations, including the wing box.  
Fig. 2.1 is adapted from Hoblit [8] and illustrates the change in resultant velocity created 
during a vertical gust or turbulence. As the two velocities are applied perpendicularly, the 
hypotenuse of the velocity triangle defines the resultant velocity, Ur. The angle between the free-
stream and resultant velocities indicates that the vertical gust produces an increase in the angle of 
attack of the airfoil or aircraft. As the effective angle of attack, Δαeff observed by the aircraft 
increases so does the lift coefficient. Hoblit [8] approximates this as equation 2.1, where CL⍺ is 




UgU∞SCLα           [2.1] 
When an aircraft encounters turbulence it creates a seemingly random change in the 
velocity observed by the aircraft, as shown in Fig. 2.2 from Hoblit [8]. Via equation 2.1, it can be 
observed that the random turbulence will create a proportionally random Δαeff, resulting in 
oscillatory aerodynamic forces. However, for the purposes of aerodynamic loads prediction an 
idealised form of the gust must be considered, meaning that the turbulent profile must be 
decomposed into constituent components from which the response of the aircraft can be predicted, 
as shown in Fig. 2.3. In addition, turbulence and gusts are dynamic events, which can be transient 
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in nature. As such the dynamic characteristics of these scenarios must also be examined. Section 
2.1.1 gives an overview of this process, presenting a brief historical introduction to this subject.  
2.1.1 Methods of Gust and Turbulence Decomposition 
While turbulence and gusts are similar in the way they effect the aircraft, producing a 
change in the aerodynamic load, they are usually considered separately, as outlined by Wright & 
Cooper [9]. Generally, turbulence refers to a continuous process where the resultant velocity 
affecting the aircraft varies in a continuous, dynamic manner. In this case, the turbulence is 
decomposed through a frequency domain approach, with a fast Fourier transform taken of the 
turbulence and the aerodynamic response considered in the frequency domain. Gusts, however, 
are considered in the time domain, and can be formed by a decomposition of the continuous 
turbulence, as seen in Fig. 2.3, into a series of waveforms with a discrete wavelength and thus 
frequency.  
2.1.1.1 Continuous Turbulence Decomposition 
Continuous turbulence is a variation in the free-stream velocity which is represented by a 
decomposition in the frequency domain. Certification of the aircraft in response to continuous 
turbulence is defined in the EASA (European Aviation Safety Authority) CS-25 document [10], 
which defines an isotropic turbulence spectrum, normally expressed as a Power Spectral Density 
(PSD). The PSD represented a superposition of sinusoidal signals, and was first expressed by von 












                  [2.2] 
where Ω is a scaled frequency (rad/m). Equation 2.2 can be re-written in the form of k, the 























             [2.3] 
The reduced frequency, k is used to define the degree of unsteadiness due a periodic 
oscillation where 0 < k < 0.05 the flow is considered quasi-steady, where the unsteadiness in the 
flow produces a minimal effect (there is little to no frequency dependence) and steady state 
aerodynamics can be used. Between 0.05 ≤ k < 0.2 the flow is considered unsteady and above k 
= 0.2 the flow is considered highly unsteady, with a high frequency dependence. 
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Equation 2.3 is plotted in Fig 2.4 for A320 and A380 aircraft (Chord length, c = 4.3 and 
12.3m respectively). This equation expresses an isotropic variation in the turbulence velocity as 
defined by Taylor [13] as a scaled value, with an RMS value, σg of 1 ms-1, however, the CS-25 
[10] documentation considers a worst-case scenario of 28.04 ms-1 (as plotted in Fig 2.4) at cruise. 
L is normally referred to as the characteristic turbulence wavelength and, as described by Hoblit 
[8], is usually defined as 2,500 ft. or 762 m. This location defines the start of the decline in the 
PSD, see position (a) in Fig 2.4. When plotted against k this decline occurs at different values for 
the two aircraft because of the difference in chord length. The area under the curve in the PSD 
defines the square of the RMS value.  
From equation 2.3 the maximum gust velocity can be calculated, based on the von Karman 
turbulence spectrum once again based upon A320 and A380 specifications. Considering the 
spectrum as a series of superimposed sinusoidal signals, the maximum effective angle, ⍺eff for 
single gust frequencies can be calculated using the methods outlined by Hoblit [8]. This is 
presented in Fig. 2.5 for cruise and take-off/ landing configurations, for different reduced 
frequencies, k. Examining Fig. 2.5 and considering the A320, at cruise the maximum ⍺eff is around 
3.2°, whereas at take-off and landing it is higher, circa 11.6°. Additionally, it should be noted that 
the effective angle of attack at k = 1 is around 0.58° for cruise and 2.22° for landing and take-off. 
For the A380 the reduced frequency is increased by approximately three times due to the 
difference in chord length, with similar ⍺eff values obtained. This analysis simplifies the concept 
of continuous turbulence, the resultant change in the effective angle of attack generated may prove 
useful when considering a potential control effector for gust load alleviation. 
Also considered is the Dryden turbulence model [14] which approximates the turbulence 
in a very similar way to the von Karman method. However, it has been found through 
experimentation that the von Karman method better approximates the real-world turbulence 
spectrum, and hence is used for certification of aircraft.  
When analysis is performed in the frequency domain, the aircraft response to the von 
Karman turbulence spectrum is expressed as a Frequency Response Function (FRF) [9]. The FRF 
considers both the modes of oscillation of the wing, along with any rigid body modes which may 
affect the aircraft and their response to the harmonic input provided by turbulence.  
2.1.1.2 Discrete Gust Definitions 
In the early days (1930s, [8]) of discrete gust loads estimation, the change in vertical 
velocity was considered as a step change in velocity referred to as a sharp-edged gust. This type 
of gust is by far the simplest, and was first considered by Wilson [15].  During these scenarios, 
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the velocity was constant after a certain point in time, as illustrated by Fig. 2.6 after Wright & 
Cooper [9] and expressed in equation 2.4 and are therefore considered to be transient events.  
Ug= 0             (for S < 0)     [2.4] 
Ug= Ugs       (for S  ≥ 0)              
This type of gust, described by both Hoblit [8] and Wright & Cooper [9] was utilised during 
the 1930’s as part of the first U.S civil requirements (“Airworthiness Requirements for an 
Aircraft” [8]) to estimate the gust loads on an aircraft. The design gust velocity, defining the outer 
envelope to which the structural loads were considered, was Ug = 30 fps or 9.1 ms-1. To create the 
necessary velocity triangle, the free-stream velocity was approximately equal to that used on more 
modern techniques (U∞ = 278ms-1).  
While this type of gust was deemed sufficient in the early stages of loads prediction, and 
representative studies are available analysing the effects of this type of gust on aircraft are 
available [16, 17], the decomposition of the gust into a simple step change does fully represent 
the gust profile seen in Fig. 2.2. As such, a more complicated decomposition of the turbulence 
into discrete gusts must be considered. 
Modern gust loads modelling and aircraft certification decomposes the seemingly random 
velocity fluctuation into a series of discrete, idealised gusts of determinable wavelength for time 
domain analysis as shown in in Fig 2.3 after Hoblit [8]. The discrete, idealised gust shown in Fig. 
2.3 is defined, as with continuous turbulence in the CS-25 document and is usually referred to as 
a 1- cosine gust. The documentation defines the gust cases which the aircraft designer must 
consider for certification, from an initial condition where the aircraft is in level flight and under 
a load equal to 1g. The gust is defined using two parameters: the gradient distance, H and the 
maximum vertical gust velocity, Uds and is expressed in equation 2.5, s defines the x-axis, and 







)  )        [2.5] 
For certification purposes, several test cases are considered, with the maximum gust 
velocity Uds, defined as a function of the gradient distance, the airspeed of the aircraft and a 







         [2.6] 
Additionally, the definition of Uref is dependent on the air speed and altitude of the aircraft. 
For certification, H is variable, with its value between 9 metres and 107 metres. Factor Fg aims to 
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take account parameters specific to the aircraft being considered, such as the weight and altitude 
in comparison the maximum operating altitude, and is equal to one at the aircraft’s maximum 
operating ceiling [10]. It should be noted that as the gust length decreases so does the maximum 
gust velocity Uds as indicated in Fig. 2.7. Values of Fg and Uref for specific altitudes are shown in 
Table 2.1 for a typical single aisle aircraft (Airbus A320), while table 2.2 displays these values 
for a large twin aisle aircraft (Airbus A380).  













Correspondingly, the effective gust frequency and change in angle of attack produced by 
each of the gust load cases will vary. The frequency of the gust can also be calculated by 
considering the gradient distance of the discrete gust and the air speed at which the aircraft is 
moving. As with continuous turbulence, the frequency can be non-dimensionally expressed in the 




           [2.7] 
Gust Velocity Definitions 
Altitude (m) Uref Fg 
0 Sea-level 17.07 0.814 
4,572 Take-off/ Landing 13.41 0.882 
12,192 Cruise 6.36 0.995 
13,100 Max Service Ceiling 6.36 1 
18,288  6.36 1.086 
Gust Velocity Definitions 
Altitude (m) Uref Fg 
0 Sea-level 17.07 0.713 
4,572 Take-off/ Landing 13.41 0.813 
12,192 Cruise 6.36 0.98 
13,100 Max Service Ceiling 6.36 1 
18,288  6.36 1.11 
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Figure 2.8 displays k against change in effective angle of attack, Δαeff for a selection of gust 
gradient lengths, acting upon A320 and A380 aircraft using the parameter displayed in table 2.1 
and 2.2. Figure 2.8(a) compares the effect at take-off and landing (U∞ =76.6ms-1), whereas Fig. 
2.8(b) examines the effect at cruise (U∞ =279 ms-1). These are compared to the results obtained 
for continuous turbulence. It should be noted that k varies based upon the aircraft size for the same 
gust length, as with continuous turbulence. For the shortest gust length, H = 9 metres, the highest 
reduced frequency is k = 0.75 and 2.15 for A320 and A380 respectively due to the difference in 
chord length. It can be observed from Fig. 2.8 that the maximum effective angle of attack, Δαeff 
occurs for the longest gust length and thus smallest k equalling 11.6° for take-off and landing 
peaking and 1.94° at cruise for A320 and 1.82° and 10.2° for A380. Comparing to continuous 
turbulence it can be noted that the discrete gust scenario defines the outer envelope of the loads 
aircraft are certified against.    
2.1.2 Gust and Turbulence Summary 
Section 2.1 provides an overview of the current state-of-the-art in gust and turbulence 
modelling in the context of aerodynamic loads control. Discrete gusts are modelled in the time 
domain; whereas turbulence is modelled in the frequency domain. The analysis of gust loads 
prediction provides useful background information for the design of a flow control actuator which 
can mitigate the loads produced by both turbulence and gust. The discrete gust provides the most 
extreme changes in flow out of the two scenarios, with highest ∆αeff all values of k, as shown in 
Fig. 2.8. Therefore, a useful initial specification of the actuator is that it should retain efficacy 
over the range conditions for the smaller aircraft A320 at cruise: k ≤ 0.78 and ∆⍺eff ≤ 1.94. The 
magnitude of lift reduction, ∆CL should be significant to alleviate some if not all the effect from 
the increased effective angle of attack, ∆⍺eff produced during a gust encounter or in turbulence. 
2.2 Flow Control for Loads Control 
Flow control describes the pursuit of the manipulation of the flow-field around an object to 
promote a change in the distribution of energy and momentum in the flow. Flow control is split 
into two branches: active and passive [18]. Passive flow control techniques involve simple devices 
with an actuator or device providing a constant and measurable effect to the aerodynamic 
performance while requiring no additional external energy input [19]. Examples of this would be 
the Gurney flap or mini-tab, a concept addressed fully in section 3, to provide modification to the 
lift coefficient or applying specialised coatings to a boat hull to produce a reduction in drag. 
Active flow control differs as its response requires an introduction of additional energy to 
the flow, to produce a predetermined or reactive effect [18]. Active flow control techniques, 
beyond steady-state effects, have until recently been relatively unobtainable due to limitations in 
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actuator technology. However, since the turn of the century, technology improvements in small, 
powerful actuators ideally suited to active flow control has led to the subject area becoming 
increasingly relevant and attainable, as outlined by Cattafesta & Sheplak [7]. Significant issues 
exist in the integration of novel actuators: robust control systems and innovative, accurate sensors 
are required to integrate these technologies into a complete and all-encompassing system.  
Active flow control techniques can alter conditions within the boundary layer to delay or 
promote the transition from laminar to turbulent flow or to delay or induce separated flow, control 
the nature of vortical flows and to enhance mixing of jets and wakes. They may also control the 
circulation about a body, providing a benefit in its performance. Table 2.3 has been adapted from 
Kral [19], giving a broader view of the flow phenomena for which active flow control has been 
utilised. In addition, Fig. 2.9 from Gad-el-Hak [18] indicates the desired flow control goals and 
the mechanisms by which they are obtained.  
 Table 2.3: Outline of applications for active flow control, adapted from Kral [19] 
 
In general, load control is a function of management of flow near the boundary layer or via 
control of circulation around a body, however, the effects required for load control are inverse to 
those required for more conventional flow control applications. Typically, flow control within the 
boundary layer looks to produce a laminar boundary layer over a greater chordwise distance to 
reduce drag, or promote transition to a turbulence to inhibit/ reduce flow separation. In 
comparison, flow control for loads control looks to provide a reduction in lift coefficient in 
response to dynamic flow variations.  
This section provides an overview of the technologies evaluated in the literature for the 
purposes of aerodynamic load control, describing their steady-state and dynamic responses. In 
general, the actuators for this purpose can be split into three categories: mechanical, fluidic, and 
Flow Phenomena 
Boundary Layers Vortex Flows Jets, Wakes, Mixing Layers 
Separation Control Fore-body Vortex Control Mixing Enhancement 
Drag Reduction Blade- Vortex Interaction Jet Vectoring 
Noise Suppression Wingtip Vortex Dynamics Noise Suppression 





those which are more unconventional, such as combustion and plasma actuators [7]. All three will 
be discussed and comparison will be made on their ability to alter lift coefficient.  
2.2.1 Mechanical Actuators 
Mechanical actuators encompass protrusions from the airfoil surface, such as the spoiler or 
changes to the camber of the airfoil, using trailing edge flaps or airfoil morphing. These devices 
serve to change the circulation around the airfoil, augmenting lift. Spoilers, ailerons and trailing 
edge flaps are the most common types of load control using surface modification. As well as 
providing loads alleviation, these three devices are used in modern aircraft to provide flight 
control, either through changes in pitch, roll or yaw [20], through modification of the lift 
coefficient at certain spanwise sections of the wing. 
2.2.1.1 Spoilers 
The spoiler, as shown in Fig. 2.10(a) rotates on demand, separating the flow over a 
proportion of the wing upper surface. This in turn reduces the lift coefficient, while providing an 
increase in drag. These devices are typically used in landing configurations where a large 
reduction in lift is required, or during the decent phase to reduce the velocity of the aircraft.  
Spoilers consist of a flap placed on the airfoil upper surface, typically between 10 and 25% 
of airfoil chord which can rotate up to 90°, designed to “spoil” the streamlined flow. As described 
by Consigny et al [21] the spoiler’s efficacy at reducing lift is dependent on the separation region 
produced: too small a deflection and the flow can reattach ahead of the trailing edge, producing 
no effect. Lee & Bodapati [22] noted that at small angles of attack, ⍺ the flow separates at the 
spoiler location to beyond the trailing edge, mitigating suction and with strong vorticity which is 
shed into the wake, while at higher angles of attack, the “hinge bubble” which forms between the 
spoiler forward surface and the airfoil reaches the tip of the spoiler, reducing the shed vorticity. 
Finally, at extreme angles of attack, close to the stall angle, flow separates ahead of the spoiler 
which eliminates its effect, however, this effect is naturally a function of the spoiler’s chordwise 
position.  
The changes in lift created by spoilers are large, with ∆CL = 1 typical [23, 24]. Before stall, 
the spoiler creates an effect which is independent of ⍺, providing a constant shift in the CL-⍺ curve 
[22, 25] and shown in Fig 2.10(b). The magnitude of the change in lift, ∆CL increases with 
increasing spoiler deflection. The effects of spoilers have also been modelled by Brown & 




For steady-state deployment, McLachan et al [25] discovered a time-dependency in the lift 
response: the vorticity created by the spoiler is advected in vortices of opposite sign from the 
upper and lower surfaces, creating a von Karman vortex street (Fig. 2.10(a)). This effects the 
pressure on the airfoil surface behind the spoiler, creating large fluctuations which produce a 
corresponding fluctuation in lift. The fluctuation scales with the spoiler height [27], increasing in 
amplitude and decreasing in frequency and could undesirable when mitigation of unsteady loads 
are required as the spoiler may produce equally unsteady, separated flow structures. 
While the steady state response of the spoiler suggests it is an effective lift mitigation 
strategy, the unsteady aerodynamics associated with transient and periodic spoiler deployment 
must also be considered. Kim & Rho [27] considered a sinusoidally deploying spoiler, with low 
frequency actuation effectively reducing lift. For higher frequencies, it found that the lift response 
was influenced by the Strouhal shedding frequency, St for its maximum position. Actuation at 
twice the Strouhal frequency produced a strong vortex which drive the periodic response, 
amplifying the change in lift. The study of Consigny et al [21] examined a periodically deploying 
spoiler placed at xf/c = 0.52, examining the pressure at locations just ahead (x/c = 0.50) and behind 
the spoiler (x/c = 0.80). For both locations, the pressure measurements were extremely unsteady, 
with the location behind the spoiler reaching a value over 2 times the steady state value (see Fig. 
2.10(d)). Ahead of the spoiler, a lag in pressure coefficient was noticeable which increased with 
deployment frequency 
Transient spoiler deployment, transition from one steady state deployment to another, was 
studied by Choi & Chang [28], among others [21, 29-31]. The spoiler deployment period is 





      [2.8] 
Where tdeploy is the time taken to deploy the spoiler. Choi & Chang [28] investigated the 
effect of deployment period, varying it between τdeploy,= 0.5 and 17.4. There was a strong adverse 
lift effect, up to ∆CL = 0.5, due to the creation of a separation bubble as the spoiler deploys. Only 
once the reattachment point reaches the trailing edge does the lift begin to decrease. The 
aerodynamic response was categorised by measuring the time taken to get to 90% of the steady 
state value. When normalised by the deployment period it was found that the slower deployment 
period produces a quicker, normalised response by the elimination of the adverse peak. In 
addition, Choi et al [30] determined that positioning the spoiler further ahead of the trailing edge 
increased the magnitude of the adverse peak, while increasing the period of delay, as shown in 
Fig. 2.10(c).  
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Consigny et al [21] and Costes et al [31] compared the aerodynamic response for deploying 
(moving outward) and retreating (moving inward) spoilers, finding that the adverse effect was 
present for the deploying spoiler but not for the retreating spoiler. In both cases, the transient 
aerodynamic response lagged the steady state response for the corresponding spoiler position. 
Examining the discussed measurements, it appears that the adverse aerodynamic response 
defines the spoiler’s transient behaviour. Yeung et al [29] and Choi et al [30] looked to eliminate 
the strong adverse effect created by spoiler deployment by adding a small gap at the base of the 
spoiler. It was that increasing the gap eliminated the adverse effect by disrupting the vorticity 
present behind the spoiler. However, the gap detrimentally increased the time the lift response 
takes to reach the steady state value and the magnitude of lift reduction. 
Lancelot & De Breuker [32] examined the possibility of implementing a passively activated 
spoiler for gust load alleviation. Using a series of springs and dampers tuned to specific gust 
frequencies, it was determined that the peak gust load could be reduced by 20%.  
As mentioned in Chapter 1, spoilers are typically large devices and thus their weight is 
large, restricting their ability to control high frequency loads, with deployment rates of 5Hz 
typical for small deployments [33]. As such, their ability to reduce lift is limited to steady-state, 
transient or low frequency scenarios where the physical limitation is an inconsequential factor. 
2.2.1.2 Ailerons and Trailing Edge Flaps 
Ailerons and flaps are similar in nature. These consist of segments of the airfoil which are 
free to rotate under actuation, as shown in Fig. 2.11(a). As described by Abbott & Von Doenhoff 
[34] this provides a change in the effective camber of the airfoil, modifying lift, with positive and 
negative cambers providing an increase and decrease respectively. Increased circulation at the 
trailing edge of the airfoil keeps flow attached over the upper surface. In turn, a more severe stall 
has been noted, as the flow separates more abruptly as the trailing edge device loses authority, as 
shown in Fig. 2.11(b) for lower surface placement. 
Trailing edge flaps have been studied as a potential high frequency load control technology, 
particularly in the realm of wind turbine load control. The widest ranging studies of the subject 
have been conducted at the Riso National Laboratory in Denmark. Buhl et al [35] suggested that 
dynamic actuation of a 10%c trailing edge flap could create a reduction in the oscillating load of 
up to 95%. Experiments by Bak et al [36] served to validate the flap’s ability to control lift, in 
both steady state and dynamically actuated configurations. In steady state, the trailing edge flap 
was found to effectively reduce lift, ∆CL up to 0.13. When sinusoidally oscillated up to k = 0.518, 
the amplitude in ∆CL decreased with a delay in response noted for higher reduced frequencies. At 
low frequencies, the trailing edge flap could cancel out the oscillatory forces created by a ±0.7° 
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oscillation in pitch. The effects of the dynamic trailing edge flap were modelled by Andersen [37] 
and Andersen et al [38] using a modified Leishman-Beddoes model for dynamic stall control, 
with the model matching the experiments of Bak et al [36]. Heinz et al [39] considered the 
problem of sensors for control of unsteady loads with the trailing edge flap actuator 
computationally modelled. It was found that a surface pressure measurement close to the suction 
peak (around 15%c) could eliminate the time delay associated with the oscillating flap discovered 
by Bak et al [36]. Medina et al [40] looked to validate experimental measurements using a 
Goman-Khrabrov state space model, which empirically models the effect of the trailing edge flap 
based on the location of flow separation. For increasing flap deployment frequency, it was found 
that a hysteresis loop developed between lift response and flap deployment with a reduction in 
∆CL for higher frequency actuation. 
Medina et al [41] examined the effects of trailing edge flap transient deployment, with a 
trailing edge flap of length 50%c. As with spoiler deployment, at high deployment rates a 
significant adverse effect exists during the deployment phase. This effect reduces as the 
deployment phase increases.  
Unsteady trailing edge flap motion has shown promise in the alleviation of unsteady 
aerodynamic loads produced during airfoil pitch manoeuvres inducing a dynamic stall vortex. 
Gerontakos & Lee [42], investigated the effects of an oscillating trailing edge flap at a reduced 
frequency of k = 0.05, with a non-sinusoidal deployment profile used. PIV measurements [43] 
indicate that the dynamic stall leading edge vortex is significantly reduced, leading to a reduction 
in the maximum lift coefficient. Lee & Su [44] examined the effect of sinusoidal deployment, 
finding that the later within the dynamic stall loop the flap is deployed, the larger the reduction in 
peak lift.  
In addition, some work has been completed investigating the response of trailing edge flaps 
to control gusts. The work of Rennie & Jumper [45] examined a 1-cosine gust, with the trailing 
edge flap reducing peak lift from CL = -0.23 to -0.10, showing some applicability to the gust load 
alleviation to be examined during this thesis. Cordes et al [46] illustrated the effect of a passively 
actuated trailing edge flap in combination with a “droop nose”, finding that the tuned flap, via use 
of springs and dampers, could significantly reduce dynamic loads across its range of operation. 
2.2.1.3 Airfoil Morphing 
Airfoil morphing serves to alter the shape of the airfoil, in terms of camber, thickness, chord 
length, sweep and twist via a continuous process, as described by Barbarino et al [47]. Load 
control is primarily concerned with changes in camber: increasing the camber will increase lift, 
while decreasing camber will reduce lift. This is similar in principle to the trailing edge flap, but 
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without the negative impact on drag created by a discontinuity in the airfoil surface. Alteration of 
the thickness, either globally or locally, could provide a similar effect to that of the spoiler, 
increasing drag while reducing lift. Chordwise or spanwise morphing can be used to improve 
aerodynamic performance, increasing the range of UAVs. Airfoil morphing can be completed by 
active means, whereby the skin of the airfoil can actuated by devices such as piezo-electrics [48] 
or passive means, where the surface of the airfoil changes its shape based upon the surrounding 
pressures [49]. While studies for lift enhancement are common, studies for the purposes of load 
control are scarcer. 
Arrieta et al [50] investigated a morphing structure which was actuated using bistable 
macro fibre composites. The structure is designed to dynamically “snap through” when the 
aerodynamic load applied to the structure is too high, alleviating the load. Lambie [49] presented 
a novel concept where the surface geometry of the airfoil could alter based on the external 
pressures. Low pressure induced an alteration in the camber, significantly altering the 
aerodynamic load. Kampers et al [51] investigated airfoil morphing as a method of reducing the 
fluctuations in load produced by turbulence, finding that active camber control could be used in 
the rejection of small load oscillations. 
Additionally, loads can be controlled by altering the shape of three dimensional wings, such 
as by aeroelastic stiffness tailoring [52]. By creating a composite structure which provides 
“washout”, deliberately reducing lift coefficient by inducing a negative twist towards the tip, 
reductions in root bending load of up to 52% and 24% for steady-state and gust loads respectively 
were found. Morphing wingtips, such as those studied by Cheung et al [53] and Castrichini et al 
[54, 55] are able to hinge upwards during a gust, reducing the lift load created, however, these 
devices require careful tuning to produce the right effect.  
Overall, airfoil morphing has been found to be an effective lift control methodology, 
however, its abilities in controlling high frequency loads have not been considered. As described 
by Barbarino et al [47], there exists a difficulty with integrating morphing concepts into large 
aircraft due to the presence of spars, fuel tanks and other items detrimentally impacted by these 
technologies. 
2.2.2 Fluidic Actuators 
The term fluidic actuator encompasses both passive (bleed) and active (blowing or 
synthetic jets) flow control techniques Bleeding is characterised by a movement of fluid from a 
region of high pressure to a location where it is required via the use of internal piping, thus no 
additional energy is required. Blowing utilises high momentum fluid which, like bleeding, is 
ejected from the airfoil surface. Normally the air source is a compressor therefore requiring energy 
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input. In both cases, for the purposes of load control the desired effect is the same: alteration of 
flow close to the airfoil surface to alter lift.  
2.2.2.1 Blowing 
Blowing, for the purposes of lift augmentation, is termed a jet flap and has been widely 
studied within the literature. First proposed in 1917 [56] for the purposes of boundary layer 
attachment, the concept has gained traction due to its relative simplicity. In general, the jet flap 
has been applied close to the trailing edge of the airfoil to provide an increase in circulation, via 
addition of fluid with high momentum. The additional fluid serves to alter the direction of flow 
close to the trailing edge, as show in Fig. 2.12(a) from Spence [57], deflecting it downwards for 
lower surface placement. The jet flap’s ability to control and alter lift has been to be dependent 









        [2.9] 
Where subscripts j and ∞ represent the jet and free-stream density, area and velocity 
respectively. Experimentation has shown that the jet-flap is an effective method of lift 
augmentation, with changes in lift coefficient, ∆CL = 0.6 for a blowing coefficient Cμ = 1.5% [58]. 
It was determined by Spence [57] that the jet flap’s ability to alter lift was proportional to the 
square root of the blowing coefficient: 
ΔCL ∝ Cμ
0.5     [2.10] 
In addition, alteration of the angle at which the jet intercepts the free-stream has also been 
investigated. Placing the jet normal to the surface (at 90°), produces the largest effect [59] while 
rotating the jet to a downstream direction reduces the jet flap’s ability to alter lift.  The work of 
Al-Battal et al [60] indicates the blowing upstream, parallel to the surface of the airfoil provides 
a large effect on lift coefficient. The effect of the jet-flap on flow, when placed close to the trailing 
edge has also be widely considered. The jet flap, in a steady configuration, produced a counter 
rotating vortex pair which serves to alter the Kutta condition [61]. 
Altering the location from which the jet flap originates also changes its effectiveness. 
Moving the jet ahead of the trailing edge, was found to be an effective lift alteration technique by 
Huang et al [62] up to a chordwise location of x/c = 0.2.  
In general, the clear majority of literature described in this section is concerned with lift 
increase, opposed to the lift decrease desired for load control. However, some studies exist where 
lift reduction has been investigated. Blaylock et al [63] investigated jet flap lift reduction for wind 
turbine load control. Placement close to the trailing edge on the upper surface produced the 
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opposite effect of upper surface placement, reducing lift, as shown in Fig. 2.12(b). As the angle 
of attack increases, the jet flap’s ability to reduce lift diminishes as the boundary layer begins to 
separate ahead of this location. Al-Battal et al [60] found the same effect for blowing upstream 
blowing, however, the opposite effect is noted for a chordwise location of x/c = 0.08, where the 
jet flap is found to produce an increased effect at stall as it advances flow separation. Similar 
effects were noted by Harley [20], for upstream blowing located at x/c = 0.35, with a lift reduction 
of up to ∆CL = 0.3 found at ⍺ = 6°, with lower values obtained at smaller angles of incidence.  
It has been noted that the energy input required for jet flaps can be high, when aircraft 
applications are considered. One way to reduce the required mass flow is by pulsing the jet, and 
considering its RMS, or time-averaged effect. In general, pulsed jets have been shown to be 
effective at improving the performance of airfoils at stall and when placed close to the separation 
point, such as in the work of Scholz et al [64]. Although scarce, research into lift mitigation is 
also present, with Wong & Kontis [65] proving that the pulsed jet can also efficiently separate 
flow and reduce lift.   
For gust load alleviation, unsteady blowing has been studied with relative rarity, with most 
research in this field concerned with preventing flow separation. Xu et al [66], however, 
investigated one such jet to alleviate gusts. Applying the flow control in response to a sinusoidal-
step gust, unsteady blowing was found to increase the size of a flow separation region on the 
upper surface, alleviating some of the unsteady loads associated with gust phenomena.  
2.2.2.2 Bleeding 
Bleeding describes the process of the movement of fluid from an area of higher pressure, 
such as at the stagnation point of an airfoil to an area of lower pressure through a porous region. 
This process can be conducted for several different applications, such as the management of tip 
vortices, the reduction of drag or for boundary layer control. While bleed for load control is 
uncommon, the work of Kearney & Glezer [67] represents a wide-ranging study on the subject. 
The airfoil model utilised had a porous region on the airfoil lower surface to extract high pressure 
air which could then be moved to locations close to the trailing and leading edges, as shown in 
Fig. 2.13(a) and (b). Louvres were used to control the flowrate between the surfaces. Trailing 
edge bleed, between 0.76 < x/c < 0.85 was found to reduce lift by up to ∆CL = -0.08 which 
decreased to stall. In comparison, the leading edge location increased in effect with increasing 
bleed, as show in Fig. 2.13(c) producing ∆CL = -0.8 at stall due to its ability to prodigiously 
separate flow. 
Patel et al [68] utilised bleed to increase lift coefficient, when placed on the upper surface. 
The holes utilised in this study, opposed to the spanwise slots used by Kearney & Glezer [67], 
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effectively acted as vortex generators, keeping the flow attached and improving lift. Tinetti et al 
[69] investigated the effect of using synthetic jets on reducing unsteady fluctuations in lift in a 
turbomachinery application. It was found that an 18% reduction in unsteady lift could be obtained 
without reducing the performance of the stage.   
Kearney [70] investigated the use of leading edge bleed in the reduction of dynamic effects 
due to the leading edge dynamic stall vortex. Measurement of vorticity flux, at x/c = 1.3 and lift 
coefficient indicated that the actuation of bleed reduced the unsteady lift considerably.  
2.2.2.3 Synthetic Jets 
Synthetic jets are often also called zero-net mass flux (ZNMF) jets [7] since they do not 
require additional fluid input, thus the net mass flux is zero. Typically, an oscillating device is 
placed inside a cavity in the airfoil, which, over its deployment period, entrains flow and ejects it 
at a higher velocity. The actuation frequency of such devices is typically high and as such their 
time-averaged effects are usually examined. While their applicability in the wider field of flow 
control has been widely evaluated in such references as Amitay & Glezer [71], the ability of 
synthetic jets in the field of flow control for loads control is less common. 
One such study for the purposes of load control is that of de Vries et al [72] where a 
synthetic jet actuator was placed close to the trailing edge and was actuated at reduced 
frequencies, k ≈ 62, with an RMS value of Cμ up to 0.01. Placed close to the trailing edge on the 
lower surface, the synthetic jet actuator acted similar to a jet flap, producing a ∆CL up to 0.19. 
Maldonado et al [73] utilised the synthetic jet concept in a series of vortex generators close to the 
airfoil trailing edge. The actuators were found to be effective at maintaining attached flow close 
to stall, the opposite effect is desired for gust load alleviation. Shea & Smith [74] examined the 
use of a synthetic jet actuator coupled with a Gurney flap, improving the Gurney flap’s 
performance by up to 10% for small angles of incidence.  
2.2.3 Other Flow Control techniques 
2.2.3.1 Plasma Actuators 
Plasma actuators consist of two electrodes exposed to the air. On actuation, the actuator 
causes an ionisation of the air which produces a resultant velocity. The review of Corke et al [75] 
gives a detailed overview of the field, with dielectric barrier discharge (DBD) plasma actuators 
used to provide energy to reattach flow, such as over a cylinder studied by Thomas et al [76]. 
Wang et al [77] presents an overview of recent applications of plasma flow control. In 
general, DBD plasma actuators have been used to improve the performance of the airfoil, via uses 
such as vortex generators. The most applicable study is that of Feng et al [78] and Zhang et al 
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[79], where plasma actuators were used to improve the performance of a Gurney flap (to be 
discussed in section 2.3) and to replace the flap altogether on a delta wing. This was completed 
by placing the actuator close to the trailing edge on the lower surface, keeping flow attached and 
improving lift. Conceivably, the same type of actuator could be applied to the upper surface to 
provide the opposing effect.   
2.2.3.2 Combustion Actuators 
Combustion actuators involve the addition of a fuel to the flow which, on ignition, provides 
an addition of energy to the flow, producing a resultant velocity. This type of actuator is more 
uncommon due to the highly volatile process by which it controls flow, however, it has been noted 
to be effective in certain situations. Typically, combustion actuators operate in a similar principle 
to pulsed blowing, where the transient nature of the pulse is time averaged to produce an overall 
ensemble effect.  
The work of Woo et al [80] and Brzozowski et al [81] provides a useful application of 
combustion to control a dynamic stall vortex. The combustion actuator was placed at x/c = 0.15, 
utilised hydrogen fuel, and has combustion events around 1 millisecond in length. Actuation of 
the combustor caused the separated shear layer to reattach, increasing lift. It would be easy to 
conceive that a different actuation angle may produce an effect to separate the flow, such as with 
the cases upstream and tangential blowing.  
2.2.4 Flow Control Summary 
While the flow control technologies reviewed in section 2.2 show promise in the alleviation 
of increased aerodynamic loads, there exists a need to investigate their efficacy in mitigating lift 
beyond simple steady state scenarios. Table 2.4 summarises the attributes of different techniques 
described in Section 2.2. Fluidic actuators require an additional air supply which would be taken 
from the valuable bleed air from the gas turbine compressor, while large moveable surfaces have 
large inertia, requiring large energy input and have limited frequency response. Section 2.3 
addresses another solution, the mini-tab, which shows potential in avoiding some of the problems 
associated with the actuators described within this section.
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Table 2.4: Summary of potential flow control actuators for aerodynamic load control. 
Flow Control Actuators for Loads Alleviation Summary 




Energy Input Implementation 
Practicality 
Mechanical 
Spoilers Up to -1 Low, less than 5Hz 
Large inertia requiring 
large forces to move 
High (Currently Used) 
Trailing Edge Flap 
0.4, flap length x/c = 
0.25 
High, > 10Hz Large inertia High (Currently Used) 
Morphing Up to 0.65 High 
Dependent on active/ 
passive technique 
Active: low, Passive: high 
Fluidic 
Blowing Up to 0.6 (x/c ≈ 1) High, > 10Hz 
High pressure air 
required, from engine 
compressor 
Medium, easy to install but 
difficult to maintain with 
icing requirements Bleeding -0.8 (0.03 ≤ x/c ≤0.07) High, 90Hz Low 
Synthetic Jets 0.19 (x/c ≈ 1) High, > 100Hz Low 
Other 
Plasmatic Up to 0.18 (x/c ≈ 1) High 
High voltages and 
currents required Potentially destructive if not 
controlled 
Combustion 
Up to 0.3, but highly 
transient (x/c = 0.15) 
High Large energy input 
20 
 
2.3 Mini-tabs for Load Alleviation 
The mini-tab, is in principle similar to the Gurney flap. They both consist of small, 
spanwise tabs or strips which protrude normal to the surface of the airfoil, as shown in Fig. 2.14. 
In general, the Gurney flap’s definition is limited to the trailing edge on the lower surface for the 
purposes of lift increase. In comparison, the mini-tab is considered at a wide range of chordwise 
locations on upper or lower surface for the purposes of load control. However, when the airfoil is 
close to the zero lift angle their effect on the flow is similar, the two devices will therefore be 
considered concurrently. The effects of the mini-tab will be described in two sections: firstly, 
Section 2.3.1 will examine the steady state effects, then Section 2.3.2 will consider dynamic 
deployment.  
2.3.1 Steady State Effects 
2.3.1.1 Trailing Edge Mini-tabs 
The Gurney flap was first considered by the American IndyCar driver Dan Gurney (after 
which the device is named) during the late 1960’s. He discovered that placement of a small, 
spanwise strip on the upper surface of his rear wing produced an increase in downforce (negative 
lift), with little or no penalty in terms of drag.  
The flow alterations provided by the Gurney flap were first investigated by Liebeck [82]. 
In a time-averaged sense, with Liebeck providing a hypothesis that the device creates a region of 
separated flow which consists of a counter-rotating vortex pair as shown in Fig. 2.15(a). More 
recent experimentation has found that this hypothesis holds true (see Fig. 2.15(b)), with the vortex 
pair serving to displace the Kutta condition downstream of the trailing edge, meaning that the 
final part of the pressure recovery is completed off-surface. For lower surface devices, this serves 
to increase suction over the upper surface of the airfoil [83], while the opposite effect has been 
found to apply for upper surface placement [84] (see Fig. 2.16).  
The mini-tab has found wide applicability in a variety of different application where 
aerodynamic performance is of key concern. These include race-car aerodynamics by Jeffrey et 
al [85], gas turbine fan blades [86], helicopter dynamics [87] and wind turbine dynamics [88]. 
While investigations into lift increase are relatively common, research into the lift reducing 
properties of mini-tabs are, by comparison, few and far between, with the widest ranging study 
on the effect of upper surface placement having been completed at the University of California, 
Davis and Pennsylvania State University. Nakafuji et al [84] and Baker et al [89] provide useful 
information regarding the efficacy of upper surface mini-tab employment. For example, Nakafuji 
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et al [84] found that the mini-tab was an effective lift reduction technique with a change in lift, 
∆CL = -0.3 possible, when positioned close to the trailing edge, xf/c = 0.95.   
The Gurney flap has been found to lower the stall angle (αstall) while simultaneously 
increasing CLmax. The studies by Lee & Su [90] among others [91-94] draw this conclusion for a 
NACA0012 airfoil profile, however, it has been determined that the effect is the same for other 
airfoil profiles [83, 93, 95, 96]. The decrease in stall angle is also consistent with an increase in 
effective airfoil camber.  
In comparison, for upper surface placement the opposing effect has been found by Baker 
et al [89]: the mini-tab has a reducing effect towards stall. Surface pressure measurements taken 
by Cooperman et al [97] suggest that placement on the suction surface has the effect of reducing 
the surface pressure in front of the mini-tab. As the angle of attack is increased, the pressure 
difference between the upper surface placement and baseline condition decreases, reducing the 
lift mitigation. 
The effect on drag of the Gurney flap and mini-tab depends largely on its size relative to 
the boundary layer. In general, the mini-tab generates an increase in drag however if the device 
is sufficiently small, typically around 0.5-1%c, a decrease in drag has been noted and was 
hypothesised by Liebeck [82]: the mini-tab close to the trailing edge has the effect of reducing 
the width of the wake, reducing the wake momentum deficit, and thus the contribution to drag 
due to pressure. 
Contrary to Liebeck, in the clear majority of cases an increase in drag is observed [92, 95, 
96, 98], with a larger mini-tab producing a larger effect. The pressure difference generated across 
the mini-tab is thought to generate most this effect, adding to the profile/ pressure drag [99], by 
virtue of its geometry being ostensibly a flat plate in crossflow.  
The increase in drag is especially noticeable for mini-tabs greater than the boundary layer 
thickness near the trailing edge, δTE. Brown & Fillipone [100] noted that increasing the mini-tab 
height beyond the estimated boundary layer thickness drastically increased the drag coefficient, 
CD. Considering this result, a suggestion to size a mini-tab to 0.90δTE was determined to provide 
the greatest benefit to lift-to-drag ratio [100]. Conversely, Giguere et al [101] suggest that the 
mini-tab size should be less than the boundary layer thickness at the pressure surface trailing edge. 
This hypothesis is supported by Storms & Jang among others [91]:  a mini-tab of height, h/c = 
0.01 sized to be less than δTE produced the best L/D values, increasing lift with little to no drag 
increment. The drag increase was noted to be smaller at higher angles of attack [98]. As the angle 
of attack increases a region of separated flow develops which in turn increases the boundary layer 
thickness at the trailing edge.  
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For lower surface placement, the greatest benefit in aerodynamic efficiency is generally 
desired meaning that the lift-to-drag ratio is normally maximised [18]. However, for upper surface 
placement the control of aerodynamic loads and protection of the airframe is of primary concern. 
Thus, the effect of mini-tab use on drag will be considered but locations which provide the lowest 
drag may not be the best locations for loads alleviation. 
When viewed in a time-variant manner, the vortex hypothesis considered by Liebeck does 
not consider any transient effects however the work by Neuhart & Pendergraft [102], Jeffrey et 
al [85] and others [103] has expanded knowledge in this area through flow visualisation. In a 
time-variant reference frame it has been noted that the vortex-pair shed alternately from upper 
surface trailing edge and the mini-tab tip, producing a von Karman vortex street, as shown in Fig. 
2.16. This vortex shedding has also been found by using a RANS CFD model by Date & Turnock 
[104], where the periodic response of the mini-tab was examined. 
The shedding produces an oscillatory lift response. It has been determined that the vortex 
shedding frequency has found to be directly related to the height of the Gurney flap.  Lee & Ko 
[103] noted a decrease in Strouhal number (based upon Gurney flap height) from 0.215 to 0.147 
as the mini-tab height was increased from 0.032 to 0.12 of the chord length. It was also predicted 
that the Strouhal number would asymptote to the value obtained for that for a flat plate (St = 0.135 
as determined by Roshko [105]) as the mini-tab height is increased. This has been disproven by 
Jeffrey et al [85] with Stouhal numbers as low as 0.098, however the overall effect is supported.  
A secondary vortex shedding mode was noted by Troolin et al [106] as the vortex formed 
by the separation bubble ahead of the mini-tab is displaced downstream, however, this was not 
noted by Lee & Ko [103], despite the similar experimental conditions. A hypothesis for this 
disparity was provided by Lee & Ko [103] in terms of the mini-tab mounting angle: Lee & Ko 
utilise a mini-tab which was placed perpendicular to the surface, whereas Troolin et al [106] place 
the mini-tab perpendicular to the chord-line. This highlights the importance of the definition on 
the unsteady phenomena. 
2.3.1.2 Models for Lift Augmentation 
Like the jet flap, the change in lift of the mini-tab/Gurney flap can be estimated by 
considering the normalised height, h/c. When considering the angle of incidence at which the 
baseline airfoil does not generate any lift (the zero lift angle), the effect of upper surface mini-tab 
placement and lower surface Gurney flap placement should be similar and, as such, a common 
model can be used. One such model was developed by Liu & Montefort [107] which, using thin 
airfoil theory, approximated the mini-tab/ Gurney flap as a deflected segment of a flat plate (see 
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Fig. 2.18(a). It was discovered that, as with the jet-flap, that the mini-tab’s effect on the change 
in lift magnitude scales with the square root of the normalised mini-tab height: 






                  [2.11] 
Liu & Montefort [107] suggest that the q parameter is a function of Reynolds number, Re. 
In addition, a second theory is provided by Woods [108] in the form of an inviscid spoiler theory, 
generated using potential flow. The theory considers the flow behind the mini-tab, which has been 
separated, to be analogous to a cavity, bounded by two streamlines. Within the cavity, the pressure 
is assumed to be equal to the free-stream value and thus contributes nothing towards the lift 
coefficient. Intriguingly, the two theories suggest very similar relationships for trailing edge mini-
tab placement, with Woods [108] stating: 






                         [2.12]   
The square-root relationship presented in equations 2.11 and 2.12 has been used by several 
different studies [78, 91] with modifications made by Greenwell [109] for delta-wing geometries.  
Greenwell also notes that for a review of a greater number of literature sources than Liu & 
Montefort the q parameter varies arbitrarily between 2.3 and 4.4, as shown in Fig. 2.18(b) and is 
not consistent with increasing Reynolds number. Also, it was also noted that the square-root 
relationship (n = 0.5) may be closer to 0.7. Greenwell [109] suggested a method of validating the 
mini-tab’s efficacy based on trailing edge circulation, however, this relationship compares less 
favourably to the wider literature.  
The relationships of Liu & Montefort [107] and Woods [108] consider mini-tab placement 
in the vicinity of the trailing edge at the zero lift angle, however, the angle of attack is an important 
consideration for mini-tab employment. If the mini-tab treated as being similar to a trailing edge 
flap (see section 2.2.1.2), the effect on lift is expected to be constant as a function of angle of 
attack, providing either a shift up or shift down in the lift curve. However, experimentation into 
upper surface placement, as discussed in section 2.3.1.1 indicates that the mini-tab provides a 
decreasing effect with increasing angle of attack.  
2.3.1.3 Effect of Chordwise placement 
Another important consideration for mini-tab use is the chordwise location. Previous use 
of the Gurney flap and mini-tab has been concerned by minimising the drag penalty or under the 
assumption that placement close to the trailing edge may prove to provide the best effect, 
however, this may not be the true for loads alleviation. 
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The review of spoiler’s in section 2.2.2 indicated that placement closer to the mid-chord 
provided a large effect, efficiently separating flow. Considering the mini-tab to be a smaller 
spoiler, some of the flow modification effects found with the large-scale spoiler may also apply 
to the mini-tab. Thus, mini-tab placement away from the trailing edge may prove to be more 
effective for specific angles. In addition, placement closer to the mid-chord provides a benefit to 
a deploying mini-tab, when a larger internal volume to store the mini-tab is required and has 
proven to be a defining issue [89, 110]. A drag penalty is also not the primary concern of this 
paper because it is envisaged that the mini-tab would be used very rarely and for short periods 
when lift decrease is the overriding priority. When compared to the potentially large benefit to 
the aircraft structure due to lift reduction, a small increment in drag over the very short, active 
period of mini-tab usage is minor.  
It is noted by Wang et al [92] and Li et al [111] that for lower surface mini-tabs (Gurney 
flaps), placement at xf /c > 0.70 yielded a smaller change in lift than placement directly at the 
trailing edge. As this was observed at α = 0°, the same trend can be extrapolated to upper surface 
placement. For lift increase, upstream placement appears to be less optimal than placement 
directly at the trailing edge, as the vortex pair created by the mini-tab has less influence on the 
trailing edge flow.  Thus, placement closer to the leading edge has not been investigated.  
Baker et al [89] applied mini-tabs of varying heights at a variety of chord-wise positions 
for lift reduction, as shown in Fig. 2.19. Near the trailing-edge agrees well to the theory laid out 
in section 2.3.1.1: a reduction in lift was found at ⍺ = 0°, along with an increase in lift slope 
gradient reducing the effectiveness of the mini-tab at stall. The mini-tab was also placed at 
positions much further forward of the trailing edge, at xf/c = 0.40 and 0.60. Placement close to the 
mid-chord yielded an almost constant effect similar to that produced by a spoiler. The mini-tab at 
xf/c = 0.40 showed effects opposing those produced at the trailing edge, with little to no lift 
mitigation occurring at ⍺ = 0° and an increase in effectiveness to stall. 
The study of Jacobs [112] examines placement of protrusions closer to the leading edge, at 
locations xf/c ≤ 0.65. The primary concern of this study was the detrimental impact that joins and 
inspection hatches have on the drag coefficient and as such the mini-tabs (protrusions) were 
limited in height to h/c = 0.0125. The protrusions were found to limit lift, but their effect was 
dependent on height and location. Close to the mid-chord, the lift curve gradient was unaffected 
but the protrusions provided a large reduction in lift across all angles, similar to the spoilers 
described in section 2.2.2. When placed close to the leading edge, xf /c = 0.05, a discontinuity of 
CLα occurred with an increasing effect towards stall, with a large decrease in lift, ΔCL = - 1.0 
possible. Similar effects were found by Harley [20], who investigated mini-tab devices of h/c up 
to 0.03 at locations of xf/c = 0.35 and 0.65. The forward location indicates an increased effect with 
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increasing angle of attack, while the mini-tab placed at xf/c = 0.65 appears to have a response 
which is invariant to small changes in angle of attack (between 0° ≤ ⍺ ≤ 6°).   
The effect of mini-tab chordwise placement on the magnitude of change in lift, |ΔCL| and 
the lift curve slope, CLα can be predicted using the inviscid spoiler theory of Woods [108]. In 
addition, a special case exists when the mini-tab is placed at the leading edge, xf /c = 0. This can 
be compared to a flat plate with flow separation at the leading edge, studied theoretically by 
Kirchhoff [113] and Rayleigh [114] and experimentally by Fage & Johansen [115]. As noted by 
Brown & Parkinson [26], the pressure within the separated wake was assumed by Woods to be 
equal to the freestream pressure providing no overall contribution to the lift coefficient. This was 
also assumed in the work of Kirchhoff and Rayleigh. As the separated region acts upon the surface 
and thus effects lift, empirical corrections were produced by Wick [116] and Barnes [117] to 
correct this wake pressure to a more realistic value, however, these corrections seem to be specific 
to their respective set-ups and limited in wider application. These models will be described in 
more detail and applied in Section 4.1.2. 
2.3.2 Dynamically Actuated Mini-tabs 
As outlined by Cattafesta & Sheplak [7], for a flow control device to be considered for 
dynamic actuation first its frequency response, in terms of magnitude and phase, bandwidth and 
time response must be accurately determined. As with the actuators described in section 2.2, the 
mini-tab’s dynamic response will be determined by considering two types of experiment: periodic 
deployment to determine the frequency response and bandwidth and transient measurements 
which to determine the time response. To control gust loads it has been demonstrated in Section 
2.1 that any load control technology should be effective up to k = 0.75. Due to its low profile, 
small inertia and its ability to effectively augment lift in static applications, the mini-tab may 
prove to be an effective load alleviation device, when actuated dynamically. As such, Section 
2.3.2 reviews the literature concerned with periodic and transient experiments separately with 
both upper surface and lower surface placements considered concurrently. 
2.3.2.1 Periodic Deployment 
With periodic actuation, the deployment frequency is once again expressed in the form of 
a reduced frequency, with k < 0.2 typical for most experimental measurements. Typically, low 
reduced frequency tests are completed with the aims of improving helicopter dynamics [118-122], 
where the mini-tabs are used for lift improvement on a retreating blade, where the velocity 
observed by the blade is lower and a higher lift force is necessary. Other applications include 
flutter suppression in high flexibility wings [119, 123] and wind turbine load mitigation [124] 
[125]. The final application is the most comparable to that desired in this study.  
26 
 
Computational Studies: Matalanis et al [119] utilised a mini-tab oscillating between k = 
0.032 and 0.16. The results show that lift augmentation decreased with increasing deployment 
frequency, reducing to 60% of the steady state value for k = 0.16.  An associated delay in response 
(phase lag), was also noted for increasing k. The effects of periodic mini-tab deployment were 
also investigated computationally by Kinzel et al [125] providing the largest range of 
measurements in terms of airfoil profiles, with reduced actuation frequencies, k ≤ 1. When the 
peak-to-peak lift augmentation is normalised by the steady state value, (CL,min - CL,max)/ΔCL,s, it 
was found that the reduction in effectiveness which occurred with increasing reduced frequency 
compared well to Theordorsen’s circulation function [126]. This function was first developed for 
pitching and plunging airfoils, with fully attached flow but it has limitations: non-linearities in 
the flow-field, such as vortex interaction are not considered and as noted in section 2.3.1, behind 
the mini-tab a flow separation is induced, meaning that the applicability of Theodorsen’s function 
within this field may be limited. The work of Kinzel et al was corroborated by Lee & Kroo [127], 
who noted similar trends.  
Experimental Studies: The widest ranging, and oldest, of the studies was completed by 
Clevenson & Tomassoni [128] in 1957. The investigation analysed a periodically actuated spoiler, 
located at xf/c = 0.7 which moved through a circular arc with a maximum deflection of hmax/c = 
0.021 at k ≤ 0.92, with variable Reynolds numbers between 1.3 x 106 ≤ Re ≤ 6.3 x 106. Fig. 2.20(a) 
is reproduced from this report, showing the experiment set up. The experiments compare well to 
more modern surveys, with a reduction in lift reduction produced for increasing k (Fig. 2.20(b)). 
Analysis of the phase angle presented in Fig. 2.20(c) indicates a much higher lag in response than 
Theodorsen’s function predicts, peaking at over 125° for the lowest Reynolds number considered. 
This is consistent with the computations of Kinzel et al [125] for upstream mini-tab placement 
(xf/c = 0.90). Schlieren photography was used to measure the flow separated produced by the 
mini-tab, with measurements indicating a measurable difference in the size of the flow separation 
comparing similar mini-tab heights during outward and inward deployment parts of the phase. 
The study of Tang & Dowell [122], indicated an opposing trend, with the results suggesting an 
increase in aerodynamic performance (∆CL), but with the same delay in response. 
Thus far, the phase-averaged response of the mini-tab has been considered, both in terms 
of amplitude and phase, however, another important consideration is the mini-tab’s time-
dependent response, within the deployment phase, T. The studies of Matalanis et al [119] and 
Tang & Dowell [122] note the development of a hysteresis loop, when the time-dependent change 
in lift, ∆CL(t) is compared to the mini-tab deployment, h(t). The growth of the hysteresis loop is 
a characteristic of the increase in phase delay. Palacios et al [118], Vieira & Maughmer [129] and 
note a similar adverse effect on deployment as that noted during spoiler deployment due to the 
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presence and growth of a vortex, which once reaches the trailing edge, the response begins to 
progress positively, with a lower effect noted for a higher actuation frequencies [130].  
2.3.2.2 Transient Deployment 
Transient mini-tab deployment is considered when the mini-tab transitions from one static 
position to another. This is particularly pertinent to gust load alleviation, as the mini-tab may be 
required to deploy at the beginning of a gust event, and remain deployed until the event has 
subsided. As with spoiler deployment, the deployment period is typically expressed in a non-
dimensional τdeploy value as described by equation 2.8. 
The computational study of Chow & Van Dam [131] gives an excellent account of the 
predicted flow physics which occur during the deployment stage for a close to the trailing edge 
location, with the advection of a vortex being similar to that generated in the oscillating mini-tab 
condition. The vortex, as with transient spoiler deployment, produces an initial adverse response, 
and is advected to the trailing edge when the lift response begins to progress towards the steady 
state deployed value. Chow & Van Dam [131] note that although vortex progression described 
occurs extremely rapidly, up to τ = 1.5. The effect through the deployment phase is reproduced in 
Fig. 2.21. The results presented by Chow & Van Dam were validated by Cooperman et al [110], 
with a significant alteration in lift coefficient noted after just 0.2 seconds. The CFD study of Coder 
et al [130] indicated the process of growth and shedding of the vortex, validating the work of 
Chow & Van Dam. 
A model for the effect was proposed by Vieira & Maughmer [129] using an empirical 
method, the effect of the vortex and circulatory forces on lift were modelled separately, with the 
results reflected well by a corresponding CFD study, with a similar model designed by Bach 
[132]. Frederick et al [133] developed a numerical method based upon an inviscid modelling 
technique called a panel method, approximating the airfoil as a thin vortex sheet. Chow & Van 
Dam [131] compared the response of the mini-tab to Wagner’s function [134], based upon a step 
change in circulation, finding that the asymptotic trend towards the steady state value was 
approximated well. Coder et al [130] found that, similar to spoiler deployment, the adverse effect 
of the vortex was decreased for longer deployment periods. 
While the adverse effect due to the vortex progression has been found widely with 
computational studies, the experimental studies conducted at TU Berlin [132, 135, 136] and by 
others [137, 138], do not observe the vortical structure, with no adverse effect found. Comparing 
the testing conditions, the computational studies present mini-tab deployments at much higher 
rates, of the order τdeploy = 1, whereas experimental measurements have been conducted down to 
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τdeploy = 3.2. Therefore, there exists a need to evaluate the transient behaviour of the mini-tab 
experimentally at comparable τdeploy values.   
Bach [132] investigated the effect of the deployment rate, τdeploy on lift response. A mini-
tab deploying at a rate of τdeploy = 31.7 induced virtually no delay in response, as the flow becomes 
quasi-steady. For the fastest deployment τdeploy = 3.2, a large lag in response exists, with the 
response reaching the steady state value after circa τ = 10. A longer lag in response was noted for 
a retracting mini-tab than a deploying one.  In addition, the effect of increasing angle of attack 
was noted, with little effect on the aerodynamic lag.  
2.3.2.3 Dynamic Mini-tab Response in Dynamic Conditions 
The ultimate proof of concept for the dynamic mini-tab is the control and alleviation of the 
effects of dynamic changes in lift, emanating from unsteady aerodynamic scenarios such as gusts. 
Within the literature, some work has been completed utilising mini-tab devices for the purposes 
of controlling dynamic loads, such as gusts or control of the dynamic stall vortex, produced 
through airfoil pitching.  
Macquart & Maheri [139] investigated a mini-tab control system on a wind turbine blade. 
Following a step profile, it was determined that the mini-tab system could control and reduce 
aerodynamic loads up to and including the rotational frequency of the blade. The type of control 
system used also played a major part, a “bang-bang” type controller, rather than conventional PID 
proved more effective at mitigating the unsteady loads.  
Cooperman et al [110] investigated the use of a mini-tab control system to control loads 
emanating from a horizontal, randomly varying gust, produced by varying the wind tunnel motor 
speed, resulting in a 12% change in velocity. The deployment of the mini-tabs was controlled by 
an upstream pressure tap on the wing, sensing the change in airspeed. The study presents positive 
results, with a segmented, bi-stable (either stowed or fully deployed) mini-tab able to mitigate the 
loads applied by the gust. The work of Cooperman [97] expands on the aforementioned study, 
with a simulated random gust profile applied to the same wing.  Mini-tabs were deployed in the 
same segmented manner, with a greater number of tabs used to mitigate a larger change in load. 
The results presented by Cooperman are extremely promising, with the mini-tab able to reject a 
large proportion of the increase in load. Figure 2.22 displays the results obtained for small angles 
of incidence, with the change in lift force reduced from +3.5lbs to +1lb.  The results presented 
imply that the mini-tab is a device able to mitigate gust loads effectively. 
Frederick et al [133] present the response of an h/c = 0.04 mini-tab to gust loading. The 
“gust” produced by a von Karman vortex street from an object placed upstream of the airfoil 
profile. A greater influence was placed on the control considerations required to generate the 
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desired output, with the use of PID (Proportional, Integral and Differential gain) control. The 
results presented show a maximum reduction in RMS loading of around 79%, a significant and 
meaningful reduction. 
Mini-tabs have also been utilised to reduce the dynamic loads produced during airfoil 
dynamic pitch manoeuvres, with an emphasis on those producing dynamic stall. Kinzel [140] and 
Kinzel et al [125] tried to maximise lift on the retreating helicopter blade, with the mini-tab 
producing a higher lift coefficient, comparable to that obtained for a static Gurney flap. Liu et al 
[121] used a reduced order model created from CFD analysis. The analysis predicted that 
vibration induced dynamic loading could be reduced by up to 90% with periodic mini-tab 
deployment.  
Bach [132] analysed the effects of a deploying mini-tab to dynamic pitching, with an 
emphasis placed on reducing overall load oscillations. The mini-tab was activated a variety of 
phase angles to the dynamic pitching manoeuvre. Activating with a phase delay of 140° was found 
to produce the most desirable effect, reducing lift in the stall region while increasing lift pre-stall, 
minimising the overall fluctuation. 
2.3.4 Mini-tab Summary 
From observation of the literature, it seems that the mini-tab is an effective method of 
managing aerodynamic loads in both steady-state and deployable configurations. Previous static 
studies indicate that the effect of the mini-tab on lift should scale with the square-root of height 
for trailing edge placement. Away for the trailing edge, there exists significant need to investigate 
the mini-tab’s efficacy, as upstream placement may produce more desirable effects at certain 
angles of attack. Considering periodic deployment, the mini-tab shows reduction in effect with 
increasing reduced actuation frequency along with a phase delay, however, the mechanisms and 
reasons for this phenomenon needs to be further investigated particularly for higher reduced 
frequencies. Likewise, transient deployment has shown a significant lag in aerodynamic response, 
possibly due to the advection of a vortex over the upper surface. 
2.4 Literature Review Summary  
Section 2.1 described the methods of gust load prediction and analysis of continuous 
turbulence and discrete gusts. The effects of gusts will detrimentally increase lift loading on an 
aircraft, due to the increase in effective angle of attack, which can occur at high reduced 
frequencies, k ≤ 1. Thus, methods of flow control for the purposes of load control need to be 
examined to provide an alleviation of this effect. 
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Section 2.2 summarised the current state-of-the-art methods of flow control for loads 
control, with an emphasis placed on mechanical devices as well as fluidic devices such as the jet 
flap. It was noted that large mechanical devices such as the spoiler possess large inertia which 
limits their ability to control high frequency loads. Fluidic actuators can possess higher frequency 
response but require large amounts of energy (in the form of high velocity fluid) to be injected 
into the flow. The mini-tab was highlighted as a strong potential technology. 
Section 2.3 described the mini-tab, a potential high frequency load control actuator. The 
actuator shows promise in steady-state scenarios, however, more experimentation is needed to 
fully characterise the relationship between chordwise location, angle of attack and height. 
Considering dynamic deployment, a lag in response was noted which must be fully investigated 
as it directly impacts the mini-tab’s ability as a high frequency load control actuator. 
2.5 Aims and Objectives 
The aim is to investigate the feasibility of the mini-tab as a high frequency load control 
technology. The objectives of the current study are therefore: 
1 Experimentally investigate the ability of the mini-tab to control steady-state 
aerodynamic loads, via evaluation of the effects of mini-tab height, h, chordwise location, xf/c and 
angle of attack, ⍺. This will require force, pressure and flowfield measurements to fully 
understand the mini-tab’s effect on flow.  
2 Experimentally investigate the periodic efficacy of the mini-tab for reduced 
frequencies up to k ≥ 0.75 including the effect of angle of attack and mini-tab height.  This will 
require unsteady force measurements so as to quantify the amplitude decay and phase lag, and 
phase-averaged flowfield measurements. 
3 Experimentally investigate the transient efficacy of the mini-tab for deployment 
times as low as τdeploy = 1 including the effect of angle of attack and mini-tab height. This will 
require unsteady force measurements so as to quantify the time delay, and flowfield 













Figure 2.2: A continuous and irregular gust profile illustrated by Hoblit [8]. 
 
 





Figure 2.4: PSD of von Karman [11] turbulence spectrum vs. reduced frequency, k 
for A320 and A380 sized aircraft.  
 
Figure 2.5: Change in effective angle of attack, Δαeff for continuous turbulence at 





Figure 2.6: Illustration of sharp-edge gust, after Wright & Cooper [9] 
 
 




Figure 2.8: Comparison of change in effective angle of attack, Δαeff for discrete gust 
and continuous turbulence scenarios on A320 and A380 sized aircraft at (a) take-off/landing 








Figure 2.10: (a) illustration of flow features occurring due to spoiler deployment, (b) 
effect on lift coefficient for increasing spoiler deflection from McLachlan et al [25], (c) effect 
of transient spoiler deployment on lift coefficient for different chordwise spoiler locations 
from Choi et al [30], (d) hysteresis loop present in pressure coefficient data from Consigny 




Figure 2.11: (a) illustration of flow features occurring due to trailing edge flap 
deployment, (b) effect on lift coefficient for increasing trailing edge flap deflection of length 




Figure 2.12: a) Illustration of jet flap actuation at the trailing edge from Spence [57], 




Figure 2.13: Illustration of bleeding at the (a) trailing edge, (b) leading edge, (c) Effect 
of increasing leading edge bleed on lift coefficient for increasing angle of attack from 








Figure 2.14: Illustration of mini-tab placement close to the trailing edge on an airfoil 
 
Figure 2.15: (a) Effect of Gurney flap/ mini-tab flow field for placement at the trailing 
edge as hypothesised by Liebeck [82], figure from Neuhart & Pendergraft [102] (b) actual 





Figure 2.16: Effect of lower surface placement (solid lines) and upper surface 
placement (dashed lines) from Nakafuji et al [84] for a mini-tab placed at xf/c = 0.95. 
 
Figure 2.17: Indication of unsteady vortex shedding behind a trailing edge Gurney 
flap/ mini-tab, (a) flow visualisation from Neuhart & Pendergraft [102], (b) PIV 




Figure 2.18: (a) Theoretical approximation of airfoil and mini-tab by Liu & Montefort 
[107], (b) illustration of square-root relationship for approximating effect of increased 
height on lift coefficient. 
  





Figure 2.20: Experimental set up (a) and results of Clevenson & Tomassoni [128] 





Figure 2.21: Vortex development behind a transient mini-tab deployment, (a) to (h) 
indicate streamlines from the CFD study of Chow & van Dam [131] at times displayed in 




Figure 2.22: Simulated random horizontal gust load mitigation presented by 




CHAPTER 3: EXPERIMENTAL METHODS 
3.1 Introduction 
Force, Particle Image Velocimetry and pressure measurements were conducted on an airfoil 
profile equipped with mini-tabs. Three different types of mini-tab conditions were considered: 
static, periodic and transient deployment conditions. Static deployment refers a mini-tab where 
the deployment height was time invariant. Periodic refers to a condition where the mini-tab height 
was varied sinusoidally between fully stowed and a deployed condition. Transient measurement 
cases were when the mini-tab’s deployment followed a half-sine step, from a fully stowed to a 
deployed condition or vice-versa.  
The following sections describe each of the measurement methodologies in detail. The 
experimental methods vary slightly for each of the three test cases. As such, the sections are 
broken down by measurement type, with the relevant experimental methods specific to each test 
case described in a subsection. This layout allows for the avoidance of significant overlap between 
each of the sections.  
3.2 Experimental Setup 
All experiments were performed in the University of Bath’s large wind tunnel. The wind 
tunnel, shown in Fig.3.1, is of a closed loop design, with test section dimensions of 2.13 x 1.51 x 
2.70 m and an octagonal cross-section to reduce secondary flow effects. The free-stream velocity 
at the centre of the test section was calibrated to an upstream dynamic pressure measured using a 
pitot-static tube. A Digitron 2020P7 Digital Pressure meter was used to measure the dynamic 
pressure, from which the velocity was calculated. The free-stream velocity, U∞ was set to a 
constant 20ms-1 for the duration of the tests performed, the uncertainty in the velocity 
measurement was ±0.3 ms-1 (see Appendix 1). The turbulence intensity was previously measured 
to be 0.46%U∞, see Section 3.2.2.  
The wing used for all measurements is shown in Fig. 3.2. A NACA0012 airfoil profile was 
chosen due to its symmetry, its generic profile and the wide array of data presented within the 
literature. A chord length, c = 0.5 m was chosen alongside a span, b = 1.5 m. It was designed to 
fully span the test section with a small clearance at either end: 5 mm or 0.3% of the overall span. 
This design employs the wind tunnel walls as end plates negating tip effects while the small 
clearance avoids any physical interference with the wind tunnel walls. The Reynolds number 
based on chord length was Re = 6.6 x 105 for all experiments presented during this thesis. The 
symmetric profile also allowed for comparison of the current tests to those obtained in the 
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literature for Gurney flap and mini-tab application. Upper surface mini-tab placement at negative 
angles is analogous to lower surface placement at positive angles of attack.  
Slots of width one millimetre and of length 1475 millimetres are located at x/c = 0.08, 0.60, 
0.75, 0.85 and 0.95 and were symmetric about the mid-span location. These were desired for a 
parallel project concerned with jet flap actuation [60] but were covered during the mini-tab 
experiments, however, they proved useful when locating the static mini-tab. A set of pressure 
tappings are located at the mid-span location, z/b = 0.5. As shown in Fig. 3.2 the initial 72.5%c 
was constructed of 2/2 twill carbon fibre composite with an aluminium internal structure. The rest 
of the inner portion of the wing is filled with Rohacell XT, providing stiffness and while reducing 
the overall weight. The remaining 27.5%c consists of five removable selective laser sintered 
(SLS) Nylon components allowing for the actuation method close to the trailing edge to be altered 
(between steady-state and dynamic mini-tab actuation).  
The boundary layer over the airfoil was transitioned to turbulence at x/c = 0.1 using a 0.3 
mm diameter wire on both surfaces as described by Pankhurst and Holder [143]. The wire fixes 
the boundary layer transition at the point of maximum velocity or minimum as suggested by 
Barlow et al [144]. This is a comparable location to that found at full-scale conditions (aircraft at 
cruise). 
The time-averaged lift coefficient for the baseline NACA0012 airfoil is presented against 
the airfoil angle of incidence in Fig. 3.3. These measurements utilised the force measurement 
techniques presented for steady-state mini-tab cases, as presented in section 3.3.1. The 
measurements are compared between 0° ≤ α ≤ 20° to literature data obtained at a comparable 
Reynolds number and thin airfoil theory. The two sets of experiments compare well, with a similar 
stall angle. The lift curve slope of the two data-sets is also in agreement, particularly at small 
angles of attack and close to stall. A stall angle of α = 13° is observed for both sets of 
measurements, with a CL,max = 1.11 and 1.04 for Jacobs & Sherman [145] and the current 
measurements respectively. This also correlates well with the review of NACA0012 data 
produced by McCroskey [146] for the respective Reynolds number. Above ⍺ = 5° an important 
deviation between thin airfoil theory and the two sets of experiment data can be noted, indicated 
by a reduction in the lift curve slope, CL⍺. This phenomenon is indicative of a trailing edge flow 
separation which gradually progresses towards the leading edge as the angle of incidence is 
increased. Gault [147] defined this phenomenon as trailing edge stall, where a gradual reduction 
in lift curve gradient is observed to stall, rather than a steep, sharp reduction in lift.  
The NACA0012 airfoil profile is symmetric, meaning the positive and negative stall angles 
and CL,max and CL,min should be equal in magnitude, however, as shown in Fig. 3.4(a), there exists 
some asymmetry in the lift curve. In this case, the positive stall angle was measured as 13° versus 
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-11° for the negative stall angle. The magnitude of CL,max and CL,min are 1.09 and 1.11 respectively. 
This effect is also observed in the CD vs. α results displayed in Fig. 3.4(b), with a much higher CD 
observed through the negative angles. 
The asymmetry is likely to be due to the presence of the slots on the upper surface of the 
airfoil. The slots added to the airfoil create small discontinuities in the NACA0012 profile. The 
discontinuities may cause the flow to separate upstream of its natural location close to the positive 
stall angle, when placed on the suction surface. This flow separation would cause a decrease in 
both CL,max and stall angle, as is observed in Fig. 3.4(a). For negative angles the slots are located 
on the pressure surface, where a less adverse pressure gradient and an increased robustness to 
separation are prevalent, meaning the slots have less of an effect and cannot separate the flow 
with a meaningful effect. Although the effect is noted, it should, however have any meaningful 
impact on the results presented: both negative and positive angles of attack compare favourably 
to literature, as shown in Fig. 3.3. 
3.2.1 Wind Tunnel Interference Effects 
Before experiments were conducted, an assessment of any interference effects due to 
interaction between the airfoil profile and the wind tunnel was completed. During wind tunnel 
testing several different effects may be induced, in comparison to testing in free unbounded flows. 
These effects, if sufficiently large, may create significant differences in the results obtained and 
must be considered. The effects will have a minor impact on comparisons between facilities but 
little effect in comparisons between measurements completed in the same tunnel. These 
interference effects, divided into 5 distinct groups by Pankhurst and Holder [143] are evaluated 
below: 
Solid Blockage effects: due to the airfoil occupying some of the test section area, it can be 
seen through Bernoulli’s principle the velocity in the surrounding area must increase. Employing 
the methods of Batchelor, as suggested by Pankhurst and Holder [143] for an octagonal section 
tunnel (the type used in this study), the difference in velocity was determined to be less than 0.4%,  
Wake Blockage effects: an area of low velocity flow within the wake region will cause the 
velocity in the surrounding area to once again increase. If sufficiently large, this would cause an 
apparent increase in drag due to the lowered pressure within the wake. Batchelor’s methods define 
this effect as being circa 0.25% for the test conditions considered during this thesis.  
Wind Tunnel Boundary Layer effects: As the wing used fully spans the wind tunnel, some 
effect from the wind tunnel wall boundary layer will be observed. The boundary layer is estimated 
to develop at the start of the test section. Based on a critical Reynolds number of 2x105, transition 
will occur 0.147m aft of this location. The boundary layer thickness was calculated, using the 
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methods of Schlichting [148] to be 40mm at the airfoil trailing edge, meaning 5% of the wing will 
be within and affected by the wall boundary layer. It is suggested that this effect should not have 
a significant effect on the lift generated. 
Static Pressure gradient effects: these effects are due to the fluid-solid boundary 
interaction at the wind tunnel walls. The thickening boundary layer increases the velocity at the 
centre of the span, reducing static pressure. This effect is independent of the test section geometry 
and is predicted to be less than 0.8% for the test conditions employed.  
Lift limitation effect: Lift generation induces an increase in streamline curvature. Due to 
the finite cross-section within the wind tunnel, this curvature will be limited thus reducing lift. 
This effect is suggested to have a minimal effect on the maximum lift coefficient produced (circa 
1.6%). 
3.2.2 Turbulence Intensity  
The turbulent intensity defines the level of velocity fluctuation within the wind tunnel test 
section. If sufficiently high (defined by Barlow et al [144] as greater than 0.5%) the turbulent 
fluctuations may cause undesirable effects invalidating the results. These may include increase 
stall angle and CLmax inconsistent with the test conditions. The turbulent intensity in the stream-




×100         [3.1] 
Where u’ defines the velocity variation and U∞ is the mean free-stream velocity. To confirm 
the validity of the results the turbulent intensity of the wind tunnel was measured using hot wire 
anemometry. The hot wire had previously been calibrated using compressed air within a pipe up 
to 43ms-1, with a pitot tube of known accuracy (better than ±1%) used to validate the results. 
The turbulent intensity test utilised a TSI 210-T1.5 hot wire placed centrally within the 
wind tunnel test section. The hot wire signal was amplified using a DISA 56C16 General Purpose 
Bridge, conditioned and acquired using a single channel LabView code. The data was sampled at 
2kHz for 10 seconds. The mean velocity within the test section was varied between 0 and         
24ms-1. The turbulence intensity was calculated using a MATLAB script. Figure 3.5 shows the 
results obtained.  
From Fig. 3.4 the turbulence intensity for the wind tunnel used is above 1% for free-stream 
velocities below 15ms-1. This relatively high value may be due to the free-stream velocity being 
below the tunnel’s design point (between 20 and 40 ms-1). At 20 ms-1 the turbulent intensity is 




3.2.3 Static Deployment 
For static deployment, mini-tabs of normalised height h/c = 0.02 & 0.04 were constructed 
using carbon fibre. As illustrated in Fig. 3.6, the design of the tab was a simple “L”-shape of 
length 1.5 metres and thickness 2 millimetres. The base of the mini-tab was fixed to the wing 
using double-sided tape such that the tab itself was perpendicular to the airfoil surface. A small 
spur was added to the mini-tab for locations were a slot was present to aid in location (Fig. 3.5(a)).  
3.2.4 Periodic and Transient Deployment 
Dynamic mini-tab measurements, consisting of periodic and transient deployment profiles, 
were completed using the same trailing edge section design, as shown in Figs. 3.7 and 3.8. The 
trailing edge section design incorporates actuators which allow the mini-tab height to be 
accurately positioned using a closed loop controller. The mini-tab location in these cases was 
fixed near the trailing edge, at xf/c = 0.85. This location was chosen as the closest location to the 
trailing edge where a maximum mini-tab deployment, hmax/c = 0.015 could be fully stowed within 
the volume of the trailing edge. Steady-state measurements, presented in Chapter 4, also indicated 
that the effect of a mini-tab placed at this location were extremely similar to those for one placed 
closer to the trailing edge, i.e xf/c = 0.95. The mini-tab itself was constructed from Acrylic of 
thickness three millimetres. An overall length of 1475 millimetres was used to ensure that the tips 
of the mini-tab did not interfere with the wind tunnel walls. The gap this produced was small, 
around 8% of the overall span.  
An ideal, linear deployment profile was not achievable due to the limitations of the trailing 
edge section. Instead the mini-tab was mounted to a series of rotational elements of length 38mm, 
each supported on a pair of micro ball bearings. Two rotational elements were placed in each of 
the five Nylon selective laser sintered trailing edge sections used for the dynamic mini-tab 
experiments. The setup meant that the mini-tab moved through a slight arc on deployment, 
resulting in a 13° difference in angle between the fully retracted and fully deployed conditions, 
as shown in Fig. 3.7. The measurements of Li et al [111] indicate that, for angles close to normal 
to the airfoil surface, the effect of the angle on lift reduction should be negligible.  
The required actuation force to displace the mini-tab was provided by a series of five Voice 
Coil Actuators (VCAs), with one positioned in each trailing edge section and aligned to the airfoil 
chord. The actuators used are BEI-Kimco LA08-10-000A VCAs, and are supported on two shafts 
which support the actuator and act as bearings, as shown in Fig. 3.7(c). Further details on the 
power requirements of this actuator can be found in Appendix 2. A rotational element translates 
and amplifies the actuator’s displacement of four millimetres to the required amplitude of 7.5 
millimetres corresponding to hmax/c = 0.015. The actuator motion is rotated by 90° in the process. 
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The implemented design is similar to the design described by Tsai et al [149], however, the 
present design utilises a sliding element, opposed to the pinned, four bar linkage mechanism 
employed in the literature.  
To accurately produce the desired continuous sine and half-sine step profiles for the 
dynamic and transient measurements the mini-tab actuation system utilised closed loop control. 
The control layout is displayed in Fig. 3.9. Proportional, Integral and Derivative (PID) control is 
provided by a GALIL DMC-30012 motion controller with additional feed-forward acceleration 
and velocity terms. The displacement of the mini-tab was monitored using a centrally mounted 
Renishaw RGH-34 linear optical encoder with a resolution of 0.01mm and was used as the 
feedback to the control loop. The position demand was produced by a National Instruments 
compact RIO system, which allowed for sinusoidal deployments up to the maximum amplitudes 
at frequencies of up to f = 10 Hz. The typical maximum averaged error for this condition was less 
than 5%.  
 The mini-tab deployment frequency for the periodic measurements was expressed in the 
form of a reduced frequency, k. This is a non-dimensional frequency which is produced using 
equation 3.2. For periodic deployment measurements, the mini-tab reduced frequencies up to k = 




      [3.2] 
The transient measurements were completed using a half-sine step profile, where the period 
of deployment forms the variable of interest. As with the periodic measurements, the deployment 








3.3 Force Measurement Setup 
The force measurement setup for the steady-state and dynamic (consisting of both periodic 
and transient measurements) differed. As such, the two methodologies will be discussed 
separately.  
3.3.1 Static Deployment 
A two-axis 2014T6 Aluminium binocular strain gauge force balance, shown in Fig 3.10, 
was employed to measure the aerodynamic forces directly. The force balance uses four strain 
gauges per axis arranged in a Wheatstone bridge configuration, generating a voltage 
corresponding to the force applied. The configuration is designed to eliminate moment loads and 
to amplify the voltage signal, with the binocular design concentrating the surface strain at the 
strain gauge locations. To generate accurate measurements, the force balance must be designed 
to generate sufficient surface strain for the strain gauge used. Due to the disparity in observed 
forces, the binocular elements were sized independently for the two axes. The two axes of the 
force balance were arranged at 90° to one another and were aligned in directions parallel and 
perpendicular to the NACA0012 airfoil chord using a spigot. The opposing end of the force 
balance was attached to the stepper motor structure, which allowed for the airfoil angle of attack 
to be accurately control.  
To determine the relationship between aerodynamic force and voltage generated by the 
balance, a calibration was completed using known forces in the form of weights. The loads were 
employed at the mid-chord of the airfoil in directions perpendicular (y-direction) and parallel (x-
direction) to the aligned airfoil and balance centrelines. A minimum of 30 values were employed 
in the y-direction, 10 in the x-direction to minimise uncertainty. The calibration was initially 
completed daily to assess for drift, however, this was determined to be minimal. The calibration 
was reassessed for each set of measurements.  
The voltage signal created by the force balance was conditioned and acquired through a 
Data Translation DAQ into a custom two-channel LabView programme. The data was sampled 
at a rate of 2 kHz for 10 seconds (20000 samples) and an average was taken over six repeat 
measurements to ensure accuracy. The average of the signals was then converted to the respective 
x- and y-component forces.  
A stepper-motor driven turntable above the tunnel allowed the angle of attack to be varied, 
in this case between -20° ≤ ⍺ ≤ 20° and had a positional accuracy of ±0.25°. This allowed for the 
effect of the mini-tab to be fully evaluated between the negative and positive stall angles. For the 
static mini-tab measurements the force balance rotated with the airfoil, keeping the x- and y- axis 
force balance sections parallel and perpendicular to the airfoil chord line. As such, the forces were 
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resolved to the global coordinate axes, corresponding to directions parallel and perpendicular to 
the free-stream velocity, as shown in equations 3.4 and 3.5, and illustrated by Fig. 3.11. 
𝐿 = 𝐹𝑦 cos 𝛼 − 𝐹𝑥 sin𝛼  [3.4] 
𝐷 = 𝐹𝑦 sin𝛼 + 𝐹𝑥 cos𝛼  [3.5]  
These forces were then converted to lift and drag coefficients. The experimental parameters 
for the steady-state force measurements are shown in Table 3.1. The chord-wise location, mini-
tab height and airfoil angle of incidence were varied to fully analyse the effects of the mini-tab 
on lift and drag coefficient. These coefficients have an associated uncertainty, due to errors in the 
measured free-stream velocity and the measured force. These values were assessed using the 
methods of Moffat [150] (where appropriate) and are also presented in the table.  
Table 3.1: Experimental parameters for steady state force measurements and the 
associated experimental uncertainties. 
 
3.3.2 Dynamic Force Measurement 
For the dynamic measurements (periodic and transient mini-tab cases) a new design of 
force balance was considered. The design of force balance used for the steady-state measurements 
was deemed insufficient as the resonant frequency for the wing-force balance system was around 
4.5Hz. This low resonant frequency was due to the necessary flexibility in the force balance to 
produce the required strain to create accurate measurements coupled to the relatively high mass 
of the wing assembly. The low resonant frequency means that there would be a high uncertainty 
across a wide range of frequencies, thus making the dynamic force measurements inaccurate. In 
order to better measure these forces a radically different design of force measurement apparatus 
was considered.  
The new design of force balance is shown in Fig. 3.12. The force balance utilises an 
innovative air bearing set up. The air bearing supports the weight of the wing, while providing 
extremely low friction. The air bearings remove any bending moment created by the airfoil, to 
leave pure force allowing for a sensitive force measurement apparatus with high frequency 
Parameter Range or Value Considered Uncertainty 
h/c, mini-tab height 0.02 to 0.04 ±0.001 
xf /c, chordwise position 0.08, 0.15, 0.30, 0.45, 0.60, 0.75, 0.85 
& 0.95 
±0.003 
Re, Reynolds number 6.6x105 ±0.16x105 
α, Angle of Attack -20° to 20° ±0.25° 
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response. A FUTEK S-type load cell of capacity ±444N (±100 lbf) was mounted between the two 
air bearing rails to measure the force. It was deemed that, as the dynamic lift response of the mini-
tab actuator was of primary concern, the benefits of the new force balance design, in terms of 
potential accuracy and resonant frequency, outweigh the loss of being able to measure drag force 
concurrently. In the final application, it is envisaged that the mini-tab would be deployed for short 
periods of time in comparison to the overall flight envelope. As such, drag force is of less of a 
concern for the dynamic measurements.  
As a single component of force is being measured, the axis of measurement was aligned 
permanently to the direction of the lift force: perpendicular to the free-stream velocity. The angle 
of attack was varied by rotating the wing with respect to its mounting. As indicated in Fig. 3.12(b), 
a SICK rotary encoder was used with an angular uncertainty of ±0.02°. This allowed for accurate 
alignment of the wing.  
3.3.2.1 Dynamic Force Balance Calibration 
In order to verify the frequency response and the resonant frequency of the apparatus a 
dynamic force balance calibration was completed. The experiment allowed for the response of 
the strain gauge based force balance and the new force balance design to be compared. This 
calibration experiment, completed in quiescient air, allows a transfer function between the force 
measured by the air bearing force balance and a known input force to be determined, allowing 
any system resonances to be corrected and accounted for, as described by the comparison method 
of Kumme [151]. The transfer function would then be applied as a correction to the periodic and 
transient force measurements. Although the new force balance design aims to reduce the effects 
of resonance, the calibration was completed to ensure that the processed measurements could be 
corrected for this effect.  
An electromechanical shaker was used to provide the excitation force to the system, see 
Fig. 3.13 and Fig. 3.14. The shaker is able to provide a sinusoidal excitation force up to a 
frequency of 7.5kHz and force of ±180 N. By altering the input voltage to the shaker amplifier, 
the force could be controlled. The variation in voltage and frequency was supplied by a LabView 
compactRIO programme which also acquired data for the two load cells. The experimental data 
was acquired at a frequency of 5kHz. A phase-averaging process was performed to determine the 
mean response. 
As shown in Fig. 3.13 and 3.14 the shaker was mounted outside the test section of the wind 
tunnel and was connected to the wing-balance system centre of mass via a clevis, rose joint (to 
minimise off-axis loading) and a stiff carbon fibre shaft. Beyond the rose joint, an S-type strain 
gauge was connected in-line. A FUTEK force transducer, the same type as used in the force 
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balance, was selected, with a resonant frequency of 2770Hz such that its response was unaffected 
by its resonant frequency. This load cell measures the reference or input force applied to the wing. 
In order to create the desired transfer function the known input force, from the in-line force 
transducer, and the unknown dynamic force, from the air bearing force balance, were measured 
concurrently using a National Instruments compact RIO (cRIO) system. The cRIO system also 
provided the input voltage to the amplifier for the electromechanical shaker. By acquiring the two 
forces concurrently any phase difference and amplitude could be accurately determined.  
Before the dynamic force balance calibration, a static calibration was completed for force 
measurement devices (aerodynamic force balance and in-line force transducer) using the methods 
outlined in section 3.3.1. For each device a series of 10 discrete points were acquired with 
different applied forces. A linear regression was then used to obtain a voltage-force calibration 
coefficient.  
To measure the dynamic response of the aerodynamic force balance a series of 
measurements were performed with the shaker providing a purely sinusoidal excitation force to 
the wing. This force was varied between frequencies of 1 and 20 Hz at increments of 0.5 Hz. The 
peak-to-peak magnitude of the input force was also varied between nominal values of ±10N, 
±25N and ±50N were selected to analyse the effect of  input force amplitude on the force balance 
dynamic response. A phase-averaging approach was used over 100 phases to calculate the 
amplitude ratio and phase angle between the applied force and force as measured by the 
aerodynamic force balance. 
The results of the dynamic force balance is shown in Fig. 3.15. The new design of force 
measurement has an increased first mode of resonance when compared to the strain gauge-based 
binocular force balance. The design increased this frequency from 4.5Hz to 7.5Hz, representing 
a 61% increase. The new design significantly reduced the ampltude ratio at resonance. For the 
new, air bearing based design of force balance the amplitude ratio was found to peak at 19, Figure 
3.15(a) also indicates that there is no significant effect on amplitude ratio due to an alteration of 
the input force.  
The phase angle, an expression of the delay in response produced by the aerodynamic force 
balance in comparison to the in-line force transducer, is shown in Fig. 3.15(b). As is expected, a 
rapid increase in phase angle is noted at the point of resonance. Beyond resonance, the response 
of the aerodynamic force balance is out of phase with the input force. It can also be noted from 
the measurements of phase angle that a second modal frequency for the air bearing force balance 
is present at 12.6Hz. As with amplitude ratio, there was no effect of input force peak-to-peak 
amplitude on the measured phase angle. 
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This rapid increase in phase angle, coupled with the large amplitude ratio means that the 
measurements close to resonance have a higher uncertainty that those away from the resonance 
point. The uncertainty in the dynamic force calibration was calculated using the methods of 
Moffat [150]. For the new force balance design an uncertainty was calculated to be ±5% (±18% 
at resonance) for amplitude ratio and  ±2° (±45° at resonance) in phase angle. For further 
quanitification of the uncertainties associated with the dynamic force balance calibration, please 
see Appendix 1. 
3.3.2.2 Periodic Mini-tab Measurements 
During aerodynamic measurements a National Instruments cRIO system was employed for 
acquisition. For periodic measurements the input to the mini-tab is sinusoidal. As previously 
described the mini-tab demand signal was supplied by the cRIO system. A separate controller 
was used to measure the mini-tab position error and to adjust the demand correspondingly. The 
input to the actuator and signal from the force transducer are concurrently acquired at 5 kHz. The 
mini-tab deployment profile, can be expressed as: 
h(t)
hmax
=0.5(1- cos 2πft)      [3.6] 
Figure 3.16(a) displays equation 3.6 as a function of the normalised time, t/T where T is the 
deployment period. The cRIO acquires the position of the mini-tab, as measured by the encoder, 
and as well as the signal from the force transducer and input waveform. By acquiring all three 
concurrently, any delay in the response of the aerodynamic system or mechanical system of the 
mini-tab could be accurately determined. Position information was acquired in the form of a 
quadrature signal at 50 kHz; the high acquisition frequency was required due to the high peak 
velocity of the mini-tab. The signals were acquired concurrently and the measurements were 
phase-averaged over a minimum of 100 phases of deployment, to ensure that the measured lift 
force was an accurate representation of the unsteady aerodynamic phenomena encountered due 
to mini-tab employment.  
As with the steady state measurements, a static force balance calibration was completed 
before the aerodynamic measurements. Once again, this was completed with known weights in 
the form of masses to determine the force-voltage calibration constant through a linear regression 
analysis. A minimum of ten discrete data points were measured to ensure that an accurate 
calibration constant was calculated.  
To assess the effects of mini-tab deployment at angles of attack up to and including stall 
angles of attack, ⍺ = 0, 5, 8 10 and 13° were selected. Reduced actuation frequencies between      
k = 0 and 0.79 were considered along with maximum mini-tab deployment heights, hmax/c = 0.01 
and 0.015. Table 3.2 summarises the experimental parameters investigated for mini-tab actuation, 
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along with their associated uncertainty. A full uncertainty analysis for the periodic measurements 
can be found in Appendix 1.  
Table 3.2: Table displaying experimental parameters, associated values and 
experimental uncertainty for periodic mini-tab force measurements. 
 
Post processing of the measurements was completed using MATLAB. The raw lift signal 
was first converted using a Fast Fourier Transform (FFT) to the frequency domain to allow for 
the effects of resonance to be corrected for via the use of the dynamic force balance calibration. 
The FFT decomposes the signal to real and imaginary components at discrete frequencies. The 
amplitude and the phase angle of the aerodynamic force measurements were calculated as the 
magnitude and angle between the real and imaginary components. The dynamic force calibration 
was then applied to correct the raw signal across the range of 0 - 20 Hz using equations 3.7 and 









+  θ           [3.8] 
Once corrected, the measurements were then converted back to real and imaginary 
components, then converted back to the frequency domain data back to the time domain. Then, 
the corrected force measurements were phase-averaged and converted to a lift coefficient value 
which is time dependent, CL(t). 
  
Parameter Range or Value 
Considered 
Uncertainty 
hmax/c, mini-tab height 0.01, 0.015 ±0.00035 
xf /c, chord-wise position 0.85 ±0.003 
Re, Reynolds number 6.6x105 ±0.16x105 
α, Angle of Attack 0, 5, 8, 10 & 13° ±0.25 ° 
k, actuation reduced frequency 0 to 0.79 ±0.1 % f 
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3.3.2.3 Transient Force Measurement 
For the transient deployment tests the mini-tab position was varied by using a half-sine step 
profile, in order to investigate the effects of a sudden change in mini-tab position. These tests 
were aimed at investigating any delay in aerodynamic response. All data acquisition was the same 
as the periodic measurements. The deployment profile, was defined as: 
h(t) =  hinitial                                t ≤ tdeploy                    [3.9] 
h(t) =  hinitial  −   0.5(hfinal  −  hinitial) (1- cos 2πft)          0 < t ≤ tdeploy 
h(t)= hfinal                                      t > tdeploy 
The initial and final mini-tab position are dependent on the desired direction of mini-tab 
travel: either outward (0 to hmax/c) or inward (hmax/c to 0). τ and τdeploy are functions of t and tdeploy, 
as shown in equation 3.3. Figure 3.16(b) displays an outward deployment profile against the non-
dimensional time, τ. In both cases the rate and amplitude of deployment is the same and the 
parameters for the experiments are shown in Table 3.3. The rate and maximum height were varied 
to analyse any effects that these two parameters may produce on aerodynamic response.  
Table 3.3: Table displaying experimental parameters, associated values and 
experimental uncertainty for transient mini-tab force measurements. 
 
For each of the tests a series of 10 repeat measurements were performed, with the average 
response taken by MATLAB. As with the periodic measurements, the lift force signal was 
converted to the frequency domain using an FFT procedure, with the dynamic force balance 
calibration once again applied in this domain.  
3.4 Particle Image Velocimetry Measurements 
To analyse the effects of both steady state and dynamic mini-tabs on the surrounding flow, 
a non-intrusive flow measurement technique was utilised: Particle Image Velocimetry or PIV. 
Parameter Range or Value Considered Uncertainty 
hmax/c, mini-tab height 0.01, 0.015 ±0.00035 
xf /c, chord-wise 
position 
0.85 ±0.003 
Re, Reynolds number 6.6x105 ±0.16x105 
α, Angle of Attack 0, 5, 8 & 10° ±0.25° 
τdeploy, Deployment 
Period 
1, 2, 3 ±0.1 %τdeploy 
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PIV consists of illumination of a plane interest within the flow using a laser. The flow is seeded 
with particles which are sized to follow the flow trajectory, which are illuminated by the laser. 
Two images separated by a small delay (typically of the order of microseconds) and a cross-
correlation between the images is used to infer the velocity of the flow from the particle intensities 
over a spatially discretised domain.   
For all PIV measurements, the broad test methodology and equipment used was the same: 
a 2D PIV set up. This consisted of a double pulsed 200 mJ 15 Hz Nd:YAG Quantel Evergreen 
Laser, a pair of CCD cameras (the exact specification was dependent on the test case, this is 
described in the respective section), a TSI LaserPulse synchroniser and six jet TSI oil-droplet 
generator.  
The droplet generator provides a seeding flow of olive oil to the flow using a Laskin nozzle, 
such that the velocity of the flow can be observed. The oil particles this produces have an 
approximate diameter, dp of 1 micron. To ascertain the particles suitability in accurately following 
the velocity of the flow, their settling velocity must be assessed. Prasad [152] states that this 
velocity should be negligible in comparison to the free-stream velocity so that “the particles 










                [3.10]   
For the experiments described the relevant particle diameter, fluid density (ρf = 1.225 
kg/m3), particle density (ρp = 860 kg/m3) and fluid dynamic viscosity (μ = 1.8 x 10-5 kg/ms) were 
used to obtain a settling velocity, us = 2.6 x 10-5 ms-1. This velocity is negligible in comparison to 
the free-stream velocity of 20 ms-1 meaning the particles are suitable for this application. 
Figure 3.17 illustrates the setup used for the PIV measurements. The cameras were 
mounted in a tandem configuration to a traverse below the wind tunnel. This meant that the 
cameras have the same plane of interest with an overlap between two fields of view, as shown in 
Fig. 3.17(b). The cameras, irrespective of the model used, utilised Nikon 50 millimetre Nikkor 
lenses with an f# or between 2.8 and 4. The tandem configuration with overlap allowed for the full 
airfoil chord to be captured in one setup, without the need for repositioning of the cameras. The 
cameras are rotated with the airfoil to allow the field of view to be kept constant while the angle 
of attack is varied. The rotation means that a coordinate rotation must be applied to obtain velocity 
vectors in the global free-stream coordinate system. Processing of the images is described later in 
the section, along with the protocol for combining the two sets of in-plane velocity vectors the set 
up produces.  
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The plane of measurement, defined by the laser sheet, was perpendicular to the cameras 
and placed at a span-wise location of z/b = 0.6, to avoid the pressure tappings placed at the wing 
mid-span. As the flow produced by the airfoil is considered two-dimensional, there was no 
requirement to capture the flow at multiple span-wise locations. The laser was placed outside of 
the test section, at a location which allowed the flow over the upper surface of the airfoil to be 
fully analysed, however, the lower surface of the airfoil was obscured. The laser sheet was 
required to cover around 0.8 m around the airfoil profile and to produce this a 1000 mm spherical 
lens was used to define the focus distance from the laser, with a compound pair of 25mm 
cylindrical lenses used to produce the required coverage. The plane is arranged such that the 
velocities parallel and perpendicular to the free-stream velocity, U∞ are measured.  
To measure the velocities, two images were captured and a cross-correlation performed 
using TSI Insight 4G software. The software allows for synchronisation of two laser pulses within 
the two exposures, with the time between the pulses typically between ∆t = 8 and 10μs. An FFT 
based cross-correlation algorithm was utilised within the software, which allowed for the velocity 
vectors to be calculated via the use of a spatial discretisation produced using a calibration image. 
Overlapping interrogation regions were used, with the size of the interrogation region, expressed 
in pixels, dependent on the cameras being used. 
Post-processing of the measurements was completed using MATLAB. The code used 
combines the two vector fields, one for each camera using a weighted average in the overlap 
region. The weighted average had a bias towards the image whose centre was closest. A 
normalisation of the vectors was also performed in this programme.  
3.4.1 Static Deployment 
The basic experimental protocol for the steady-state measurements was presented in section 
3.4. The cameras utilised for the initial PIV measurements were TSI PowerView CCD cameras, 
four Megapixels in size. The sensor was square and of 2048 x 2048 pixels. The overlap between 
the cameras was kept at 0.1 m for all the initial measurements. This produced an effective field 
of view of approximately 0.6 x 0.35 m, so that the full airfoil chord could be view during one 
setup. Table 3.4 presents the experimental parameters for these measurements. Angles of attack, 
α = 0, 5, 8, 10, 13° were considered to fully analyse the effects of the mini-tab on all angles of 






Table 3.4: Experimental parameters for steady state PIV measurements and the 
associated experimental uncertainties. 
 
In addition, series of measurements were completed to include the airfoil wake. These 
measurements were completed using a pair of eight Megapixel TSI PowerView CCD cameras. 
PIV measurements were also completed for the mini-tab cases at α = 0° into the airfoil wake 
region. These measurements utilised the same method as previously described, with the addition 
of two eight Megapixel TSI PowerView cameras (3312 x 2488 pixels) with a revised interrogation 
region of 32 x 32 pixel used. The upgraded cameras allowed for a field of view of 0.8 x 0.35 m 
to be analysed using the same processing method previously described. This allowed for a chord-
wise distance of 0.5c downstream of the airfoil trailing edge to be analysed.  
For both sets of measurements, those including and not including the wake, the 
instantaneous and time-averaged effects of mini-tab employment were desired. The instantaneous 
velocities were expressed by analysis of each single, combined flow-field. To better represent the 
time-averaged effects of the mini-tab on the surrounding flow, a series of 400 image pairs were 
captured and an average of these measurements was taken.  
3.4.2 Dynamic PIV Measurements  
PIV measurements for the dynamic mini-tab cases were also performed utilising the eight 
Megapixel CCD cameras and were selected from the force measurements. These cases of interest 
are presented in Tables 3.5 and 3.6 for periodic and transient deployment cases respectively. The 
testing methodology employed for the dynamic PIV measurements is presented in section 3.4, 
with an overall field of view of 0.8 metres x 0.35 metres with a bias towards the wake region.  
For the dynamic measurements, it was desired to synchronise the PIV capture to a specific 
position in the deployment cycle. The synchronisation pulse, consisting of a 5V TTL signal was 
provided by the National Instruments cRIO system used for the force measurement acquisition 
and thus could be synchronised accurately with the desired deployment profile. The 
synchronisation pulse was applied to the TSI laser synchroniser, with an “external trigger” 
selected within the Insight 4G software, with the PIV system triggered on the rising edge. To fully 
analyse the effect of deployment reduced frequency, k at different locations within the deployment 
Parameter Range or Value Considered Uncertainty 
h/c, mini-tab height 0.02 to 0.04 ±0.001 
xf /c, chordwise position 0.08, 0.60 & 0.95 ±0.003 
Re, Reynolds number 6.6x105 ±0.16x105 
α, Angle of Attack 0, 5, 8, 10 & 13° ±0.25° 
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phase, normalised phase values of t/T = 0.0, 0.25, 0.5, 0.75 were selected. In comparison, for 
transient mini-tab deployment normalised deployment values of τdeploy/τ = 0.0, 0.25, 0.5, 0.75, 1, 
2, and 8 were chosen to analyse the development of the flow during the deployment phase and 
beyond. The process of acquiring images at a specific location within the phase will be referred 
to as “phase-locking”. Tables 3.5 and 3.6 display the experiment parameters. 
Table 3.5: Table displaying experimental parameters, associated values and 
experimental uncertainty for periodic mini-tab PIV measurements. 
 
 
Table 3.6: Table displaying experimental parameters, associated values and 
experimental uncertainty for transient mini-tab PIV measurements. 
 
 
For each of the cases selected for PIV from the periodic and transient force measurements 
a series of 500 image pairs was acquired per camera, to present a mean, phase-locked response 
on the flow near the airfoil. The same methodology as the static mini-tab measurements was used 
to combine the tandem vector fields produced during the tests.  
Parameter Range or Value 
Considered 
Uncertainty 
hmax/c, mini-tab height 0.015 ±0.00035 
xf /c, chord-wise position 0.85 ±0.003 
Re, Reynolds number 6.6x105 ±0.16x105 
α, angle of attack 0, 5, 8, 10 & 13° ±0.25 ° 
k, actuation reduced 
frequency 
0, 0.2, 0.39 & 0.63 ±0.1 % f 
t/t, normalised phase 
times 
0, 0.25, 0.5, 0.75 +1%T 
Parameter Range or Value Considered Uncertainty 
hmax/c, mini-tab height 0.015 ±0.00035 
xf /c, chord-wise position 0.85 ±0.003 
Re, Reynolds number 6.6x105 ±0.16x105 
α, Angle of Attack 0° ±0.25 ° 
τdeploy, Deployment Period 1 ±0.1 %τdeploy 
τdeploy/τ 0, 0.25, 0.5, 0.75, 1, 2, 4, 8 ±1%τdeploy 
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3.4.3 Particle Image Velocimetry Uncertainty 
At the plane of interest, the laser sheet was approximately two millimetres thick, or circa 
0.13%b. The depth-of-field of the camera was calculated to be around four millimetres or twice 
the laser sheet thickness. Prasad [152] states that a small depth of field would create particles 
which would be out of focus. In addition, a laser sheet of too great a thickness would generate 
velocity vectors out of the plane of interest, however, in this case the effect should be negligible 
due to the relatively low ratio between the thickness of the laser sheet and the span employed. An 
uncertainty will also be introduced due to error in the calibration length scale, however, this was 
estimated to be small at ±1%.  
Prasad [152] indicates the presence of random and bias errors within PIV process. Random 
errors scale with the particle diameter, while bias errors exist due to the digitisation of the domain 
in the image and calculation of velocities below the pixel level. The particles in the experiment 
are small (around one micron), however, their size relative to the pixel is also small (one pixel is 
approximately 127μm for the current experiment). As stated by Prasad, this may increase the 
likelihood of “pixel-locking”. 
The methods of Charonko & Vlachos [153] allow for the estimation of PIV uncertainty 
from measurements by considering the peak ratio of the cross-correlation peak algorithm. The 
method is implemented in Insight 4G, where a confidence bound of 95% was utilised, 
representing two standard deviations. The uncertainty in a single velocity vector could be as high 
as 10% U∞, however, the process of time- and phase-averaging the flowfield produced an overall 
maximum uncertainty of 1.25%U∞, quantified using the methods of Moffat [150]. Thus, the 
uncertainty in the PIV measurements is small, with the errors noted by Prasad [152] appearing to 
have been minimised.  
3.5 Surface Pressure Measurements 
To better understand the effects of mini-tab utilisation on the lift coefficient and pressure 
distribution a series of surface pressure measurements were conducted. These cases were selected, 
as with the PIV measurements, from the force measurements. 40 pressure taps of diameter two 
millimetres placed at the mid-span of the wing were utilized for the measurements, as shown in 
Fig. 3.2(a), with 19 and 21 taps located on the upper and lower surfaces respectively. The tappings 
were connected to a rotary Scanivalve using 0.125” diameter tubing. The pressure was measured 
using Scanivalve Corp PDCR23 differential pressure transducer. The pressure transducer was 
calibrated separately using a Druck DPI portable pressure transducer calibrator. The tappings 
were measured sequentially at 1 kHz for 3000 cycles with an additional settling delay of 0.5 
seconds. Three repeat measurements were completed to ensure accuracy. An uncertainty in the 
measured pressure coefficient was quantified as ±0.08.  
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This method of pressure measurement has a relatively low frequency response and thus 
was unsuitable to accurate measurement of the highly unsteady flows produced by the periodic 
and transient mini-tab deployment cases. As such, pressure measurements were only acquired for 
static mini-tab measurements. Table 3.7 presents experimental parameters considered during the 
pressure measurements.  
Table 3.7: Table displaying experimental parameters, associated values and 
experimental uncertainty for periodic mini-tab force measurements. 
 
  
Parameter Range or Value Considered Uncertainty 
h/c, mini-tab 
height 
0.02 to 0.04 ±0.001 
xf /c, 
chordwise position 
0.08, 0.15, 0.30, 0.45, 0.60, 





α, Angle of 
Attack 






Figure 3.1: CAD diagram of the wind tunnel set up with the wing shown in-situ 
 
 
Figure 3.2: (a) Spanwise view of the wing, (b) Chordwise illustration of the airfoil 








Figure 3.3: Comparison of baseline lift coefficient vs. angle of attack to thin airfoil 




Figure 3.4: Comparison of (a) Lift Coefficient, CL and (b) Drag Coefficient, CD for 






Figure 3.5: Turbulence intensity vs. Freestream Velocity for the Bath Large Wind 
Tunnel 
 
Figure 3.6: Illustration of dimensions of Mini-tabs used during steady state 
measurements for (a) locations with slots, (b) locations without slots, 10 and 20mm denote 





Figure 3.7: Illustration of dynamically actuated mini-tab (a) Schematic of NACA0012 
profile including mini-tab location, (b) illustration of mini-tab deployment motion (c) 




Figure 3.8: (a) Trailing edge section utilised for dynamic mini-tab measurements 
observed from the lower surface, (b) detail of actuator location showing rotational elements, 




Figure 3.9: Control diagram showing feedback loop for mini-tab dynamic flow 
control. 
 
Figure 3.10: (a) and (b) Dimensions of force balance used for static mini-tab 




Figure 3.11: Illustration of the co-ordinate rotation applied to the forces during steady 
state mini-tab measurements. Global axes are referred to using upper case letters, local 
(airfoil) coordinates use lower case letters.  
 
 
Figure 3.12: Illustration of the air bearing force balance used for dynamic mini-tab 




Figure 3.13: Schematic of the experimental set up employed during the dynamic 
calibration experiments 
 






Figure 3.15: Dynamic force balance calibration measurements for the air bearing 





Figure 3.16: Illustration of mini-tab deployment profiles for (a) periodic deployment 






Figure 3.17: Experimental set-up for Particle Image Velocimetry measurements 









CHAPTER 4: STATIC LOAD CONTROL 
USING MINI-TABS 
4.0 SUMMARY 
 To investigate the potential load control capabilities of the mini-tab across a very wide 
range of parameters, a series of static measurements were performed. In this context, static refers 
to a mini-tab whose height is time-invariant, however, the unsteady effects of static mini-tab 
deployment are not neglected. Mini-tabs of height, h/c = 0.02 and 0.04 where placed at eight 
chordwise locations. Force, PIV and surface pressure measurements were performed to quantify 
the mini-tab’s effect on lift and to better understand the flow control capability of the mini-tab. In 
general, it was found that the mini-tab’s effectiveness is subject to a strong inter-dependence 
between angle of attack and mini-tab location. The optimum location for mini-tab placement 
moves towards the leading edge as the angle of attack increases, with a significant alteration in 
the lift curve slope, CLα. Placement close to the trailing edge was found to be effective at small 
angles of attack, with a reduction in effective camber producing a corresponding reduction in lift. 
At α = 0°, the reduction was found to compare well to theory, with a lift augmentation proportional 
to the square root of mini-tab height. As α increases, the mini-tab becomes ineffective as the 
baseline flow separation advances ahead of the mini-tab location. Placement at xf/c = 0.60 
produces an almost constant lift reduction between α = 0° and 5° of up to ΔCL ≈ -0.60, with a 
gradual reduction between α = 5° and the stall angle: α = 13°. In comparison, placement close to 
the leading edge, xf/c = 0.08 has little effect at α = 0°. However, the induced flow separation has 
an increasing effect towards stall, with a significant reduction in lift gradient, CLα producing a 
maximum lift reduction of ΔCL ≈ -0.67. Placement at xf/c = 0.08 produced a large unsteadiness in 
the flow for h/c = 0.02, where the shear layer produced by the mini-tab was located close to the 
airfoil surface. These results demonstrate the viability of mini-tabs for static aerodynamic load 
control, with the “spoiler” location (xf/c = 0.60) producing a near-constant offset and the leading 
edge location (xf/c = 0.08) producing a significant reduction in lift gradient, CL⍺. 
4.1 Force Measurements 
4.1.1 Effect of Mini-tab Utilisation 
Figure 4.1 presents force measurements for two mini-tab heights, h/c = 0.02 & 0.04 at the 
chordwise locations previously shown in Table 3.1. The mini-tab is an effective lift mitigation 
technique in all configurations; however, the degree of lift reduction is highly dependent on the 
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angle of attack, mini-tab height and chordwise location. In general, by comparing Figs. 4.1(a) and 
(b) an increased lift reduction is seen for an increased mini-tab height.  
The effect of the mini-tab on lift coefficient can also be observed by considering the 
difference between the baseline and mini-tab condition, ΔCL, as presented in Fig. 4.2. This is 
presented in two ways, firstly in Figs. 4.2(a) and (b) as a line plot and in Figs. 4.2(c) and (d) as a 
contour plot, as a function of both chordwise placement, xf/c and angle of attack, α. Both formats 
show that the h/c = 0.04 mini-tab produces, in general, a larger magnitude of ΔCL than h/c = 0.02.  
Considering mini-tab location, placement near the trailing edge (xf/c = 0.95) yields a high 
reduction in lift at α = 0°, with a reduction of up to ΔCL = -0.48 for a height of h/c = 0.04. As the 
angle of attack increases towards stall, lift reduction diminishes. This has been evaluated and 
noted previously by Baker et al [89] and equates to an increase in CLα as shown in Fig. 4.1 for xf/c 
= 0.95. The reasons for the reduced lift mitigation are investigated in section 4.2 using PIV 
measurements. 
Progressively moving the mini-tab forwards from the trailing edge, to locations at xf/c = 
0.85 and 0.75, reduces effectiveness at α = 0° consistent with previous measurements conducted 
by Li et al [111]. An effect on CLα is noted but it is less severe than placement closer to the trailing 
edge. As with xf/c = 0.95, a reduction in effectiveness is observed as the angle of attack approaches 
stall. 
In contrast, an increase in lift reduction is observed at α = 0° for xf/c = 0.60. For example, 
for a mini-tab height of h/c = 0.04 lift reduction increases from ΔCL = -0.48 at xf/c = 0.95 to ΔCL 
= -0.60 at xf/c = 0.60. Moreover, this location produces a more uniform reduction in lift across 
small angles of attack (0° ≤ α ≤ 5°) as indicated in Figs. 4.2(a) and (b) by a uniform ΔCL. The lift 
curve slope between these angles is equal to that of the baseline airfoil. As the angle of attack 
increases, Fig. 4.2 indicates a reduction in lift mitigation for the xf/c = 0.60 mini-tab location, 
similar to that for xf/c = 0.95. However, the mid-chord location still produces some effectiveness 
at baseline stall (α = 13°), with a lift reduction of ΔCL = -0.14 and -0.34 achievable for mini-tab 
heights, h/c = 0.02 and 0.04 respectively.  
The effect of mini-tab placement close to the mid-chord location can be compared to the 
work completed on larger scale spoilers. Comparing the lift coefficient measurements at a 
chordwise location of xf/c = 0.60 to the experimental measurements of Mack et al [23] indicates 
a similar effect at α = 0°, however, the literature measurements do not illustrate the same reduction 
in effectiveness at higher angles of attack. This suggests that this effect may be a function of the 




Positioning the mini-tab near the leading edge (xf/c = 0.08) produces a significant change 
in behaviour relative to other chordwise locations and between different heights of mini-tab. As 
shown in Fig. 4.2, a minimal effect on lift can be observed for both mini-tab heights at α = 0° with 
ΔCL = -0.03 and -0.04 for h/c = 0.02 and 0.04 respectfully. Increasing the angle of attack produces 
an increasing effect, with a significant reduction in CLα. This significant change in the slope noted 
beyond α ≈ 4° and 0° for h/c = 0.02 and 0.04 respectively. A hypothesis for this effect is presented 
in section 4.1.3. 
Between xf/c = 0.60 and xf/c = 0.08 a transition from a large effectiveness at small angles 
of attack to an increasing effectiveness at large angles is observed. This is more accurately shown 
in Figs. 4.2(c) and (d), where a clear and gradual progression of ΔCL is produced. This also 
suggests that the position for maximum lift reduction is highly dependent on the angle of attack, 
moving from the trailing edge to the leading edge as it increases.  
4.1.2 Comparison to Theoretical Models 
4.1.2.1 Lift Augmentation for Trailing Edge Placement 
As previously stated the change in lift, ΔCL can be estimated using the methods of Liu & 
Montefort [107] and Woods [108]. A comparison of the two theories, the current study and 
previous measurements for both symmetric [93, 104, 107, 111] and cambered airfoils [89, 94, 96, 
98, 154] is presented in Fig. 4.3. To reduce any effects of airfoil camber, the magnitude of the 
change in lift is considered for the airfoil zero lift angle, |ΔCL|REF L = 0. As the NACA0012 profile 
is symmetric, the magnitude of lift augmentation at zero lift (when α = 0°) should be equal for 
upper and lower surface placement. The comparison is limited to data obtained with the device 
close to the trailing edge (xf /c ≥ 0.95), such that any effect of chordwise location is minimised. 
Figure 4.3 is split into two parts, one considering mini-tab use on all airfoil profiles (Fig. 4.3(a)) 
and one only on the NACA0012 airfoil (Fig. 4.3(b)). In addition to the two theories, a simple 
curve fit is applied in the form of: 





             [4.1] 
Equation 4.1 represents a modification of equations 2.11 and 2.12, where both q and n can 
vary freely. Previously, n was suggested by both Liu & Montefort [107] and Woods [108] to be 
0.5; however, as described in Chapter 2, it has been noted by Greenwell [109] through analysis 
of experimental measurements that this value may be in fact closer to 0.7. Liu & Montefort 
suggest that q is a parameter dependent on Reynolds number and airfoil profile, whereas Woods 
fixes this value at 3.32.  
Firstly, by comparing measurements for all airfoil profiles (Fig. 4.3(a)), a clear trend 
between the normalised mini-tab height and the change in lift is observed. As one would expect, 
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|ΔCL|REF L = 0 increases with increasing mini-tab height. The quality of theoretical fit is quantified 
by the coefficient of determination, R2 that is 0.54 for the theory of Liu & Montefort [107] using 
a fixed n of 0.5. Considering the NACA0012 profile only, as shown in Fig 4.3(b), the quality of 
fit is improved, as indicated by R2 = 0.79. The quality of the fit for both datasets is improved by 
the introduction of a variable n parameter permitting an increase from 0.5 to 0.6 and 0.63 for all 
and NACA0012 profiles respectively. This indicates that the method based upon thin airfoil 
derived theory of Liu & Montefort underpredicts the lift change, consistent with the conclusions 
of Greenwell [109]. In addition, the inviscid theory of Woods [108] dramatically overpredicts the 
change in lift, with a q factor of 3.32 opposed to 2.28 for the theory of Liu & Montefort [107] and 
poorly fits the data sets with R2 = 0.16 and 0.18 for all and NACA0012 profiles respectively. It 
may be suggested that this lower q value could be linked to the difference in the theoretical 
formulations. Liu & Montefort introduce a variable q parameter, which appears to act as an 
empirical correction, accounting for viscous effects, which arise in the boundary layer. In both 
Figs. 4.3(a) and (b), the current study is indicated by red symbols for the mini-tab placed at xf /c 
= 0.95 with a larger change in lift observed for h/c = 0.04 than 0.02. The results obtained in the 
current study lie close to both the theory of Liu & Montefort and the curve fit, and clearly within 
the range of previous measurements. Therefore, the agreement with literature is excellent. 
4.1.2.2 Effect of Chordwise Placement 
 In section 4.1, a severe reduction in the lift curve slope was noted when the mini-tab is 
located near the leading edge (xf /c = 0.08). Figure 4.4 presents the lift coefficient for the two 
mini-tab heights, h/c = 0.02 and 0.04, alongside the theory of Kirchhoff [113] and Rayleigh [114]. 




4+ π sin α  
cos𝛼                                    [4.2] 
The relationship provides a good agreement to the current measurements taken for a mini-
tab of normalised height, h/c = 0.04 between α = 0° and 7° and agrees with gradient of the h/c = 
0.02 case between 3° < α < 8°. Section 4.2 investigates this further using PIV. Differentiating 
equation 4.2 with respect to α produces the gradient, which at α = 0° is found to be π/2, or 25% 
of the theoretical thin airfoil gradient of 2π per radian. Due to this significant change in gradient 
created by the mini-tab at xf /c = 0.08, the maximum lift reduction for this configuration is 
observed towards stall, ΔCL = -0.48 and -0.67 at α = 13° for h/c = 0.02 and 0.04 respectively.  
Woods inviscid spoiler theory [108] provides an expression for the change in lift at α = 0° 
as function of the mini-tab chordwise location, xf /c and the mini-tab height, h/c. This is presented 
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in equation 4.3 and is plotted in Fig. 4.5 along with the change in lift at α = 0° for each chordwise 



















  [4.3] 
For both mini-tab heights it is shown that |ΔCL|α = 0 decreases as the mini-tab is moved 
towards the leading edge of the airfoil. Between xf/c = 0.95 and 0.60 the effects for the two 
different mini-tab heights differ slightly. The mini-tab of height, h/c = 0.04 produces an increase 
in effectiveness as the mini-tab is moved forward, whereas the effect for h/c = 0.02 is 
approximately constant. In addition, Woods inviscid spoiler theory presents approximately the 
same trend as the experimental results, with a decreasing effect towards the leading edge albeit 
with the magnitude of the change in lift, |ΔCL|α = 0 overpredicted. The overprediction may be due 
once again to the effect of the boundary layer reducing the mini-tab’s efficacy, which is not 
predicted by the theory. In addition to the change in lift, the theory of Woods [108] can also be 




(1 +√xf c⁄ )
2
                     [4.4] 
It is important to note that Woods inviscid spoiler theory suggests that the relationship is 
only a function of the chordwise location of the mini-tab, and not the mini-tab height. Using this 
equation, placement directly at the leading edge yields a gradient of π/2 per radian: identical to 
Kirchhoff [113] and Rayleigh [114] prediction, and that the gradient for trailing edge placement 
is the same as that produced by thin airfoil theory: 2π per radian. Figure 4.6 presents a comparison 
of the relationship to experimental data at α = 0°, where the gradient of each case was calculated 
using central differencing. The gradient normalised in each case by the baseline gradient, CL⍺,ref  
that was determined for the experimental measurements as 2.04π per radian. The experimental 
results of Jacobs [112] are also added for a mini-tab of height, h/c = 0.0125.  
In general, the theoretical relationship of Woods [108] captures the trend very well for h/c 
= 0.0125 (from Jacobs [112]), 0.02 and 0.04 with xf /c ≥ 0.3, with an underestimation of the 
gradient noticeable for mini-tab locations close to the trailing edge. For xf /c < 0.3, a large disparity 
between different heights of mini-tab is observed, with h/c ≤ 0.02, CL⍺ /CL⍺, ref |⍺ = 0 tends towards 
a value of unity. In comparison, a mini-tab of height, h/c = 0.04 remains effective and the gradient 
is significantly reduced. This is accurately modelled by the theory of Woods [108], Kirchhoff 
[113] and Rayleigh [114]. The reasons for this difference relate to the separation and reattachment 
of flow, and are explained in section 4.2.  
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4.1.4 Effect on Drag Coefficient 
While drag is not the primary concern of the current study, Figs. 4.1(c) and (d) show the 
effect of increasing mini-tab height on the drag coefficient, CD obtained for all chordwise 
positions. In general, the mini-tab increases CD at a particular angle of attack, for example at 0° 
for xf/c = 0.95, where CD increased from 0.02 to 0.04 and 0.07 for mini-tabs of h/c = 0.02 and 0.04 
respectively. As with the lift coefficient previously discussed, this effect varies dependent on 
mini-tab height, chordwise location and angle of attack, with placement at xf/c = 0.30 providing 
the largest increase in drag at small angles and xf/c = 0.08 producing a large increase close to stall.  
4.1.5 Lift-to-Drag Ratio 
Figures 4.7(a) and (b) display the lift-to-drag ratio, L/D for mini-tabs of height h/c = 0.02 
and 0.04. It is noticeable that all mini-tab positions generate a reduction in lift-to-drag ratio up to 
stall due to the decrease in lift and increase in drag created. Beyond stall, as noted in section, 
5.1.2, the effect of the mini-tab is reduced. This is also prevalent in L/D as the value for cases 
utilising the mini-tab tends towards the baseline value.  
Moving forward from the trailing edge a reduction in peak lift-to-drag is observed, once 
again this is due to the increasing drag coefficient as the mini-tab is positioned ahead of the trailing 
edge. Most interestingly, the closest mini-tab positions to the leading edge, those at xf/c = 0.08 
and 0.15, produce a lift-to-drag ratio which stays constant from 4° to stall. This suggests that the 
increase in lift generated by an increase in angle of attack is proportional to the increase in drag 
for mini-tab placement in this region. In terms of mini-tab height, a lift-to-drag reduction is 
prevalent when the mini-tab height is increased from h/c = 0.02 to 0.04 for example at xf/c = 0.45. 
Peak L/D is reduced from 7.5 to 5.7 by increasing the mini-tab height. While interesting, L/D is 
not the primary concern of the present study. Protection of the airframe via a reduction in lift 
should be maximised, minimising drag during these short events is not a priority. 
4.1.6 Change in Effective Angle of Attack, Δαeff 
As discussed in Chapter 2, quantification of gust effects is usually expressed as a change 
in the effective angle of attack, Δαeff. To enable direct quantification of effectiveness the results 
of the current study are expressed in this format in Fig. 4.8(a) and (b) for angles between -2° ≤ α 
≤ 10° and mini-tab heights, h/c = 0.02 and 0.04. This was quantified by finding the same CL value 
for baseline and conditions utilising the mini-tab and calculating the difference in angle of attack 
at which these values occur: 
Δαeff = αCL,REF - αCL         [4.5] 
The measurements indicate that the mini-tab is able to reduce the effective angle of attack 
by up to 7° for an h/c = 0.04 at α = 10°. At angles of attack comparable to cruise, 0° ≤ α ≤ 5°, the 
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change in effective angle of attack is much smaller, with values between -2 and -3° for h/c = 0.02 
and between -5 and -5.5° for h/c = 0.04. Comparing these values to Fig. 2.8 it can be noted that 
these changes in effective angle of attack could be effective at mitigating the aerodynamic effects 
of gusts at cruise (1.5° > Δαeff > 2°) while reducing the extreme loads for take-off and landing 
significantly. This demonstrates that the mini-tab could be an effective load control device, 
however, this conclusion does not consider the effect of reduced frequency, k on the lift mitigation 
properties of the mini-tab. This will be investigated further in Chapters 5 and 6. 
4.2 Particle Image Velocimetry Measurements 
Using time-averaged flow-field measurements, the cause for the change in time-averaged 
lift can be investigated. Figures 4.9 to 4.12 show time-averaged velocity magnitude and 
streamlines for cases involving mini-tabs of normalised height, h/c = 0.02 and 0.04 respectively. 
The PIV measurements are divided into four columns (baseline and xf/c = 0.08, 0.60 and 0.95), 
along with five rows representing the angles of attack of attack (α = 0°, 5°, 8°, 10° and 13°). These 
angles are also highlighted in red on the CL-α curve at the top of the figure.  
The flowfield velocity magnitude presented in Fig. 4.9 for placement close to the trailing 
edge indicates that the effect on the flow is similar to that for a conventional Gurney flap at α = 
0°. A small separation region occurs for the h/c = 0.02 case, behind the mini-tab. As suggested 
by literature [82], this causes a shift in the Kutta condition into the downstream wake region, 
causing the final part of the pressure recovery to be completed off surface. An increase in mini-
tab height, h/c can be seen to increase the size of the flow separation present behind the mini-tab 
(see Fig. 4.11). As the region increases in size, a corresponding increase in lift mitigation is 
observed, suggesting that for trailing edge mini-tabs this separated region is key, producing a 
reduction in the effective camber.  
The flow separation is also observed in the vorticity measurements presented in Fig. 4.10 
and 4.12 for mini-tabs of height, h/c = 0.02 and 0.04. Two regions of vorticity of opposite sign 
are present behind the mini-tab, consistent with the two vortices hypothesis put forward by 
Liebeck [82]. 
Increasing the angle of attack for the baseline condition advances the natural flow 
separation towards the leading edge of the airfoil. For xf/c = 0.95 the lift mitigation of both mini-
tab heights is reduced with increasing angle of attack. The time-averaged velocity fields presented 
in Figs. 4.9 and 4.11 indicate that the flow separation progresses ahead of the mini-tab location 
as the angle of attack increases. As the mini-tab becomes submerged in this separated region its 
influence is diminished, as hypothesized by Baker et al [89]. For the baseline airfoil stall occurred 
around α = 13°, at which Fig. 4.9 indicates that the mini-tab of height, h/c = 0.02 is fully immersed 
in the flow separation region, yielding a minimal effect on lift reduction. In contrast, h/c = 0.04 
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(Fig. 4.11) retains some effectiveness at the high angles of attack (α ≈ 13°). This configuration 
slightly displaces the shear layer, allowing the mini-tab to still produce a small reduction in lift 
(ΔCL = -0.15). Figures 4.10 and 4.12 indicate the same effect: the shear layer produced by the 
mini-tab reduces in size and intensity as the angle of attack increases. Once the angle of attack 
reaches 13°, the region of negative vorticity is no longer observable, with flow separation ahead 
of the mini-tab for both heights. 
Positioning the mini-tab towards the mid-chord at xf/c = 0.60 produced a consistent effect 
across angles of attack, α = 0° to 5°. The flow-field measurements for α = 0° indicate a large 
separated region of flow behind the mini-tab. This region is maintained beyond the trailing edge 
for both mini-tab heights. Between α = 8° and 13° the xf/c = 0.60 mini-tab clearly advances the 
separation ahead of the baseline location. At α =13°, a portion of separated flow is observed ahead 
of the mini-tab location, with the mini-tab of height, h/c = 0.02 becoming almost fully immersed 
within the separated wake region. However, in both cases it appears that this separation is 
influenced by the mini-tab with the flow separation enlarged in comparison to the baseline, clean 
airfoil and the separation point pushed further towards the leading edge. This is also indicated in 
Figs. 4.10 and 4.12: the shear layer emanating from the tip of the mini-tab is reduced but the initial 
separation location is advanced, when compared to the baseline condition. Hence, the mini-tab 
continues to be effective, with ∆CL = -0.35 achievable for the h/c = 0.04 mini-tab. 
Considering locations close to the leading edge (xf/c = 0.08) one observes an effect that is 
highly dependent on the mini-tab height. Figure 4.9 presents results for h/c = 0.02, indicating that 
a separation bubble is initiated at the mini-tab location, with a reattachment of the flow present 
close to the mid-chord. Outside of the separation region and near the mini-tab the flow is 
accelerated. In contrast, the mini-tab of height, h/c = 0.04 (Fig. 4.11) induces a flow separation 
which, much like the xf/c = 0.60 location, is preserved past the trailing edge of the airfoil and thus 
no reattachment occurs. Comparison of the PIV measurements with the lift coefficient as 
described in Section 4.1 indicates that even though the flow is separated, partially and fully for 
h/c = 0.02 and 0.04 respectively, neither configuration produces a significant reduction in lift (ΔCL 
= -0.03 and -0.04 for h/c = 0.02 and 0.04 respectfully). This is negligible change in lift coefficient 
is supported by pressure measurements presented in section 4.3. 
As indicated in Fig. 4.4, there exists a significant effect on the lift curve gradient, CLα at α 
= 0° which is dependent on the mini-tab height. This indicates that for the larger mini-tab height 
(h/c = 0.04) there was an effect sufficient to create a change in the gradient in line with Woods 
spoiler theory [108], whereas, for the smaller heights (h/c = 0.02 and 0.0125 from Jacobs [112]) 
this effect was reduced significantly with minimal change in the gradient due to the reattachment 
of the flow. The discontinuity in lift curve gradient can be described by considering laminar 
separation bubbles close to the leading edge of the airfoil, using the definitions laid out by Tani 
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[155] and comparing their attributes to the mini-tab induced separation produced in this case. In 
principle, the flow condition created by the mini-tab is somewhat similar to that created during 
thin airfoil stall. A “short” separation bubble, as shown at α = 0° only has a small and relatively 
insignificant effect on the lift coefficient produced. As the angle of attack is increased, the “short” 
separation bubble produced steadily grows with the reattachment point of the bubble moving 
towards the trailing edge. Eventually, the reattachment point reaches the trailing edge of the airfoil 
and the bubble becomes fully separated, no reattachment occurs and the bubble is considered to 
have burst. The lift coefficient measurements for h/c = 0.02 in Fig. 4.4, indicate that this 
“bursting” occurs at α ≈ 3° and the flow-fields clearly show a fully separated flow at α = 5° in 
support of this hypothesis. In this fully separated condition, the mini-tab efficiently mitigates 
suction over the upper surface producing a significant reduction in CL⍺. For h/c = 0.04 the “bubble 
bursting” occurs at α = 0°, hence the discontinuity in lift curve slope. 
The vorticity measurements presented in Figs. 4.10 and 4.12 indicate that the region of 
negative vorticity produced by the mini-tab, which indicates the boundary between the 
recirculation region and the wider flow, is displaced further away from the airfoil surface as the 
angle of attack increases. This indicates an intensification of the separation region as the angle of 
attack is increased, which correlates to the greater change in lift noted in the force measurements.   
4.3 Surface Pressure Measurements 
Figure 4.13 presents the pressure measurements for α = 0°. In comparison to an inviscid 
flow solution generated using Xfoil [156], the pressure distribution on the upper and lower 
surfaces differ slightly towards the leading edge. As discussed in section 4.1.1, the asymmetry is 
due to the presence of slots on the upper surface of the airfoil which were used during a related 
project concerned with jet flap actuation [60]. Although the pressure distribution differs slightly, 
an integration of the experimental measurements generated a CL = -0.01, illustrating to within the 
bounds of uncertainty the expected lift coefficient for this symmetric profile.  
The effect of trailing-edge mini-tab placement (for h/c = 0.04) is observed in the pressure 
distribution shown in Fig. 4.13(a). In comparison to the baseline condition the coefficient of 
pressure, CP on the upper surface of the airfoil is increased. In conjunction, an increase in suction 
is observed on the lower surface, with peak suction increased from CP,min = -0.39 to -0.92, as also 
noted in the literature by Cooperman et al [110]. Pressure tappings were not placed directly at the 
trailing edge, with the final chordwise pressure tap placed at x/c = 0.94. This meant that the 
pressure difference at the trailing edge could not be fully evaluated, however, Fig. 4.13(a) 
indicates a clear difference in pressure at x/c = 0.94. This is consistent with the final part of the 




For a chordwise location of xf /c = 0.60, the pressure measurements shown in Fig. 4.13(b) 
illustrate a similar effect on the lower surface to the measurements conducted for a mini-tab 
located at xf/c = 0.95, producing a similar CP,min value. On the upper surface and ahead of the mini-
tab location, a significant reduction in suction produces a corresponding reduction in lift. A pair 
of missing pressure taps either side of the mini-tab (x/c = 0.57 and 0.62) mean that the pressure 
difference directly around the mini-tab location could not be fully evaluated; however, a clear 
jump in CP can be observed. Directly ahead of the mini-tab the pressure coefficient, CP rises. 
Behind the mini-tab, the flow separates from the airfoil surface (see Figs. 4.11) reflected by the 
region of constant CP ≈ -0.5. 
To further investigate the effect of placement close to the leading edge (xf/c = 0.08), 
pressure measurements were conducted for both mini-tab heights at α = 0° and are presented in 
Figs. 4.13(c) and (d). For both mini-tab heights, a clear decrease in pressure coefficient is 
observed on the lower surface of the airfoil, indicating an increase in suction over the surface, 
thus reducing lift. Directly ahead of the mini-tab, the value of CP for both mini-tab heights is close 
or equal to one indicating a stagnation of the flow ahead of the mini-tab. A contrast is observed 
for the two different heights when the pressure coefficient aft of the mini-tab location is 
considered. The mini-tab of normalised height, h/c = 0.02 (Fig. 4.13(c)) illustrates a trend which 
is in close agreement to that of a natural, laminar separation bubble characterized by Horton [157] 
and further described by Tani [155] as a “short bubble”, where the flow reattaches downstream 
of the initial separation. The region of separated flow behind the mini-tab is characterised by a 
constant pressure coefficient, with turbulent transition indicated by an increase in CP. Considering 
the data presented in Fig. 4.13(c) and comparing it to the trends described, a transition to turbulent 
flow is suggested at x/c ≈ 0.27 indicated by an increase in CP, with reattachment occurring at x/c 
≈ 0.47, where the pressure distribution closely resembles that for the baseline configuration. The 
location of separation agrees with the flow-field measurements presented in Fig.4.9.  
For h/c = 0.04 (Fig. 4.13(d)), a lower suction peak is observed (CP,min = -0.45 vs. -0.7). A 
turbulent transition point is suggested at x/c ≈ 0.5, however, reattachment does not occur with a 
sustained difference in CP between the baseline and h/c = 0.04 configurations. In both cases, it 
appears that the increase in suction caused by the acceleration of flow on the lower surface is 
balanced by the effects of stagnation ahead and separation of flow behind the mini-tab, thus 
producing no significant difference in CL. This is supported by an integration of the pressure 
measurements, producing CL = -0.01 and -0.05 in close agreement with the force measurements 
of CL = -0.03 and -0.04 for h/c = 0.02 and 0.04 respectively. The trends in lift coefficient beyond 




Figures 4.14 and 4.15 compare the pressure distributions for different mini-tab locations 
for a height of h/c = 0.04, with the results once again compared to the baseline pressure 
distribution and XFOIL inviscid predictions up to ⍺ = 8°. Increasing α serves to accelerate flow 
over the upper surface of the airfoil, reducing pressure. At 5 and 8°, a comparison between the 
experimental, baseline airfoil results and the inviscid solution indicate a good agreement. Peak 
suction is CP ≈ -2 and -4 for ⍺ = 5° and 8° respectively. The experimental results then show a 
gradual increase in pressure towards the trailing edge, also shown by the inviscid theory. The 
adverse pressure gradient continues to the trailing edge for all cases, illustrating that attached flow 
has been maintained to the trailing edge. However, between ⍺ = 10 and 13° the pressure 
distribution over the upper surface of the airfoil changes dramatically, with Cp being almost 
constant over the upper surface and the large suction peak at the leading edge, which was present 
at ⍺ = 10°, has been lost. This indicates that the airfoil has now stalled. This phenomena would 
not be accurately predicted by the inviscid solution and hence the results are not displayed.  
As noted in section 4.1.2, increasing the angle of attack served to decrease the difference 
in lift, ΔCL for placement close to the trailing edge, xf/c = 0.95. Comparing Figs. 4.14(a) and (b) 
to 4.15(a) and (b), it can be noted that as the angle of attack increases a corresponding decrease 
in the pressure difference close to the trailing edge is observed. This is also the case when 
comparing the pressure distribution along the upper surface, where CP tends back towards the 
baseline configuration as α is increased. This is consistent with the previous force and PIV 
measurements, where the mini-tab was found to have a decreasing influence of the flow with 
increasing angle of attack. 
Positioning the mini-tab at xf/c = 0.60, the pressure difference developed across the mini-
tab can be seen to decrease. Flow separation, indicated by constant CP, is maintained behind the 
mini-tab up to ⍺ = 10°, however, beyond this point, (Fig. 4.15(d)) the pressure distribution 
resembles that of the baseline airfoil. Therefore, the pressure measurements validate the 
conclusions described using the force and PIV measurements: the mini-tab at xf/c = 0.60 serves 
to effectively separate the flow at the mini-tab location, with a decreasing effect towards stall as 
the airfoil’s baseline flow separation advances towards the leading edge. 
For xf/c = 0.08, an increase in α intensifies the region of separated flow with no transition 
or reattachment point observed for α = 5° or 8° in Fig. 4.14(e) and (f). This suggests that the 
separation region is enlarged with increasing angle of attack, consistent with the corresponding 
PIV measurements. Concurrently, pressure acting over the lower surface of the airfoil is also 
intensified, providing an increase in lift. Due to the largely separated flow on the upper surface, 
CL increase for angles below stall is driven by the increased pressure on the lower surface.   
In comparison to the other two locations, the mini-tab at xf/c = 0.08 can be seen to generate 
some effectiveness at stall, with a significantly different pressure distribution noted ahead of the 
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mini-tab. At displayed in Fig. 4.15(f), CP values close to 1 indicate flow stagnation ahead of the 
mini-tab for ⍺ = 13°, consistent with lower angles. In comparison, the baseline configuration has 
a lower pressure, indicating suction with a small, adverse pressure gradient present to x/c = 0.10, 
indicating that flow does not separate until this point. Beyond this point, both pressure 
distributions indicate separated flow. The reduction in pressure ahead of the mini-tab, along with 
intensified separation behind, appears key to the lift reduction properties at this location. The 
effectiveness of the mini-tab at this location beyond stall is also consistent with the previous force 
measurements, where a reduction in lift, ΔCL of up to -0.4 was observed beyond 14°. 
 Using the pressure measurements, presented in Figs. 4.13 to 4.15 along with the PIV 
measurements presented in Figs. 4.11 and 4.12, it is seen that for the change in lift curve slope is 
related to the change from separation bubble to separated region. The short, reattached bubble 
may provide a minimal effect on lift curve gradient, CLα. As the angle of attack increases, the 
bubble grows sufficiently aft to reach the trailing edge and “bursts” giving a separated flow with 
a lift slope resembling the theory of Kirchhoff and Rayleigh [113, 114]. This indicates that the 
effectiveness of leading edge mini-tab locations is highly dependent on the ability to create and 
sustain a separation region that extends beyond the trailing edge.  
In summary, locating the mini-tab close to the trailing edge produces a significant lift 
reduction when small angles of attack are considered. As the angle of attack is increased, the mini-
tab becomes immersed in the airfoil flow separation and becomes ineffective near stall. In 
comparison, the large flow separation induced by the mini-tab at xf/c = 0.60 reduces lift effectively 
at a wide range of angles of attack. A reduction in suction ahead of the location and the increase 
in suction on the lower surface of the airfoil are observed. At this location, the mini-tab is 
positioned far enough forward to advance flow separation at angles of attack close to stall. Finally, 
locating the smaller mini-tab close to the leading edge produces a minimal effect at α = 0° where 
flow reattachment may eliminates any effect. At higher angles of attack, the bubble bursts creating 
a fully separated flow and therefore produces an increasing effectiveness towards stall. 
4.4 Unsteady Forces and Instantaneous Flowfield Measurements 
To quantify the unsteady fluctuations of lift caused by the mini-tab, the standard deviation 
of lift coefficient (σCL) is displayed in Fig. 4.16 for the baseline and three mini-tab locations: xf/c 
= 0.08, 0.60 and 0.95 for h/c = 0.02 and 0.04.  In addition, a series of representative instantaneous 
flow-field measurements are displayed in Fig. 4.17. Firstly, the baseline, clean configuration is 
considered. The standard deviation of lift coefficient, σCL increases as the stall angle is 
approached, with the magnitude of unsteady forces in general increased for increasing mini-tab 
height. Beyond stall, a dramatic increase in unsteadiness is noted. The large standard deviation in 
CL at α = 13° is consistent with the highly unsteady flow behaviour expected at stall.  
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For trailing edge placement (xf/c = 0.95) the effect is generally small, although h/c = 0.04 
produces a larger standard deviation in CL than h/c = 0.02, increasing from σCL = 0.01 to 0.02 at α 
= 0°. As the angle of attack is increased towards stall, the difference in σCL remains small for both 
mini-tab conditions.  
For the mini-tab located at xf/c = 0.60 a similar trend is observed with increase in 
unsteadiness for the greater mini-tab height at α = 0°. In Fig. 4.16, the standard deviation in CL 
decreases with increasing angle of attack, returning to the baseline trend at α = 4° and 6° for 
normalised heights of h/c = 0.02 and 0.04 respectfully. When the mini-tab is located close to the 
leading edge at xf/c = 0.08 the effect on σCL is highly dependent on the mini-tab height. For h/c = 
0.02 no change is observed at α = 0° whereas a large increase is noted for h/c = 0.04 (σCL = 0.03) 
when compared to the baseline condition. However, at α = 5° the opposite trend is observed. A 
mini-tab height, h/c = 0.02 produces a large increase in σCL to a value of 0.05, whereas a lower 
value of 0.03 is observed for h/c = 0.04. These values appear to remain approximately constant 
to stall.  
Instantaneous velocity magnitude measurements are displayed in Fig. 4.17 for three angles 
of attack: α = 0°, 5° and 8°. While only a single flow-field is presented, these measurements are 
representative of the unsteady flow produced behind the mini-tab for the five selected cases. 
Figure 4.17(a) shows measurements for a mini-tab of height, h/c = 0.04 at a location of xf/c = 0.95. 
Measurements at α = 0° show clear unsteadiness in the wake region. The periodic nature of the 
curvature in the streamlines beyond the trailing edge is indicative of the formation of a von 
Karman vortex street behind the mini-tab. This is consistent with the observations of Neuhart & 
Pendergraft [102] for the conventional Gurney flap. Analysis of measurements at α = 5° and 8° 
indicate some flow separation ahead of the mini-tab, reducing its influence and resulting in a 
decrease in lift reduction. At these angles, the vortex shedding from the mini-tab becomes less 
prominent, reducing σCL towards the baseline condition. 
Figures 4.17(b) and (c) present measurements for a mini-tab chordwise location of xf/c = 
0.60. These indicate that the unsteady flow separation behind the h/c = 0.04 mini-tab (Fig. 4.17(c)) 
is larger compared to the h/c = 0.02 mini-tab (Fig. 4.17(b)), increasing the standard deviation. At 
α = 5° and 8° the unsteady shear layer is displaced away from the airfoil surface, with some 
separation observed ahead of the mini-tab location. The unsteadiness away from the surface of 
the airfoil has an insignificant influence on the lift fluctuation, σCL. 
The xf/c = 0.08 mini-tab produced the opposite trend in terms of σCL in comparison to the 
two other locations. Instantaneous velocity magnitude measurements are presented in Fig. 4.17(d) 
and (e) for mini-tab heights of h/c = 0.02 and 0.04 respectively. Analysis of the measurements at 
α = 0° suggest that the separated shear layer is much closer to the surface, with occasional 
reattachment for h/c = 0.02 when compared to the h/c = 0.04 case. Towards the trailing edge, h/c 
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= 0.02 produces only small perturbations in the streamlines, indicating a small effect in 
comparison to those produced by h/c = 0.04. This is reflected in the lower σCL value.  
However, at α = 5° the opposite trend is observed. A mini-tab height, h/c = 0.02 produces 
a large increase in σCL to a value of 0.04, whereas a lower value of 0.03 is observed for h/c = 0.04. 
Comparing the two different heights shows that the shear layer for h/c = 0.02 is closer to the 
surface of the airfoil and produces larger unsteady flow structures behind the mini-tab. This 
behaviour is masked by the time-averaging process, which indicates the presence of a fully 
detached wake. In comparison, h/c = 0.04 produces a shear layer which is located further away 
from the upper surface of the airfoil at both α = 5° and 8°. It is suggested that the smaller distance 
of the undulatory shear layer from the upper surface, produced by the h/c = 0.02 mini-tab, 
increases the unsteady forces for α = 5° and 8°. Therefore, it may be beneficial to employ larger 
mini-tab heights when a steady deployment is required to reduce the unsteady buffeting caused 
by a mini-tab. 
4.5 CONCLUSIONS 
Time-averaged force, pressure and flowfield measurements have been used to identify 
significant effects of mini-tab height, location and angle of attack on lift reduction. In general, as 
the mini-tab height is increased the change in lift reduction also increases. Close to the trailing 
edge, xf/c = 0.95, the mini-tab displaces the Kutta condition downstream increasing suction over 
the lower surface which in turn decreases lift. With increasing angle of attack, the flow begins to 
separate upstream of the mini-tab location therefore diminishing the mini-tab’s effectiveness. 
Placement close to the airfoil mid-chord at xf/c = 0.60 produces the largest effect for α = 0°, with 
ΔCL up to -0.60 feasible due to the large region of separated flow produced behind the mini-tab. 
As the angle of attack increases, the influence of the mini-tab at this location decreased towards 
the stall angle but some effectiveness is retained as the mini-tab can still advance the flow 
separation. Conversely, placement close to the leading edge (xf/c = 0.08) induces a negligible 
effect at α = 0°. An h/c = 0.02 mini-tab separates the flow at the mini-tab location but reattaches 
before the trailing edge forming a separation bubble. At small angles of attack, a sudden change 
in the lift curve slope is observed due to the bubble bursting. After this point, the mini-tab provides 
an increasing effect towards stall with ΔCL of up to -0.67. The flow is fully separated which 
mitigates suction on the upper surface. Changes in the lift curve slope compare well with the 
inviscid theory of Woods, as long as there is no reattachment. When compared to the change in 
effective angle of attack required for effective loads control, these measurements show that the 
mini-tab is a feasible technology in a static sense. Finally, analysis of the unsteady force and 
instantaneous flow-field indicates an increase in the standard deviation of lift coefficient for xf/c 
= 0.08 and h/c = 0.02, where the presence of a highly unsteady shear layer close to the airfoil 
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surface and unsteady reattachment provides a greater source of unsteadiness than the h/c = 0.04 




Figure 4.1: Time-averaged lift coefficient, CL and drag coefficient, CD vs. angle of 





Figure 4.2: Comparison of line plot of change in time-averaged lift coefficient (ΔCL) 
(a & b) to contour plot of change in ΔCL (c & d), as a function of chordwise location and 





Figure 4.3: Magnitude of change in lift at zero lift angle (|ΔCL|REF, L = 0) as a function 
of mini-tab height for (a) all airfoil profiles and (b) NACA0012 profiles only. Trend lines 





Figure 4.4: Comparison of lift coefficient vs. angle of attack for xf/c = 0.08. A 
comparison to Kirchhoff-Rayleigh [113, 114] theory for inviscid separated flow is provided. 
 
Figure 4.5: Comparison of change in lift at zero degrees (|ΔCL|⍺ = 0) for (a) h/c = 0.02 




Figure 4.6: Normalised lift curve slope (CL⍺ /CL⍺, ref |⍺ = 0) vs. xf/c for h/c = 0.02 and 0.04 
compared to Woods [108] inviscid spoiler theory and the experimental results of Jacobs 




Figure 4.7: Lift-to-Drag ratio vs. angle of attack for mini-tabs of height (a) h/c = 0.02 




Figure 4.8: Change in effective angle of attack, Δαeff vs. angle of attack, α for mini-





Figure 4.9: Lift coefficient vs. angle of attack for h/c = 0.02. Corresponding 
normalised velocity magnitude shown for three example chordwise locations at the angles 






Figure 4.10: Lift coefficient vs. angle of attack for h/c = 0.02. Corresponding 
normalised vorticity shown for three example chordwise locations at the angles of attack 





Figure 4.11: Lift coefficient vs. angle of attack for h/c = 0.04. Corresponding 
normalised velocity magnitude shown for three example chordwise locations at the angles 





Figure 4.12: Lift coefficient vs. angle of attack for h/c = 0.04. Corresponding 
normalised vorticity shown for three example chordwise locations at the angles of attack 





Figure 4.13: Pressure coefficient (CP) vs. chordwise location (x/c) at an angle of attack 
of zero degrees for (a) h/c = 0.04, xf/c = 0.95, (b) h/c = 0.04, xf/c = 0.60, (c) h/c = 0.02, xf/c = 
0.08, (d) h/c = 0.04, xf/c= 0.08. Comparison to baseline and inviscid solution generated by 




Figure 4.14: Pressure coefficient (CP) vs. chordwise location (x/c) at α = 5° (left 
column), α = 8° (right column) for (a) and (d) h/c = 0.04, xf/c = 0.95, (b) and (e) h/c = 0.04, 
xf/c = 0.60, (c) and (f) h/c = 0.04, xf/c= 0.08. Comparison to baseline and inviscid solution 






Figure 4.15: Pressure coefficient (CP) vs. chordwise location (x/c) at α = 10° (left 
column), α = 13° (right column) for (a) and (d) h/c = 0.04, xf/c = 0.95, (b) and (e) h/c = 0.04, 





Figure 4.16: Standard deviation in lift coefficient (σCL) for mini-tab heights of (a) h/c 








Figure 4.17: Instantaneous normalised velocity magnitude at α = 0°, 5° and 8° 
presented for (a) xf/c = 0.95, h/c = 0.04, (b) xf/c = 0.60, h/c = 0.02, (c) xf/c = 0.60, h/c = 0.04, 








CHAPTER 5: FREQUENCY RESPONSE OF 
SINUSOIDALLY OSCILLATING MINI-TABS 
5.0 Summary 
To evaluate the frequency response of a periodically deploying mini-tab a series of force 
and particle image velocimetry measurements were conducted for actuation frequencies up to k = 
0.79, for angles of attack between 0 and 13°. Overall, the force measurements show that the mini-
tab has a reducing peak-to-peak lift response with increasing actuation reduced frequency, which 
compares well to the inviscid circulation theory of Theodorsen. The aerodynamic response 
decreases to 60% of the static value at k = 0.79. In parallel, a noticeable delay in the lift response 
of up to 105° is observed. It was determined that the aerodynamic response of the mini-tab, in 
terms of amplitude can be accurately represented by the periodic response of a first order system. 
As the angle of attack is increased towards stall the lift response decays in terms of amplitude and 
the phase angle increases. PIV measurements indicate that the delay in lift response is associated 
with the presence and growth of a region of separated flow behind the mini-tab, with the growth 
of this region delayed at higher reduced frequencies.  
5.1 Description of Nomenclature 
Shown in Fig. 5.1 is the nomenclature that will be used throughout this section to represent 
the static and periodic lift coefficients. Firstly, the static change in lift, ΔCL,s is defined as the 
difference between the time averaged lift coefficient for the clean airfoil where no mini-tab is 
used, CL,h = 0  and the time-averaged lift coefficient corresponding to the maximum mini-tab height, 
CL,hmax. The maximum mini-tab height corresponds to the maximum value used in the periodic 
measurements: either hmax/c = 0.01 or 0.015. When oscillated periodically the mini-tab will 
produce a lift coefficient that is likewise periodic, CL(t). The periodic and time dependent change 
in lift, ΔCL(t) is defined as CL(t) - CL,h = 0. This periodic lift coefficient will have a phase-averaged 
maximum, CL,max and minimum, CL,min. Therefore, CL,min - CL,max refers to the phase-averaged peak-
to-peak change in lift for a particular reduced frequency. Finally, the mean change in lift, ΔCL,mean 
is once again measured from the baseline, clean configuration, CL,h = 0. 
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5.2 Baseline Static Measurements 
5.2.1 Validation of Trailing Edge Sections 
During Chapter 4, tests were performed with the mini-tab attached to a trailing edge section 
which had slots at xf/c = 0.75, 0.85 and 0.95 respectively, allowing for the mini-tab to be easily 
located at these positions. For the dynamic measurements, a location of xf/c of 0.85 was chosen, 
and a new design of trailing edge was needed to accommodate the deployable mini-tab, as 
discussed in Section 3.2. The change of trailing edge required validation against the original 
design, to confirm that no significant aerodynamic changes were present. These tests were 
completed between α = 0 and 20° for 3 conditions: a covered baseline where the slot from which 
the mini-tab deploys is covered over and an uncovered baseline. The third measurement consisted 
of a statically deployed mini-tab of height h/c = 0.02, something which was not achievable with 
dynamic actuation but allowed for validation with previous static measurements. 
Figures 5.2(a) and (b) display comparisons between the previous baseline, clean airfoil 
measurements with the mini-tab actuation slot covered and uncovered for both lift and drag 
coefficients. In both cases, it can be observed that the new trailing edge sections produce an 
extremely similar result to the previous configuration, with a slight divergence at stall of 1°. The 
similar results imply no detriment or alteration in the aerodynamics of the overall airfoil. 
Comparing the covered to uncovered baseline conditions it can be noted that the uncovered 
actuation slot provides no detriment in CL and no increase in CD, despite the slot covering a 
chordwise distance of 0.9%c. 
Figures 5.2(c) and (d) compare mini-tabs of normalised height, h/c = 0.02 at xf/c = 0.85 for 
the previous static configuration and the dynamic mini-tab held in a static configuration. As noted 
for the baseline configuration, for CL stall appears to occur around 1° later, however the trends 
between the two tests appear identical. Analysing Fig. 5.2(d), the same trends in drag coefficient 
can be observed as in Chapter 4.1.4.  An increase in CD is observed at small angles of attack where 
the mini-tab has the greatest effectiveness. Moving towards stall, the difference in drag coefficient 
between the baseline and mini-tab case decreases as the mini-tab becomes immersed in the natural 
flow separation and loses influence. This trend can be observed for both the mini-tab conditions, 
implying no significant differences in the flow conditions provided by the mini-tab.  
Figures 5.2(e) and (f) display CL and CD vs α measurements for configurations using the 
new trailing edge sections only. Figure 5.2(e) displays CL vs. α for these conditions. Comparing 
the baseline configuration to the case employing the mini-tab it can be observed that ΔCL = -0.23 
is at α = 0°. At stall (α = 13°), ΔCL decreases to -0.05, consistent with the previous tests. This is 
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consistent with the mini-tab becoming immersed in the airfoil’s baseline flow separation at high 
angles of attack a corresponding decrease in ΔCL is noted.  
5.2.2 Quasi-static Measurements 
Figure 5.3 shows static lift measurements for angles of attack, 0° ≤ α ≤ 13°. The mini-tab 
was held at a static position between heights, 0 ≤ h/c ≤ 0.015, the maximum and minimum values 
used for the dynamic measurements. As discussed in Section 4.1.2, Liu & Montefort [107] 
theorised that the mini-tab should produce a static change in lift proportional to the square root of 








As shown in Chapter 4, previous measurements and comparison to existing literature [91], 
for mini-tab locations close to the trailing edge, have indicated that this expression, based upon 
thin airfoil theory, is valid for a range of airfoil profiles. In comparison to the theory, Fig. 5.3 
indicates that for the present chordwise location, xf /c = 0.85, there is reduction in effectiveness 
for small mini-tab heights. This indicates that the square-root relationship is invalidated for this 
configuration. The small ΔCL,s values could be produced at small mini-tab heights because the 
reduction in velocity close to the surface within the boundary layer inhibits the mini-tab’s ability 
to reduce lift mini-tab than at larger displacements [100]. In addition, the mini-tab moving though 
a slight angle (13°) on deployment, which, while not significant for larger mini-tabs [100], may 
also have the effect of reducing the static change in lift. As such, to better fit the behavior of the 
mini-tab at all angles of attack a cubic regression is applied as a line of best fit, rather than the 
square-root relationship. This better represents the relationship and will be used to determine the 
quasi-static response (k → 0) in Section 5.3. This represents a mini-tab deployment where there 
is no dynamic effect, as the mini-tab is moving so slowly that the system remains in equilibrium. 
The static response, ΔCL,s is used to normalise the dynamic lift change measurements, allowing 
for accurate comparison of the mini-tab’s effect between angles of attack. 
As α increases towards stall at 13°, the static change in lift decreases in line with previous 
measurements. A reduction in ΔCL,s from -0.17 at zero degrees to -0.04 at 13° is observed for a 
mini-tab height of h/c = 0.015. The reduction, as previously stated, can be attributed to the 
movement of flow separation to ahead of the mini-tab location at high angles of attack, inhibiting 
the mini-tab’s influence on the flow.  
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5.3 Force Measurements 
Force measurements were performed to investigate the effects of periodically oscillating 
mini-tabs on lift. The measurements are first displayed in a phase averaged manner, with the time 
dependent response indicated in section 5.3.1. In section 5.3.2, the effect of actuation reduced 
frequency is considered from the phase averaged data by extracting key values from the force 
measurements. Section 5.3.3 compares the present study to existing literature.  
5.3.1 Phase Averaged Effects 
To investigate the effects of increased reduced frequency, a wide range of measurements 
were conducted between k = 0.04 and 0.79. The measurements were processed using the methods 
laid out in section 3.3.2 by applying a correction in the frequency domain to the data which 
accounts for the effects of resonance. Values close to the system resonant frequency (k = 0.51 and 
0.59) omitted due to the relatively high uncertainty, as discussed in appendix 1. These results are 
presented in two manners for angles of attack between 0° and 13°.  
Firstly, Figs. 5.4 to 5.8 present the phase-averaged, time dependent change in lift, ΔCL(t), 
normalised by the steady-state value, ΔCL,s. This is presented as a function of the normalised time 
within the phase, t/T where T is the period of oscillation (1/f). As described in section 5.2.2, a 
quasi-static aerodynamic response, k → 0 is included. This response represents a mini-tab 
deploying infinitesimally slowly, following the static measurements displayed in section 5.2.2.  
By definition for this case, a maximum value ΔCL(t)/ ΔCL,s = 1 is obtained at t/T = 0.5. In addition, 
it can also be noted that the quasi-static response is not a perfect sine wave. This is due to the non-
linearity in ΔCLs with respect to the mini-tab height, h/c. 
The aerodynamic response at ⍺ = 0° is displayed in Fig. 5.4, with the left and right columns 
displaying measurements for maximum deployment heights of hmax/c = 0.01 and 0.015 
respectively. Increasing reduced frequency is displayed moving down each column. At lower 
reduced frequencies, 0.04 ≤ k ≤ 0.24 (Figs. 5.4(a) and (b)), a reduction in the peak-to-peak 
amplitude is observed as the deployment frequency is increased, reducing to 0.8 and 0.86 at k = 
0.24 for maximum deployment heights, hmax/c = 0.01 and 0.015 respectively. Additionally, it can 
be noted that as the actuation reduced frequency is increased the phase-averaged lift response 
begins to shift to the right, indicating a delay when compared to the quasi-static response.  
Figures 5.4(c) and (d) display results for actuation reduced frequencies, 0.28 ≤ k ≤ 0.47. As 
with the lower k values a reduction in peak-to-peak lift reduction can be noted in comparison to 
the quasi-static value, while an increase in phase angle can also be noted. Figures 5.4 (e) and (f) 
display the highest actuation reduced frequencies, 0.62 ≤ k ≤ 0.79. Here, the aerodynamic 
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response shows clear effects of the presence of the superposition of multiple frequencies, for 
example at k = 0.63 where a double peak in ΔCL(t)/ΔCL,s is observed.  
Another way to present the data is in the form of a Lissajous figure, as shown in Figs. 5.9 
to 5.13, phase averaged lift coefficient, ∆CL(t) is plotted as a function of normalised mini-tab 
deployment, h(t)/hmax. For k → 0, the response follows the cubic relationship defined in Section 
5.1.2. Comparing Fig. 5.9(a) to (b) it can be observed that the mini-tab of maximum deployment 
hmax/c = 0.015 produces a larger change in lift than hmax/c = 0.01. 
 For the periodic measurements, an increasing delay in the lift response is displayed as the 
development of a hysteresis loop. In general, the aerodynamic response progresses in a clockwise 
manner, moving from the top left of the figure where the mini-tab is fully stowed, as displayed 
by the arrows in Fig. 5.9(a). As the mini-tab passes through the same height twice per phase, there 
exist two possible values for the change in lift coefficient, ∆CL(t) for each h(t)/hmax value. 
As the actuation reduced frequency increases, as in Figs. 5.9(a) and (b), the hysteresis loop 
begins to expand, indicative of an increased delay in aerodynamic response. In addition, the 
reduction in peak-to-peak aerodynamic response is observed. As the actuation reduced frequency 
increased to 0.28 ≤ k ≤ 0.47 (Figs. 6.9(c) and (d)) the non-linearities in the aerodynamic response 
become again noticeable, consistent with the normalised phase presentation for both maximum 
mini-tab deployment heights. The hysteresis loop begins to pivot about its centre, with the lift 
response reducing at h(t)/hmax = 1 and increasing at h(t)/hmax = 0. However, the minimum value of 
∆CL(t) occurs around h(t)/hmax ≈ 0.5. This once again illustrated the increasing delay in lift 
response. 
At actuation reduced frequencies, 0.62 ≤ k ≤ 0.79 as shown in Figs. 5.9(e) and (f), the 
retraction phase of the periodic deployment produces an almost constant lift response, indicative 
of a large delay. During the deployment phase (h(t)/hmax = 0 → 1), the lift response reduces over 
the first half of the phase, with a rapid increase as the mini-tab approaches its maximum value. In 
addition, the reduction in peak-to-peak amplitude can also be observed, with CL,min - CL,max 
reducing to -0.1 for k = 0.79 when compared to the static value of -0.17. 
The effects of increasing angle of attack, 5° ≤ α ≤ 13°, can be observed in Figs. 5.4 to 5.8, 
displaying normalised phase measurements, along with the Lissajous figures presented in Figs. 
5.9 to 5.13. In general, the trends displayed at α = 0°: an increase in phase angle with a decrease 
in lift reduction amplitude can be observed at higher angles of attack, albeit with a decrease in 
∆CL(t). This is consistent with the decrease observed in the static change in lift, ∆CL,s. The 
reduction with increasing angle of attack and reduced actuation frequency means that the change 
in lift becomes extremely small (CL,min - CL,max = -0.0075 for hmax/c = 0.01) at α = 13° and k = 0.79.  
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5.3.2 Frequency Response Quantification 
From the measurements in section 5.3.1, several important quantities can be calculated to 
evaluate the mini-tab’s suitability as a dynamic load control actuator. These will be quantified in 
this section, examining the amplitude reduction, mean and phase delay exhibited by the mini-tab.  
The phase-averaged peak-to-peak change in lift, CL,min – CL,max (see Fig. 5.1 for definition) 
presented in Fig. 5.14 quantifies the decrease in amplitude with reduced frequency. By comparing 
Figs. 5.14(a) to (e) it can be noted that the CL,min – CL,max  at ⍺ = 0° is much larger than that for 
13°. For all angles of attack, it is observed that as the reduced frequency is increased the lift 
reducing ability of the mini-tab reduces, however, as the angle of attack increases the magnitude 
in the peak-to-peak change in lift decreases in lift with that for the static measurements.  
In order to better observe the decay in the peak-to-peak change in lift, CL,min – CL,max is 
normalised by the respective steady-state value, ΔCL,s see Fig. 5.15a. Also included is 
Theodorsen’s circulation function, C(k) [126]. Theodorsen’s function represents the effects of a 
periodic change in circulation. As the reduced frequency of the oscillation increases, the 
amplitude of C(k) decreases. While Theodorsen’s function represents a frequency domain 
approach, the same relationship can be derived by approximating the sinusoidal oscillation as a 
series of step responses, whose aerodynamic response is modelled in the time domain by 
Wagner’s function [134]. The convolution of the individual step responses using DuHamel’s 
integral [158] then produces the overall aerodynamic response, as suggested by Leishman & 
Nguyen [159] and Garrick [160]. In essence, the two functions: Theodorsen’s and Wagner’s, 
represent the same inviscid unsteady aerodynamic theory in the frequency and time domain 
respectively. Wagner’s function will be used in Chapter 6, concerned with transient mini-tab 
actuation. 
 Figure. 5.15(a) presents measurements taken at α = 0°. A decay in the normalised peak-to-
peak change in lift. (CL,min – CL,max)/ΔCL,s can be clearly observed, with Theodorsen’s function 
showing a good agreement. This result is surprising, given the derivation of Theodorsen’s 
function, which is intended for pitching and plunging airfoils without any consideration for flow 
separation as produced by the mini-tab. The lift response appears to be independent of mini-tab 
height, with both heights considered, hmax/c = 0.01 and 0.015 following the same trends. For the 
greater height, the lift response decreases to (CL,min – CL,max)/ΔCL,s = 0.6 at k = 0.79. 
Figures 5.15(b) to (e) indicate the effects of increasing the angle of attack, α on the 
normalised peak-to-peak change in lift. Increasing the angle of attack generally reduces the mini-
tab’s effectiveness at higher reduced frequencies. This is most noticeable for stall, corresponding 
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to an angle of attack of 13° (Fig. 5.15(e)), where a more rapid decrease in (CL,min – CL,max)/ΔCL,s is 
observed than at α = 0°. 
Figure 5.16 presents the phase angle of the phase-averaged signal. This was calculated from 
the first harmonic of the lift response, corresponding to the mini-tab actuation frequency. A more 
negative phase angle indicates a greater delay in lift response. The measurements for α = 0° 
indicate an almost monotonic increase in the phase angle with respect to reduced frequency. There 
is a discontinuity in the region of k ~ 0.55 due to the data removed around the measurement 
system’s natural frequency. When comparing hmax/c = 0.01 and 0.015 it is evident that there is an 
agreement between the two maximum mini-tab heights, suggesting that there is no effect of mini-
tab height on phase angle. In addition, when compared to Theordorsen’s function there is little 
agreement, with a much larger magnitude phase angle generated for the mini-tab measurements. 
Comparing Figs. 5.16(a) to (e) it can be noted that the phase angle increases as the angle of attack 
increases. There is greater scatter at the higher angles (see Fig. 5.16(e)) due to the reduced 
absolute amplitude of the lift signal. 
Finally, Fig. 5.17 presents the phase-averaged mean change in lift, ΔCL,mean as a function of 
reduced frequency, k. For ⍺ = 0°, as with the previous static measurements, it can be noted that 
hmax/c = 0.015 produces a larger ΔCL,mean than hmax/c = 0.01. As the frequency of actuation 
increases, it can be noted that there is not a significant alteration in ΔCL,mean. Figs. 5.17(b) to (e) 
also show that the effect is consistent when the angle of attack is increased. In conjunction with 
the decrease in the peak-to-peak change in lift, the constant mean value indicates that the lift 
coefficient does not return to the static minimum or maximum lift coefficient values for high 
frequency actuation, and rather reduces about a mean value.  
5.4 Evaluation & Comparison of Mini-tab Frequency Response 
5.4.1 Comparison to Literature 
As discussed in Chapter 2.3 several studies exist within the literature [125, 127, 128] which 
are comparable to the experiments performed in this chapter for periodic deployment. The 
amplitude ratio of periodic actuation, (CL,min – CL,max)/ΔCL,s and phase angle, φ can therefore be 
compared to existing measurements from the literature at an angle of attack, α = 0°, see Fig. 5.18.  
Comparison of (CL,min – CL,max)/ΔCL,s is presented in Fig. 5.18(a). In general, the trends noted 
in the force measurements presented in Section 5.3 hold true: a decrease in amplitude is noted for 
increasing actuation reduced frequency. Once again, Theodorsen’s function approximates the 
trends well. However, it is important to note that, while the trends agree, that large differences in 
(CL,min – CL,max)/ΔCL,s are observed. For example, around k = 0.2 the normalised amplitude of lift 
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reduction varies by almost 0.3. One possible hypothesis for the large disparities may be the testing 
conditions considered: the measurements are concerned with different Mach numbers, as well as 
examining different airfoil profiles and mini-tab chordwise locations, which are summarised in 
Table 5.1. Therefore, further evaluation is needed to quantify the effects these variables have on 
periodic mini-tab deployment such that the trends can be accurately validated.  
When reviewing the literature, it was noted that the phase angle, φ differed greatly, with 
Lee & Kroo [127] suggesting an agreement with Theordorsen’s function while others [125, 128] 
illustrated a much large phase delay. Figure 5.18(b) compares the measurements of studies from 
the literature to the present study. Unlike the trends noted in Fig. 5.18(a), analysis of the data 
presented in Fig. 5.18(b) would indicate that the chordwise location of the mini-tab plays a large 
role in the phase angle, with greater φ values presented as the mini-tab is moved upstream of the 
trailing edge. Once again, the trends noted in phase angle must be treated with caution due to the 
disparity in testing conditions. Therefore, a useful addition to the literature on the subject would 
be a continuation of the current project, evaluating the effects of mini-tab chordwise location on 
the phase angle of the lift response with fixed testing conditions.  
5.4.2 Approximation of Aerodynamic Response 
To better characterise the frequency response of periodic mini-tab deployment, the 
variation in lift reduction amplitude, (CL,min – CL,max)/ΔCL,s, can be approximated as the response 
of a 1st order system. This is completed by fitting a curve in the form of equation 5.1 to the data 
to extract a time constant, κ, which defines the reduction in amplitude the system produces with 






                             [5.1] 
Fig. 5.19 presents the time constants calculated for periodic mini-tab deployments between 
⍺ = 0° and 13°, with values extracted for both maximum deployment heights considered: hmax/c = 
0.01 and 0.015. The error bars represent the uncertainty of κ when equation 5.1 is fitted to the 
data. The presented uncertainty is a 95% confidence bound.  
Considering the effect of hmax/c, it was observed in section 5.3.2 that increasing the 
maximum deployment appeared to have little effect on (CL,min – CL,max)/ΔCL,s. This is validated by 
the time constant values extracted from this data, with extremely similar values observed for the 
two different amplitudes: κ = 2.12 and 2.23 for hmax/c = 0.01 and 0.015 respectively. It was also 
noted that increasing ⍺ caused a reduction in mini-tab effectiveness with increasing k. This is 
corroborated by a greater κ values, increasing to 6.75 and 6.60 for hmax/c = 0.01 and 0.015 
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respectively at ⍺ = 13°. A greater κ value indicates that the system takes longer to reach a steady 
state value when a step input is applied. In a periodic system, this would mean that the changes 
in circulation initiated by the periodically deploying mini-tab have a decreasing effect on CL, as 
the aerodynamic system takes longer to react to these changes. 
A time constant, κ can also be quantified for the literature sources introduced in Section 
5.4.1. Theses value are presented in Table 5.1, along with a value generated for Theodorsen’s 
function, κ = 2.35. In general, it can be noted that the present experimental study agrees well with 
the literature, with similar time constants indicated.  
While the comparison with literature and system analysis serve to validate and extract 
pertinent information from the current force measurements, there still exists a need to examine 
the mini-tab’s effect on the near-wake to better understand the reasons for the reduction and lag 
in the aerodynamic response encountered during periodic deployment. This will be conducted in 
section 5.5.  
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Current Study 2.12 to 2.23 NACA0012 Re = 6.6x105 Ma = 0.06 xf/c = 0.85 0.015 Upper N/A 
Theodorsen, C(k) 2.58 N/A Inviscid Theory N/A N/A N/A N/A [126] 
Clevenson & 
Tomassoni 
2.087 NACA65-010 Re = 2.7x106 Ma = 0.2 xf/c = 0.7 0.021 Upper [128] 
Lee & Kroo 3.53 NACA0012 Re = 1.5x105 N/A xf/c = 1 (Blunt TE) 0.01 Lower [127] 
Kinzel et al 3.09 VR-12 N/A Ma = 0.45 xf/c = 0.9 0.02 Lower [125] 
Kinzel et al 2.24 VR-12 N/A Ma = 0.60 xf/c = 0.9 0.02 Lower [125] 
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5.5 Particle Image Velocimetry Measurements 
Particle Image Velocimetry measurements were used to assess the effects of the 
periodically oscillating mini-tab on the surrounding flowfield. First, Section 5.5.1 describes the 
effects of increasing angle of attack, ⍺ on the baseline flow. Next, phase-locked PIV 
measurements are presented in Section 5.5.2, which indicate the reasons for the lag and amplitude 
reduction observed in the force measurements. Finally, Section 5.5.3 provides a quantification of 
the effects of periodic mini-tab deployment on the wider flowfield. 
5.5.1 Baseline Flowfield 
Before the dynamic effects of periodic mini-tab deployment can be evaluated on the near-
wake, first the baseline flowfield should be considered. This is presented in Fig. 5.20 for angles 
of attack, ⍺ between 0 and 13°. It can be noted that a region of low velocity flow begins to develop 
close to the airfoil surface for ⍺ ≥ 5°. This can be described as a flow separation, which increases 
in size and severity as the angle of attack increases, progressing towards the leading edge of the 
airfoil. This region of flow can also be observed within the vorticity measurements, indicated by 
a region of negative vorticity, which increases in size towards stall. It can be noted that at 13° this 
region progresses significantly ahead of the trailing edge, consistent with the measurements in 
Chapter 4.  
5.5.2 Phase-Locked Measurements 
To analyse the effects of a sinusoidal deploying mini-tab on the flowfield surrounding the 
airfoil, phase-locked particle image velocimetry measurements were conducted. These are 
displayed in Figs. 5.21 to 5.29, presenting time-averaged and phase-locked velocity magnitude 
and vorticity measurements for angle of attack, 0 ≤ ⍺ ≤ 13°, obtained at normalised time values, 
t/T = 0.0, 0.25, 0.5 and 0.75. These measurements were completed for quasi-static conditions (k 
→ 0) and three reduced frequencies, k = 0.20, 0.39 and 0.63 to evaluate the effects of actuation 
reduced frequency and consider the maximum mini-tab amplitude used in the force 
measurements: hmax/c = 0.015. The corresponding ΔCL(t)/ΔCL,s information for these cases is 
presented above the PIV measurements. 
Firstly, the effects of periodic mini-tab deployment at ⍺ = 0° are shown in Figs. 5.21 and 
5.22. The quasi-static effect of mini-tab employment, corresponding to k → 0 is considered in the 
first row. A t/T value of 0 corresponds to a mini-tab which is stowed within the trailing edge 
section, while t/T = 0.25 and 0.50 correspond to normalised mini-tab heights, h/c = 0.0075 and 
0.015 respectively, equating to 50% and 100% of the deployment range. In line with previous 
measurements, shown in Chapter 4 for xf/c = 0.95, the increase in mini-tab height produces a 
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larger recirculation region behind the mini-tab. The recirculation region is key to the mini-tab’s 
effectiveness, causing an effective decrease in the airfoil camber reducing lift. Also, Fig. 5.22 
shows that the region of vorticity, corresponding to the shear layer, present behind the mini-tab 
increases in size with increasing deployment height and is displaced further away from the 
surface. This alters the Kutta condition of the airfoil, displacing it upwards and away for the 
surface consistent with the static measurements in Chapter 4. It is important to note that, for the 
quasi-static measurements (k → 0), t/T = 0.25 and 0.75 are the same.  
 Each position in time, and thus phase, will be analysed individually such that the reasons 
for the reduction in amplitude and increase in phase angle with increasing actuation reduced 
frequency, k can be determined. The three actuation reduced frequencies are shown in the rows 
in Figs. 5.21 to 28, while each position in time, t/T shown in each column. The first column 
displays the flowfield for each of the reduced frequencies when the mini-tab is fully stowed within 
the trailing edge section: t/T = 0. Although the effect is subtle between the three reduced 
frequencies, by looking at the streamlines present in Fig. 5.21 it can be observed that increasing 
k from 0.20 to 0.63 causes a slight upward displacement in the streamlines, indicating a 
decambering in the flow which would result in the observed decrease in lift. This effect can more 
clearly be observed in Fig. 5.22, where the region of negative vorticity emanating from the upper 
surface is displaced further upwards for k = 0.63 than 0.20. The expected decrease in lift is 
reflected in the force measurements, and is also indicative of a delay in the aerodynamics: the lift 
response does not reach the expected steady state value when the mini-tab is fully stowed within 
the trailing edge. 
Moving to t/T = 0.25, the mini-tab is now positioned at h(t)/c = 0.0075. The delay in lift is 
more clearly observable for this position. In Fig. 5.21, it is noticeable that as k increases the 
separated region behind the mini-tab decreases, indicative of a reduction in effect. The clearest 
comparison is between k → 0 and k = 0.63 where the separated region appears smaller for the 
periodically deploying mini-tab. This is also observable in Fig. 5.22, where a reduction in the size 
of the region of vorticity behind the mini-tab is present. This corroborates the results found during 
the force measurements, which indicate a reduction in mini-tab effect as k increases. 
The delay and reduction in effectiveness is less clear at t/T = 0.50, where the separated 
region behind the mini-tab appears to be similar for the three reduced frequencies. This is despite 
the relatively large differences in phase-averaged lift coefficient present at this instance. Due to 
the sinusoidal deployment profile, the change in mini-tab height close to the maximum value is 
small with respect to time. In addition, the gradient of the steady-state change in lift, ΔCL,s gets 
smaller with respect to height close to hmax/c = 0.015. It may be that phase delay is masked by the 
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relatively small changes in lift close to the maximum mini-tab height, thus producing a small 
difference in flow-field.  
At t/T = 0.75 the effect of reduced frequency is once again easily observable. At this 
position, the mini-tab is retracting and thus a lag in response is indicated by an increase in the 
separation region’s size. This is observable in Fig. 5.21, where moving from k = 0.20 to 0.63 
produces a larger separated region and an increased effect on lift coefficient (a greater lift 
reduction when compared to k → 0).  
The flowfield measurements obtained during the present study appear to match the 
measurements of Clevenson & Tomassoni [128], who utilised Schlieren photography to visualise 
the flowfield present in the near-wake behind the mini-tab. In this study, the mini-tab was shown 
to produce a region of separated flow which was larger during the inward phase of deployment 
than in the outward, deploying phase indicative in a delay in aerodynamic response. Kinzel et al 
[125] examined a similar flow utilising CFD, finding a coherent vortex structure behind the 
deploying mini-tab, which was smaller in size when comparing outward to inward parts of the 
periodic deployment cycle. In the present study, the coherent vortex structure was not observed. 
Instead, the separated shear layer produced by the mini-tab suggests that the vortical structure 
was shed into the wake behind the airfoil before it could coherently develop. It is also suggested 
that the presence of the vortex behind the mini-tab may be an artifact of the RANS CFD approach 
used by Kinzel et al [125]. 
Increasing the airfoil angle of attack had the effect of reducing the lift response of the mini-
tab when increasing the actuation reduced frequency. Figs. 5.23 to 29 analyse the effects on the 
near-wake, between angles of attack, 5° ≤ ⍺ ≤ 13°. Considering the effects of actuation reduced 
frequency, as with the lift response, the trends noted at ⍺ = 0° apply at higher angles of attack: 
with the flow separation decreasing in size on the outward portion of deployment (t/T = 0.25) and 
increasing in size on the inward portion (t/T = 0.75) when k is increased.    
As indicated by the baseline flowfield measurements presented in Section 5.5.1, flow 
separation progresses towards the leading edge of the airfoil as the angle of attack is increased. 
This directly impacts the quasi-static effects of mini-tab deployment as discussed in Chapter 4, 
reducing the mini-tab’s efficacy as it becomes immersed in the separated flow. The separated 
flow also appears to longer to react to the effects mini-tab deployment than the fully attached 
flow, as demonstrated by a greater value of κ, as illustrated in section 5.4. The decrease in 
effectiveness is most clearly observed in the vorticity measurements, such as at ⍺ = 10° and 
considering t/T = 0.50, as shown in Fig. 5.28. The separated flow causes a reduction in efficacy, 
illustrated by a reduction in size and magnitude of the vorticity region emanating from the tip of 
the mini-tab, when compared to ⍺ = 0°.  
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At α = 13°, the lift response of the mini-tab when periodically actuated was found to be 
small, as shown in section 5.3.1, with (CL,min - CL,max) = -0.0075 found at k = 0.79. Due to the lack 
of efficacy at this angle of attack only four PIV measurements were conducted, those for quasi-
steady conditions and for k = 0.63 and t/T = 0.5: such that the mini-tab was fully deployed and 
was at the maximum height. These measurements are presented in Fig. 5.29. The quasi-steady 
measurements illustrate that, even at t/T = 0.5, the mini-tab is immersed in the separated flow 
produced at higher angles of attack for baseline conditions. This echoes the results obtained in 
Chapter 4, which illustrated a reduction in mini-tab effectiveness at α = 13° for trailing edge 
placement. It is noticeable, however, that the mini-tab does retain some influence on the flow. 
This is indicated by a region of clockwise vorticity emanating from the tip of the mini-tab. 
Considering the periodically oscillating mini-tab, Fig. 5.29 indicates a reduction in this region of 
vorticity, suggesting that at higher reduced frequencies the mini-tab begins to lose influence, 
consistent with the measurements conducted at α = 10°. 
Analysing the periodic force measurements, a disparity in terms of phase was observed 
between Theodorsen’s function [126] and the aerodynamic measurements. The flowfield 
measurements show that the mini-tab produces a region of separated flow, whose growth appears 
to be highly dependent on the actuation reduced frequency. In addition, increasing ⍺ produced a 
region of separated flow near the mini-tab. Theodorsen’s theory considers an inviscid flow, where 
no flow separation is present, and as such limits its applicability in this case.  
In summary, the PIV measurements show the effects of a periodically deploying mini-tab 
on the flowfield. A separated region is initiated by the mini-tab which grows and shrinks through 
the deployment cycle. The separated region deflects the wake upwards, providing an effective 
reduction in the airfoil camber, reducing lift. The aerodynamic lag and alteration in effectiveness 
most clearly observable for t/T = 0.25 and 0.75 respectively, where the mini-tab’s deployment 
gradient is highest, and is in good agreement with the force measurements. However, the 
qualitative conclusions drawn from the PIV measurements can be further validated by quantifying 
the mini-tab’s effects on the surrounding flowfield.  
5.5.3 High Temporal Resolution PIV Measurements 
To investigate the effects of a periodically deployment mini-tab further a series of PIV 
measurements was conducted with a higher time resolution than those presented in Section 5.5.2. 
These were conducted at ⍺ = 0°, with measurements taken at t/T = 0.04 increments to obtain 25 
measurements over the deployment period. Two actuation reduced frequencies were considered: 
k = 0.20 and 0.63.  
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Figure 5.30 presents the flowfield measurements, in terms of velocity magnitude, at each 
time increment. The two reduced frequencies are shown side-by-side to allow for easy 
comparison. Considering k = 0.20, the separated region expected behind the mini-tab grows with 
increasing mini-tab height up to the maximum, occurring at t/T = 0.5. In addition, during the 
inward phase of the deployment, the separated region remains suggesting a lag in the aerodynamic 
response. In comparison, k = 0.63 does not show significant growth in the separated region until 
t/T = 0.4, where the flow separation develops quickly. During the retraction phase the flow 
separation remains, exhibiting the expected lag in response. The high-temporal resolution 
measurements indicate significant differences and non-linearities with respect to mini-tab 
actuation between the two actuation frequencies.  
To quantify the effect on lift coefficient produced during the two different actuation 
frequencies, the change in cross-stream momentum flux into the wake was calculated at a 
chordwise plane of x/c = 1.05. This value, as stated by Brzozowski et al [81], can be representative 
of the cross-stream (lift or normal force) applied to the airfoil during unsteady events. The cross-





 ∫ uv dY          [5.2] 
Where u and v are the global streamwise and cross-stream velocities respectively. An 
increase in ∆Ty indicates that the flow is displaced upwards and would represent a reduction in 
lift. This quantity is displayed in Fig. 5.31(b) for the two reduced actuation frequencies, along 
with the normalised force measurements. During deployment, it can be noted that the ∆Ty obtained 
for k = 0.2 remains approximately constant during the first part of the deployment phase, 
suggesting that the lift does not change significantly. Between t/T = 0.25 and 0.60 an increase in 
∆Ty indicates that the lift should be decreasing, as the cross-stream momentum flux is increasing. 
This is corroborated with the lift response, which shows an increase towards the maximum phase-
averaged value, illustrating a reduction in lift. During the final part of the phase a reduction in ∆Ty 
follows the lift response, illustrating an increase in lift.  
Considering k = 0.63, a reducing ∆Ty is observed during the outward or deployment phase 
of actuation. This suggests an increase in lift, illustrated in the normalised lift response as a return 
towards the CL, h= 0 value. In the remainder of the phase, the measured ∆Ty values from the PIV 
measurements match the lift response well, with a maximum value obtained around t/T = 0.75. 
The phase angle, noted during the force measurements is also observable, with the ∆Ty 
measurements for k = 0.2 leading the response for k = 0.63.  
While the downstream measurements presented in Fig. 5.31 demonstrate the delay in phase 
angle, the reduction in amplitude is more difficult to view. To further investigate this effect, 
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upstream velocity measurements were extracted from the PIV measurements, considering the 
velocity at the edge of the boundary layer. This was extracted from the measurements between 
x/c = 0.25 and 1, and is presented in Figs. 5.32(a) and (b) for k = 0.20 and 0.63 respectively. For 
the lower reduced frequency, it can be observed that the mini-tab has the effect of reducing the 
velocity directly ahead of the mini-tab. As the velocity decreases, by Bernoulli’s principle there 
must be a corresponding increase in pressure. As described in Chapter 4, the reduction in pressure 
ahead of the mini-tab contributes to the overall reduction in lift. Behind, the boundary layer is 
thickened by the formation of the separation region produced by the mini-tab. The velocity outside 
of the separation region is accelerated, as shown by the increased velocity shown in Fig. 5.32(a). 
Comparing Fig. 5.32(a) to (b) it can be noted that the reduction in velocity ahead of the 
mini-tab occurs later in the phase for k = 0.63, shown in Fig. 5.32(b). This can be interpreted as a 
delay in the reduction of pressure ahead of the mini-tab, when compared to k = 0.2. The reduction 
in velocity appears to also propagate less far upstream, which would indicate that pressure on the 
upper surface is not as severely reduced for k = 0.63 compared to k = 0.20 in agreement with the 
smaller amplitude for this higher reduced frequency. 
The suggested effects can be corroborated by further processing of the pressure 
measurements of Clevenson & Tomassoni [128]. Unsteady pressure measurements were taken 
over the upper and lower surfaces with a mini-tab placed at xf/c = 0.70. These measurements are 
presented in Fig. 5.33 in the form of pressure contours, normalised by the change in pressure 
produced by the static measurements. The leading edge is x/c = 0 with the upper surface positive 
and the lower surface negative. Values above unity indicate that the pressure is greater than the 
steady state and the effect is therefore amplified; values below unity indicate pressure below the 
steady state and therefore a decay in effect with reduced frequency. At higher reduced frequency 
the effect is clearly focussed and amplified in the vicinity of the tab however moving towards the 
leading edge of the airfoil on the upper surface, a reduction in the normalised change in pressure 
is observed. The same effect can be noted in the increased suction on the lower surface of the 
airfoil, with a reduction towards the airfoil leading edge. The two measurements, the present study 
and those of Clevenson & Tomassoni [128], suggest that at higher reduced frequencies the mini-
tab’s effects do not have sufficient time to reach the leading edge. This would reduce the effect 
on pressure upstream of the mini-tab on the upper and lower surfaces, resulting in a decreased 
change in lift when compared to the static mini-tab. The reduction in the amplitude of the change 
in pressure and velocity can be inferred as an aerodynamic lag which propagates towards the 
leading edge. The delay in the propagation of the change in trailing edge flow upstream of the 




Measurements were conducted to evaluate the effects of periodic, sinusoidal mini-tab 
actuation with reduced frequencies, k ≤ 0.79. It was found that the mini-tab is an effective lift 
mitigation technique, but has a decreasing effect, in terms of normalised peak-to-peak change in 
lift, as the actuation reduced frequency is increased., For example, a hmax/c = 0.015 mini-tab 
reduced to (CL,min – CL,max)/ΔCL,s = 0.6 at k = 0.79. The amplitude in lift response was found to 
match Theordorsen’s circulation function in a favourable manner and compared well with existing 
literature. However, the phase angle was found to be much larger than that predicted by 
Theordorsen’s function with phase angles of up to 105° obtained at α = 0°. A review of literature 
suggested that the phase angle increase may be a function of the chord-wise position of the mini-
tab, however, further investigation is necessary to validate this conclusion. The lift response was 
found to decrease in amplitude with increasing α, incurring a larger phase angle, illustrating a 
delay in aerodynamic response. The amplitude response was approximated as the response of a 
1st order system with κ ≈ 2.1 at α = 0°. Increasing the angle of attack produced a greater time 
constant, κ illustrating the expected lag and decay in aerodynamic response. PIV measurements 
indicated a separated region forming behind the mini-tab as the mini-tab was deployed, which 
deflected the streamlines upwards. As the deployment reduced frequency increases, the size and 
shape of the separation region changes, with the phase angle observable through comparison to 
the steady-state results. The mini-tab loses control authority on the flow as the angle of attack is 
increased due to the presence and advancement of the baseline flow separation. Quantification of 
the mini-tab’s effect on the surrounding flow were conducted by measurement of the cross-stream 
momentum flux into the airfoil wake and velocity measurements at the edge of the boundary 
layer, suggesting that the mini-tab has a reducing effect on the flow upstream of the mini-tab with 











Figure 5.2: Lift (left) and Drag (right) coefficient vs. angle of attack comparing (a) 
and (b) baseline conditions with new and old trailing edge sections, (c) and (d) effect of mini-





Figure 5.3: Static change in lift coefficient, ∆CL,s vs. normalised mini-tab height, h/c 




Figure 5.4: Normalised time variant lift response, ∆CL(t)/∆CL,s vs. Normalised time, 




Figure 5.5: Normalised time variant lift response, ∆CL(t)/∆CL,s vs. Normalised time, 




Figure 5.6: Normalised time variant lift response, ∆CL(t)/∆CL,s vs. Normalised time, 




Figure 5.7: Normalised time variant lift response, ∆CL(t)/∆CL,s vs. Normalised time, 




Figure 5.8: Normalised time variant lift response, ∆CL(t)/∆CL,s vs. Normalised time, 




Figure 5.9: Time variant change in lift coefficient, ΔCL(t) vs. Normalised Mini-tab 




Figure 5.10: Time variant change in lift coefficient, ΔCL(t) vs. Normalised Mini-tab 




Figure 5.11: Time variant change in lift coefficient, ΔCL(t) vs. Normalised Mini-tab 




Figure 5.12: Time variant change in lift coefficient, ΔCL(t) vs. Normalised Mini-tab 







Figure 5.13: Time variant change in lift coefficient, ΔCL(t) vs. Normalised Mini-tab 




Figure 5.14: Phase-averaged peak-to-peak change in lift, CL, min - CL, max vs. reduced 
frequency, k for periodic mini-tab deployments of hmax/c = 0.01 and 0.015 at ⍺ = (a) 0°, (b) 




Figure 5.15: Phase-averaged normalised peak-to-peak change in lift, (CL, min - CL, 
max)/∆CL,s vs. reduced frequency, k for periodic mini-tab deployments of hmax/c = 0.01 and 




Figure 5.16: Phase-averaged phase angle, φ vs. reduced frequency, k for periodic 







Figure 5.17: Phase-averaged mean change in lift, ∆CL, mean vs. reduced frequency, k 
for periodic mini-tab deployments of hmax/c = 0.01 and 0.015 at ⍺ = (a) 0°, (b) 5°, (c) 8°, (d) 




Figure 5.18: Comparison of the present study to literature [125, 127, 128] 
measurements for the periodic mini-tab deployment at ⍺ = 0° in terms of (a) phase-averaged 
normalised peak-to-peak change in lift, (CL, min - CL, max)/∆CL,s and (b) phase angle φ vs. 




Figure 5.19: Comparison of time constant, κ vs. angle of attack, ⍺ for maximum mini-




Figure 5.20: Baseline Particle Image Velocimetry showing velocity magnitude (left) 




Figure 5.21: Phase-Averaged Particle Image Velocimetry showing velocity magnitude 
for t/T = 0.00 (1st Column), 0.25 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 





Figure 21 continued: Phase-Averaged Particle Image Velocimetry showing velocity 
magnitude for t/T = 0.50 (1st Column), 0.75 (2nd Column) for reduced frequencies of k → 0, 




Figure 5.22: Phase-Averaged Particle Image Velocimetry showing vorticity for t/T = 
0.00 (1st Column), 0.25 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 and 0.63 




Figure 5.22 continued: Phase-Averaged Particle Image Velocimetry showing vorticity 
for t/T = 0.50 (1st Column), 0.75 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 




Figure 5.23: Phase-Averaged Particle Image Velocimetry showing velocity magnitude 
for t/T = 0.00 (1st Column), 0.25 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 






Figure 5.23 continued: Phase-Averaged Particle Image Velocimetry showing velocity 
magnitude for t/T = 0.50 (1st Column), 0.75 (2nd Column) for reduced frequencies of k → 0, 




Figure 5.24: Phase-Averaged Particle Image Velocimetry showing vorticity for t/T = 
0.00 (1st Column), 0.25 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 and 0.63 





Figure 5.24 continued: Phase-Averaged Particle Image Velocimetry showing vorticity 
for t/T = 0.50 (1st Column), 0.75 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 




Figure 5.25: Phase-Averaged Particle Image Velocimetry showing velocity magnitude 
for t/T = 0.00 (1st Column), 0.25 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 




Figure 5.25 continued: Phase-Averaged Particle Image Velocimetry showing velocity 
magnitude for t/T = 0.50 (1st Column), 0.75 (2nd Column) for reduced frequencies of k → 0, 





Figure 5.26: Phase-Averaged Particle Image Velocimetry showing vorticity for t/T = 
0.00 (1st Column), 0.25 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 and 0.63 




Figure 5.26 continued: Phase-Averaged Particle Image Velocimetry showing vorticity 
for t/T = 0.00 (1st Column), 0.25 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 






Figure 5.27: Phase-Averaged Particle Image Velocimetry showing velocity magnitude 
for t/T = 0.00 (1st Column), 0.25 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 





Figure 5.27 continued: Phase-Averaged Particle Image Velocimetry showing velocity 
magnitude for t/T = 0.50 (1st Column), 0.75 (2nd Column) for reduced frequencies of k → 0, 




Figure 5.28: Phase-Averaged Particle Image Velocimetry showing vorticity for t/T = 
0.00 (1st Column), 0.25 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 0.39 and 




Figure 5.28 continued: Phase-Averaged Particle Image Velocimetry showing vorticity 
for t/T = 0.50 (1st Column), 0.75 (2nd Column) for reduced frequencies of k → 0, k = 0.2, 





Figure 5.29: Phase-Averaged Particle Image Velocimetry showing velocity magnitude 
(left) and vorticity (right) for t reduced frequencies of k → 0 and normalised deployments 




Figure 5.30: Phase-Averaged Particle Image Velocimetry showing velocity magnitude 
for k = 0.20 (1st Column) and 0.63 (2nd Column) for normalised time values, t/T between 0 




Figure 5.30 continued: Phase-Averaged Particle Image Velocimetry showing velocity 
magnitude for k = 0.20 (1st Column) and 0.63 (2nd Column) for normalised time values, t/T 




Figure 5.30 continued: Phase-Averaged Particle Image Velocimetry showing velocity 
magnitude for k = 0.20 (1st Column) and 0.63 (2nd Column) for normalised time values, t/T 




Figure 5.30 continued: Phase-Averaged Particle Image Velocimetry showing velocity 
magnitude for k = 0.20 (1st Column) and 0.63 (2nd Column) for normalised time values, t/T 




Figure 5.30 continued: Phase-Averaged Particle Image Velocimetry showing velocity 
magnitude for k = 0.20 (1st Column) and 0.63 (2nd Column) for normalised time values, t/T 







Figure 5.31: (a) Normalised lift response, ∆CL(t)/∆CL,s  and (b) Cross-stream 
momentum flux, ∆Ty taken at x/c = 1.05 vs. Normalised time, t/T for hmax/c = 0.015 at reduced 




Figure 5.32: Contour plot showing Velocity Magnitude measurements taken at the 
edge of the boundary layer for (a) k = 0.20 and (b) k = 0.63 as a function of chordwise 









Figure 5.33: Normalised pressure measurements, ∆CP/∆CP,s from Clevenson & 
Tomassoni [128] as a function of normalised time, t/T and chordwise location, x/c for a 
sinusoidal mini-tab motion at k = 0.23. Negative values of x/c denote lower surface 







CHAPTER 6: CHARACTERISTICS OF 
TRANSIENT MINI-TAB DEPLOYMENT 
6.0 SUMMARY 
The transient characteristics of mini-tab deployment were evaluated through deployment 
with a half-sine step profile in outward and inward directions. The lift response lagged the mini-
tab deployment, with a larger lag for outward deployment in comparison to inward deployment. 
Deployment periods in the range τdeploy = 1 to 3 only have a small effect on the delay in 
aerodynamic response. The aerodynamic response of transient mini-tab deployment was 
approximated using the response of a 1st order system to a ramp-step input. The time constant, κ 
increases with increasing angle of attack, indicating that the aerodynamic lag also increases. 
Flowfield measurements indicate that the aerodynamic response is related to the growth and 
stabilisation of a separation region behind the mini-tab. In addition, surface velocity 
measurements on the upper surface of the airfoil indicate that the mini-tab’s effect propagates 
upstream of the mini-tab more slowly than the establishment of the separated region, indicating a 
lag in the aerodynamic effects upstream of the mini-tab.  
6.1 Force Measurements 
The transient mini-tab aerodynamic response was evaluated by deploying the mini-tab from 
one condition (stowed or deployed) to another through a sinusoidal step profile as described in 
Section 3.3. In between each motion the tab was left in the stowed / deployed position for a period 
of τ = 100 to allow the flow to stabilise in a steady-state condition. Normalised time dependent 
lift coefficient, ∆CL(t)/∆CL,s is presented as a function of non-dimensional time, τ in Figs. 6.1 to 
6.8. Also presented is the normalised deployment profile, h(t)meas/hmax, which describes the actual 
motion of the mini-tab, along with h(t)/hmax: the demanded half-sine deployment profile. 
Measurements consider two different maximum mini-tab heights, hmax/c = 0.01 and 0.015 for 3 
different deployment rates, τdeploy = 1, 2 and 3.  
Figs. 6.1 and 6.2 present the effects at ⍺ = 0° for hmax/c = 0.01 and 0.015. It can be observed 
that the mini-tab’s aerodynamic response significantly lags the input profile. In addition, the 
inward deploying mini-tab reaches the steady state value faster than the outward deploying mini-
tab, with each reaching the steady state value between τ = 4-6 and 6-8 respectively. This is 
quantified in section 6.2.  
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The effects of mini-tab deployment period, τdeploy can be observed in Fig. 6.1 by moving 
down the columns. Comparing the three evaluated deployment periods, τdeploy = 1, 2 and 3, it can 
be observed that there is no significant difference in the aerodynamic lag. Considering the outward 
deployment motion, the aerodynamic response does not reach a steady-state value until τ = 6 to 8 
for all τdeploy values used. This suggests that the aerodynamic response is the limiting factor for 
high frequency transient mini-tab motion, opposed to the mechanical movement being 
insufficiently rapid to observe the unsteady aerodynamic effects.  
Comparing Figs. 6.1 and 6.2 allows for the effect of mini-tab maximum deployment height, 
hmax to be observed. It can be noted that, as with the periodic mini-tab measurements displayed in 
Chapter 5, that increasing the maximum deployment height does not produce a significant 
difference in the dynamic effects, in this case the rise time of the aerodynamic response. Both 
heights, hmax/c = 0.01 and 0.015 illustrate approximately the same response, with a significant 
delay in aerodynamic response when compared to the deployment profile. 
Figures 6.3 to 6.8 compare the effect of increasing angle of attack, α on normalised lift 
response, ∆CL(t)/∆CL,s due to transient mini-tab deployment for maximum deployment heights of 
hmax/c = 0.01 and 0.015. Measurements were completed between 5° ≤ α ≤ 10°: the static change 
in lift was too small at stall (α = 13°) to accurately evaluate the transient aerodynamic response. 
As was noted in Chapter 5 considering periodic mini-tab deployment, increasing α has the effect 
of slowing the aerodynamic response which is consistent between maximum mini-tab heights. 
This can be more clearly observed in Figs. 6.9 to 6.10, where the transient response at different 
angles of attack is directly compared for the same deployment period, τdeploy and maximum height, 
hmax. In these figures, the response at α = 0° reaches the static maximum value within 4-6 non-
dimensional time units (τ), whereas the response at α = 10°, does not reach the maximum value 
within τ = 10. The qualitative trends observed in Figs. 6.9 and 6.10 apply to an outward and inward 
deployment profile equally.  
6.2 1st Order System Analysis 
To better quantify the effects of transient mini-tab deployment, the lift response illustrated 
in section 6.1 can be approximated as the response of a 1st order system to a ramp-step type 
response, as illustrated in Fig. 6.11. This ramp-step input profile approximates the sinusoidal input 




[τ×u(τ)-(τ-τdeploy)×u(τ-τdeploy)]         [6.1] 
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In equation 6.1 u(τ) represents the Heaviside step function [161], and the overall function 
I(τ) represents the superposition of two ramp functions, one positive starting at τ = 0 and of 
gradient 1/τdeploy such that its value at τdeploy = 1. The second part of the equation applies a negative 
ramp function at τ = τdeploy to cancel out the positive ramp function and maintain a value of 1. As 
the response of a first order system is known for both a ramp and a step function, the overall 














κ ))×u(τ-δ)]        [6.2] 
As with the periodic measurements, κ represents the time constant of the normalised lift 
response. Example responses using equation 6.2 are shown in Fig. 6.11, illustrating that an 
increasing time constant value will prolong the time taken to reach the steady state value. Equation 
6.2 is applied as a fit to the experimental data presented in section 6.1, with coefficient of 
determination, R2 values better than 0.95. Examples of the fitted function are shown as the dashed 
lines in Figs 6.12(a) and (b) for outward and inward deployment directions respectively, 
considering a deployment period of τdeploy = 1 and a maximum of hmax/c = 0.015, with a good 
agreement shown between the fit and the experimental data.  
Using equation 6.2, time constants can be obtained for the force measurements. These are 
shown for maximum normalised mini-tab heights of hmax/c = 0.01 and 0.015 in Figs 6.13(a) and 
(b) respectively. Solid symbols represent inward motions; open symbols represent outward 
motions. As with the periodic force measurements presented in Chapter 5, it can be noted that the 
time constant, κ increases as the angle of attack increases. This is a quantification of the increased 
lag in aerodynamic response illustrated in Figs. 6.1 to 6.8. In general, the κ values obtained for 
the different maximum mini-tab heights agree quite well, such as for a deployment period, τdeploy 
= 1 in the outward direction where values of 1.9 and 1.96 are obtained for hmax/c = 0.01 and 0.015 
respectively at α = 0°. Also, indicated in Figs. 6.13 is a dependence of κ on the deployment period. 
Increasing the deployment period consistently reduces the time constant, for example at α = 0°, 
where κ decreases from 1.96 to 1.68 for deployment in the outward direction (h(t)/hmax = 0 → 1).  
The time constant generated during transient mini-tab deployment can be directly 
compared to those generated by periodic deployment which were calculated in Chapter 5. 
Presented in Fig. 6.14(a) and (b) is a comparison of the κ values for periodic measurements to 
those obtained for transient deployment profiles with a period, τdeploy = 1, for maximum mini-tab 
heights of hmax/c = 0.01 and 0.015 respectively. Figures 6.14(a) and (b) indicate that the time 
constant values obtained during periodic deployment are slightly higher than those obtained for 
the transient measurements, however, both deployment profiles exhibit similar trends: κ increases 
as the angle of attack increases. 
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6.3 Particle Image Velocimetry Measurements 
Overall, the force measurements for transient mini-tab deployment indicate the presence of 
a lag in lift response which is consistent with that noted during periodic deployment. To 
investigate this phenomenon further, Particle Image Velocimetry measurements were conducted 
at ⍺ = 0°, considering both outward and inward deployment profiles and a deployment period of 
τdeploy = 1. These measurements are presented in Figs. 6.15 to 6.17 and 6.18 to 6.20 for outward 
and inward deployment profiles respectively, with (a) to (e) representing measurements taken 
during the deployment cycle, and (f) to (h) presenting measurements at intervals beyond the 
deployment phase. The measurements during the deployment phase are taken for h(t)/hmax = 0, 
0.25, 0.5, 0.75 and 1, equivalent to τ/τdeploy = 0, 0.25, 0.5, 0.75 and 1. Those beyond the deployment 
cycle were taken for normalised deployment values of τ/τdeploy = 2, 4 and 8. The transient force 
measurements are presented above the PIV measurements to allow direct comparison. 
Fig. 6.15 presents normalised velocity magnitude measurements for an outward transient 
deployment profile: h(t)/hmax = 0 → 1. Fig. 6.15(a) presents the initial steady-state flowfield 
present before mini-tab deployment. Moving through Figs. 6.15(b) and (c), the mini-tab is 
positioned at 25% and 50% of the maximum value respectively, however, the flow separation 
indicated behind the mini-tab during static deployment (see Chapters 4 and 5) does not appear to 
grow significantly until h(t)/hmax = 0.75 (Fig. 6.15(d)). This indicates a lag in aerodynamic 
response to transient mini-tab deployment, in agreement with the force measurements. Figures 
6.15(d) and (e) show that the separation region behind the mini-tab continues to grow as the mini-
tab continues towards its maximum position, however, the streamlines displayed at these two 
positions indicate that the wake behind the airfoil is not significantly altered by the presence of 
the separation region.  
In Fig. 6.15(d), the separated flow appears to reattach around the trailing edge location. In 
Chapter 4, it was noted that such reattachment in the separated region limited the efficacy of a 
mini-tab placed at xf/c = 0.08 for small angles of attack. Examining the lift response produced at 
station (e) appears to indicate the same limitation, with the normalised lift response, ∆CL(t)/∆CL,s 
= 0.15.  
Between Figs 6.15(e) and (f) a dramatic change in the near-wake region is observed, with 
the separated region presented in Fig 6.15(f) more closely resembling that obtained during static 
deployment. A small amount of undulation in the streamlines at the edge of the separated region 
indicates unsteady behaviour, suggesting that the flow has not fully developed to the expected 
static flowfield. Examination of the lift response corroborates this effect, indicating that the 
normalised lift response has only reached 55% of the static value. 
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The development of the separation region behind the mini-tab can also be noted in the 
vorticity measurements presented in Fig. 6.16. Figures 6.16(a) through (e) show the development 
of the displaced shear layer, as noted in Chapter 4, behind the mini-tab. As the mini-tab height 
increases the region of negative, clockwise vorticity grows, however, it is not deflected upwards 
until Fig. 6.16(f). Figures 6.16(d) and (e) indicate that the vorticity produced by the mini-tab and 
airfoil lie parallel to the chord line, indicating that the wake region remains undisturbed. 
Flowfield measurements for 400 and 800% of the deployment period are presented in Figs 
6.15 and 6.16(g) and (h). The flowfields presented at these two stations, in terms of both velocity 
magnitude and vorticity, are extremely similar, while the lift response indicates a 15% difference, 
suggesting that the flowfield in the wake region does not display the entire picture. 
Figure 6.17 presents the flowfield behind the mini-tab, considering the standard deviation 
of velocity magnitude, σVM. This value is analogous to the turbulence created by mini-tab 
deployment. Figure 6.17(a) displays the initial baseline flowfield in the near wake, indicating the 
low intensity associated with fully attached flow. As the mini-tab deploys, σVM behind the mini-
tab increases in both magnitude and size. At station (e) when the mini-tab has reached its 
maximum value, the flow appears to be unsteady behind the mini-tab, with some variation noted 
off-surface. Figures 6.17(f) to (h) indicate that a large region of unsteady flow is initiated behind 
the mini-tab, just beyond the trailing edge. As demonstrated in Chapter 4, this is likely due to the 
establishment of a von Karman vortex street, being initiated behind the mini-tab. It is important 
to note that the measurements at τ/τdeploy = 2 (Fig. 6.17(f)) and 4 (Fig. 6.17(g)) differ slightly, 
suggesting that the establishment of the unsteady flow phenomena is not yet fully complete.  
Figures 6.18 to 6.20 consider the flowfield in the near-wake during an inward deployment 
of the mini-tab. This is equally important for loads control because it is necessary for an effective 
actuation technology to not only suppress the peak load but also quickly re-establish the mean 
after the gust / turbulence has passed. Here, the mini-tab starts at the maximum value and ends 
stowed within the trailing edge section. Previous force measurements (section 6.1) indicated that 
the lift response for inward deployment was faster than that for outward deployment, as 
demonstrated through the smaller time constant.  
As with the outward deployment, the flowfield measurements presented in Figs. 6.18(a) to 
(c) indicate no significant change. The same observation can be made in the vorticity 
measurements presented in Figs. 6.19(a) to (c). During this stage of the deployment cycle, the lift 
response reduces by 20% to ∆CL(t)/∆CL,s = 0.8.  
Figures 6.18(d) and 6.19(d), corresponding to a mini-tab deployed at h(t)/hmax = 0.25, 
illustrate the development of the flowfield behind the mini-tab for the inward deployment: a 
reduction in the size of the separation region can be noted in the velocity magnitude and vorticity 
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measurements. The reduction continues once the mini-tab is fully retracted inside the trailing edge 
section, as shown in Fig. 6.18(e). Beyond this point, the development of the flowfield behind the 
mini-tab can be more clearly observed within the vorticity measurements presented in Fig. 6.19(f) 
to (h). The region of negative vorticity emanating from the upper surface becomes weaker, and 
transitions from being deflected upwards to lying parallel to the airfoil chord. This indicates a 
reduction in the effective negative camber induced by the mini-tab and a return to the baseline 
flowfield, which appears to be obtained in Fig. 6.18(h). Between Fig 6.18(f) and (h) the lift 
mitigating abilities of the transiently deployed mini-tab reduce by 50%, obtaining the static value 
for the baseline condition between τ/τdeploy = 4 and 6.  
Analysis of σVM is completed with the use of Fig. 6.20 for the inward deployment. In this 
figure the region of highly unsteady flow beyond the trailing edge is retained up to h(t)/hmax = 
0.50, illustrating the retention of efficacy as noted in the velocity magnitude and vorticity 
measurements indicative in a lag in the aerodynamic response. Moreover, Figs. 6.20(d) to (f) 
indicate the advection of the region of highly unsteady flow into the airfoil wake. This suggests 
that the mini-tab is no longer of sufficient height to maintain the von Karman vortex street 
normally produced. At τ/τdeploy = 4 the unsteadiness is reduced back to that expected for fully 
attached flow.  
6.4 Quantification of Unsteady Aerodynamic Effects 
Further quantification of the effects of transient deployment is provided in section 6.4 to 
determine the reasons for the difference in lift response throughout the deployment cycle and 
beyond. While the phase-locked PIV measurements have shown the aerodynamic lag in response, 
the conclusions drawn this far have been very much qualitative. As with Chapter 5, the reasons 
for the aerodynamic lag can be examined by calculating the cross-stream momentum flux, ∆Ty 
and by examining the velocity at the edge of the boundary layer, upstream of the mini-tab. These 
measurements are presented in Figs. 6.21 and 6.22.  
Figure 6.21 presents ∆Ty calculated using equation 5.2 for a perpendicular plane at x/c = 
1.05 as a function of non-dimensional time for outward and inward deployment. Examining both 
directions, it appears that during the deployment phase, there exists a significant adverse response 
in terms of ∆Ty. This does not directly correlate to the lift response which begins to progress 
towards the final value within the deployment cycle. Beyond this, the outward deployment 
progresses quickly towards the maximum value, with a slight overshoot noted at τ/τdeploy = 2 and 
4. The overshoot in ∆Ty indicates that the flow in the near wake is continuing to develop, as 
suggested by the flowfield measurements. In comparison, the inward deployment, as shown in 
Fig. 6.21(b) appears to stabilise around ∆Ty = 0 at τ/τdeploy = 4, consistent with the force 
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measurements displayed in Section 6.1. In addition, the stabilisation occurs sooner after the 
deployment has been completed in comparison to outward deployment, illustrating the expected, 
faster response for the inward deployment direction opposed to outward deployment. While the 
measurements of ∆Ty do not directly illustrate the expected lift response, the measurements do 
illustrate the evolving flowfield in the wake stabilising within the same period as the lift response  
To investigate the effects of mini-tab deployment on velocity distribution over the upper 
surface of the airfoil, the velocity at the edge of the boundary layer was calculated for inward and 
outward deployment at locations of x/c = 0.25, 0.5, 0.75 and 1, as displayed in Fig. 6.21. In Fig. 
6.21(a), the outward deployment is characterised by a reduction in velocity ahead of the mini-tab 
which propagates upstream. The reduction in velocity ahead of the mini-tab (x/c = 0.75 and 0.5) 
can be seen to develop more slowly in comparison to that behind the mini-tab, with reduction in 
velocity magnitude taking up to τ = 4. Further upstream, (x/c = 0.25) the velocity continues to 
develop up to τ = 6 in good agreement with the force measurements presented in Fig. 6.1. It can 
therefore be concluded that although the effect propagates quickly upstream during the initial 
phase and it is the flow towards the leading-edge that has the greatest lag. In comparison, the 
inward deployment shows an increase in velocity with increasing τ, illustrating the expected return 
to baseline flow conditions up to τ/τdeploy = 4. In both cases, the flow development upstream of the 
mini-tab takes longer than that behind the mini-tab. The change in velocity over the upper surface 
has a direct impact on the pressure acting over the surface. Therefore, the delay in the propagation 
of the change in velocity due to mini-tab deployment would appear to have a direct impact on the 
pressure distribution over the upper surface of the airfoil. A delay in the reduction of the suction 
peak over the upper surface has a direct impact on the lift response. 
6.5 Comparison to Literature 
As noted in Chapter 2, the aerodynamic response of transient mini-tab deployment differed 
greatly between different literature references. While the clear majority of literature sources 
concerned with this type of deployment observe the aerodynamic lag noted in the present study, 
some studies also indicate the presence of an adverse effect as the mini-tab is initially deployed 
in an outward direction, due to the presence and growth of a vortex behind the mini-tab. The effect 
was observed in the computational studies of Chow & Van Dam [131], Cooperman et al [110] 
and Coder et al [130] and was modelled by Vieira & Maughmer [129].  
While a negative initial response is noted during the deployment phase in the ∆Ty values, it 
does not directly to an adverse effect in the lift response noted in the literature. In addition, 
analysis of the flowfield measurements appear to indicate that no coherent vortical structure is 
developed behind the mini-tab during the deployment phase. In Chapter 2 it was also noted that 
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the deployment periods evaluated computationally were typically much shorter than those 
evaluated experimentally, such as by Nikoueeyan et al [137]. In the present study, deployment 
periods as short at τdeploy = 1 were used, comparable to those evaluated computationally. The 
comparable deployment period eliminates the hypothesis that the previously evaluated transient 
deployment periods were too long to generate such a coherent structure. As with the periodic 
measurements, it can be noted that the CFD studies in which the vortical structures are observed 
use a Reynolds Averaged Navier Stokes (RANS) solver, which may be limited in its ability to 
quantify unsteady aerodynamic behaviour such as the shedding of vorticity behind the mini-tab: 
a phenomenon which is observed in the experiments completed here.  
 The time taken to reach the final, static value during mini-tab deployment can also be 
evaluated. Bach [132] examined an outward deployment of period τdeploy = 3.1 observing that the 
steady state final value was achieved within τ = 10. This appears to be a little slower than the 
existing study where this value was obtained within τ = 6-8. In addition, Bach [132] did not find 
the same increase in aerodynamic lag as the angle of attack was increased towards stall. In the 
majority of other experimental measurements concerned with transient mini-tab deployment the 
deployment period is too slow for the unsteady aerodynamic phenomena to be quantified in a time 
constant value. 
The aerodynamic response of a transient mini-tab deployment can also be compared to 
those obtained for conventional spoiler deflection, such as the study of Choi et al [30] and 
Consigny et al [21]. Choi et al [30] utilised a transient spoiler deployment over a period of τdeploy 
= 4, with the aerodynamic response appearing to reach the final value within 10 convective time 
units. The delay in comparison to mini-tab transient deployment could be due to the strong 
adverse effect noted during spoiler deployment. Consigny et al [21] compared the effects of 
outward and inward spoiler deployment on the lift response. In agreement with the present study, 
it was noted that the inward aerodynamic response attained the final value faster than the outward 
deployment.  
Figure 6.22 presents a comparison of the present study to an approximation of the 
aerodynamic response to Wagner’s function [134]. In this case, Wagner’s function represents the 
response to a step change in circulation, reaching 50% of the final value instantaneously. The 
overall aerodynamic response is approximated as the sum of two exponential functions, after 
Jones [134]: 
W(τ)=1-0.165e-0.0455(2τ)-0.0335e-0.3(2τ)        [6.3] 
The overall aerodynamic response to the demanded sinusoidal ramp profile is then 
approximated as the sum of step responses, using a convolution approach. It can be noted that, in 
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comparison to the present study, that the unsteady aerodynamic response of Wagner has an 
initially quicker response, with a longer overall rise time than the change in lift induced by the 
mini-tab. The longer initial lag may be due to the establishment of the separated region behind 
the mini-tab, which was indicated in the PIV measurements.  
6.6 CONCLUSIONS 
Measurements were performed examining the aerodynamic behaviour of transient mini-tab 
deployment, considering lift response and the mini-tab’s effect on the wider flowfield. Force 
measurements indicate that the aerodynamic response of the mini-tab lags the input profile. The 
deployment period, τdeploy has an insignificant effect when varied between 1 and 3. The lift 
response was found to attain the steady state, final value within 6-8 non-dimensional or convective 
time units, τ for outward deployment (0 → 1) and 4-6 for inward deployment (1 → 0). The lift 
response of the mini-tab was approximated as the response of a 1st order system to a ramp-step 
input, with the time constant, κ dependent on the deployment period used. Typically, κ is 
accurately predicted as between 1.6 and 2 for an angle of attack of ⍺ = 0°. As the angle of attack 
increases the aerodynamic lag increases producing a greater time constant consistent with periodic 
deployment. Analysis of the surrounding flowfield indicated that the aerodynamic response of the 
transiently deployed mini-tab was related to the growth of the separated region behind the mini-
tab and the propagation of its effect upstream. The separation region grows until τ = 4, but the 
effect of mini-tab deployment takes longer to propagate upstream, where its effect reduces the 
velocity between τ = 4 and 8. Measurements of the cross-stream momentum flux and velocity 
close to the airfoil surface support this interpretation. For inward deployment the aerodynamic 






Figure 6.1: Normalised mini-tab and lift response for transient deployment profiles 
in the outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, 




Figure 6.2: Normalised mini-tab and lift for transient deployment profiles in the 
outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, (c) & (d) 





Figure 6.3: Normalised mini-tab and lift response for transient deployment profiles 
in the outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, 




Figure 6.4: Normalised mini-tab and lift for transient deployment profiles in the 
outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, (c) & (d) 




Figure 6.5: Normalised mini-tab and lift for transient deployment profiles in the 
outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, (c) & (d) 




Figure 6.6: Normalised mini-tab and lift for transient deployment profiles in the 
outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, (c) & (d) 





Figure 6.7: Normalised mini-tab and lift response for transient deployment profiles 
in the outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, 





Figure 6.8: Normalised mini-tab and lift response for transient deployment profiles 
in the outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, 





Figure 6.9: Normalised mini-tab and lift response for transient deployment profiles 
in the outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, 
(c) & (d) τdeploy = 2, (e) & (f) τdeploy = 3 comparing angles of attack, ⍺ between 0° and 10° for 





Figure 6.10: Normalised mini-tab and lift response for transient deployment profiles 
in the outward (left column) and inward (right column) directions for (a) & (b) τdeploy = 1, 
(c) & (d) τdeploy = 2, (e) & (f) τdeploy = 3 comparing angles of attack, ⍺ between 0° and 10° for 








Figure 6.11: Demonstration of ramp-step profile used to approximate the transient 
mini-tab deployment, shown for an outward deployment. Examples for variable time 




Figure 6.12: Example of 1st order system response fit of experimental aerodynamic 






Figure 6.13: Time constant κ, vs angle of attack comparing deployment period, τdeploy 





Figure 6.14: Comparison of time constant, values obtained from transient and 





Figure 6.15: Phase-averaged Particle Image Velocimetry showing velocity magnitude 
for an outward deployment of height, hmax/c = 0.015 and period, τdeploy = 1 for various 




Figure 6.16: Phase-averaged Particle Image Velocimetry showing vorticity for an 
outward deployment of height, hmax/c = 0.015 and period, τdeploy = 1 for various instances 




Figure 6.17: Phase-averaged Particle Image Velocimetry showing standard deviation 
of velocity magnitude for an outward deployment of height, hmax/c = 0.015 and period, τdeploy 




Figure 6.18: Phase-averaged Particle Image Velocimetry showing velocity magnitude 
for an inward deployment of height, hmax/c = 0.015 and period, τdeploy = 1 for various 




Figure 6.19: Phase-averaged Particle Image Velocimetry showing vorticity for an 
inward deployment of height, hmax/c = 0.015 and period, τdeploy = 1 for various instances 




Figure 6.20: Phase-averaged Particle Image Velocimetry showing standard deviation 
of velocity magnitude for an inward deployment of height, hmax/c = 0.015 and period, τdeploy 




Figure 6.21: Comparison of normalised lift response, ∆CL(t)/ ∆CL,s to cross-stream 
momentum flux, ∆Ty for (a) outward and (b) inward deployment directions for maximum 





Figure 6.22: (a) and (b) Normalised mini-tab and aerodynamic responses for inward 
and outward profiles respectively and velocity magnitude measurements taken at the edge 
of the boundary layer for (c) outward and (d) inward deployment profiles of chordwise 





Figure 6.23: Comparison of (a) outward and (b) inward deployment profiles to a 








CHAPTER 7: CONCLUSIONS 
Aerodynamic load control is the pursuit of the reduction lift force via the use of flow 
control, for the mitigation of increased loads which occur during gusts, maneuvers and turbulence. 
The effect of employing mini-tabs, small spanwise protrusions, on the upper surface of a 
NACA0012 airfoil was evaluated in static, periodic and transient deployment regimes using force, 
particle image velocimetry and pressure measurements. In a static configuration it was determined 
that the effect of mini-tab employment had a strong interdependence between mini-tab chord-
wise location and angle of attack. For conventional, trailing edge placement it was determined 
that the mini-tab has a large effect at small angles of attack which decreased towards stall due to 
the progression of the airfoil’s baseline flow separation towards the leading edge. In comparison, 
leading edge placement was found to be ineffective at α = 0°, as the flow separation initiated by 
the mini-tab reattached to the airfoil upstream of the leading edge. Towards stall, separation 
bubble bursts creating a large reduction in lift. The mid-chord locations provided the best 
compromise between efficacy at small angles of attack and stall, although, like trailing edge 
placement, the mini-tab’s ability to reduce lift is reduced due to the progression of the natural 
flow separation towards the leading edge. 
Periodic mini-tab deployment was considered as a sinusoidally oscillating mini-tab placed 
close to the trailing edge, xf/c = 0.85. Periodic excitation of the mini-tab allowed for the 
determination of an aerodynamic transfer function describing the mini-tab’s ability to control 
dynamic loads in terms of amplitude and phase for increase actuation frequency, k. It was found 
that the mini-tab’s ability to reduce peak-to-peak phase averaged lift reduced as the reduced 
actuation frequency was increased, incurring a larger phase delay. It was determined that the 
effect could be accurately modelled as the response of a first order system. Flowfield 
measurements indicated that the phase delay in lift response could be accurately related to the 
development of the separated region behind the mini-tab. It was also determined that the mini-
tab’s effect took time to propagate upstream, so as to reduce suction on the upper surface. 
Increasing the angle of attack produced a further reduction in mini-tab efficacy and incurred a 
larger phase delay due to the mini-tab itself becoming submerged in a separated region. 
Transient mini-tab motion utilised a sine-step change in mini-tab position. It was found that 
the airfoil’s lift response to mini-tab actuation had an associated lag which was larger for the 
outward direction than the inward direction. Flowfield measurements suggested that the initiation 
of the flow separation behind the mini-tab took longer for outward deployment than the reduction 
noted for inward deployment. As with periodic deployment, the aerodynamic response of the 
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mini-tab could be approximated as the response of a first order system to a ramp-step type change 
in mini-tab height.  
In summary, the mini-tab has been determined to be an effective lift mitigation technique 
in static, and dynamic (periodic or transient) actuation conditions. It is hoped that the current 
study will inform the design of a robust gust load alleviation strategy, however, further evaluation 
using dynamic inflow conditions with a controller in-the-loop must be completed in order to fully 
evaluate the mini-tab’s ability to control unsteady aerodynamic loads. 
FURTHER WORK 
While the present study evaluated the static and dynamic characteristics of mini-tab 
deployment, the response to a simulated gust within the wind tunnel was not considered. This 
would be a useful addition, as the reduction in effective angle of attack supplied by mini-tab 
deployment. Further experimentation could be completed investigating the effects of the type of 
controller employed, such as feedforward or direct feedback from the aerodynamic load cell.  
Additionally, the dynamic effects of mini-tab deployment were only considered for a 
location close to the trailing edge, while static measurements found that both the mid-chord and 
leading edge were effective for some scenarios. As such, design of a wind tunnel model which 
could allow for dynamic mini-tab actuation at these locations would allow for a wider ranging 
study. Furthermore, the present study demonstrates a relatively small mini-tab height up to 
reduced frequencies of k = 0.79. With some small redesigns (some of which are suggested in 
Appendix 2), the actuator could be designed to cover a wider range of frequencies and heights, 
allowing for the evaluation of dynamic mini-tab deployment up to conditions comparable (in 
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APPENDIX 1: UNCERTAINTY ANALYSIS 
The uncertainty in the performed measurements was assessed using the methods of Moffat 
[150]. These combine all sources of potential uncertainty in a systematic manner. The uncertainty 
bounds produced here are expressed to a 95% confidence level. In general, the method of 




















Where R is the desired quantity, such as lift coefficient and x represents a contributing 




An initial calibration using known masses was performed to determine the relationship 
between the output voltage and corresponding applied force. 
Uncertainty in Voltage: The voltage is expressed as an averaged value, which approximates 





Where V is defined as the signal voltage and N is the number of points over which the 
average is performed. σ indicates the standard deviation and 1.96 is chosen for a 95% confidence 
interval. 
Uncertainty in Mass: The masses were measured to ±0.005kg. As more masses are added 
this uncertainty compounds.  
𝛿𝑀𝑛,𝑡𝑜𝑡 = 𝛿𝑀1 +  𝛿𝑀2 +⋯+  𝛿𝑀𝑛 
The constant C, is calculated via a linear regression analysis based on the average values. 
The uncertainty in the gradient is expressed as the difference between the maximum and minimum 
possible gradients at a 95% confidence level: 
𝛿𝐶 =







A dynamic force balance calibration was performed such that any effects of the apparatus’ 
resonant modes could be measured and their effects considered.  
Uncertainty in Force Amplitude: 
Uncertainty in Static Calibration: The static calibration for each transducer will have an 
associated uncertainty, assessed using the method described above. The upper and lower bounds 
of the gradient is used to determine the uncertainty.  
𝛿𝐶𝑖 =
𝐶𝑡,𝑚𝑎𝑥 − 𝐶𝑡,𝑚𝑖𝑛 
2
 
Uncertainty in Drift; the uncertainty in drift was considered by measuring the change 
between each zero value. This was found to be less than 0.001V. 
𝛿𝐷𝑖 =  0.001 
Averaging Uncertainty: In each case, the force represented is an average over 100 phases 
as measured by the peak in the FFT at the forcing frequency. This represents the peak-to-peak 
amplitude of force the driving frequency, when multiplied by two. As the positive and negative 
values of the force are affected, the uncertainty must be double (See Fig. A1). Therefore, the 
uncertainty of the average, peak-to-peak value is: 
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Uncertainty in Amplitude Ratio: 








Where F denotes the relative force. As noted previously this is the average of the amplitude 
obtained at the forcing frequency, calculated via a Fast Fourier Transform (FFT).  
F𝑖,𝑓 = 𝐹𝐹𝑇(𝐹)𝑓 = 𝐶 × 𝐹𝐹𝑇(𝑉)𝑓 





























The uncertainty in amplitude ratio is typically small, however, around resonance the 
uncertainty in this measurement was larger, as illustrated in Fig. A2.  
Uncertainty in Phase Angle 
As with the amplitude ratio, the phase angle of the signal is calculated using an FFT 
method, with the value taken at the forcing frequency. This is taken for both the input and output 
signals. 
Averaging Uncertainty: In each case, the phase angle represented is an average over 100 
phases as measured by the peak in the FFT at the forcing frequency. Therefore, the uncertainty of 





Phase Angle Uncertainty: It was estimated that, due finite acquisition frequency, there may 
be a small uncertainty in the location at which the phase is estimated to begin, this was estimated 








This is determined to be a bias error. Therefore the uncertainty in each mean phase angle, 
































Uncertainty in Phase Difference 
The phase angle between the input and output force is defined as: 
𝜙 = 𝜙𝑖𝑛 − 𝜙𝑜𝑢𝑡 
Once again, each of the phase angles is determined by the FFT method, extracting the phase 




















Uncertainty in Calibration Fit 
The data generated by the calibration was interpreted by fitting a function, representative 
























Where ω represents the circular frequency = 2πf, ωn1,2 are the two natural frequencies, 
measured to be 48.25 rad/s (f1 = 7.68Hz) and 79.29 rad/s (f2 = 12.62Hz) respectfully. K1,2 are two 
constants, while γ1,2 are the two damping ratios of the two natural frequencies. This represents a 
system with two zeros and four poles. MATLAB was used to apply a fit to the experimental 
calibration data obtained for 3 nominal peak-to-peak force values: ±10N, ±25N, ±50N. There was 
found to be no significant dependence of phase angle and amplitude ratio by the input force. As 
there are real and imaginary parts of this function, from which the magnitude and angle create 
accurately model the amplitude and phase angle of the mechanical system. The amplitude and 
phase angle were independently fit using MATLAB’s <fit.m> function, optimizing the fit using 
the 4 free parameters (K1,2 and γ1,2)..Each fit has a coefficient of determination of R2 = 0.98, 
representing an extremely good fit.  
In addition, the <fit.m> function allows for 95% confidence bounds to be calculated. These 
are then used to calculate the overall uncertainty at each of the calibration points. The fit has 3 
uncertainty sources, the uncertainty in fit, the uncertainties of the 3 values used and the uncertainty 
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of the mean value, with the 3 values assumed to follow a normal distribution. For the amplitude 
ratio, the uncertainty was calculated to be: 

















































































Figures A2(a) and (b) show the amplitude and phase angle, along with the fitted functions. 
In addition, the uncertainty bounds and experimental data is plotted. Typically, the uncertainty in 
amplitude ratio was found to be around ±5% for the deployment frequencies used in the periodic 
force measurements, with the uncertainty in phase was ±2°. The values at resonance were much 
higher, around ±10% and ±45°, hence the aerodynamic measurements were deemed unreliable. 
Static Force Measurements 
Static force measurements were taken to investigate the aerodynamic effects of static mini-
tab deployment. First, the voltage measured during the tests was converted to a force via the use 
of the static calibration, as described previously: 
𝐹 = 𝑉𝐶 
Uncertainty in Voltage: The voltage is expressed as an averaged value, which approximates 
the true mean. The uncertainty in this measurement can be expressed as: 




Therefore, the overall uncertainty in force, F can be expressed as the combination of the 

















6 repeat force measurements were completed to generate the overall, mean value. The mean 







Thus, the uncertainty in the overall mean value can be expressed as the sum in quadrature 












Uncertainty in Area: Due to manufacturing tolerances, there was an uncertainty in the 
planform area of the wing used in the experiments. An uncertainty in chord length, c and span, b 












= [𝑏2𝛿𝑐2 + 𝑐2𝛿𝑏2]
1
2  
Uncertainty in Resolved Force: During experimentation, the force balance was rotated with 
the wing meaning that the forces had to be resolved to the perpendicular and parallel to freestream 
directions. First, the lift force, L was calculated:  
𝐿 = 𝐹𝑦 cos 𝛼 − 𝐹𝑥 sin 𝛼 
As both forces, Fy and Fx and angle of attack, ⍺ experience some uncertainty, the overall 




















2 + (− cos𝛼)2𝛿𝐹𝑥






In addition, the drag force, D was calculated using the following equation: 
𝐷 = 𝐹𝑦 sin𝛼 + 𝐹𝑥 cos𝛼  





























Uncertainty in Force coefficient: The lift and drag produced by the airfoil are non-









Here, the uncertainty in the coefficient value can be expressed as being a function of the 




































The same method equally applies to the drag coefficient, CD. Example measurements are 
shown for both CL and CD as a function of angle of attack. The uncertainty in CL and CD was found 
to occur around stall, where the deviation in the force is largest and was found to be ±0.013 and 
±0.008 for CL and CD respectively.   
Periodic Force Measurements 
Uncertainty in Phase Averaged Force: Force measurements were considered during 
periodic mini-tab motion. An associated uncertainty was encountered by all of the values. The 
voltage was phase averaged, and thus encountered an averaging uncertainty, previously described. 




















Then, the upper and lower bounds of the magnitude calibration fitted function, H(i⍵) were 
utilised to convert the measured force to the actual, observed force: Thus, the combination of 
these uncertainties gives the overall uncertainty, provided as the mean of the difference to the 
upper and lower bounds, as calculated by the calibration fit: 
𝐹𝑜𝑢𝑡,𝑈𝐵 = (𝐹i + 𝛿𝐹𝑖) × (|𝐻(𝑖𝜔)| + |𝛿𝐻(𝑖𝜔)|) 
𝐹𝑜𝑢𝑡,𝐿𝐵 = (𝐹i − 𝛿𝐹𝑖) × (|𝐻(𝑖𝜔)| − |𝛿𝐻(𝑖𝜔)|) 
𝛿𝐹𝑜𝑢𝑡 =





From this, the uncertainty in the time dependent, phase averaged lift coefficient could be 
calculated by considering the uncertainty arising from time dependent force, L(t), dynamic 
pressure and area: 



































Uncertainty in the peak-to-peak change in lift, CL,min – CL,max: The uncertainty in the peak-
to-peak was calculated by considering the uncertainty in CL,min and CL,max:  
𝛿(𝐶𝐿,𝑚𝑖𝑛 − 𝐶𝐿,𝑚𝑎𝑥) =  √𝛿𝐶𝐿,𝑚𝑖𝑛
2 + 𝛿𝐶𝐿,𝑚𝑎𝑥
2  
ΔCL,mean:  This value was calculated by considering the sum in quadrature of the 


















ΔCL,s: The static change in lift was calculated by considering the uncertainty in the 
conditions where the mini-tab was at its maximum and minimum heights. The methods for 






Amplitude Ratio, (CL,min – CL,max)/ ΔCL,s: The uncertainty in the amplitude ratio of the change 
in lift considers the uncertainty in the peak-to-peak change in lift as well as the static change in 



















The uncertainty in phase angle, φ was considered by examining the maximum and the 
minimum value possible value calculated via the calibration. This considers the uncertainty in the 
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phase averaged data and the uncertainty arising from the angle in dynamic force balance 
calibration: 
𝜙 𝑈𝐵 = (𝜙i + 𝛿𝜙𝑖) × (∠𝐻(𝑖𝜔) − ∠δ𝐻(𝑖𝜔) ) 
𝜙 𝐿𝐵 = (𝜙i − 𝛿𝜙𝑖) × (∠𝐻(𝑖𝜔) + ∠δ𝐻(𝑖𝜔) ) 
𝛿𝜙 =
(𝜙 𝑈𝐵 − 𝜙) + (𝜙 − 𝜙 𝐿𝐵)
2
  
All the uncertainties for the periodic force measurements are shown in Fig. A3, illustrating 
the different values considered in Chapter 5. It can be noted that the uncertainty is generally small, 
with the uncertainty in the normalised peak-to-peak change in force and phase angle exhibiting 
higher values close to the resonant frequency.  
Transient Force Measurements 
For the transient force measurements, the same method of uncertainty analysis was applied 
as to the periodic force measurements. However, in this case the time-resolved normalised change 
in lift is of most importance. The uncertainty in this measurement is as calculated as below, where 














      
An example of the uncertainty calculation is shown in Fig. A4, illustrating a maximum 
mini-tab height, hmax/c = 0.015, τdeploy = 1 and an angle of attack, ⍺ = 0° 
Pressure Measurements 
The pressure measurements used in Chapter 4 have an associated uncertainty. The pressure 










Uncertainty in Pressure: First, the uncertainty in the pressure was considered by evaluating 
the uncertainty in the voltage output by the pressure transducer and the uncertainty in its 
calibration coefficient:  

















As the pressure measurements were all performed by 1 transducer, the uncertainty in the 


































The uncertainty in pressure coefficient is illustrated in Fig. A5, indicated for the baseline 
condition at ⍺ = 0°. The typical uncertainty in pressure coefficient was measured to be ±0.09. 
Other Uncertainties 
Uncertainty in Freestream Velocity: The uncertainty in the freestream dynamic pressure 
could be estimated by considering the uncertainty in the measured pressure, q = 245±3Pa and the 
air density on the experiment day, ρ = 1.225±0.01. Applying the uncertainty methods of Moffat 



































Figure A1: Demonstration of uncertainty in phase and amplitude for a sine wave, 




Figure A2: Indication of uncertainty in dynamic force balance calibration in terms of 
(a) amplitude ratio and (b) phase angle as a function on actuation frequency, f or reduced 





Figure A3: Indication of uncertainty for static force measurements showing (a)lift 




Figure A4: Indication of uncertainty for periodic force measurements showing (a) 
change in peak-to-peak lift coefficient, CL,max - CL,min, (b) normalised peak-to-peak change 
in lift coefficient, (CL,max - CL,min) /∆CL,s, (c) mean change in lift, ∆CL,mean and (d) phase angle, 




Figure A5: Indication of uncertainty for normalised transient change in lift 





Figure A6: Indication of uncertainty in pressure coefficient, CP at ⍺ = 0°, baseline 




APPENDIX 2: ACTUATOR POWER 
REQUIREMENTS 
An important consideration when implementing the current load alleviation strategy into a 
real world scenario is the power consumed by the actuator used, in this case the voice coil actuator. 
Table A1 indicates the specification of the BEI-Kimco LA08-10-000A voice coil actuator. 









During the dynamic mini-tab experiments the five actuators could either be arranged in 
series or parallel with the amplifier. When placed in parallel, the voltage input to the amplifier 
provided altered the voltage supplied to the actuators. Due to limitations of the amplifier used in 
these cases the full range of displacements and frequencies was not achievable. When placed in 
series a different specification of amplifier (PEAK Servo Series 57 linear servo drive) could be 
used which proved to be much more effective, varying the current over the range -6.08 to 6.08A, 
allowing larger displacements and higher frequencies.  
The maximum power required by a single was 47W, however, the current was generally 
limited to ±2A. This was because the heat dissipation within the trailing edge sections was 
inadequate to go much higher than this value. As such, by adding some additional forced cooling 
(such as by Peltier coolers and cooling air) would allow for higher currents, and thus higher 
actuation amplitudes and frequencies. This limited the overall maximum power for one actuator 
to 15.6W, giving an overall power consumption of 78W.  
 
Specification Value 
Peak Force  6.67N 
Continuous Stall Force 1.96N 
Total Stroke 4.06mm 
Voltage at Peak Force 7.8V 
Current at Peak Force 6.08A 
Power at Peak Force 47W 
