Background: Chemical surveillance in surface waters is crucial to identify potential threats to the health of freshwater ecosystems. Usually, the concentrations of pollutants are highly variable over the course of the year and often result in non-normally distributed data sets. Therefore, the European Water Framework Directive recommends measuring, e.g. priority substances at least 12 times a year to achieve an acceptable accuracy level for the estimation of the true mean annual loads. However, in Europe priority substances are often measured much less frequently. In this context, the aim of the present study was to analyze how sample size, temporal variability and skewness of the data sets influence the accuracy of the mean annual load estimation and the assessment of annual average environmental quality standards. For this purpose, sample size simulations using weekly composite samples of benzo(a)pyrene, 4-tert-octylphenol, fluoranthene and di(2-ethylhexyl) phthalate, selected as representatives for priority substances, were carried out.
typically occur at very low concentrations ranging from ng/L to µg/L (so-called micropollutants), contribute to the loss of freshwater biodiversity [4] [5] [6] and are, amongst others, the reason for failing the good ecological status of the European Water Framework Directive (WFD) [1, 3] .
Therefore, the surveillance of micropollutants in surface waters is essential. Due to the WFD, extensive chemical monitoring programs which assess the chemical status of surface waters are already available in Europe [7] . The chemical status is defined Europe-wide on the basis of 45 priority substances in terms of their compliance with environmental quality standards (EQS) [8] . Priority substances are (micro)pollutants that are classified as substances that pose a significant risk to the aquatic environment. The EQS for inland surface waters are substance-specific threshold concentrations that should not be exceeded in surface waters in order to protect freshwater organisms and the environment. For the annual assessment of EQS compliance, the mean annual and maximum surface water concentrations of priority substances are used. According to the WFD, priority substances should be sampled at least 12 times a year to ensure a high accuracy of the estimation of the true mean annual load and, thus, reliable surveillance [7] . The reality, however, is that priority substances are often sampled much less frequently [9] , probably due to cost efficiency, capacity efficiency and time efficiency reasons. In addition, in many scientific monitoring studies which monitor the occurrence of priority substances on a large scale, the sample frequencies are often significantly lower than 12 samples per year [see the data sets used in 10, 11] .
Due to this large-scale use of low sampling frequencies for the calculation of the mean annual pollutant loads, the question must be asked whether small sample sizes are accurate enough to correctly represent the concentrations of priority substances occurring in surface waters in the course of a year. When addressing this question, it is important to bear in mind that the concentration curves of micropollutants can be very variable during the year. This temporal variability is caused by various factors, such as different input paths [12] [13] [14] , diurnal variability [15, 16] , seasonal variability [17, 18] and variable base flow conditions of the surface water [19] which can lead to large concentration ranges. Another point that should be considered is that annual concentration curves of (micro)pollutants usually result in right-skewed data sets [11, 20, 21] , which means that they mainly consist of low to medium concentrations and only a few high concentrations. These high, sporadically occurring, concentrations can be caused, for example, by surface runoff [22, 23] , stormwater and combined sewer overflows [24] [25] [26] due to heavy rainfall events, or by accidental events in surface waters, triggering significant ecotoxicological effects in the aquatic environment [27, 28] . Due to these effects, the detection of high micropollutant concentrations is of particular importance for the surveillance of surface waters. If micropollutants are not measured sufficiently often during the year, then there is a high probability that these occasional high concentrations will not be detected. In addition to the above question, it is important to know the impact of temporal variability and right-skewness on the estimation accuracy and whether and how a small sample size will affect the accuracy of the EQS assessment.
The best information for answering these questions is provided by high-frequency measurements (i.e. subhourly, hourly). However, for micropollutants, such as priority substances, data sets measured at such high resolutions are scarcely available. In Germany, the highest sampling frequency of priority substances is measured by a limited number of permanent monitoring stations as weekly composite samples. Weekly composite samples consist of sub-hourly water samples which are combined into one sample after seven consecutive days. A weekly composite sample reflects the average weekly pollutant load, and 52 weekly composite samples reflect the average course of the annual concentration curve. For this reason, the weekly composite samples provide a good basis to investigate the influence of sample size on the accuracy of the mean annual load estimation and on the EQS assessment. Since the data sets are so highly resolved, it is also possible to estimate the skewness and temporal variability of the micropollutant loads and to include these data set characteristics in the investigations. For this purpose, sample size simulations were carried out with weekly composite samples of priority substances on the basis of a simulation strategy according to Thompson [29] . Benzo(a)pyrene, 4-tert-octylphenol, fluoranthene and di(2-ethylhexyl) phthalate (DEHP) were selected as representatives for priority substances.
Thus, the primary objective of the present study was to analyze (a) how sample size and data set characteristics, such as skewness and temporal variability, influence the accuracy of the mean annual load estimation, (b) whether small sample sizes lead to a systematic error (under-or overestimation) of the true mean annual load and (c) whether and how sample size affects the accuracy of the EQS assessment.
Methods

Data and data set characteristics
Due to their high quality and high sampling frequency, monitoring data from the federal state of Saxony (Germany) were used in this study. The Saxon State Office for Environment, Agriculture and Geology provided measured concentrations of more than 500 pollutants.
Substances and data sets were selected for the analyses according to the following criteria:
1. Substances had to be classified as priority substances of the European Directive 2013/39/EU [8] , 2. Data sets had to be measured as weekly composite samples with a sampling frequency of 52 measured values per year corresponding to 52 calendar weeks, 3. All 52 data set values had to be above the limit of quantification and 4. The mean annual load of at least one data set per substance had to exceed the respective EQS for inland surface waters [8] .
Of the more than 500 substances, only the four substances benzo(a)pyrene, 4-tert-octylphenol, fluoranthene and DEHP met the required criteria.
Benzo(a)pyrene and fluoranthene belong to the group of polycyclic aromatic hydrocarbons (PAHs). PAHs occur due to incomplete combustion of organic matter, such as wood, coal or oil. In addition to natural sources of PAHs in the environment, like forest fires [30, 31] and volcanic eruptions [32] , there are numerous anthropogenic sources, such as coke oven emissions [33, 34] , combustion of fossil fuels [35] and vehicle exhausts [36] . Furthermore, benzo(a)pyrene and fluoranthene are detected in many different products. For example, both substances are plasticizer components in polymers [37] , fluoranthene is an intermediate for dyes and pharmaceuticals [38] and benzo(a)pyrene occurs as an impurity product in cooling lubricants [39] . 4-tert-Octylphenol is a constituent of phenolic resins and a starting substance for the production of polymers and a group of surfactants, the octylphenol ethoxylates [40] . 4-tert-Octylphenol itself, the resins and ethoxylates are, e.g. used in tires, printing inks and veterinary medicine formulations. In addition to the parent substance, the ethoxylates also contribute to the emission of 4-tert-octylphenol into the environment, as these are transformed back into 4-tert-octylphenol by degradation processes. As gaseous or particulate bound substances, benzo(a)pyrene, fluoranthene and 4-tert-octylphenol are expected to be emitted into surface waters mainly via sewer systems and sealed urban areas, industrial direct dischargers, erosion, municipal wastewater treatment plants and atmospheric deposition [41] . DEHP is a plasticizer, mainly used in the production of polymer products, such as flexible polyvinyl chloride [42] . This substance can be found in building materials, coated fabrics, medical devices and in a wide range of other products. As a predominantly particulate bound substance, DEHP is mainly expected to enter surface waters via sewer systems and sealed urban surfaces, industrial direct dischargers, atmospheric deposition and erosion [41] . Due to its reproductive toxicity and its endocrine disruptive properties, DEHP was identified as substances of very high concern and therefore included in the Candidate List of the European Chemicals Agency in 2008 [42, 43] . Since the sunset date in January 2015, the active substance may only be placed on the market and used with approval [44] . Additional uses and import are heavily restricted.
The final selection of the data sets for the analyses was made from 60 data sets that met the above criteria. In the end, a total of seven data sets from three permanent monitoring stations were selected ( Table 1 ; Figs. 1, 2). For benzo(a)pyrene and 4-tert-octylphenol, the most recent available data set was chosen. To investigate the influence of high, sporadically occurring, pollutant concentrations on the sample size simulations, the data set with the most outliers was selected for fluoranthene. Outliers were defined according to Tukey [45] . The selected fluoranthene data set contained a total of seven outliers. To compare the fluoranthene data set with a data set that contained no outliers, a second, manipulated data set was created on the basis of the original fluoranthene data set. In this manipulated data set, all seven outliers were set to the mean annual load of the original data set. Since the inclusion in the Candidate List, the annual pollutant Table 2 . The distribution of all data sets was checked for skewness and normality (Shapiro-Wilk test, α = 0.05; Table 2 ). Benzo(a)pyrene, both fluoranthene data sets, as well as the 2007, 2008 and 2010 DEHP data sets, were right-skewed and not normally distributed. The skewness of these data sets ranged from 0.72 to 3.42. The 4-tert-octylphenol and the 2016 DEHP data set were normally distributed.
Weekly composite samples
Weekly composite samples were measured at the permanent monitoring stations as follows: a water volume of 50 mL was automatically collected every 45 min and combined into a daily composite sample. 300 mL of each of seven consecutive daily composite samples were again combined to yield a weekly composite sample. This was then analyzed in the state office laboratory according to the applicable DIN standards.
Sample size simulation
Since the state offices evaluate the chemical water quality based on mean annual loads, annual mean values were selected as analysis parameters in the study. The annual mean value of the 52 weekly composite samples was used as the reference mean value and is, from this point forward, referred to as the "true mean". For the simulation, simple random sub-samples of n = 1 to n = 51 were selected out of the 52 weekly composite samples and the sub-sample means were calculated. The procedure was performed 100,000 times to assess the distribution of the simulated sub-sample means. This distribution was used as an estimator of the true mean.
EQS assessment
The mean annual loads of the benzo(a)pyrene, 4-tertoctylphenol, fluoranthene and 2007 DEHP data sets exceeded the respective annual average EQS (AA-EQS) for inland surface waters [8] (Fig. 3 ). To investigate the influence of sample size on the EQS assessment, the proportion of simulated sub-sample means below or equal to the AA-EQS was calculated and defined as "false negatives for AA-EQS exceedance".
Statistical analysis software
Statistical analyses were performed using R, version 3.5.3 [46] . Sample size simulations were run with a script by Thompson [29] which was modified for this study. 
Results
Accuracy of the true mean estimation Figure 4 shows how the 100,000 sub-sample means of benzo(a)pyrene randomly sampled per sub-sample size were distributed around the true mean value. It was found that the values of the sub-sample means approximated the true mean with increasing sub-sample size, resulting in an increase in the accuracy of the true mean estimation. The observed pattern was apparent in all simulations (Figs. 4, 5, 6, 7) . This indicates that the more often water samples are taken per year, the more likely it is that the true annual mean value will be correctly estimated.
Sample size and skewness
The sample size simulation of benzo(a)pyrene ( Fig. 4 ) showed that the true mean was underestimated on average (median) for smaller sub-sample sizes. This pattern was also apparent in the fluoranthene sample size simulation ( Fig. 5a ) as well as in the 2007, 2008 and 2010 DEHP sample size simulations ( Fig. 7) . It was found that the underestimation was caused by the right-skewness of the weekly composite sample data sets (see Table 2 ). Since right-skewed distributed data sets mainly contain concentrations in lower ranges and only to a small extent high concentrations, for smaller sub-sample sizes there is a high statistical probability that only the lower concentrations will be included in a sub-sample. This high probability will lead to the observed average underestimation of the true mean in the sample size simulations. With increasing sub-sample size, the probability of including the few high concentrations in a sub-sample increases. does not contain any of the few high concentrations is greater for smaller sub-sample sizes than for larger ones. Nevertheless, a high concentration in the sub-sample has a much stronger effect on the sub-sample mean value in smaller sub-sample sizes which can lead to a strong overestimation of the true mean. This can be seen, for example, in the maximum sub-sample means of the benzo(a) pyrene sample size simulation ( Fig. 4) .
To investigate the influence of the few high pollutant concentrations in right-skewed distributed data sets on the sample size simulations, a second fluoranthene data set, the manipulated data set, was created based on the original fluoranthene data set. In this manipulated data set, the seven outliers of the original fluoranthene data set were eliminated by setting them to the original data set's true mean. This created a very slightly right-skewed and approximately normally distributed data set (see Table 2 ). The sample size simulation of the manipulated data set (Fig. 5b ) demonstrated very clearly how the skewness affects the result of sample size simulations, especially in the case of smaller subsample sizes. The two patterns, of the average underestimation and of the overestimation of the true mean, were significantly attenuated compared to the sample size simulation of the original fluoranthene data set (Fig. 5a) .
The data sets of 4-tert-octylphenol and 2016 DEHP were normally distributed ( Table 2 ). Compared to a right-skewed data set, a normally distributed data set has the highest data density around the mean value. This distribution was clearly reflected in the corresponding sample size simulations (Figs. 6, 7) where the sub-sample means were distributed, on average, close to the true mean. Even with smaller sub-sample sizes, the median scarcely deviated from the true mean. Nevertheless, the results of this sample size simulations showed that under-and overestimations of the true mean are also likely in a minor number of cases.
These results, overall, revealed that data set distribution was reflected in the sample size simulations and showed that the simulations differed strongly from each other due to the skewness of their original data sets. Since the data set distribution is directly reflected in the sample size simulation, it can be concluded that the observed average underestimation in smaller sub-sample sizes of right-skewed data sets is a systematically occurring error.
Sample size and temporal variability
The mean annual loads and temporal variability of DEHP data sets varied considerably and decreased between 2007 and 2016 (see Fig. 2 ). The results (Fig. 7) showed that the different temporal variabilities of the data sets were reflected in the corresponding sample size simulations. In detail, it could be observed that the smaller the range of the data sets, the smaller the range of the sample size simulations resulted and that the range differences were more pronounced in smaller sub-sample sizes. Therefore, it can be concluded that the outcome of sample size simulations is influenced by the skewness as well as by the temporal variability of a data set. equal to AA-EQS (see Fig. 3 ). For fluoranthene, it was 40.4% (21 values) and in the case of DEHP it was 48.1% (25 values). The slight deviation of the percentage values for DEHP showed that the simulation with 100,000 runs reflected the distribution of the data sets very accurately but not completely. The results, overall, revealed that the correct estimation of AA-EQS exceedance in the sample size simulations is influenced by the sample size as well as by the proportion of data set values below or equal to the AA-EQS.
Influence of sample size on EQS assessment
Discussion
Accuracy of the mean annual load estimation
In this study, sample size simulations were performed for priority substances, represented by benzo(a)pyrene, 4-tert-octylphenol, fluoranthene and DEHP. The results revealed that the accuracy of the mean annual load estimation depends very much on the sample size and the characteristics of the data sets, such as skewness and temporal variability. Weekly composite samples provided a detailed insight into the annual pollutant concentration curves due to their high resolution. The analyzed data sets showed that they and, thus, also their sample size simulations differed greatly from each other. These differences were found between sampled years, monitoring stations and, of course, between the individual substances. It is to be expected that the differences would be even greater if the sample size simulations were performed with highly frequently measured grab samples instead of weekly composite samples. The extent of the differences, which was observed with just four substances, highlights the complexity of deriving monitoring strategies. Therefore, it is no wonder that there exists no universal monitoring strategy for (micro)pollutants as yet [47] .
Regardless of how much the investigated data sets differed from each other, two patterns in the sample size simulations remained generally valid. of the mean annual load estimation increased as the sub-sample size increased. From a purely mathematical point of view, this is not surprising. This phenomenon has also been observed for physicochemical parameters in various sampling frequency studies [48] [49] [50] .
(2) Data set characteristics, such as skewness and temporal variability, were particularly reflected and more pronounced in smaller sub-sample sizes. On the basis of these two patterns, it can be concluded that the less frequent a priority substance is measured over the year and the more variable its concentrations are over the course of the year, the more likely it is to incorrectly estimate its true mean annual load.
Small sample sizes-systematic error in the estimation of the true mean annual load in right-skewed data sets
In addition to these general findings, this study was able to show that small sizes lead, on average, to a systematic underestimation of the true mean annual load in rightskewed data sets. Since the observed pattern is primarily due to data set characteristics, these findings are not only relevant for priority substances but can also be applied to other substances that occur in surface waters in a rightskewed distributed manner. These include other (micro) pollutants as well as other environmental variables, such as general physicochemical parameters. A study examining uncertainties in the annual phosphorus load estimation in rivers showed similar results and, thus, supports the stated conclusion [51] .
Although the usage of small sample sizes in rightskewed data sets leads, on average, to an underestimation of the true mean annual pollutant load, the study results showed that in some cases a very strong overestimation is also possible. This means that strong uncertainties arise when small sample sizes are used because it cannot be determined afterwards whether the calculated mean annual loads are representative or whether the true mean annual loads are under-or overestimated.
Implications for monitoring programs and the implementation of the WFD
This systematic bias of under-and overestimation of the true mean annual pollutant load might also be relevant for surveillance monitoring as well as for operational monitoring. As part of operational monitoring, for example, water managers have the task of evaluating the efficiency of implemented water management measures [7] . This includes, for example, measures to reduce micropollutant inputs into surface waters, such as the upgrading or decommissioning of wastewater treatment plants, the designation of riparian buffer strips and implementation of constructed wetlands. Small sample sizes will, in these instances, lead to large uncertainties in the control results and, thus, probably compromise the validity of the efficiency control.
In addition, for the sustainable protection of freshwater ecosystems, it is essential that full compliance of the legal pollutant thresholds is maintained. For this reason, the objective must be to correctly estimate the concentrations of priority substances in surface waters occurring over the course of the year and, accordingly, to detect an annual average exceedance of the AA-EQS. As priority substances are often measured less than 12 times a year by the European Member States for the purpose of surveillance [9] and as (micro)pollutants occur usually right-skewed distributed in surface waters [11, 20, 21] , the study results suggest that the average pollutant loads of priority substances are underestimated to a greater extent throughout Europe than anticipated so far. The results of this study have also shown that the proportion of data set values below or equal to the AA-EQS basically determines the statistical probability that EQS exceedances are not detected and that this proportion of false negatives can be very high, especially when small sample sizes are used. For the surveillance of priority substances in surface waters, it can, therefore, be concluded that the choice of sample size plays a significant role for the accuracy of EQS assessment. If small sample sizes are selected for surface water surveillance, then there is an increased probability that AA-EQS exceedances will not be detected. Since, as already mentioned, sampling frequencies of less than 12 times per year are common throughout Europe, it is likely that the ecotoxicological impact of many priority substances on surface water ecosystems across Europe is underestimated. In other words, a much larger proportion of surface waters than the 46% identified in the European overview of the second River Basin Management Plans [9] may not achieve good chemical status.
Furthermore, it should be borne in mind that, in addition to the 45 priority substances, numerous other (micro)pollutants, often occurring simultaneously, pollute surface waters [52] . Therefore, a large-scale underestimation of the mean annual loads of priority substances and other (micro)pollutants could have a significant negative impact on the improvement potential of the ecological status of European surface waters. An underestimation of pollutant loads would, amongst other factors, provide an explanatory approach as to why, 18 years after the introduction of the WFD, only 40% of European surface waters have achieved good or very good ecological status and why the overall ecological status has scarcely improved between the first and second River Basin Management Plans [1] . By avoiding small sample sizes in the water surveillance of priority substances, the likely underestimated ecotoxicological risk could be better assessed and, as a consequence, be more effectively reduced by increased water management measures. These measures are expected not only to have a positive impact on chemical status but might also have a positive effect on the ecological status of surface waters in the long term.
From the results of this study, it can be concluded for monitoring programs and the implementation of the WFD that it is in principle advisable to sample more frequently to avoid uncertainties in the estimation of mean annual pollutant loads. Due to the reasons of cost efficiency, capacity efficiency and time efficiency, however, in many monitoring programs or studies only a few measurements per year are possible. In such cases, additional measures, such as the use of passive samplers [53] and event-based sampling [54] , could provide solutions to assess more effectively the uncertainties.
Implications for scientific research
The findings of this study are relevant for all studies investigating the effects of environmental variables on abundance data and species composition of biocenoses by using mean annual concentrations. However, there are only very few studies that investigate the relationship between micropollutants and biological data [5, [55] [56] [57] [58] . For one thing, this may be due to the fact that micropollutants have only been the focus of research for a few years or, for another, it may be due to the fact that, so far, too few data have been available for large-scale evaluation. Berger et al. [5] were the first to derive taxonspecific change points (for benthic invertebrates) for 6 priority substances and 19 other micropollutants using Threshold Indicator Taxa Analysis (TITAN). Change points are defined as the pollutant concentrations above which the number of individuals and the occurrence frequency of taxa abruptly decrease. The derived change points for many of the pollutants investigated were in comparatively low ranges and mostly far below the AA-EQS or the corresponding predicted no effect concentrations (PNECs). These results were novel and surprising from a scientific point of view and raise the critical question of whether EQS or PNECs are protective enough. Therefore, it is important to evaluate the validity of the derived change points. In simple terms, the mean annual pollutant load for each sampling site is linked with the invertebrate taxa present at that site. If only a few pollutant values are available for the calculation of the mean, it can be expected from the results of this study that the calculated mean underestimates the true mean annual pollutant load. Under the assumption of using the true mean pollutant loads, the negative effects and the abrupt decrease of the taxa abundances compared to the calculated values should only be observable at higher pollutant concentrations. The hypothesis is, therefore, proposed that the use of small sample sizes from rightskewed and temporally variable pollutant concentrations results in the derived change points being too low. Since Berger et al. [5] included micropollutants with a sampling frequency of at least 4 values per year for the calculation of the mean annual pollutant loads, it would be quite possible that the calculated change points are too low. However, it remains to be clarified whether and to what extent small sample sizes of micropollutant concentrations affect the derived change points. In multivariate analyses, it is investigated which environmental parameters form freshwater biocenoses and act as stressors on them [59] . In these so-called multiple stressor studies, very diverse environmental parameters are used in the models and linked to the biocenoses. Some environmental parameters, such as altitude and geology, are static. Other parameters have a low temporal variability, such as land use, land cover and distance to the closest wastewater treatment plant, or a high temporal variability, such as many physicochemical parameters and, of course, (micro)pollutants. In the case of parameters that are static or show only slight temporal variability, it is sufficient to determine these parameters once per study period or once per year, respectively, in order to be able to reflect them representatively. However, as the results of this study have shown, this does not apply to parameters with a high temporal variability, as their true annual concentration curves are better represented the more often that they are measured in the course of a year. For this reason, it is hypothesized that in the case of environmental concentrations with high temporal variability, individually measured values or mean values determined from small sample sizes diminish the model performance of multivariate analyses. Since monitoring data is often scarce, especially for large-scale studies, many studies have to work with small sample sizes [55] [56] [57] [58] . In such studies, scientists should bear in mind that the explanatory power of the relationships between environmental parameters with high temporal variability and freshwater biocenoses is likely to be reduced due to the small sample size. 
