Executive Summary
In computerized adaptive testing (CAT), the correct and incorrect responses of test takers to test items (questions) are used to select subsequent items for administration to the test takers that are matched as closely as possible to their ability level. One of the requirements of CAT is a pool of test items that can support this adaptation of test difficulty to test-taker ability in a way that is equitable for test takers of all ability levels. CAT item pools typically show a large variation in the amount of time their items require to produce an answer. In recent studies of item pools for a few large-scale adaptive tests, the author found that some items required 5-8 times as much time to answer as others. The potential danger in administering a CAT from such pools is that some test takers may run out of time because their selection of items is highly time-intensive, whereas others have ample time to complete the test. This phenomenon is known as differential speededness.
In this research, we explore the behavior of a method of controlling differential speededness in adaptive testing that is based on predictions of test taker response times for the available items in the pool. The items are then selected such that the sum of the actual times on the items already administered with the predictions of response times for the remaining items in the test meets the time limit.
In a study with an adaptive test simulated from an item pool for the Armed Services Vocational Aptitude Battery (ASVAB), the effectiveness of the method was evaluated for two different implementations:
(1) updates given the actual response times on the items already administered and (2) updates that use the responses on these items as an additional source of information. Both methods succeeded quite well in removing differential speededness from the test.
Abstract
An adaptive testing method is presented that controls the speededness of the test using updated predictions of the response times of the test taker on the candidate items in the pool. Two different types of updates were investigated: (1) posterior predictions given the actual response times on the items already administered and (2) posterior predictions that use the responses on these items as an additional source of information. In a simulation study with an adaptive test from the Armed Services Vocational Aptitude Battery (ASVAB), the effectiveness of the methods in removing differential speededness from the test was evaluated.
Predictive Control of Speededness in Adaptive Testing
Test items differ in the amount of time they require to produce a response to them. These differences are due, for instance, to the amount of information decoding and processing they involve, the complexity of their problem-solving process, and the numbers of concepts or relations that have to be retrieved from memory. It is not unusual to find differences between the time intensities of the items in a pool for an adaptive test equal to a factor of five or larger (van der Linden & Guo, 2006) .
It is important to distinguish the time intensity of test items from the speed at which the test takers respond to them. Within a certain range, test takers have a choice of the speed at which they work. When making such a choice, they have to deal with what is known in reaction-time research in psychology as a speed-accuracy trade-off (i.e., Luce, 1986, sect. 2.2.7) . The trade-off implies that if a higher speed is chosen, the accuracy of problem-solving will go down.
Accuracy in problem-solving is defined as the probability of making an error. In test theory, the probability of success on a test item is typically modeled as a function of an ability parameter. Thus, we can also refer to the trade-off as a speed-ability trade-off. The trade-off implies that the test taker's ability level during the test depends on his or her choice of speed. We will denote the specific ability level that is the result of this choice as the effective ability of the test taker.
In adaptive testing, each test taker gets a different selection of items. Because these selections differ in time intensity, some of the test takers may have to work under high pressure whereas others have ample time to complete the test. The same phenomenon of differential speededness may occur in multistage testing or in other multiple-form testing formats, such as linear-on-the-fly testing. But we expect the effects of differential speededness to be both more serious and systematic for testing formats with adaptive item selection. Typically, more difficult items tend to be more time-intensive. Adaptation then gives the time-intensive items to the more able test takers.
The presence of a speed-ability trade-off implies that the administration of items of unequal time intensity is not inconsequential. If the time limit is economically chosen, test takers who get the more time-intensive items are forced to make a choice between increasing their speed and accepting a lower effective ability or maintaining it and guessing on the items that are not reached. In either case, the effect is a systematically lower test score than when less time-intensive items are administered. For empirical studies on the effects of differential speededness, see, for example, Bejar (1985) , Bridgeman and Cline (2004) , Evans and Reilly (1972) , Kingston and Dorans (1984) , and van der Linden, Breithaupt, Chuah, and Zhang (2007) . But differences in speededness do not only have an impact on test scoring. As shown in studies by Kingston and Dorans; Oshima (1994) ; Wollack, Cohen, and Wells (2003); and Yamamoto and Everson (1997) , these differences also bias, for instance, the results of item parameter estimation and test equating.
More important than the diagnosis of differential speededness of tests are methods to prevent it. One such method was presented in van der Linden, Scrams, and Schnipke (1999) , who used the actual response times (RTs) on the items during an adaptive test to predict the RT distributions on the remaining items in the pool and then used this information to constrain the selection of the items to meet the time limit for the test takers. However, the RT model they used for the predictions was a simple analysis of variance (ANOVA) type model with single person and item parameters. Also, they did not have a method to estimate the item parameters from incomplete data but simply substituted sample statistics for the parameters, ignoring the fact that they were collected during operational adaptive testing.
The current research is based on a recent RT model with a more realistic parameterization which has shown to have good fit to RTs in operational testing (van der Linden, 2006) . For this model, a Bayesian method for estimating the model parameters using Markov chain Monte Carlo (MCMC) with sampling from their posterior distribution has been developed. Also, in addition to the earlier method for predicting the RT distributions on the items in the pool, a new method was investigated which uses the responses on the test items as an additional source of information on the test taker's speed. The effectiveness of the two prediction methods was evaluated in an empirical study using an item pool from the Armed Services Vocational Aptitude Battery (ASVAB).
Models
As is customary in adaptive testing, we assume that the items in the pool have been calibrated with enough precision to treat them as known during the test. The item pool in the empirical example below was calibrated using the three-parameter logistic (3PL) model; that is, the probability of a correct response, U ij = 1, was modeled as
where Ψ( . ) is the logistic distribution function, θ j Î[-¥, ¥] is the ability of test taker j, and a i Î(0, ¥],
, and c i Î(0, 1) are the discrimination, difficulty, and guessing parameters for item i, respectively (Birnbaum, 1968) . The RT model posits a lognormal distribution of the response time of a test taker on an item. Let T ij denote the response time of test taker j on item i. The lognormal density of T ij has a parameter structure which, except for guessing parameter c i , is entirely analogous to that of the 3PL model in (1):
where The assumption of a lognormal distribution of T ij is identical to that of a normal distribution of ln T ij . Because of their natural zero, RT distributions are typically skewed to the right. The logarithmic transformation is to remove the skewness from these distributions. We will capitalize on the property of a normal distribution of ln T ij in the derivations of the prediction equations below.
This property also helps us to interpret the item parameters. The mean of ln T ij is equal to β i -τ j . It, thus, holds that the faster the test taker works, the lower this mean will be. But the higher the time intensity of the item, the higher it will be. The standard deviation of ln T ij is equal to α i -1 . Thus, the larger α i , the less ln T ij is dispersed around its mean τ j -β i , and, hence, the better the discrimination between the RT distributions of test takers working at a speed just above and below β i .
Note that the lognormal density tapers off to zero for increasing t. Although the probability of an unrealistically large RT is negligible under the model, it is nonzero. This aspect does not restrict the use of the model in real-world applications. But we should be aware of it in inferences that rely heavily on the tails of the distribution.
It is relatively straightforward to estimate the item parameters of the RT model as part of the regular calibration of the item pool. The only thing required is the recording of the RTs when the items are pretested. A Bayesian method for parameter estimation with Gibbs sampling from their posterior distribution is given in van der Linden (2006) . The sampler is easy to implement because the conditional full posterior distributions of the model parameters are standard options in libraries of statistical procedures. For the technical details of the estimation procedure as well as procedures for checking the fit of the model and an empirical application, the reader should consult this reference.
In the remainder of this paper, we assume that the parameters α i and β i of the items in the pool for the adaptive test have been estimated with enough precision to treat them as known, too. In addition, we assume that the speed parameters in the population of test takers can be approximated by a normal distribution,
Parameter σ τ can be estimated as part of the regular calibration of the item pool. How to estimate it will be discussed below. Because the zero of τ j and β i in (2) is not yet determined, we fix it by setting μ τ = 0. It is, thus, not necessary to estimate μ τ .
First Method of RT Prediction
Let i = 1, ..., I denote the items in the pool and k = 1, ..., n denote the items in the test. Thus, i k is the index of the item in the pool administered as the kth item in the test. Suppose k -1 items have already been administered. Let u k -1 = (u 1 , ..., u k -1 ) and t k -1 = (t 1 , ..., t k -1 ) denote the observed responses and RTs on these items, where, for convenience, we omit the index for the test taker. The prediction equations derived in the next sections are for the selection of the kth item in the adaptive test.
Posterior Distribution of Speed Parameter
When the test begins, the only unknown parameters are the test taker's ability θ and speed τ. Procedures for updating the estimates of θ during the test belong to the standard tools of adaptive testing. We, therefore, focus on the update of the estimates of τ, and use a Bayesian approach with updates of its posterior distribution.
From (3), for a random test taker from the population, the empirical prior distribution of τ is
where σ τ 2 is known. The posterior distribution of τ given t k -1 has density
with f (t i |τ) and f (τ) the lognormal and normal densities in (2) and (4), respectively. The likelihood becomes that for a normal distribution if we use t k -1 * = (ln t 1 , ..., ln t k -1 ) instead of t k -1 . Because a normal prior is conjugate for a normal likelihood with unknown means and known variances, the posterior distribution is also normal (i.e., Gelman, Carlin, Stern, & Rubin, 1995, sect. 2.6 ). Thus,
But the posterior mean μ τ|t k -1 * and variance σ τ|
of τ are not identical to those for the standard case of observations from identical normal distributions (Gelman et al., 1995, eqs. 2.11-2.12 ). Each of the observations in t k -1 * is from a normal distribution with a partially unknown mean β i -τ and a known variance α i -2 . If we redefine the observations as β i -t i * , they are normally distributed with a common unknown mean τ but different variances α i -2 . We, therefore, have to weigh the observations β i -t i * by their precision α i 2 and adjust the expressions for the posterior mean and variance for the standard normal-normal model as
and
Posterior Predictive Density of Logtime
Using the same argument as before, because both densities in the integrand are normal, it follows that the posterior distribution of β i -~* T i k given t k -1 * is normal with (1) mean equal to the posterior mean of τ given t k -1 * and (2) variance equal to the sum of the variance of t i k * and the posterior variance of τ given
with
As the second term in (11) is the posterior mean of τ, the right-hand side of this expression can be viewed as the posterior mean of β i -τ in (2). Observe that the third parameter of (2), α i k , defines the variance of the logtime on item i k in (12). The two expressions in (11)-(12) contain only known parameters and logtimes recorded on the earlier items. It is, therefore, easy to update the predictive densities for the items in the pool each time a new item is administered. In fact, the update is most simple because the second terms of (11)- (12) are constants for all items in the pool. Below we will explain how to use these updates to control the speededness of an adaptive test during its administration.
Second Method of RT Prediction
The idea is to predict the RTs on the remaining items in the pool not only from the RTs that have already been recorded but also from the responses. This use of the responses as an additional source of information on the speed at which the test taker operates becomes possible if we use a portion of the hierarchical framework for speed and accuracy on test items presented in van der Linden (2007a). The part of this framework needed for the current application is an extension of the second-level model in (3) to the joint distribution of the two person parameters θ and τ. Observe that this distribution now connects parameters from two different first-level models, namely the response model in (1) and the RT model in (2). Let = (θ, τ) denote the vector with the two person parameters. We assume that the distribution of in the population of test takers is approximately bivariate normal, that is,
with mean vector
and covariance matrix 
In addition to setting μ τ = 0 to fix the speed scale, we set μ θ = 0 and σ θ = 1 to fix the zero and unit of the ability scale. Thus, the only new parameters that have to be estimated when using this larger population model are σ τ 2 and σ θτ . They can be estimated from the RTs and responses in the calibration sample for the item pool, using the extended version of the Gibbs sampler in van der Linden (2007a); for details, see this reference.
The normal density of the population distribution in (13) can be factorized as
Because f ( ) is normal, the same holds for the conditional density of τ given θ,
Its mean and variance are equal to
respectively. We use the marginal density of θ in (16) as prior distribution to calculate the density f (θ|u k -1 ) of the posterior distribution of θ given u k -1 . The density is combined with the conditional density of τ given θ in (17) to calculate the posterior predictive density of τ given u k -1 , f (τ|u k -1 ). This density contains the information on the test taker's speed parameter τ in the responses on the first k -1 items. It makes sense, therefore, to replace the prior distribution f (τ) in (5) with the updates of the more informative empirical density f (τ|u k -1 ) during the test. Similar choices were made in van der Linden (2007b) to use RTs as collateral information for the regular update of θ in adaptive testing and in van der Linden and Guo (2006) to detect aberrances in response times due to cheating by test takers. The current application leads to the following results.
Alternative Posterior Distribution of Speed Parameter
The posterior density of θ given u k -1 is
Unlike f (θ), the likelihood in (20) is not normal; hence, the posterior density f (θ|u k -1 ) is neither. But the density has been shown to converge strongly to normality (Chang & Stout, 1993) . As the test is adaptive, the convergence is faster than for a standard fixed test. Following Owen (1975) , we, therefore, assume that the posterior distribution of θ given u k -1 is approximately normal, that is,
Observe that μ θ|u k -1 is the posterior mean of θ, routinely used as its expected a posteriori (EAP) estimate in adaptive testing, and that σ θ|u k -1 2 is a standard measure of its accuracy. The posterior predictive density of τ given u k -1 is
Since both densities in the integrand are (approximately) normal, this posterior is also approximately normal. Hence, from (18)-(19),
The idea was to replace f (τ) by f (τ|u k -1 ) as the empirical prior in the posterior distribution of τ in (5). Thus,
Normality of f (t i * |τ) and approximate normality of f (τ|u k -1 ) imply
).
The posterior mean and variance are found by adjusting the expressions for the standard normal-normal model (Gelman et al., 1995, Eqs. 2.11-2.12 
Alternative Posterior Predictive Density of Logtime
The proposed alternative posterior predictive density of~* T
Using a similar argument as for the derivation of (9)- (12), the density is approximately normal 
These expressions contain the same (known) parameters and logtimes recorded for the earlier items as (11)-(12). The additional information in the responses is summarized by the known variance σ τ 2 and covariance σ θτ as well as the posterior mean, μ θ|u k -1 , and variance, σ θ|u k -1 2 , of θ given the responses u k -1 . The calculation of the two posterior quantities is a standard routine in adaptive testing.
Controlling for Differential Speededness
Let S k -1 denote the set of k -1 items that have already been administered and R k denote the set of remaining items in the pool. The kth item is to be selected from R k . Since we have the actual RTs recorded for the items in S k -1 and the predicted RTs on all items in R k , the information can be used to constrain the selection of the items to meet the time limit for the test. The idea was implemented in van der using the shadow-test approach (STA) to adaptive testing (van der Linden, 2006, chap. 9) . The STA selects the items from a projection of the remaining portion of the test. In this application, we simply constrain the projection to meet the current time left for the test.
Let t lim be the time limit for the test and x i be the decision variable for the selection of item i = 1, ..., I; that is, x i = 1 if item i is selected and x i = 0 if it is not. The total time recorded for the first k -1 items is
The predicted total time on the remaining portion of the test time is
where~* t i is a well-chosen realization of the predicted logtime~* T i in (10) or (31). The exponential function is necessary to transform the response time from the logarithmic to its regular scale. An obvious choice for~* t i is a quantile in the posterior predictive distributions of the items in (11) or (32). Early in the test, we could simply choose the median of the distributions, but toward the end of the test, a more conservative choice, such as the 95th percentile, is recommended.
For an adaptive test with maximization of the information on θ as objective, the model for the assembly of the shadow test is maximize
The objective function in (36) maximizes the information in the test at the current estimate $ θ k -1 . The constraint in (37) requires the predicted time on the remaining portion of the test not to be larger than the time available, where~* t i k π denotes the quantile of the predicted distribution used for the selection of the kth item. The constraint in (38) fixes the values of the decision variables of the items that were already administered to one. The last set of constraints defines the range of the decision variables. The model, which can easily be extended with other constraints to deal with the entire set of specifications for the adaptive test, can be solved using a standard solver for integer programming, for instance, the solver in CPLEX (ILOG, Inc., 2003) .
The item selected for administration is the most informative one among the n -k + 1 free items in the shadow test. Since the shadow test for the selection of each item is required to meet the constraint in (37), the entire adaptive test meets the time limit, t lim .
Empirical Study
Simulation studies were conducted to evaluate the effectiveness of the approach for eliminating differences in speededness between test takers under realistic conditions. The test was a 15-item adaptive from an item pool similar to the pool for the Arithmetic Reasoning test from the ASVAB.
Three different factors were manipulated in these studies:
(1) The time limit for the test. This limit controls the speededness of the test, i.e., the time pressure under which the test takers have to work. We used t lim = 39, 34, and 29 minutes. The actual limit for the ASVAB test was 39 minutes; the other two conditions were used to see what would happen if the level of speededness was increased. The same levels were chosen for the earlier procedure in van der .
(2) The two methods of predicting the time on the remaining items in the pool, i.e., prediction without and with the use of the responses as an additional source of information.
(3) The correlation between speed and ability. This factor has no impact on the first method and was varied only for the second method. We used ρ θτ = .0, .4, and .8. In addition, we ran a simulation in which the time limit was removed and the test was not controlled for speededness. The results from this simulation show the potential differential speededness inherent in the setup of the adaptive procedure chosen and can be used as a baseline for evaluating the effectiveness of the control in the other conditions.
Our dataset for an item pool from the Arithmetic Reasoning test was collected in operational testing with a short adaptive test. The set was, therefore, too sparse to get joint stable estimates of all first-level and second-level parameters. But the same dataset could be used successfully to fit the RT model separately in an earlier study (for a report, see van der Linden, 2006) . Also, we had the estimates of the IRT parameter of the items used in operational testing. We, therefore, chose to generate an item pool with distributions of the joint parameter that matched all these results. This step also allowed us to manipulate the correlation ρ θτ in this study.
A pool of 350 items was generated. Parameters a i , b i , and c i from the response model in (1) (2) were drawn from a uniform distribution over [1.38, 2.31]. Parameters β i from this model were drawn from a normal distribution with mean 4.17 + .32b i and standard deviation .46, but all values outside the interval [3.14, 4.91] were ignored. These procedures guaranteed parameters with exactly the same ranges as in the earlier studies but now with a correlation between the item difficulty and time intensity parameters equal to ρ β b = .65. (The same correlation was found between the item difficulty and time intensity estimates in van der As for the second-level parameters, σ τ was set equal to .34, which was the standard deviation of the τ estimates found in the earlier study. The other second-level parameter, ρ θτ , was systematically varied. The chosen range of values covered the empirical correlations between ability and speed found in other datasets (van der Linden, 1999; 2007a) .
In each study, adaptive test administrations for different combinations of values for the speed and ability parameters were simulated. For the predictive method in (10), the values of these parameters were:
(1) τ = -. 68, -.34, 0, .34, .68; (2) θ = -2.0, -1.5, ..., 2.0.
Since σ θ = 1 and σ τ = .34, both sets of values covered a range of ± 2 standard deviations. For the predictive method in (31), the values of τ and θ were created using the following procedure:
(1) τ = -. 68, -.34, 0, .34, .68; (2) θ was drawn from a normal distribution with mean The number of test administrations was 200 for each combination of τ and θ for the predictive method in (9) whereas 1,800 administrations were simulated for each value of τ for the method in (31). The generation of the RTs on the items followed the model in (2). However, because of the non-negligible likelihood of obtaining an occasional extremely large RT during this simulation (see our earlier discussion), the RTs were truncated if they were larger than two times their standard deviation. The shadow tests in (36)- (39) were calculated using the integer solver in CPLEX.
Results
The effectiveness of the time constraint on the items for the control of the total time spent on the adaptive test can be evaluated using the results presented in Figures 1-3 . Each of the plots in these figures shows the average total time as a function of the speed τ at which the test taker worked for the different ability groups. The lines for the ability group are ordered from high (top) to low ability (bottom). This order follows from the fact that in an adaptive test the more able students tend to get the more difficult items; since the time intensity of the items in the ASVAB pool correlated positively with their difficulty, the more able students tended to get the more time-intensive items during the test. Of course, it also holds that the total time increases with decreasing τ. The plots in Figure 2 -3 were obtained by grouping the random values of θ in the categories [-2, -1.75), [-1.75, 1.50), ..., [1.75, 2] . Observe that these plots have small numbers of observations in several of these categories because of the correlation between τ and θ. For some categories the number was smaller than 10 or there were even no observations at all. This is directly observed in Figure  3 , for which the correlation was highest. The baseline case with no constraint revealed a slight tendency to differential speededness of the test: The test takers with the highest ability and lowest speed tended to run out of time. However, their average time was only 30 seconds higher than the time limit for the test. Thus, for all practical purposes, the test was well-planned. Observe that, for reference purposes, the plot for the baseline case is repeated in each figure.
The constraint removed the time pressure from the adaptive test for all three methods in this study, not only for the actual time limit for the ASVAB test (t lim = 2340 seconds) but also when we artificially lowered the limit in the computer by 5 minutes (t lim = 2040 seconds) and 10 minutes (t lim = 1740 seconds).
Prediction of the RT on the future items from the earlier RTs only or from the earlier RTs and responses did not yield much difference between the total times on the test. The only difference was a slightly smaller difference between the ability groups for the latter. This effect is taken to be the result of the fact that the use of the responses accounts for differences in ability between the test takers. The effect is masked in Figure 3 , where the plots for ρ θτ = .8 show wild variation because of the low numbers of observations in some of the ability groups categories.
The plots with the mean-squared errors (MSE) in the estimates of θ are given in Figures 4-6 . Observe that the lines run horizontally in each plot. This shows that the MSE was entirely independent of the speed at which the test takers operated. Also, the tightness of the constraint did not have any impact on the size of the MSE. Both results indicate that the price that had to be paid for the method of speededness control in this paper seemed ignorable. Otherwise, the MSE was as expected for an adaptive test of 15 items. The difference heights of the curves are associated with the true values of θ. Generally, an MSE of approximately .1 seems satisfactory for an adaptive test of this length. The plots in Figure 6 seem to suggest a lower MSE for a higher correlation (ρ θτ = .8) but the difference may be only random due to a small number of observations for some ability categories. 
Concluding Remarks
The reason why we did not find large differences between prediction based on the RTs only and the RTs and responses is no doubt the low degree of speededness of the test. As a result, the dataset yielded a much smaller range of τ than of β i . Generally, the effect of the additional use of the responses is a much more informative posterior distribution of τ. But since the prediction of the RT on item i depends on β i -τ and β i was fixed, the relative impact of the improvement was minor.
An implicit assumption in the current implementation of the method of predictive control for adaptive testing was that speed was a nuisance factor. The actual speed was estimated during the test and accounted for in the RT predictions. Hence, the time constraint automatically allowed for differences in speed between test takers. Generally, unless the test taker is provided with appropriate tools, time management on an adaptive test is a challenge because the test taker sees only one item at a time and has to guess how much time he or she will need on the future items. The treatment of speed as a nuisance factor in the method seems, therefore, acceptable.
On the other hand, for applications in which speed is part of the validity of the test, a simple adjustment of the method is available. We should then choose a minimally acceptable level of speed τ 0 for the test. The RT distributions on the items in the pool are now fixed for τ 0 , and we could take~* t i k π in the time constraint in (37) to be a quantile in these distributions. The adaptive test is then constrained to meet the time limit for a test taker working at this minimally acceptable level of speed. 
