Breather solutions are time-periodic and space-localized solutions of nonlinear dynamical systems. We show that the concept of anticontinuous limit, which was used before for proving an existence theorem on breathers and multibreather solutions in arrays of coupled nonlinear oscillators, can be used constructively as a high-precision numerical method for finding these solutions. The method is based on the continuation of breather solutions which trivially exist at the anticontinuous limit. It is quite universal and applicable to a wide class of nonlinear models which can be of arbitrary dimension, periodic or random, with or without a driving force plus damping, etc. The main advantage of our method compared with other available methods is that we can distinguish unambiguously the different breather (or multibreather) solutions by their coding sequence. Another advantage is that we can obtain the corresponding solutions whether they are linearly stable or not. These solutions can be calculated in their full domain of existence. We illustrate the techniques with examples of breather calculations in several models. We mostly consider arrays of coupled anharmonic oscillators in one dimension, but we also test the method in two dimensions. Our method allows us to show that the breather solution can be continued while its frequency enters the phonon band (it then superposes to a band edge phonon with a finite amplitude). We also test that our method works when introducing an extra time-periodic driving force plus damping. Our method is applied for the calculation of breathers in so-called Fermi-Pasta-Ulam (FPU) chains, that is, one-dimensional chains of atoms with anharmonic nearest-neighbour coupling without on-site potential. The breather and multibreather solutions are then obtained by continuation from the anticontinuous limit of an extended model containing an extra parameter. Finally, we show that we can also calculate 'rotobreathers' in arrays of coupled rotators, which correspond to solutions with one or several rotators rotating while the remaining rotators are only oscillating. The linear stability analysis of the obtained time periodic solutions (Floquet analysis) of all these models will be done in a forthcoming paper.
Introduction
In harmonic lattices, localized modes can exist only in models with a broken periodicity, involving for example random or quasi-periodic spatial distributions for the local stiffness constant of the harmonic potentials. In contrast, 'intrinsic localized modes' (ILM) can be sustained in a wide variety of translationally invariant anharmonic models. ILM solutions have been known for many years but were generally believed to be specific of very particular integrable models, especially the well known sine-Gordon model. In such systems the breathers are very fragile and disappear as exact solutions under most perturbations of the model [1] . Although this first model where breathers were discovered revealed to be completely integrable, their existence does not require, in general, the integrability of the corresponding model. In non-integrable models, the existence of these localized (selftrapped) modes has been first suggested for a particular model of self-trapping [2] . But it was Takeno and Sievers [3] (followed by many other works [4, 5] ) who found 'long lifetime' breathers in many anharmonic models. By extension, the ILMs called 'breathers' in the sine-Gordon equation are called breathers in any model where they could exist.
Although breathers are just very particular solutions of nonlinear systems, the fact that they show up spontaneously and persist in numerical simulations with a rather long life-time suggests that they have to play an important role in the dynamics of anharmonic systems (forthcoming studies will show that many of these solutions have wide domains of linear stability). Thus, the study of these solutions in itself appears very useful for understanding the global properties of nonlinear systems. There are many potential applications for the concept of breathers in physics to be explored in the future. For example, the existence of breathers in a nonlinear crystal should affect the heat transport through the system. Some models elaborated for understanding some basic biological functions of DNA [6] are based on a spontaneous self-localization of the vibrational energy along the trend of these molecules, which can be explained by breather formations.
Recently MacKay and Aubry [7] rigorously proved the existence of infinitely many timeperiodic solutions which correspond either to single breathers or to arbitrary distributions of breathers, chaotic or not. Their proof holds in a wide family of discrete models, on finite or infinite lattices at any dimension, which could be translationally invariant or not. The basic idea for applying this existence proof to a given model, which is assumed to depend at least on one parameter λ, is to find a particular limit (say in order to fix the ideas at λ = 0), where the model becomes equivalent to a collection of uncoupled nonlinear anharmonic oscillators attached to each site i of the underlying lattice. We consider in that paper a situation where all the nonlinear oscillators are identical. Each oscillator i has a frequency ω i which depends on its amplitude or equivalently on its action I i . The coordinate u i (t) of each oscillator i depends on time as u i (t) = g ω i (ω i t + α i ) where g ω is the 2π periodic function describing the motion of a single oscillator at frequency ω †.
At this limit λ = 0, the global motion of the system is entirely determined by the set of frequencies ω i and phases α i . The standard implicit function theorem is not applicable to the dynamical equations considered in the full space of functions {u i (t)} because of the global continuous phase degeneracy of the solutions: if {u i (t)} is a solution of the dynamical system, then {u i (t + τ )} is also a solution with the same action for any τ . The trick for proving the theorem in [7] consists in restricting the space of functions {u i (t)} in such a way that the implicit function theorem becomes applicable.
In order to avoid any resonance problem between different frequencies which would lead to a much more difficult KAM-type problem, we require that the solutions exhibit only one frequency and thus are periodic with period t b = 2π/ω b . A simple trick applicable to time-reversible models for arrays of oscillators is to remove the phase degeneracy by looking only at time-reversible solutions where {u i (t)} = {u i (−t)} (of course, we do not † Our approach also holds for systems where the local oscillators are not identical, that is when the function g ω,i also depends on the site i.
obtain the other time-periodic solutions, if there are any).
We consider situations such that when λ = 0, there are at least three solutions for each oscillator fulfilling these conditions. Oscillator i can be either at rest (label σ = 0) or it can be oscillating with the frequency ω b and the phase 0 (label σ = +1) or it can be oscillating with the same frequency ω b but the phase π (label σ = −1). The list of allowed values for the label σ can be increased when there exists more solutions at frequency ω b . This situation can be found, for example, when the oscillator potential is a double-well potential or simply when the harmonic oscillation at frequency 2ω b , 3ω b , etc belongs to the spectrum of the single oscillator. In the cases where the oscillator potential is hardening with the amplitude, the spectrum of frequency may be even unbounded from above and then the number of solutions at frequency ω b would be infinite since there exists solutions with frequency nω b for any n. In that situation, our theory works (without change) if we restrict the infinite family of allowed solutions at the anticontinuous limit to any finite subfamily. In that family, a solution of the global system is thus characterized by a coding sequence consisting of the labels {σ i } ascribed to each oscillator. In the simplest non-trivial case σ i = 0, 1 or −1. Under the rather loose conditions which are precisely (i) nω b = ω(0) for any integer n where ω(0) are the 'rest' frequencies of the small oscillations of the oscillators i (this non-resonance condition avoids the radiation of the energy of the breathers into the phonon background), and
(ii) dω(I )/dI = 0 at the fixed frequency ω b which implies that the oscillators are truly anharmonic, that is, their frequency depends on their energy, there exists λ c = 0 such that any time-reversible solution at frequency ω b of the system of uncoupled oscillators (λ = 0), can be continued uniquely while |λ| λ c . This theorem holds whether the perturbation at λ = 0 is harmonic or not, provided it corresponds to potentials with smooth first and second derivatives. Depending on the nature of the on-site oscillators, we will distinguish between slow breathers (ω b < ω(0), softening potential) and fast breathers (ω b > ω(0), hardening potential), though some models can exhibit both.
For reasons coming from earlier studies on structural models and on dynamical models with a discrete time where similar methods could be applied [8] , the limit λ = 0 was initially called anti-integrable. This terminology might be misleading when this limit corresponds to uncoupled oscillators because it is clear that the motion of each oscillator is obviously integrable. For models involving a continuous time, we choose instead to call this limit λ = 0 the anticontinuous limit [7] . The key point is that at the anticontinuous limit, there is no propagation of vibrational energy and the dynamics of the system just consists of independent vibrations localized at single sites. This limit is just opposite to the harmonic limit which is usually taken for finding the modes of dynamical systems and which yields systematically extended sine plane waves. It appears quite natural to start a perturbation theory from this anticontinuum limit for finding localized modes (breathers).
The single-breather solution corresponds to the special case where σ i = 0 for all i except for a single site at i = 0. It is the analytic continuation of the solution at λ = 0 where one oscillator only is oscillating while all the other ones are at rest. When λ = 0, all the oscillators oscillate at frequency ω but the amplitude of their oscillations is proven to decay exponentially as a function of the distance d i of oscillator i from oscillator 0 [7] . A recent further work [9] , gave another proof of the breather existence theorem and in addition proved the 'practical' stability of the breather solution at small coupling as a Nekhoroshev type theorem.
In the case of coupled rotators, the analogous solution consisting of one single rotating site (and the others at rest) at λ = 0, becomes at λ = 0 a 'rotobreather' [10] , in which the central site performs full rotations while the coupled neighbours oscillate. The theorem [7] holds also for coupled rotators, although this specific application was not mentioned in this paper. A rotator can be treated as a nonlinear oscillator except that its coordinate u i is only defined modulo 2π. For a given frequency ω b , a rotator can exhibit nonlinear periodic oscillations and also rotations with frequency +ω b (forward rotation) or −ω b (backward rotation). In that case, the motion is described as
For a single site rotobreather, only one rotator is rotating at the anticontinuous limit while the others are at rest. These solutions are not time reversible since reversing time also reverses the direction of the rotation. Nevertheless the proof is identical to that obtained for coupled oscillators if one works in the space of loops (see [7] , section 7). The phase degeneracy of the solution is simply removed by requiring the initial condition u 0 (0) = 0 if the rotating rotator is at site 0.
For multisite breathers, the proof is a bit more complicated as explained in [7] and further discussed in [11] . When the potentials involved in the model have symmetry properties, the phase degeneracy can be removed by requiring the time-periodic solutions to be time antisymmetric.
The main interest of these theorems [7, 9] , is to prove that breathers and multibreathers generically do exist in a wide class of models, in domains of existence which do not vanish. However, no minimal bounds for these domains were calculated in the initial paper. Although some progress could be made after some more work, it is unlikely that a precise calculation of the domain boundary could be obtained analytically. The aim of this paper is to show that the mathematical method used in [7] for proving existence theorems can be turned into a numerical method for explicitly constructing the corresponding solutions. This method, which basically consists in numerically performing the continuation of the trivial solutions obtained at an anticontinuous (i.e. anti-integrable) limit, turns out to be very efficient for a systematic numerical calculation of breather and multibreather solutions in many models in the domain where they exist. This is in fact the same kind of approach we used earlier for a systematic calculation of many bipolaron and polaron structures in a quite different physical context (see for example [12] ).
General approach: the Newton method
The set of dynamical equations at sites j can be written formally as
We will look at these equations from two different points of view, corresponding to two different approaches we can use to find the periodic breather sought. First, we can consider F to be a functional which operates in the space of time-reversible and time-periodic loops of fixed frequency ω b , and which maps this space into itself. The zeros of this nonlinear operator are then true solutions of the dynamical system. These can be found using the standard Newton method. The obvious way to make equations (1) explicit is to choose an adequate Fourier series representation of the functionsū = {u i (t)}, which must comply with the time-reversibility requirement. The system then becomes an algebraic set of equations in terms of Fourier coefficients. Starting from a set of time-reversible and time-periodic loopsv = {v i (t)}, the Newton operator On the other hand we may look at theF in equations (1) as a 'Poincaré' operator, which maps the phase-space coordinatesū 0 = {u i (t = 0)} toū t b = {u i (t = t b )}, where t b = 2π/ω b . Therefore, we work in the actual phase space of the dynamical system, and the breather sought will be a fixed point of this map. Again, after some adequate restriction of the coordinates to be used, in order to comply with the time-reversibility condition (or any other conditions to prevent degeneracy), we can use a Newton method to follow the breathers from the anti-continuous limit.
When varying the parameter λ by small steps δ, the Newton method is efficient for finding recursively the solution at λ provided that the previously obtained solution at λ − δ is taken as the initial trial solution at λ. This iterative process allows us to follow 'quasicontinuously', step by step, a given solution versus λ from the limit λ = 0, if the step width δ is chosen small enough. This method yields as many families of time-periodic and time-reversible solutions versus λ as there are such solutions at the anticontinuous limit (these initial solutions we call seeds are just labelled by the coding sequence). In order to reduce the computing time, this method can be modified and technically adapted to each considered model as we shall explain below by some examples (see the appendix for the technical details).
The continuation of a given solution ends, in principle, when the linear operator ∂vF (v, λ) becomes non-invertible. Approaching such a point is easily detected in numerical calculations, because the convergence rate of the numerical procedure begins to slow down. One has to reduce the width of the steps in λ for ensuring the convergence of the program. Then, we check that the lowest modulus of the eigenvalues of the Newton matrix indeed goes to zero at some critical point λ b . At this critical point, the solution {u i (t, λ)} undergoes a transformation (or bifurcation) which can be analysed. As we shall see in an example described in the next section, the solution may or may not be continuable beyond such a bifurcation point.
Particularly, each breather and multibreather solution coded by the sequence {σ i } can be obtained accurately and its domain of existence determined whether it corresponds to linearly stable or unstable solutions. Up to now, the numerical methods for calculating the breather solutions in nonlinear systems described in the literature [13] were rather empirical and possibly could miss the solution. In addition, these old methods could also confuse single-breather and other localized multibreather solutions (which are a cluster of several breathers) one with each other.
Our method for finding the breather and multibreather solutions is systematic providing the considered model has at least one anticontinuous limit. In models which apparently do not have an anticontinuous limit, it is often possible to introduce one or several extra parameters such that the initial model appears as a special case of a family of models with an anticontinuous limit. Then, the breather and multibreather solutions obtained at such an anticontinuous limit can be continued back to the initial model where they could persist. This method is applied below for finding breather solutions in examples of FPU chains.
For calculating solutions which are not time-reversible such as the rotobreathers, our method can be used almost identically except that the phase of the solution which cannot be fixed by requiring the time reversibility, is simply fixed by fixing the initial position of one of the oscillator or rotators. The speed of the numerical program is then reduced but the accuracy remains equally good. When the potentials V (u) and W (y) are symmetric, the rotobreathers and the multirotobreathers can be obtained by requiring the property of time-antisymmetry u i (t) = −u i (−t).
We shall also apply the same method for finding time-periodic solutions which are not time reversible either in models which are time reversible (rotobreathers) or in models which are not time reversible (periodically driven dissipative arrays of nonlinear oscillators). In those cases, the periodic solutions will be searched in an appropriately restricted space in order for the linear operator ∂vF (v, λ) to be invertible in that space close to the anticontinuous limit, so that the Newton method can work.
This general method for finding single-breather and multibreather solutions turns out to be very efficient and accurate. It can easily reveal new features concerning the properties of breathers which were unknown up to now. In any case, this method opens a wide field of possible investigations for the future, which cannot be presented in a single paper. For example, breather and multibreather solutions are found whether they are linearly stable or not. The linear stability analysis of the obtained solution has to be done separately, and this work shall be done in a forthcoming paper (part II). It will be proven that except for a discrete set of frequencies ω b , the single breathers are linearly stable close enough from the anticontinuous limit, although their domain of linear stability turns out to be smaller than their full domain of existence.
Numerical results
We studied a series of models, the Hamiltonians of which have the general form
where i are the sites of a d-dimensional square lattice, the base vectors of which are r. Then i + r is the nearest neighbouring site to i in the positively oriented direction r. u i (t) is the displacement of the oscillator at site i, which is under the the potential V (u) (substrate, or 'on-site' potential) and coupled by potentials W r (v) with the neighbouring oscillators in the directions r. The dynamical equation associated with (3) is:
These equations (4), with either of the two approaches considered in the previous section, are used to construct the equations to be solved by the Newton method, which we denote byF = 0. The Jacobian matrix (the Newton matrix) of this system of equations, which we denote by M ≡ ∂vF , has to be invertible in order to find solutions. Therefore, we should avoid trivial degeneracies, and this implies a careful restriction of the space of search in each case.
In what follows, we study the following cases. In section 3.1 we cover Hamiltonian models with substrate potential, in one and two dimensions. In section 3.2, the coupled nonlinear oscillators are submitted to a periodic driving force and dissipation. In section 3.3, the potential V (u) is set to zero, and we get Fermi-Pasta-Ulam (FPU) chains where only the coupling potential W (u) is anharmonic. Although they do not have an apparent anticontinuous limit, an extra parameter is added in the model in order to get one. In section 3.4 we study very special potentials which yield much simpler breather solutions. The case of rotators instead of oscillators is very similar and yields rotobreathers; it is studied in section 3.5. In section 3.6 the efficiency and the accuracy of the method is demonstrated by the calculation of the complete domain of existence of a slow breather and its bifurcation into a 'phonobreather'. Finally, the appendix gives some more precise details describing the practical implementation of this Newton method in numerical programming and the practical adaptation of the method for the different models we consider.
Models with a substrate potential
As the first example we choose for simplicity a harmonic coupling potential, isotropic in all the directions of the lattice:
In order to have non-trivial dynamical solutions, the substrate potential V (u) has to be anharmonic. We chose three examples, which are the Morse potential, the Lennard-Jones potential, and a cubic approximation:
There are no restrictions in having only one dimensionless constant C in these models, since by an appropriate choice of the units of time and length of the oscillators u i , these specific forms for the potentials V (u) can always be recovered. The dynamical equation associated with this Hamiltonian (5) is
When the model and the searched solutions have extra symmetries, it is convenient to reduce the number of independent oscillators in the system by symmetry requirements, not only for efficiency reasons but also to avoid possible harmless 'bifurcations' and thus continue the solution as far as possible, as we shall see. In our case, we can take advantage of the spatial symmetry of this model (5) due to the symmetry of the coupling potential W (x) = W (−x), to improve the calculation of the single-breather solutions. Then, if u i (t) is a solution of (7), u −i (t) is also a solution of the same equation. The single-breather solution at site i = 0 is space symmetric at the anticontinuous limit. Since the Newton transformation preserves this space symmetry, we can search the breather solution in the space of time symmetric solutions which fulfills
which halves the dimensionality of the space of functions in which we search for the breather solution. When restricted to space-symmetric solutions fulfilling (8), the linear operator M sym could remain invertible while M for the full system is not. Indeed, because of the space symmetry of the searched solution {u i (t)}, the non-restricted matrix M has eigenvectors { i (t)} which belong either to the space-symmetric representation ( i (t) = −i (t)) or to the space-antisymmetric representation( i (t) = − −i (t)), while the eigenvectors of M sym are just the eigenvectors of M belonging to the space-symmetric representation. Therefore, the continuation of the breather solution through a possible harmless bifurcation corresponding to the vanishing of an eigenvalue of M associated with an eigenvector in the space-antisymmetric representation does not present any problems.
Then we use the method in real phase space for potentials (6a) or (6b), while the method in Fourier space is more appropriate for potential (6c) (see the appendix).
For a given ω b belonging to the spectrum of the free oscillator (see inset of figure V c (u)), the single-breather solution is obtained by continuing for C = 0 the trivial timereversible and time-periodic solution obtained at C = 0, for the coding sequence σ i = 0 for all i except for i = 0 where σ 0 = 1. Unlike the breather solution in the sine-Gordon model, which is destroyed by most model perturbations, the existence of the breather solution in these discrete models is quite robust. It spontaneously adapts its shape to the anharmonic potential. Increasing the dimensionality does not destroy the breather solution either. Figure 1 shows some exact breather profiles obtained for one-dimensional chains with the Morse (6a), Lennard-Jones (6b) and cubic potential (6c). Solutions of this type have been calculated extensively in the literature, either with approximate methods (the rotatingwave approximation, see [3, 5] ) or with accurate, but less reliable, methods (the method of [13] , briefly mentioned in the appendix). Figure 2 shows a multibreather profile, obtained from a more complicated coding sequence, and without the restriction of space symmetry. Up to now no other method is capable of obtaining this type of solution with this accuracy in a controllable manner. Figure 3 shows a one-site breather for an isotropic twodimensional model with transversal coordinates u i,j and potentials (5) and (6c). Simulations and approximate calculations of discrete breathers in two dimensions have been more scarce, but some can be found in [14] . 
Model with dissipation and periodic driving force
Breather solutions have been found to appear (and disappear) spontaneously in molecular dynamics simulations as reasonably long life-time structures. One can conjecture that they cannot be strictly stable solutions, but in [7] it is proven that the single-breather solution is linearly stable close enough to the anticontinuous limit providing the non-resonance condition nω b = 2ω(0) for any integer n. We shall confirm this prediction by numerical investigations in a forthcoming paper. However, it is interesting to show that just by adding both a small dissipation and a small spatially uniform and time-periodic driving force to the model, with the given frequency ω b , the breather and multibreather solutions obtained at frequency ω b persist. In addition, many of these solutions become completely stable solutions and attractors for the dynamics of the whole coupled system, with an open basin of attraction. Let us consider for example a system with potentials (5) and (6c) under external force and dissipation:
γ 0 and F are given constants supposed to be small enough. When γ = 0, this modified dynamical system is not time-reversible. This system has an anticontinuous limit for C = 0 where each oscillator behaves independently of its neighbour. ω b is chosen in the spectrum of the free oscillator with equationü + V (u) = 0 with the usual non-resonance conditions,
corresponding to an uncoupled single oscillator. When F = γ = 0, this map T P is integrable. It has invariant circles corresponding to the periodic orbits of the free oscillator and especially a degenerate line of fixed points corresponding to the nondegenerate periodic orbit u(t),u(t) with frequency ω b . T P also has an isolated fixed point corresponding to the oscillator at rest. This is a time-periodic solution with period ω b which we code σ = 0. It can be checked that it is elliptic (i.e. ∂T P has two non-degenerate complex eigenvalues with modulus 1) when nω b = 2ω(0) for any integer n. We assume this condition which extends the above non-resonance condition.
When the periodic perturbation F with frequency ω b is switched on but is not too large while γ = 0, the Poincaré map T P remains symplectic but is generally no longer integrable. The KAM theory predicts that many invariant tori are preserved. According to the well known theory of perturbed integrable symplectic maps in two dimensions (see for example [15] ), the isolated elliptic fixed point persists (the implicit function theorem holds because ∂T P has not the eigenvalue 1) and the degeneracy of the line of fixed points is generally raised. At least one (or more) pairs of fixed points are left after the perturbation. One of these fixed points is an unstable hyperbolic fixed point without reflection. We code this periodic solution with σ = −1. The other fixed point of T P is a stable elliptic fixed point which we code by σ = 1. When γ = 0, the symmetry of the phase space of a single oscillator allows one to assert that there are at least fixed points on the axisu(0) = 0.
Next, when the damping γ is switched on, the Poincaré map T P is no longer symplectic. If γ is not too large these three fixed points persist (again the implicit function theorem holds because 1 is not an eigenvalue of ∂T P ). The 'tangent' equation¨ + γ˙ + V (u) = 0 of the single oscillator equationü + γu + V (u) = F cos ω b t readily yields that T P is now area contracting with a contraction rate e −γ t b . Provided γ is not too large, the two elliptic fixed points (σ = 0 or 1) become attractors because the eigenvalues of ∂T P remain complex conjugate with a product e eigenvalues, one being smaller than 1 and the other strictly larger than 1. It thus remains unstable. As a result, the periodic trajectories of this dynamical system at the anticontinuous limit can be described by a pseudospin sequence {σ i } with three values in the simplest case. It is now straightforward to check that, for the whole system of oscillators, the hypothesis required for applying the implicit function theorem holds, since the considered fixed points of T P are such that ∂T P does not have the eigenvalue +1. Consequently, any solution at C = 0 coded by {σ i } can be continued up to some non-vanishing value of C. When the coding sequence {σ i } is chosen such that σ i = 0 or +1, the obtained solution is an attractor; if any of the σ i has the value −1 the obtained solution is a repeller.
We thus prove the existence of infinitely many attractors for such a system. The special case σ i = 0 for i = i 0 except σ i 0 = 1 for i = i 0 , yields the single breather. We have calculated this solution numerically (see figure 4) . In that case, we can apply the Newton method in the unrestricted space of time-periodic solutions (there is no global-phase degeneracy), where the implicit function theorem holds without restriction.
Breathers in FPU chains
We now focus on another extension of our method. FPU chains correspond to special cases of Hamiltonian (3) where the potential V is zero. There is apparently no anticontinuous limit for these models, but one can be found by inserting a new parameter in several possible ways. For example, we can set the new variable y i = u i − u i−1 . The difference between two consecutive equations (4) yields the new dynamical equation
which is a special case of
for C = 1. When C = 0, equation (11) reduces to an anticontinuous limit with uncoupled nonlinear oscillators with the potential 2W (y). If the continuation of the time-reversible periodic solutions (or possibly others) obtained for C = 0 is possible up to C = 1 (which is confirmed by numerical calculations on many examples), then one finds breather and multibreather solutions for this FPU chain. That is, even though the theorem of [7] does not apply to FPU chains, it holds for model (11) , and asserts that the continuation of the breather at C = 0 is possible up to a non-zero value of C, which is not necessarily larger than or equal to 1. Let us now consider an example of application of our method to a FPU chain. We choose
which yields for equation (11):
It is a model that has 'fast' breathers (ω b over the linear phonon band), as the potential is hardening. The numerical calculations show that on this particular model one can continue simple breathers from the anticontinuum limit up to C = 1. Thus we have confirmed, at least for all the cases we have checked, that the FPU breathers can also be seen as solutions continued from an anticontinuum limit. If the model (10) is considered in two or more dimensions, this method does not work because of topological constraint on {y i }. Another method is to introduce two parameters λ and µ as coefficients for the potential λV (u) and µW r (y) in the model (10). The FPU system is then obtained for λ = 0 and µ = 1. As we mentioned before, for this FPU system we must choose ω b > 2 √ W (0), above the band of acoustic phonons. We therefore choose a potential V (u) such that the frequency ω(I ) of the single oscillator hardens when its action I increases and such that ω b > ω(0) = √ V (0). An easy choice is some potential similar to W (u). The breather and multibreather solutions obtained at µ = 0 are numerically continued by varying simultaneously λ and µ on a path which connects the point λ = 1, µ = 0 to the point λ = 0, µ = 1 and such that along this path the breather frequency is always above the phonon band
1/2 . The numerical continuation appeared to be possible in the examples we studied (potential (12)) and yields breathers and multibreathers for the FPU system, both in one and two dimensions. Finally, note that the requirement of time reversibility removes the degeneracy due to the existence of a uniform translation mode for the whole system.
Breathers with special potentials
Some models have a simpler anticontinuous limit, which reduces explicitly to the antiintegrable limit in a low-dimensional associated map. Some of them were discussed in [ 16, 17] , and here we try to generalize their study under the framework of the anticontinuum limit methods. We consider one-dimensional chains (3) with potentials:
where A and C are constants and r is an integer larger than 1. The dynamical equation
has a scaling property: for any λ, if {u i (t)} is a solution of (15), then λ{u i (λ r−1 t)} is another solution. Furthermore, they exhibit 'separable' time-periodic solutions which can be chosen with the form
where U(t) is time-periodic and {φ i } is a coefficient which only depends on the site i and is independent on time. Equation (15) can be fulfilled when
where κ is some constant which can be chosen equal to 1 by rescaling {φ i } and U(t). Then which has periodic solutions with frequency ω b in the full range from zero to infinity. Note that the whole set of solutions of (18) can be obtained from a single one by the above scaling argument, therefore the dynamics of these systems are somewhat trivial in this sense. The determination of φ i could be done in principle by iteration of the two-dimensional symplectic map S : S(φ i , φ i−1 ) = (φ i+1 , φ i ) defined implicitly by (17) . This map is found to exhibit chaotic trajectories (and also KAM tori) [18] and the single-breather solution appears as one of the homoclinic trajectories of the fixed point (0, 0), among many other trajectories. Flach gives in [18] a rigorous proof of existence of the single and double breather ('odd' and 'even' parity solutions, respectively) in this separable model, using the properties of such a map. However, we should warn about this approach in practical calculations. The numerical method consisting in calculating a homoclinic trajectory from an appropriate initial point is well known to be intrinsically inaccurate because of its sensitivity with respect to the initial conditions †. An efficient method for finding these breather and multibreather solutions consists in using the anti-integrable limit which was initially developed for this type of model [20] . The same could be said if we tried to extend the map idea to other one-dimensional systems. For example, the time-Fourier coefficients of a time-periodic solution of the dynamical equations of a one-dimensional chain such as (A4) could be calculated recursively by successive iterations of the nonlinear symplectic map S({x
k } which relates the harmonics at site i + 1 to those at site i † This same problem was met before when numerically calculating the ground-state of the Frenkel Kontorowa model from the trajectories of the associated standard map (see [19] ). and i − 1 (cf the appendix, section A.2)
This map operates in an infinite dimension space since k runs from −∞ to +∞. In principle, it suffices to know the initial point {x 0 k }, {x −1 k } to obtain the whole configuration. The breathers, as well as the multibreather solutions, appear in this representation as trajectories either homoclinic to the fixed point . . . (0, 0)(0, 0)(0, 0) . . . or chaotic. In practice, and for the same reason as stated above, the accuracy of this method is numerically limited. Not because of the necessary truncation of the harmonics, but because of its intrinsic instability. The homoclinic trajectories as well as the chaotic trajectories are highly sensitive to their initial conditions. In fact, such trajectories can be calculated accurately not by a direct iteration of the map, but by continuation from their anti-integrable limit [8, 21] . Let us be reminded that it was this problem for which the concept of anti-integrability was initially introduced [20, 22] . In the present work we are just implementing it in an efficient numerical method.
The model we have here has an anti-integrable limit for C = 0. The solutions of equation (17) are coded by the sequence of pseudo-spins {σ i } as
Then, each of such solutions of equation (17) at C = 0 can be continued up to non-zero values of C with the Newton method. The single-breather solution is obtained when σ 0 = 1 and σ i = 0 for i = 0. It yields a homoclinic trajectory associated with the fixed point (0, 0) of the map S. Obtaining the breathers in the case of a FPU system (A = 0) can be done with the method described in the previous section. Table 1 shows the profiles {θ i } for the even and odd parity FPU breathers (A = 0, C = 1), for r = 2. Note that this means that these breather solutions certainly can be obtained by continuation from the anti-integrable limit (something not assured in the general case). The efficiency of the Newton method reproduces the results of [17, 23] to the limits of the computer arithmetic: for a normalized total energy of the system of E = 1, the frequency of the even-parity mode is ω 1 = 1.760 747 849 150 24 and that of the odd-parity mode is ω h = 1.751 225 750 997 15. Table 2 shows the profiles for the same breather modes but for r = 4.
These breather profiles can be checked against the ones calculated in model (12), as they should converge when the frequency in the latter is so high that the quartic part of Table 1 . Profiles of the even-parity (· · · ↑⇓⇑↓ · · ·) and odd-parity (· · · ↓⇑↓ · · ·) breathers in the FPU chain with pure quartic potential. They have been scaled with respect to the central oscillator(s).
Even Odd 1.000 000 000 000 00 1.000 000 000 000 00 − the potential is predominant over the linear part. Also, one can always double-check the methods of the other sections by choosing potentials such as (14) and solving them like the general, non-separable systems, to compare the results.
Rotobreathers
We now consider u i as an angle which is determined modulo 2π . Then, the potentials V and W involved in the Hamiltonian (3) are 2π periodic. Let us choose for example
At the anticontinuous limit C = 0, the time-periodic solutions with frequency ω b of a single rotator correspond to the following situations:
• The rotator is at rest. Then, either u(t) = 0 or u(t) = π (the second case obviously corresponds to an unstable solution).
• The rotator is oscillating with frequency ω b (if this frequency belongs to the spectrum of the oscillations). Then, u(t) = g ω b (ω b t + α) where g ω b is a 2π periodic function and α is an arbitrary phase.
• The rotator is rotating. In this case there are two possible directions of rotation. The motion of the rotator is then described as u(t) = ±(ω b t + α) + h ω b (±(ω b t + α)) where h ω b is a 2π periodic function and α is an arbitrary phase.
This anticontinuous limit can then exhibit four different kinds of solutions (considering as equivalent solutions which only differ by a time shift and not considering higher harmonic solutions at frequency 2ω b , 3ω b etc). These rotators can also be represented in action-angle variables and then the treatment becomes identical to oscillators. The requirement of time reversibility does not apply here; in fact it cannot be fulfilled since reversing the time also reverses the direction of rotation and thus yields another solution.
If one chooses a solution at the anticontinuous limit which corresponds to a single rotator rotating while the other rotators are at rest, it has been shown [7, section 7] (although this specific application was not pointed out) that the time reversibility is not required for the application of the existence theorem of breathers, since we can work directly in a space of loops, where solutions which differ by a time shift are considered as equivalent. Providing the standard non-resonance conditions nω b = √ A for any integer n and (dω(I )/dI ) = 0 for the frequency of the rotator, this solution can be uniquely continued up to a non-zero value of |C|. This exact result yields a rigorous foundation to the very recent numerical observations of Takeno and Peyrard [10] , who have observed these rotobreathers solutions for the first time. A simple rotobreather corresponds, for example, to a single rotator rotating and the rest of the chain oscillating with a given frequency ω b , non-resonant with the phonon band.
Our technique allows one to find numerically and almost exactly these solutions in rotator models of any dimension, and on arbitrary lattices which can be periodic, random, etc. The technique is the same as for regular breathers, except that the time reversibility of the solution is not used. In the cases where potentials V (u) and W (u) defined by (21) have symmetry properties, the rotobreathers and multirotobreathers can be searched as antisymmetric solutions fulfilling u i (t) = −u i (−t) which implies u i (0) = 0 for all i. In the case where this symmetry condition is not fulfilled, one just has to fix the initial position u 0 (0) of the rotating rotator 0 at time 0 in order to fix the phase of the rotobreather and remove the zero eigenvalue of the Newton matrix (see the appendix). Figure 7 shows the profile of a single rotobreather obtained in the one-dimensional model considered in (21) calculated with this more general method.
Another interesting feature observed in that model when ω b > √ 4C is that the rotobreather can be continued also when A varies and decreases to zero. This is a situation similar to that which was described above for FPU chains, where there is also no substrate potential and only anharmonic coupling between nearest neighbours. Figure 8 shows a calculated FPU-rotobreather.
When there are mixed dynamical structures with rotobreathers and breathers coexisting in the same system, a continuation of the solution at the anticontinuous limit is still possible, but one has to preliminarily raise the phase degeneracy. Indeed at C = 0, the phases of the oscillating and rotating rotators α i are degenerate. If P is the total number of breathers and rotobreathers, for C small, the correction to the action of these periodic degenerate trajectories integrated over one period is a 2π periodic function ({α i }) which is 2π with respect to each of the P phases. This function does not depend on the average phase and we have ({α i + α}) = ({α i }) for any α. Considering as equivalent the solutions which only differ by a global phase α, this action ({α i }) is a real function acting on a P torus. Consequently, it has at least 2 P −1 extrema which correspond to the periodic trajectories at C small. In general, each of these solutions can be continued up to non-vanishing values of C. A completely rigorous proof of continuation, already sketched in [7] , needs more detailed steps and is discussed in [11] .
Some models have useful symmetry properties on the 2π periodic potentials (V (u) = V (−u) and W r (u) = W r (−u)) which can be used both for proving the existence and calculating multirotobreather solutions. Let us assume that this property is fulfilled and in addition that V (u) is minimum for u = 0. We now restrict the nonlinear operator F defined by (4) to the space of periodic functions with period t b and antisymmetric (i.e. which fulfill u i (t) = −u i (−t) modulo 2π for all i). Then, its derivative operator M antisym operates in this space also. At the anticontinuous limit W (u) = 0, we can have (when ω b belongs to the spectrum of the oscillating rotator) the following time-periodic and antisymmetric solutions:
, time-reversed from the former one (also obtainable with a time shift of π from it). We can also label these possibilities by some arbitrary labelling system σ , to denote the configuration at the anti-integrable limit with a coding sequence {σ }. With the same non-resonance conditions as for the breathers, the proof of [7] can be reproduced for proving that any solutions at the anticontinuous limit represented by an arbitrary code {σ i } fulfilling the given rules can be continued up to a non-vanishing value of the coupling †. Figure 7 shows the profile of a single rotobreather obtained in model (21) . A breather plus rotobreather configuration is also shown in figure 9.
Example: accurate determination of the domain of existence of a breather-phonobreathers
We have shown above that the numerical method which can be derived from the approach used for the theorem of [7] can be used for a wide variety of models. We complete the demonstration of the efficiency of our method by very accurately determining the boundary of the domain of existence of one of the breathers of model (7) with potential (6c) in the parameter space (ω b , C). It is usually believed that the domain of existence of a breather is limited to the parameter region determined by the condition that its frequency ω b and its harmonics nω b are outside the phonon band [4] . We check that this domain of existence is just the one which is expected (however, we shall show in a forthcoming paper that its domain of stability is smaller). We also find that when crossing some of the border lines of its domain the breather undergoes a bifurcation and transforms into a new kind of periodic solution: a localized oscillation at frequency ω b , with an infinite tail, which is an extended nonlinear phonon with spatial wavevector π oscillating at a harmonic frequency (2ω b in our example). We also prove the existence of this solution on the basis of the theorem in [7] , and find its coding sequence {σ i }. Note that up to now, such a calculation has not been done with as much accuracy as we have here.
We chose to study the continuum of breathers which starts from the continuous interval 1 2 < ω b < 1 at C = 0. The domain which is found is very exactly the expected finite domain delimited by the four curves:
The equations of these curves are determined just by writing the standard resonance conditions of a breather: when the first harmonic ω b of the breather reaches the frequency 1 of the q = 0 phonon, we have condition (22a). When it reaches the frequency (1 + 4C) 1/2 of the q = π phonon (this can happen for negative C), we have condition (22b). The two other conditions are the same but for the second harmonic 2ω b .
When the parameters (ω b , C) approach the line (22a) for C positive, the behaviour of the breather is rather simple. Since its frequency tends to become resonant with the q = 0 phonon, its size diverges and its amplitude goes to zero. All the oscillators are in phase. At the critical line it merges with the solution u i (t) ≡ 0. A good approximation of the breather shape close to this boundary can be obtained through a simple continuous approximation u i (t) u(x, t), where i is considered as a continuous variable x:
Note that, strictly speaking, the continuous model has no breather solution because the phonon spectrum is unbounded. The approximate solution we can calculate is thus the beginning of a divergent series, but nevertheless it can be compared with the exact numerical solution obtained in the discrete case. The time-reversible solution u(x, t) can be expanded as a time-Fourier series:
When the breather amplitude goes to zero, the leading order term u 1 (x) is supposed to be of order 1, both u 0 (x) and u 2 (x) of order 2, and the other harmonics of higher orders. The variation of u(x, t) versus x is assumed to be slow which allows one to assume that u 0 and u 2 are of higher order and can be dropped. These assumptions should, of course, be checked for consistency at the end of the calculation. Then, equation (23) yields at order 2:
which yields the nonlinear Schrödinger (NLS) equation
It is well known that the class of Klein-Gordon equations, in the limit of low amplitude and slow variation in time and space, can be reduced to the NLS equation (see for example [24] ). The NLS equation has the well known solution
with
When ω b is smaller than but close to 1, λ and γ 2 are small. The zeroth and second harmonics are of order λ 2 and their derivative of higher order, which shows the consistency of the approximation. The size 1/γ of the breather solution diverges as expected when its frequency approaches the phonon band bottom edge.
The situation is similar when the parameter (ω b , C) approaches the line (22b) for C negative. Since its frequency tends to become resonant with the q = π phonon, its size also diverges and its amplitude goes to zero, but now the nearest-neighbour oscillators oscillate out of phase. The continuous limit of equation (7) has to be modified. We set the new
)−u i (t)) and w i (t) = u i+1 (t)+u i (t)
which are both supposed to vary slowly in space. Then, adding and subtracting the two dynamical equations (7) for i and i + 1 yields two equations which in the continuous limit becomë
We now look for a time-reversible and time-periodic solution v(
is order 1 and v 0 (x) and v 2 (x) are of order 2. We also expand w(x, t) similarly and equation (29b) yields, in leading order (order 2), w 0 = −(v 
which exhibits the solution (27) with
We see that v 0 = 0 and v 2 = 0 at order 2. Again, we find that the breather size diverges when C is negative and when ω b approaches the lower band edge of the phonons at frequency (1 + 4C) 1/2 . In both cases we recover the expected divergence of a breather at a repelling phonon band edge, which has been recently described by Flach [25] . The phonobreather solution appears when we 'jump over' the discontinuity, which in our case occurs at C = 0.39.
The situation becomes more surprising when the second harmonic of the breather becomes resonant with the phonon band, because the amplitude of the breather solution does not vanish. More precisely, the size of the breather measured on the first component at frequency ω b does not diverge, while its size measured on the second component at frequency 2ω b does. This periodic solution can be continued across the boundary of the domain of existence of the breather even though it experiences a bifurcation. Indeed, the Newton matrix has an eigenvalue which is practically zero on this boundary line (see inset of figure 10). If we perform our numerical calculation by very small steps close to the critical line, another solution can be found continuously appearing. This solution consists of a localized part which is oscillating with frequency ω b , superimposed to an extended part (the tail) which is extended all over the system and corresponds to a finite amplitude phonon at q = π (see figure 10) . The coding sequence of this solution can be found from the anticontinuous limit. Indeed, for ω b < 1 2 , the single oscillator has more solutions at frequency ω b : there is a static solution (σ = 0), a solution at frequency ω b (σ = ±1) and a solution at frequency 2ω b (σ = ±2). According to the theorem of [7] , the multibreather state coded . . . − 2, +2, ±1, +2, −2 . . . can be continued numerically when C departs from zero and also by varying ω b . Apart from a localized defect σ (0) = ±1, this state can be viewed as a band edge phonon at q = π. Since there are no oscillators at rest in that coding sequence, the resonance condition nω b not entering the phonon band is meaningless. Thus we can follow this coding sequence in both C and ω b , until the frequency of the q = π phonon is reached. When we cross 2ω b = (1 + 4C) 1/2 , the amplitude of the q = π phonon just vanishes. This is just what we observe for the solution coded . . . − 2, +2, −2, +2, −2 . . .. The behaviour is almost the same for the solution coded by . . . − 2, +2, ±1, +2, −2 . . . except that a localized solution is left at the centre. This is just the limit of the breather solution on the boundary line (22d). Of course, if one crosses this boundary with bigger steps and less care, we find solutions which are not coded by this sequence, but with 'defects'. For small finite systems we may even find localized breathers with negligible tails in the windows of non-resonance allowed by the individual phonon lines, as these are widely separated in small systems.
Summary and concluding remarks
We described a simple and new method for calculating systematically the breather (or rotobreather) solutions and more generally the time-periodic solutions (multibreather) in a wide class of nonlinear models. Our method basically requires the existence of an anticontinuous limit for the considered model. At this limit, the model corresponds to an array of uncoupled nonlinear oscillators, or rotators, or both. Then, the time-periodic and timereversible solutions are characterized by a discrete coding sequence {σ i }, which labels the spatial distribution of breathers, in phase or out of phase. In the simplest non-trivial case, σ i can take three values 0, 1 or −1. Next, the Newton method is used for continuing each of these solutions away from this limit. The continuation is always possible, if these conditions are fulfilled: the frequency of the solution ω b should not be resonant with the linear limit frequency ω 0 , and the frequency ω(I ) of a nonlinear oscillator at the anticontinuous limit has to depend on its action I , that is (dω/dI ) = 0 at ω = ω b . The considered time-periodic, time-reversible solution can be continued until it reaches the boundary of its domain of existence. The characterization of this boundary is obtained by the non-invertibility of the Newton matrix. This numerical method easily yields the breather and multibreather solutions with a high accuracy, whether they are linearly stable or unstable. In addition, it distinguishes the breather and multibreather solutions by their originating coding sequences.
If the system (dissipative systems) or the considered solutions (rotobreathers) are not time reversible, there may be other symmetry arguments for locking the phase of the breathers and rotobreathers, in order to avoid any non-desired degeneracies. In the worst case we may have to work with the full space of solutions, but the Newton is still very efficient. When the model has no apparent anticontinuous limit, such as in FPU chains, an extra parameter can always be introduced in order to artificially create an anticontinuous limit for the considered model.
We tested the method for calculating simple breather solutions on only a few models. But we have made evident that the method works universally in nonlinear dynamical systems with coupled nonlinear oscillators and (or) rotators, in arbitrary dimension, with translation invariance or with spatial randomness, etc.
This numerical tool will be useful for numerically finding the breathers and studying their properties. First, we can numerically analyse the linear stability, the real stability and the bifurcations of the breathers. A good knowledge of these properties should help in understanding many puzzling issues where the breathers could be involved, such as the heat transport in nonlinear systems. As future directions of interest we should mention the problem of quantization of breathers. It is clear that the phenomenon of intrinsic localization in nonlinear lattices is very generic and robust, therefore the quantum analogue calls for a detailed study. The quantization of breathers can be understood semi-classically from the classical solutions. Another approach could be to consider the quantum version of the anticontinuous limit concept. This will be considered in further works.
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Note added in proof. R S MacKay pointed out to us recently that with a time-reversible Hamiltonian, our method described in the appendix, section A.1, may fail because strictly at C = 0 the Jacobian matrix in (A2) is not invertible. This is true, but the invertibility of this matrix is recovered as soon as C = 0. In practice and as can be seen from the results presented here, our numerical method converges with no problems, but with the condition that C = 0 is not chosen too small (which we did not initially check). However, it turns out that there is a small loss of accuracy on the obtained solutions. There are several ways for removing this minor flaw. One easy method has been found by [28] but is not described here. Actually, some technical refinements were already brought to the method described here by T Cretegny and one of us (SA) and shall be described in detail in [29] . The motivation was that the accuracy obtained here on the breather solutions (with a computer working in double precision, 10 −14 ) can be shown to be intrinsically limited to 10 −7 . This refined method brings the breather solutions close to the maximum computer accuracy 10 −14 and also restores the efficiency of the method when C is very small or zero (see also [30] where this improved method is briefly described and used).
Appendix. Numerical techniques
For performing the continuation from the anticontinuous limit of solutions which are both time-reversible and time-periodic with a given frequency ω b , we mainly used two practical approaches for implementing the Newton scheme. One can use either a representation of the phase-space coordinates of the oscillators, or a representation using the coefficients of their time-Fourier transforms. Both techniques in principle should be efficient, but according to the type of model, it is often more convenient to prefer one method or the other. We can adapt our method for calculating solutions which are not time-reversible, for example for calculating a rotobreather.
A.1. The method in phase space
The simplest method we could think of for the numerical analysis of this dynamical system, consists in discretizing the continuous time t into N T steps of width δ = 2π/(N T ω b ). The motion of each oscillator u i (t) is described by an array u i,n = u i (nδ) with periodic boundary conditions u i,n = u i,n+N T . With appropriate interpolation formulae, the dynamical equation (3) operates on discrete vectors {u i,n } and then, the standard Newton method for finding the zeros of a function with a finite number of variables can be implemented. However, to be accurate this method requires a very thin discretization which is expensive in computer time.
A more efficient method consists in characterizing the time-periodic solutions not by an array of points but by their initial conditions {u i (0),u i (0)}. Integration of the differential equation (4) over the time t b = 2π/ω b can be performed accurately for example with standard Runge-Kutta or Bulirsch-Stoer methods, preferably with symplectic versions of these [26, 27] . This integration yields a Poincaré map For time-reversible Hamiltonians, we can restrict our space of solutions to timereversible solutions, which equivalently fulfillu i (0) = 0 for all i. These solutions can be continued from the anticontinuous limit by the implicit function theorem [7] and the Newton method surely works close enough to this limit. In that case, the problem becomes to find a fixed point of the operator defined as
Indeed the trajectories corresponding to the initial conditions ({u i (0),u i (0) = 0}) return to the same space coordinates for the oscillators after the time t b : since the total energy of the system is conserved, the kinetic energy 
If the recursive iterations of this map N R from an initial point {v i (0)} converge to a fixed point {u i (0)}, a time-reversible periodic orbit of the dynamical system is obtained. This Newton method breaks down when [1 − ∂R ω b ({v i })] becomes non-invertible. This situation occurs when 1 belongs to the spectrum of ∂R ω b ({v i }) which means equivalently that equation (A1) has more than one time-reversible and time-periodic solution with the same frequency ω b . This situation just corresponds to the breaking of the hypothesis required for applying the implicit function theorem. Sometimes we can make further restrictions that could eliminate these degeneracies; at others we just get the information about how our tracked solution bifurcates by merging with other solutions, as is the case for breathers entering the phonon band. The numerical methods we used for the differential equation integration are those of [26, 27] . The methods used for the Newton method itself are described also in [26] . We favoured the use of the Newton-Raphson method with back-tracing and Broyden methods, as the evaluation of the equations and their associated Jacobian are the most time-consuming part of the computer program.
In the case where we look for solutions which are not time-reversible, there are several cases. When there is a periodic driving force and a damping such as for model (9) , there is in fact no phase degeneracy for the solution at the anticontinuous limit because the solutions are not preserved by an arbitrary continuous translation of the time. For finding the solution with p rotobreathers (p > 1), this Newton method still works although, in the general case, it loses some numerical efficiency. The reason is that when there are p > 1 rotobreathers, the phase degeneracy at the anticontinuous limit is that of p-torus. Matrix ∂S ω b recovers the eigenvalue 1 which is (p−1) times degenerate. When the coupling between rotators is switched on, this multiple degeneracy is generally reduced to a single-loop degeneracy. The Newton method again works but slows down because although invertible the matrix ∂S ω b has (p − 1) small eigenvalues. However, when potentials V (u) and W (u) are symmetric, the calculation of rotobreathers or mixed states with breathers and rotobreathers becomes as easy as those of breathers and multibreathers, by requiring the condition of anti-symmetry which removes the phase degeneracy. For that purpose, we restrict the map T ω b to the subspace of initial conditionsu i (0), fixing u i (0) to 0 or π. Therefore the space in which we perform the Newton search is again N-dimensional.
A.2. The method in time-Fourier space
In models (3) where the potentials V and W are polynomials, the harmonics of V (u i (t)) and W r (u i+r (t) − u i (t)) are functions of those of u i (t) through relatively simple formulae involving convolutions which require simple and short numerical calculations. In that situation, it is more appropriate to use the time-Fourier coefficients x 
The dynamical equation (4) then takes a simple form which does not require any timeconsuming numerical integration. For example, in the one-dimensional model with potentials (5), (6c) this equation becomes:
which is a system of algebraic equations in the coefficients x i n . In [13] this type of equation with Fourier coefficients are used to implement a high-accuracy method for finding breathers. The drawbacks of such a method are that the constructed mappings are not assured to converge and it also seems hard to control, in order to obtain different breather and multibreather solutions unambiguously.
The condition of time-reversibility imposes that the x (i) k have to be real. In practice, both indices i and k have to be truncated as |i| n max and |k| k max . The maximum number of harmonics k max and the size of the system n max are chosen large enough so that the results become independent of these truncations. If this is the case, then the type of boundary conditions used in the calculations does not affect the final breather solutions found. In our numerical work we used both periodic and fixed-ends boundary conditions, obtaining the same results. The Fourier series were found to converge quite well which means that a relatively small number of coefficients are sufficient for finding the breather solution with a high accuracy. As a reference, for the simple breather of model (6c) and for breather frequencies involving a relatively high degree of anharmonicity (ω b = 0.6), a k max 25 was sufficient to reach the computer limiting precision. A typical size of the system n max 20-30 is also sufficient, as the breather is sharply localized.
When V and W are not polynomials, this method could still be applied but the numerical calculation of the harmonics of the first and second derivatives of V (u i (t)) and W (u i+1 (t)−u i (t)) as a function of those of u i (t) through FFT transforms (see [13] ) becomes very time-consuming, so that the general method in phase space becomes more efficient. In fact we have observed that even for polynomials with powers as low as 4 it is more efficient to use the other method. The advantage of working in Fourier space is that the precision sought is much more controllable, as it just depends on the cut-offs selected. The method that works in the phase space is of much wider applicability but the precision obtained depends very much on the quality of the integrator used.
A.3. Short-cut method
We also used a method which turns out to be as accurate as and faster than the global Newton methods above described in most cases (by a factor from 2 to 4). Its flaw is that it might not always converge, especially when approaching close to the boundary of the domain of existence of the breather. When the method does not converge, it is necessary to return to the global Newton method described above for finding more precisely the boundary of this domain. This 'short-cut' method uses the nonlinear operator T s : w i (t) = T s (v i (t)) (restricted to time-reversible periodic functions {v i (t)}) defined by the implicit equation 
This equation corresponds to those of a periodically driven nonlinear oscillator. The periodic solution w n (t) is found using again the Newton method either in real space or in Fourier space as above but for each oscillator. The practical gain of the method is that the recursive transformation is performed for a series of many small systems (each oscillator) instead of a global transformation for the whole system, which turns out to be more time-consuming in many cases.
The fixed points of this operator are solutions of (4). It can be checked that when the coupling potential W is not too large, the fixed points of T s associated with the solutions at the anticontinuous limit are attractive, which means that this numerical method necessarily converges close enough to the anticontinuous limit †. Then, successive iterations of T s on a close enough initial state converge to a dynamical solution. For that purpose, the implicit equation (A5) is solved again by using a Newton method which can be performed either in the real phase space or in time-Fourier space. This method is generally faster because the Newton method is used locally for each oscillator with an external force, and not globally. It requires to solve N small systems of linear equations instead of a single system which is N times bigger. It can be proven that when this method converges, the global Newton method also does. The converse is not always true.
