ABSTRACT Domain adaptation (DA), a particular case of transfer learning, is an effective technology for learning a discriminative model in scenarios where the data from the training (source) and the testing (target) domains share common class labels but follow different distributions. The differences between domains, called domain shifts, are caused by variations in the acquisition devices and environmental conditions, such as changing illuminations, pose, and collecting-device noises, that are related to a specific domain, denoted as domain-specific noises in this paper. The research on stacked denoising autoencoder (SDA) has demonstrated that noise-robust features could be learned through training a model to reduce the manmade (simulated) noises. However, little research has been conducted to learn the domain-invariant features through training SDA to reduce the domain-specific noises from the real word. In this paper, we propose a novel variant of SDA for DA, called the stacked local constraint auto-encoder (SLC-AE), which aims to learn domain-invariant features through iteratively optimizing the SDA and the low-dimensional manifold. The core idea behind the SLC-AE is that both the source and target samples are corrupted due to the domain-specific noises, and each corrupted sample could be de-noised by calculating the weighted sum of its neighbor samples defined on the intrinsic manifold. Because the neighbor samples on the intrinsic manifold are semantically similar, their weighted sum preserves the generic information and reduces the domain-specific noises. To properly evaluate the performance of the SLC-AE, we conducted extensive experiments using seven benchmark data sets, i.e., MNIST, USPS, COIL20, SYN SIGNS, GTSRB, MSRC and VOC 2007. Compared to twelve different state-of-the-art methods, the experimental results demonstrated that the proposed SLC-AE model made significant improvement over the performance of SDA and achieved the best average performance on the seven data sets.
I. INTRODUCTION
Supervised learning with deep architectures has made remarkable contributions to machine learning and computer vision, leading to the development of robust algorithms that are applicable to a broad range of application problems. However, properly learning the parameters of a deep architecture usually requires a large number of labeled data, which is quite expensive and time-consuming. Moreover, in real-world applications, the training and the testing data
The associate editor coordinating the review of this manuscript and approving it for publication was Kim-Kwang Raymond Choo. usually follow different distributions or underlying structures. In such scenarios, the performance of the conventional machine learning models is significantly decreased on the testing data, even though the labeled training data are large. For instance, in the case of handwritten digit recognition, the support vector machine (SVM) model, a conventional machine learning model, trained using the training data from the USPS data set, can achieve about 88.7% accuracy on the testing data from the same data set [1] . However, it can achieve only about 33.2% accuracy on the testing data from the MNIST data set [2] , which shares the 10 same classes of digits but follows different feature distributions from the USPS data set. This problem of the conventional machine learning models also has been demonstrated in other real-world applications such as indoor WiFi localization [3] , text categorization [4] and video event recognition [5] .
Domain adaptation (DA), a particular case of transfer learning, has proven to be an effective technology for learning a discriminative model in scenarios where the training (source) and the testing (target) domains share the same task, i.e., class labels remain the same across domains but follow different data distributions. Although some special types of DA problems have been studied under different names such as covariate shift [6] , class imbalance [7] , and sample selection bias [8] , [9] , it began by taking advantage of deep architectures to learn domain-invariant features and has gained significant interest very recently in computer vision. The approaches proposed in the literature to explore deep architectures for DA can be grouped into three main categories. The first group of methods considers the CNN models as feature extractors, and then the extracted deep features are used by the conventional shallow DA methods [10] - [13] . The second group of methods first trains a deep network on the source domain, and then fine-tunes or adjusts it using the target domain data [14] - [17] . The third group of methods, which aims to design new models for DA based on the traditional deep learning architectures, could be considered the most promising. This paper is most related to the third type of methods, with emphasis on designing a novel DA model based on a stacked denoising autoencoder (SDA).
SDA, a traditional deep model, aims to learn noise-robust features through denoising the data corrupted by man-made noises, such as Gaussian noise or binary masking noise [18] , [19] . From the first SDA-based DA method [20] to the very recent variants, such as discriminative SDA [21] , low-rank-weight SDA [22] , and adversarial collaborative auto-encoder [23] , the collected data are all assumed to be 'clean'. From the perspective of DA, the differences between various domains, such as the variations in illuminations, pose, and collecting-device noises, are caused by the different data acquisition devices and environmental conditions in different application domains, which could be considered as the domain-specific noises. In other words, the collected data in the source and target domains are not 'clean', since they have been corrupted by the domain-specific noises. The domain-specific noises are from the real world and are much more complicated than the man-made or adversarial noises; thus, training a SDA to reduce the real-world noises instead of the simulated noises makes the SDA more effective in solving real-world problems [4] , [24] . However, the supervised training procedure of SDA requires data pairs, each data pair contains the 'clean' sample and its corresponding 'corrupted' version. With the assumption that the originally collected data are 'clean', the 'corrupted' sample can be generated simply by adding simulated noises to the 'clean' sample, whereas under the assumption that the originally collected data are 'corrupted', how to generate the 'clean' data from the real-world 'corrupted' version is much more challenging and still an opening problem [4] , [24] .
The classical noise reduction methods remove the real-world noises by imposing a smooth constraint on the local data structure, i.e. the changes among neighbor samples are continuous; thus, a corrupted sample may be purified by calculating the average of its neighbor samples [25] , [26] . Compared to the problem of finding the neighbor samples in spatial or temporal space, finding neighbor samples in domain space is a non-trivial problem. It is well-known that an object could have significantly different appearances in the images of different domains due to the domain-specific noises, e.g. illumination, occlusion, etc. Manifold learning (ML) is an effective technology for learning the intrinsic structure of data, which is invariant in different feature spaces [24] , [27] . In the scenarios of DA, recent research has demonstrated that dynamically optimizing the manifold learning procedure in the low-dimensional space has superior capability for learning meaningful local structure, where the neighbor samples are semantically similar [28] .
In this paper, we take advantage of recent DA research on ML and SDA to propose a novel DA architecture, named the stacked local constraint auto-encoder (SLC-AE), which aims to optimize SDA and low-dimensional manifolds using an iterative procedure. The core idea behind the SLC-AE is that a 'clean' sample can be estimated from the 'corrupted' input by calculating the weighted sum of the neighbor samples defined on the dynamic manifold. Because the neighbor samples on the low-dimensional manifold are semantically similar, their weighted sum contains the generic information and is invariant to domain-specific noises. The contributions of this paper can be summarized as follows: 1) A novel deep DA framework, SLC-AE, is proposed to learn the domain-invariant features by iteratively optimizing the SDA and the low-dimensional manifold. 2) A novel training scheme is proposed for SDA with the assumption that the domain data have been corrupted by the domain-specific noises. It trains a SDA to be less sensitive to the domain-specific noises from the real-world, which improves the model's robustness and transfer-ability. 3) A novel low-dimensional manifold learning method is proposed that employs discrimination and locality constraints, aiming to minimize the distance of semantically similar samples.
The remainder of this paper is organized as follows. We introduce the related works in Section II, address the problem formulation and the detailed description of the proposed approach in Section III, report the experimental evaluations in Section IV and conclude the paper with more discussions in Section V.
II. RELATED WORKS
In this section, we briefly review the research on deep DA architectures, SDA and ML, according to the three main VOLUME 7, 2019 contributions of this paper, and emphasize the differences between the previous research and the proposed framework, SLC-AE.
A. DEEP DOMAIN ADAPTATION ARCHITECTURES
Based on the tasks in the source and the target domains, supervised transfer learning may be categorized into two subsettings, i.e., inductive transfer learning and transductive transfer learning [29] . In the inductive transfer learning setting, the target task is different from the source task, no matter whether the source and target domains are the same or not. In the transductive transfer learning setting, the source and target tasks are the same, while the source and target domain are different. As a specific case of transductive transfer learning, DA assumes that the feature spaces between domains are the same but the marginal probability distributions of data are different.
With the recent progress in computer vision due to deep architectures, research endeavoring to take advantage of deep models for DA started gaining interest. On the one hand, recent research has demonstrated that the deep features contain the feature hierarchies, i.e., features from higher levels of the hierarchy are formed by the composition of lower level features. Analogous to the functional modules that can be reused in different systems in computer programming, the low-level deep features can be easily re-purposed to novel tasks in computer vision, even when the new tasks differ significantly from the task originally used to train the model [10] , [30] . On the other hand, DA provides deep architectures with a solution to relieve the quantity and quality requirements of the labeled target data for model training, i.e. borrowing the knowledge from the related domains. The complementary relationship between deep architectures and DA makes deep DA one of the most promising research topics.
Continuing along the DA research on shallow models, the most fruitful deep DA solution is to minimize the data distributions between domains through maximum mean discrepancy (MMD). For instance, deep domain confusion (DDC) [31] was proposed to extract the source and the target features using two separate deep models, one layer of each model was selected, and their discrepancy was minimized on MMD. Instead of using a single layer and linear MMD, the deep adaptation network (DAN) [32] was proposed to minimize the domain discrepancy represented by the sum of multi-kernel MMD on several layers of deep models. These works considered only the discrepancy in marginal distributions between domains; joint adaptation networks (JAN) [33] improved these works by jointly minimizing MMD on both marginal and conditional distributions between domains. Inspired by the research on the generative adversarial network (GAN) [34] , domain-adversarial neural networks (DANN) [35] was proposed to use an adversarial objective with respect to a domain discriminator instead of MMD as the distance measurement of domains. These methods learn the domain-invariant features through minimizing the distance of the features that are extracted from one or multiple activation layers of deep models on a specific distance metric. In contrast, the SLC-AE is a data reconstruction-based method that minimizes the difference between the source and the target features through the data reconstruction of the semantically similar samples using a layer-wise training scheme.
B. STACKED DENOISING AUTOENCODER
The research most related to the SLC-AE is the deep DA architectures based on SDA, which is one of the most successful variants of the stacked auto-encoder (SAE) [4] , [24] , [36] . In SAE, the compressed (dimension reduced) features are learned for the input through minimizing the reconstruction error. Different from SAE, in SDA, the inputs of SAE are first corrupted with man-made noises, and then the model is used to reconstruct the 'clean' data from the 'corrupted' data for learning noise-robust features. The shared model weights and explicit reconstruction loss function make SDA an effective deep model for DA to capture the common subspace between domains.
The first SDA-based DA method was proposed to adapt sentiment classification between reviews of different products [20] . The authors in [18] investigated the performance of SDA for DA in computer vision applications. First, the SDA was trained to reconstruct the inputs on the union of the source and target data, and then a classifier, i.e., a linear SVM, was trained on the resulting features. The experimental results demonstrated that using the features extracted by SDA achieved significantly better performance than directly using the raw data. The noise formulations used in these SDA-based methods, such as Gaussian noise or binary masking noise, are simple. Although the number of training iterations could be increased to provide more complex noises, it is computationally-intensive and timeconsuming. The work presented in [19] reduced the computation cost and improved the performance of SDA by providing a close-form solution for equivalently training SDA on a more complicated noise, i.e., an infinitely large number of binary noises. Taking advantage of the research on adversarial training, the authors in [23] proposed a SDA variant based on adversarial noises, which were dynamically learned during the training procedure to improve the models' denoising capability. These studies all assumed that the originally collected training data were 'clean' and demonstrated that the robustness of the system relies on the formulations of noises, i.e., the richer the noisy patterns are, the better the performance will be [18] , [19] .
In this paper, the originally collected data in different domains are assumed to be 'corrupted', due to the domain-specific noises. Compared to the previous research, the SLC-AE is a model robust to real-world noises, i.e. domain-specific noises. Instead of simulating the real-world noises to corrupt the 'clean' inputs, the core problem in SLC-AE is how to estimate the 'clean' data from the 'corrupted' inputs for the supervised training of the SDA.
Low-rank constraint has been employed in SDA for noise reduction in the recent literature. The work in [22] proposed regularizing the encoding and decoding weights of a SDA using a low-rank penalty in the form of nuclear norm. The work in [4] proposed a deep low-rank coding (DLRC), which aims to learn discriminative low-rank coding in the guidance of an iterative supervised structure term. The authors in [24] proposed a deep robust encoder (DRE) to learn a low-rank dictionary for 'clean' data generation. The work in [27] applied the DRE to extract features from noisy EGG data. Different from these works, in the SLC-AE, the 'clean' samples are estimated from the corresponding 'corrupted' input through calculating the weight sum of neighbor samples, which are defined on a dynamically learned manifold.
C. MANIFOLD LEARNING
Based on the assumption that the high-dimensional data are embedded in the low-dimensional manifold, ML methods aim to learn the intrinsic structure that is invariant in different feature spaces. Instead of restricting the distribution discrepancy between domains to be minimized in the low-dimensional space, ML-based DA methods aim to minimize the distance of the data manifolds between domains. For instance, the statistically invariant sample selection method [37] uses the Hellinger distance on the statistical manifold instead of MMD as the distance measurement. The authors in [38] used the geometric structure to assist a model to select the sub-spaces, so the shared features across domains could be discovered. The linear transformation used in these works may fall short of capturing the non-linear structure in the real-world data. Therefore, the authors in [39] proposed a deep non-linear architecture, denoted as bi-shift autoencoder (BAE), which was used to minimize the distance between the source and target manifolds through reconstruction. The authors in [40] proposed a non-linear kernel based approach, denoted as geodesic flow kernel (GFK), to characterize the domain shift by integrating an infinite number of sub-spaces.
However, the similarity matrix used in these methods is fixed and defined on the corrupted high-dimensional data, which may not be valid in DA scenarios, i.e. the geodesic nearest neighbor on a manifold may not be the Euclidian nearest neighbor in the high-dimensional space. For example, two images from different domains that are similar in the low-dimensional manifold (geodesic nearest neighbor on a manifold), may not necessarily be similar in the high-dimensional space (Euclidian nearest neighbor in the high-dimensional space). This is because the types of domain-specific noises could be significantly different between the source and target domains, and some of them, e.g., illumination, occlusion etc., might change the pixel intensities of the entire image. In such scenarios, the similarity matrix defined in the corrupted high-dimensional space might mislead the learning of the low-dimensional manifold. In order to address this problem, ML methods have been developed to iteratively learn the similarity matrix in the low-dimensional space and verify the matrix through reconstruction [28] , called generalized auto-encoder (GAE). Experiments have demonstrated that the GAE is capable of achieving a meaningful manifold and promising performance for DA. Manifold learning in the case of DA is the final purpose of the GAE, whereas in the SLC-AE, it is an auxiliary or intermediate task to estimate the 'clean' data for the supervised training of SDA. To the best of the authors' knowledge, little research has been conducted on exploring a dynamic low-dimensional manifold to generate the 'clean' data, and using them to train the SDA model to learn robust and domain-invariant features.
III. STACKED LOCAL CONSTRAINT AUTO-ENCODER
In this section, we present the detailed architecture and the training procedure of the proposed SLC-AE model.
A. PROBLEM DEFINITION
We begin with the definitions of terminologies. For clarity, the frequently used notations are summarized in Tab. 1.
Definition 1 (Domain):
A domain D is composed of a feature space X and a marginal probability distribution P(x), i.e., D = {X , P(x)}, where x ∈ X . Definition 2 (Task): Given D, a task T is composed of a C-cardinality label set Y and a classifier f (x), i.e. T = {Y, f (x)}, where y ∈ Y, and f (x) = P(y|x) from the probabilistic viewpoint.
Problem: Given a labeled source domain
and P s (y s |x s ) = P t (y t |x t ). In this paper, we aim to learn the domain-invariant features through training a SDA to reduce the domain-specific noises. Specifically, the encoder learns to map the 'corrupted' input from both the source and the target domains into a low-dimensional feature space Z, where the low-dimensional features z = {z s ∪ z t } can be mapped by the decoder into the original data space for reconstructing the 'clean' version of the input, i.e., the input removed the domain-specific noises.
B. SLC-AE ARCHITECTURE
The SAE architecture consists of two components, namely, the encoder and the decoder. The encoder maps the input onto the feature space, and then the decoder recovers the input using the encoded features. It may seem only an FIGURE 1. (a) SDA consists of three components, i.e. the encoder, decoder and noise-maker. In SDA, the input data are first intentionally corrupted by the noise-maker. Then the encoder maps the corrupted data into the low-dimensional feature space. Last, the decoder reconstructs the input data by minimizing the reconstruction error. (b) SLC-AE consists of three components, i.e. the encoder, decoder and selector. Since the input data are assumed to be corrupted, they are first directly mapped into low-dimensional feature space by the encoder. Then the selector is used to collect semantically similar neighbor samples to construct the clean data. Last, the decoder is used to reconstruct the clean data.
approximation of an identity operator, but it can be used to learn interesting features of data by constraining the number of hidden nodes.
Compared to SAE, there is an additional component in SDA, the noise-maker, which is used to corrupt the inputs with various noises as illustrated in Fig 1(a) . Since the SDA is trained to reduce the noises for reconstructing the 'clean' data in the training procedure, the usage of the noise-maker improves the robustness of SDA against various man-made noises. The loss function of SDA can be formulated as follows,
where W e and b e are the parameters of the encoder E; W d and b d the parameters of the decoder D; G, the noise-maker, is used to add man-made noises to corrupt the inputs. Using the noise-maker in SDA is based on the assumption that the originally collected data are 'clean', and thus the research on the conventional SDA aims to design an advanced noise-maker that is capable of simulating the real-world noises. Different from these works, in the SLC-AE, both the source and the target data are assumed to be 'corrupted', considering the domain-specific noises that are produced in the collection of realistic data. Therefore, rather than endeavoring to simulate the real-world noises, the core technique of the SLC-AE is how to rule out the domain-specific noises to generate the 'clean' data. As shown in Fig 1(b) , there are three major components in the proposed SLC-AE architecture, namely, the encoder, selector and decoder, where the selector is the core component used to address the problem of 'clean' data generation. Since the selector is an additional component used only in the training procedure, once the model training procedure is completed, the SLC-AE requires no external time and memory space for testing. Moreover, analogous to SDA, the three major components of the SLC-AE may be simply stacked into a deep model.
The training procedure for the SLC-AE is described as follows. First, the inputs are directly mapped into a low-dimensional feature space by the encoder. Then the selector collects the neighbor samples for the inputs in the low-dimensional space and uses these neighbor samples to generate the 'clean' data in the high-dimensional space. Last, the decoder is used to reconstruct the high-dimensional 'clean' data by optimizing the following equation,
wherex i , the 'clean' version of the 'corrupted' input x i , is generated by the selector, which will be introduced in the next subsection. We want to emphasize the differences in the objective functions between the SLC-AE and SDA, which clearly demonstrate the different assumptions held in the two approaches. First, the noise-maker G in Eq. 1 is removed in Eq. 2, since the domain-specific noises from the real world are considered the major contamination sources in the SLC-AE. Second, the 'clean' sample used by the decoder for reconstruction in Eq. 2 isx i , which is generated by the selector, whereas in Eq. 1 the 'clean' sample is the input itself x i , since the SDA assumes the inputs to be 'clean'.
C. THE SELECTOR COMPONENT
As a core component of the SLC-AE, the selector is used to reduce the domain-specific noises by calculating the weighted sum of the neighbor samples, which are defined on a dynamically learned low-dimensional manifold. Specifically, the selector is first used to explore the manifold using the locality and discrimination constraints. Then in the high-dimensional space, it generates the 'clean' data using the weighted sum of the neighbor samples.
1) LOCALITY CONSTRAINED AFFINITY MATRIX COMPUTATION
Local manifold learning is mainly characterized by constructing an affinity matrix, which indicates the affinities (or similarities) of vertex pairs in a graph. The matrix computation procedure is composed of two steps: neighbor selection and computation of affinity weights.
In the conventional ML methods, Euclidean distance between a pair of high-dimensional samples is commonly used for the affinity measurement. However, this will cause problems when there are domain shifts between the training and the testing data [41] . In this paper, the affinity between a pair of samples is measured by the reconstruction coefficients of their low-dimensional features. The affinity matrix can be obtained by optimizing the following equation,
where z i is the output feature vector of the encoder using x i as input;ẑ i the reconstructed z i using the labeled source data It should be noted that there are two constraints in Eq. 3, a reconstruction error and a regularization term. The regularization term constrains the reconstruction coefficients to satisfy some geometric properties when minimizing the reconstruction error. For example, when p = 0, the regularization term constrains the reconstruction coefficients via L1 norm, which encourages the affinity matrix to be sparse [42] . The sparse constraint is used to encourage the number of the labeled samples used to reconstruct each z i to be as small as possible. However, it is unable to ensure that the labeled samples used to reconstruct z i have small distance to z i as well. In this paper, the reconstruction coefficients are used to indicate the affinities of data pairs, thus the feature vectors used to reconstruct each other should be neighbors, i.e., being close in distance. Motivated by the work in [43] , [44] , we set p = 2, which encourages the optimization process to reconstruct each feature vectors using its neighbor samples. For instance, in order to minimize the total loss, a small reconstruction coefficient m j i will be assigned for the feature vector of a labeled sample z j s , if (z i − z j s ) 2 is large.
2) DISCRIMINATION CONSTRAINED AFFINITY MATRIX REFINE
Once the affinity matrix is obtained, it will be refined by the selector using the additional discriminative information. The discriminative information used in the selector contains the ground-truth of the source data and the pseudo class labels of the target data. The ground-truth is manually annotated before the model training for the source data, and the pseudo class labels are generated by label propagation algorithms for the unlabeled target data during the procedure of model training. Label propagation algorithms are the techniques commonly used to assign a temporal class label for the unlabeled sample according to the relationship between the labeled and unlabeled samples. For instance, in the DA methods aiming to align the conditional (class-wise) distributions between domains, the conditional distribution of the unlabeled target data is generally estimated on the pseudo class labels assigned by a SVM trained on the source data [45] . In this paper, an unlabeled target sample could be assigned a pseudo class label through finding the nearest labeled source sample in the low-dimensional manifold,, i.e., using the nearest neighbor classifier in the low-dimensional space. This is because the low-dimensional manifold is assumed to be the intrinsic structure of data, where the neighbor samples are semantically similar. In order to speed up the computation, for each sample, the 'reconstruction' set is constrained to have k (k << n s ) nearest neighbor samples that are semantically similar, i.e., sharing the same class label. The detailed construction procedure of the 'reconstruction' set can be summarized as follows,
• For an unlabeled target sample, the pseudo label should first be assigned using the nearest neighbor classifier in the low-dimensional space. Then a set of the k-nearest neighbor samples having the same class label are selected as the 'reconstruction' set.
• For a labeled source sample, since the ground truth has been provided, a set of the k-nearest neighbor samples having the same class label are directly selected as the 'reconstruction' set. Once the 'reconstruction' set is obtained, the affinity matrix can be refined as follows,
where i is the 'reconstruction' set of a sample x i , and m j i is the refined affinity between the ith sample and the jth sample. The affinity matrix explored in the low-dimensional space represents the intrinsic structure of data where the neighbor samples defined on it are semantically similar. We use the weighted sum of the neighbor samples as the 'clean' data with the assumption that the domain-specific noises can be reduced by averaging them in the neighbor samples.
where m j i is the coefficient of x j used to reconstruct the clean datax i in the high-dimensional space. It should be noted that, m j i also denotes the coefficient of z j used to reconstructẑ i in the low-dimensional feature space. In this way, constructing the 'clean' data using Eq. 6 approximately preserves the low-dimensional manifold in the high-dimensional space.
D. THE TRAINING PROCEDURE OF SLC-AE
As three components are required to be optimized to minimize Eq. 2, layer-wise pre-training technology [36] is used in the training procedure, which is described as Algorithm 1. // Refine the affinity matrix using the selector 12: Use discriminative information to construct the 'reconstruction set' as described in Section III-C.2 13: Refine the affinity matrix M through Eq. 5 14: // Optimizing the encoder and decode 15: for subepoch = 1 → n circle do 16: Update W e , b e , W d , b d to minimize Eq. 2 17: end for 18: // Estimate the affinity matrix using the selector 19: Update the affinity matrix M via solving Eq. 3 20: end for At first, since the parameters of the encoder are randomly initialized, the similarity of each data pair in the affinity matrix is initialized as follows,
Algorithm 1 Training Procedure of SLC-AE
where σ is the standard deviation of the Gaussian kernel. The affinity matrix estimated by Eq. 7 was used by LE [46] as a regularization term to learn a low-dimensional manifold for traditional machine learning problems, whereas we use it as an initialization considering the domain shifts in scenarios of DA. Then, the selector is used to refine the affinity matrix using the discriminative information and Eq. 5. Last, the encoder and the decoder are updated to minimize the objective function in Eq. 2. It should be noted that, as shown in Eq. 3, the selector requires the encoded features of all labeled data to estimate the affinity matrix. This may consume considerable time when the amount of labeled data is large. Thus, the affinity matrix is updated once the encoder and decoder are updated for several epochs. Our experiments demonstrated that this strategy results in a stable training procedure.
IV. EXPERIMENTS
In this section, we evaluate the performance of the proposed SLC-AE on seven benchmark data sets, i.e., COIL20 [47] , MNIST, USPS, SYN Signs [48] , GTSRB [49] , VOC 2007 [50] and MSRC [51] . Detailed descriptions of the seven data sets and experimental setting are presented in Section IV-A; the comparative results are reported in Section IV-B; and the in-depth analysis, including the parameter studies and ablation studies, is presented in Section IV-C and Section IV-D respectively.
A. EXPERIMENTAL DATA SETS AND SETTING
Several examples of images from the seven benchmark data sets are illustrated in Fig. 2 . The data in two panels of one column are used as the source and the target data, respectively, since they belong to the same classification problem but follow different distributions. For example, USPS and MNIST data sets contain the images of the same ten digit classes, but belong to different domains, due to the domain shifts caused by the domain-specific noises in the real world, e.g. the writing styles, stroke thicknesses, shapes, orientations, etc.
Tab. 2 illustrates the statistical information of the seven data sets and the four transferable sets used in the experiments, i.e., COILA-B, USPS-MNIST, SYN-GTSRB, and MSRC-VOC. In each transferable set, there are two domains, i.e., the source and the target domains. In the experiments, we used DS D s −D t to denote the dissimilarity between domains, which can be estimated using the following equation,
where D s , D t are the source and the target domains, respectively; P(D s → D t ) is the testing performances on the D t domain using the model P trained on the D s domain; the arrow ''→'' is the direction from source to target domain. For example, ''USPS→MNIST'' denotes that USPS is the source domain and MNIST is the target domain. We used a non-DA method, i.e. principle component analysis + SVM, as the model P to calculate the
The image examples of the seven data sets illustrated in Fig. 2 also provide intuitive explanations for the domain dissimilarity measured by the DS D s −D t in each transferable set. The images in MSRC-VOC contain the most complex background and objects, the domain-specific noises in MSRC-VOC are caused not only by different environmental conditions but also by the variations of the object itself. Compared to the domain-specific noises in USPS-MNIST that are caused by different writing styles, the noises in SYN-GTSRB, which are caused by different illumination and camera noises, are more complicated; the noises in COILA-B, which are caused by different orientations, could be considered as the simplest case. The detailed information of the seven benchmark data sets is described as follows.
• COIL20 (Columbia Object Image Library) object data set consists of a total of 1440 images evenly distributed in 20 different objects, i.e., each object has 72 images. We followed the setting used in [52] • USPS and MNIST are two commonly used image data sets of handwritten digits, which share the same ten digit classes. The USPS data set consists of 7,291 training images and 2,007 testing images. The MNIST dataset contains a training set of 60,000 images and a testing set of 10,000 images. We followed the setting used in [52] : 1800 and 2000 images are randomly selected from USPS and MNIST, and all images are uniformly resized into 16 × 16 in the experiments.
• Synthetic Signs and GTSRB are traffic sign image data sets, which have 43 common traffic signs, e.g. speed limit signs, mandatory signs etc. The Synthetic Sign data set consists of 100,000 stimulated images, which were generated by the artificial transformations algorithm proposed in [48] ; the GTSRB data set consists of 39,209 training images and 12,630 testing images, which were captured by a camera installed on a vehicle from the real world. We followed the experimental setting described in [53] : all images are resized using the bi-linear interpolation method to the uniform size of 40x40 pixels.
• MSRC and VOC2007 are object image data sets, which share 6 class labels, i.e. aeroplane, bicycle, bird, car, cow and sheep. The MSRC dataset is provided by Microsoft Research Cambridge, which contains 4323 images labeled by 18 classes. The VOC2007 dataset contains 5011 images of 20 classes. We followed the experimental setting in [52] , and randomly selected 1269 images and 1530 images from MSRC and VOC2007 respectively in the experiments. All images are resized using the bi-linear interpolation method to the uniform size of 300x200 pixels.
B. COMPARATIVE STUDIES
In this sub-section, the seven DA tasks, i.e., MNIST (M)
SYN Signs (S) → GTSRB (G), MSRC (MS)→ VOC (V) and VOC (V) → MSRC (MS)
, were used to evaluate the performance of the SLC-AE and the following twelve state-of-the-art DA methods.
• Principle Component Analysis (PCA) [54] : PCA is an unsupervised learning algorithm. In the experiments, PCA was first trained on the source data to learn a low-dimensional feature space. In this feature space, a SVM was then trained on the source data and used to classify the target data.
• Information-Theoretic Metric Learning (ITML) [55] : ITML is a supervised learning algorithm. In the experiments, ITML was trained on the labeled source data to learn a distance metric, which was then used to classify the target data using nearest neighbor (NN) classifier.
• Geodesic Flow Kernel (GFK) [40] : GFK is a DA method. In the experiments, GFK was first trained on the union of the source and target data to learn a geodesic flow kernel, and then a NN classifier was used to classify the target data using the learned kernel space.
• Joint Domain Adaptation (JDA) [52] : JDA is a DA method. In the experiments, JDA was first used to reduce the differences in both marginal and conditional distributions between the source and the target domains for learning a feature space. Then a NN classifier was used to classify the target data in the feature space.
• Transfer Component Analysis (TCA) [56] : TCA is a DA method. In the experiments, TCA was used to learn a sub-space supported by the transfer components at first. Then a NN classifier was used to classify the target data in the feature space.
• Marginalized Denoting Auto-encoder (mSDA) [19] : mSDA is a DA method based on SDA. In the experiment, mSDA was first trained on the union of the source and target data sets to learn a feature space. Then a NN classifier was used to classify the target data in the feature space.
• Deep Robust Encoder (DLRC) [4] : DLRC is a DA method based on SDA. In the experiment, DLRC was first trained to learn a low-rank feature space. Then a NN classifier was used to classify the target data in the feature space.
• Deep Robust Encoder (DRE) [24] : DRE is a DA method based on SDA. In the experiment, DRE was first trained to jointly optimize a low-rank dictionary and a regularized deep auto-encoder to learn a feature space. Then a NN classifier was used to classify the target data in the feature space.
• Robust Transfer Metric Learning (RTML) [57] : RTML is a DA method. In the experiment, RTML was trained to mitigate the domain shift in raw data space and feature space to learn a low-rank metric, which was used to classify the target data using NN classifier.
• Scatter Component Analysis (SCA) [58] : SCA is a DA method. In the experiment, SCA was first used to minimize the mismatch between domains to learn a feature space. Then a NN classifier was used to classify the target data in the feature space.
• Domain-Irrelevant Class clustEring (DICE) [59] : DICE is a DA method. In the experiment, DICE was first used to maximize the inter-class as well as minimize the cross-domain distribution divergence and the intra-domain structure to learn a low-dimensional feature space.Then a NN classifier was used to classify the target data in the feature space.
• Domain Invariant and Class Discriminative (DICD) [60] : DICD is a DA method. In the experiment, DICD was first used to maximize the inter-class dispersion and minimize the intra-class scatter to learn a low-dimensional feature space. Then a NN classifier was used to classify the target data in the feature space. The NN classifier was employed after all DA methods for a fair comparison. For the non-DA methods, we followed the experimental protocol commonly used in the DA literature [4] , [60] , i.e. employing SVM classifier for PCA and using NN classifier for ITML. The recognition rate (fraction of correct matches) is used as a quality measurement for evaluating the performances of DA methods, which implies that the higher the recognition rate, the better the DA method is. Since it is hard to tune the optimal parameters through cross validation in DA experiments, we empirically searched the optimal parameters, and reported the best recognition rate for each method. Note that this experimental protocol is commonly employed in the DA literature, e.g., [19] , [24] , [57] .
Tab. 3 illustrates each model's DA performance on the four transferable sets. We can see that most DA models can achieve better performance than the non-DA models, especially on the DA tasks having a large domain shift. For example, in MSRC-VOC, which contains domain shift DS D s −D t = 0.63, all of the listed DA models performed better, on average, than the non-DA models. Due to the characteristics of each model and the amount of images used for training, we also noticed that a few of the DA models, e.g. GFK and TCA, did not achieve better (average) performances than the non-DA models on the seven data sets. The proposed SLC-AE was significantly better than the non-DA models on all four of the transferable sets. Moreover, the improvements brought by the SLC-AE were (approximately) positively related to the domain shifts in the four transferable sets. For example, compared to PCA, the improvements achieved by the SLC-AE were 12.69% (COILA-B), 14.87% (USPS-MNIST),27.71% (SYN-GTSRB) and 17.51% (MSRC-VOC); accordingly, the domain shifts in the four transferable sets were 0.17 (COILA-B), 0.44(USPS-MNIST), 0.48 (SYN-GTSRB) and 0.63 (MSRC-VOC). The abnormal performance improvement in SYN-GTSRB was commonly achieved by the deep models, such as mSDA, DLRC and DRE, rather than by the shallow models, which was attributed to the large number of images in SYN-GTSRB.
In the experiments, four deep models based on the encoder were evaluated on the four transferable sets. The DLRC uses the same training strategy as the mSDA model, i.e. the training strategy to reduce man-made noises. Instead of reconstructing the input, DRE learns a low-rank dictionary to generate a new sample for reconstruction. Since the low-rank constraint has proven to be effective in noise reduction [22] , [61] , the purpose of DRE could be considered as similar to that of the SLC-AE, i.e., training SDA to reduce the domain-specific noises from the real-word. Although these four models are all based on SDA, the objective function designed for reducing the domain-specific noises from the real world (see Eq. 2) rather than the man-made noises (see Eq. 1) made the performance of DRE and the SLC-AE superior to the mSDA and DLRC on all of the four transferable sets. Compared to DRE, the discrimination and locality constraints made the SLC-AE a better model, especially for MSRC-VOC and SYN-GTSRB, which contain the largest and the second largest domain shifts in the four transferable sets.
Finally, we compared the performance of the SLC-AE with the four recently published DA models, i.e. RTML, SCA, DICE, and DICD. Since the programs of these models are yet to be released in the public domain, the models' performances can be cited from the published literature, but only on the parts of the DA tasks used in the experiments.
The comparison results showed that the SLC-AE achieved the best average performances, but did not perform well on the M→U task. The DICE and DICD achieved the best and the second best performance on the M→U task, which were much better than the others. The strategy commonly used in DICE and DICD, but not in the methods that performed poorly on the M→U task, is to maximize the inter-class dispersion of each domain. This provides positive evidence in favor of the assumption that the major problem in performing DA on the M→U task is caused by the inter-class dispersion. How to use the SLC-AE to maximize the inter-class dispersion of each domain will be addressed in our future work.
C. PARAMETER STUDIES
In this sub-section, we evaluate the properties of the SLC-AE, e.g., robustness to noise, parameter influence, and layer size impact, to achieve a better understanding.
First, we investigated the impacts of different corruption ratios on six DA models. As shown in Fig. 3 , the six models were evaluated on the CA→CB task with 0%, 10%, 20%, 30%, 40% and 50% corruption (Gaussian noise), respectively. We can see that the SDA-based models, such as mSDA, DRE and SLC-AE, achieved more robust performance with various levels of corruption than the non-SDA-based models, such as the PCA, TCA, and JDA models, due to the denoising strategy used in the training procedure of SDA. The SLC-AE model outperformed other competitors by achieving better and more robust performance, which demonstrated that it could be used as a robust feature extractor, especially for data with large amount of corruption.
Second, the influence of parameters k and µ on the performance of the SLC-AE was evaluated, where k denotes the size of the reconstruction set and µ the trade-off between the reconstruction error and locality. Fig. 4 illustrates the performance of the SLC-AE on the CA→CB task using different k and µ. We can see that the parameter k was very important to the SLC-AE, which is understandable because the more the neighbor samples are used to generate the 'clean' data, the higher the possibility that the domain-specific noises can be removed. The experimental results demonstrated that the performance of the SLC-AE was stable when k > 4.
We let k = 0 denote that the input is 'clean', a training strategy of the conventional SDA. When k = 0, since the parameter µ was not used, it did not affect the performances of the SLC-AE. It should be noted that a larger k decreases the importance of µ. Without loss of generality, we set k = 5 and µ = 10 −2 throughout the experiments.
Finally, we evaluated the impact of the layer size for the SLC-AE on the five DA tasks, i.e. M→U, U→M, C1→C2, C2→C1 and S→G. Fig. 5 illustrates the performance of the SLC-AE using different layer sizes. We can see that the SLC-AE achieved better performance when the layer size increased, especially in the DA task having a large domain shift. The experimental results demonstrated that the shift between two domains could be minimized by the SLC-AE from coarse to fine in the manner of stacking auto-encoder. Considering the additional training time consumed by the deeper structure, we used a six-layer structure to generate the evaluation results in the experiments. 
D. ABLATION STUDY
In this sub-section, we investigate the impact of the innovative component, i.e. the selector, on the performance of the SLC-AE. The selector consists of two innovative strategies, i.e estimating the affinity matrix in the low-dimensional space and refining the matrix using discriminative information. The following two models are designed to compare with the SLC-AE for the ablation study,
• SLC-AE ns : No selector was used in the SLC-AE. The neighbors were directly selected according to the affinity matrix estimated in the high-dimensional space using Eq. 7.
• SLC-AE am : No refinement was used for the affinity matrix in the SLC-AE. The affinity matrix was estimated by the selector in the low-dimensional space using Eq. 3, but no additionally discriminative information was used to refine it.
Tab. 4 illustrates the performances of the three models on the five DA tasks. We can see that estimating the affinity matrix in the low-dimensional space plays an important role for the DA tasks containing large domain shifts. For example, compared to the SLC-AE ns , the performance improvement brought by the SLC-AE am on the S→G task (4.22%) is larger than that on the C1→C2 task (2.8%) and the C2→C1 task (1.43%). This is because the image illumination between domains significantly changes in SYN-GTSRB, and the neighbor samples sharing similar pixel intensities have a low possibility of being semantically similar. The experimental results demonstrated that estimating the affinity matrix in the low-dimensional space is an effective strategy in such scenarios.
In the proposed SLC-AE, the discriminative information contained in the source and target data is used to refine the affinity matrix. This is important in the early stages of model training, when the neighbor samples in the low-dimensional manifold have different class labels, due to the randomly initialized model parameters. Selecting the neighbor samples sharing the same class label for 'clean' data generation leads the feature learning procedure to minimize the intra-class divergence of each domain as well as the conditional distributions between domains. From the experimental results, we can see that the discriminative information contributed 3%-10.44% to the performance improvement achieved by the SLC-AE.
V. CONCLUSION
In this paper, we present our research in DA with a focus in an area that assumes that the originally collected data in different domains are 'corrupted' by the domain-specific noises from the real world. The proposed deep DA architecture, SLC-AE, was designed to learn the robust and domaininvariant features through training the SDA model to reduce the domain-specific noises. The core problem of SLC-AE is how to generate the 'clean' data from the 'corrupted' inputs for the supervised training of SDA. To address this problem, a novel component, the selector, is tailor-made to learn a low-dimensional manifold for selecting semantically similar neighbor samples to reduce the domain-specific noises. We evaluated the performance of the SLC-AE on seven data sets. Compared to twelve state-of-the-art methods, the experimental results demonstrated that the SLC-AE achieved the best average performance on the seven data sets. Moreover, the SLC-AE was robust to the domain-specific noises from the real world, which was attributed to the locality and discrimination constraints used in dynamically exploring the low-dimensional manifold.
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