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This paper presents a novel Artificial Neural Network based Fault Detection, Isolation and Substitution 
(ANN-FDIS)algorithm for faulty sensor measurement in Liquid Rocket Engine (LRE). Fault detection and isolation are 
done by residual and fault flag logics and the trained multilayer perceptron model Artificial Neural Network (ANN) 
substitutes faulty sensor measurement. Data for ANN training, testing and validation are extracted from qualification and 
validation hot tests of LRE. Regression (R) and Mean Square Error (MSE) are considered for evaluating the ANN. During 
validation of this study, the faulty sensor is identified, isolated and data substituted from other input parameters with an error 
less than ±0.7%. This unique scheme does not require accurate modeling of the complicated LRE as well as sensor hardware 
redundancy which adds weight, space and power to rockets. 
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Introduction 
Sensors play crucial roles in aerospace systems 
including liquid rocket engines (LRE) for successful 
mission. Though the sensors used are qualified for the 
aerospace applications, failure is common in space 
due to adverse environmental conditions. Redundant 
sensors are not a good solution for these applications 
due to weight, cost and space constraints. Also 
mathematical model based different fault detection 
techniques are not suitable as accurate modeling of 
these complicated systems are not possible. Kalman 
filters are used by different authors for fault detection 
and identification.
1,2
 In recent years researchers used 
Neural Network with or without fuzzy logic for 
sensor fault detection and accommodation.
3–6
 
Sitki Yenal Vural et al. used Innovation sequence 
analysis to study sensor fault detection, isolation and 
accommodation.
7
 Zheng et al. used multiple observers 
approach to detect and isolate the fault of sensors 
which is applicable only for open loop and stable 
systems.
8
 In 2018, Christodoulos et al. proposed 
adaptive approach for sensor fault diagnosis.
9
 
Esteban Jove et al. proposed intelligent model 
virtual sensor for fault detection, isolation and 
recovery, only for monitoring.
10
Though different detection and isolation techniques 
are suggested by different authors, accurate data 
substitution techniques for failed sensors are not 
proposed till date to author‘s knowledge. 
The present research provides a unique algorithm 
for sensor fault detection, isolation and data 
substitution using artificial neural network (ANN). 
This is a novel application of artificial intelligence for 
critical aerospace applications where it gains 
advantage in terms of complexity, weight, space, 
power and reliability. As hardware redundancy adds 
weight, the penalty is the decline in the payload 
(satellite) mass which is an undesirable condition in 
aerospace applications. 
Materials and Methods 
LRE Test Setup and Data Collection 
The LRE test facility is used for conducting hot 
tests to qualify the liquid rocket engines at ground. 
Programmable logic controller (PLC) is the control 
system for sequencing the operation of the tests. The 
liquid rocket engine working in gas generator (GG) 
cycle is used in satellite launch vehicles and is hot 
tested at ground to evaluate the performance and to 
qualify the engine for aerospace-applications.  
There are around 100 sensors available in the 
rocket engine to measure the physical parameters like 








vibration etc. Instrumentation is realized for 
conducting hot tests on the engine and the schematic 
of the realized instrumentation system with ANN-
FDIS is given in Fig. 1. Different types of signal 
conditioners for conditioning the respective sensor 
signals and PXI (PCI Extension for Instrumentation) 
based data acquisition system (DAS) to acquire, 
process, and store the multichannel data including the 
engine and test facility parameters are established at 
the LRE test facility.  
Though the engine system consists of different 
sensor measurements, only a few parameters are 
selected for demonstrating this study. In the rocket 
engine ground test facility, the LRE is fired for a 
duration of 16 sec with actual propellants. So when 
the system works, the sensors in the systems respond 
to variations in the parameters. The DAS acquires the 
conditioned test data from the sensors during the test 
with the high sampling rate of 2k samples/sec. The 
acquired data are averaged to remove noise, 
preprocessed using calibration constants, converted to 
engineering units of the physical quantity and stored. 
The two sets of data of LRE are used for 
demonstrating the FDIS algorithm. The data of 
Qualification (Q) test of 16 sec are taken for ANN 
training. Validation (V) test data of 16 sec are for 
validating the ANN. For every parameter 321 samples 
are used in this study. 
 
ANN based FDIS  
The heart of ANN-FDIS is the artificial neural 
network. A well configured and trained ANN gives 
high accuracy predictions. In case any sensor fails, the 
FDIS algorithm detects the failed measurement, 
isolates the data and substitutes with ANN predicted 
data. The ANN Architecture for FDIS for LRE is 
given in Fig. 2.  The proposed ANN architecture for 
FDIS is a multilayer perceptron model Feed Forward 
Neural Network with two inputs one output and two 
hidden layers. For every parameter, the functionally 
related parameters are identified together so that one 
parameter failure can be substituted from other related 
parameters during the test. Since the parameters 
Oxidiser inlet pressure Xpoi  t , Turbo pump speed, 
Xvtc  t  and Chamber pressure, Ypf  t  are functionaly 
related, the network is trained with Ypf  t  as target 
and Xpoi  t  and Xvtc  t  as inputs. In case, if chamber 
pressure sensor fails in any further tests, the ANN 
takes the test data of that test from Xpoi  t  and Xvtc  t  
 
 
Fig. 1 — Block Schematic of ANN –FDIS of LRE 
 
 
Fig. 2 — ANN Architecture for FDIS for LRE 




and substitute the Ypf  t  with the ANN‘s predicted 
value. The two nonlinear transfer functions selected 
for the network are tangent sigmoid and logarithm 
sigmoid. Once the input and output parameters are 
fixed for the ANN, varying the number of neurons 
and choosing the suitable training algorithm such as 
Bayesian regularisation algorithm or Levenberg-
Marquardt algorithm, the network is trained for 
getting the minimum mean square error (MSE) and 
regression (R) close to unity. Once the ANN is 
trained, weight and bias in the network are fixed and 
the ANN parameters are finalized. The ANN network 
is realized and tested in MATLAB 8.3. 
 
ANN-FDIS Algorithm 
The Algorithm of FDIS is explained as follows: 
FDIS initially identify the faulty sensor measurements 
then substitutes with ANN data based on the related 
parameters. Faulty sensor identification is a two-step 
comparison process. In the first step, ANN controller 
compares the validation test data with the reference 
data of the respective parameters and calculates the 
residual of each parameter. Based on system 
disturbances, measurement accuracy and signal noise, a 
threshold is set for each parameter. In the second step, 
when the absolute value of the residual exceeds the set 
threshold of that parameter, it is considered as the 
faulty sensor. If any sensor measurement fault is 
identified, the ANN-FDIS sets the soft fault flag (FF) 
of that parameter ‗high‖ (1), otherwise it is ―low‖ (0). 
On fault condition, the Isolator/ Substituter isolates the 
sensor measurement data and substitutes the trained 
ANN predicted data based on the present input data. 
The error in measurement includes the failure of 
sensor and associated electronic systems which 
 include Bias, Drift, Scale factor change, Noise, Hard 
fault/Stuck at a point, Intermittence etc. For this 
study, FDIS algorithm is validated by considering the 
sensor failure of ‗stuck at a point/zero‘. 
 
Results and Discussion 
The network is trained with Ypf (t) as target and 
Xpoi (t) and Xvtc (t) as inputs. The performance results 
of ANN for different training algorithms namely, 
Bayesian regularization and Levenberg-Marquardt are 
presented in Table 1. From the data, it is evident that 
Bayesian Regularization algorithm gives minimum 
error and maximum regression and is selected for 
FDIS demonstration. Finally the number of neurons 
are optimized for minimum MSE, so that the 
substitution error is minimum for the parameter. For 
the trained ANN with 10 neurons, the regression 
obtained is 0.9999 and it shows the close match of 
data for substitution. The plot for training the ANN 
namely, Oxidizer Inlet Pressure Xpoi (t), Turbo pump 
speed Xvtc(t), Chamber Pressure Ypf  t  the predicted 
Chamber Pressure Y′pf  t  and the Error in prediction 
are shown in Fig. 3. For clarity, the Y axis scale of the 
parameters is different and is to be noted. Though the 
test started at 0 sec (T0), the parameters starts to rise 
after 600 milliseconds which depends on the response 
time of the Electro pneumatic values to let the 
propellant to flow and the characteristic of the startup 
performance of the liquid engine. 
The chamber pressure rise up with overshoot  
and settles around 6 sec (T6). Again the chamber 
pressure ramps up at 8 sec (T8) and attains the value of 
6.2 MP at 16 sec (T16). The similar type of profile is 
Table 1 — Performance results of ANN for different algorithms 
ANN Training Algorithm Training and testing sample Validation sample Hidden layer Neurons MSE Regression 
Bayesian regularization 
Algorithm 
321 321 8 0.045 0.9998 
10 0.021 0.9999 
15 0.075 0.9994 
Levenberg-Marquardt  
Algorithm 
321 321 8 0.142 0.9996 
10 0.058 0.9997 
15 0.067 0.9997 
 
 
Fig. 3 — ANN Training results showing the inputs Xpoi (t) and 
Xvtc  t , target 




followed in all parameters. For validation of the ANN, 
the V test data are used. ‗Stuck at a point/zero‘ fault is 
simulated in the V-test data in engine Chamber 
pressure data Y pf  t . At T0, FDIS identified and 
isolated the faulty data. ANN takes X poi  t , and 
X vtc  t  as inputs and predicts Y pf (t) as the network 
predicted output. The validation of FDIS for the total 
fault of the sensor measurements at T0 are shown in  
Fig. 4. Hence for the total time period of 16sec,  
ANN substitutes Y pf  t  data from the inputs  X poi  t   
and  X vtc  t . The error due to substitution with respect 
to the actual data Y pf (t) is given in Table 2. In Fig. 3 
and Fig. 4, the unit ‗rps‘ represents, revolutions per 
second and ‗MPa‘ represents Mega Pascal. 
The error in substitution includes the error in training 
and the variation in the Validation test with respect to 
the trained parameters. Analysing the data, the error is 
low in the steady state region and more in the transient 
region due to the sharp rise in data in the transient 
region. The similar trend is reflected in substitution with 
the validation data. Performance evaluation of the rocket 
engine is carried out based on the steady state values. 
The error in substitution during steady state region is 
less than ± 0.7% for the failed sensor measurement 
which meets the requirement of ± 1%. 
Conclusions 
A novel and unique ANN-FDIS is proposed for 
fault detection, isolation and substitution of sensor 
measurement for LREs. On sensor fault, the highly 
flexible algorithm with trained intelligence clearly 
identified and isolated the faulty measurement and 
substituted with the ANN based data with an accuracy 
of ± 0.7% in the steady state region and is used for 
performance evaluation of LRE. FDIS-ANN in 
hardware reduces the weight of engine and increases 
payload mass of Rockets. Onboard hardware 
realization is initiated with fast ARM controller. 
Genetic Algorithm may also be used for optimizing 
the neurons in ANN. 
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Fig. 4 — ANN testing results showing the inputs X poi  t , X vtc  t  
and output Y pf (t), ANN substituted data Y pf (t) and the Error in 
substitution. 
 
Table 2 — ANN Training and Substitution error 








Training Xpoi  t and Xvtc  t  Y′pf  t  ±1.75% ±0.62% 
Substitution X poi  t andX vtc  t  Y pf (t) ±2.13% ±0.69% 
 
