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shown from two angles. In the second angle (on the bottom) the Al 
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(right) Zr atoms have been hidden and the visible range has been 
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shown from two angles. In the second angle (on the bottom) the Al 
sites have been hidden leaving only the interior B-sites visible. 
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In this thesis, structure-property relationships are investigated for a series of nuclear 
material systems using density functional theory (DFT). Each chapter presents a unique 
problem within the field of nuclear materials engineering and can demonstrate the 
application of computational methods in support of existing experimental framework or in 
the guidance or suggestion of new experimental investigation.  
In the first project, point defect formation energies in Th and Th-U metal are 
modeled using DFT. These defects often have a large effect on a material’s mechanical 
properties and in the highly radioactive environment of a reactor core defects are readily 
created near the displacement cascades of primary knock-on atoms (PKAs). The second 
project comprises an investigation of Cr depletion in Ni-Cr surfaces in molten salt reactors. 
The depletion of Cr atoms in the surface regions of these materials has been observed as 
the dominant form of corrosion but the underlying mechanisms and driving forces are not 
well understood. In this project, DFT is used to model the segregation behavior of Cr in 
fcc Ni surfaces. The oscillatory nature of the segregation energy profile is then discussed 
in terms of charge transfer and lattice distortion effects. In the third project, DFT is again 
used to extend the investigation of Cr segregation behaviors, with a focus aimed at 
understanding the effects of adsorbed salt atoms on segregation behavior near the surface 
of a Ni-Cr alloy. An emphasis is placed on the relative effects of cations and anions in the 
molten salt, and on the relative effects of natural salt components versus salt impurities. In 
the fourth and final project, an understanding is sought for the atomic ordering behavior in 
U-Zr, an alloy under investigation for use as a metallic fuel in advanced fast nuclear 
xix 
 
reactors. In these metals there is a potential for phase decomposition and a redistribution 
of fissile U atoms and so a complete understanding of the atomic ordering behavior in U-
Zr is therefore needed. DFT is employed to investigate this ordering behavior.  
 
 1 
CHAPTER 1. INTRODUCTION 
In nuclear power systems, the choice and design of structural components and fuel 
materials are subject to an often strict and severe level of scrutiny. In these systems it is 
necessary to choose materials which provide not only the greatest overall economic 
efficiency and structural performance but materials which also possess inherent stability 
and passive safety behavior during transient and off-normal reactor events. The elemental 
components and microstructural makeups of these materials, which are often metallic 
alloys, must be carefully tailored and prepared so that stable and sufficient neutron fluxes 
can be achieved and sufficiently maintained.    
 It is not surprising then that the compositions of these alloys, as well as the specific 
metals that make them up, can vary greatly from one type of structural component to next 
all within the same reactor core. It should be even less surprising that the range of suitable 
alloys and their compositions used in the many different types of reactor design variants 
can vary to a much greater extent, as many of the different advanced reactor concepts are 
based on fundamentally different forms of operation. The alloy used to make the reactor 
core vessel in a molten salt reactor (MSR) is almost surely not going to be the same alloy 
used to make the reactor core vessel in a boiling water reactor (BWR), for instance. 
1.1 Metal Alloy Development for Nuclear Systems  
It’s rare for a common metal or metal alloy to possess every single quality or property 
that might be desired of it for the specific task at hand or structural function. Often one is 
faced with making a compromise for an alloy which possesses most of the desired 
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properties, but which also might come with some small level or degree of undesirable 
behaviors or characteristics. The goal of scientific research into alloy development is 
focused on removing or limiting these undesirable qualities while improving or preserving 
the good qualities. In some cases, the goal may instead be to replicate the desirable 
properties in other similar materials that do not possess negative traits.  
These undesirable features often concern the behavior of the metal when it 
undergoes harsh conditions such as high temperatures, where potential phase changes, 
volume expansions, or the formation of intermetallic phases can occur during the 
operational lifetime of the component. Or they may result in response to high or increased 
levels of irradiation when changes in defect formation, accumulation, and diffusion 
properties could totally alter the performance of the material. In other cases, we are 
concerned with the ability of a metal to handle perpetually harsh conditions, such as the 
corrosive or degradative conditions present inside molten salt reactors, which are of a more 
chemical nature.  
1.2 Thesis Outline 
In this thesis, four scientific studies concerning the behavior of transition and 
actinide metal material systems will be presented and discussed. The primary scientific tool 
employed in each of these studies is density functional theory (DFT), a computational 
electronic structure modeling framework in which the quantum mechanical behaviors of a 
material are studied to better understand macroscopic phenomena. In DFT, the groundstate 
electronic wavefunction is determined by solving the Schrödinger equation in terms of 
electron density, allowing us to probe the most fundamental characteristics and properties 
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underlying the behavior and performance of the subject materials in many different types 
of reactor conditions. Each study presents a unique problem within the field of nuclear 
materials engineering and can demonstrate the application of computational materials 
modelling in support of existing experimental frameworks or in the guidance or suggestion 
of new experimental investigation.  
The rest of this chapter will serve as an introduction to each of the four studies, 
briefly describing their relevance and necessity. Next, in CHAPTER 2, I will provide a 
brief introductory level description of DFT and electronic structure theory modelling. 
Then, each chapter after this, beginning with CHAPTER 3, will be devoted to one of the 
four studies, which will each be presented as its own contained research report. Finally, a 
conclusion and summary will be given in CHAPTER 7. 
1.2.1 Study I: Point Defects in Metallic Thorium 
In this first study, formation energies of various point defects in the atomic lattices 
of Th and Th-U metals are calculated with DFT. Point defects refer to sites in a lattice 
where an atom is either missing (i.e., vacancy) or where an atom is jammed in between 
lattice sites (i.e., interstitial). These defects often have a large effect on the mechanical 
properties of materials and in the highly radioactive environment of a reactor core defects 
are readily created during the displacement cascades of primary knock-on atoms (PKAs). 
1.2.2 Study II: Oscillatory Segregation behavior in Nickel-Chrome Surfaces 
In MSRs, the corrosion of the salt containing pipes and structures is a major 
concern. The fundamental, or atomic level mechanisms of this corrosion are not well 
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understood, but it is always accompanied, or possibly even driven, by some form of Cr 
depletion. In study II, the fundamental behavior of Cr in a Ni surface is investigated. A 
segregation energy profile for Cr under a clean surface (i.e., under vacuum) is found using 
DFT, and then analyzed and explained according to the unique behaviors of Cr and Ni 
alloys observed in the calculations. This segregation behavior, which will be shown to have 
an oscillatory type shape, and be driven by charge transfer effects, will serve as the basis 
or reference for subsequent corrosion and surface segregation studies in Ni-Cr alloys. 
1.2.3 Study III: The Influence of Molten Salt Species on Segregation Behaviors in Nickel-
Chrome Surfaces 
The third study again focuses on corrosion related surface behaviors in Ni-Cr 
alloys. In what can really be thought of as an extension or a part two to the work presented 
in Study II (Chapter 4), Study III investigates the effects of various absorbed salt species 
on the segregation of Cr in Ni. As will be shown in Study II, Cr expresses a very particular 
segregation behavior in Ni surfaces under a clean surface or vacuum, and so the emphasis 
of Study III will be to evaluate that behavior, or better stated, the changes in that behavior 
when components of molten salts are adsorbed to the top of the surface and able to interact 
with the Cr as it segregates. An emphasis will be placed on the relative effects of normal 
salt components, such as the anions F and Cl, compared with the effects of salt impurities, 
such as O or H. 
1.2.4 Study IV: Atomic Ordering in U-Zr Metallic Fuels 
In this final study, the atomic ordering in δ-U-Zr2 is investigated using DFT. There 
is uncertainty regarding the exact ordering of the B-sites in the AlB2 type structure 
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exhibited by this U-Zr intermetallic phase. In study IV, several supercell structures which 
test the ordering in these sites are constructed and modelled using similar DFT techniques 
used in studies I-III. To gauge, the relative stability of order variants, formation enthalpies 
are calculated for each structure and compared with experimental values from literature. 
Specific focus is placed on the structural relaxation behavior of U atoms in regards their 
nearby coordination of other U atoms. 
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CHAPTER 2. THEORETICAL BACKGROUND 
 The work presented in each remaining chapter of this thesis is dependent on the use 
of density functional theory (DFT). In this atomistic approach to modelling material 
behaviors, atoms are modelled down to their individual electrons according to the laws of 
quantum mechanics. As such, these calculations can be performed without needing to be 
informed by empirical data, and so are deemed to be ab initio or from first-principles. Thus, 
no prior knowledge of material system’s properties is necessary for it to be modelled with 
DFT or any other first-principles methods. Although, in practice, some intelligent/informed 
guesses about the materials microstructural properties are often necessary to achieve 
reasonable calculation times.  
 A full understanding of density functional theory is best served by looking back 
and exploring the history of its foundations, rooted in the earliest mean-field electronic 
structure theory models. Therefore, in the rest of this chapter I will provide a brief 
description of the development of electronic structure theory, beginning first with the two 
foundational assumptions employed in all such practical models. Firstly, that a material’s 
properties are uniquely determined by the behavior of its electrons, and secondly, that the 
nuclei are so much more massive and slower moving than the electrons that the relative 
motion of the electrons can be said to be instantaneous. 
2.1 The Schrödinger Equation 
 The first of these assumptions is uniquely referring to the Schrödinger equation and 
its description of the motion of the nuclei and electrons in a given material system. For a 
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system of 𝑁 electrons and 𝑀 nuclei at positions of 𝑟𝑖  for 𝑖 = 1 … 𝑁 and 𝑅𝑗 for 𝑗 = 1 … 𝑀, 
which can be described by the many-body wavefunction, 𝛹,  the time-dependent 
Schrodinger equation is  
 
𝑖ħ
𝜕𝛹(𝑟1, … , 𝑟𝑁 , 𝑅1, … , 𝑅𝑀, 𝑡)
𝜕𝑡
= 𝐻𝛹(𝑟1, … , 𝑟𝑁 , 𝑅1, … , 𝑅𝑀, 𝑡) (1) 
where 𝐻 is the many-body Hamiltonian, containing the kinetic energy (𝑇) and potential 
energy (𝑉) operators of the 𝑀 nuclei with mass 𝑀𝑗, and 𝑁 electrons with mass 𝑚, as follows 
 𝐻 = 𝑇𝑀𝑖 + 𝑇𝑚 + 𝑉𝑀𝑗−𝑀𝑗 + 𝑉𝑚−𝑀𝑗 + 𝑉𝑚−𝑚 (2) 
Written out completely, the Hamiltonian takes the form 
 







































where 𝑒 is just the charge of the electron and 𝑍𝑖 is the charge of the 𝑖th nucleus. The first 
two terms in equation (3) correspond to the kinetic energy of the nuclei and electrons, while 
the three remaining terms describe the potential energy of the nuclei-nuclei, electron-
electron, and electron-nuclei interactions.  
Outside of relativistic effects, equation (3) contains much of the information one 
could want to know regarding the electronic behavior of a material, however, in its current 
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state it is too difficult to solve for anything but the simplest of cases. In order to make this 
more manageable we must invoke the second of the two assumptions that are fundamental 
to the electronic structure theory models.   
2.2 The Born-Oppenheimer Approximation 
 An atomic nucleus is massive in relation to an electron, and because of this the 
electrons are able to move and accelerate much more quickly than the nuclei. The 
difference in relative mass and acceleration is so extreme, in fact, the electrons are 
essentially able to respond instantaneously to the movement of the nuclei. This is the basis 
of the Born-Oppenheimer (BO) approximation, which states that the movement of the 
nuclei and electrons can be decoupled. 
 The BO approximation allows us to do two things. First, we can treat the nuclei as 
if they were static, meaning we only need to solve for the groundstate wavefunction of the 
electrons around the static nuclei positions. This allows us to reduce equation 41 into the 
time-independent form of the Schrodinger equation with the form  
 𝐻𝑒𝑙𝜓(𝑟1, … , 𝑟𝑁) = 𝐸𝑒𝑙𝜓(𝑟1, … , 𝑟𝑁) (4) 
where 𝐻𝑒𝑙 is the new “clamped-nuclei” Hamiltonian operator, and 𝐸𝑒𝑙 is total energy 
eigenvalue of the many-body wavefunction, 𝜓, corresponding to just the electrons. 
Secondly, since the nuclei are now static, this new “clamped-nuclei” Hamiltonian operator, 
𝐻𝑒𝑙, takes the form of 
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 𝐻𝑒𝑙 = 𝑇𝑚 + 𝑉𝑚−𝑀𝑗 + 𝑉𝑚−𝑚 + 𝑉𝑒𝑥𝑡 (5) 
where the kinetic energy term of the nuclei has been removed, and the potential energy 
term corresponding to the nuclei-nuclei interaction has been replaced with a constant 𝑉𝑒𝑥𝑡 
term, that serves only to shift the energy eigenvalues by some amount corresponding the 
average potential field of the nuclei.  
 Now that the problem has been reduced to the time-independent case, and the 
Hamiltonian has been partially simplified, the remaining terms that need to be handled are 
those related to the many-body electron-electron interaction. This is where the main 
differences between most variants of electronic structure models come into play. Rather 
than jumping straight into DFT, however, it is helpful to first introduce another electronic 
structure model, Hartree-Fock (HF) Theory, which both preceded DFT and is still in use 
today, as it shares many of the same approximations and tricks employed in DFT. This will 
offer a unique perspective which will help to understand some of the more fundamental 
aspects of DFT, as well as highlighting DFT’s advantages and drawbacks, while also 
allowing for a more thorough introduction of the ultra-important exchange term of the 
exchange-correlation behaviors buried in the electron-electron interaction term.  
 In addition to the assumptions already mentioned, the most successful electronic 
structure theory models all share a single-particle approach to solving for the groundstate 
electronic wavefunction of the system. Hartree-Fock Theory explicitly uses this approach 
to solve for the groundstate wavefunction of the system. 
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2.3 Hartree-Fock Theory 
In Hartree-Fock (HF) theory the goal is to calculate the wave-function [1], 
distinguishing it from DFT methods, which as we will soon see in section 142.4, are set on 
finding the electron density instead. HF theory assumes that the exact many-body 
electronic wavefunction, 𝜓, can be approximated by a Slater determinant of single-particle 
spin-orbitals 
 




𝜒1(x1) 𝜒2(x1) … 𝜒𝑁(x1)
𝜒1(x2) 𝜒2(x2) … 𝜒𝑁(x2)
⋮ ⋮ ⋱ ⋮
𝜒1(x𝑁) 𝜒2(x𝑁) … 𝜒𝑁(x𝑁)
| (6) 
for a system of N electrons each with spin-orbital 𝜒𝑁 and position x𝑁.  
2.3.1 The Antisymmetry Principle 
In the original derivation of Hartree theory, which only just preceded HF theory, 
only a simple product of single body wave-functions was used to represent the 
wavefunction. This, however, meant that the many-body wavefunction was not 
antisymmetric with the respect to the exchange of any two electrons. This is a condition of 
the Pauli exclusion principle that requires a sign change of the wave-function accompany 
the interchange of two fermions, which was not possible with just a simple product 
wavefunction formulation. In HF theory, the antisymmetry principle is automatically 
obeyed through the use of the Slater determinant and the resulting energy change is termed 
the exchange energy. Additionally, the Slater determinant satisfies the other important 
conditions of the Pauli Exclusion principle in that every electron becomes indistinguishable 
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from one another while also causing the wavefunction to disappear to zero if two electrons 
are made to share the same position.  
An interesting consequence of describing the electrons through a Slater determinant 
(i.e., an antisymmetrized product) and another way to understand the exchange energy, is 
that we are treating the electrons as if they are able to move independently of one another, 
only feeling the coulomb repulsion from the average position of all electrons. Thus, the 
exchange energy refers to the reduction in coulomb energy of the system due to the spatial 
separation of like-spin electrons.  
2.3.2 Mean-Field Approximation 
By treating the electrons as essentially independent particles within a mean-field 
determined by all electrons in the systems HF theory is employing what is commonly 
referred to as a mean-field or single-particle approach to solving the Schrödinger equation. 






𝛻2 + 𝑉(𝑟) + 𝑉𝐻(𝑟)] 𝜒𝑗(x) = 𝐸𝑗𝜒𝑗(x) (7) 
where 𝑉(𝑟) is the potential due to the ions, and 𝑉𝐻(𝑟) is referred to as the Hartree potential, 
which describes the Coulomb repulsion between a single electron and the total electron 








where the electron density, 𝑛(𝑟), is found by 




The form of 𝑉𝐻(𝑟) should make it clear that the electronic wavefunction calculation 
in HF theory is uniquely dependent on a mean-field approximation of the average electron 
density.  
 With the single-particle approach defined, the procedure used to solve for the 
groundstate electronic wavefunction from this point is actually remarkably similar to the 
method employed by DFT models. In an 𝑁 electron system we must now find the 𝑁 lowest 
energy spin-orbitals corresponding to the single-electron functions 𝜒𝑗(x) for 𝑗 = 1 … 𝑁. 
The total many-body wavefunction is then found from these functions through the Slater 
determinant defined in equation (6). This task is relatively straightforward, however, in 
practice these equations must be solved on a computer, and so the spin-orbitals, which are 
continuous functions, must be numerically approximated in some way.  
2.3.3 Basis Sets 
 The numerical representation of spin-orbitals is done through the use of an 
appropriately chosen basis set. We can represent each spin-orbital wavefunction as a 
summation over several basis functions, Φ𝑖(x), as 
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where 𝛼𝑗𝑖 is an expansion coefficient and the summation is over the necessary number, 𝐾, 
of functions needed to accurately approximate the orbital. Thus, a higher number of basis 
functions per orbital will generally result in greater accuracy, but usually at the cost of 
computational efficiency. The choice of an appropriate basis function is also vital to 
achieving accuracy and reducing computational expense. The development of more 
accurate and more computationally efficient basis orbitals is an on-going area of research 
in both HF and DFT methods.  
2.3.4 A Self-Consistent Scheme 
Now that the many-body wavefunction has been rewritten in terms of numerically 
solvable single-particle spin-orbitals we can define the iterative approach necessary to 
solve for the groundstate wavefunction. A problem that arises with this, however, is that in 
order to solve for the individual spin-orbitals, we must first know the electron density, 
𝑛(𝑟), but in order to know the electron density, we must first know the total electronic 
wavefunction, which as the focus of the entire calculation we cannot possibly the exact 
form of at the start!  
Getting around this problem is not actually that difficult, however, as we just need 
to provide an “educated guess” to determine the initial electronic wavefunction for the 
system. In HF theory, this initial guess is made for the expansion coefficients, 𝛼𝑗𝑖, which 
allows for an initial determination of the spin-orbitals, 𝜒𝑗(x). From this the corresponding 
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total wavefunction can be found, along with the electron density, 𝑛(𝑟). Then through 
standard diagonalization methods a new 𝛼𝑗𝑖 coefficient matrix can be found.  
This process can be repeated iteratively until the change observed in subsequent 
coefficient matrices falls below some threshold value. At this point we have “minimized” 
the electronic groundstate wavefunction corresponding to our initial guess of the ionic 
positions. This wavefunction can then be used to calculate the forces on the nuclei, whose 
positions can then be “updated” accordingly. This ionic update represents an outer ionic 
iteration loop in relation to the inner electronic wavefunction loop. For every new set of 
atomic positions, a new wavefunction is iteratively calculated and the entire self-consistent 
iterative process is repeated until some final convergence criteria for the ionic 
minimalization loop has been reached.  
Now that an initial prescription for the calculation of electronic wavefunctions has 
been laid out, and the most relevant and important methods and approximations used in HF 
theory have been described, we can finally turn our attention to DFT. 
2.4 Density Functional Theory 
 As noted in the previous section, the main difference between Hartree-Fock theory 
and density functional theory is the quantity being calculated. In HF theory, the electronic 
wavefunction of the groundstate is directly calculated. In DFT, we instead seek to calculate 
the groundstate electron density, 𝑛(𝑟). The validity of this approach was first proven by 
Kohn and Hohenberg in the 1960s when they derived two fundamental theorems which 
together stand as the foundations of all DFT methods.  
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2.4.1 The Hohenberg-Kohn Theorems  
 The first of these theorems states that the total energy of the groundstate system is 
a unique functional of the electron density [2]. In other words, we can state the groundstate 
energy as  
 𝐸[𝑛(𝑟)] (11) 
where 𝑛(𝑟) is the same electron density from earlier and the brackets denote a functional 
form, or in other words, the energy is a function of the electron density function. This is 
where DFT gets its name. The implication of this first theorem is that the electron density 
uniquely determines all the important properties of the system, including the Hamiltonian, 
which in turn fully determines the wavefunction of each state in the system.  
So, in short, a functional of the electron density can be used to solve the Schrödinger 
equation, as opposed to the wavefunction, dramatically reducing the dimensionality of the 
problem from one containing 4𝑁 variables (𝑁 being the number of electrons each with 
three cartesian variables and one spin variable) to a problem consisting of just the four 
variables required to define the electron density at any location within the system.  
The second of these two theorems, equally as important as the first, introduces a 
variational principle, and states that the electron density which is able to minimize the 
energy functional corresponds the true electron density groundstate of the system that 
would be found through the exact solution to the Schrödinger equation [3]. This is hugely 
important as it provides a path for solving for the true groundstate wavefunction of an 𝑁 
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particle system, without having to actually solve the intractable 𝑁-body Schrödinger 
problem.  
2.4.2 The Kohn-Sham Equations 
 Before we can actually begin to solve for the groundstate of a system, we must first 
find a corresponding form of the Schrödinger equation which can be solved for using the 
electron density. This was the basis of the work of Kohn and Sham, in which they 
developed a method to solve for the electron density using a single electron mean-field 
approach, like that used in HF theory.  
In describing the method they developed, it is helpful to first write down the energy 
functional in terms of the many single-body wavefunctions, 𝜓𝑖, corresponding to the 
individual electrons of a system 
 𝐸[{𝜓𝑖}] = 𝐸𝑘𝑛𝑜𝑤𝑛[{𝜓𝑖}] + 𝐸𝑋𝐶[{𝜓𝑖}] (12) 
Here, the functional has been split into a linear combination of two functionals 
which correspond to the terms for which we know the true analytical form (𝐸𝑘𝑛𝑜𝑤𝑛[{𝜓𝑖}]) 
and those for which we do not know the true form (𝐸𝑋𝐶[{𝜓𝑖}]). The known terms include 
the kinetic energy of the electrons, the electron-nuclei Coulomb interaction, the electron-
electron Coulomb interaction, and the nuclei-nuclei Coulomb interactions. Written out in 
that order this looks like 
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𝑑3𝑟𝑑3𝑟′ + 𝐸𝑖𝑜𝑛 
(13) 
The unknown term in equation (12), 𝐸𝑋𝐶[{𝜓𝑖}], is known as the exchange-
correlation functional, and will be discussed further, in a following section.  
With this distinction between known and unknown components, the Kohn-Sham 





𝛻2 + 𝑉𝑒𝑓𝑓(𝑟)] 𝜓𝑖(𝑟) = 𝑖𝜓𝑖(𝑟) (14) 
where 𝑉𝑒𝑓𝑓(𝑟) is an effective potential and is written as  
 








where 𝑉𝑒𝑥𝑡 represents the energy of the electron interaction with the static ion potential 
field and the second term is the same as the Hartree potential found in section 2.3.2, and 
represents the Coulomb repulsion between the single electron, 𝑖, and the electron 
density, 𝑛(𝑟). Since 𝑛(𝑟) is defined by all electrons in the system, this Hartree potential 
actually includes a self-interaction error (SIE), in which the electron is essentially 
experiencing a spurious interaction with itself due to its own part in the average electron 
density. The density is not able to be found minus the contribution from a single electron 
and so the correction for the SIE must be included in the third term on the right in equation 
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(15), which is the functional derivative of the exchange-correlation energy, 𝐸𝑋𝐶, 
representing the unknown terms.  
This exchange-correlation functional is the only term in the Kohn-Sham equations 
that cannot be evaluated exactly as its true form is currently not known. Finding an exact 
solution or developing better and more accurate approximations for the exchange-
correlation functional stands as one of biggest areas of open research in modern DFT 
development efforts.  
Solving the Kohn-Sham equations involves a self-consistent procedure similar to 
the one employed in HF theory. The scheme for DFT involves the following steps: 
1. Provide a guess for the initial electron density 𝑛(𝑟) for a system of ions. 
2. Calculate the effective potential, 𝑉𝑒𝑓𝑓(𝑟), corresponding to the ionic positions 
and trial electron density.   
3. Solve the Kohn-Sham equations (eq. (13)) to find the single-electron 
wavefunctions, 𝜓𝑖(r), corresponding to each electron in the system. 
4. Use these single-electron wavefunctions to calculate a new electron density 
𝑛𝐾𝑆(𝑟) = 2 ∑ 𝜓𝑖
∗(𝑟)𝜓𝑖(𝑟)𝑖  via a mixing scheme utilizing the densities from 
previous steps [4,5]. 
5. Compare the new density, 𝑛𝐾𝑆(𝑟), with the old density used to find the single-
particle wavefunctions, and if the difference is below a specified threshold 
value then the calculation has converged. If not, then steps 2-4 should be 
repeated until convergence has been met.  
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Once the electron density has been found for a particular set of ionic positions, an 
outer ionic loop, similar to the one used in HF theory, can be used to update the system. 
Once the exact groundstate electron density has been found the total energy can be found 
using the Kohn-Sham energy functional (eq. (13)). 
2.4.3 Exchange Correlation Functional  
The real genius of Kohn and Sham’s work in developing DFT was to gather all of 
the terms for which we do not know the true form and to stuff them into a single term at 
the end of the energy functional. The resulting exchange-correlation energy, 𝐸𝑋𝐶[𝑛(𝑟)] is 
thus a collection of all of the parts of the many-body interaction which are not able to be 
accounted for in the mean-field approximation. This primarily consists of three things: (i) 
the exchange energy, coming from the antisymmetry of fermion wavefunctions, (ii) the 
correlation energy, related to the interacting part of the electron kinetic energy, and (iii) the 
SIE correction stemming the single-particle mean-field approximation. 
2.4.3.1 Correlation Energy 
The exchange energy and SIE correction have already been given some attention, 
and so now I will provide a brief description of the correlation energy. This effect is related 
to the spatial correlation of electrons around a nucleus. In the mean-field approximation, 
in which the wavefunction of a single electron is found according to the average position 
of all electrons (i.e., the average electron density), the exact positions of the “other” 
electrons are lost. In practice, this approximation introduces an error because electrons are 
affected by the position of other nearby electrons.  
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An easy way to envision this spatial correlation is to imagine two electrons around 
a single nucleus. These electrons repel each other, and so if one electron is on one side of 
the nucleus, the second electron is likely to be found on the other side. These electrons are 
spatially correlated, but our average density approximation will undoubtedly lose some of 
this spatial information.  
The correlation energy can usually be defined as the difference between the exact 
energy of the groundstate and the Hartree-Fock energy in a complete basis set (referred to 
as the Hartree-Fock limit) 
 𝐸𝑐𝑜𝑟𝑟 = 𝑒𝑥𝑎𝑐𝑡 − 𝐸𝐻𝐹
∞  (16) 
We can see from this that the HF approximation will always underestimate the 
energy contribution coming from repulsions between nearby electrons. As stated before, 
the extent of this underestimation and the true mathematical form of the correlation energy 
contribution to the energy functional is not known and is an active area electronic structure 
theory research.  
 We do not know the exact form of the exchange-correlation functional, so in order 
to solve the Kohn-Sham equations for a system, an approximation to the functional must 
be made. Luckily, however, we do know enough about the nature of the interactions buried 
in the functional to be able to develop some reasonable approximations that have so far 
been able to yield some fairly accurate results. One of the first of these approximations to 
find wide success was the linear density approximation (LDA). 
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2.4.3.2 Local Density Approximation 
 The LDA is a relatively simple approximation to the exchange-correlation 
functional [6,7]. In the LDA, it is assumed that the exchange-correlation energy per 
electron, 𝜖𝑥𝑐(𝑛(𝑟)) is equal to the exchange-correlation energy of a homogenous electron 
gas (HEG), 𝜖𝑥𝑐
𝐻𝐸𝐺(𝑛(𝑟)), which has been found through rigorous quantum Monte Carlo 
calculations [8,9]. This approximation is considered simple because in an HEG the electron 
density is considered constant at all points in space. This then makes the approximation 
one that depends only on the local value of 𝜖𝑥𝑐(𝑛(𝑟)), with the form 
 
𝐸𝑥𝑐
𝐿𝐷𝐴[𝑛(𝑟)] = ∫ 𝑛(𝑟)𝜖𝑥𝑐
𝐻𝐸𝐺(𝑛(𝑟))𝑑3𝑟 (17) 
 Because the LDA assumes a constant electron density, it is only truly valid for 
systems with slowly varying electron density. Despite this, however, the LDA has shown 
a surprising amount of success in describing both systems that fit this description and those 
that deviate from the constant electron density in the HEG.  However, the LDA does tend 
to slightly underpredict the groundstate energy while over predicting binding energies, 
resulting in too short of bond distances. While this is not always the case, today the LDA 
today is often outperformed by more modern and recently developed functionals. Such as 
the type described next. 
2.4.3.3 Generalized Gradient Approximation 
The next level of exchange-correlation approximation we will discuss is essentially 
an extension of the LDA and is probably the most widely employed and successful type of 
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functional used for modelling solid-state systems to this day. These are the generalized 
gradient approximations (GGA), in which the functional is not just dependent on the local 
electron density but also now on the gradient of the electron density [10,11].   
The gradient is incorporated into the functional through the inclusion of a new 
function in the functional as follows 
 
𝐸𝑥𝑐
𝐺𝐺𝐴[𝑛(𝑟)] = ∫ 𝑛(𝑟)𝜖𝑥𝑐
𝐻𝐸𝐺(𝑛(𝑟))𝐹𝑥𝑐(𝑛, |𝐶𝑛|)𝑑
3𝑟 (18) 
 This new function, 𝐹𝑥𝑐(𝑛, |𝛻𝑛|), is called the enhancement factor and as can be seen 
has a dependency on both the local density and the gradient of the local density. In solid-
state modeling there are several variants or “flavors” of GGA functionals that are often 
employed for different tasks, and the main differences between these GGA functionals 
usually come in analytical form of the enhancement factor. This is something that will be 
discussed briefly in CHAPTER 3. 
 Relative to the LDA, GGAs usually provide improved atomic and molecular 
energies and correct for the over binding of LDA, however, sometimes this becomes an 
overcorrection, resulting in a softening of bonds and lattice constants that are too large. 
2.4.4 Further Approximations 
We began this discussion by first reviewing the major assumptions that serve as the 
foundation of all electronic structure theory models and then we reviewed the 
approximations that define and make up the single-particle mean-field approaches that 
make the calculation of electronic wavefunctions possible. Lastly, the fundamental 
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theorems underlying DFT and the distinction between the known and unknown 
components of the Kohn-Sham energy functional were presented. To round-out our 
discussion of the theoretical methods employed in this thesis, we will now briefly go over 
the remaining approximations that are pertinent to the specific DFT methods employed this 
thesis. This will include brief discussions of the periodic boundaries necessary to model 
the repeating structures of solid-state systems, k-point sampling, the form of the basis sets 
used to represent the atomic orbitals in our problems, and the use of pseudopotentials in 
modelling an atom’s valence electrons.    
2.4.4.1 Periodic Boundaries and k-point Sampling 
 At a nanoscale level, in which only a handful of atoms are in focus, solid-state 
systems must necessarily be thought of as extending infinitely into each of the x, y and z 
directions. A single unit cell containing just a few atoms, representing the most basic 
repeatable structure of the lattice, is used to describe the crystal structure of these systems. 
The infinite structure is made up an infinite number of repetitions of this primitive unit cell 
in each of the principal directions.  As such, it is possible to completely define all of the 
relevant properties and quantities pertaining to any one crystal structure system by 
evaluating the electronic structure behavior within just one unit cell.  
 In most electronic structure models, including DFT and HF theory, this is done 
through the use of periodic boundary conditions (PBCs). In this instance, the simulation 
cell is treated as one unit cell, the inside of which is being modeled in the calculation, while 
the repeating structures outside the cell correspond to images of the single simulation cell.  
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 Even with PBCs, we must still find a way to avoid having to calculate the 
wavefunctions of an infinite number of electrons. In practice, this is done using Bloch’s 
theorem, which for a system of repeating structures allows one to write the energy 
eigenstates of the wavefunction as  
 𝛷𝑘(𝑟) =  𝑒
𝑖𝑘·𝑟𝑢𝑘(𝑟) (19) 
where 𝑢𝑘(𝑟) is a periodic function matching the repetition of the primitive unit cell. The 
wave-vector 𝑘 is the crystal momentum of the electron and is unique only within a 
reciprocal space translation given by the reciprocal space lattice vector such that, 𝑘 = 𝑘 +
𝑏𝑛, where 𝑏𝑛 is  a multiple of the reciprocal lattice vector in one dimension. Thus, k can be 
uniquely defined in each of the three principal directions of the unit cell [12].  
As the energy eigenstates are now described by k-space, the important information 
sought in a calculation (e.g., the energy, etc.) must now be found by integrating across the 
first Brillouin zone of reciprocal k-space. This means we have replaced the infinite sum 
over all electrons with an integral of the k-space corresponding to just one reciprocal lattice 
vector translation. Of course, this an analytical problem that we must now solve 
numerically using a computer, and so instead integrating over the entirety of k-space, we 
choose special k-points at unique locations where we can numerically evaluate and sum 





 In order to find solutions using the periodic Bloch function approach of equation 
(19), we must choose a suitable basis-set expansion for 𝑢𝑘(𝑟). In DFT, one of the most 
popular choices is to expand the periodic function in terms of plane-waves [13,14], like so 




where n is the total number of plane-waves used in the expansion and 𝑐𝑛,𝑘 is a coefficient 
matrix. When we put this back into equation (19), we get 




 In order to make this infinite summation possible to solve, we must truncate it 







in which the summation is truncated for the plane-waves whose wavevectors are greater 
than 𝑏𝑐𝑢𝑡. 
2.4.4.3 Pseudopotentials 
 Before we can finish this discussion of DFT and electronic structure theory 
modeling, we must discuss one more component of these models which is crucial in 
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allowing us to perform calculations large enough to tell us something interesting about the 
material system while keeping the cost of the computation to a minimum.  
 The component in question here is the use of pseudopotentials to approximate the 
inner core electrons of each nuclei. In this technique, both the nucleus and the inner most 
non-interacting electrons, which often play no part in bonding, are replaced with a smooth 
potential leaving only the valence electrons to be treated explicitly by the calculation. This 
approximation provides two rather significant benefits which greatly improve the 
computational cost and efficiency of the calculation: (i) the total number of electrons in the 
calculation is reduced, allowing for faster computational times, and (ii) the wavefunctions 
near the core, which can vary significantly and rapidly, instead become smooth, greatly 
reducing the complexity of the basis sets necessary to accurately model the orbitals. 
2.5 The VASP Implementation of DFT 
The implementation of the DFT methods in this thesis could be considered mostly 
standard for solid-state modelling and in metal and metal alloy investigation. There are 
several well-known and popular DFT codes available for modeling materials. For this 
thesis, the Vienna-Ab-initio Simulation Package, otherwise known as VASP, is used for 
all studies [15–18]. VASP is arguably the most eminent and widely used DFT code for 
modeling both solid-state and molecular systems. This is due to its high computational 
efficiency in modeling all types of material systems and for the wide range of unique DFT 
techniques it offers to users.  
VASP is built on the plane-wave pseudopotential methods, and so only the 
interacting valence electrons are included in each calculation. The interaction between the 
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ions and these valence electrons are described by the projector-augmented wave (PAW) 
method [19,20]. Near the ion core, quantum effects tend to cause the wavefunctions of 
these electrons to rapidly oscillate, meaning both the complexity and number of plane-
waves needed to model these interactions becomes great. The PAW method essentially 
generalizes this interaction and smooths the wavefunctions near the core (which is out of 
ion-ion interaction distance). VASP also employs a smearing method in order to determine 
the occupancies of energy bands near the fermi level. This is akin to a adding a small finite 
temperature to the system, which pushes the electron orbital occupancy into the lowest 
energy ground state. This is done solely as computational minimization technique to avoid 
large changes in the charge density from one iteration to the next (e.g., as a whole electron 
moves from orbital to another), which could disrupt the self-consistency cycle and prevent 
minimization.  
Each chapter in this thesis, employs these general and standard DFT methods within 
the VASP framework. As the exact implementation varies between studies, a separate 
“computational methods” section is provided in each chapter, which describes the all DFT 
techniques and parameters necessary for someone to repeat the calculations. 
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CHAPTER 3. POINT DEFECTS IN METALLIC THORIUM 
In the early days of nuclear energy, it was originally thought that the industry would 
shift towards a thorium-based fuel cycle after the completion of the Manhattan project. 
This never happened, however, as the relative abundance and already established 
accessibility of uranium fuel would make it far too convenient of a fuel source to move on 
from [21]. As a result, interest in Th fuel diminished over time. Recently, however, there 
has been something of a renewed interest in thorium fuel as it is being considered for use 
in several of the new generation-IV advanced reactors currently under development. This 
includes high-temperature molten salt reactor designs [22,23], and the liquid metal-cooled 
fast breeder reactor (LMFBR) designs [24]. Th is also being considered for use in other 
design such as fast breeder reactors (FBR) [25] and in the accelerator driven subcritical 
reactor (ADSR) [26] design being developed in Europe. Th-U, Th-Pu, and Th-U-Pu alloy 
fuels were also created and tested in the EBR-II breeder reactor at Argonne National 
Laboratory [27]. 
Thorium metal exhibits two primary phases under normal pressure conditions. The 
α phase of Th has a face-centered cubic structure (Fm3̅m space group, A1 Struckturbericht 
designation) with four atoms in its primitive unit cell. The α phase is the groundstate phase 
and is stable up to 1350 ± 10˚C [28], meaning it would likely be the dominant phase during 
most reactor operating conditions. The high temperature β-phase of Th has a body-centered 
cubic structure (Im3̅m space group, A2 Struckturbericht designation) with 2 atoms in its 
unit cell. Despite the high temperatures needed for its formation, understanding of the 
structure and behavior of β-Th is necessary because in rare off-normal situations it could 
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potentially form in reactor environments. In transient events, phase transformations in fuel 
materials, such as α→β could in the undesirable redistribution of fissionable atoms or in 
potentially disastrous phenomena such as fuel cladding cracking or rupture. When alloyed 
with small amounts of niobium or zirconium, both commonly used materials in the nuclear 
industry, the 𝛼 → 𝛽 transition temperature is lowered [29], meaning that the physical and 
structural properties of the β-Th phase need to be well understood during the design process 
of any new reactor.  
3.1.1 Point Defects 
The term “lattice defects” refers to the defects present the atomic lattice structure 
of a crystalline material. When the adjectival “point” is prefixed, (i.e., point defect) this 
means one is specifically referring to a crystal defect involving only one atom or lattice 
site. Most commonly, these are vacancies in the atomic lattice, in which an atom is missing 
from one lattice site, or interstitial atoms in the lattice, in which an extra atom has found 
its way into the atomic lattice and rests inside one of the interstitial regions between 
occupied lattice sites. Many important material properties, ranging from strength and 
ductility to electrical conductivity, are directly dependent on the type and concentrations 
of points defects present in its crystalline lattice.  
In a reactor core environment, the number of point defects present in both fuel and 
structural components is significantly elevated by the high levels of irradiation [30]. While 
the high temperatures in the core generally tend to promote defect annihilation at sinks 
(i.e., grain boundaries and other interfaces), the rate of annihilation and thus overall defect 
concentration will ultimately be dependent on things like sink density, defect stability and 
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the local lattice strains around a defect. Additionally, to annihilate at a sink a defect must 
first thermally migrate through the surrounding lattice. Since this process of formation, 
migration and annihilation is constantly occurring under irradiation, the defect balance can 
be thought of in terms of a defect flux that permeates through the structure [31]. High defect 
fluxes can induce undesirable changes in the physical dimensions of a material and in its 
mechanical properties. Therefore, when designing materials for use as fuels or structural 
components in a nuclear reactor core it is critical to understand the fundamental behavior 
of its point and lattice defects. 
There are currently several established methods for experimentally measuring 
properties of point defects in metals. Methods for determining point defect formation 
energies, for example, generally involve altering some kind of system parameter, like 
temperature, and then measuring the change in some property or variable that can be 
mathematically correlated to defect concentrations. Once the concentration of some type 
of defect is known at some temperature, the formation energy of the defect can be 
calculated [32]. Conversely, if the defect formation energy is known, the concentration at 
any temperature can be predicted.  
A few of the most popular and successful measurement methods include (i) positron 
annihilation spectroscopy (PAS) in which positrons become trapped in lattice vacancy sites 
and the measurement of gamma rays that form during the subsequent annihilation events 
can be used to estimate vacancy concentration [33,34]; (ii) the differential thermal 
expansion method in which the small changes in volume due to the ‘outward’ movement 
of atoms during vacancy formation can be precisely measured, separately from the thermal 
expansion of the lattice, and used to estimate vacancy and interstitial concentrations 
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[35,36]; (iii) electrical resistivity measurements in which the change in resistivity with 
temperature due to defects can be decoupled from the change due to lattice vibrations 
allowing for the calculation of defect concentrations [37]; and (iv) low energy electron 
microscopy in which bulk defect concentrations are estimated from defect annihilation 
rates visually able to be measured at step edge dislocations along the surface of a metal 
[38]. 
While all of the above-mentioned methods have successfully been used to measure 
defect formation energies they are not without their difficulties. The combination of the 
often ultra-precise measurements, high temperatures, and control over other contributing 
variables to properties like thermal expansion and resistivity mean these measurements 
often become intractably difficult for complex and sensitive systems. When considering 
the radiation effects inherent to many nuclear fuel materials it’s clear that accurately 
performing measurements of this nature should prove to be an extremely difficult task. 
Additionally, for some of these methods, like PAS, which may actually be benefited by a 
radiation environment, only the formation energy of a vacancy defect can be obtained and 
for other methods it can be difficult to separate contributions of individual defect types 
from the overall defect concentration.  
3.1.2 Ab-Initio Modelling of Point Defects 
Density functional theory offers an alternative method to study point defects. Ab-
Initio calculations of systems containing point defects have been successfully demonstrated 
and shown to produce accurate and reliable results [39,40]. While electronic structure 
calculations of actinides can be difficult due to complex electronic groundstate and self-
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interaction errors associated with the presence of itinerant 5f electrons [41], when proper 
care and attention is paid to the choice of exchange-correlation functionals, supercell 
structures, and the handling of strongly correlated systems and relativistic effects accurate 
DFT simulations of the early actinides are more than possible [42–48]  
Ab-Initio simulations involving Th are particularly less complex than those 
involving the other actinides as most of this complexity stems from the difficulties 
associated with modelling electrons in the 5f valence band, whereas Th does not possess 
any true 5f electrons. Th’s empty 5f valence initially led to the belief that it should behave 
more similarly to the tetravalent d transition metals of group IV (e.g., Ti, Zr and Hf) and 
prompted confusion over why Th would prefer a face-centered cubic (fcc) groundstate 
structure over the hcp structure exhibited by those other transition metals. It wasn’t until 
Rao et al. [49] modelled Th using a linear muffin-tin orbital (LMTO) technique that true 
understanding of the groundstate behavior and the role of the 5f band in Th began to form. 
They initially found that under high pressures the 5f band of thorium widens and becomes 
occupied by one electron driving a phase transition from the fcc to the bct structure. Shortly 
after, Johansson et al. [50] showed that it was the presence of itinerant (i.e., traveling from 
place to place) electrons in the 5f valence band, although small, that stabilized Th’s fcc 
groundstate structure and proved that its electronic behavior was, in fact, more similar to 
that of the early actinides (Pa-Pu) than the tetravalent transition metals. 
In addition to the two studies already mentioned, there have only been a handful of 
other ab-initio investigations into Th’s groundstate properties. Of these most have only 
cursorily examined the electronic behavior of Th as part of a larger focus on the properties 
of the entire light actinide series (Ac-Np and sometimes Pu) [41,46,51–55]. These studies 
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have almost exclusively focused on Th’s groundstate fcc and pressure induced bct 
allotropes, neglecting the bcc structure formed at high temperatures. Only Johansson et al. 
[50] has used DFT to model the bcc structure while studying phase stability under pressure.   
There have been only two theoretical studies to investigate point defects in thorium 
metal. Daroca et al. [56], using a norm-conserving Troullier–Martins pseudopotential [57], 
calculated the vacancy, di-vacancy, and tetrahedral interstitial formation energies in fcc 
thorium in addition to He, Xe, and Kr impurity defects. Before that, Nazarov et al. [58] 
using a standard projector augmented wave (PAW) pseudopotential DFT method, 
calculated the vacancy formation energy in twelve fcc metals, including Th, and compared 
the accuracy of four popular approximations of the exchange-correlation functional. It was 
found that the differences between the calculated formation energies for each functional 
could be attributed to the way each handled electron exchange and correlation across the 
internal surface formed by the vacancy. The authors then developed and applied a modified 
version of a correction scheme, previously developed by Mattsson et al., [59] to account 
for the discrepancies between functionals and were able to produce consistently accurate 
vacancy formation energies among all functionals for each of the twelve metals studied. 
The choice of exchange-correlation functional can significantly affect the accuracy 
of DFT defect calculations. The results of Nazarov et al. showed that it was not uncommon 
for different functionals to produce significantly different results for the same property. 
Lattice constants often differed by more than 0.1 Å and bulk moduli by more 20-30 GPa. 
Vacancy formation energies could differ by more than 0.2-0.4 eV, which could be as much 
as a 30-50% difference in some cases. The correction scheme was able to account for the 
differences, but it was developed specifically to handle the internal surface of a vacancy. 
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The internal surface that could be associated with an interstitial defect is invariably more 
complex and would show an increase in the electron density rather than a than the decrease 
seen with a vacancy.  
A functionals ability to properly handle exchange and correlation across the 
complex bonding surrounding an interstitial in addition to its ability to predict simpler 
properties like lattice constants and bulk moduli will directly affect the accuracy of any 
calculated formation energies. Therefore, when attempting to calculate these types of 
complex properties, particularly those for which very little experimental data exists, it is 
vital to test the performance of multiple functionals in the prediction of other known 
properties that would have a direct impact on the unknown property of interest. An 
exchange-correlation functional’s ability to consistently reproduce real properties should 
instill a high degree of confidence in the calculated properties of other related but 
experimentally unknown properties.  
3.1.3 Point Defect Formation Energies in Th Metal 
In this work, both the groundstate fcc and high-temperature bcc phases of Th are 
modelled using DFT. First, the basic atomic structures of each phase are modelled to 
calculate lattice constants, elastic constants, elastic moduli, and Debye temperatures. These 
properties are then benchmarked against existing experimental and computational data to 
assess performance of exchange-correlation functionals in modelling the Th system. 
Formation energies are then calculated for self-defects (i.e., point defects involving only 
Th) in the pure fcc and bcc Th phases and then for impurity defects (i.e., a U atom) in the 
groundstate fcc Th phase.  
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In order to evaluate exchange functional performance in modelling Th properties 
all calculations are performed using three different GGA (generalized gradient 
approximation) functionals: (i) the PBE-GGA developed by Perdew, Burke and Ernzerhof 
[11]; (ii) the RPBE-GGA (Revised PBE) developed by Hammer et al. [60]; and (iii) the 
AM05-GGA developed by Armiento and Mattsson [61]. The PBE, one of most commonly 
used functionals for modelling solid metallic systems, was used by both Daroca et al. [56] 
and Nazarov et al. [58], and while generally considered the most universal functional for 
modelling most properties of metals it does not always perform as well as some of the 
newer functionals. In this work we use the PBE to benchmark our calculations against those 
by Nazarov et al.. In addition to the PBE, the other functionals used this work, the RPBE 
and AM05, which were both originally developed to improve chemisorption energies in 
surface simulations, have shown success in modelling both basic system properties like 
lattice and elastic constants [62–64] while also producing accurate defect properties 
[59,61,65]. 
3.2 Computational Methods 
3.2.1 DFT Parameters 
All calculations are performed using the Vienna Ab initio Simulation Package 
(VASP), which utilizes a plane wave basis set together with the projector augmented wave 
(PAW) method to calculate the Kohn-Sham electronic groundstate of a many-body system 
[15–18]. A standard (scalar-relativistic) Th PAW potential with 6s26p65f06d27s2 valence 
electrons with a [Xe, 5d, 4f] core and a standard U PAW potential with 6s26p65f36d17s2 
valence electrons with a [Xe, 5d, 4f] core are used for the U impurity defect calculations 
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[19,20]. A plane wave basis cut-off energy of 500 eV was used for both Th and U atoms. 
The method of Methfessel-Paxton of the 1st order [66] is used to determine electron partial 
occupancies with a smearing width of 0.2 eV. As mentioned in the previous section, all 
three functionals, (the PBE, the RPBE, and the Am05) are used for all calculations. 
Additionally, calculations on the perfect unit cells showed that spin-polarization has a 
negligible effect on the total energy for both phases.  
3.2.2 Calculation of Structural and Elastic Properties 
Structural relaxations were first performed for the primitive fcc and bcc unit cells, 
employing periodic boundary conditions and allowing for the full relaxation of cell volume, 
cell shape, and atomic positions. Electronic and ionic convergence criterion of 1.0e-6 eV 
and 1.0e-5 eV, respectfully, were used regarding the total energy of the system. K-point 
grids of 14 x 14 x 14 and 21 x 21 x 21 were used to converge the total energy to below 1 
meV for the 4 atom fcc and 2 atom bcc primitive unit cells, respectively. 
Once structural relaxations were complete, and lattice constants were found for 
each phase, finite lattice distortions were applied to each relaxed unit cell allowing for the 
calculation of the elastic tensor and the elastic constants based on the stress-strain 
relationships[67]. The elastic tensor was found for both rigid ions and for internally relaxed 
ions, where the ionic contribution is determined by inverting the ionic Hessian matrix and 
multiplying with the internal strain tensor. The Voigt-Reuss-Hill approximation [68], in 
which the polycrystalline elastic moduli are found by taking the average of the bounds set 
by Voight [69] and Reuss [70], was used to calculate the bulk modulus (B), shear modulus 
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(G), Young’s modulus (E), Poisson’s ratio (σ), and Debye temperature (θD) [71] for cubic 
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Where ℎ, 𝑘𝐵 and 𝑉𝑎 are Planck’s constant, Boltzmann’s constant and the average 















Where 𝑣𝑡 and 𝑣𝑙 are the transverse and longitudinal sound velocities in an isotropic 
material and can be calculated using Navier’s equation using the density, 𝜌, with the shear 
















3.2.3 Calculation of Defect Formation Energies 
Single unit cells are, by themselves, not large enough to calculate defect formation 
energies. Instead large supercells, containing many multiples of these primitive unit cells 
in each direction are needed to prevent the defect from interacting with itself through the 
periodic boundaries at the edge of the simulation box. The procedure for calculating a 
defect formation energy using DFT involves finding the energy difference between the 
defect containing supercell and the energy of an equivalently sized supercell without the 
defect, (i.e., an ideal or perfect crystal structure of the same size). For the fcc structures, a 
3 x 3 x 3 supercell containing 108 atoms was used in the defect calculation. For the bcc 
structures, a 4 x 4 x 4 supercell containing 128 atoms was used. K-point grids of 6 x 6 x 6 
and 3 x 3 x 3 were used to model each of these fcc and bcc supercells, respectively. For 
pure Th, defect formation energies are calculated for both fcc and bcc phases. For Th-U, 
however, in which only one U atom is included (i.e., the defect), defects are only modeled 
in the more stable groundstate fcc phase.  
There are several types of point defects that can exist in a crystal lattice. The most 
common of these is the vacancy defect, in which an atom is missing from a lattice site, 
leaving a hole in the lattice. Interstitial defects are also fairly common and are readily 
produced in highly radioactive environments. There are several types of interstitial defects, 
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which are named according the polyhedral shape formed by the nearest neighbor shell of 
atoms around the defect, or by the specific structure formed by the defect. The interstitials 
modelled in this study are the octahedral, tetrahedral, <100> dumbbell, <110> dumbbell, 
and <111> dumbbell defects. The last defect modelled in this work is the substitutional 
defect. In this defect, an impurity or solute type atom takes the place of a host atom in an 
ordered lattice. Each of these defect structures are shown in Figure 3.1. Each of these 
defects was modelled in both Th phases, including both pure Th and Th-U supercells (Th-
U defects are only modelled in the fcc phase). Vacancy defects were only modelled for the 
pure Th phases, however, while the substitutional impurity type defect was only modelled 
for the Th-U supercell.  
 40 
 Vacancy Octahedral Tetrahedral 
fcc 
   
bcc 
   





   




Figure 3.1. Point defect structures in the fcc and bcc lattices. The white squares indicate a 
vacant lattice site, the large blue atom represents the defect atom site, and the small grey 
atoms represent normal host atoms. 
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In these calculations, only isolated defects are considered and the energy of an 









Where 𝐸(𝑛−1)𝑇ℎ is the total energy of an (𝑛 − 1) Th atom supercell containing one 
vacancy and 𝐸𝑛𝑇ℎ is the total energy of the ideal Th supercell containing 𝑛 lattice sites fully 
occupied by Th atoms. Using the same relationship between total energies, the formation 








Where 𝐸(𝑛+1)𝑇ℎ is the total energy of a supercell containing one Th interstitial. To 
calculate formation energies of U defects in the Th supercell an additional term accounting 
for the total energy of single U atom in its groundstate orthorhombic α phase, 𝐸𝑈, is 







𝐸𝑇ℎ − 𝐸𝑈 (33) 
Where 𝐸(𝑛−1)𝑇ℎ+𝑈 is the total energy of an (𝑛 − 1) Th supercell containing one 
substitutional U atom occupying the regular lattice site of a Th atom. Lastly, the U 




= 𝐸𝑛𝑇ℎ+𝑈 − 𝐸𝑛𝑇ℎ − 𝐸𝑈 (34) 
Where 𝐸𝑛𝑇ℎ+𝑈 is the energy of the 𝑛 Th atom supercell containing one U atom in 
an interstitial position. 
As an additional note, since the high temperature bcc phase is mechanically 
unstable at the DFT simulation temperature of 0 K, it is not possible to perform a full-
relaxation of all atoms in defect containing supercells. Therefore, to model defects in the 
bcc supercells, a nearest-neighbor (NN) relaxation scheme is employed, in which 
geometric relaxation is allowed only for a shell of atoms around the defect site containing 
all of the first, second and sometimes third nearest neighbors, depending on the specific 
defect. All other atoms in the supercell are constrained to their initially defect-free relaxed 
positions, while every atom is allowed to participate in the electronic relaxation.  
3.3 Results and Discussion 
3.3.1 FCC Structural and Elastic Properties 
The calculated lattice constants and elastic properties for the fcc α-Th phase are 
presented and compared with experimental values and with previous calculated values in 
Table 3.1. The experimental lattice constant of the α-Th phase was found by Chiotti [73] 
using X-ray diffraction at room temperature. The calculated lattice constants presented here 
were found at 0 K, and so a small correction can be added to each constant to account for 
thermal expansion at room temperature. Based on expansion coefficients supplied by 
Gschneidner et al. [74], this correction amounts an ~0.015 Å addition at room temperature 
(This addition is not included in the reported table values). Even with this room-
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temperature correction, every functional except the RPBE under-predicted the 
experimental lattice constant. The PBE functional produced the most accurate lattice 
constant of the three functionals used in this work, even outperforming the full-potential 
linear muffin-tin orbital (FP-LMTO) model employed by Soderlind et al.[41,51]. 
Table 3.1. Fcc lattice constants (a0), elastic constants (𝒄𝒊𝒋), and elastic moduli (B, G, C, 
C’Zen, E) and the Poisson’s ratio (𝝈), calculated using the PBE, RPBE, and AM05 
functionals. Previous PBE values and FPLMTO values from a full-electron method are 
also listed.  
FCC Structural and Elastic Data 
















Expt. 5.089[1] 78.0 [2] 45.9 [2] 51.3 [2] 58.0 [2] 40.6 [3]  14.9 [3] 103.1 [3]  0.268 [3]  
PBE 5.053 83.5 41.7 54.6 55.6 37.2 20.9 91.2 0.227 
 5.03[4] 
5.045[5] 
84.0 [4]   39.8 [4]  57.6 [4]  54.5 [4]  39.2 [4]  22.1 [4]  94.9 [4]  0.210 [4] 
 5.044[6]         
RPBE 5.091 81.2 36.4 54.0 51.3 37.9 22.4 91.3 0.204 
AM05 4.955 89.5 43.3 65.6 58.7 43.2 23.1 104.1 0.205 
FP-LMTO 4.91 [6] 53.3 [7] 35.3 [7] 45.9 [7] 42.1 [7] 24.3 [7]  10.0 [7] 60.9 [7] 0.254 [7] 
  [1] Chiotti [73]  
  [2] Armstrong et al. [75] 
  [3] Frye [76] 
  [4] Bouchet et al. [54]  
  [5] Daroca et al. [56] 
  [6] Nazarov et al. [58] 
  [7] Soderlind;et al. [41,51]  
  
The three independent elastic constants for a cubic crystal, 𝑐11, 𝑐12, and 𝑐44, are 
also reported in Table 3.1 along with experimental elastic constants found by Armstrong 
et al. [75] and experimental elastic moduli found by Frye et al. [76]. The experimental 
elastic constants were measured at 300 K for a pure Th sample using resonance and pulse-
echo techniques. In this method, the elapsed time is measured between applied high-
frequency pulses and their associated echoes. The elapsed times yield sound wave 
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propagation velocities which in turn yield elastic constant properties. The author used their 
measured constants to calculate Voight and Ruess moduli which were found to be in 
relatively good agreement with experimentally measured moduli. The experimental moduli 
were similarly measured at room temperature and were found through tensile and 
compression tests. The measured stress and strain curves directly yielded Young’s modulus 
of elasticity and Poisson’s ratio, which together allowed for the calculation of the Shear 
modulus.  
The PBE and RPBE produce roughly similar values that were close to the 
experimental values, while AM05 over-predicted the experimental constants and the FP-
LMTO underpredicted. The PBE showed the lowest average deviation from experimental 
constant (5.1 GPa), with the RPBE very close behind (5.8 GPa), and the AM05 (10.2 GPa) 
and FP-LMTO (14.3 GPa) coming in fairly far behind. Somewhat interestingly, however, 
it’s the elastic constants of AM05 functional that actually produced the most accurate 
elastic moduli, (i.e., bulk (𝐵), shear (𝐺,  𝐶′𝑍𝑒𝑛), and Young’s (𝐸) Moduli). The FP-LMTO 
method, on the other hand, produced the most accurate Poisson’s ratio. 
Calculated Debye temperatures and the related speeds of sound (e.g., longitudinal, 
transverse, and average) are reported for the α-Th phase in Table 3.2. The all-electron FP-
LMTO method was more accurate then each of the pseudopotential DFT methods in 
predicting the Debye temperature. Each of the functionals performed fairly similarly to one 
another, over-predicting this temperature by approximately the same amount. To find the 
0 K experimental value, Anderson et al.[72], used inelastic neutron scattering to probe the 
phonon spectrum of thorium, and extrapolated the 0 K Debye temperature from room 
temperature data using the experimental elastic constants of Armstrong et al. [75]. The 
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density is also reported here for completeness; however, the density is just an extrapolation 
of the calculated lattice constant and so the behavior is identical. 
Table 3.2. Calculated density (𝝆), longitudinal sound speed, transverse sound speed, 
average sound speed (𝒗𝒎 ), and Debye temperature (𝜽𝑫) for the fcc α-Th phase. Reported 
values correspond to those using the PBE, RPBE, and AM05 functionals, in addition to 
PBE and FP-LMTO values from literature.  
Functional 𝝆 (𝒈 𝒄𝒎−𝟑) 𝒗𝒍 (𝒎 𝒔
−𝟏) 𝒗𝒕 (𝒎 𝒔
−𝟏) 𝒗𝒎 (𝒎 𝒔
−𝟏) 𝜽𝑫 (𝑲) 
PBE  11.95 2967.41 1763.75 1952.90 182.65 
 12.11 [1] 2970.22 [1] 1799.88 [1] 1989.15 [1] 186.90 [1] 
RPBE 11.68 2953.30 1801.58 1989.70 184.71 
AM05 12.67 3029.71 1846.46 2039.46 194.53 
FP-LMTO  13.02 [2] 2378.32 [2] 1365.08 [2] 1516.26 [2] 145.95 [2] 
Expt. 11.787 [3]    158 [3] 
[1] Bouchet et al. [55] 
[2] Soderlind; et al. [77]  
[3] Anderson et al.[72]  
 
3.3.2 BCC Structural and Elastic Properties 
Lattice constants of the bcc β-Th phase are reported in Table 3.3. The experimental 
β-Th lattice constant was also found through X-ray diffraction by Chiotti [73]. The 
measurements were taken at 1450 ºC using a specialized XRD apparatus, in which the Th 
specimen was heated by heat radiating from a nearby tantalum filament. Temperature 
measurement and control was maintained using an optical pyrometer.  
We can see a similar trend in the functional performance here with the PBE coming 
closest to the experimental value and the AM05 somewhat severely (relatively) under-
predicting the lattice constant. The β-Th phase is a high-temperature phase, however, and 
so thermal expansion is expected to be significant in the reported experimental value, 
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which was found at 1450 ˚C [29]. Unfortunately, accurate thermal expansion coefficients 
were not available for this phase so an expansion corrected lattice constant cannot be found.  
Table 3.3. Bcc lattice constants (a0), elastic constants (𝒄𝒊𝒋), and elastic moduli (B, G, C, 
C’Zen, E) and the Poisson’s ratio (𝝈), calculated using the PBE, RPBE, and AM05 
functionals.  
BCC Structural and Elastic Data 
Functional a0 (Å) 𝒄𝟏𝟏 𝒄𝟏𝟐 𝒄𝟒𝟒 𝑩 𝑮 𝑪′𝒁𝒆𝒏 𝑬 𝝈 
Expt. 4.11 [1]         
PBE 4.019 34.88 71.22 38.62 59.1 -61.2 -18.2 -280.2 1.29 
RPBE 4.049 32.7 66.2 36.6 55.0 -51.0 -16.8 -223.5 1.18 
AM05 3.952 36.6 76.5 45.2 59.1 -55.61 -20.0 -236.08 1.12 
  [1] Chiotti [73] 
 
Evaluating the β-Th phase elastic constants is a bit more challenging in relation to 
those of the α-Th phase. For one, no experimental data on the bcc Th elastic constants 
exists, so there is no direct way gauge the accuracy of the three elastic constants. We can 
use the physical meaning of the elastic moduli, however, and the Born stability criteria of 
a cubic crystal [78] to understand what the calculated results suggest about the bcc phase. 
For instance, the negative values obtained for the shear and Young’s moduli suggest 
mechanical instability in this phase at 0 K. This is furthered by the fact that only two of the 
Born criteria (1)  𝑐11 + 2𝑐12 > 0 and (2)  𝑐44 > 0 are satisfied, while the third (3) 𝑐11 −
𝑐12 > 0 is not. One can also calculate the extreme shear moduli 𝐶
′ identified by Zener [79] 
as (𝑐11 − 𝑐22)/2, finding in this case a negative value for both PBE and RPBE constants 
suggesting an instability towards a tetragonal distortion of the lattice.  
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The large difference between the two shear constants 𝐶′ and 𝐶′′ (ie. 𝑐44) suggests 
a large degree of anisotropy within the crystal (at 0 K) in relation to the directionality of 
shear distortions. 
3.3.3 Defect Formation Energies 
3.3.3.1 Pure Th Defects 
Calculated defect formation energies for both the pure fcc α- and bcc β-Th phases 
reported in Table 3.4. These energies are also shown in Figure 3.2. The vacancy formation 
energies in the fcc phase found by each exchange-correlation (XC)-functionals are nearly 
identical and matched well with other theoretical works. Amazingly, each functional 
produced the same trends regarding the energies of the relative defect types, with the only 
real differences being in the overall absolute energy of the defects. For both phases the 
AM05 defects had the highest energies, followed by the PBE and then the RPBE. 
Interestingly this inversely matched the size of the lattice constant predicted by each 
functional and so may be related. 
Only one experimental defect formation energy was available from literature; the 
fcc vacancy formation energy, which was found by Kim et al. using the PAS method [80]. 
Unfortunately, there is a large deviation between the theoretical values of each functional 
and this experimental value. Daroca et al. [56] previously postulated, however, that this 
discrepancy is more likely to be due to the assumptions used by Kim et al. for fitting 
coefficients within the standard trapping model.  
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The calculated β-Th vacancy formation energy does not have an experimental value 
to compare to but is lower than the α-phase formation energy, which agrees with the 
prediction by Kim et al. that the vacancy formation energy in the bcc phase would be lower 
than in the fcc phase. The prediction was based on a similar trend observed in other metals 
exhibiting both fcc and bcc phases, such as in Fe alloys [81] and CuZn alloys [82] and on 
the fact that in vacancy formation, only four bonds are broken in the bcc structure relative 
to six in the fcc structure. 
Table 3.4. Defect Formation Energies in fcc α- and bcc β-Th lattices. Listed values 
correspond to those calculated in this work using each functional and those from literature 















Expt. 1.28 ± 0.23 [1]      
PBE 2.191 4.627 5.237 4.878 unstable unstable 
 2.10 [2]  5.452    
 
2.22 [3] (2.41 [3]*) 
     
RPBE 2.1101 4.5021 5.0671 4.7121 unstable unstable 
AM05 2.358 4.868 5.550 5.139 unstable unstable 
BCC 
PBE 1.382 4.068 4.278 3.950 3.216 4.112 
RPBE 1.232 3.849 3.983 3.781 3.140 3.951 
AM05 1.575 4.178 4.347 4.030 3.252 unstable 
[1] Kim et al. [80] 
[2] Daroca;et al. [56]  
[3] Nazarov et al. [58]  




Figure 3.2. Defect Formation Energies in fcc α-Th (solid lines) and bcc β-Th (dashed lines) 
lattices. PBE values are shown in blue, RPBE values are shown in red, and AM05 values 
are shown in green. 
 
There are no experimental interstitial formation energies for Th with which to 
compare with, but we can draw comparisons with trends observed in other fcc and bcc 
metals can be made. Figure 3.3 shows the self-interstitial formation energies calculated in 
this work plotted alongside self-interstitial formation energies found for other fcc metals 
by several other authors who employed various theoretical methods. The energies shown 




































see that the that defect energies calculated in this work match the overall trend exhibited 
by fcc defect formation energies. In all cases, the vacancy formation energy is by the far 
the lowest in energy, and easiest for the lattice to accommodate, whereas the tetrahedral 
defect, being the most tightly bonded between its neighbors is the highest in energy. We 
can also see that the <110> and <111> defects, which were found to unstable in these 
simulations, are not unstable for all fcc materials. 
 
 
Figure 3.3. Aggregation of pure fcc metal defect formation energies. The lines correspond 
to the energies calculated for pure fcc α-Th in this work. Open circles denote values found 
in literature for various other pure fcc metals. All values were theoretically calculated. 
References: [1] Bandyopadhyay et al.[83]; [2] Klaver et al. [84]; [3] Lam et al. [85]; [4] Ingle 


































FCC: Vacancy and Self-Interstitial Formation Energies 















Perhaps the most important observation, in terms of this present study, is the 
relative consistency exhibited by the functionals. Figure 3.3 shows us that the differences 
between each functional are very minor in relation to the overall spread of the defect 
formation energies. Really, the only noticeable difference is in the vacancy defect energy, 
for which the AM05 predicted a slightly higher energy than the PBE and RPBE. This 
difference is likely born out of the difference in the form of the functionals themselves and 
how surfaces (i.e., low electron density regions) are treated by each. This will be discussed 
further in the section 3.3.4.  
 A similar comparison of bcc metal defect formation energies is shown in Figure 
3.4. Defect formation energies for bcc metals are much more abundant in the literature, 
thus there are far more previously calculated values shown than for the fcc system. In 
Figure 3.4, these energies are now normalized to the <100> dumbbell defect, which was 
set to 1 eV. (The choice of which defect to normalize to in each system was made according 
to whichever defect was most consistently prevalent or available in each of the studies). In 
the bcc system we can see some similar trends to the fcc system, however, there is now 
more variability in the relative defect energies. The bcc structure is more loosely packed 
than the fcc structure, and so there is likely more ability for the lattice to accommodate an 
interstitial, hence the lower overall energies compared to fcc, but also the greater variability 
in each defect, like the tetrahedral defect, which was no longer the highest in energy on 
average. In the bcc structure, the tetrahedral defect is still generally more tightly packed 
than other defects, but not nearly as tightly packed as in the fcc structure.  
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 Most importantly, however, we can see that the relative functional performance is 
fairly consistent. There is some slight deviation in the AM05 energies for the octahedral 
and tetrahedral defects, but it is not much. We also still see the slightly different values 
obtained between the AM05 and the other two functionals.  
 
Figure 3.4. Aggregation of calculated pure bcc metal defect formation energies. The lines 
correspond to the energies calculated for pure bcc β-Th in this work. Open circles denote 
values found in literature for various other pure fcc metals. All values were theoretically 
calculated. References: [1] Han et al. [87], [2] Nguyen-Manh et al. [88], [3] Chu Chun et al. 


































BCC: Vacancy and Self-Interstitial Formation Energies 






















3.3.3.2 U Impurity Defects 
U impurity defect formations energies in the fcc Th lattice are reported in Table 3.5 
and shown in Figure 3.5. These U formation energies show a similar trend compared to 
the other Th-self defects, with the low strain inducing substitutional defect (replacing the 
vacancy defect) exhibiting the lowest energy and the very tightly bound tetrahedral defect 
requiring the highest energy to form. Interestingly, we also see a reversal in the overall 
magnitude ordering corresponding to the three functionals. The AM05 functional now 
produces the lowest energy, while the PBE functional produces the highest. This change is 
not immediately explainable, however, but it likely stems from each functionals ability to 
handle the complex bonding involving the newly added 5f electrons of the U atom. 
Additionally, the fact that the substitutional defect energies produced by each functional 
are very similar to another and do not show the same separation observed in the vacancy 
energies, further supports the notion that vacancy energy differences coming from each 
functionals performance across surface boundary regions.   











PBE 1.440 3.561 5.160 3.390 
RPBE 1.478 3.631 5.364 3.440 
AM05 1.378 3.473 4.959 3.291 
 
Again, there are no experimental formation energies in literature to compare with 
and unfortunately in this case, comparisons with other inclusion defects in fcc metals are 
made more difficult, relative to the self-interstitial defects, by the large variation of possible 
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atom sizes and defect position configurations in alloys. Daroca et al.[56], however, did 
calculate formation energies for He, Xe and Kr substitutional and tetrahedral defects in α-
Th and found that as the size of the impurity atom increased (closer to the size of the Th 
atoms) the overall formation energies of the defects also increased. A similar aggregation 
of theoretically calculated defect formation energy data as the ones made in the previous 
section, but now for fcc impurity defects, is presented in Figure 3.6. From this we can see 
that the uranium defects follow a similar trend as the Th-self defects, with one exception 
being that the energy of the U octahedral defect in Th appears to sit at the low end of the 
range of the of octahedral defect energies. 
 
Figure 3.5. U impurity defect formation energies in fcc α-Th lattice. PBE values are shown 
































Figure 3.6. Aggregation of impurity defect formation energies in fcc metals. The lines 
correspond to the energies calculated for U defect containing fcc α-Th in this work. Open 
circles denote values found in literature for various other pure fcc metals. All values were 
theoretical calculated. References: [1] Connetable et al. [91]; [2] Zu et al. [92]; [3] Zhu et al. 




























FCC Inlcusion Formation Energies
Separated by:   solute<solvent   and  solute > solvent
NORMALIZED to Tetrahedral Defect
0.65  (H/Al) [1]
0.70  (He/Ni) [2]
0.70  (H/Ag) [6]
0.72  (H/Au) [6]
0.77  (Ne/Ni) [1]
0.78  (Hg/Ni) [1]
0.81  (He/Ag) [3]
0.81  (He /Ag) [2]
0.84  (He /Au) [4]
0.88  (Cl/Ni) [1]
0.92  (C/Al) [5]
0.94  (Ar/Ni) [1]
0.96  (U/Th) PBE
0.96  (U/Th) RPBE
0.96  (U/Th) AM05
0.98  (B/Al) [5]
0.99  (I/Ni) [1]
1.00  (He/Cu) [2]
1.00  (He/Pd) [2]
1.01  (Kr/Ni) [1]
1.08  (Xe/Ni) [1]
1.14  (Na/Ni) [1]
1.28  (Sr/Ni) [1]
1.35  (Ba/Ni) [1]
1.40  (K/Ni) [1]
1.45  (Rb/Ni) [1]
1.50  (Cs/Ni) [1]
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3.3.4 Functional Performance 
While each of three functionals performed fairly well overall in the calculations in 
this work, it’s difficult to gauge their true accuracy in the modeling of point defects because 
of the lack of experimental data. In place of this, several known structural and elastic 
properties which might have an influence on or be related to a lattice’s ability to 
accommodate strain and tension around a defect were modelled first. In general, the PBE 
was most accurate among the three in modelling these basic properties, like the lattice 
constants and elastic constants. The RPBE was always right behind the PBE, however, 
while the AM05 showed a more varied range of accuracy, occasionally coming out on top 
(e.g., some elastic moduli). The biggest observation that can be taken away from the defect 
calculations was the overall consistency shared between each functional. The defect 
energies found through each functional were offset by a small energy, but this appeared 
proportional to and likely related to the lattice constant spacing found by each functional. 
The only real consistent difference, which was itself still only minor, was in the AM05 
prediction of the vacancy formation energies. This difference likely came from the 
differences in the form of each functional.  
The PBE and RPBE functionals are actually very similar to one another, hence the 
reason for their similar performance. In fact, the RPBE is really just a “corrected” or 
“revised” version of the PBE, in the which the only difference between the two is the form 
of one term buried in the exchange side of the functional. This specific term is called the 
exchange enhancement factor, 𝐹𝑥(𝑠), and is a function of the reduced gradient density, 𝑠. 
In the original derivation of the PBE, this enhancement factor has the form  
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 𝐹𝑥𝑃𝐵𝐸(𝑠) = 1 + 𝜅 −
𝜅
(1 + 𝜇𝑠2 𝜅⁄ )
 (35) 
Where 𝜅 is a constant and is equal to 0.804 and the reduced gradient density, 𝑠, is 






This form has proven to be quite acceptable for the PBE, which itself has seen large 
success, producing countless accurate descriptions of materials and becoming one of the 
most widely used functionals in all of DFT since its development in the mid-90s. One area 
where the PBE has sometimes lacked, however, is in regions where a high electron density 
changes to a low electron density, like at a surface termination, or across the internal 
surface formed by a vacancy defect. In a letter, Zhang et al. showed however, that much of 
this deficiency could be improved by changing the value of the 𝜅 from 0.804 to 1.245 [97]. 
They subsequently released a new functional named the revPBE, which was able to 
produce improved atomic total energies and molecular atomization energies in surface 
systems. 
This change, however, caused the revPBE to locally violate something called the 
Lieb-Oxford bound, which provides a lower bound for the indirect part of the many-body 
Coulomb repulsion in an electronic system. In response to this violation, Hammer et al. 
[60] developed and published the RPBE functional, where instead of just changing the 
value of 𝜅 (which in doing so meant that revPBE was no longer truly ab-initio) changed 
the form of the entire function itself to better mimic the revPBE in lower electron density 
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regions while still locally respecting the Lieb-Oxford bound. The form of this new 
exchange enhancement factor in the RPBE is  
 
𝐹𝑥𝑅𝑃𝐵𝐸(𝑠) = 1 + 𝜅 (1 − 𝑒
−
𝜇𝑠2
𝜅 ) (37) 
We can directly show how each of these functions perform in regions of low 
electron density by plotting them for a hypothetical one-dimensional system populated an 
arbitrary electron density, loosing resembling the repeating atomic lattice. This is shown 
in Figure 3.7. As can be seen, the behavior of the two functionals most significantly deviate 
in the low electron density regions. 
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Figure 3.7. Variation in the exchange enhancement factors of the PBE and RPBE 
functionals. This shows a plot according to an arbitrary electron density (thick black line) 
which loosely resembles the repeating atoms in a lattice. The light purple line shows the 
reduced density gradient, which is proportional to the electron density according to 
equation (36). The exchange enhancement factors are plotted as a function of this reduced 
density gradient. The PBE is shown in blue, and the RPBE is shown in red.  
 
 As we have now shown that the main difference in PBE and RPBE behavior occurs 
in low electron regions, one might have thought there would be greater separation between 
the vacancy defect formation energies, which are the only places in any of the simulations 
in this work where electron density significantly decreases. Instead, however, we see more 
of a difference in the combined behavior the PBE and RPBE with the fundamentally 































 The derivation of the AM05 functional is fairly complex, and so only a brief 
description of the relevant pieces will be discussed. Where the PBE and RPBE are built 
upon the local description of the electron exchange and correlation in the homogenous 
electron gas (HEG), the AM05 determines exchange and correlation through an 
interpolation of the HEG behavior and a known jellium surface behavior. In this way, the 
AM05 can be thought of sub-system functional incorporating the effects of two distinct 
functionals, with the electron gas largely driving the bulk region behavior and the jellium 
surface contributing in near surface and low electron density regions. The AM05 is thus 
not dependent on the gradient of the electron density gradient, and so is not a true 
GGA functional. However, in the hierarchy of DFT functionals it is most directly related 
to the GGA tier for most intents and purposes.  
 The AM05 functional was developed specifically to improve upon the PBE 
treatment of surfaces while maintaining its treatment of the bulk region, so it makes sense 
that the only real difference we see in the formation energies in this work are for the internal 
surface containing vacancy defects. It’s difficult to gauge the accuracy of the two 
functional variants, however, as the only experimental value is itself somewhat 
questionable. Because of the separate derivation of each functional type, it’s also difficult 
to extrapolate the various success (or failure) of each in predicting bulk structural properties 
to the vacancy defect surface. We can, however, somewhat extrapolate the basic bulk 
behavior in order to gauge the interstitial defect accuracy. Doing so suggests that we should 
have the highest confidence in the PBE functional defect energies, as the PBE performed 




Point defect formation energies were modelled for fcc and bcc Th crystal lattices. 
In the fcc lattice, both Th-self defects and single uranium impurity defects were modelled. 
In the high temperature bcc β-Th lattice, only Th self-defects were modelled. A focus was 
placed on the relative performance of the PBE, RPBE, and AM05 functionals in predicting 
defect properties. Experimental defect formation energies in the Th system are scarce, 
however, so the primary evaluation of functional performance was centered on the 
functionals ability to reproduce common and well known bulk structural properties, such 
as lattice and elastic constants. In this, the PBE functional outperformed the other 
functionals for most properties with the RPBE close behind and the AM05 third.  
 The only real difference observed between the functionals in determining defect 
formation energies, other than the magnitude shifts in the general energy profile, was in 
the prediction of the vacancy defect. This was understandable as the main difference 
between each functional was in its treatment of surface regions, such the internal surface 
of a vacancy. Overall, we can separate the evaluation of functionals by the type of defect 
(i.e., vacancy or interstitial). For the vacancy type, the lack of reliable experimental values 
leaves the functional evaluation inconclusive, but for the interstitial type of defect, which 
can be more closely connected to the bulk structural and elastic properties we should have 
the highest confidence on the PBE functional, out the three modelled. This work is 
presented in the hope that it might inspire future experimental investigations into the defect 
formations might be undertaken, from which accurate experimental defect formation 
energies could be obtained. 
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CHAPTER 4. OSCILLATORY SEGREGATION BEHAVIOR IN 
NICKEL-CHROME SURFACES  
Surface segregation is the phenomenon in which the top layers of an alloy’s surface 
or interface exhibit an atomic composition different from the rest of the alloy [98]. 
Understandably, this phenomenon bears great significance in surface chemistry as it can 
directly influence the chemical reactions that drive important processes like catalysis, 
oxidation, and corrosion [99–102]. There are several factors that have been found to 
influence an alloy’s segregation behavior, principal among these are differences in the pure 
metal surface energies of the alloy’s component species and elastic strain release associated 
with atomic size mismatches between the component species [103–108]. The segregation 
behavior is ultimately governed by the combination of these properties, as well as other 
phenomenological and microscopic properties of the alloy such as heat of solution effects, 
which lower the Gibbs energy of the surface the most.  
Because of the unique structural and electronic characteristics of a free surface, 
these driving forces can lead to a different segregation behavior in each of the top atomic 
surface layers. A commonly observed behavior in several transition metal alloy systems is 
a non-monotonic compositional variance with the distance to the free surface [109–114]. 
In a bimetallic alloy, this variance, often referred to as oscillatory segregation, can occur 
as an increase in the composition of an alloy component (relative to the bulk) in a single or 
several buried surface layers accompanied by a decrease in the composition of that same 
component species in the top layer. In terms of segregation energy, which is a measure of 
the change in the internal energy of system associated with moving a solute atom from a 
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bulk position to any of the top surface layers, this oscillation appears as a change in the 
sign of the energy as the atom moves from any one layer to the next. Examples of this 
oscillatory type behavior are shown in Figure 4.1, which depicts the calculated segregation 
energies found by Yu et al. [115] for several 3d, 4d, and 5d transition metals in a Ni(111) 
surface using density functional theory (DFT). 
 
Figure 4.1. Oscillatory segregation energies calculated with DFT by Yu et al. (2016) [116] 
for transition metal (TM) segregation in a Ni(111) surface. Colors represent the relative 
atomic size ratio (van der Waals radii) of the segregating transition atom and the host Ni 
atom (Blue = +0-3% of the van der Waals radius, Red = +3-6% and Green = +6-10%). 
Solid symbols depict 3d transition metals, line type symbols depict 4d transition metals, 
and hollow symbols depict 5d transition metals, as indicated in the legend.  
 
The energies fall into the negative when the solute atom is in the second layer, 
suggesting preferential segregation of the solute species to that layer, but then the sign of 
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the energy changes and becomes positive as the solute atom is moved to the top layer. The 
exact cause for this behavior has been up for some debate. While it’s generally agreed upon 
that the large positive increases in the first layer segregation energy of these alloys are due 
to the differences between the pure metal surface energies of the individual alloy 
components in combination with atomic size mismatch effects [103–108], the cause for the 
second layer decrease, however, has only been somewhat notionally attributed to size 
mismatch and the easement of the accompanying lattice stresses as the top layers relax 
around the segregating atom [116,117]. Other longer-range oscillatory composition 
behaviors that extend many atomic layers deep into the surface have been studied quite 
extensively and can usually be attributed to short-range ordering behaviors or order-
disorder transformation effects [111,113,114,118,119] but the very short-range oscillations 
exhibited in just the first few layers of these alloys have received very little focus thus far.  
While atomic size mismatch is one possible explanation for this behavior, it may 
not be the main or only culprit in all cases as indicated by the lack of congruity in the 
distribution of size ratios among the second layer segregation energies in Figure 4.1. 
Additionally, Yu et al., also found non-oscillatory segregation behaviors for some 
transition metals in Ni, which are not shown in Figure 4.1. As Ni is generally one of the 
smallest transition metals, all of the metals studied by Yu et al., including those which did 
show an oscillatory behavior and those which did not, were larger than the host Ni, further  
raising the question of the extent of size mismatch effects. 
This then begs the question, aside from relative surface energy and atomic size 
effects, what other factors could be influencing this oscillatory segregation behavior? The 
heats of solution pertaining to the relative bonding strengths of alloy components have been 
 65 
found to have a sizeable effect in some systems, however, the strength of its influence has 
been inconsistent. A prime example of this is the Ni-Cr system, where the heat of solution 
contribution was found to be exceedingly small relative to other systems [116] and the 
relative atomic sizes of Cr and Ni are nearly identical [120,121] but as can be seen from 
Figure 4.1, the energy of Cr segregation in the second layer deviates from any expected 
trends and drops much lower into the negative than one would expect if the discussed 
features were the main driving factors.  
In this study, we present a density functional theory study of Cr segregation in a Ni 
surface and show that there is indeed a buildup of lattice strain around the segregating Cr 
atom, but rather than these strains coming from a size mismatch they instead appear as a 
result of a rather significant amount of electronic charge transfer between the Cr and the 
neighboring Ni lattice. The Ni lattice effectively strips the Cr of a valence electron, leaving 
the Cr with a positive charge, which then leads to internal lattice strains as it interacts with 
its negatively charged Ni neighbors and with the non-uniform charge density exhibited by 
the free surface. We will show this by first calculating the segregation energy profiles of a 
single Cr atom moving through the top five layers of Ni (100) and (111) surfaces. We then 
more closely examine the extent of electronic charge transfer between alloy constituents 
through Bader charge analysis [122–125], followed by the displacement of the Cr atom, 
specifically in relation to the intrinsic charge density of the relaxed surface, and then finally 
the atomic displacements of the Cr’s first and second nearest neighbors. Outside of a few 
investigations on the surface adsorption effects of highly electronegative O containing 
species [126,127] and a handful of studies on nanoalloy and nanoparticle systems 
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[128,129], the presence and effects of electronic charge transfer during segregation in clean 
alloy surfaces has received very little focus before this.  
Additionally, Ni-Cr alloys, aside from being a particularly interesting case for the 
study of surface segregation, have many uses in industrial and commercial applications. 
From dental prosthetics [130,131] to high-temperature heating elements [132] and 
thermocouples [133] to, and perhaps most significantly, their promising potential for use 
in salt-facing piping and container components in molten salt nuclear reactors [134–138] 
and concentrated solar power systems [139–142], the bulk of the alloys’ designed uses are 
predicated on its excellent corrosion and wear resistant properties at both low and high-
temperatures and in harsh or volatile conditions. As many of these properties specifically 
involve interactions and the exchange of material at surface interfaces, the segregation 
behaviors exhibited by Ni-Cr alloys will almost certainly have a role in the alloy’s 
performance for these applications. 
4.1 Methods  
DFT calculations in this work were performed using the Vienna Ab-Initio 
Simulation Package (VASP) [15–18] which uses a plane-wave basis set with a maximum 
cutoff energy of 400 eV, and the projector augmented wave (PAW) [19,20] description of 
electron-ion interactions. The PAW pseudopotentials used in this work came supplied with 
the VASP package and treated the semi-core p-states explicitly [143]. The Perdew-Burke-
Ernzerhof (PBE) [11] generalized gradient approximation was used for the description of 
the exchange-correlation energy functional. Minimization of the electronic self-consistent 
loop was achieved when the energy difference between loops was below 10-6 eV and the 
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ionic minimization was satisfied when the individual forces on all atoms fell below 0.02 
eVÅ-1. Partial orbital occupancies were set according to the smearing method of 
Methfessel-Paxton of order one [66], with a smearing width of 0.2 eV. Despite Ni being a 
ferromagnetic material, the introduction of Cr and high temperatures has been shown to 
remove magnetic ordering [144–146]. For this reason, we have chosen not to include spin 
polarization in these simulations. This has been demonstrated to have the effect of 
increasing the surface energy in some Cr surfaces, which subsequently increases the first 
layer segregation energy of Cr in Ni [147]. Nonetheless, these differences should not affect 
the arguments presented in this letter.  
Segregation calculations were performed using surface slabs consisting of 144 
atoms and 9 atomic monolayers for both the Ni(100) and Ni(111) surfaces. The slab 
structures were constructed so that the bottom 3 layers remained fixed in place while the 
top 6 layers were allowed to fully relax. A 14 Å vacuum was placed between the slabs in 
the Z direction and a 4 x 4 multiplication of the base unit cell was applied in the X-Y plane, 
resulting in 9 layers of 16 atoms each for both surfaces. Finally, a 6 x 6 x 1 Gamma-centered 
k-point grid was used to model each surface. The two slab surfaces used in this work are 
shown in Figure 4.2, which depict the Cr atom in the fifth layer of each slab and then each 
subsequent position of the Cr atom in the above layers. 
 68 
 
Figure 4.2. Cross-sectioned surface slabs used to model Cr segregation in the fcc Ni (left) 
(100) and (right) (111) surfaces showing the embedded Cr atom deep in the center of each 
slab. The Cr atom (dark red) is shown in the fifth layer, (i.e., in the bulk reference position), 
and the lighter red atoms indicate the eventual position of the Cr atom as it’s moved up 
through the surface. The darker blue atoms at the bottom of the slab depict Ni atoms that 
were restricted from moving during relaxation while light blue atoms indicate Ni atoms 
that were fully allowed to relax.  
 
4.2 Results and Discussion 
4.2.1 Segregation Energies 
Segregation energies are calculated in reference to the energy of the bulk-like state 
when the Cr atom is in the fifth layer (i.e., the most distant point from the surface). The 
energy represents the difference between the energy of a surface with the Cr located in one 
of the top surface layers and the energy of the surface with Cr located in this fifth layer 
bulk reference state. A positive segregation energy for any layer position indicates a higher 
relative energy for that surface configuration and thus preferential Ni segregation in that 
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layer, while a negative energy indicates a lower total energy and thus preferential Cr 
segregation.  
Calculated segregation energies for the (100) and (111) surfaces are shown in 
Figure 4.3 (a) as a function of distance from the free surface, where each point represents 
the subsequent layer positions held by the Cr atom, as depicted in Figure 4.2 by the lighter 
red colored atoms. The calculated segregation profiles for each surface show remarkable 
similarity to one another despite the physical and structural differences of each surfaces, 
which may be indicative of a strong electronic influence as opposed to differences 
stemming from the relative relation of the surface plane. The high segregation energies 
found for the first layer of both surfaces are in line with the notion that the higher surface 
energies generally exhibited by chromium surfaces relative to nickel surfaces should lead 
to the segregation of Ni in the first layer [147–151]. The first layer behavior also agrees 
well with the previous spin polarized DFT values of Yu et al. [116] and with Jeng et al.’s 
[152] experimental Auger electron spectroscopy measurements which showed preferential 
segregation of Ni to the top layer in a Ni-15%Cr alloy. That the energies of the (111) 
surface are lower than the corresponding (100) energies may be indicative of the lower 
surface energy and greater stability generally associated with (111) surfaces and allude to 
a greater ability for the (111) surface to facilitate and adapt to the electronic and structural 
disturbance introduced by the Cr atom.  
The energy oscillation between the first and second layers was found to occur 
almost equally in both surface facets. A negative segregation energy was also found for the 
third layer but at a lower magnitude relative to the second layer, which suggests that the 
driving mechanism behind both negative energies is likely of the same nature for both 
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layers and that it becomes weaker further away from the free surface. Finally, a second 
oscillation was also found to occur, albeit a very subtle one, as the Cr atom moved between 
third and fourth layer positions, for both surfaces.  
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Figure 4.3. (a) The calculated segregation energy profiles for Cr in the (100) and (111) fcc 
Ni surfaces as function of distance from the free surface. (b) The corresponding atomic 
Bader charge of the Cr atom each for each of layer of both surfaces. (c) The out of plane 
displacement of the Cr atom in the Z (surface normal) direction found relative to average 
Z height of all other Ni atoms in the same plane. (d) The change in the interlayer distance 
between two surface layers (e.g., 2-1 is the region between first and second layers) in the 
pure Ni surfaces relative to the natural spacing of the planes in the ideal bulk region.  
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 The calculated Bader charge of the segregating Cr atom is also plotted for both 
surfaces in Figure 4.3 (b) as a function of distance from the free surface. While there 
doesn’t seem to be a consistent or obvious trend that can be immediately drawn from the 
charge profiles, the overall magnitude of the charge on the Cr atom is in itself quite 
remarkable considering this is a metallic system. The Ni lattice is able to strip more than 
half an electron’s worth of charge from the isolated Cr atom, effectively ionizing it no 
matter where its located in the surface. The driving force for this charge striping may be 
related to electronegativity. Ni has a slightly higher electronegativity (1.91), than Cr’s 
(1.61). Differences in electronegativity do not usually become significant enough to effect 
bonding until greater than 0.2-0.5, and so, while small, the electronegativity difference 
between Ni and Cr may suggest that Ni could be inducing some level of partial ionic 
bonding to occur around the Cr atom, as it strips away its electron charge. 
This level of charge transfer in itself quite interesting in the context of oxidative 
and corrosive interactions, and particularly in regard the role it might play in the 
mechanisms fundamental to the Cr depleting corrosion in ionically charged molten salt 
systems [137,153–161]. Halide salts essentially become an ionically charged liquid when 
in molten form, so it seems probable that a partially charged Cr atom at or near the surface 
of the alloys may interact more strongly with the salt ions than the more relatively neutral 
Ni atoms. We see this same kind of behavior during oxidation processes. Cr oxidizes much 
more quickly than Ni in Ni-Cr and Fe-Ni-Cr alloys and steels, often forming a passivating 
Cr2O3 oxide layer on the surface. Cr exhibits much higher activities and diffusion rates in 
these alloys, particularly when Ni content is increased [162–164]. This could be taken as 
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supporting evidence to the occurrence of this high level of charge transfer between Cr and 
Ni. 
4.2.2 Z Displacement of the Cr Atom 
The significance of the solute-host charge transfer in this system is in how the 
partially ionized Cr atom now interacts with its neighboring Ni atoms, which have 
themselves become slightly more negative, and in the Cr’s interaction with the non-uniform 
charge density exhibited by the relaxed structure of the free surface. 
 Figure 4.3 (c) shows the Z displacement (surface normal direction) of the Cr atom 
relative to the average Z position of all other Ni atoms in the same layer. Again, the 
behaviors in both surfaces are nearly identical, showing a large negative displacement in 
the first layer and a positive upwards displacement in the second layer of both facets. The 
most significant Z displacements are those occurring nearer to the surface, much like the 
calculated segregation energies, resulting in displacement profiles that bear a striking 
resemblance to the segregation energy profiles if either was inverted. It’s the single, and 
subtle, deviation from this inverse segregation mimicry, and from the near identical 
behavior shared between both surfaces, however, that provides the most evident clue as to 
what is really driving the displacements. The deviation here is referring to the opposite 
displacement observed in the third layer of each surface. In the (100) surface, the Cr has a 
negative displacement when in the third layer, shifting slightly downwards towards the 
bulk of the material, but in the (111) surface, the third layer Cr exhibits a positive 
displacement, moving upwards just slightly towards the free surface.  
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4.2.2.1 Relaxation of the Surface 
The cause for this behavioral divergence comes from subtle differences in the 
natural atomic lattice structure exhibited by the two Ni surfaces. Namely, the interlayer 
spacing between the surface planes, and the extent to which they expand or contract in 
response to the reduced coordination states experienced by the atoms in top handful of 
layers. The fluctuations exhibited by each of the top five interlayer regions are shown for 
the pure Ni (100) and (111) surface facets in Figure 4.3 (d) as the change in the interlayer 
spacing (↕ d𝑠𝑢𝑟𝑓
𝑖−𝑗
) between each pair of surface layers (i-j) relative to the interlayer spacing 
of the corresponding planes in the bulk region (↕ d𝑏𝑢𝑙𝑘). Figure 4.3 (c) and  Figure 4.3 (d) 
are vertically aligned such that the atomic layers in (c) sit between the corresponding 
interlayer regions in (d). A negative value in the relative interlayer spacing indicates those 
planes have contracted and sit more closely to one another at the surface than in bulk, while 
a positive change indicates an expansion of the two lattice planes. A visual depiction of the 
surface layer relaxation is shown in Figure 4.4. Both surfaces show a significant 
compression of the first two planes followed by varied expansions of the remaining sub-
surface layers. The main distinction is that the bulk of the expansion in the (100) surface is 
located in the highest sub-surface layers (i.e., between layers two and three) while the 
expansions in the (111) surface appear to be more dispersed among the deeper sub-surface 
layers with the smallest expansion actually occurring between layers two and three.  
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Figure 4.4. A visual depiction of the change in interlayer spacing exhibited at the (100) 
and (111) Ni surfaces, plotted in Figure 4.3 (d). The size and colors of the squares represent 
the magnitude and direction of the layer spacing change. Red squares show compression, 
green squares show expansion and the blue squares represent the ideal bulk spacing. The 
physical distance of each layer from the free surface and the actual change in the interlayer 
spacing are written in Å next to each layer, and interlayer region, respectively.  
 
Because the surfaces exhibit slightly different relaxation behaviors, the local 
environment directly acting on the Cr atom is not just different between each surface but 
for the third layer specifically, it is opposite. In the (100) surface, the Cr sees a more 
compressed interlayer region just beneath it (interlayer region 4-3 in Figure 4.3 (d)), 
relative to the more expanded region just above it (interlayer region 3-2 in Figure 4.3 (d)). 
Conversely, in the (111) surface the Cr sees the opposite of this arrangement with the more 
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“compressed” region now located above (region 3-2) and the more “expanded” region 
below (region 4-3). In both cases, the Z displacement of the Cr atom was directed towards 
the more compressed, or smaller, of the two neighboring interlayer regions. This 
observation is significant because it is not restricted to just the third layer. Carefully 
examining Figure 4.3 (c) and Figure 4.3 (d) will show that the directionality of the Cr’s 
displacement in all but the (100) surface’s fourth layer is pointed towards the more 
“compressed” of the neighboring interlayer regions. That the fourth layer does not follow 
this trend is not a large concern as the displacements in these relatively deep layers are 
fairly small to begin with and so are practically negligible.  
Recalling the partial ionization of the Cr atom, a reasonable assumption for the 
displacement behavior in these surfaces could be that the positively charged Cr is 
experiencing a stronger attraction to what is likely a higher relative electron density in the 
more compressed interlayer region and so is being pulled in its direction. In the deep 
surface layers, the Ni lattice is more tightly bound and supported, and so both the relaxation 
of the layers themselves (i.e., the compression and expansion) and the displacement of Cr 
atom are subdued relative to the higher up layers just at the free surface. This, however, 
likely leads to a small buildup of stress which could raise the total energy of entire surface 
system. In the higher surface layers, the Ni lattice is more fluid and can more easily adjust 
and adapt to alleviate these stresses and so the Cr atom is able to push through and get 




4.2.2.2 Charge Density Difference  
A useful tool in examining charge transfer effects in materials is a charge density 
difference (CDD) plot. This plot takes the electron charge density, calculated by a DFT 
simulation, and removes any charge density that is not changed or affected by the 
introduction of some defect or structure of interest. The resulting density plot shows a clear 
depiction of where electron density has accumulated or has been reduced and, in some 
cases, can visibly show the formation of bonds. In the case of our Ni-Cr surfaces, this 
charge density difference can be described mathematically as 
 𝛥𝜌 = 𝜌𝑁𝑖𝐶𝑟− 𝜌𝑁𝑖−𝜌𝐶𝑟 (38) 
 Here 𝜌𝑁𝑖𝐶𝑟 is the charge density of the surface containing the Ni atoms and the 
segregating Cr atom, in units of e-·A-3, and 𝜌𝑁𝑖 and 𝜌𝐶𝑟 are the charge densities belonging 
to just the Ni atoms in the surface and just the single Cr atom, respectively. These two 
charge densities are found by taking the atomic coordinates from the Ni-Cr simulation, 
removing either the single Cr atom or every Ni atom, and re-calculating the charge density. 
The resulting density difference (𝛥𝜌) represents the change in electron density associated 
with substituting a Cr atom into a vacancy site in the Ni lattice.  
In Figure 4.5 we show the CDD corresponding to the charge transfer around the 
Cr atom in each of the top three surface layers for both the (100) surface (a-c) and the (111) 
surface (d-f). These plots show a cross-section of the charge density and so contain two 
distinct types of isosurfaces. The first type is the minimum isosurface value necessary for 
the charge transfer to be shown, which is depicted as a 3D volume with either a solid red 
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surface (for electron gain) or a solid blue surface (for electron loss). The second type of 
isosurface shows the magnitude of density difference within the 2D cross-sectional slice of 
the main 3D charge density. The color scale bars correspond to the density gradient in this 
second 2D isosurface. 
It’s clear the Cr atom is losing significant charge to the Ni lattice. In every 
configuration a sharp and intense region of electron density loss is visible immediately 
around of the Cr atom, which means the Cr keeps fewer electrons around itself when it’s 
in the Ni lattice compared to if it were just a single neutral atom in space. This is just as 
the Bader analysis suggested. A red shell of charge density gain is also consistently present 
in each configuration, shown encompassing the inner blue core. This red shell represents 
the bonds formed between Cr and first nearest neighbor (1nn) Ni atoms which are not 
present in the 𝜌𝑁𝑖 and 𝜌𝐶𝑟 densities. The large blue ‘plume’ of low electron density 
extending out above the surface when the Cr is in the first layer is also interesting in the 
context of corrosion and oxidation. While the plume is not an exact depiction of the actual 
charge at the surface, it shows how the relative charge density might appear to oxidative or 
corrosive particles hitting and moving across the surface and how these species might 
perceive the Cr and Ni atoms differently.  
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Figure 4.5. Charge density difference (CDD) associated with substituting the Cr atom into 
each of the top three layers of the (100) (a-c) and (111) (d-f) surfaces. The images show 
the simulation cell cleaved in half vertically along the plane of the Cr atom. Two distinct 
types of isosurface are visible because of this. First, the regions of electron gain and loss 
are depicted by the 3D red and blue regions, respectively, and only show areas in which 
the change is greater than the minimum isosurface value noted at the bottom of each set of 
panels. The second surface, the flat 2D cross-section of these 3Dregions, visible 
perpendicular to the plane of the image itself, shows the relative magnitude of the charge 
difference within thin the 3D cloud. The color scale bars, which depict change ranging 
from the minimum isosurface value to the maximum difference (±0.35 e-·A-3), correspond 
to this inner 2D isosurface. The distinct blue orb like region around the Cr atom (dark red) 
show how electronic charge the has been stripped from the Cr and repositioned closer to 
the Ni atoms (light blue) in the red shell like region around the blue core.  
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The CDD plots in Figure 4.5 also show the asymmetry of the charge density in the 
interlayer regions above and the below the segregating Cr atom. These asymmetries are 
visually very subtle but carefully examining the relative size and shape of the red shell 
regions above and below the Cr atoms will reveal slight differences. Recall in the (100) 
surface the Cr shifted towards first interlayer region when it resided in either of the first 
two layers and towards the third interlayer region when it sat in the third layer. In Figure 
4.5 (a-c), the relative size of the density increase is just slightly larger or “bulkier” in the 
regions the Cr was found to have shifted towards. The same applies equally to the (111) 
surface configurations shown in Figure 4.5 (d-f), however, because of the ABC stacking 
of the (111) planes the relative sizes of the above and below densities are slightly harder to 
discern. Differences in the way this red shell region interacts with the other smaller red 
“gain” regions of the above and below Ni atoms are apparent in the (111) surface, however.  
4.2.3 Distortion of the Nearest Neighbor Ni Atoms 
A sizeable distortion of the lattice sites around the segregating Cr atom was also 
observed in these simulations. A contraction of the first nearest neighbors (1nn) towards 
the Cr atom was observed in the deeper layers of both surfaces while a varied contraction 
and adjustment of the 1nn’s and 2nn’s was seen when Cr was in one of the top two layers 
in each surface. The 1nn and 2nn displacements are shown around the Cr atom for the top 
three layer configurations of each surface in Figure 4.6. 
 The displacements, which are shown with color coded arrows that have been 
dramatically scaled up in length for visibility, show a sizeable buildup of strain forms 
around the Cr when it’s in the deeper bulk like layers, and that as the Cr gets closer to the 
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surface the surrounding Ni atoms are able to more easily adjust their positions to alleviate 
the Cr induced stresses. When the Cr is in the second layer this results in a slightly reduced 
level of contraction in the 1nn Ni atoms with a slight upwards shift in the Ni atoms directly 
above the Cr. When the Cr is the first layer, the 1nn and 2nn Ni atoms all move upwards 
around the Cr, lifting slightly out and away from of the surface and forming what could be 
described as a volcano like shape around the recessed Cr atom.  
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Figure 4.6. Displacement of the first and second nearest neighbor (1nn and 2nn) Ni atoms 
around the Cr in the top three layer configurations of each surface. The Cr atom is depicted 
in red, the 1nn atoms in light blue and the 2nn atoms in the darker blue. The displacements 
are drawn 25x larger in scale for visibility and colored according to the relative magnitude 
of each displacement. Each surface shows similar behavior:  a more or less uniform 
contraction around the Cr in the third layer, a contraction of the same plane and below 
plane Ni atoms but upwards shift of the above plane Ni atoms when the Cr is in the second 
layer, and a significant upwards and inwards shift of all the nearby Ni atoms when Cr is in 
the first layer.  
 
This distortion behavior coincides quite well with the conventional view of 
oscillatory segregation behaviors in alloys. This is that the negative second layer 
segregation energy results from the elastic release of stresses induced by the solute atom 
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in the lattice, which are unable to escape and dissipate when they are locked deep in the 
bulk regions. This appears to be true for these Ni-Cr surfaces as well, with the distinction 
being, however, that these stresses arise from the partial ionic like interactions of the Cr 
and Ni, and not from pure atomic size mismatch which had been only notionally suggested 
before [116,117]. As can be seen Figure 4.1, the size mismatch between Cr and Ni is very 
small with Cr being the slightly bigger of the two. One should expect then, if anything, to 
the see the Ni atoms be slightly pushed away by the Cr atom and compressed against the 
further out Ni lattice, exactly the opposite of what we see happening in these surfaces. 
This lattice contraction results from the positive Cr atom pulling on the 1nn and 
2nn Ni atoms, which have themselves become slightly negative in charge after taking 
electrons from the Cr. The relaxation and alleviation of these charge induced stresses in the 
top two layers is clearly visible in the size and direction of the 1nn and 2nn displacements 
seen in these configurations in Figure 4.6. The Ni displacements in these layers also 
coincide with the Z displacements of the Cr atom, showing how the surface is able to adjust 
and reorient itself to account for the slightly out of plane positions held by the Cr, while 
also alleviating stress.  
The negative second layer segregation energy found for both surfaces is more likely 
than anything to be a result of the elastic release of this charge induced lattice stress, 
stemming from both the ionic like interaction of the Cr and Ni and from the interaction of 
the Cr with the non-uniform charge density of the surface. 
4.3 Conclusions 
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In summary, these results show that the oscillatory segregation behavior of Cr in 
Ni can be attributed to the redistribution of charge around the Cr atom and an ensuing 
release of the induced elastic strain near the free surface. This is opposed to the previously 
held, and slightly different, belief which incorrectly posited that the energy lowering elastic 
strain release at the surface occurs in order to alleviate stresses stemming from an atomic 
size mismatch between the host Ni and solute Cr atoms. As Cr and Ni are nearly identical 
in size, the link between size mismatch and the observed elastic strain was weak. Our DFT 
calculations, however, show evidence that a stronger link may exist between the elastic 
strain buildup and an ionic-like bonding behavior between the Cr and its closest Ni 
neighbors. This ionic behavior resulted from the electron charge transfer between the Cr 
and Ni atoms, in which the Ni lattice partially ionized the Cr atom by stripping nearly an 
entire electrons worth of charge from it. This electron striping behavior occurred nearly 
equally regardless of the Cr’s position in the lattice (i.e., whether in the bulk or near the 
surface) and regardless of specific surface facet.  
The positively charged Cr atom showed a tendency to interact strongly with 
electron dense regions in the lattice. This ionic interaction could be broken down into two 
distinct components. First, the partially ionized Cr atom was found to be strongly attracted 
to, and physical pulled towards, the neighboring inter-surface layer region that exhibited a 
greater degree of compression (or lesser degree of expansion) and thus a higher electron 
density. This resulted in the Cr atom shifting out of plane with its nearby Ni atoms. Second, 
the Ni atoms encompassing the Cr atom, which were also partially ionized by the additional 
valence charge, were found to contract towards the Cr atom. This results in a further 
accumulation of lattice stress in the deeper surface layers. Closer to free surface, the lattice 
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was able to more easily adjust and relax to alleviate the induced stresses, lowering the 
overall energy of the system, and thereby the segregation in the second layer. 
The occurrence of this high level of electric charge transfer between the Cr and Ni 
is important in regard to the design of molten salt reactor systems. The salt essentially 
becomes a molten ionic “soup” when heated to operational temperatures within these 
reactor systems and so strong interactions between the salt and the ionically charged Cr 
atoms embedded in the alloy surface are likely to always be present. As it’s not likely that 
the charged ionic nature can be engineered out of the salt, focus must be placed on 
designing alloys that can limit this Ni-Cr trasnfer interaction. Alloy additions that can limit 
the electron transfer between Ni and Cr might offer some level of passive protection 
against, or at minimal, reduction in, overall corrosion and so should be pursued. 
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CHAPTER 5. THE INFLUENCE OF MOLTEN SALT SPECIES 
ON SEGREGATION BEHAVIORS IN NICKEL-CHROME 
SURFACES 
Molten salt has long been considered an excellent candidate for use as a coolant 
media in heat-transfer applications. This is because of their excellent chemical stability at 
high temperatures (> 500°C), low melting points, high thermal conductivities and specific 
heats, radiolytic stability, and low vapor pressures (< 1 atm) [165–168]. Coolants that 
exhibit these properties would be particularly useful for the development of concentrated 
solar and molten salt nuclear reactor technologies designed for efficient energy generation 
and hydrogen production [136,165,169]. The potential for use in nuclear reactors is 
especially exciting as molten salts could serve as a fuel carrying medium inside the reactor 
core potentially allowing for online refueling and recycling of minor actinides and fission 
products without the need to temporarily shut down the reactor [170,171]. 
The choice of salt for these applications largely comes down to those with low 
enough melting points and those with phase stability within operational temperatures, 
which is why the most commonly investigated salts are eutectic mixtures [172,173]. Three 
such salts currently under investigation are the halide-based FLiBe (LiF-BeF2), FLiNaK 
(LiF-NaF-KF) and NaCl-MgCl2 mixtures.  
High-temperature compatibility with salt-facing structural materials is an equally 
important factor when designing salts for use in molten salt systems. While most proposed 
salts and structural materials show good individual long-term high-temperature stability, 
 87 
corrosion interactions at the salt/container interface tend to limit the overall lifetime and 
performance of many structural components. In many other material systems, it is common 
for passive oxide films to form on surfaces that serve to inhibit further oxidation and 
corrosion but in molten salt systems most passivating surface layers are quickly dissolved 
in the molten salt [174,175]. This means corrosion effects must be limited by designing 
molten salt systems with only highly compatible salts and structural materials.  
Insights from the Aircraft Reactor Experiment (ARE) and the Molten Salt Reactor 
Experiment (MSRE) carried out at Oak Ridge National Laboratory in 1955 and 1965, 
respectively, led to the development and choice of Ni-based superalloys, such as Hastelloy-
N, for container and piping materials in molten salt systems [136,176]. Ni is commonly 
alloyed with other metals such as Cr to increase its high-temperature corrosion and steam 
oxidation resistance and to improve its creep strength [177]. The additional Cr content also 
allows for the growth of a passivating oxide layer on the outer air-facing surface of 
components [178]. 
Unfortunately, despite the improved corrosion resistance, corrosion does still occur. 
In Ni-Cr alloys facing a high-temperature molten salt for extended periods of time 
corrosive degradation will accrue along surface interfaces via the dissolution of Cr atoms 
into the salt [153,154]. Experimental studies have observed that Cr depletion is accelerated 
when impurities and oxidizing contaminants are present in the salt and when initial Cr 
contents in the alloys are high [137,158,160,165,166].  
While many studies have focused on measuring corrosion rates and other related 
characteristics associated with Cr-depletion in Ni alloys, far less effort has gone onto 
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studying the little understood atomic-level mechanisms underlying this form of corrosion. 
Understanding these mechanisms could considerably aid in the development of salts and 
materials for future molten salt systems. These systems are particularly difficult to study 
experimentally, however, due to the highly corrosive and volatile high-temperature 
environments and due to the extreme sensitivity of these systems to the effects of 
contamination. In this study, therefore we employ the use of Density Functional Theory 
(DFT) to investigate the local atomic-level interactions that might be occurring at the 
surface between alloy and salt constituents in an effort to assist or guide the next generation 
experimental and theoretical studies. 
5.1 Literature Review 
First, however, a thorough review of the existing experimental and theoretical 
understanding of segregation phenomena in Ni-Cr and other relevant alloy systems is 
warranted. In the available literature, only a handful of studies can be found which 
investigate Cr segregation effects in Ni or Fe alloys, most of which are not entirely 
applicable to the high temperature and corrosive conditions that come with molten salts. 
For example, several of the most recent of these studies have almost exclusively focused 
on nanoparticle materials, which cannot be expected to behave similarly to bulk material 
surfaces due to the significant difference in surface area to volume ratios [179–182]. 
Additionally, many of these studies have been focused on the role of magnetic ordering in 
Cr segregation, something that is not likely to be present in the salt containing alloys under 
the operating conditions required for molten salt systems [144–146,179].  
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The remaining studies, which are applicable to molten salt systems, are limited and 
at best represent only selective cases which were often performed under inert argon or 
vacuum atmospheres. Nonetheless, they do present some useful information. For example, 
Takahashi et al. [183] investigated Cr segregation in 304 stainless steel using atom-probe 
tomography (APT) after heating at several different high temperatures and found that the 
Cr concentration in the top few atomic layers increased while a Cr depletion zone, with a 
0% Cr concentration, formed just below those top layers. The Cr-depletion zone was 
observed to disappear after heating above 600°C. Clauberg et al. [184] also investigated Cr 
segregation, but in an Fe–25%Cr–2%Ni–0.1%Sb–N alloy using Auger electron 
spectroscopy (AES) and low-energy electron diffraction (LEED), observing the 
preferential cosegregation of Cr and N up to 500°C before Ni and Sb segregation 
dominated. Lastly, Jeng et al. [152] used AES to investigate Cr segregation in a 
representative Ni-15%Cr alloy and found, that while under a vacuum and within a 
temperature range of 500 to 650°C (the max temperature studied), Ni preferentially 
segregated to the surface, contrary to the predictions of early empirically derived 
theoretical models at the time. Many of these early segregation models were later found to 
be unable adequately model the segregation phenomena in many alloys systems, however.  
Other techniques like X-ray photo-electron spectroscopy (XPS) measurements of 
surface core level binding energy shifts (SCLS) can yield highly accurate surface 
segregation information but only for a limited range of alloys where the solute shares a 
Z+1 (atomic number) relationship with the host material [185,186]. The lack of existing 
experimental studies regarding not just Cr segregation, but the surface segregation behavior 
in many of the transition metal alloys, can likely be attributed to the difficulties and 
 90 
limitations associated with the LEED and XPS-SCLS methods, and to the inherent 
sensitivity of many metal surfaces to their surrounding environments. Bohra et al. [179], 
for example, was unable to transfer their Ni-Cr nanoparticle specimens from the glove box 
to the TEM (transmission electron microscope) without acquiring significant levels of 
oxygen contamination along the way.   
The limited availability of experimental segregation data has made the development 
of reliable and consistently accurate theoretical segregation models difficult. Several early 
empirical models, born out of the Langmuir-Mclean relation or Miedema’s model [187] 
and the tight-binding (TB) approximation[188–194] failed to reliably predict surface 
segregation features observed in many transition metal alloy systems. On the contrary, 
though computationally expensive, non-empirical ab-initio models based on the Green’s 
function linear-muffin-tin-orbital (GF-LMTO) method with the atomic sphere 
approximation (ASA) were able to consistently reproduce segregation behaviors in 
transition and rare-earth alloys in line with available experimental data 
[107,108,147,195,196]. These works prompted several more ab-initio studies which would 
seem to successively improve upon the accuracy of ab-initio segregation behavior 
predictions by extending the level of approximation or ab-initio formulation with methods 
like the coherent potential approximation (CPA) [103,104,197], or the Green’s Function 
Korringa-Kohn-Rostoker (GF-KKR) method [198]. These studies were some of the first to 
highlight and prove the importance of surface energy and crystal structure in surface 
segregation phenomena.  
Following the early successes of the previous all-electron ab-initio methods, which 
had achieved a high level of scientific confidence in behavior prediction, the projector 
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augmented wave (PAW) based density functional theory (DFT) method, with a 
significantly lower computational cost, would move to the forefront of ab-initio 
segregation modelling efforts. The plane-wave based DFT models allowed for the 
simulation of larger system sizes than the all-electron methods could achieve, enabling 
investigators to explore more complex segregation behaviors in a far more encompassing 
range of transition metal alloy systems. [116,199–202]. In one such investigation, Yu et al. 
[116] was able to fit DFT data calculated using the Perdew-Burke-Ernzerhof (PBE) [11] 
description of the generalized gradient approximation (GGA) for the exchange-correlation 
functional to a model which incorporated the weighted contributions from 
phenomenological properties like the relative surface energy, heats of solution, and atomic 
size mismatch, and was able to achieve a consistently high degree of accuracy when 
compared with known experimental data. This is the same theoretical segregation study 
cited in CHAPTER 4. Recall, their calculated segregation energies for Cr in a Ni (111) 
surface under a vacuum precisely matched the previously mentioned AES experimental 
measurements made by Jeng et al. [152].  
While these models have generally shown a high level of accuracy and should serve 
to instill confidence in DFT segregation calculations, the potential effects of surface 
adsorbates or other surface interactions on segregation have largely been overlooked and 
excluded from the analyses of these segregation studies. In many systems this may be fine, 
but in those which exhibit surfaces sensitive to their external environments, like those 
susceptible to oxidation (e.g., Cr containing Ni alloys) or to the corrosion observed in 
molten salt systems, a more thorough analysis of segregation behaviors should be sought. 
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Fortunately, this can be fairly easily done in plane-wave DFT surface calculations through 
the direct inclusion of surface adsorbates in segregation calculations. 
It is a fairly simple task to repeat the segregation simulations of Chapter 4, with salt 
adsorbates placed onto the surface just above the segregating Cr atom. In fact, this type of 
adsorption-segregation calculation has been demonstrated already for several other types 
of material systems interacting with common atmospheric species like O and C [199,203–
205]. In almost all of these cases the interaction of the surface with its neighboring 
environment significantly affected the surface segregation behavior within the alloy, even 
completely reversing the tendency of solutes to segregate in some cases. Yin et al. [206], 
for example, used GGA-DFT calculations to study the effect of F adsorbates on Cr 
segregation in the (111) surface of a Ni-Cr alloy and they indeed found that the Cr 
segregation energies in the F covered surfaces were not just lowered but were actually 
reversed relative to that in a clean or vacuum covered surface, meaning that segregation of 
Cr to the top layer was now predicted to be energetically favorable when F atoms were 
present above the segregating Cr atom.  
While the halide species in molten salts are believed to play some role in the 
corrosion of Cr containing alloys, as demonstrated for F by Yu et al., a detailed analysis of 
the corrosion studies in existing Cl and F literature, such as that provided by Raiman et al. 
[135] suggests that overall corrosion rates seem to be most strongly correlated to salt purity, 
and that salts considered to be very pure generally demonstrate significantly lower 
corrosion rates relative to their more impure counterparts, regardless of the type of salt or 
alloy material. High moisture levels, for example, have specifically been linked to 
increased levels intergranular corrosion in several Ni-based alloys [137,160]. This raises 
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the question of what effects impurity species, such as O and H, might have on surface 
segregation behaviors in these alloy systems relative to the F and Cl halide species.  
In light of this, the present study investigates the relative roles of adsorbed salt 
species and H2O based impurities in the surface segregation phenomena of a Ni based alloy. 
An electronic level description of the atomic interactions among the Ni, Cr, and salt ions 
during surface segregation is modeled using the plane-wave GGA-DFT method for a single 
Cr atom segregating in a Ni surface. The low-index (100) surface of fcc (face-centered-
cubic) Ni was modeled for the relative simplicity of its unique surface adsorption sites and 
for the fact that the (111) fcc surface has already received some focus in this regard. 
Calculations are first performed for surface configurations in which a single Cl, F or O 
atom is placed into one of three adsorption positions above the Cr atom. The adsorption 
sites correspond to the top, bridge, and hollow positions of the (100) surface and will be 
described shortly. Then a second set of segregation calculations is performed with Na, Mg, 
or H individually attached to the back of each of adsorbed anions.  
5.2 Methods 
5.2.1 Surface Segregation Energy 
The calculation of surface segregation energies was described already in 
CHAPTER 4, but for completeness a description will be provided here as well. Recall that 
this calculation is a relatively simple one which involves finding the internal energy 
difference between a system with a solute atom located at the surface and a reference 
system with the same solute atom located somewhere in the bulk region. This allows for 
the calculation of segregation energies to be obtained for each individual atomic layer of 
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the surface. For any specific atomic surface layer, 𝑖, the segregation energy, 𝐸𝑠𝑒𝑔,𝑖, of a Cr 
atom in a Ni surface is then simply 
 𝐸𝑠𝑒𝑔,𝑖 = 𝐸𝐷𝐹𝑇,𝑖 − 𝐸𝐷𝐹𝑇,𝑏𝑢𝑙𝑘  (39) 
Where 𝐸𝐷𝐹𝑇,𝑖 is the DFT calculated energy of a surface with a Cr atom located in 
the 𝑖-th surface layer and 𝐸𝐷𝐹𝑇,𝑏𝑢𝑙𝑘 is the DFT calculated energy of a surface with a Cr 
atom located in a layer corresponding to the bulk region. In this case, 𝑖 = 1 would 
correspond to the top-most layer, 𝑖 = 2 to the second atomic layer from the surface, and so 
on until the layers become indistinguishable and representative of the bulk region.  
5.2.2 Density Functional Theory Calculations 
The DFT calculations in this work were performed using the Vienna Ab-Initio 
Simulation Package (VASP) [15–18] utilizing plane-wave basis sets and the projector 
augmented wave (PAW) [19,20] description of the electron-ion interactions. The Perdew-
Burke-Ernzerhof (PBE) [11] form of the generalized gradient approximation (GGA) is 
used for the description of the exchange-correlation energy functional. Other XC-
functionals have been developed that might offer better descriptions of surface systems, 
such as the RPBE or AM05, but there is specific lack of experimental data to compare to 
in this work, so the PBE functional which has a proven track record in modeling solid alloy 
systems was chosen for this work. The use of other functions would likely result in slight 
adjustments to lattice constants and segregation energies, but overall trends are likely to 
remain the same. As experimental data in these systems is either not existent or precise 
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enough to resolve minor differences in segregation energy magnitudes, the use of these 
other less vetted XC-functionals is not totally warranted.  
For all calculations, the maximum energy cutoff for the plane-wave basis sets was 
limited to 400 eV, the minimum energy break condition for the convergence of the 
electronic self-consistent loop was set at 10-6 eV, and the ionic convergence break 
condition was met when forces on all atoms fell below 0.02 eVÅ-1. For all structural 
relaxation calculations, partial orbital occupancies were set according to the smearing 
method of Methfessel-Paxton of order one [66], with a smearing width of 0.2 eV. 
All frozen-core PAW pseudopotentials used in these calculations came supplied 
with the VASP library. In some cases, based on the analysis and recommendations of Jain 
et al. [143], pseudopotentials were chosen for atoms that treated the semi-core p-states as 
explicit valence states that could partake in bonding interactions. The pseudopotentials 
used for each atom type in this work are listed in Table 5.1, according their listed name in 
the VASP database, along with the electronic valence configuration and number of valence 
electrons included in each pseudopotential. The “_pv” extension indicates the 
pseudopotentials that treat semi-core p-states explicitly. The inclusion of semi-core p-states 
in these calculations was seen to lower the calculated segregation energies by more than 
0.05 eV in some cases.  
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Table 5.1. PAW pseudopotentials used in this work. The _pv extension indicates 









Nickel Ni_pv 3p6 3d8 4s2 16 
Chromium Cr_pv 3p6 3d5 4s1 12 
Chlorine Cl 3s2 3p5 7 
Fluorine F 2s2 2p5 7 
Oxygen O 2s2 2p4 6 
Hydrogen H 1s1 1 
Sodium Na_pv 2p6 3s1 7 
Magnesium Mg_pv 2p6 3s2 8 
 
Additionally, just as in CHAPTER 4, non-spin polarized calculations were 
performed in this present study. Again, this choice was made to prevent the formation of 
magnetic ordering effects in the Ni-Cr surfaces. It has long been experimentally known 
that the Curie temperature and magnetic moments in Ni alloys decrease quickly with the 
addition of even small concentrations of Cr [145,146,207,208]. The operating temperatures 
expected for molten salt systems are far above the Curie temperatures of these Ni-Cr alloys, 
and so magnetic ordering effects are not likely to be present in these alloys or at their 
surfaces during operation. Spin-polarization was thus excluded from these calculations in 
order to most accurately represent the Ni-Cr surface behaviors expected in molten salt 
systems.  
In previous ab-initio calculations, spin-polarization has also been shown to have a 
sizeable effect on the calculated surface energies of Cr surfaces[147] and so the results 
presented in this work will be discussed in relation to those spin-polarization effects to an 
extent.  
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5.2.3 Surface Slab Construction 
The (100) surface slab used in these calculations was the same as the one used for 
the clean surface calculation in CHAPTER 4. To construct this surface, an initial fcc unit 
cell containing 4 Ni atoms was modeled to determine the optimum lattice spacing for a 
non-spin polarized PBE calculation. The lattice constant was calculated using the Birch-
Murnaghan equation of state fitting method in order to avoid error inducing Pulay stresses 
in the calculation of the stress tensor. This yielded a lattice spacing of 3.512 Å for the 4 
atom fcc Ni unit cell. This 4 atom unit cell was then reduced in the X-Y directions and 
rotated to align the <110> direction with the X-axis, resulting in the less commonly used 2 
atom primitive unit cell for the fcc lattice. The new X and Y direction lattice constants were 
then 2.483 Å while the Z direction lattice constant remained 3.512 Å. This 2 atom structure 
was then used as the base unit structure for the creation of the (100) surface slab supercells.  
Testing found that 4 primitive unit cell lengths in the X and Y directions were 
enough to remove spurious interactions between both the embedded Cr atom and the 
surface adsorbates with their images across the periodic boundaries of the supercell. A 
similar test of the height of the vacuum region above the surface found that a 14 Å vacuum 
was adequate in preventing interactions between the periodic slabs and surface adsorbates 
in the Z direction and allowed for relatively “tall” surface adsorbate structures to be 
modelled with confidence. A gamma centered k-point grid of 6 x 6 x 1 was found to be 
sufficient in minimizing the calculated energies for these 4 x 4 surface slabs. 
The segregation calculations in this chapter were performed using two different 
variants of this slab supercell which differed only in the number of atomic layers included 
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in the Z direction. For the initial segregation calculations, the full slab, which was the same 
slab was used for the clean surface calculations in CHAPTER 4, was used to model the 
configurations in which only a single anion was adsorbed to the surface. Recall that this 
slab, which we’ll refer to as the full slab and which is the larger (or taller) of the two slabs 
variants, included 9 atomic layers, consisting of 144 atoms in total. In this full slab, atoms 
in the bottom 3 layers were fixed in place and restricted from moving during relaxation so 
as to enforce a bulk region structure on the bottom end of the slab, enforcing the “half-
slab” structure. It was found that with 9 layers in total, when the top 6 layers were relaxed, 
the 2 layers immediately adjacent to the restricted layers (i.e., layers 5 and 6 if layer 1 is 
the top layer of the surface) maintained the spacing of the bulk lattice in the Z-direction.  
This 9 layer half-slab variant, shown in Figure 5.1, was specifically used for the 
calculations in which the Cr atom segregated under a surface covered by only a single F, 
Cl, or O adatom (adatom = adsorption atom). As stated before, in these surfaces, when the 
Cr atom was located in the fifth layer (from the surface) it was considered to be in the bulk, 
and so served as the reference bulk energy, 𝐸𝐷𝐹𝑇,𝑏𝑢𝑙𝑘, for the segregation energy 
calculation. This is important to restate here because as we will see that for next slab variant 
the fifth layer is no longer selected as the bulk reference layer.  
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Figure 5.1. The 9 layer (100) fcc Ni surface slab used in this work for modelling the single 
anion segregation energies. The Cr atom (Dark Red) is shown embedded center of the fifth 
atomic layer and its subsequent positions in each of the above layers are indicated by the 
light red atoms. Atoms shown in light blue depict fully relaxable Ni atoms, and atoms 
shown in dark blue are Ni atoms that have been locked to enforce a bulk behavior.  
 
The second slab variant used in this work was a shorter variant of the slab shown 
in Figure 5.1, consisting of only 6 atomic layers and 96 atoms in total. This smaller slab 
was used for the second set of calculations in which Cr segregation was modelled under 
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surfaces containing the more complex surface adsorbate structures consisting of anion-
cation pairs. In this slab, only the bottom two layers were restricted during relaxation and 
the reference bulk layer was chosen to be the third atomic layer from the top of the surface, 
a commonly chosen reference layer in many ab-initio segregation calculations. This shorter 
slab variant was used for these calculations primarily to reduce the computational cost and 
because it would be observed from the first set of calculations that the energy differences 
between surfaces with the Cr atom in the fifth, fourth and third layers would be negligible 
no matter what is adsorbed to the surface and so were not necessary to further evaluate.  
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Figure 5.2. The 6 layer (100) fcc Ni surface slab used in this work for modelling the single 
anion segregation energies. The Cr atom (Dark Red) is shown embedded center of the third 
atomic layer and its subsequent position in the first layer is indicated by the light red atom. 
Atoms shown in light blue depict fully relaxable Ni atoms, and atoms shown in dark blue 
are Ni atoms that have been locked to enforce a bulk behavior. 
 
5.3 Results and Discussion  
 The calculated segregation behavior of Cr in a clean Ni (100) surface was already 
presented and discussed in CHAPTER 4, however, it will be useful to briefly review that 
behavior here at the start of this discussion because it will serve as the reference behavior 
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for which many of the remaining calculations will be compared to. The clean surface 
segregation profile is shown again in Figure 5.3 for just the (100) surface. 
 
Figure 5.3. Calculated segregation energy profile for a single Cr atom in a clean fcc Ni 
(100) surface covered by only vacuum space. This is the same energy profile presented for 
the (100) surface in Figure 4.3 (a). 
 
 In CHAPTER 4, much of the emphasis and focus was placed on understanding the 
driving forces behind the oscillatory shape observed in the clean surface profile. In this 
chapter, we will focus our attention instead on the segregation behavior observed in the 
first layer, or more specifically the large positive energy and how it will be affected by the 
addition of salt to the surface. This is done for two reasons: (1) the interaction between the 
Cr atom and the adsorbed salt species is the most direct and at its strongest when Cr is in 
the first layer and (2) as will be shown shortly in section 5.3.2, the stability of an isolated 
adsorbate structure in any one of the specific adsorption sites is uniquely dependent on 
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forces in the x-y plane (i.e., the surface normal plane) being symmetrically equivalent in 
all directions. Because of the ABAB stacking of the (100) planes, it is impossible for the 
x-y forces to remain symmetric for some of the adsorbate structures when the Cr atom is 
in the second layer. This causes the adsorbate structures to shift and move their position 
making direct energy comparisons difficult.  
5.3.1 Surface Energies 
 As we learned in CHAPTER 4, the oscillatory segregation behavior in the Ni 
surface can be attributed to a combination of lattice distortion effects stemming from a 
significant amount of electron transfer from the Cr to the Ni lattice. The focus of 
CHAPTER 4 was really on the sub-surface segregation behavior (i.e., the second layer and 
below) and so a treatment of the first layer behavior was not sought or provided. The 
reasoning for this was simply that the first layer behavior (i.e., the high positive energy) 
was largely driven, and dominated, by the relative surface energy differences between Cr 
and Ni, a segregation phenomenon that has already been widely studied and discussed in 
literature [103,104,116]. In isolated Ni-Cr surfaces, this always results Ni segregating to 
the first layer because the surface energy of Ni is almost always lower than that of Cr for 
nearly every orientation of the surface. In other words, Cr has a much higher aversion than 
Ni to being in the significantly under-coordinated state in the first layer of a free surface, 
something which partly traces back to its less filled valence d shell [147]. 
 While the surface energies of Cr and Ni have been calculated before with DFT 
methods, it is useful to calculate them again here for surfaces corresponding to the exact 
surface slabs used this study and under the specific simulation parameters of these DFT 
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calculations. Surface energy calculations require a different type of surface slab than the 
half-slabs employed in this work, however. For the calculations, a “mirror” slab must be 
used, in which both ends of the slab are allowed to fully relax, forming a mirror image of 
one another while the “bulk” behavior is enforced in the center of the slab either by locking 
the center atomic layer(s) in place there or by increasing the number of atomic layers the 
Z direction enough so that the slab naturally forms a bulk region (i.e., a true thin-film 
material).  
The necessity of the mirror slab is a consequence of the mathematical description 
of the surface energy, which corresponds to the work required to create a surface of area 𝐴 
by cleaving a bulk crystal in two. In cleaving the crystal, we are left with two identical 
surfaces, and so this must be taken into account in the equation and in our simulations, 
hence the dual surfaces present on either end of the slab. Written in terms of DFT slab 





(𝐸𝑠𝑙𝑎𝑏 − 𝑛𝐸𝑏𝑢𝑙𝑘) (40) 
Where 𝐸𝑠𝑙𝑎𝑏 is the energy from the slab calculation, 𝐸𝑏𝑢𝑙𝑘 is the energy per atom 
in the perfect bulk crystal, 𝑛 is the number of atoms used to construct the surface slab, 𝐴 is 
the unit area of the surface within the simulation cell, and the 1 2⁄  parameter comes from 
the duel surface formation.  
 In this work, a mirror slab was first created by modifying the original 9 layer slab 
into one that was doubled in height (i.e., 17 layers in total) and allowed to fully relax at 
both ends with only the layer at the very center being locked in place. Three versions of 
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this new 17 layer mirror slab were then used the calculate surface energy for an fcc Ni 
(100) surface, an fcc Cr (100) surface and a bcc Cr (100) surface. These are reported in 
Table 5.2 along with the experimental Ni and Cr surface energies and both spin-polarized 
(sp) and non-spin-polarized (non-sp) DFT energies from previous studies. 
  
Table 5.2. Aggregation of DFT calculated and experimental surface energies of the low 
index surfaces in fcc Ni, bcc Cr and fcc Cr. The sp column indicates whether or not spin-
polarization (sp) effects were included in the DFT calculation. 
     Surface Energy, 𝜸 
System Author/Study Method sp facet eV/Å2 J/m2 
fcc Ni De Boer et al. (1988)  [209] Exp - - 0.1436 2.300 
 Tyson et al. (1977)  [151] Exp - - 0.1469 2.354 
 This work DFT non-sp 100 0.1401 2.244 
  DFT non-sp 111 0.1218 1.952 
 Vitos et al. (1998)  [148] DFT non-sp 100 0.1514 2.426 
  DFT non-sp 111 0.1255 2.011 
 Skriver et al. (1992) [210] DFT non-sp 111 0.167 2.67 
 Alden et al. (1994) [147] DFT non-sp 100 0.167 2.67 
  DFT sp 100 0.173 2.77 
  DFT non-sp 111 0.164 2.63 
  DFT sp 111 0.168 2.69 
fcc Cr - Exp - - - na 
 This work DFT non-sp 100 0.1812 2.904 
  DFT non-sp 111 0.1491 2.389 
 Skriver et al. (1992) DFT non-sp 111 0.193 3.09 
bcc Cr De Boer et al. (1988)  [209] Exp - -  2.450 
 Tyson et al. (1977)  [151] Exp - -  2.380 
 This work DFT non-sp 100 0.2405 3.854 
 Vitos et al. (1998)  [148] DFT non-sp 100 0.1529 3.979 
  DFT non-sp 111 0.2573 4.123 
 Skriver et al. (1992) [210] DFT non-sp 110 0.227 3.63 
 Alden et al. (1994) [147] DFT non-sp 100 0.210 3.36 
  DFT sp 100 0.140 2.23 
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 From these values, one can see that regardless of whether Cr is in the fcc or bcc 
crystal configuration, and independent of the specific surface face, or whether the surface 
is magnetically ordered or not the surface energy of Cr is usually higher than that of Ni. 
We can also see the effect of spin-polarization on the surface in these calculations. As 
Alden et al.’s [147] energies show, there is not much effect in the Ni surface when sp 
effects are turned on, however, in Cr, the inclusion of sp and the magnetic ordering that 
follows was found to lower the surface energy significantly. This effect comes from the 
behavior of the electrons in the half-filled d-band and has been observed in other 3d metals 
in the middle of the periodic row like Co and Mn [211,212]. Alden et al.[147] showed that 
this effect was specific to the individual surface facet in Cr, and that the degree of the 
energy difference was related to the level of magnetic saturation possible in each surface 
facet, hence the differences between the (111) and (100) surfaces in Cr.  
As stated before, however, magnetic ordering in Ni-Cr alloy is lost when Cr content 
is increased to even small concentrations and its suppressed even further by the high-
temperatures it should experience during operation in a reactor. By not including sp effects 
the surface energy of Cr surfaces is increased, which should then cause the segregation 
energy for Cr in the first layer of Ni increase. This is exactly what was seen in CHAPTER 
4 when comparing the calculated non-sp (111) segregation energy profile found with the 
sp segregation energy profile found by Yu et al.[116] for the same surface (shown in Figure 
4.1). Even with sp effects, the profile found by Yu et al. essentially showed the same shape 
and general behavior, just with a slightly lower segregation energy for the first layer, 
suggesting that the overall effects of sp in this current study are essentially unimportant.  
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With an understanding in place for the first layer segregation behavior of a clean 
surface, we can now begin to examine the effects of placing salts on the surface and how 
their interaction with the Cr might alter the segregation behavior.  
5.3.2 Single Anion Influenced Segregation 
Molten salts can come in many forms, with many different elemental compositions. 
These salts generally consist of a halide species (i.e., usually Cl or F) mixed with some 
other combination a metal species. In bonding, the halide forms the anion and the other 
metal(s) form the cations of the ionic bonds. In the liquid molten state, however, the anion-
cation bonds become very weak and so the anion and cations can loosely be thought of as 
independent ionized particles floating in an “ionic soup”. The structure and ordering of this 
soup is not totally random, however, as the ions will still feel the influence of strong local 
ionic forces and coordinate accordingly. 
In DFT adsorption studies, it is not computationally feasible to simulate the entirety 
of this ionic liquid above the surface and so adsorption is usually modelled by placing 
single or isolated atoms directly onto the surface. This approximation is usually valid 
because an adsorption interaction is a uniquely local phenomenon, most strongly governed 
by the direct bond formed between the adatom and the surface. Beyond this, it is not too 
difficult to account for the more extended local effects by adding additional liquid or 
adsorption particles just near adsorption site.  
In this section, the effects of the adsorbed halides Cl and F, and the salt impurity O, 
on the segregation behavior of Cr will explored.  
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5.3.2.1 Adsorption Sites 
 Every crystal surface possesses unique adsorption sites which the adatoms will 
usually prefer to sit in. The (100) surface was chosen for this study, in fact, because of the 
simplicity of its unique sites, of which there are only three. These are the top site, the bridge 
site, and the hollow site, and they are shown in Figure 5.4. These sites are unique because 
they correspond to positions on the surface where forces in the x-y plane are symmetrically 
equivalent. Any atom sitting in one of these sites will feel equal forces acting on it from all 
directions (excluding the surface normal direction) and so will be trapped in place. 
Visually, or graphically, the top site can be thought of as being on top of a mound or hill, 
while the bridge site is situated in the center of a saddle point, and the hollow site is located 
in the bottom of a well.  
a) b) c)  
Figure 5.4. The three unique adsorption sites of the (100) surface. In these images, the blue 
atoms represent Ni atoms in the surface, the orange atom is the adatom, and the red atom 
is the position of the Cr atom in relation to the adatom. Figure a) is called the top site, 
Figure b) is the bridge site, and figure c) is the hollow site.  
 
 Because the top and bridge sites are in positions situated near the tops of slopes, if 
forces around the site become asymmetric, an isolated adatom can be pushed out of these 
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sites and into the well site. This behavior does occur in some of the calculations that will 
presented in the following sections and will be discussed when appropriate.  
5.3.2.2 Chlorine Influenced Segregation 
 The segregation energy profiles of Cr segregating under an adsorbed Cl adatom, 
situated in each of the three (100) adsorption sites, are shown in Figure 5.5. It’s 
immediately clear that the Cl adatom has an effect on segregation. The first layer energies 
have decreased for each site, with the top site configuration producing the strongest effect 
and the hollow site having the weakest effect. The second layer energies are not as clear, 
however, as true energies for the top site and bridge sites were not able to be found, indicate 
by the black square marker. In these configurations, the adatom was pulled out of the initial 
site and into the hollow by the off-center Cr atom in the second layer. In the second layer 
hollow site configuration, however, we see an increase in the segregation energy. This is 
indicative of the attraction between Cr and Cl relative to the Cr-Ni and Cl-Ni interactions. 
In this scenario the Cr and Cl atoms are pulling each other strongly, squeezing the layer of 
Ni atoms between them an increasing the amount of stress in the system.  
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Figure 5.5. Calculated Cr segregation energies when a single Cl occupies each adsorption 
site on the (100) surface. The red line depicts the segregation profile found for Cr under a 
clean surface. The black square markers for the second layer energies indicate sites that 
were unstable which resulted in the adatom falling into the hollow site.  
 
5.3.2.3 Fluorine Influenced Segregation 
 Next, we plot the same segregation energy profiles, but this time with F adsorbed 
to the surface instead of Cl. This is shown in Figure 5.6. In this case, F is seen to produce 
an even greater decrease the first layer energies. Now though, not only have these first 
layer energies decreased, but they have become negative too. This means a F adatom has 
the effect of completely reversing the segregation behavior in this surface, making Cr 
segregation to the top layer now most favorable. There is some difference in the second 
layer behavior relative to Cl, however, in that the top and bridge site F’s remained stable 

































the segregation energies that result do seem to support the notion that the Cr-F or Cr-Cl 
bond interaction is adding stress to the system when the Cr is in the second layer. In this 
case, the top site, in which the Cr and F are furthest from each other, shows the smallest 
energy increase while the hollow site, in which the Cr and F are closest to each other, shows 
the greatest energy increase.  
 
Figure 5.6. Calculated Cr segregation energies when a single F occupies each adsorption 
site on the (100) surface. The red line depicts the segregation profile found for Cr under a 
clean surface 
 
5.3.2.4 Oxygen Influenced Segregation 
 Finally, the O adatom influenced segregation is shown last, in Figure 5.7. Here, the 
magnitude of the effect the O adatom has on Cr segregation, relative to both Cl and F, is 

































very far into the negative, and by far more than the what the Cl or F adatoms were able to 
produce. This is indicative the strong attractive interaction between Cr and O, which again 
is also suggested by an increased second layer hollow site energy. Oddly, however, the 
hollow site energy for the first layer did not decrease like the top and bridge site energies 
did, which could suggest that O would prefer to bond with fewer atoms at the surface. In 
the second layer, we again see unstable top and bridge site configurations like what was 
seen for Cl. This may actually suggest that this effect is related to the size of the adatom 
and the ability for its interaction to actually reach the Cr atom buried in the second layer. 
Of the three anions, Cl is by far the biggest, followed by O and then by F. It may be that 
the range of F’s influence is simply not long enough to reach the second layer Cr effectively 
and so the Cr-F interaction is not strong enough to pull the F out of its adsorption sites. 
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Figure 5.7. Calculated Cr segregation energies when a single Cl occupies each adsorption 
site on the (100) surface. The red line depicts the segregation profile found for Cr under a 
clean surface. The black square markers for the second layer energies indicate sites that 
were unstable which resulted in the adatom falling into the hollow site  
5.3.3 Anion-Cation Influenced Segregation 
 The isolated anions were able to impart interesting effects on the segregation 
behavior in the Ni-Cr surface. Unfortunately, attaching a single F, Cl and O atom to the 
surface may not be the most ideal method to approximate the molten salt. Atoms in the 
molten salt are likely to be ionized, with anions carrying an extra electron with them while 
the cations will likely be missing one or more electrons from their nearly empty valence 
shell, and so a neutral atom on the surface will not be truly representative. Additionally, 



































countless other salt ions, which will likely have a diverse and rapidly changing influence 
on the electronic bonding behavior of the adatom. 
In order to move the DFT calculations in this work closer to reality, a second set of 
adsorption influenced segregation calculations was performed with an additional cation 
species attached to the back of the adsorbed anion. The cations in these simulations were 
chosen to represent common salt species (e.g., Na and Mg) and a common salt impurity 
associated with O (e.g., H). The addition of these cations has a duel effect. First, the anion 
will pull a significant amount of electron density on to itself from the cation, making the 
anion more characteristic of an actual negatively charged salt ion. Second, the presence of 
the cation itself brings the entire adsorption model closer to the actual thing. It’s still not 
the ideal scenario, but as more atoms are included in the local environment around the 
adatom, the model will be able to achieve a greater accuracy. 
In performing this second set of simulations, some key changes in the slab 
configuration and the order of the segregation calculations are made. First, as could be seen 
in Figure 5.5 and in Figure 5.7, the anion influence does not really extend beyond the 
second layer. Because of this, and in an effort to save on computational cost, the range of 
the segregation calculation can be adjusted. Now, instead of traversing the top five layers, 
the calculations will traverse only the top three layers, with the third layer configuration 
serving as the new bulk reference state. Because of this change, the height of the slab can 
now be reduced from 9 layers in total to 6, with only the bottom two layers remaining fixed 
during relaxation. In accordance with this change, all segregation energies from the 
previous sections, when cited from here on, will be reported using the third layer of those 
calculations as the reference state.  
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A second change included in these anion-cation calculations is that second layer 
energies are not calculated. As was evident in the single anion calculations, the instability 
of the adsorbate, with respect to its position, was a problem and prevented a valid 
comparison and analysis of the second layer energies. With the addition of the cation to the 
simulation, the structure of the adsorbate becomes far more complex and it is easy to see 
how these new structures would distort and shift when pushed by the asymmetry of the of 
the second layer Cr position. Because of this, energies are now only calculated for the Cr 
when it is in the third and first layers.  
5.3.3.1 Adsorption Configurations 
Because of the relative ease at which isolated surface adsorbates are distorted by 
the surface, and because we are solely interested in the Cr/Ni-anion-cation chain interaction 
only two adsorbate configurations were able to be used in these simulations. These 
configurations, which are shown in Figure 5.8, have been named the top-straight 
configuration and the bridge-angled configuration. In this naming convention, the word 
before the hyphen indicates the specific adsorption site of the base anion (i.e., either in the 
top or bridge site) and the word after the hyphen indicates the direction or orientation of 
the anion-cation chain. In this case, the straight orientation describes a pole like structure 
sticking straight out from the surface, while the angled description indicates that the anion-
cation pole is oriented at an angle from the surface. As will be seen, neither of these 
configurations was stable for every anion-cation combination. 
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a)  b)  
Figure 5.8. Anion-cation configurations used in this work. The left configuration (a) is the 
top-straight configuration, in which the anion (orange atom) is in the top site above the Cr 
(red atom) and the cation (yellow atom) is oriented directly above it. The right 
configuration (b) is the bridge-angled configuration, in which the anion is in the bridge 
position and the cation is oriented above it at an angle so as maintain the symmetry of 
forces needed to keep the structure locked in the bridge position.  
 
An anion-cation structure based out of the hollow site was not included in these 
calculations for two reasons: (i) although it was technically the most “stable” of the three 
adsorbate sites in this work, hence the propensity for the other adatoms to shift into it, this 
behavior is expected to change when surface coverage increases (i.e., when the rest of the 
salt atoms also interacting with the surface are considered) and (ii) when the anion is in the 
well site, the entire adsorbate structure sits low enough in the surface that the cations begin 
to interact with the nearby Ni atoms in the first layer. While this interaction might 
technically be interesting int itself, it is not in the scope or goal of this current investigation. 
It is important to be sure that we are only modeling and comparing the isolated set of 
interactions that take place within the Cr-anion-cation chain, or within the Ni-anion-cation 
chain when the Cr is in the third layer.  
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 Each anion-cation pair (Cl, F, O – Na, Mg, H) is modelled using both of the 
absorbate configurations just described. All of the combinations modelled in this work are 
listed in Table 5.3. 
Table 5.3. All anion and anion-cation pairs modelled in this work.   
Anion\Cation - Na Mg H 
Cl Cl NaCl MgCl HCl 
F F NaF MgF HF 
O O NaO MgO HO 
 
5.3.3.2 Chlorine-Cation Influenced Segregation 
 The Cl-cation pair segregation energies are shown first in Figure 5.9. Again, recall 
these energies correspond to the energy difference between the configuration with Cr in 
the third layer and the configuration with Cr in the first layer. It’s quite clear the cations 
provide something of a nullifying effect on the of the strength of the anion’s influence on 
Cr segregation. In every case, the first layer segregation has increased relative to the single 
anion configuration. Mg seems to have the strongest effect in this reversing behavior, 
almost returning causing the energy to return to original level, in the clean surface.  
 One should also see that in Figure 5.9, a segregation energy is not reported for the 
H-Cl top-straight configuration. It was found that for H-Cl, and H-F as we will see in the 
next section, the top-straight configuration was unstable above the Ni-Cr surface. In these 
scenarios, the H-Cl and H-F molecules preferred to bond tightly to one another, and in 
doing so would break their bond with the surface and move up into the void of the vacuum.   
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Figure 5.9. (Left) the segregation energies found for the Cl-cation pairs in the top-straight 
configuration. The H-Cl configuration was unstable and so is not shown. (Right) the 
segregation energies found for the Cl-cation pairs in the bridge-angled configuration. 
 
5.3.3.3 Fluorine -Cation Influenced Segregation 
The calculated segregation energies for the fluorine-cation configurations are 
shown next in Figure 5.10. We see a very similar effect here with the addition of the cation 
causing the first layer energies to go back up closer to their original clean surface level. 
While the energies are overall lower than those of the Cl-cation configurations, the F-cation 
first layer energies do rise enough to suggest the nullification effect might still be enough 
to prevent the strong influence of the F anion from significantly affecting overall 
segregation behaviors.  
 As mentioned in the previous section, the H-F configuration was found to be 








































something similar happening in the bridge-angled configuration here as well. This time, 
however, the F-cation molecule does not move away from the surface, but instead shifts its 
base position from the bridge site to the top site, while maintaining its angled orientation. 
Following the same naming convention used earlier, this shift, which only occurs for the 
Mg-F and Na-F pairs, results in a structure which could be called a top-angled 
configuration. The cause for this shift may be related to the electronegativity of F, which 
is higher than that of O and Cl, and so when F is within the effective interaction distance 
of a negatively charged ion like the ionized Cr in these surfaces, the strength of the bond 
formed between them may be great enough to pull F into the top site. Separate segregation 
energy lines are calculated for these two structures and are reported in Figure 5.11. These 
energies were calculated using a new third layer reference structure (i.e., Cr in third layer) 
which mimicked the top-angled position of the of the molecule. In this graph, the single F 
anion line corresponds to the top site configuration energy. Expectedly, we see a very 
similar behavior between the top-straight and top-angled configurations.  
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Figure 5.10. (Left) the segregation energies found for the F-cation pairs in the top-straight 
configuration. The H-F configuration was unstable and so is not shown. (Right) the 
segregation energies found for the F-cation pairs in the bridge-angled configuration. The 
MgF and NaF bride-angled configuration were unstable with respect to a top-angled shift 









































Figure 5.11. The calculated segregation energies of MgF and NaF in the top-angled 
configurations. This structure was formed when the MgF and NaF molecules, originally 
placed in the bridge-angled configuration, shifted into the top position over the Cr.  
 
5.3.3.4 Oxygen-Cation Influenced Segregation 
 Finally, the O-cation segregation energies are reported in Figure 5.12. With O as 
the base anion, every pair anion-cation combination for both of the primary adsorption 
configurations was stable. These calculated O-cation segregation energies represent, 
perhaps, the most interesting results in this section. As can be seen, the nullifying effect is 
still present for O-cation pairs, however, in each case, the effect of the O anion influence 
was so strong that the first layer segregation energies still remain significantly in the 




















processes that result in Cr being brought to and eventually removed from the surface, than 
the natural salt components, F and Cl. This is in excellent agreement with the analysis 
provided by Raiman et al [135], which showed that the purity of the salt had by far the 
strongest correlation with overall corrosion rates in molten salt systems.  
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Figure 5.12. (Left) the segregation energies calculated for the O-cation pairs in the top-
straight configuration. (Right) the segregation energies calculated for the O-cation pairs in 
the bridge-angled configuration. 
 
5.3.4 Charge Transfer During the Adsorption-Segregation Interaction 
 We have now seen that Cl, F, and O anions each influence the segregation behavior 






















































We have also seen, though, that the presence of a single cation near the adsorbed anion 
reduces the relative strength of this effect, and that for Cl and F, this reduction is enough 
effectively nullify the effects of the halide anions.  
 In order to understand why this happens we can look at the charge of the atoms and 
the transfer of electrons occurring in these local interactions. Just as in Chapter 4, the Bader 
charge counting method is used to count the charge in each atomic volume [122–125]. In 
the following sections, the electronic charge transfer behaviors exhibited by these adatom 
configurations will be presented and discussed according to the most significant 
configurational trends. 
5.3.4.1 Top and Bridge Site Electron Transfer 
 The charge transfer in the single anion top and bridge site configurations are shown 
first, in Figure 5.13 and in Figure 5.14, respectively. In every configuration, it’s clear that 
the adatom is stripping electron charge from the Cr. If we relate the degree of this electron 
transfer between the Cr atom and the anion adatom, then we can that there is a remarkable 
degree of correlation with the first layer segregation energies. In both the top and bridge 
sites, the Cl adatom has the weakest effect, pulling the smallest amount of charge, while 
the O has the strongest effect, pulling the most charge of the Cr.  
We can also see the adatoms are able to pull the Cr upwards, slightly out of the 
surface. The magnitude of the Cr atoms upward displacement also seems to be proportional 
to both the level of charge transfer and the segregation energy of the first layer with the Cl 










Figure 5.13. Atomic charge states of the single anion in the top site configuration when 
the Cr atom (maroon) is in the first layer. The clean surface is shown in (a), the Cl (orange) 
adatom in (b), the F (purple) adatom in (c) and the O (blue) adatom in (d). The atomic 
charge of each atom is indicated by the number in the box nearest the atom. A blue number 









Figure 5.14. Atomic charge states of the single anion in the bridge site configuration when 
the Cr atom (maroon) is in the first layer. The Cl (orange) adatom is shown in (a), the F 
(purple) adatom in (b), and the O (blue) adatom in (c). 
 
5.3.4.2 Top-Straight Electron Transfer 
 Next, we turn our attention to the anion-cation pair configurations. Recall that the 
cations had the effect of reducing the strength of the anions’ influence on segregation. If 
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the first layer segregation energies are truly correlated to the degree of charge transfer 
between Cr and adatom, then we should see this same effect in the charge transfer behavior 
when we bond cations to simulation. In fact, this is exactly what we see happen in both for 
the types of pair configurations.  
Examining first the charge transfer in the top-straight configurations, shown in 
Figure 5.15 and Figure 5.16 just a few representative systems, the effect of the cation is 
clear. In every case, the positive charge on the Cr atom has been reduced slightly, relative 
to its charge in the single anion configuration. The anion is instead taking on a significant 
amount of charge from the cation, reducing its ability to take electrons from the Cr. If we 
think about this in relation to the anion valence shell, we can begin to draw a strong 
connection between of charge transfer and the relative reductions seen in the halides versus 
the oxygen atom. The valence structures of Cl and F are each one electron short of a full 
valence, while O’s valence is two electrons short. In a charge transfer interaction, we can 
think of this as meaning O is capable of taking on more electrons than either Cl or F. This 
could be the reason the O’s effect on segregation remains strong in the presence of a cation 
when Cl and F’s effects do not. When a cation bonds with one of the halides it imparts a 
significant amount of electron charge on the halide, effectively filling the empty hole in its 
valence, and making it less able take charge from the Cr. When a cation bonds with the O, 
however, a similar amount of charge transfer occurs which does to an extent lessen the O’s 
ability to take charge from the Cr, but in this case the O has additional space left in 










Figure 5.15 Atomic charge states of the top-straight anion-cation configurations when Cr 
(maroon) is in the first Ni (light blue) layer. Individual anion and cation types are denoted 
by color and label. A negative red charge means electrons were gained and a positive blue 






Figure 5.16. Atomic charge states of representative top-straight anion-H configurations 
when Cr (maroon) is in the first Ni (light blue) layer. In figure (a), the H-Cl molecule has 
drifted away from the surface during relaxation. This was also observed for H-F.  
 
We can also similarly relate these behaviors to the electronegativities of the Cl, F, 
and O atoms. Each of these anions is highly electronegative with F having the strongest 
electronegativity (3.98), O the next strongest (3.44) and Cl being the least strong (3.16). In 
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every type of interaction analyzed in this study, Cl generally had the weakest effect, F the 
next strong effect, and O the strongest effect. This at first doesn’t match up, but if we take 
into account the O’s greater capacity to take on additional electrons then we can begin to 
see a correlation. F has the strongest pull on electrons but it only has room for one extra 
electron in its valence, hence why it always has stronger influence than Cl, which has the 
same amount of room in its valence. O’s pull is not as strong as F’s pull, but it can fit more 
stolen electron charge in its valence before its electronegative attraction is screened.  
5.3.4.3 Bridge-Angled Cation Behaviors 
If this combination of electronegative strength and valance shell occupation is 
behind the segregation behavior seen in these calculations, then we should see this same 
effect in the Bridge-Angled configuration calculations. The discussion of which is divided 
and presented in the following sections according to the cation species. This distinction is 
made because each cation behaved in its own distinct manner.  
As will be shown in each cation section, the height (or angle) of the cation seemed 
to depend on the specific type of cation. The position of the relaxed Na atom was always 
high and away from the surface, the Mg atoms preferred to sit nearly flush with the anion, 
and the H atoms always sat low and below the height of the anion.  
5.3.4.4 Sodium (Na) Behavior 
 The charge transfer and relaxed positions of the Na configurations are shown in 
Figure 5.17. At first glance, the electron transfer in these surfaces appears to break our 
theory connecting the charge transfer to segregation energy as the F now shows the highest 
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level of charge transfer, instead of O. Recall, however, that the Na-F molecule shifted out 
of the bridge-angled configuration and into the top-angled configuration. With the anion 
now positioned over the top site, it is more appropriate to compare the charge transfer of 
the angled Na-F molecule with other molecules also positioned in the top site (i.e., those 
in Figure 5.15 {above}), as opposed to molecules positioned over the bridge site. In doing 
so, we can see that the amount of charge transfer in the top-angled Na-F molecule is still 








Figure 5.17. Atomic charge states of the angled anion-Na configurations when Cr 
(maroon) is in the first Ni (light blue) layer. Individual anion and cation types are denoted 
by color and label. A negative red charge means electrons were gained and a positive blue 
number means electrons were lost.  
 
5.3.4.5 Magnesium (Mg) Behavior 
 The charge transfer and relaxed positions of the Mg based bridge-angled 
configurations are shown in Figure 5.18. The Mg-F molecule here has also shifted into the 
top-angled configuration resulting in greater charge transfer than in the bridge site 
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structures in (a) and (c), but again the magnitude of charge transfer in the top-angled Mg-
F molecule is less than in the top-straight Mg-O molecule.  
 Interestingly, as previously mentioned the Mg atom has shifted closer the surface 
relative to the Na atom. In doing so it has imparted some charge onto the nearest Ni atom. 








Figure 5.18. Atomic charge states of the angled anion-Mg configurations when Cr 
(maroon) is in the first Ni (light blue) layer. Individual anion and cation types are denoted 
by color and label. A negative red charge means electrons were gained and a positive blue 
number means electrons were lost.  
 
5.3.4.6 Hydrogen (H) Behavior 
 The charge transfer and relaxation positions of the H containing molecules are 
shown last in Figure 5.19. Here the H-F molecule maintains its bridge-angled position, 
and the magnitudes of the charge transfer through each anion matches the previously 
observed trend, with O showing the greatest effect. These configurations are unique, 
however, in that the H atom appears to be interacting directly with both the Cr and the 
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anion. The H-Cr interaction seems to be interfering with and weakening the Cr-anion 
interaction, as suggested by the lower overall charges on the anions. The Cr is still able to 
achieve a high positive charge, however, by transferring some of its charge to the H atom. 
In fact, these configurations resulted the greatest positive charge around the Cr atom in any 








Figure 5.19. Atomic charge states of the angled anion-H configurations when Cr (maroon) 
is in the first Ni (light blue) layer. Individual anion and cation types are denoted by color 
and label. A negative red charge means electrons were gained and a positive blue number 
means electrons were lost.  
5.3.5 Relation to Corrosion Mechanisms 
The results shown here paint a picture of ionic-like charge driven interactions 
governing the corrosion and segregation related phenomena at the alloy surface/salt 
interfaces. As was hypothesized in CHAPTER 4, the electronic charge transfer that found 
to occur between Cr and Ni results in localized pockets of positively charged regions 
embedded in the surface that might then interact more strongly with the ionically charged 
species floating by in the molten salt then the rest of the more neutrally charged Ni atom 
in the surface. The strength of interaction, if measured in terms of adsorbate bonding 
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distances, charge transfer screening, and effects on segregation were strongest for the most 
electronegative salt species, and those which could facilitate the greatest movement of 
electron density. In this way, O showed by far the strongest effect, having a high 
electronegativity and two open valance orbitals to store the stolen electron charge. This 
suggests O and other like contaminants in the salt may contribute most strongly to overall 
corrosion. While Cl and F adsorption both showed Cr segregation promoting effects, their 
more filled valence, relative to O, meant that charge transfer effects were limited in terms 
of the magnitude of electron transfer, regardless of the strength of the electron attraction 
(i.e., electronegativity), and that the damping from nearby cations was more effective.  
In the aim of reducing overall corrosion rates in molten salt systems, the 
development of quick and economically efficient methods of salt purification, in addition 
to the development of alloys that limit the Ni-Cr charge transfer interaction might pay 
dividends to the development of economically viable molten salt reactors, concentrated 
solar power plants, and other high-temperature molten salt based systems.  
5.3.6 Charge Data for Every Cation-Anion Configuration 
 A summary of all the atomic charge states (of interest) of all modelled 
configurations is listed in Table 5.4. Charges are included both for configurations in which 
the Cr is in the first a layer and for the configurations with Cr in the third layer. In these 
third layer configurations, the Cr atom charge is nearly identical for every configuration 
and so is uninteresting. Instead the charge of the Ni atom (or atoms in the bridge site) 
directly below the anion is reported.  
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Table 5.4. Atomic charge states of all adsorption configurations modelled in this work. 
Shown are charges for only the atoms relevant to the adsorption-segregation calculation.  
 Chlorine 
 Cl Na-Cl Mg-Cl H-Cl 
 Top Bridge TS BA TS BA TS * BA 
1st 
layer 
cation   0.9130 0.8398 0.5858 1.3490 0.3026 -0.2622 
Cl -0.4557 -0.4970 -0.7225 -0.6190 -0.7575 -0.7381 -0.3237 -0.4777 
Cr 0.7052 0.7425 0.6661 0.6606 0.7192 0.6748 0.6035 0.8207 
3rd 
layer 
cation   0.8953 0.8441 0.6433 1.4083 0.3040 -0.1569 
Cl -0.4553 -0.4572 -0.7254 -0.5856 -0.7579 -0.7189 -0.3303 -0.4601 
Ni 0.1650 0.1616 0.1714 0.1208 0.1601 -0.2587 -0.0039 0.1884 
 Fluorine 
 F Na-F   Mg-F   H-F   
 Top Bridge TS TA TS TA TS * BA 
1st 
layer 
cation   0.9310 0.8656 0.6682 1.3528 0.7373 -0.2554 
F -0.5810 -0.6369 -0.7834 -0.7390 -0.8735 -0.8049 -0.7661 -0.6289 
Cr 0.8798 0.8961 0.8175 0.8560 0.8008 0.7613 0.6733 0.9256 
3rd 
layer 
cation   0.9251 0.8664 0.7532 1.3291 0.7734 -0.1981 
F -0.6283 -0.6431 -0.7725 -0.7408 -0.8532 -0.1117 -0.7970 -0.6472 
Ni 0.3394 0.2553 0.2670 0.0998 0.2430 0.0123 0.0401 0.3455 
 Oxygen 
 O Na-O  Mg-O   H-O   
 Top Bridge TS BA TS BA TS BA 
1st 
layer 
cation   0.9199 0.8575 0.7539 1.3088 0.6772 -0.2570 
O -0.6936 -0.8075 -0.9169 -0.9503 -1.0765 -1.1103 -1.1425 -0.8073 
Cr 0.9812 0.9191 0.9095 0.8412 0.8947 0.7553 0.9093 1.0343 
3rd 
layer 
cation   0.9090 0.8663 0.8959 1.3291 0.6379 -0.1888 
O -0.6283 -0.7583 -0.9486 -0.9445 -1.2066 -1.1117 -1.1844 -0.7599 
Ni 0.2847 0.3234 0.2800 0.1962 0.3314 0.0123 0.3603 0.3966 
* These H-Cl and H-F molecules moved away from the surface 
TS = Top-Straight,  TA = Top-Angled,  BA = Bridge-Angled 
 
5.4 Conclusion  
In this study, the effects of salt anion and cation species on the segregation behavior 
of Cr in Ni-Cr alloy was investigated using DFT. Segregation energies were calculated for 
Cr in a (100) Ni surface covered by single anion salt species (Cl, F, and O) and then again 
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by anion-cation (Na, Mg, H) molecule species, where the O and H species represent salt 
impurities. It was found that single adsorbed anions had the effect of significantly reducing 
first layer segregation energies, promoting the segregation of Cr at the surface. Conversely, 
cations bonded to the adsorbed anions had the effect of raising the segregation energies 
back up, essentially nullifying the effects of Cl and F, but not O.  
The cause of this behavior was found to be closely related the amount of charge 
transfer occurring between the Cr atom and the adsorbed species. The anions effectively 
stripped the Cr atom, which had already been partially ionized by the Ni lattice, of further 
electron charge. The addition of the cations was found to hinder and reduce the amount of 
charge that the anion was able to take from the Cr. The subsequent changes to the 
segregation energy appear to be proportional to the atomic charge state of the first layer Cr 
atom and the amount of charge transfer between it and the adsorbed anion.  
Of the anions, the O produced by far the strongest effects, followed by F and then 
by Cl. This behavior appeared to be connected to each anion’s ability to take electron 
charge from the Cr, which is related to both the strength of the anion’s pull on electrons 
(i.e., its electronegativity) and its capacity to take on additional electron charge (i.e., its 
valence shell). In terms of the cations’ influence, Mg was found to have the strongest 
reducing effect on the Cr-anion interaction, with H and Na showing varied behaviors.  
The DFT results in this work suggest that salt impurities have a much stronger 
effect than standard salt species on the Cr segregation behaviors in Ni-Cr alloy surfaces. 
While the halides may individually want to interact with surface Cr atoms, the other species 
in the salt, assuming they are in sufficient quantity, should suppress this interaction. It’s 
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important to remember, however, that in these simulations, only small and local 
interactions can be accounted for. It is difficult to predict how these behaviors might evolve 
or change when these isolated adsorption structures become surrounded by the rest of the 
molten salt ions at a realistic density. Experimental investigation of these surface behaviors 
is thus needed, in addition to the development of higher order computational models which 
can replicate these local electronically driven interactions while accounting for appreciably 
larger system sizes and microscopic behaviors.  
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CHAPTER 6. ATOMIC ORDERING IN URANIUM-ZIRCONIUM 
METALLIC FUELS  
Uranium-rich U-Zr alloys have been identified as a promising metallic fuel for use 
in generation IV fast reactors. Metallic fuels have been of interest for use in fast nuclear 
reactors since the Clementine reactor was first built in 1949 and demonstrated the potential 
for a larger breeder reactor fueled by a metallic actinide alloy. Metallic fuels have since 
been used in the experimental breeder reactors EBR-I (1951-1964) and EBR-II (1961-
1994), built at Argonne National Laboratory, and in a handful of other experimental and 
commercial fast reactors built around the same time such as the Dounreay Fast Reactor 
(DFR, 1959-1977) in Scotland and the Fermi 1 reactor (1963-1972) in Michigan [26,213]. 
Metallic fuels offer several advantages over the ceramic based fuels currently 
employed in most commercial reactors. This includes higher thermal conductivities, 
simpler processing and fabrication techniques, easier fuel recycling, higher burnups, and 
the potential for improved neutronics [213,214]. Metallic fuels could also allow for low-
enriched uranium (LEU) fuel designs in accordance with the Department of Energy’s 
Global Threat Reduction Initiative (GTRI) and could offer passive safety features during 
reactor transient events [215]. 
Metallic fuels are not without their disadvantages, however, as undesirable volume-
changing phase transformations and fuel redistributions can occur during temperature 
changes. U metal, for example, undergoes transformations from its groundstate 
orthorhombic α phase to a tetragonal β phase at 667.7°C± 1.3°C, then to a body-centered 
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cubic (bcc) γ phase at 774.8°C ± 1.6°C, before melting at 1132.8°C ± 0.8°C  [216]. Not 
only do the low overall melting temperatures pose an inherent risk, but the integrity of fuel 
cladding and other structural components is also threatened by the anisotropic thermal 
expansions in the α and β phases that would accompany potential transformations 
associated with these phases. 
6.1.1 U-Zr Alloy 
Alloying uranium with other transition metals often serves to negate some of the 
potential drawbacks of an all-metal fuel. One of the more promising transition metals being 
considered for U alloy fuels is zirconium, a material already widely used in the nuclear 
industry because of its excellent high temperature phase stability, high melting 
temperatures (1,855°C), very low thermal neutron absorption cross-section and relatively 
low costs. When alloyed with U, Zr acts to stabilize the high-temperature bcc γ phase, a 
phase ideal for reactor operating conditions, by lowering the α → β transition temperature 
and increasing the overall melting temperature [217]. 
In off-normal temperature conditions, however, such as during the starting up or 
the cooling down of a reactor, it may be possible for phase transformations to occur in the 
U-Zr metal as temperatures cross the α ↔ β phase boundary. During these transient events, 
the occurrence of phase decomposition can result in a number of fairly complex 
microstructures usually depending on the Zr concentration, initial phase structure, and the 
rapidity of cooling [218–220]. Phase decomposition in the in the initially single-phase bcc 
U-rich U-Zr alloys envisioned for these nuclear fuels can result in lamellar or acicular 
multi-phase microstructures consisting of the orthorhombic α phase and a hexagonal  δ-U-
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Zr2 intermetallic phase [221,222]. Transformations such as these can easily result in a 
redistribution of fissile U atoms, which can negatively affect reactor neutronics and fuel 
lifetimes. Therefore, it is of high importance to fully understand both the thermodynamics 
of the γ → α + δ decomposition and the atomic ordering and structure of the product α and 
δ phases. 
The γ- and α-U-Zr phases have already received an extensive amount focus and are 
well understood from both an experimental and computational perspective [221,223–237] 
The intermetallic δ phase has been far less studied, however, and as such, there are some 
discrepancies in what is understood about its solubility and structural characteristics. There 
was initially some debate over the general stability of the δ phase and it was actually 
thought to be only metastable [238–240] but Rough et al. [218] was able to confirm its 
stability using X-ray techniques and showed that the previously reported instability in the 
phase was due to oxygen contamination. There is still some uncertainty, however, on the 
bounds of the solubility region [241,242]. Ogawa et al. [243] has suggested that the δ phase 
may be so sensitive to oxygen and nitrogen destabilization that efforts to determine the true 
solubility range are just too difficult. 
6.1.2 U ordering in δ-U-Zr2 
The atomic structure of the δ phase has been studied with both X-ray diffraction 
[244,245] and high-resolution neutron diffraction [246] methods and is believed to exhibit 
a modified partially-ordered C32 (AlB2-type) structure with a P6/mmm space group (or 
P3̅m1 if the B-sites are separable). In reference to the prototype AlB2 structure, which is 
shown in Figure 6.1. the Zr atoms in the δ-U-Zr2 structure would sit in the Al-site at the 
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corner positions (0, 0, 0) of the hexagonal unit cell and a random mixture of U and Zr atoms 
would inhabit the two B-sites located in the interior of the unit cell at the (2/3, 1/3, 1/2) and 
(1/3, 2/3, 1/2) positions. This same structure has been observed in several other U based 
alloys including U3Si5, UHf, U2Ti, U2Ti0.082Zr0.18, and UHg2 [218,245–251]. 
 
Figure 6.1. Atomic structure of the hexagonal δ-U-Zr2 phase. The green atoms correspond 
to Zr atoms and the blue-grey atoms represent the U atoms. 
While the atomic lattice structure is generally well agreed upon, there is some 
evidence that a small degree of ordering may actually be present among the U atoms 
located in the B-sites of the structure. The δ-U-Zr2 phase is formed by means of an omega 
transformation mechanism in which alternating (111) planes in the bcc γ phase collapse to 
form the basal planes of the hexagonal δ phase structure [252]. Using a semi-empirical 
modified embedded atom method (MEAM) with molecular dynamics (MD) and Monte 
Carlo (kMC) simulations Moore et al.[221,225] found that there was a thermodynamic 
driving force towards ordered structures in the U-Zr system. Specifically, in the bcc γ 
phase, it was found that while there was a preference for U atoms to be third or fourth 
nearest neighbors (3NN or 4NN), 1NN U atoms were still occasionally present and that the 
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presence of these 1NN U atoms at the beginning of the omega transformation resulted in 
an ordered δ-U-Zr2 structure being more readily formed than the partially disordered 
structure which only formed when there were no 1NN U atoms present at the start of the 
transformation. 
Previous computational studies on the δ-U-Zr2 structure were either limited in 
scope or did not bother to examine the specific ordering nature in the phase. In the only 
study to investigate ordering, Landa et al. [235] used a Korringa-Kohn-Rostoker method 
within the atomic-sphere approximation (KKR-ASA) combined with the coherent potential 
approximation (CPA) and the scalar-relativistic exact muffin-tin orbital method (EMTO) 
to investigate groundstate properties of the γ-U-Zr and δ-U-Zr2 phases including ordering 
and found that Zr d-band occupancy could be directly correlated to the stability of the δ 
phase. Ordering in the δ phase was investigated by calculating and comparing total energies 
for three different configurations of U and Zr among the Al and B sites in the unit cell and 
it was found that the configuration depicting the partially ordered structure, with random 
B site occupations, was lowest in energy and the most stable. The two other configurations 
modelled, however, one which was a totally random structure with U and Zr atoms 
dispersed over all sites and the other consisting of a complete ordering in which the Al-
sites were occupied by U atoms and the B-sites were occupied by Zr, represent the virtual 
extremes at the bounds of the disorder/order range. While the perceived stability of the 
partially ordered structure agreed with experiment it does not necessarily disprove the 




6.1.3 δ-U-Zr2 Modelling 
In this work the ordering behavior of δ-U-Zr2 is investigated by calculating 
formation enthalpies for a series of supercell structures with ordered configurations of the 
B-site positions using standard plane-wave pseudopotential-based DFT. The enthalpy of 
formation, defined as the change in enthalpy associated with the formation of one mole of 
a substance from its base constituents, is used to compare the relative stabilities of each 
ordered supercell structure. In DFT terms, for a compound 𝐴(1−𝑥)𝐵𝑥, where x is the mole 
fraction, the formation enthalpy, 𝐸𝐴(1−𝑥)𝐵𝑥
𝑓𝑜𝑟𝑚




0 − (1 − 𝑥)𝐸𝐴𝑔𝑠
0 − 𝑥𝐸𝐵𝑔𝑠
0  (41) 
Where 𝐸𝐴(1−𝑥)𝐵𝑥
0  is total energy per atom calculated in a DFT simulation of the 
compound 𝐴(1−𝑥)𝐵𝑥 and 𝐸𝐴𝑔𝑠
0  and 𝐸𝐵𝑔𝑠
0  are the total energies per atom calculated for the 
groundstate reference systems of the constituents A and B. Since DFT calculations are 
performed at 0 K, the calculated total energy is equivalent to the internal energy, 𝑈, of a 
system. 
Partially ordered structures are constructed out of 1x1x1, 2x2x2 and 3x3x3 
supercells based on the C32 (AlB2 prototype). In these structures, the Al sites are always 
occupied Zr atoms, while the B sites are randomly occupied by U and Zr atoms, in a 50/50 
(B-site) composition, corresponding to a U-66at%Zr overall composition. A totally random 
structure, in which both sites share a random occupation of U and Zr, and also exhibited 
the same U-66at%Zr composition, is also modelled for the 3x3x3 sized supercell as well. 
 142 
6.2 Computational Methods 
6.2.1 DFT Parameters 
The DFT simulations were performed using the Vienna ab initio Simulation 
Package (VASP) [15–18] with a variety of pseudopotentials using the projector augmented 
wave (PAW) method [19,20]. The calculations were performed using the Perdew-Burke-
Ernzerhof (PBE) [11] exchange-correlation functional. The uranium PAW pseudopotential 
was modeled with the 6s2 6p6 5f3 6d1 7s2 valence electronic configuration and a core 
represented by [Xe, 5d, 4f], and the zirconium PAW pseudopotential was modeled with 
the 4s2 4p6 4d2 5s2 valence electronic configuration and a core represented by [Ar, 3d]. The 
maximum energy cutoff of the plane-wave basis set found to be necessary to minimize the 
energy was 450 eV. Partial orbital occupancies were set according to the smearing method 
of Methfessel-Paxton of order one [66], with a smearing width of 0.2 eV. Spin polarization 
effects were not included in any of these calculations.  
6.2.2 Partially Ordered Supercell Structures 
Eight supercells were modelled in total. These include one 1x1x1 unit cell sized 
structure containing 3 atoms (1U, 2Zr), five ordered 2x2x2 supercells each containing 24 
atoms (8U,16Zr), one ordered 3x3x3 supercell and one randomly ordered (B-site only) 
3x3x3 supercell each containing 81 atoms (27U, 54Zr). A k-point mesh of 16x16x22 was 
used for the single 1x1x1 unit cell structure, while a mesh 9x9x13 was used for the 2x2x2 
supercells, and a mesh of 6x6x9 was used for the large 3x3x3 supercells.  
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The 1x1x1 single unit cell structure is shown in Figure 6.2, while each of the 2x2x2 
ordered supercells are shown in Figure 6.3, Figure 6.4 and Figure 6.5. Each of these 
ordered structures can be classified according the coordination of its U atoms, which is 
shown for each configuration in the right column. In these images, the range of visible 
atoms is increased and all Zr atoms are hidden. Bonds are drawn between neighboring 
atoms for all U-U pairs which are less than 4.5 Å apart. Drawing these images like this 
allows us to see the unique U-U coordination in each structure. Each consecutive ordered 
2x2x2 supercell structure exhibits a greater number of U-U neighbors.  
The ordered 3x3x3 unit cell consists of the same ordering as the primitive unit cell 
and the “Order 2” 2x2x2 supercell in which the U atoms are only coordinated with two 
other nearby uranium atoms.  




U Atoms Only 
Figure 6.2. (left) Structure of the single δ-U-Zr2 unit cell, with ordered B-sites, shown from 
two angles. (right) Zr atoms have been hidden and the visible range has been increased to 
show that U atoms typically neighbor on two other U atoms within a 4.5 Å radius shell. 
The U-U coordination of one atom is highlighted by purple colored bonds. 
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U Atoms Only 






U Atoms Only 
Figure 6.3. (left) Structure of the 2x2x2 δ-U-Zr2 ordered supercells, shown from two 
angles. In the second angle (on the bottom) the Al sites have been hidden leaving only the 
interior B-sites visible. (right) Zr atoms have been hidden and the visible range has been 
increased to show number of U-U neighbors within a shell of 4.5 Å. The U-U coordination 
of one atom is highlighted by purple colored bonds.  
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U Atoms Only 






U Atoms Only 
Figure 6.4. (continued) (left) Structure of the 2x2x2 δ-U-Zr2 ordered supercells, shown 
from two angles. In the second angle (on the bottom) the Al sites have been hidden leaving 
only the interior B-sites visible. (right) Zr atoms have been hidden and the visible range 
has been increased to show number of U-U neighbors within a shell of 4.5 Å. The U-U 
coordination of one atom is highlighted by purple colored bonds.  
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U Atoms Only 
Figure 6.5. (continued) (left) Structure of the 2x2x2 δ-U-Zr2 ordered supercells, shown 
from two angles. In the second angle (on the bottom) the Al sites have been hidden leaving 
only the interior B-sites visible. (right) Zr atoms have been hidden and the visible range 
has been increased to show number of U-U neighbors within a shell of 4.5 Å. The U-U 
coordination of one atom is highlighted by purple colored bonds.  
 
6.3 Results and Discussion 
6.3.1 Formation Enthalpies  
 The calculated formation enthalpies and relaxed lattice constants of each structure 
are presented in Table 6.1. As can be seen there does not appear to be any obvious or 
apparent trend in regard to the coordination of U atoms and the formation of enthalpy. The 
lowest formation enthalpy (0.1055 eV) corresponded to the order 5b structure, in which 
each U had 5 other U neighbors within the 4.5 Å shell, while the highest enthalpy (0.4147 
eV) was found for the order 6 structure with 6 neighboring U atoms. The lowest U 
coordinated structure (order 2) was found to have a formation enthalpy of 0. 2382 eV, 
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which was near the middle of the range. Interestingly for this order 2 structure, though, 
which was modelled for all three sizes of supercell, the energy of the smallest cell (the 
single unit cell) was slightly different than the energies found for the 2x2x2 and 3x3x3 
versions. This indicates the single unit cell may not be large enough to truly minimize the 
energy in this system, which may indicate that short-range ordering effects, which could 
extend beyond the size of the primitive cell, actually are influencing the groundstate 
energy. Another interesting observation from these formation enthalpies is that the large 
3x3x3 random supercell produced a fairly low enthalpy, relative to the other “ordered” 
enthalpies. This may actually suggest a random ordering truly is necessary for phase 
stability. 
 Unfortunately, none of the predicted formation enthalpies come close to the 
experimentally determined enthalpies, which are both in the negative. The positive 
formation enthalpies calculated through for these structures actually suggest that this phase 
is unstable and should decompose into the groundstate α-U and α-Zr structures. This, 
however, is not the experimentally observed case, which suggests these simple DFT 
calculations may not be enough to accurately model this system. Three possibilities arise 
from this: (1) the phase truly is random and the imposed “order” is driving the energy up, 
(2) the level of DFT formulation is not sufficient for modeling this system (i.e., Hubbard 
corrections or spin-orbit coupling effects may need to included), or (3) the short-range 
ordering effects may extend beyond the dimensions of these supercells and so are not 
accounted for in these simulations (i.e., larger supercells may lower the formation enthalpy 
further).  
 148 
Table 6.1. Calculated lattice constants (a0 and c0) and enthalpy of formation for each 
ordered structure. The first set of a0 and c0 constants refer to the simulation supercell size 
and the second set, denoted by “Prim.” refer to the size of the primitive unit cell within the 
supercell.   




   
Exp. 5.0271 [1] 3.082 [1] 0.613 -0.04146 [3] 
 
   
Exp. 5.028 [2] 3.09 [2] 0.615 -0.01347 [4] 
Structure  
No. 
Atoms a (Å) C (Å) prim a0 (Å) prim c0 (Å) a0/c0 
Enthalpy of 
Formation (eV) 
1x1x1 unit cell 3 
  
5.065 3.033 0.599 0.2201 
2x2x2 order 5b 24 10.198 6.122 5.099 3.061 0.600 0.1055 
  order 4 24 9.833 6.090 4.916 3.045 0.619 0.2144 
  order 5a 24 10.168 6.164 5.084 3.082 0.607 0.2354 
  order 2 24 10.117 6.061 5.059 3.030 0.606 0.2382 
  order 6 24 10.152 6.128 5.076 3.064 0.599 0.4147 
3x3x3 ordered 81 15.171 9.086 5.057 3.029 0.604 0.2376 
  random 81 15.035 9.254 5.012 3.085 0.615 0.1289 
  [1] Okuniewski et al. [253,254] 
 [2] Akabori et al. [242,246] 
 [3] Nagarajan et al. [255] 
 [4] Ogawa [243] 
 
6.3.2 U-U Dimerization 
The calculated formation enthalpies suggest larger supercell sizes might yield more 
accurate results. In order to understand why this may be the case, we can examine the local 
relaxation behavior of the atoms. What we see, in almost every case, is a dimerization of 
U-U neighbor pairs. What this means is that the U atoms that sit particularly close to one 
another tend to shift towards each other during relaxation, eventually forming a dimer pair 
within the lattice. This is observed in every modelled structure except for the order 6 
structure, which showed the highest formation enthalpy, so it’s likely that U dimerization 
leads to a decrease in system energy, and thus greater phase stability. In the 3x3x3 random 
supercell, when more than two U atoms are nearby each other (i.e., a cluster) they all shifted 
towards the mid-point of the “cluster”. It should not be forgotten that this 3x3x3 structure 
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showed a fairly low enthalpy relative to the others. This all suggests that in these DFT 
implementations the U atoms likely prefer to bond with other U atoms than Zr, and more 
tightly than the lattice site spacing allows for, and so more randomized structures result in 
more energy lowering U-U dimers and U-U-U+ clusters. This is also strengthened by the 
fact that the lattice constants of the random 3x3x3 structure were the closest to the known 
experimentally measured lattice constants [242,246,253,254]. 
Examples of the U-U dimerization in the Order 4 and Order 5b structures are shown 
in Figure 6.6 and the U-U-U+ clustering in the 3x3x3 random supercell is shown in Figure 
6.7. In these images the U-U dimers and U-U-U+ clusters are indicated by the red bonds, 
which are only drawn for the U-U bonds shorter than 2.8 Å that formed during relaxation. 
The U-U movement in these structures also caused some the Zr atoms, in both Al and B 
sites, to be pushed slightly out of their lattice site positions. 
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Order 5b Structure 
  
Figure 6.6. Dimerization behavior of U-U neighbors. Shown are front and side views of 
two of modelled structures; (top) the order 4 structure, and (bottom) the order 5b structure. 
U-U dimer pairs, which shifted towards each other during relaxation, are depicted by the 
red bonds. Bonds are only drawn for U-U bond distances shorter than 2.8 Å. 
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Figure 6.7. U-U clustering in the random 3x3x3 supercell. Shown are front (left) and side 
(right) views of the relaxed structure. U-U dimer pairs and U-U-U+ clusters, which formed 
during relaxation, are depicted by the red bonds. Bonds are only drawn for U-U bond 
distances shorter than 2.8 Å. 
 
Radial distribution functions (RDF) for each structure are also shown in Figure 6.8. 
These show the relative probability of finding any particle at distance, 𝑟, from another 
particle. Generally, very large supercells are needed to generate meaningful RDFs, so in 
the case of these relatively small supercell systems, trends are somewhat difficult to 
observe. What we can see fairly easily, however, is that the distribution in the structure 
with the lowest enthalpy (order 5b) shows the widest and shortest peaks, meaning a greater 
distribution of bond distances exists in this structure. Unfortunately, this trend does not 
carry over into the remaining RDFs, and so it’s difficult to gauge whether this is correlated 
to the formation enthalpy. 
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Figure 6.8. Radial distribution functions (RDF), 𝒈(𝒓), corresponding to each modeled 
structure. This shows the distribution of pair distances in each structure. They are listed in 
in order of formation enthalpy, from low to high.  
6.3.3 DFT Uncertainty  
When it comes to predicting structural properties of metals DFT has generally 
performed well, even for heavier d-band metals with greater numbers electrons. Actinide 
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metals, however, which contain complex f-electrons, have not always received the same 
success. In general, DFT predications tend to deviate or err more in systems with increasing 
f-electron occupation, however, this associated error is generally small and treatable with 
higher levels of DFT approximation. For example, GGA functionals generally tend better 
predict the structural properties of U systems, such as volume and lattice constants, than 
LDA functionals [256,257]. On average, however, GGA’s slightly underpredict actinide 
metal volumes, contrary to GGA volume predictions in other non-f-electron metals, which 
are usually slightly overpredicted [143].  In this work, we see more a varied outcome in 
lattice constant prediction. The a0 constant is fairly consistently overpredicted by the PBE-
GGA for most structures, while the c0 constant is generally underpredicted. The resulting 
c0/a0 ratios are also generally underpredicted. Only the randomly ordered 3x3x3 supercell 
came close to experimental lattice constants and showed a slight underprediction in the a0 
constant, more in line with traditional U DFT predictions.  
Volume under-prediction in these models is likely associated with the PAW method 
employed in the VASP framework and its ability to handle f-electron occupation. Full-
potential linear muffin tin (FP-LMTO) methods have been able to avoid this this volume 
contraction in U-Zr [258] and Xie et al. showed that the magnitude of volume error 
decreases in the U-Zr systems with higher concentrations of Zr when using PAW methods 
[259]. These errors most likely stem from an under-prediction in f-electron occupation by 
PAW methods and so the overall errors on predicted properties are generally small because 
of the relatively low level of f-occupation in U [260,261] 
Energy predictions, on the other hand, have been harder to quantify in U-Zr systems 
due to the lack of sufficient thermochemical data, particularly in relation to the δ-UZr2 
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phase. Xie et al. found that PAW based DFT overpredicted mixing enthalpies in every U-
Zr phase, not just in the δ-phase [259]. In this case even higher levels of DFT 
approximations may be needed, such as Hubbard +U corrections, or the inclusion of more 
fundamental effects, such as relativistic effects in the form of spin-orbit coupling (SOC). 
Xie et al. also included both of these in their study of the U-Zr system and found that the 
inclusion of both did improve mixing enthalpies. SOC by itself was found to slightly lower 
the mixing enthalpy while also increasing volume. The overall effect, however, was 
relatively minor, and so its computational burdensome inclusion in a simulation may not 
always be absolutely necessary, such as in computational heavy simulations containing 
large numbers of atoms and electrons. Significant changes did not occur until Hubbard +U 
corrections were included in addition to SOC effects. In these cases, with optimized 
Hubbard parameters, a negative mixing enthalpies were found for δ-UZr2, however, the 
inclusion of the Hubbard +U correction  also resulted in unrealistically large volumes 
[258,259]. The volume expansion was found to become greater with greater +U values. 
Interestingly, while only cursorily studied, Xie et al. used an SQS approach to model 
the partial ordering in the δ-phase and indicated that a 16 atom supercell was at minimum 
necessary to minimize the their energies, relative to U ordering. While this doesn’t 
immediately suggest even larger supercells may yield more accurate mixing enthalpy 
predictions, it does at least fall in line somewhat with the observations made in this work. 
It just may be that larger supercells in conjunction with SOC effects may be necessary to 
achieve more accurate predictions of energetic properties in U-Zr alloy. Full-potential 
methods, or all-electron methods, if computationally feasible to scale up in size may also 
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be an avenue worth exploring with the more modern computing power now more generally 
available. 
6.4 Conclusion 
 Stemming from recent molecular dynamics investigations and diffraction 
experiments in the literature, some uncertainty has arisen regarding the exact atomic 
ordering of U atoms the δ-intermetallic phase of U-Zr alloys. This specific uncertainty is 
centered on the U and Zr occupation of the B-sites in the AlB2 structure exhibited by the δ 
phase. In an attempt to investigate this potential ordering behavior, DFT simulations aimed 
at uncovering the true ordering behavior of the δ-U-Zr2 phase were pursued in this study. 
This involved constructing a series of ordered supercell variants and then calculating the 
enthalpy of formation for each. 
 Calculated formation enthalpies showed no real trends in terms of U coordination 
within the modeled structures. Some results, however, did seem to suggest that a random 
occupation of U and Zr  atoms in the B-sites might lead to the lowest overall enthalpies 
and thus more stable structures, such as the 3x3x3 randomly ordered supercell structure, 
which produced one of the lowest overall formation enthalpies.  
Largely, though, these results appear to be mostly limited by the DFT 
implementation in this work, of which there are several things that could potentially lead 
to improved results. First, it may be that spin-orbit orbit coupling and or Hubbard 
corrections are necessary to properly model this U based system. Soderlind et al. [262][] 
and Xie et al. [45] both showed spin-orbit coupling did improve simulations, however, the 
improvement was not large, and the implementation of Hubbard corrections, is difficult, 
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time-consuming, and computationally expensive if done correctly. The Hubbard correction 
are also not guaranteed to improve accuracy, however, as Soderlind et al. also showed that 
these corrections applied to U-Zr DFT systems tended to spuriously over-predict volumes 
and lattice constants [262]. In the case of the models used in this work, the most obvious 
next step necessary to achieve greater accuracy and higher precision is the use of larger 
supercell sizes. Atomic ordering forces in the δ-U-Zr2 phase may extend farther into the 
lattice than the simulation cells in this study could account for. Larger supercells, such as 
4x4x4 or possibly even 5x5x5 supercells, could be used to model both truly random 
structures and more longer range variants of ordered structures. For this, however, greater 
computational resources are required.  
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CHAPTER 7. CONCLUSIONS  
In this thesis, structure-property relationships were investigated for a series of 
nuclear material systems using density functional theory (DFT). Each chapter presented a 
unique problem within the field of nuclear materials engineering and demonstrated the 
application of computational methods in support of existing experimental framework or in 
the guidance or suggestion of new experimental investigation.  
The primary atomistic technique employed in this thses was density functional 
theory, which serves as an electronic structure modeling framework capable of solving for 
the groundstate electronic wavefunction of a collection or “system” of atoms. DFT solves 
for this wavefunction by solving the Kohn-Sham potential equations for a set atomic 
coordinates, which are derived after several successive, and exact, approximations to the 
Schrödinger equation are made, principal among these being the Born-Oppenheimer 
approximation and the single-particle mean field approximation for modeling many-body 
systems. The only inexact approximation, and the primary source of error in DFT is the 
exchange-correlation functional.  
The modeling methods presented in each study demonstrate distinct DFT 
techniques. In study I, point defect formation energies were modelled for the fcc α- and 
bcc β-phases of Th metal. Defects included both Th-self defects and U impurity defects. 
An emphasis was placed on evaluating the performance of several popular versions of the 
exchange-correlation functional. These were the PBE, RPBE, and AM05 functionals. Since 
experimental defect formation energies in the Th system are rare, accuracy evaluation was 
based each functionals ability to reproduce known structural and elastic properties. In this 
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regard the PBE functional outperformed the other functionals. A logical next step for the 
direction of this work, would be to implement these calculated formation enthalpies in the 
development of higher order molecular dynamics (MD) or kinetic Monte Carlo (kMC) 
models which could then defect balances over time and under various operating conditions. 
Further DFT investigations could also be pursued which employ the use of nudge elastic 
band (NEB) theory to model the energy barriers associated with the migration and diffusion 
of these defects through a lattice, for more accurate defect concentration predictions.  
In study II, the segregation of Cr in Ni surfaces is modeled using DFT. In this 
surface behavior investigation, surface slabs corresponding to the (100) and (111) surfaces 
of fcc Ni were first constructed and used to calculate the segregation energy corresponding 
to a single Cr moving from the bulk to the surface. An oscillatory behavior was observed 
in the top layers, in which the Cr exhibits a high positive energy in the first layer, and then 
a low negative energy in the second layer. In previous investigations, this behavior had 
most often been associated with the release of strain in the lattice that arose due to an atomic 
size mismatch. The mismatch between the size of Cr and Ni, however, is minimal at best, 
which suggest something else must be behind the buildup and eventual release of stress in 
the lattice. It was found in this case, that Cr is partially ionized by the Ni lattice, which 
strips the Cr atom of more than half an electron’s worth of charge. This electronic charge 
transfer results the Cr and Ni interactions taking on a partially ionic-like nature which leads 
to additional stresses in the lattice. This stress was released by the lattice when the Cr 
resided in the top most layers which resulted in a decrease in the segregation energy for all 
but the topmost layer, which was dominated by relative surface energy effects. A next step 
in the evaluation of this oscillatory behavior would be to examine this charge transfer and 
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subsequent stress release effect in other alloy systems. Particularly, in those systems which 
exhibit this oscillatory segregation behavior but do not show an appropriate size mismatch. 
In study III, the segregation behavior in Ni-Cr surfaces is further investigated by 
extending the models to include the effects of adsorbed salt species on the surface. The salt 
species, which were chosen to be representative of the most common salt components and 
impurities in a nuclear reactor style salt, were systematically adsorbed to onto the unique 
sites of the (100) Ni surface. Cr segregation was then modeled for each salt/site 
configuration. It was found that the salt impurities had the strongest effect on segregation 
behavior, relative to the natural salt components. Single anions, such as the halides in the 
salt, or the O of an H2O impurity were able to pull electron charge off of the Cr atom, which 
drove the stability of the system up, and segregation energy down. Salt cations had the 
effect of reducing the strength of this anion effect. This reducing effect was approximately 
equal for all salt-cation configurations, which was enough to almost totally nullify the Cr 
segregation promoting effects of the halide anions. For the O anion, however, who’s effect 
was incredibly large compared to the halides, the cation influence was not enough to drive 
preferential Ni segregation back into favor. There are many directions one could look to as 
a next step in this study. Many questions remain about the behaviors observed in this study, 
like how the segregation of the single Cr atom might be affected by the addition of other 
Cr atoms to the surface, or how the Cr-salt interaction might behave in the near a vacancy 
at the surface. There is also still a question of how the Cr is actually removed from the 
surface, and so further studies could be directed at investigating Cr removal by extending 
these same types of DFT models to DFT-MD models which could provide for a much more 
realistic representation of the salt and account for the evolution of time.  
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In the fourth and final study, ordering behaviors in the δ phase of U-Zr alloy were 
investigated with DFT. Uncertainty regarding the exact ordering of the B-sites in the AlB2 
type structure exhibited by this U-Zr intermetallic phase had been caused by recently 
published molecular dynamics calculations. In an effort to investigate this behavior, several 
supercell structures were constructed to test and model the different variants of atomic 
ordering in this structure. To gauge the ordering tendency, formation enthalpies were 
calculated for each structure and compared with experimental values from literature. A 
conclusion on the overall ordering behavior was not found, however, as the formation 
enthalpies found for each structure were unable to be sufficiently correlated with any kind 
U coordination or order. Further investigation into this topic could be pursued by the 
inclusion and analysis of further approximations in the DFT implementation. Namely, 
through the inclusion of spin-orbit coupling effects and Hubbard +U corrections. Another 
avenue for extending this study would be the construction and modeling of larger 
supercells, which might be able to better account for longer-range ordering effects if 
present. It would also be possible to more accurately model the energy and enthalpies of 
truly random order with these larger supercells.  
Density functional theory is a powerful computational tool which offers an 
opportunity to probe and study the most fundamental levels of behaviors and interactions 
that drive the most important processes in chemistry and solid-state physics. The 
application of DFT in nuclear related sciences is more than demonstrated by each of the 
four studies presented in this thesis, each which employ a unique modelling technique 
within the DFT framework to extract relevant and useful information from the once thought 
to be unsolvable electronic wavefunction. With the advent of quantum computing 
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appearing to be just on the horizon [263], which is expected to heavily benefit DFT type 
models in the form of much larger simulation sizes and greatly improved simulation 
speeds, DFT will undoubtedly reach an even greater level of success and achieve greater 
applicability in a far wider range of atomistic sciences. This boost in our ability to 
understand materials and their behaviors at a quantum level, will only serve to better our 
ability develop and employ higher order models (e.g., MD , kMC, etc), paying dividends 
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