Abstract. This paper aims to investigate whether micro-facial movement sequences can be distinguished from neutral face sequences. As a micro-facial movement tends to be very quick and subtle, classifying when a movement occurs compared to the face without movement can be a challenging computer vision problem. Using local binary patterns on three orthogonal planes and Gaussian derivatives, local features, when interpreted by machine learning algorithms, can accurately describe when a movement and non-movement occurs. This method can then be applied to help aid humans in detecting when the small movements occur. This also differs from current literature as most only concentrate in emotional expression recognition. Using the CASME II dataset, the results from the investigation of different descriptors have shown a higher accuracy compared to state-of-the-art methods.
Introduction
Detecting micro-facial movements (MFMs) is a new and challenging area of research in computer vision that has been inspired by work done by psychologists studying micro-facial expressions (MFEs) [7, 12] . Facial expressions have strong scientific evidence suggesting they are universal rather than culturally defined [6] . When an emotional episode is triggered, there is an impulse that cannot be controlled which may induce one of the 7 universal facial expressions (happy, sad, anger, fear, surprise, disgust or contempt). When a person consciously realises that this facial expression is happening, the person may try to suppress the facial expression. Doing this can mask over the original facial expression and cause a transient facial change referred to as a MFE. The speed of these MFEs are high, typically less than 1/5th of a second. During experiments [6] where videos were recorded at 25 frames per second (fps), MFEs have been found to last 1/25th of a second.
MFEs are not so straightforward that they can be interpreted as an emotion and require the context of when the movement occurred to understand whether the movement can be classed as an MFE or as an MFM. Both can be coded objectively using the Facial Action Coding System (FACS) [5] , which defines muscle movements and intensity on the face with no emotional interpretation.
The process of detecting normal facial expressions in computer vision usually involves preprocessing, feature extraction and classification. Methods such as Support Vector Machines (SVM) or Random Forests (RF) [21, 26] are used to classify and recognise an emotion. This process is similar for MFEs and MFMs, however the features used must be descriptive enough to detect a movement has occurred, because large movements of normal facial expressions usually have more descriptive features making them easier to detect.
Due to the problems described above, this paper extracts local features from image sequences using local binary patterns on three orthogonal planes (LBP-TOP) and Gaussian derivatives (GDs) to accurately determine that a micromovement has occurred on a face within the dataset compared with an image sequence where no movement occurs (neutral expression). Using these features, two classifiers, SVM and RF, are investigated in how they classify the movements. From the results, a human interpreter would be able to see any movements they may miss, and it can help in interpreting what the movements may mean in the context of the situation.
The remainder of this paper is divided into the following sections; Section 2 discusses related work and approaches in current literature. Section 3 and 4 describe our investigation of detecting micro-facial movement against a neutral face and the results from experiments respectively. Finally, section 5 concludes this paper.
Related Work
Previous work in this field is limited, with current literature focusing on recognising what emotion has occurred, and not when a movement occurs.
Pfister et al. [15] use temporal interpolation with multiple kernel learning and RF classifiers on their own spontaneous micro-expression corpus (SMIC dataset) [11] . The authors classify a MFE into positive or negative categories depending on two annotators labelling based on subjects' self reported emotions. Polikovsky et al. [16] introduce another new dataset recorded at 200 frames per second (fps) and the face images are divided into regions created from manually selected points. Motion in each region is then calculated using a 3D-Gradient orientation histogram descriptor. Shreve et al. [19] propose an automatic method of detecting macro-and micro-expressions in long video sequences by utilising the strain on the facial skin as a facial expression occurs. The magnitude of the strain is calculated using the central difference method over the dense optical flow field observed in regions of the face. Wang et al. [23, 24] use discriminant tensor subspace analysis and extreme learning machine as a novel way of recognising faces and MFEs. The authors take a grey-scaled facial image and treat it as a second
