In this paper we present a novel approach for the detection and recognition of traffic signs. Colour images are acquired by a camera mounted in a car. In the first step these images are colour segmented with a pixel classifier. Colour combinations which are characteristic for trafic signs generate hypotheses. These hypotheses are verified using a pictogram classifier.
Introduction
In a road traffic scenario intelligent vision systems can be applied for tasks such as autonomous guidance or traffic supervision. One of the goals of the European research programme PROMETHEUS' is the investigation to which extent autonomous driving is feasible. In this context, Daimler-Bene in cooperation with several universities develops a test vehicle. It is the platform for a vision system which is capable of lane tracking, obstacle, and traffic sign recognition. One key function for such a vision system is the recognition and interpretation of the significant objects in a traffic situation. The high velocities which occur in public road traffic require a high computational performance of the vision system. Under these circumstances it is impossible to perform a complete analysis of the actual traffic scenario. The computational power has to be focused on the objects which are crucial for the safety of the driver.
In our recent work [7] we introduced a purely knowledge based system for traffic sign recognition. To account for the real time requirements, we gave up the pure AI approach. Instead of focusing on model driven methods we use additional data driven algorithms. The combination of knowledge based and classical methods for the traffic sign recognition leads to a hybrid system. The key to a real time traffic sign recognition system is a fast and reliable traffic sign detection algorithm. The goal is to detect regions which are likely to contain traffic signs. This allows the recognition process to focus on a limited amount of small search areas, and thus speeding up the whole process significantly. Relying solely on shape cues (edges, corners) for the purpose of detection is a difficult task. "Shape cues are highly resolution dependent and include only a highly restricted set that is view invariant, and may require elaborate processing to extract them from an image" [9] .
Colour cues, in contrast to shape cues, are invariant against scale and view, and possess highly discriminative power. Especially in the domain of traffic sign detection, colour is significant for the identification of a traffic sign. This even allows the detection of partially occluded or deformed objects. Our algorithm consists of the following three principal steps:
1. In the first step, a colour segmentation algorithm [l] is applied to the incoming colour image. As a result of the colour segmentation the incoming image pixels are labeled with the colours Ted, blue, yellow, white, black and background.
In the second step, a symbolic description of the colour segmented image is generated by applying the fast connectivity analysis algorithm CCC [4] .
Regions of interest (ROI) are determined by looking for colour combinations which are characteristic for traffic signs.
The ROIs serve as hypotheses which have to be tested. We use a pictrogram classifier to determine the identity of the traffic signs.
We elaborate on these three steps in the following paragraphs.
Segmentation
In our early work [6] the colour segmentation is performed pixelwise on a high-order neural network using three colours. In order to improve the discriminative power of the following pro cessing steps, the two classes white and black have been introduced. Most of the German traffic signs can be described by these colours. To gain robustness in the classification process regarding illumination variations we use the normalized colour space ITg with G g = -. 
Colour Connected Components
How do we detect regions in the labeled image which are likely to contain a traffic sign? The human vision system is very good in organizing colour and shape in a way which allows fast access. It is likely that this organization is a symbolic description of what originally consists of a set of coloured pixels.
On this symbolic level we can look at an example from the traffic sign domain: search for round red areas which include something white. We do not know how the brain implements such inquiries, but it could result in a few regions of interest (ROIs) such as Coca Cola advertisements or traffic signs. Further fine tuning allows to distinguish between both.
A popular approach is to develop algorithms parallel to the lines of whatever is thought to happen in the human brain. The goal is the human detection performance. As an example, the algorithm focuses on finding round red areas. Should there be anything white in it, an interesting region is found. However, most of the developed methods are far from matching the human performance.
Why? Problems arising are due to the noise and the quantization in real images. The concept of finding certain shapes is extremely difficult. Most approaches are based on the contour which consists of linked edge elements. Edges from real images are inherently unreliable and corrupted. It is not a good idea to introduce such an error prone method at such a crucial early step. In the above example the problem lies in finding a round area, not in finding a red region with an enclosed white area.
In our work we consider this by focusing in the first step solely on colour. After finding areas with the right colour combinations, we use the shape attribute for a finer discrimination as described in section 4.
CCC
As we described in section 2, we classify the occurring colours in an image with respect to the colours which are commonplace in traffic signs. After that we have to group neighbouring pixels into areas of common colour labels. To compute the so called colour connected components (CCCs), we use a fast method developed by Mandler and Oberlander [4] .
The algorithm is an efficient, sequential, one-pass algorithm for generating the border line chain for each component. Simultaneously the algorithm produces for each component a list of all neighbouring components that are encountered during a walk around the border line, thus providing full topological information.
In addition the algorithm has the favorable time complexity of O(n) with n the number of pixels in the image.
Meta CCC
0 or achromatic traffic signs. The topological information is organized in a data base in a way that the we can retrieve candidate CCCs with a specific topological relationship and colour combination efficiently. We developed a simple access language which allows inquiries such as Insideof(Red,White). The result are all red components which contain white areas, as in the example above. Such a group of two or more CCCs is called a Meta CCC.
Which parameters are involved so far? From the view of the pure algorithm there are none. However, every algorithm which computes colour connected components has a worst case regarding time and space requirements. It happens when every neighbouring pixel pair has mutually different labels (the so called checker board image). The interested reader is refered to [5] for more details. We cannot avoid the worst case, but we can speed up the computation and ignore noisy speckels by introducing a minimum area size (typically 10 pixels). CCCs which are smaller than this threshold are ignored. They are not considered to be of any interest for the traffic sign detection.
Heuristics
So far we exploited the structural information derived from the topology of the CCCs. In the next step we introduce some heuristics which allow us to filter out the W ta CCCs which are likely to contain traffic signs.
Thest ieuristics are mainly shape oriented. Coarse measureFents are e.g. the aspect ratio of the bounding box, the 1 of the covered area of the Meta CCC to the area of the bounding box, or the absolute area of the Meta CCC. These measures give enough clues about whether the Meta CCC might be a traffic sign or not. We extended our inquiry language accordingly. The inquiry Insideof(Red,White) 1 aspectratio(0.5,2.0) 1 larger(100) results in all Meta CCCs which 0 have a red region with white holes, 0 the aspect ratio of the bounding box is between 0. 5 and 2.0, 0 and the covered area is larger than 100 pixels.
The bounding boxes of the Meta CCCs serve as hypotheses for the recognition step.
Extension: Resegmentation using Vector
What is the goal of our segmentation described in section 2? Basically we reduce the search space t o regions, which contain traffic signs with a high probability. or pz according to a minimal distance criterion.
As a result of this splitting procedure two new subsets of {U} are derived. They can be split recursively with the same procedure as long as a split criterion is fullfilled. The entire feature space is iteratively divided into subspaces. A traffic sign colour can correspond to more than one subspace. Subsequently these subspaces are merged. This gives us an adaptive tool which significantly improves the segmentation in a local manner. This is illustrated in figure 3 . The classification result is shown in figure 3(a) , whereas the resegmentation result is displayed in figure 3(b) . The lower red areas in the rightmost beacon in figure 3 
Recognition
The traffic sign instances displayed in Figure 4 illustrate some variations regarding lighting, resolution, and segmentation of one generic traffic sign type. The recognition method has to cope with this variety. Our approach consists of three basic steps:
1. the region of interest is normalized to a size of 25 by 25 pkek', 2. the outer shape is determined, 3. the pictogram is recognized.
ROI Size Normalization
In order to improve the reliability of the pictogram classification, size and colour have to be normalized. Although a classifier can be trained to recognize patterns independent of their scale, we know from OCR3 experiences that a heuristic size normalization is computationally more efficient. The number of feature space dimensions is chosen in a way that any of the instances of the different classes can be reconstructed from the feature vector. The normalization of a region of interest is performed using h e a r interpolation on the pixel values. We maintain the original aspect ratio.
Shape and Pictogram Classification
We organized the specialists for colour, shape, and pictogram classification in a decision tree as illustrated in figure 5 . Each tree node represents such a specialist implemented as a statistical classifier. This structure allows 2 ['tiin s i w has proven to be suffcient for our purposes. Classification is based on weighted distance metrics in the high-dimensional feature space. References (one or more per class) for the classifier are generated from the learning set using a clustering algorithm [3] . It operates on the distance matrix of the learning set.
Shape
The classification of shape always operates on the colour filtered and size normalized region of interest. The colour filter is automatically tuned to the dominant colour of the traffic sign. The dominant colour was determined by the Meta CCC procedure. It represents the outer colour of a traffic sign.
Pictogram
The pictogram classifier operates in the context determined by the shape classifier. Most of the pictograms are black and white. Therefore the classifier uses only the monochrome information of the region of interest. We get the estimated n best choices of the pictogram classes and their respective certainties.
Summary of t h e Classification
Using this procedure, the detection process gains a high amount of robustness. It maintains a high amount of certainty and discriminative power for a large set of traffic signs. The performance of the shape classifier has proven to be robust against segmentation errors. It can not overcome errors in the predetermined colour. In this stage of the classification process we can detect and discard "nonsense" pictures with a high probability.
Classifier training
We are still in the bootstrapping phase of the classifier. The classification of a large set of image samples still requires operator intervention. The availability of a larger set of samples (thousands instead of hundreds) will enable the development and training of methods that are more robust. We developed a set of tools to monitor the performance of the classifier and to correct errors in the process. Our goal is to improve the classifier that it can be run on large image sequences without supervision. This allows us to gather large learning sets which we need for the training of a polynomial classifier [8] . From a polynomial classifier we expect an additional gain of robustness.
Experiments
We have run our algorithm on several thousands of images with excellent results. The momentary time requirements are 3 seconds per frame on a Sparc 2 machine for a 512 by 512 image. We are in the process of implementing our system on a transputer architecture where we expect to reach real time requirements. An example of a complex scene can be seen in figure 6.
Conclusion and Future Research
In our approach colour combinations are the key to an efficient detection of traffic signs. Colour combinations have enough discriminative power to reduce the search space significantly. For the pictogram classification we use a method from the statistical pattern recognition. It shows to be highly robust with respect t o the noise with which we have to deal with in real scenery.
We have presented a way to detect regions of interest by using first colour combinations and second some coarse shape filters. A simple inquiry language was developed, which is highly adaptive. Furthermore, our Meta CCC approach is almost parameter free.
So far we have focused our research on single frames in an image sequence. Including a tracking module wiU give us additional robustness. What we have not considered so far the achromatic traffic signs. They are especially hard to detect due to their nature of their lack of colour. To develop a good shape based heuristic is part of the ongoing research. 
