I. INTRODUCTION
Identification of nonlinear dynamic systems is of considerable importance in many engineering applications such as echo cancellation [2] , device modeling [3] , nonlinear filter design [4] among others. The use of neural networks emerges as a viable solution in the identification problem. The universal approximation properties of neural networks [5] make them a useful tool for modeling nonlinear systems. The problem of nonlinear modeling using static neural networks has been extensively researched [6] and many approaches have used multilayer perceptrons (MLP) and radial basis functions (RBF) [7] - [9] . Feedforward neural networks have been employed in system identification using a set of delayed inputs and outputs [7] . Multilayer perceptrons trained using the backpropagation (BP) algorithm for system modeling was presented in [6] . BP nets have shown to be robust and effective in modeling complex dynamic systems.
Other neural models also include radial basis function nets [9] , [10] which can learn functions with local variations and can provide universal approximation capabilities [11] . Nonlinear systems identification using RBF net has been proposed in [7] , [12] . Linear orthogonal neural network with Lagendre polynomials were also shown to approximate various complex functions [13] .
Functional link networks (FLN) [14] replaces the hidden layer in MLP by providing nonlinear function expansion of the network input using functional links such as polynomial basis functions, Chebyshev polynomials or Hermite polynomials. The net output is composed of a linear sum of the the basis functions used. FLNs have proved capable of approximating nonlinear mappings and were shown to successfully model nonlinear systems [7] . Network parameters can be computed by directly solving a set of linear equations [14] or by employing other optimization techniques [15] .
In system identification, the objective twofold: to select the model structure and to estimate the parameter values of the model. In some applications, the modeled nonlinear system involves large time delays and therefore most of the model terms (or kernels) are actually not contributing to the system output and thus resulting in a sparse model representation. When a FLN is trained to identify a nonlinear system, all candidate terms represented by the functional links are treated equally and the complete set of parameters are to be estimated. The value of all terms are estimated although only a few terms are needed to be identified and thus resulting in a considerable waste of computing power. In addition, the estimated model parameters will become inaccurate since a large number of insignificant terms are involved. The main purpose of this paper is to introduce a method that selects the proper FLN basis functional that will model a given system within an acceptable error.
Many methods have been proposed to address the model selection problem such as evolutionary algorithms [16] , [17] and orthogonal least squares methods [1] , [18] . Evolutionary techniques rely on applying methods borrowed from nature by applying genetic operators to find the correct model. Orthogonal techniques use the pool of candidate terms to calculate a new set of orthogonal terms that reduce the squared error between the system and the model. This paper presents a method to construct a minimum FLN network with polynomial functional links by employing a modified FOS [1] that sorts the candidate terms according with their correlation with the identified output so that terms with the highest correlation coefficients are used to form the orthogonal space. Analysis and simulation results of the proposed method demonstrate the efficacy of the method in finding the optimal design of FLN in a time much shorter than when the conventional FOS is used.
The paper is organized as follows. The characterization of the system identification problem is presented in section II. Section III presents a description of using FLN nets for system identification. Section IV reviews the FOS algorithm while section V introduces the sorted version of the FOS and its utilization to find the minimum polynomial expansions of the FLN. Analysis and experimental results of the proposed networks are presented in section VI.
II. THE NONLINEAR SYSTEM IDENTIFICATION PROBLEM The nonlinear system identification problem is depicted in Fig. 1 . The system has an input signal, x(n), and produces an output, y(n), n = 1, · · · , N, where N is the record length. The identification model should approximate the system output when excited with the same input by minimizing the cost function
where
is the estimation error between the observed output, y(n), and the modeled output,ŷ(n), within an acceptable accuracy. A model that is described by nonlinear autoregressive with exogenous inputs (NARX) can be expressed aŝ
where F (.) is a nonlinear function to be determined, and K and L are maximum lags in the input and output, respectively. The estimation error, e(n), is considered to be independent and identically distributed (iid) noise. When neural nets are used as the model, the nonlinearity, F , is replaced by the output of the sigmoidal hidden layer(s) in MLP [7] , Gaussian basis functions in RBF [19] , Chebyshev basis functions [20] , or higher-degree polynomial in FLN [21] . An expansion of (2) using a polynomial type nonlinearity will produce a huge number of linear and nonlinear terms that will be proportional with the values of the system lags and the oder of of nonlinearity. In practice, a lot of those terms may be redundant. Orthogonal search methods [1] , [22] are found to be very effective in selecting the proper candidate terms and estimating their associated values. Expressing the model in (2) with the regression model
where M is the number of unknown terms, p i (n) represents a selected term in the NARX model, and w i is the parameter associated with this term. Orthogonal search techniques normally minimize the cost function (1) by a finding a proper candidate terms through an orthogonalization process.
III. FUNCTION APPROXIMATION USING FLNS
FLN nets approximate a desired single output of a sparse system using a small set of basis functions.
Definition 1: The output of a multiple-input singleoutput FLN (Figure 2 ) network can be expressed as
is a set of linearly independent basis functions, φ i = F i u(0), . . . u(n) is the ith functional expansion of the set of inputs,
is the set of associated weights with the functional link set, Φ, and M is the total number of functional links that can be generated by the network. The design of the FLN requires finding an optimal set of weight, Ω, that will result in a minimum modeling error, J. This can be achieved by solving a set of simultaneous linear equations or using a gradient descent method that will iteratively find the needed weight values.
In this work, we will be dealing with multiple-input single-output FLNs. Multidimensional function approximation using FLN nets have been introduced in [23] and analyzed in more details in [21] .
A. Linear System Solution Approach
Assume that there is an N number of input-output pattern pairs to be learned by the FLN, and the the input vector, U ∈ R d , is composed of all possible d lags in the input and output, i.e., d = L + K, while the resultant output,ŷ is a scalar value. Each of the input pattern is passed through a functional expansion block producing a corresponding M + 1-dimensional (M ≥ d) expanded vector. Considering all N patterns, input-output relationship may be expressed aŝ
senting the ith basis function, andŷ is an N -dimensional estimated output. In order to find the weight vector, Ω, a number N of simultaneous equations need to be solved. If the basis functions were chosen to be formed as nonlinear polynomials of the lagged input and output samples, the weights can be calculated using the least square error method based on the vector of the output signals, y, and the regressor data represented by Φ, i.e.,
Since the least square methods consider each polynomial term equally important and estimate all associated weights even when only a small subset of those polynomials, i.e., M , M << M, need to be identified (which is the case with in sparse systems). Hence, this amounts to a huge waste of computation resources. Additionally, estimating a large number of insignificant terms will introduce inaccuracies in the estimated terms.
B. Gradient Descent Iterative Approach
The gradient descent algorithm can be applied to find the optimal set of weights, Ω, that makes the estimated error, J in (1). Starting with a set of random values, Ω(0), the weight set is updated using the rule
where ∆Ω(i + 1) = −η ∂J ∂Ω(i) is the incremental update to the vector Ω at iteration i + 1 and η ia a suitable learning rate. Since the system in (3) is totally linear, the derivative in the updating rule will become zero when the weights reach their optimal values. Although the iterative approach is guananteed to reach an optimal solution, it will consume extensive computing power to find a large number of redundant weights, the ones with near zero value.
C. Orthogonal Least Squares (OLS) Approach
In order to alleviate the problems encountered by the previous two approaches, orthogonal least squares (OLS) search techniques [18] , [22] , [24] apply forward stepwise model selection techniques to find the most significant terms that can be used to fairly represent the system under study.
It works by applying an orthogonal decomposition of Φ using a Gram-Schmidt orthogonalisation process which ensures that each new column added to a new matrix, S, is orthogonal to all previously selected columns and Φ = SΓ where Γ is an M × M upper triangular matrix. Since the space spanned by the set of orthogonal basis matrix, S, is the same as the one spanned by the original matrix,Φ, the model in (4) can be expressed aŝ y = S g T where S is the orthogonal transformation of Φ and the new paramter set, g, is computed in such a way that the error in (1) will be minimum. All terms are examined to determine the amount of contribution of each term in modeling the desired system and the terms with the largest contribution in the error reduction process is selected first. The orthogonalization process is repeated to select next terms.
Several [29] , and Billings and Wei [30] .
In this work, a variation in Korenberg's FOS is proposed to make it more computationally efficient in finding the exact model. In the following, the FOS algorithm is reviewed.
IV. FAST ORTHOGONAL SEARCH (FOS) [1] Assuming that the functional expansion of the FLN is provided by polynomial basis functions of the set of lagged inputs and outputs, the FLN output can be expressed as a time series
where φ 0 (n) = 1 and for m ≥ 1,
and
Using the orthogonal search method, the model in (5) is expressed as
The new orthogonal basis, s i (n), are constructed from the φ i (n) using the Gram-Schmidt procedure
so that they are orthogonal over the observation period of the output where
and the overbar denotes the time average. The parameters, g i , are selected to minimize the mean-squared error over the interval, i.e.,
Exploiting the orthogonality property
and setting ∂J ∂gi to zero, the optimal value for g r is
In addition, the error can be reduced to the form
which clearly shows that the addition of a new term, g r s r (n), will reduce the error by the amount
The M selected basis functions are those that produce the largest Q(m) in (12) . Finally, the weight values associated with the selected functional links, w i , can be calculated using the following [31] :
v m = 1,
This completes the identification of the FLN basis functions needed to represent the sparse system and their associated weight values. In order to expand the model, it is required to calculate the quantity Q for all candidates and choose the one for which Q is the greatest. Note also that the construction of the orthogonal functions, s i (n), is computationally intensive as it should be done for each candidate term [24] . Also, the need to create the orthogonal series, s i (n), is time consuming and wastes memory storage.
The Fast Orthogonal search (FOS) provides a faster mechanism by avoiding creating neither the basis functions, Φ, nor the orthogonal ones, S. It achieves this objective by providing a set of recursive difference equations that eventually produce the required parameters, α ij and w i . It also avoids creating the basis functions by carrying out a common core of calculations to obtain input mean and autocorrelations and then doing small corrections to yield indiviual time-averages. The FOS starts by finding a recursive equation for (8) . It defines as the numerator in (8) as
and using (7),
Similarly,
This results in
This provides two recursive equations
By repeating a similar procedure with the output, y, one will obtain another recursive equation,
and C(0) = 1. Using (21) and (20),
Finally, the weight values associated with the M selected functional links, w i , can be calculated using (13) . This completes the identification of the required FLN basis functions and their associated weight values. The speed up offered by this algorithm is achieved by exploiting the lagged nature of the difference equation in the φ i (n) terms that makes it possible to accelerate the calculations of the different time averages in the FOS algorithm. This is done by relating the time averages to input and output means and correlations and then by making small corrections for the finite record length. More details can be found in [32] . The method has shown to save a lot of computation time and memory storage. Also, the recursive equations in (20) and (21) requires calculations to be performed for the current candidate while values for previous candidates are reused.
V. SORTED FAST ORTHOGONAL SEARCH (SFOS)
The FOS can be enhanced further through different variations. This can be done by arranging the basis functions terms in such a way that most probable terms are selected first. A method was proposed in [33] where the terms are grouped into disjoints subsets that are searched sequentially. The set with linear x terms are searched first, followed by the y terms, and then by the nonlinear xx terms, the yy terms, and finally by the xy terms. A similar approach was proposed in [15] in their genetic evolution of a FLN by favoring simple models first. More complex nonlinear individuals are searched when the simpler linear terms become unable to fit the required mapping.
This work presents another modification to the FOS algorithm. The main idea of the proposed modification is to exploit the fact that basis functions with the highest correlation with output are more likely to be principal system terms [17] . Moving those terms that are highly correlated with the output higher up in the candidate list, will result in a much faster convergence to the minimum basis function architecture.
The algorithm starts by sorting the M candidate basis functions in Φ, in descending order according to their correlation with the output, R φi y , with φ i being the ith functional link candidate and y is the system ouput. The sorted candidates are then grouped into a number of pins, V . Each pin is assigned an equal number of candidate functions, P = M V , where candidates with highest correlation with the output go the first pin and lower correlation terms are assigned to the following one and so forth. Then the conventional FOS is applied to operate on the candidates in the first pin. Obviously, the majority of the candidates needed to fully represent the system will be picked there and a great reduction in the representation error is expected. If a solution within acceptable accuracy cannot be attained after testing all first pin candidates, the members of the second pin are added to the candidate pool and the FOS algorithm continues until a final acceptable solution is reached.
A pseudo code of the algorithm could be as follows. The candidate with the highest contribution in the the model error reduction, Q(i), is the one with highest correlation, ρ 2 (y, φ i ), with the system output, y. Proof: Since the term with the largest error reduction contribution, Q(r), should be selected first, let us examine the procedure of selecting the first term. To calculate Q(1), we start with the values of the first constant basis function,
The reduction in error by the chosen term is,
Using (21) and (20),
This gives,
where σ 2 φ1 is the variance of the term, φ 1 (n). The correlation coefficient, ρ(y, φ 1 ), between the output and the tested term is defined as
It is straightforward to show that
and hence
Therefore, the candidate with the highest Q(1), is the term which has the maximum ρ 2 (y, φ 1 ) with the observed output. This finding justifies the proposed ordering of the candidates. By removing the output contribution of this candidate from the original output and repeating the process with the remaining candidates, the above analysis will always select the candidate with the highest correlation with the new output. It should be noted that such ordering does not guarantee that all significant candidates will be placed high on the list. However, the CPU time needed by the FOS algorithm is the upper bound of the proposed SFOS. As it will be shown in the experiments, the SFOS will be shown to perform much faster than FOS.
VI. SIMULATION RESULTS AND ANALYSIS
The proposed FLN-SFOS identification algorithm has been tested using a set of experiments on both static and dynamic systems. We will describe two examples that demonstrate the performance of the algorithm in identifying a sparse 3-rd order dynamic system. The locations of the principal basis functions are chosen randomly. The corresponding weight values of the chosen functions are generated from a uniform distribution bounded by the upper and lower values of each kernel ([−2.5, 2.5]). The first example demonstrates the ability of the algorithm in correctly identifying the system driven by a white Gaussian input and noise-free measurement. The second example describes the algorithm performance when there is a white Gaussian measurement noise. In the experiments, the input sequence, x(n), is drawn from a zeromean unit-variance white Gaussian distribution and the output is observed for a record length of 500 + (K + L). The first K + L samples are discarded to eliminate any error that might result in calculating the time averages.
A. Example 1: A third-order system with no measurement noise
The first example is of a 3-rd order system with time delays equal to (L = 21; K = 0). This amounts to a total number of basis functions, M = 2024. Only 10 candidates (M = 10 M) have been used to generate the output. A pin size of P = 10, is used which results in having 21 pins to try. Table I shows the ordering of the selected basis functions before and after the correlation-based sorting process. It is obvious that one basis function is linear and the rest are combinations of nonlinear terms in 2-nd and 3-rd order terms of x. The sorting process resulted in all significant terms to be grouped within the first pin (highest candidate is in the 78th position). If the conventional FOS is applied on this data, a number of 1495 terms has to be tested in order to completely reconstruct the original system. With the SFOS, the process is terminated after the 78th term is tested and even before trying all candidates in the pin. The order of selection of the basis functions by the SFOS is 1, 2, 3, 7, 5, 4, 12, 13, 78, and 76. Obviously, the terms with the highest ρ 2 (y, φ i ) were selected first. When the FOS is applied on the system, it required 2.2969 sec of computing time. The proposed SFOS-FLN algorithm only took 0.093 sec. of computing time, a significant speedup factor of 24. Expectedly, both algorithms reached the same representation error.
B. Example 2: A third-order system with Gaussian noise added
The previous experiment was repeated after adding a white Gaussian noise to the output with a SNR equal to 10 dB. As in the first example, the input used is a 500 data points drawn from a white Gaussian noise with zero-mean and unit variance. The measurement noise is independent from the input signal. Due to noise, it is expected that extra basis functions are added in the final solution as an attempt to fit the noise. The FOS managed to identify the original basis functions. However, the corresponding weights, w i were different from the original one. Moreover, nine extra basis functions were added to the model in order to achieve a final mse error equal to 1.528. After candidate sorting, once again all candidates were placed in the first pin. Naturally, the exact locations within the pin differed from the one in the noise-free case due to the new correlation values caused by the noisy output. The SFOS managed to identify the 10 original candidates with exceptional accuracy in the weight values and only extracted just one extra false candidate with a very small weight value. However, the final mse error was 1.7, an 11% increase than the mse obtained by the FOS. The CPU time needed for the noisy case was 0.1094 sec. for the SFOS and 2.2969 sec. for the FOS, a speed-up of about 22. It is worth mentioning that the speed-up factor is dependent on the number of candidate functionals, M, and the pin size, V .
The algorithms has been also tested with other real data and the reported results were similar to the ones discussed above.
It is worth mentioning that the SFOS-FLN algorithm can be extended to be applied in different areas such as selecting the best features in classification problems [34] to test the capability of the algorithm in producing nonlinear discriminant analysis functions based on the higher polynomials. It can be also employed to find efficient Volterra system identification models [35] .
VII. CONCLUSIONS
In this paper, an approach, SFOS, of constructing FLN for sparse polynomial systems identification is presented. The proposed algorithm exploits the fact that FLN basis functions with the highest correlation with output are more probable to be principal system terms. The algorithm sorts all available candidates in descending order according to their correlation with the output and assigns them to different pins of fixed size. It has been shown that such an ordering will guarantee that principal terms will get selected first. The FOS algorithm is applied to pick up the correct candidates and calculates their associated weight values using orthogonal search and Cholskey decomposition. The SFOS algorithm examines first the basis function candidates in the first pin. If the selected functions become unable to produce an acceptable solution, subsequent candidates in the following pins are added to the pool. The process ends when a solution is found and the identified system is successfully reproduced. In the absence of any measurement noise, the algorithm has produced exact results when applied to sparse second and third order systems. For noisy outputs, the algorithm managed to detect the correct terms with a small error in the kernel values. In either case, the SFOS has shown to provide a considerable speed-up factor when compared with the FOS.
