Abstract How to approximate an arbitrary fuzzy subset by an adequate extensional one is a key question within the theory of Extensional Fuzzy Subsets. In a recent paper by the authors [19] different methods were provided to find good approximations. In this work these methods are compared in order to understand better the performance and improvement they give.
Introduction
Indistinguishability operators were introduced to fuzzify the concept of crisp equivalence relations. These operators allow to model the idea of "similarity" between elements, which is key to understand how we "identify" objects. The operation of identification is the mainstone to simplify the representation we have of the environment and understand the information given by our perception. Being able to identify objects enables us to store less quantity of information if favour of being able to extract a qualitative analysis of it.
An eye without a mechanism to identify objects is nothing but a sensor of outern reality. An eye with this mechanism becomes a perceptive system that can "understand" the environment.
Under an indistinguishability operator the observable fuzzy sets are the extensional ones. These sets correspond to the fuzzification of classical equivalence classes. Within the theory of Fuzzy Logic the first researcher to point the relevance of these sets was Zadeh when he discussed the concept of granularity [24] .
If we assume that indistinguishability operators are a good model to understand similarities between objects (and there is evidence to think so), then a very interesting problem is how an arbitrary fuzzy subset can be approximated by an extensional one with the minimum loss of accuracy.
In a previous work by the authors [19] this problem was faced and 3 methods were derived for Archimedean t-norms (T = Łukasievicz and T = Π product) and one for the Minimum t-norm.
Restricting to Archimedean t-norms, the first method was based on finding an adequate mean between two operators that provide the best upper and lower approximation by extensional fuzzy subsets of a given fuzzy subset µ. The second one computed an adequate power of the lower approximation of µ, and the last one found the solution solving a Quadratic Programming problem.
Big differences can be found between the first two and the last method. The QPbased one guarantees that the solution found is optimal while the first two do not. On the other hand, the last method suffers drastically the curse of dimensionality and becomes computationally unaffordable for large cardinalities of the universe of discourse X. The first two do not have this problem and work even when X is non-finite.
The aim of this work is to compare in depth the mean-based and the power-based methods. In order to reduce the scope of this comparison we will restrict to the Łukasievicz t-norm and to finite sets. This has been done because in [19] explicit formulas were provided to find the best approximations when T = Ł, while the best approximation for T = Π had to be found by numerical methods.
The work is structured as follows:
In Section 2 the Preliminaries to this work are given. In this section the definition and main properties of indistinguishability operators and extensional sets will be recalled. Section 3 will show how the mean-based method can be built. Natural weighted means will be introduced first and explicit formulas will be provided to find the extensional fuzzy subset that better approximates µ following this method.
In Section 4 the power-based method will be given. First of all it will be shown how powers can be defined with respect to a t-norm T and further how this can be used to find good approximations by extensional fuzzy subsets.
In Section 5 a comparison between these two methods will be provided. Fixed an indistinguishability operator E we will study the output and error committed by each of the methods when approximating different fuzzy subsets and some conclusions will be extracted.
Finally, the Concluding Remarks of this work will be given in Section 6.
Preliminaries
In this section the main concepts and results used in this work will be given. The definition of indistinguishability operator will be recalled as well as the main properties of the extensional fuzzy subsets related to an indistinguishability operator.
First of all let us recall the well known Ling's Theorem which introduces the concept of additive generator t of a continuous Archimedean t-norm. Additive generators will prove to be very useful further in this work.
Theorem 1 [15] A continuous t-norm T is Archimedean if and only if there exists a continuous and strictly decreasing function t
where t [−1] is the pseudo inverse of t defined by
The function t will be called an additive generator of the t-norm and two generators of the t-norm T differ only by a positive multiplicative constant.
If T = Ł is the Łukasievicz t-norm, then an additive generator is t(
Definition 1 Let T be a t-norm.
• The residuation
• The birresiduation
When the t-norm T is continuous Archimedean, these operations can be rewritten in terms of the additive generator t.
Proposition 1 Let T be a continuous Archimedean t-norm generated by an additive generator t. Then:
Indistinguishability operators are the fuzzification of classical equivalence relations and model the intuitive idea of "similarity" between objects. For a more detailed explanation on this operators readers are referred to [4] , [21] .
Definition 2 Let T be a t-norm. A fuzzy relation E on a set X is a T -indistinguishability operator if and only if for all
x, y, z ∈ X a) E(x, x) = 1 (Reflexivity) b) E(x, y) = E(y, x) (Symmetry) c) T (E(x, y), E(y, z)) ≤ E(x,
z) (T -transitivity).
Whereas indistinguishability operators represent the fuzzification of equivalence relations, extensional fuzzy subsets play the role of fuzzy equivalence classes altogether with their intersections and unions. Extensional fuzzy subsets are a key concept in the comprehension of the universe of discourse X under the effect of an indistinguishability operator E as they correspond with the observable sets or granules of X.
Definition 3 Let X be a set and E a T -indistinguishability operator on X. A fuzzy subset µ of X is called extensional with respect to E if and only if:
∀x, y ∈ X T (E(x, y), µ(y)) ≤ µ(x).
We will denote H E the set of all extensional fuzzy subsets of X with respect to E.
Extensional fuzzy subsets have been widely studied in the literature [7] , [11] , [12] .
If the t-norm T is continuous Archimedean then the condition of extensionality can be rewritten in terms of additive generators. This result will be recalled several times along this paper.
Lemma 1 Let E be a T -indistinguishability operator on a set X. µ ∈ H E if and only if ∀x, y ∈ X: t(E(x, y)) + t(µ(y)) ≥ t(µ(x)).
Proof.
And as t is a monotone decreasing function this is equivalent to
t(E(x, y)) + t(µ(y)) ≥ t(µ(x)).

Approximation using Means
In this section we will propose a method to approximate an arbitrary fuzzy subset by an extensional one. First we will introduce two approximation operators, φ E (µ)
and ψ E (µ), that provide the best upper and lower approximation respectively by extensional fuzzy subsets of µ given an indistinguishability operator E. The method will consist in computing an adequate weight in order to minimize an error function between µ and the natural weighted mean of φ E (µ) and ψ E (µ).
Definition 4 Let X be a set and E a T -indistinguishability operator on X. The maps
φ E (µ) is the smallest extensional fuzzy subset greater than or equal to µ; hence it is its best upper approximation by extensional fuzzy subsets. Analogously, ψ E (µ) provides the best approximation by extensional fuzzy subsets smaller than or equal to µ. From a topological viewpoint these operators can be seen as closure and interior operators on the set [0, 1] X [11] . It is remarkable that these operators also appear in a natural way in fields such as fuzzy rough sets [20] , fuzzy modal logic [6] , [5] , fuzzy mathematical morphology [8] and fuzzy contexts [3] among many others.
Though φ E (µ) and ψ E (µ) provide extensional fuzzy subsets that approximate µ there is no guarantee in general that there are no better approximations of µ by extensional fuzzy subsets. In [19] the authors faced this problem and provided three methods to find approximations for Archimedean t-norms and one for the Minimum t-norm. The two methods compared in this paper were introduced there. 
is continuous if and only if {−∞, ∞} Ran(t).
There is a bijection between the set of continuous Archimedean t-norms and the set of quasi-arithmetic means by taking as map the additive generator t of the t-norm [14] . Under this interpretation in the literature quasi-arithmetic means are sometimes called natural means [17] , as we will recall them from now on.
We want to approximate µ by m r t (φ E (µ), ψ E (µ)). Below we prove that this mean is extensional for any value of r. Proposition 2 [19] Let X be a set and µ, ν extensional fuzzy subsets of X with respect to an indistinguishability operator E on X. Then:
Corollary 1 Let µ be a fuzzy subset on a set X and E an indistinguishability operator. Then:
It is straightforward that for the limit values r = 0, 1 this mean is equal to φ E (µ) and ψ E (µ) respectively . The question that arises here is for what value of r the error made in this approximation is the lowest one. In mathematical terms, this problem reduces to finding the minimum value of the following function:
Considering the Euclidean distance, without loss of generalization, minimizing the previous expression is equivalent to minimize the square of the norm.
For the Łukasievicz t-norm the result below provides an explicit formula to find this optimal weight r.
In order to simplify the notation we will denote µ i = µ(x i ), φ i = φ E (µ)(x i ) and
Theorem 2 [19] Let µ be a fuzzy subset of a finite set X = {x 1 , ..., x n } and T = Ł the Łukasiewicz t-norm. Then the expression F(r) = ||µ − m r (φ E (µ), ψ E (µ))|| 2 is minimized when:
Approximation using Powers
In this section we will provide another method to find an approximation of an arbitrary fuzzy subset µ by an extensional one. This method will be based on approximating µ by an adequate power ψ E (µ) r of its lower approximation operator with respect to the t-norm. It will be shown how, for values r < 1, the fuzzy subset ψ E (µ) r is extensional and that a global minimum of the error made can be obtained.
Let us recall the definition of power with respect to a t-norm T .
Definition 6 Let T be a t-norm and n a natural number. We will call the n th power of X with respect to T to:
To simplify notation we will denote T n (x) = x n .
It is possible to extend this definition to all positive rational numbers as follows.
Definition 7 Let T be a t-norm and n a natural number.
We will define x to the power of 1/n with respect to T as:
and for p, q natural numbers,
Passing to the limit it is possible to define x r for all r ∈ R + for continuous tnorms.
The following result allows us to calculate powers by using an additive generator t of T .
Proposition 3 Let T be an Archimedean t-norm with additive generator t and r
It is straightforward to observe from the previous proposition that r ≤ s ⇒ x r ≥ x s . Besides, the continuity of t assures continuity of powers when we let the exponent vary.
The key idea of this method follows from the next Corollary 2.
Proposition 4 [19] Let E be an indistinguishability operator of a set X, µ an extensional fuzzy subset of E and r ≤ 1. Then
Corollary 2 ψ(µ) r is extensional for r ≤ 1.
The problem of approximating a fuzzy subset µ by an adequate power ψ(µ) r reduces then to compute the value of r for which the following function is minimized.
For the Łukasievicz t-norm we have the following result.
As it was done in the previous section we will denote µ i = µ(
Theorem 3 [19] Let µ be a fuzzy subset of a finite set X = {x 1 , ..., x n } and T = Ł the Łukasiewicz t-norm. Then F(r) = ||µ − ψ E (µ) r || 2 is minimized when
It would be expectable to find an analogous method to find good approximations of µ by extensional fuzzy subsets using powers of φ E . In [19] it is discussed and illustrated with a counterexample that this is not possible in general.
Comparative Analysis of the Two Methods Proposed
In this section we will compare the two methods proposed in this paper to approximate arbitrary fuzzy subsets by extensional ones with respect to a given indistinguishability operator. We will compare the output and error committed by each of the methods applied to four fuzzy subsets of a finite set X.
Let us consider the following Ł-indistinguishability operator 
It is straightforward to observe that none of these sets is extensional with respect to E.
The corresponding upper and lower approximations by extensional fuzzy subsets of these sets are
Let us denote m i and p i the fuzzy extensional subsets obtained following the mean-based and power-based methods respectively for each of the sets µ i (i = 1, ..., 4). The output fuzzy extensional subsets are given are given below. Let us analyze now the results obtained for both methods. A first consideration about the sets µ 1 , µ 2 , µ 3 and µ 4 is that they show different levels of variance and "'distance"' from extensionality. It can be observed for instance that the upper and lower approximation of µ 2 is very similar to the initial set while the approximations of µ 4 commit a much bigger error.
Another interesting previous consideration is that for µ 2 and µ 3 , φ E (µ i ) commits a slightly lower error than ψ(µ i ) whereas the error committed in the approximation of µ 4 is lower in the case of ψ E (µ 4 ). From here we can infer that there is no guarantee that the approximation provided by φ E is better than the one given by ψ E and viceversa
Comparing the results obtained with the two new methods proposed in the approximation of the given sets we observe that in all cases the approximation using the mean-based or the power-based method improves the approximation made either by the φ E and ψ E operators.
Finally it can be observed that in all cases the approximation made using the mean-based method is better than the one given by the power-based one.
According to the results obtained, the conclusion of this analysis is that there is evidence to consider that the two methods proposed improve the ones existing in the literature. However, it is a must to recall that the analysis made is not exhaustive and similar analysis should be done with other indistinguishabilities operators and extensional fuzzy subsets in order to assert this improvement formally.
Concluding Remarks
In this work we have recalled two of the methods proposed by the authors in [19] to approximate arbitrary fuzzy subsets by extensional ones for Ł-indistinguishability operators. Both methods are built upon two operators that provide the smallest extensional subset that contains µ (φ E (µ)) and the biggest extensional one contained in µ (ψ E (µ)).
The first method consists in computing an adequate mean of the upper and the lower approximation of µ.
The second one is based on finding an adequate power (homotecy) for which ψ(µ) r is a better extensional approximation of µ.
In both cases explicit formulas have been given to compute the best approximations following the methods.
Finally, both methods have been tested for a given indisitinguishability E and 4 extensional sets. Despite a deeper comparison should be done to extract conclusive assertions, the results obtained show relevant evidence that the two methods proposed improve the approximation given by φ E (µ) and ψ E (µ). Among them, the results obtained suggest that the mean-based method is slightly better than the power-based one.
