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Abstract
We derive symmetry preserving invariant extended Kalman filters (IEKF) on matrix Lie groups. These Kalman filters have an advantage
over conventional extended Kalman filters as the error dynamics for such filters are independent of the group configuration which, in
turn, provides a uniform estimate of the region of convergence. The proposed IEKF differs from existing techniques in literature on the
account that it is derived using minimal tools from differential geometry that simplifies its representation and derivation to a large extent.
The filter error dynamics is defined on the Lie algebra directly instead of identifying the Lie algebra with an Euclidean space or defining
the error dynamics in local coordinates using exponential map, and the associated differential Riccati equations are described on the
corresponding space of linear operators using tensor algebra. The proposed filter is implemented for the attitude dynamics of the rigid
body, which is a benchmark problem in control, and its performance is compared against a conventional extended Kalman filter (EKF).
Numerical experiments support that the IEKF is computationally less intensive and gives better performance than the EKF.
Key words: Extended Kalman filter, Lie groups, differential Riccati equation.
1 Introduction
The key objective of filtering is to estimate the state of a dy-
namical system by incorporating the state evolution driven
by modeled system dynamics and the partial state informa-
tion received from sensor measurements. The sensor mea-
surements are corrupted with noise, and on the other hand,
the system models are inherently inaccurate. Therefore, a
filtering algorithm that provides an unbiased state estima-
tion with minimum error variance is most desirable. One
of the successful attempts in filter design for linear systems
is the Kalman filter [13] which is extensively used in var-
ious domains ranging from robotics, autonomous systems,
finance and biology. The Kalman filtering technique is fur-
ther extended to nonlinear systems and the resulting filters
are popularly known, in literature, as extended Kalman fil-
ters (EKF) [17]. In contrast to classical Kalman filters, ex-
tended Kalman filters do not guarantee optimality, and may
diverge, in case of fast dynamics, if the initial state estimates
are not accurate enough. A detailed discussion on the con-
vergence of EKF may be found in [17,15].
For mechanical systems evolving on Lie groups with invari-
ant dynamics, due to symmetry, a special class of symmetry
preserving Kalman filters are devised which ensures that the
error dynamics is independent of the group configuration.
These filters are known in research literature as invariant ex-
tended Kalman filters (IEKFs) [5,18,3,7,6]. The IEKF was
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first proposed for continuous-time systems on Lie groups
with output measurements in Euclidean spaces in [5] and
for systems defined on open sets in Euclidean spaces having
Lie group symmetry in [6]. Subsequently, IEKFs have been
generalized to continuous-time systems on Lie groups with
discrete-time measurements in Euclidean spaces in [2,3]
and for discrete-time measurements on Lie groups in [7]. A
successful implementation of the IEKF for optical-inertial
tracking system may be found in [9]. In contrast to these
techniques that employ group symmetry, a continuous-time
Kalman filter on the orthogonal group is derived by posing a
constrained optimal control problem that preserves the man-
ifold structure in [10]. The central idea behind IEKFs for
systems on Lie groups, in existing literature, is to translate
the error dynamics to Euclidean spaces using the log map.
Subsequently, the translated error dynamics is linearized and
the Kalman gains are found by minimizing the variance of
the linearized error dynamics. This intriguing idea provides
a natural generalization of the extended Kalman filters to Lie
groups. However, for invariant systems on Lie groups, the
translation of the error dynamics to Euclidean spaces and
its linearization can be largely simplified by directly deriv-
ing the linear error dynamics on the Lie algebra from the
nonlinear error dynamics using variational approaches.
In this article, we derive continuous-time IEKFs for invari-
ant systems with measurements on matrix Lie groups. We
provide a concise derivation of the IEKF in which lineariza-
tion of the nonlinear error dynamics is done using varia-
tional approaches. This step avoids translation of the error
dynamics to Euclidean spaces, using log map, before its lin-
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earization. Therefore, the proposed IEKF is computationally
less intensive as it does not require linearization of the error
dynamics in local charts [3,4,5,6] at each iteration. Another
distinguishing feature of the proposed technique is that the
Kalman gain and the associated differential Riccati equation
(DRE) are derived directly in operator spaces using tensor
algebra. Moreover, to validate the performance of the pro-
posed IEKF, we design the IEKF for the rigid body attitude
dynamics and compare it with the conventional EKF. It is
concluded from the numerical experiments that the proposed
IEKF is computationally efficient and performs better than
the conventional EKF.
This article unfolds as follows: Section 2 provides an in-
troduction to left invariant systems on Lie groups, and the
IEKF is proposed in Sec. 3. Section 4 is devoted to deriva-
tion of the Kalman gains and the associated differential Ric-
cati equation in operator spaces. The implementation of the
IEKF for the rigid body attitude dynamics and a compara-
tive study of the IEKF and the EKF are given in Sec. 5.
2 Left invariant systems on Lie groups
For ease of presentation, let us first define notions related to
Lie groups:
Definition 1 (Lie group) A manifold G is a Lie group if G
is a group, in the algebraic sense, with the property that the
multiplication map
G × G ∋ (g, h) 7→ m(g, h) ≔ gh ∈ G,
and the inversion map
G ∋ g 7→ i(g) ≔ g−1 ∈ G
are smooth.
Note that every Lie group is associated with its unique Lie
algebra, and the Lie algebra g of a Lie group G is defined
by the tangent space of G at the group identity I , i.e.,
g ≔ TIG.
Definition 2 (Left-action) A left action of a Lie group G
on a manifold M is a map
G × M ∋ (g, p) 7→ Lg(p) ≔ gp ∈ M,
that satisfies
(1) g1(g2p) = (g1g2)p for all g1, g2 ∈ G and p ∈ M;
(2) Ip = p for all p ∈ M, and the group identity, I ∈
G.
Definition 3 (Left-invariance) A vector fieldX on the man-
ifold M is said to be left invariant if
TpLg (X(p)) = X
(
Lg(p)
)
for all g ∈ G and p ∈ M,
where TpLg is the tangent lift of the left action Lg at p ∈ M.
A map M ∋ p 7→ f (p) ∈ M is said to be left invariant under
the left action if
f (gp) = f (p) for all g ∈ G and p ∈ M .
A detailed exposition of Lie groups may be found in [4,16].
Let G be a matrix Lie group of dimension m with I as the
group identity, and g be the Lie algebra of the Lie group G.
Suppose that the matrix Lie group G is embedded into Rn×n
and there is a projection map
R
n×n ∋ α 7→ πg(α) ∈ g.
To fix notation, take an inner product 〈 , 〉 on Rn×n , and equip
g with the same inner product by restriction, and assume
that the inner product on subspaces of Rn×n and their tensor
or product spaces are induced from Rn×n . Furthermore, we
denote
gk ≔ g × · · · × g︸      ︷︷      ︸
k times
for k ∈ N,
L(g, g) as the space of linear operators from g to g, and the
adjoint operator of a linear map A is denoted by A∗.
Consider a left invariant system dynamics ∗ on the matrix
Lie group:
Ûg(t) = g(t)ξ(t),
Ûξ(t) = f (t, ξ(t)) + w(t),
y(t) = g(t) ev(t),
(1)
where
(1-a) (g(t), ξ(t)) ∈ G × g is the state of the system,
(1-b)
(
v(t), w(t)
)
∈ g × g is a vector-valued white-noise
Gaussian process,
(1-c) y(t) ∈ G is the output of the system,
(1-d) the smooth map R × g ∋ (t, ξ) 7→ f (t, ξ) ∈ g defines
the dynamics evolution in the Lie algebra,
(1-e) and g ∋ v 7→ ev ∈ G is the exponential map.
The filtering objective is to design a state estimator of the
system (1) under the influence of white-noise. We consider
that the measurement noise v and the system noise w are
uncorrelated, zero mean, white noise.
Assumption 4 The white-noise Gaussian processes v and
w are mean zero, i.e.,
E[v(t)] = 0, E[w(t)] = 0 for all t,
with covariance
cov[v(t); v(τ)] = δ(t − τ)R(t),
cov[w(t); w(τ)] = δ(t − τ)Q(t),
where δ is the Dirac delta function, Q(t) ∈ L(g, g) is a
symmetric, positive semidefinite operator, and R(t) ∈ L(g, g)
is a symmetric, positive definite operator. The three signals
v(t), w(t) and (g(t0), ξ(t0)) are mutually independent for all
t, where t0 is an initial time of interest.
3 Invariant extended Kalman Filter
An objective of a filtering technique is to estimate the state of
the system using the system output that is available for mea-
surements. For mechanical systems evolving on Lie groups,
∗ Invariant systems on Lie groups accounts for a rich class of con-
trol systems with application in various domains such as robotics
[8], aerospace [4], and quantum mechanics [14]. In this article,
we restrict ourself to left invariant systems; however, the theory is
well applicable to right invariant systems.
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the desirable features of a filter are to preserve the con-
figuration manifold and possess a symmetric structure that
ensures the filter error dynamics to be independent of the
group configuration. A crucial advantage of such invariant
filters is that the estimated state evolves on the configuration
manifold and error bounds obtained for convergence of the
nonlinear filter are independent of the group configuration.
An invariant extended Kalman filter for the system (1) is
defined as
Ûh(t) = h(t)
(
η(t) − KG(t)πg
(
y(t)−1h(t) − I
) )
,
Ûη(t) = f (t, η(t)) − Kg(t)πg
(
y(t)−1h(t) − I
)
,
(2a)
with the Kalman gains
K(t) ≔
(
KG(t)
Kg(t)
)
= Σ(t)C∗R(t)−1, (2b)
and the associated differential Riccati equation
ÛΣ(t) =A(t)Σ(t) + Σ(t)A(t)∗ + BQ(t)B∗
− Σ(t)C∗R(t)−1CΣ(t),
(2c)
where
(2-a) (h(t), η(t)) ∈ G×g is the estimated state of the system,
(2-b) y(t) ∈ G is the measured output of the system,
(2-c) the linear maps
g2 ∋ (α, β) 7→ A(t) · (α, β) =
(
− adη(t)(α) + β
∂ f
∂η
(
t, η(t)
)
β
)
∈ g2,
g ∋ β 7→ B · β ≔ (0, β) ∈ g2,
g
2 ∋ (α, β) 7→ C · (α, β) ≔ α ∈ g.
Remark 5 We would like to highlight the fact that the IEKF
(2) is motivated by the conventional EKF on Euclidean
spaces. In case we consider the Lie group G = Rn with vec-
tor addition as a group operation, instead of a matrix Lie
group, then the IEKF is identical to the EKF on Rn.
In the next section, we derive a coordinate independent de-
scription of the Kalman gains (2b) and the associated dif-
ferential Riccati equation (2c) (the dynamics of the error
covariance Σ) using tensor algebra [11].
4 Differential Riccati Equation
4.1 Error dynamics
Let us define a left invariant error † between the state of the
system (1) and the state of the IEKF (2) as
R ∋ t 7→
(
E(t)
e(t)
)
≔
(
g(t)−1h(t)
η(t) − ξ(t)
)
∈ G × g. (3)
† Note that under the left action G × (G × G) ∋ (q, (p1, p2)) 7→
Φq(p1, p2) ≔ (qp1, qp2) ∈ G×G, the error E(g, h) ≔ g
−1h is left
invariant, i.e. E
(
Φq(g, h)
)
= E (g, h) for all q ∈ G.
Then the error dynamics is given by
ÛE(t) =g(t)−1 Ûh(t) − g(t)−1 Ûg(t)g(t)−1h(t),
Ûe(t) = Ûη(t) − Ûξ(t),
which simplifies by substituting the system dynamics (1) and
the filter dynamics (2a) to
ÛE(t) = − E(t)KG(t)πg
(
e−v(t) E(t) − I
)
+ [E(t), η(t)]
+ e(t)E(t), (4a)
Ûe(t) = − Kg(t)πg
(
e−v(t) E(t) − I
)
− f (t, η(t) − e(t))
+ f (t, η(t)) − w(t), (4b)
where the map
R
n×n × Rn×n ∋ (α, β) 7→ [α, β] ≔ αβ − βα ∈ Rn×n
is the matrix commutator.
Remark 6 A key advantage of the IEKF is that the error
dynamics (4a) is independent of the state h(t), and therefore,
the convergence region of the dynamics (4a) is independent
of the group configuration h(t). In other words, the region of
convergence of the dynamics (4a) are uniformly defined due
to the left group symmetry of the error (3), left invariance
properties of the IEKF dynamics (2a) and the plant dynamics
(1).
In order to linearize the error dynamics (4) around (I, 0) ∈
G × g, let us choose a smooth trajectory
R ∋ ǫ 7→
(
Eǫ (t), eǫ (t), vǫ (t), wǫ (t)
)
∈ G × g3
that satisfies the error dynamics (4) for all ǫ ∈ R, in addition
to (
E0(t), e0(t), v0(t), w0(t)
)
= (I, 0, 0, 0) ∈ G × g3
and
d
dǫ

ǫ=0
(
Eǫ (t), eǫ (t), vǫ (t), wǫ (t)
)
=
(
∆E(t),∆e(t), v(t), w(t)
)
.
Therefore, the linearized error dynamics for the system (4)
is given by
Û∆(t) =
(
A(t) − K(t)C
)
∆(t) − Bw(t) + K(t)v(t) (5)
where
A(t) =
(
− adη(t) I
0
∂ f
∂η
(
t, η(t)
)) , B = (0
I
)
, C =
(
I 0
)
,
∆(t) ≔
(
∆E(t)
∆e(t)
)
, K(t) ≔
(
KG(t)
Kg(t)
)
, and adη(α) ≔ [η, α].
In the extended Kalman filter framework, the linear error
dynamics is utilized to define the performance measure of
the filter [17]. In particular, we design the Kalman gains (2b)
for the Kalman filter (2) that minimize the covariance of the
process ∆ whose dynamics is given by (5).
4.2 Minimum variance estimates
In this section we derive Kalman gains by minimizing the
variance of the linearized error process ∆, and establish the
associated differential Riccati equation. Note that we adopt a
generic framework for deriving the differential Riccati equa-
tion on the Lie algebra g in which the Lie algebra is not
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identified with an Euclidean space.
Before we proceed with the derivation, let us recapitulate
some key notions on isomorphisms related to tensor algebra;
refer to [11] for more detail.
Fact 7 ([11, Section 1.28]) The tensor product V ⊗ W of
two vector spaces V and W is identified with L(V,W), the
space of linear maps from V to W , by the transformation
T : V ⊗ W → L(V,W) as
T (a ⊗ b)x = 〈a, x〉 b for all x ∈ V, a ∈ V and b ∈ W .
Further, for any S ∈ L(W,W), R ∈ L(V,V), a ∈ V and b ∈
W,
S ◦ T (a ⊗ b) = T (a ⊗ Sb) and T (a ⊗ b) ◦ R = T (R∗a ⊗ b),
where ◦ is the composition operator. In case W = V , the
trace operator is defined as
L(V,V) ∋ T (a ⊗ b) 7→ tr
(
T (a ⊗ b)
)
= 〈a, b〉 .
For the sake of clarity, with a slight abuse of notation, we
denote both the linear operator T (a⊗ b) and the correspond-
ing tensor (a ⊗ b) by (a ⊗ b) as it is very well understood
from the context.
Let us derive Kalman gains and the associated differential
Riccati equation by minimizing variance of the process ∆.
The variance minimization problem is defined in optimal
control framework as
minimize
K
J(∆) ≔ E [〈∆(τ), M∆(τ)〉]
subject to

error dynamics (5) for t0 ≤ t ≤ τ,
boundary condition ∆(t0) ∼ N(0, Σ0),
τ > t0 is fixed.
(6)
where M, Σ0 ∈ L(g
2, g2) are symmetric, positive definite,
linear operators on g2.
Note that the optimal control problem (6) is in stochastic
setting, and it can be reformulated as a deterministic optimal
control problem as follows:
Theorem 8 Let
R ∋ t 7→ Σ(t) ≔ E [∆(t) ⊗ ∆(t)] ∈ L(g2, g2)
be the covariance of the process ∆. If Assumption 4 holds,
then the process ∆ satisfies
ÛΣ(t) =
(
A(t) − K(t)C
)
Σ(t) + Σ(t)
(
A(t) − K(t)C
)∗
+ BQ(t)B∗ + K(t)R(t)K(t)∗,
(7)
and the cost function J in (6) translates to
J
(
Σ(τ)
)
= 〈M, Σ(τ)〉 .
Furthermore, the optimal control problem (6) is equivalent
to the following problem:
minimize
K
〈M, Σ(τ)〉
subject to

dynamics (7) for t0 ≤ t ≤ τ,
boundary condition Σ(t0) = Σ0,
τ > t0 is a fixed given time.
(8)
PROOF. See Appendix A.
Corollary 9 The optimal solution to the optimal control
problem (8) is given by
K(t) ≔ Σ(t)C∗R(t)−1, (9)
where Σ(t) is the solution to the differential Riccati equation
ÛΣ(t) =A(t)Σ(t) + Σ(t)A(t)∗ + BQ(t)B∗
− Σ(t)C∗R(t)−1CΣ(t),
(10)
with Σ(t0) = Σ0.
PROOF. It can be proved in the same way as in [1], so the
proof is omitted.
5 Rigid body attitude control
Consider the attitude dynamics of a fully actuated rigid body:
ÛX(t) = X(t)Ω̂(t)
ÛΩ(t) = I−1
(
IΩ(t) ×Ω(t) + u(t)
)
+ w(t)
Y(t) = X(t) ev(t),
(11)
where
(
X(t),Ω(t)
)
∈ SO(3) × R3 defines the state of the
system with X(t) represents orientation and Ω(t) represents
angular velocity of the rigid body at time t, w(t) ∈ R3 is
the system noise, v(t) ∈ so(3) is the measurement noise,
u(t) ∈ R3 is the control torque, I ∈ R3×3 is the moment of
inertia of the rigid body, andY (t) ∈ SO(3) is the output of the
system; the hat map R3 ∋ x 7→ xˆ ∈ so(3) is a vector space
isomorphism such that xˆy = x×y for all x, y ∈ R3, with so(3)
is the Lie algebra of the Lie group SO(3). Further, the inverse
of the hat map is denoted by so(3) ∋ x 7→ πR3(x) ∈ R
3.
We consider the fact that the manifold SO(3) is embedded
into R3×3 which ensures the existence of unique orthogonal
projection map
R
3×3 ∋ x 7→ πso(3)(x) ∈ so(3)
with respect to the Euclidean inner product on R3×3. Let
(Z(t), ω(t)) ∈ SO(3)×R3 be the estimated state of the system,
R(t) be the covariance of the output noise v(t), and Q(t) be
the covariance of the system noise w(t).
5.1 Invariant extended Kalman filter
Then the invariant extended Kalman filter for the system is
given by
ÛZ(t) =Z(t)
(
ωˆ(t) − KG(t)πso(3)
(
Y (t)−1Z(t) − I
))
,
Ûω(t) =I−1
(
Iω(t) × ω(t) + u(t)
)
− Kg(t)
(
πR3 ◦ πso(3)
) (
Y (t)−1Z(t) − I
)
,
(12a)
with the Kalman gains
K(t) ≔
(
KG(t)
Kg(t)
)
= Σ(t)C∗R−1(t), (12b)
and the covariance trajectory
R ∋ t 7→ Σ(t) ∈ L
( (
so(3),R3
)
,
(
so(3),R3
) )
4
satisfies the dynamics
ÛΣ(t) =A(t)Σ(t) + Σ(t)A(t)∗ + BQ(t)B∗
− Σ(t)C∗R(t)−1CΣ(t),
(12c)
where
A(t) =
(
− adωˆ(t) I
0 I−1
(Iω(t) − ω̂(t)I)
)
, B =
(
0
I
)
,
C =
(
I 0
)
, and adη(α) = ηα − αη.
5.2 Extended Kalman filter
The conventional extended Kalman filter (EKF) is imple-
mented in two steps:
(1) First, the rigid body dynamics (11) is embedded into
an Euclidean space R3×3 × R3. Note that the system
dynamics (11) is naturally extended from SO(3) × R3
to the Euclidean space R3×3 × R3.
(2) Second, the output map of the embedded dynamics,
i.e.,
so(3) ∋ v 7→ Y ≔ X ev(t) ∈ R3×3, (13)
needs to be a local diffeomorphism around 0. There-
fore, we need to approximate the output as
R
3×3 ∋ v 7→ Y ≔ X ev ∈ R3×3, (14)
such that it is a local diffeomorphism.
Then the rigid body dynamics (11) with the output (14) is
considered for designing the extended Kalman filter.
Remark 10 In numerical experiments, the rigid body dy-
namics (11) is employed to generate the output, and the
invariant extended Kalman filter and the conventional ex-
tended Kalman filter are employed for estimating the states
of the system (11).
5.3 Numerical results
We have implemented the invariant extended Kalman filter
(12) and a conventional extended Kalman filter for the atti-
tude dynamics. The following parameters have been consid-
ered for numerical experiments:
(1) The moment of inertia matrix of the rigid body:
I = diag(4.250, 4.337, 3.664).
(2) System noise covariance: Q(t) = 2I for all t.
(3) Measurement noise covariance: R(t) = 0.3I for all t.
(4) Filter initial states: Z(0) = I, ω(0) =
(
2.1, 0.4, 1.2
)⊤
.
(5) System initial states: X(0) = ev0,Ω(0) =
(
2, 0, 1
)⊤
+w0,
where v0 ∼ N(0, 0.06I) and w0 ∼ N(0, 0.4I).
(6) Reference control trajectory:
R ∋ t 7→ u(t) ≔ I Ûγ(t) −
(
Iγ(t)
)
× γ(t) ∈ R3,
where
γ(t) ≔
(
1+cos(t), sin(t)−sin(t) cos(t), cos(t)+sin2(t)
)⊤
.
Remark 11 The moment of inertia of the rigid body is taken
from a satellite from the European Student Earth Orbiter
(ESEO) [12] and other parameters of filters are chosen ap-
propriately to demonstrate the filter performance.
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We conducted ten thousand Monte Carlo runs for both the
filters, keeping the initial state of the filter unaltered, with
the computed the mean square error
MSE(t) ≔
1
N
N∑
i=1
(X (i)(t),Ω(i)(t)) − (Z (i)(t), ω(i)(t))2 ,
where
(
X (i)(t),Ω(i)(t)
)
is the system state and
(
Z (i)(t), ω(i)(t)
)
is the filter state for the ith Monte Carlo run. In the tran-
sient phase (see MSE for 0 − 2 s in Figure 1), the IEKF
filter converges relatively slower than the EKF because
the initial large error might not be well approximated on
the Lie algebra. However, as the filters reach steady-state,
the MSE of the IEKF is less as compared to the EKF as
shown in Figure 1. These numerical experiments demon-
strate that the IEKF performs better than the EKF because
it has less steady-state MSE which is very much desirable.
The numerical experiments are run on a computer with
Intel(R) Core(TM) i7-8700 @ 3.20 GH processor using 16
GB of RAM and on the platform, MATLAB R2018b. The
filter dynamics of IEKF and EKF are integrated using the
Runge-Kutta 4th order algorithm with a fixed step length
0.02 s for a time duration of 10 s, and the computation time
for a single Monte Carlo run is shown in Figure 2. Note
that the covariance dynamics ÛΣ of the IEKF is evolving on
L(R3×R3,R3×R3) whereas the covariance dynamics of the
EKF is evolving on L(R3×3 × R3,R3×3 ×R3), and therefore,
the IEKF is computationally less intensive than the EKF.
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A Proof of Theorem 8
We know that the covariance of the process ∆ is defined by
Σ(t) ≔ E [∆ ⊗ ∆] ∈ L(g2, g2).
Therefore, using the property discussed in Fact 7, we obtain
J(∆) ≔ E [〈∆(τ), M∆(τ)〉] ,
= E
[
tr
(
∆(τ) ⊗ M∆(τ)
) ]
,
= E
[
tr
(
M ◦
(
∆(τ) ⊗ ∆(τ)
) ) ]
,
= tr
(
MΣ(τ)
)
,
= 〈M, Σ(τ)〉 .
We now turn to derive the covariance dynamics as
ÛΣ =
d
dt
(
E [∆ ⊗ ∆]
)
= E
[
Û∆ ⊗ ∆ + ∆ ⊗ Û∆
]
,
which further simplifies, by substituting the expression of Û∆
from (5), to
ÛΣ =
(
(A − KC) ⊗ I
)
Σ +
(
I ⊗ (A − KC)
)
Σ
−
(
B ⊗ I
)
E [w ⊗ ∆] +
(
K ⊗ I
)
E [v ⊗ ∆]
−
(
I ⊗ B
)
E [∆ ⊗ w] +
(
I ⊗ K
)
E [∆ ⊗ v] .
(A.1)
By Lemma 12 in Appendix B, the dynamics (A.1) is rewrit-
ten as
ÛΣ =
(
(A − KC) ⊗ I
)
Σ +
(
I ⊗ (A − KC)
)
Σ
+
(
B ⊗ B
)
Q +
(
K ⊗ K
)
R.
(A.2)
Subsequently, applying Lemma 13 in Appendix B to (A.2)
leads to the following covariance dynamics:
ÛΣ =
(
A − KC
)
Σ + Σ
(
A − KC
)∗
+ BQB∗ + K RK∗. (A.3)
The equivalence of the optimal problem (6) to (8) is now
trivial. This completes the proof of Theorem 8.
B Auxiliary Lemmas
Lemma 12 If Assumption 4 holds, then the following is true:
(1) E [w(t) ⊗ ∆(t)] = − 1
2
(
I ⊗ B
)
Q(t),
(2) E [v(t) ⊗ ∆(t)] = 1
2
(
I ⊗ K(t)
)
R(t),
(3) E [∆(t) ⊗ w(t)] = − 1
2
(
B ⊗ I
)
Q(t),
(4) E [∆(t) ⊗ v(t)] = 1
2
(
K(t) ⊗ I
)
R(t).
PROOF. Let
R
2 ∋ (t, τ) 7→ Φ(t, τ) ∈ L(g2, g2)
be the state transition operator for the autonomous system
Û∆(t) =
(
A(t) − K(t)C
)
∆(t).
Then, the solution of the error dynamics (5) with the bound-
ary condition ∆(t0) = ∆0 is given by
∆(t) = Φ(t, t0)∆0 +
∫ t
t0
Φ(t, τ)
(
K(τ)v(τ) − B(τ)w(τ)
)
dτ.
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We now turn to prove: E [w(t) ⊗ ∆(t)] = − 1
2
(
I ⊗ B
)
Q(t).
E [w(t) ⊗ ∆(t)]
= E [w(t) ⊗ Φ(t, t0)∆0]
+ E
[
w(t) ⊗
∫ t
t0
Φ(t, τ)
(
K(τ)v(τ) − B(τ)w(τ)
)
dτ
]
= E [(I ⊗ Φ(t, t0))(w(t) ⊗ ∆0)]
+ E
[∫ t
t0
(
I ⊗ Φ(t, τ)K(τ)
) (
w(t) ⊗ v(τ)
)
dτ
]
− E
[∫ t
t0
(
I ⊗ Φ(t, τ)B(τ)
) (
w(t) ⊗ w(τ)
)
dτ
]
. (B.1)
Using Assumption 4, (B.1) simplifies to
E [w(t) ⊗ ∆(t)] = −
∫ t
t0
(
I ⊗ Φ(t, τ)B(τ)
)
Q(τ)δ(t − τ)dτ
= −
1
2
(
I ⊗ B
)
Q(t).
The remaining assertions of Lemma 12 can be proved in an
identical manner.
Lemma 13 Let T,U,V,W be the finite dimensional vector
spaces, and let X ∈ L(T,U),Y ∈ L(V,W) and Z ∈ T ⊗ V =
L(T,V). Then (
X ⊗ Y
)
Z = Y ◦ Z ◦ X∗,
where Z on the left side is regarded as an element of T ⊗ V
and Z on the right side as an element of L(T,V).
PROOF. Write Z as
Z =
∑
i, j
ti ⊗ vj
for some ti’s in T and vj’s in V . Then using Fact 7,(
X ⊗ Y
)
Z =
(
X ⊗ Y )
(∑
i, j
ti ⊗ vj
)
=
∑
i, j
(
X(ti) ⊗ Y (vj)
)
=
(∑
i, j
ti ⊗ Y(vj)
)
◦ X∗
= Y ◦
(∑
i, j
ti ⊗ vj
)
◦ X∗
= Y ◦ Z ◦ X∗ .
This proves the assertion.
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