Abstract. SO 2 variability over a large concentration range and interferences from other gases have been major limitations in industrial SO 2 emission monitoring. This study demonstrates accurate industrial SO 2 emission monitoring through a portable multichannel gas analyzer with an optimized retrieval algorithm. The proposed analyzer features a large dynamic measurement range and correction of interferences from other coexisting infrared absorbers such as NO, CO, CO 2 , NO 2 , CH 4 , HC, N 2 O, and H 2 O. The multichannel gas analyzer measures 11 different wavelength channels simultaneously to correct several major problems of an infrared gas analyzer including system drift, conflict of sensitivity, interferences among different infrared absorbers, and limitation of measurement range. The optimized algorithm uses a third polynomial instead of a constant factor to quantify gas-to-gas interference. Measurement results show good performance in the linear and nonlinear ranges, thereby solving the problem that the conventional interference correction is restricted by the linearity of the intended and interfering channels. The results imply that the measurement range of the developed multichannel analyzer can be extended to the nonlinear absorption region. The measurement range and accuracy are evaluated through experimental laboratory calibration. Excellent agreement was achieved, with a Pearson correlation coefficient (r 2 ) of 0.99977 with a measurement range from approximately 5 to 10 000 ppmv and a measurement error of less than 2 %. The instrument was also deployed for field measurement. Emissions from three different factories were measured. The emissions of these factories have been characterized by different coexisting infrared absorbers, covering a wide range of concentration levels. We compared our measurements with commercial SO 2 analyzers. Overall, good agreement was achieved.
Introduction
High-accuracy SO 2 emission monitoring is in demand for industrial process identification and pollution emission regulation. Industrial SO 2 emissions often vary over a wide range during different production processes (Chan and Yao, 2008; Terje, 1996; Zu, 2002; Liu, et al., 2011) . For example, SO 2 emissions from a copper smelting plant are of the order of parts per million by volume (ppmv) or even less when the smelting period is nearly finished, but SO 2 emissions can be up to several thousands of ppmv or even higher during the smelting period. SO 2 emissions from industrial desulfurization processes (a chemical reaction process performed to reduce SO 2 emissions) are usually higher than 600 ppmv during the process, but lower than 200 ppmv otherwise (EPER, Y. Sun et al.: Industrial SO 2 emission monitoring 2004; European Commission, 2007; Evans et al., 2009 ). Accurately measuring the variation in SO 2 concentrations in such a wide range with a single absorption band analyzer is impossible because of the conflict of sensitivity and limitation of measurement range (Andre et al., 1985; Dirk et al., 2009) . Furthermore, stack emissions also consist of many other infrared-absorbing gases, such as NO, CO, CO 2 , NO 2 , N 2 O, HC, CH 4 , and H 2 O. All these gases may interfere with one another (Andre et al., 1985; Dirk et al., 2009 ). Crossinterferences have to be corrected to measure SO 2 emissions with high accuracy. In general, a commercial multi-gas analyzer (e.g., Model 60i made by Thermo Fisher Scientific or Li-7500 made by Li-Cor) specifies a particular application where the intended and interfering channels lie within linear ranges. Thus, cross-interference can be corrected through the conventional look-up table (consisting of various constant factors quantifying gas-to-gas interferences) approach (Herget et al., 1976; Jacob and Roy, 2012; Dirk et al., 2009; Harold et al., 1993) . In this case, SO 2 concentrations within a certain linear range can be well resolved. However, the conventional interference correction introduces large uncertainty because of nonlinear absorption when the intended or interfering gases concentration lies beyond a threshold (Sun et al., 2013) . In cases where the conventional correction of cross-interferences is impossible, one has to resort to other methods. For example, one can expand the linear range to higher concentrations by reducing the optical path length or selecting a relatively weak absorption waveband. However, both approaches have considerable disadvantages (Mark et al., 1983; Mauri et al., 2001) . Reducing the optical path length influences the entire measurement system. The sensitivity and measurement range of other gases also deteriorate. Selecting a relatively weaker absorption waveband for a certain gas reduces the sensitivity to this gas for all applications (Lambrecht, 2005; Gary, 2002) . Sun et al. (2013) proposed a new cross-interference correction technique that works well even when nonlinear absorption occurs (Sun et al., 2013) . Consequently, the measurement range of a multichannel analyzer can be extended by a factor of approximately 2-4. However, in several extreme cases, saturated absorption 1 occurs and the new technique also fails.
This study proposes to solve all the aforementioned conflicts by measuring SO 2 emissions through a multichannel gas analyzer with an optimized retrieval algorithm. This study is an extension of the study of Sun et al. (2013) , but many optimizations in instrumentation and in the retrieval algorithm are performed as follows.
a. We introduce two channels for SO 2 measurements to avoid the saturated absorption of SO 2 . One absorption channel, which lies on a relatively strong SO 2 absorption band, measures SO 2 in the lower concentration range, and another absorption channel, which lies on a weaker absorption band, measures SO 2 in the higher concentration range. As a result, a good balance between sensitivity and measurement range can be obtained.
b. The number of analysis channels is expanded from 8 to 11. More interfering gases are considered; thus, the system is robust during measurements of various industrial SO 2 emissions.
c. Sun et al. (2013) established the interference equations depending on the interference conditions. The gas-togas interference is represented by a conventional constant factor if nonlinear absorption does not occur, whereas it is represented by a third polynomial if nonlinear absorption occurs. In addition, the H 2 O interference correction is included in the interference equations.
In this study, all gas-to-gas interferences are represented by third polynomials. The H 2 O interference is corrected in a separate way, which shortens the calculation time when solving the interference equations. The optimized manner makes the system robust in linear and nonlinear conditions and thus can be easily adopted for other applications.
As a result, the optimized algorithm significantly improved the linearity restriction of the interference correction of the intended and interfering channels. Furthermore, the optimized algorithm significantly improved the measurement range by solving the saturated absorption problem and expanding accurate interference correction from the linear to nonlinear absorption regions. In contrast to other well-established spectroscopic gas analyzers (e.g., differential optical absorption spectroscopy (DOAS) analyzer, Fourier transform infrared (FTIR) spectroscopy analyzer), the developed measurement technique presented in this study has the advantages of a simple setup, a wide measurement range for multi-gas analysis, low cost, and good durability. Furthermore, the developed measurement technique is more robust than the commercial multi-gas analyzer.
Instrument description
All experiments are performed with the compact multichannel gas analyzer prototype. The weight of the entire system is approximately 5 kg. Figure 1 shows the functional structure of this instrument. The light source (a globar) can be represented by a blackbody with a temperature of 1200 K (927 • C), covering infrared wavebands from 1 to 10 µm and with a maximum radiation wavelength λ max at 2.42 µm. Incoming light is reflected several times between three spherical mirrors (f = 396.3 mm) to increase the light path length when it passes through the sample gas (resulting in 12 m optical path length within a white cell 60 cm long). The sam- ple cell is kept at 323 K (50 • C) with a temperature controller. The advantage of this prototype over the commercial gas analyzer is that it has a replaceable filter wheel that can be exchanged for other measurements. Suitable filter combinations allow the simultaneous measurement of a variety of gases, such as SO 2 , NO 2 , CH 4 , N 2 O, HC, H 2 O, CO 2 , CO, and NO (Sun et al., 2013) . Our setup consists of four different filter wheels, namely, a four-channel filter wheel for atmospheric CO 2 and H 2 O measurements, a five-channel filter wheel for farmland/grassland/wetland CO 2 and CH 4 flux measurements, and an 8-or 11-channel filter wheel for industrial emissions' measurement. The corresponding signal sampling interval and data processing scenario can be adjusted according to the combination of filters.
For industrial emission measurements, the 8-channel or 11-channel filter wheel is selected depending on the type of interfering gases in the emissions. The filter wheel used in this study has 11 filter channels. Simultaneous measurements in 11 different wavelength channels are achieved with 11 different bandpass filters. One channel is used for system drift correction; two channels are used for SO 2 measurement; and the other eight channels are used to correct the interferences from NO, CO, CO 2 , NO 2 , CH 4 , HC, N 2 O, and H 2 O.
Filter parameters' calculation
The filter parameter and absorption characteristic of each channel should be determined before an instrument is constructed. We theoretically deduced the filter parameters of all channels based on the range requirements, LambertBeer's law, light path, and gas absorption parameters. We assumed that the instrument can reliably resolve optical signal attenuation between 5 and 95 % (an empirically estimated range based on the response performance of the detector); that is, the response range of the instrument lies between I S = 0.05I 0 and I S = 0.95I 0 . Therefore, the resolved absorbance range lies between 0.05129 and 2.9957 according to Lambert-Beer's law. The optical path length is a known constant (L = 1200 cm), such that the measurement range of the instrument can be estimated when α is derived. In this study, I 0 and I S represent the incident and emergent intensities, respectively. I 0 and I S can be obtained by the detector. α (cm 2 molecule −1 ) is the total absorption coefficient of a gas within a specified wavelength interval λ, which can be calculated using a line-by-line integration method (Sparks, 1997; Martin and Michael, 1999; Rothman et al., 2005 Rothman et al., , 2009 .
The absorption spectra of typical absorbers between 2 and 10 µm obtained from the HITRAN database are shown in Fig. 2 . Cross-absorptions interfering with each other are obvious. Three obvious absorption wavebands are observed within this region: at 4, 7.32, and 8.5 µm. The line strengths of these three wavebands can be ranked as 7.32 µm > 8.5 µm > 4 µm, with values of 10 −19 , 10 −20 , and 10 −21 cm molecule −1 , respectively. Considering the radiation spectrum of the light source (the blue solid curve in Fig. 2b) , we select the 7.32 and 4 µm wavebands to measure the low and high concentration levels of SO 2 for a wide range from several ppmv to more than 10 000 ppmv. The 3.73 µm band where SO 2 and the interference gases NO, CO, CO 2 , NO 2 , CH 4 , HC, N 2 O, and H 2 O show no or negligible absorption is selected as the reference channel. After the center wavelength of each filter channel is selected, its bandwidth can be determined through the following iterative scheme (Ehret et al., 1993; Bingham and Burton, 1984) .
A starting wavelength interval λ with a small value is selected, and T and P are set as the temperature of the sample cell and one standard atmospheric pressure, respectively, i.e., T = 323 K and P = 101 325 Pa. Each line within this wavelength interval is described by a Voigt profile with the pressure and temperature dependence of the absorption line strengths and half-widths (Rothman et al., 2005 (Rothman et al., , 2009 ). Thus, the total absorption coefficients of SO 2 at the three filter channels can be calculated numerically using line-byline integration (Sparks, 1997; Martin and Michael, 1999) . Then, the measurement range of each filter channel can be estimated from this total absorption coefficient and the aforementioned absorbance range. The uneven distribution of the light source and the response function of the detector within a specified interval are neglected to simplify the line-by-line calculation. Furthermore, the transmission function t (λ) of a selected filter is approximated as a Gaussian function with a maximum transmission of 75 %. In this case, t (λ) can be expressed as follows:
where λ 0 represents the center wavelength. In this study, λ/4 instead of the half-width of λ/2 is used because the calculation results show that a Gaussian function of this form is closer to the actual transmission function of our filter (see Sect. 5.2) .
If the measurement range estimated in step 1 meets the requirement, then the iteration is stopped and the bandwidth of this filter is determined. Otherwise, λ is increased by a small step and step 1 is repeated to calculate the next parameters.
Two important aspects should be considered for this iteration process.
a. The determination of all filter parameters should consider the radiation distribution of the light source at each filter channel (see Fig. 2b ). The bandwidth of a waveband near the maximum radiation wavelength λ max should be narrower than the bandwidth of a waveband further away from it. Filters are designed accordingly in a manner that ensures the detection of the optical signals of all channels with the same precision under a zero gas condition (e.g., 99.999 % N 2 ). Therefore, the bandwidth of the 7.32 µm (SO 2 (L)) waveband should be wider than that of the 4 µm (SO 2 (H)) and 3.73 µm (Ref) wavebands.
b. A narrower reference filter channel means less interference from other gases and a better system. However, the optical signal of the reference filter channel should fulfill aspect (a).
The parameters of the SO 2 (L), SO 2 (H), and reference filters determined through the aforementioned method are listed in Table 1 . The corresponding calculation results are listed in Table 2 . The parameters of the other eight filters are obtained in a straightforward manner. Table 2 shows that the total absorption coefficients of SO 2 for the reference channel relative to the SO 2 (L) and SO 2 (H) channels are only 6.1 × 10 −5 and 2.76 × 10 −3 , respectively. The lower detection limit of the reference channel for SO 2 is 88 270.9 ppmv, which indicates that signal attenuation for this channel caused by SO 2 absorption (with concentration lower than 10 000 ppmv) can be neglected. Therefore, temporal variations of this channel are only caused by system drifts, and the reference channel can be used to correct the other channels (Jacob and Roy, 2012; Sun et al., 2013) . The total absorption coefficient of SO 2 for the SO 2 (H) channel is only 2.02 % of that for the SO 2 (L) channel. If SO 2 is measured only through the SO 2 (L) channel, then a good lower detection limit of 5.37 ppmv can be obtained. However, its upper detection limit is only 313.904 ppmv because of strong absorption. The upper detection limit of the SO 2 (H) channel is up to 14 224.6 ppmv. However, its lower detection limit is only 243.56 ppmv. Combining the SO 2 (L) and SO 2 (H) channels allows low and high concentrations of SO 2 to be measured from several ppmv to at least 10 000 ppmv. As a result, the saturated absorption of SO 2 is avoided, and the measurement range is improved significantly.
Optimized concentration retrieval algorithm
Without correcting the cross-sensitivities caused by interfering gases, a gas analyzer is still incapable of resolving industrial SO 2 emissions over a wide range of variations even if two absorption channels are used. The conventional method is only feasible for an application where the intended and interfering channels exhibit good linearity. In this section, an optimized SO 2 concentration retrieval algorithm is presented to make the instrument work well within the linear and nonlinear ranges. The optimized SO 2 concentration retrieval is briefly illustrated in Fig. 3 . The retrieval algorithm (1) converts measurements values of all relevant channels into absorbance, (2) corrects for water vapor interference using the H 2 O channel, (3) makes cross-interference corrections using the interference equations, and (4) converts the cross-interferencecorrected absorbance values into SO 2 concentrations. The nomenclature in Fig. 3 is listed in Table 3 . We use an interference function instead of a constant factor to quantify gasto-gas interference. All interference functions used in this study can be obtained through least squares fitting of a third polynomial (Sun et al., 2013) . We now go through the steps shown in Fig. 3 in more detail.
1. The intensities of the other 10 analysis channels are divided by the reference channel to correct for hardware instability and are converted into absorbance. This step produces drift-compensated absorbance, representing the total absorption for each channel.
2. The H 2 O channel used for water vapor interference correction is designed to have a center wavelength of 2.59 µm and a bandwidth of 0.064 µm. The total absorption coefficients calculated in Sect. 3 show that the H 2 O channel has negligible response to other gases. Thus, water vapor interference can be easily corrected in this manner. In fact, (2) can be merged with (3) to result in 10 interference equations instead of 9 interference equations that must be solved simultaneously. The separation of the H 2 O channel facilitates the calculation of the interference equations and speeds up the concentration retrieval. This step produces water vapor interferencecorrected absorbance, which represents the total absorption of each channel minus H 2 O absorption. 3. A set of interference equations is established with all fitted interference functions and the water vapor interference-corrected absorbance acquired in (2). The solution of these equations yields pure absorbance for each gas. The data processor can solve these equations iteratively because the absorbances are additive. In detail, the data processor sets up nine interference equations and creates a loop that "solves" these equations multiple times. The data processor starts the loop with τ t (t = 2-10) the cross-interference-corrected absorbance of channel no. t τ t (t = 1-10) drift compensated absorbance of channel no. t k t1 (x) (t = 2-10) the interference function of H 2 O to channel no. t τ t (t = 2-10) water vapor interference-corrected absorbance of channel no. t k ij (x) (i, j = 2-10 and i = j ) the interference function of gas j to channel no. i the absorbance corrected for water vapor interference and uses the output of the loop as input for the next iteration. For example, for the first equation (for SO 2 ), the data processor assumes that the total absorbance is generated by SO 2 (disregarding interferences) and that the absorbances of other gases are zero. With each pass through the loop, the data processor obtains a new absorbance that becomes available for the next iteration.
In the second iteration, the data processor now has an estimated absorbance for each gas, such that it can apply the fitted interference functions and calculate the amount of interference that each gas would create in every channel. This estimation is only a rough approximation, but with each pass through the loop, the estimate improves and finally produces cross-interferencecorrected absorbances, representing pure absorptions for each gas.
4. The pure absorbances calculated in steps (1) to (3) are now used for concentration retrieval with the corresponding calibration curves. The flowchart of SO 2 retrieval is shown in Fig. 4 . The concentration retrieval is attributed to the SO 2 (L) channel if the absorbance of this channel is lower than 1.5; otherwise, it is assigned to the SO 2 (H) channel. Calibration curves with four zero and/or span factors are used if the instrument has been zero-and/or span-calibrated. Otherwise, the default calibration curves are applied. The calibration curve fitting is discussed in Sect. 5.1. 5 Laboratory experiments and discussion
Calibration curves' fitting
The calibration curves of SO 2 (L) and SO 2 (H) can be obtained by assuming a parameterized (model) form of the concentration-absorbance relationship. The model parameters are determined from the least squares fit of the measured concentrations (Komhyr et al., 1983 (Komhyr et al., , 1989 Bjorck, 1996; Rao et al., 1999; Derek, 1968; Marcel and 
1990
). In principle, two different well-established fit models, namely, linear function and polynomial, are employed to obtain the calibration curves. In general, a gas analyzer has good linearity if gas concentrations lie within a specified range. In this case, a linear function model is used. Otherwise, a polynomial model is applied to obtain a relatively wider measurement range because a polynomial can effectively model the nonlinear absorption of a system compared with a linear function (Andre et al., 1985; Tan et al., 2008) . In this study, a third-order polynomial model is used. The calibration experiments were conducted as follows. Different concentration levels of SO 2 generated by a gas generator were pumped into the sample cell. Each selected SO 2 level was stably maintained in the sample cell for the duration of 5 times the response time of the instrument to guarantee accurate optical intensity acquisitions. The data processor converts the intensities in the SO 2 (L) and SO 2 (H) channels into absorbance. The resulting data array (τ X i , C i ) for i = 1 − n concentration values C i and the corresponding average absorbance values τ X i of both channels X = SO 2 (L), SO 2 (H) provide the input for calibration fit. SO 2 concentrations less than 280 ppmv are attributed to the SO 2 (L) channel, whereas concentrations greater than or equal to 280 ppmv are assigned to the SO 2 (H) channel. We selected the concentration value of 280 ppmv to separate the channels SO 2 (L) and SO 2 (H) because we observed a good balance between accuracy and linearity in this way. The boundary value 280 ppmv is an empirical result of multiple experiments. Figure 5a and b show the fitted calibration curves of the SO 2 (L) and SO 2 (H) channels, respectively. The fit parameters and their estimated errors, as well as the Pearson correlation coefficients, are included in both subfigures. Figure 5 shows that the SO 2 (L) and SO 2 (H) channels exhibit excellent fit results, with correlation coefficients of 0.9999 and 0.9998, respectively. The calibration curves of the two channels are expressed as Eqs. (2) 
Generally, calibration curves change with time because of instrument drift. Thus, zero and span calibrations must be performed and considered in the model for the calibration curve. These calibrations can be achieved by introducing zero and span factors such that the actual calibration curves of SO 2 (L) and SO 2 (H) become
where j 0 and d 0 denote the zero and span factors for the SO 2 (L) channel and j 1 and d 1 denote the zero and span factors for the SO 2 (H) channel. These correction factors are again obtained from measurements of calibration gases. Allan variance analysis of the measurement result was performed, and a compromise calibration cycle of 25 days was obtained for the SO 2 (L) and SO 2 (H) channels (Jacob and Roy, 2012; Sun et al., 2013) .
Evaluation of the measurement range
Two approaches are commonly employed to estimate the detection limit because systematic errors are generally difficult to quantify (López and de Frutos, 1993; Sayed and Mohamed, 2010; Tyson et al., 1984) . The first approach uses the concentration calculated for an absorbance equal to twice the standard deviation of the absorbance (2σ absorbance) under a zero gas (e.g., 99.999 % N 2 ) condition to define the lower detection limit. The second approach has already been mentioned in Sect. 3; i.e., it assumes that an analyzer can only resolve optical signal attenuation above a critical threshold. Converting the optical attenuation into absorbance and employing the corresponding calibration curve for the concentration retrieval results in an alternative definition of the lower detection limit. We compare both approaches, considering 5 % signal attenuation as threshold for the second approach. Figure 6 shows an absorbance time series for the SO 2 (L) and SO 2 (H) channels under a zero gas (99.999 % N 2 ) condition. Ten measurement cycles are averaged, resulting in a temporal resolution of approximately 4 s per reading. The statistical results of measurements taken for more than 10 h are listed in Table 4 . For a 2σ absorbance, the calibration curves for the SO 2 (L) and SO 2 (H) channels provide lower detection limits of 5.55 and 102.15 ppmv, respectively. Compared with the first approach, the second approach results in lower detection limits of 10.37 and 116.46 ppmv for the SO 2 (L) and SO 2 (H) channels, respectively. The upper detection limits for both channels are estimated through assumption, stating that 95 % of signal attenuation (absorbance of 2.9957) represents the upper limit of the analyzer. The values and channels are 997.23 ppmv (L) and 26 059.02 ppmv (H). Both of the estimation approaches show that the combination of the SO 2 (L) and SO 2 (H) channels is capable of measuring SO 2 concentrations from several ppmv to at least 10 000 ppmv, which is in good agreement with the estimations made in Sect. 3. The differences between the measurement ranges estimated in this section and those in Sect. 3 can have various reasons. First, the estimations made in Sect. 3 and in this section are based on the linear Lambert-Beer's law and third calibration curves (Eqs. 4 or 5), respectively, resulting in different detection limits. Second, the assumptions and approximations made during the numerical line-by-line integration result in errors such as those caused by approximating the transmission function for a Gaussian filter as well as those caused by neglecting the uneven distribution of the light source and the response function of the detector within a specified region. Figure 7 shows the actual transmissions of each filter designed according to Table 1 . The actual transmissions of each filter obviously deviate from the assumed Gaussian shape. In addition to the dips in the real transmissions for the reference and SO 2 (H) channels, a notable shift of the center wavelength of the SO 2 (L) channel of approximately 0.03 µm occurs. All these factors may re- sult in differences between the calculated and actual values. Third, the signal attenuation assumed in the aforementioned estimations may contain a small portion of additional attenuation, e.g., attenuation due to scattering by dust, depositions on the filters, voltage fluctuations, and temperature drifts of the sample cell. These non-gas absorption processes are unavoidable and cannot be fully corrected by a reference channel.
In addition to the error sources previously mentioned, a principal problem occurs in assuming a 95 % signal attenuation for the estimation of the upper detection limit. The absorption spectrum within the full width of a filter consists of a large number of closely spaced lines. Between these lines, absorption does not occur, Lambert-Beer's law does not apply, and the assumed 95 % attenuation of the total signal regardless of the gas concentration can be hardly reached in practice. For this reason, we set the upper detection limits of the SO 2 (L) and SO 2 (H) channels as 280 and 10 000 ppmv, respectively, although the estimated values are in fact higher. In addition, for this conservative estimate of the upper detection limit, the instrument features a better linearity for SO 2 .
Evaluation of the measurement accuracy
Gas mixtures (N 2 , H 2 O, CO 2 , CO, NO x , and SO 2 ) with 15 different concentrations of SO 2 are pumped sequentially into the sample cell for analysis after the instrument has been zero-and span-calibrated. A total of 5 and 10 concentrations lie within the measurement range of the SO 2 (L) and SO 2 (H) channels, respectively. Gas mixtures are mixed in a manner that all the H 2 O, CO 2 , CO, and NO x channels exhibit nonlinear absorptions at least once within all the 15 measurements. The optimized concentration retrieval algorithm is embedded and the SO 2 measurement results and corresponding measurement errors are listed in Table 5 . We define the measurement bias C and measurement error γ in Eq. (6): 
where C T and C M represent the true and measured concentrations. Table 5 shows that measurement errors in most cases are less than 2 %. Figure 8 shows the correlation between the measured and true concentrations. An excellent correlation coefficient r 2 of 0.99977 is obtained (López and de Frutos, 1993; Sayed and Mohamed, 2010; Tyson et al., 1984) . Measurement biases and measurement errors are shown in Fig. 9 . For the same channel, measurement biases for low concentrations are obviously less than those for high concentrations. A possible reason is that high concentrations are relatively more influenced by span calibration error. Furthermore, measurement biases of the SO 2 (H) channel are obviously larger than those of the SO 2 (L) channel because the SO 2 (H) channel is less sensitive to signal attenuation than the SO 2 (L) channel. Thus, system noise has a relatively more significant influence on the SO 2 (H) channel than on the SO 2 (L) channel. However, both channels show that measurement errors for high concentrations are obviously smaller than those for low concentrations because of the larger denominators that they are divided by (see Eq. 6). 
Comparison between the conventional and optimized methods
We use different combinations of SO 2 , H 2 O, and N 2 gases to simulate the linear and nonlinear absorptions in the H 2 O channel. The SO 2 concentration was kept at a constant, whereas the H 2 O concentration was filled from low to high level. This manner allows for a gradual variation of the H 2 O channel from the linear range to the nonlinear range of absorption. Values of 243 and 6672 ppmv were selected as the references for the SO 2 (L) and SO 2 (H), respectively. Figure 10 shows the comparison of the relative measurement errors between the conventional and optimized retrieval algorithm. The conventional and optimized algorithms work well if H 2 O absorption lies within a linear range and all relative measurement errors are less than 2 %. However, the optimized method works significantly better than the conventional method if nonlinear absorption occurs. In this case, nonlinear absorption has a negligible influence on the optimized method, whereas measurement errors using the conventional method deteriorate abruptly. In addition, the H 2 O nonlinear absorption has a more significant influence on the SO 2 (L) channel than on the SO 2 (H) channel because H 2 O exhibits stronger interference in the SO 2 (L) channel than in the SO 2 (H) channel. We performed similar experiments to simulate the linear and nonlinear absorptions in other channels, and the superiority of the optimized method was also concluded from the comparisons.
Field campaigns
The multichannel analyzer has been used to monitor the SO 2 emissions of three factories as shown in Fig. 11 . These factories are located in the suburbs of the city of Tongling (south of Hefei, Anhui province) in central China, where • E) are equipped with commercial DOAS analyzers that measure SO 2 emissions before and/or after desulfurization. All DOAS analyzers can accurately resolve SO 2 emissions in these three factories (http://www. ldchina.cn/NNews.asp?id=92). Thus, their measurements are taken as reference in the subsequent comparisons. The three factories provide different interfering gas types and concentration levels. Fuxin steel plant exhibits the most interference from CO and CO 2 . The interference in Wan power plant mainly comes from CO and NO x , whereas the interference in Shangfeng cement plant comes from H 2 O, CO, and CO 2 . CO in Fuxin steel plant, NO x in Wan power plant, and H 2 O or CO 2 in Shangfeng cement plant occasionally exhibit nonlinear absorptions. The accuracy level of all measurements can be used to evaluate the performance of interference corrections within the multichannel analyzer.
We conducted two field campaigns in July 2011 and March 2012. The first campaign was conducted over 3 days from 6 to 8 July 2011 only in the Fuxin steel plant. The second campaign lasted 10 days from 18 to 27 March 2012 sequentially performed in the Wan power plant and Shangfeng cement plant. The multichannel analyzer was used to measure SO 2 emissions before desulfurization in the Fuxin steel plant and Wan power plant, as well as SO 2 emissions after desulfurization in the Shangfeng cement plant. All measurements were performed simultaneously with DOAS analyzers. The setup for the stack measurements is shown in Fig. 12 . The pretreated samples were pumped into the reference analyzer (the DOAS analyzer) and the multichannel analyzer through a four-port distribution chamber. The pretreatment system was used to remove dusts and liquids. The sample system blew back once an hour to prevent the dust filter from being jammed (this process is called blowback). The multichannel analyzer was zero-and span-calibrated before the experiments. Further details can be found in Sun et al. (2013) . Figure 13 shows the SO 2 time series of Fuxin steel plant measured with the DOAS analyzer and the multichannel analyzer on 6 July 2011. Measurements acquired during the blowback period were removed. The SO 2 measurements of the two analyzers exhibited similar trends. Overall, SO 2 concentrations were higher than 1000 ppmv and were mainly concentrated between 1600 and 1800 ppmv. Figure 14 shows the corresponding correlation between the two analyzers after the outliers (measurements acquired during the blowback period) were removed. The correlation is quite good with r 2 = 0.93218. Figure 15 shows the SO 2 time series of Wan power plant measured with the DOAS analyzer and the multichannel analyzer from 15:08 LT on 19 March 2012 to 14:38 LT on 22 March 2012. Both analyzers acquired measurements once a minute, resulting in at least 4000 reliable measurements. For illustration, the measurements acquired during the blowback period were included, visible as outliers (sharp dips) in regular time intervals in Fig. 15 . During the blowback period, gas samples pumped into the two analyzers were a mixture of emission residuals and ambient air, causing measured concentrations to decline abruptly. The outliers measured with the DOAS analyzer appeared sharper than those measured with the multichannel analyzer because the volume of the sample cell in the multichannel analyzer is larger than that in the DOAS analyzer.
The trends of both concentration time series also agree well if outliers are discarded (outliers can be removed easily because blowback procedures are performed at fixed intervals). Figure 16 shows the correlation between the two analyzers after the outliers are removed. A reasonable correlation with r 2 = 0.86 can be observed for both types of measurements. The dense region within the green box represents SO 2 concentrations appearing with the highest frequency. Corresponding concentrations range from 450 to 600 ppmv. Figure 17 shows the times series of the hourly averaged SO 2 concentrations at Shangfeng cement plant measured with the DOAS analyzer and the multichannel analyzer from 18 to 27 March 2012. The measurements acquired during the blowback period were removed again. Both analyzers show a similar trend. SO 2 concentrations in most cases were less than 300 ppmv and were mainly between 150 and 300 ppmv. Their correlation is illustrated in Fig. 18 (r 2 = 0.89). The green box has the same meaning as that in Fig. 16 . Another continuous DOAS measurement shows that the SO 2 concentrations of this factory before desulfurization are usually approximately 600 to 900 ppmv, which are approximately 3 times the concentrations measured during this field campaign.
Figures 13 and 17 show some discrepancies between the two instruments at certain time intervals. These discrepancies are most likely related to surrounding vibrations such as those caused by certain production processes or a nearby air compressor operating occasionally to obtain sufficient compressed air for the blowback system. These vibrations interfere with both measurements by causing a certain disturbance to the optical or mechanical parts of both instruments. In Fuxin steel plant (Fig. 13) and Shangfeng cement plant (Fig. 17) , all instruments were placed in a shabby mini-house built at approximately 15 m in height and were only connected to the stack. Meanwhile, in Wan power plant (Fig. 15) , all instruments were placed in a rugged house on the ground and were not connected to the stack. More vibrations were observed in the instruments shown in Figs. 13 and 17 than those shown in Fig. 15 . Therefore, Fig. 15 exhibits fewer discrepancies than Figs. 13 and 17. Notably, good agreement between the two analyzers in the three factories shows that the multichannel analyzer is capable of monitoring SO 2 emissions in various industrial applications. 
Conclusions
Industrial SO 2 emissions vary over a wide range and are embedded in exhausts composed of a mixture of different gases, which might affect the measurements of SO 2 in the infrared spectral region because of their interfering absorptions. We design a multichannel gas analyzer with an optimized retrieval algorithm to solve these problems. The multichannel gas analyzer measures the optical absorption of 11 wavelength channels simultaneously. We determined the filter parameters for all channels based on the measurement range requirements, a line-by-line calculation method, and an iterative scheme. Gaussian transmission functions for all filters are assumed. The influence of temperature and pressure on the absorption line strengths and line shape functions are considered precisely in the data analysis. An optimized retrieval algorithm is developed to retrieve SO 2 concentration. The algorithm uses a third polynomial instead of a constant factor to quantify gas-to-gas interference. The developed technique solved the linearity restriction of conventional interference correction of the intended and interfering channels. As a result, the interference correction can be extended to the nonlinear range. A good balance between sensitivity and measurement range was obtained, and SO 2 concentrations ranging from approximately 5 to 10 000 ppmv can be detected with excellent accuracy. Laboratory and field experiments are performed to evaluate the performance of the developed retrieval algorithm within this multichannel gas analyzer. The results show that the multichannel gas analyzer is a robust solution for SO 2 emission monitoring in industrial facilities. This measurement technique can potentially be applied to measurements of other gases, such as CO 2 , H 2 O, and NO 2 , that feature a wide range of concentration variation. 
