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ALMOST CRITICAL REGULARITY OF NON-ABELIAN CHERN-SIMONS-HIGGS
SYSTEM IN THE LORENZ GAUGE
YONGGEUN CHO AND *SEOKCHANG HONG
Abstract. In this paper we consider a Cauchy problem on the self-dual relativistic non-abelian Chern-
Simons-Higgs model, which is the system of equations of su(n) (n ≥ 2)-valued matter field φ and gauge field
A. Based on the frequency localization as well as the null structure we show the local well-posedness in
Sobolev space Hs+
1
2 ×Hs for s > 1
4
. We also prove that the solution flow map (φ(0), A(0)) 7→ (φ(t), A(t))
fails to be C2 at the origin of Hs × Hσ when σ < 1
4
regardless of s ∈ R. This means the regularity Hs,
s > 1
4
is almost critical.
1. Introduction
The Chern-Simons theory effectively describes 1+2 dimensional physical phenomena in condensed matter
physics. In general, particles interacting via the Chern-Simons gauge acquire fractional statistics, which play
a role in the fractional quantum Hall effect and also in high temperature superconductivity [1]. After Chern
and Simons first introduced geometric invariants [6], Chern-Simons gauge theory gets a lot of interest in
physicists and mathematicians. For instance see [4, 8, 9] and references therein.
Recently, many mathematicians have studied various dispersive partial differential equations coupled
with Chern-Simons gauges, especially, Chern-Simons-Dirac system (CSD) and Chern-Simons-Higgs system
(CSH) under several gauge conditions; temporal gauge A0 = 0, Coulomb gauge ∂
jAj = 0, and Lorenz gauge
∂µAµ = 0. It is well-known that in Lorenz gauge, (CSD) is rewritten as a system of nonlinear wave equation
coupled with Dirac equation. The authors of [11, 12, 13, 20] studied the low regularity solutions to (CSD)
under the Lorenz gauge condition for which the Sobolev space H
1
4 is expected to be the critical space in
the sense of well-posedness [19]. On the other hand, (CSD) becomes a cubic Dirac equation with an elliptic
structure in the Coulomb gauge. A number of results on low regularity solutions to (CSD) in the Coulomb
gauge have appeared in [3, 19].
At the same time, the Higgs models in 1 + 2 dimensions have attracted attention of mathematicians as
well as physicists. A lot of works have been devoted to the low regularity theory of both abelian and non-
abelian (CSH). See [2, 5, 11, 13, 18, 28, 29] and references therein. However, despite the effort, progress has
been made slow on the mathematical analysis of (CSH), which is due to the complexity of structure. The
sharpness of regularity has not been known so far especially about non-abelian (CSH). In this paper, in the
basis of antecedent works we pursue a rigorous well-posedness theory and make an endeavor to provide an
almost optimal regularity on the full model of self-dual relativistic non-abelian Chern-Simons-Higgs system
in the Lorenz gauge.
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Let us begin with the mathematical setup for the non-abelian Chern-Simons-Higgs system. Let G be a
compact Lie group and g its Lie algebra. For the sake of simplicity, we shall assume G = SU(n,C), n ≥ 2
(the group of unitary matrices of determinant one). Then g = su(n,C) is the algebra of trace-free skew-
Hermitian matrices whose infinitesimal generators are denoted by T a (a = 1, 2, · · · , n2−1), and are traceless
Hermitian matrices. (For example, g = su(2,C), T a is chosen to be Pauli matrices; iσa, a = 1, 2, 3.)
For a given g-valued gauge field A, the component Aµ is written as Aµ(t, x) = Aµ,a(t, x)T
a (a = 1, · · ·n2−
1). We then define the curvature F = dA+ [A,A]. More explicitly, given Aµ : R
1+2 → g, we define Fµν by
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ].
The associated covariant derivative is denoted by Dµ = ∂µ + [Aµ, ·]. The matter field φ is also assumed to
be su(n)-valued function and thus φ = φaT
a because the most natural and interesting physical case seems
to be with the matter fields and gauge fields in the same Lie algebra representation [8, 9]. Throughout this
paper, we adopt the Einstein summation convention, where Greek indices refer to 0,1,2 and Latin indices j, k
refer to 1,2. Indices are raised or lowered with respect to the Minkowski metric η with signature (+,−,−).
The Lagrangian density of the 1 + 2 dimensional non-abelian relativistic Chern-Simons-Higgs system is
defined by
L = −κ
2
ǫµναTr(∂µAνAα +
2
3
AµAνAα) + Tr((Dµφ)†(Dµφ))− V (φ, φ†),
where V (φ, φ†) is the Higgs potential given by
V (φ, φ†) =
1
κ2
Tr
(
([[φ, φ†], φ]− v2φ)†([[φ, φ†], φ]− v2φ)).
Higgs potential is of sixth order and self-dual form, which is designed for a lower bound of energy. The
constant v > 0 measures either the scale of the broken symmetry or the subcritical temperature of the
system [27]. The ǫµνα is the totally skew-symmetric tensor with ǫ012 = 1. TrA and A† denote the trace
and (A)t the complex conjugate transpose of a matrix A, respectively. [A,B] = AB − BA is the matrix
commutator.
The Euler-Lagrange equation of the above Lagrangian density is{
DµDµφ = −V(φ, φ†),
Fµν = ǫµναJ
α,
(1.1)
where Jµ is defined by Jµ = [φ†,Dµφ] − [(Dµφ)†, φ] and V(φ, φ†) is derived by V(φ, φ†) = ∂V (φ, φ
†)
∂φ†
. For
simplicity, we assumed that the coupling constant κ in front of Fµν is 1 in this paper. The potential V
consists of linear, cubic, and quintic terms of φ and φ†. (For details, see Appendix below.) In particular, it
contains linear term −2v4φ which contributes as a Higgs mass m = √2v2 and gives a relativistic nature to
(1.1). The initial data set for the system comprises (f, g, a0, a1, a2), where (φ, ∂tφ)(0, x) = (f(x), g(x)) and
Aµ(0) = aµ.
Now we take ∂µ of the second equation in (1.1) and use the Lorenz gauge ∂µAµ = 0. Then we arrive at
the following system of wave equations which describes the time evolution of the fields Aµ, φ.
φ = −2 [Aµ, ∂µφ]− [Aµ, [Aµ, φ]]− V(φ, φ†),
Aµ = [∂
νAµ, Aν ]− ǫµνα
(
Qνα
(
φ†, φ
)
+Qνα
(
φ, φ†
))− ǫµνα∂ν ([φ†, [Aα, φ]]− [ [Aα, φ]† , φ])
(φ, ∂tφ)(0) = (f, g), Aµ(0) = aµ,
∂tA0(0) = −∂jaj , ∂tAj(0) = ∂ja0 − [a0, aj ] + ǫ0jk([f †, ∂kf ]− [(∂kf)†, f ]),
(1.2)
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where Qαβ(u, v) = ∂αu∂βv − ∂βu∂αv. Note that due to the Lorenz gauge condition the initial data should
satisfy the following constraint equation:
∂1a2 − ∂2a1 + [a1, a2] = [f †, gf + [a0, f ]]− [(gf)† + [a0, f ]†, f ].(1.3)
We state our result on the local well-posedness:
Theorem 1.1. Let s > 14 . Suppose that (f, g) ∈ Hs+
1
2 ×Hs− 12 , aµ ∈ Hs and they satisfy (1.3). Then the
(1.2) is locally well-posed in Hs+
1
2 ×Hs− 12 ×Hs. That is, there exists T = T (f, g, aµ,m) > 0 such that there
exist unique solution (φ, ∂tφ,Aµ) ∈ C((−T, T );Hs+ 12 × Hs− 12 × Hs) of (1.2), which depends continuously
on the initial data.
Here, Hs is the usual inhomogeneous Sobolev space whose norm is given by
‖f‖Hs = (
∑
N : dyadic
(Ns‖P|ξ|∼Nf‖L2)2) 12 ,
where P|ξ|∼N is the Littlewood-Paley projection on {ξ ∈ R2 : |ξ| ∼ N}. Instead of applying global estimates
of [7], we make fully use of localization of space-time Fourier side. Thanks to the dyadic decomposition
of space-time frequencies, we gain a lower regularity well-posedness, which will turn out to be sharp, than
obtained in [29]. We exploit the null structure hidden in (1.2) as [29]. In fact, this null structure has a
similar form as Yang-Mills equation in 1 + 3 dimensions introduced in [23, 25].
Let us now deal with the smoothness of the flow map (φ(0), A(0)) 7→ (φ(t), A(t)). Since the nonlinearity is
algebraic, one may expect the flow will be smooth in local time if the problem is well-posed. However, such
smoothness can be shown to fail when the initial data of φ, A are rougher than in H
1
2 , H
1
4 , respectively,
which can be stated as follows.
Theorem 1.2. Let s ∈ R, σ < 14 , and T > 0. Then the flow map of (φ(0), A(0)) 7→ (φ(t), A(t)) from
Hs ×Hσ to C([−T, T ];Hs ×Hσ) cannot be C2 at the origin. Furthermore, if s < 12 , σ ∈ R, then the flow
map cannot be C3 at the origin.
We proceed the proof by the argument of Knapp type example as in [17]. We investigate carefully su(n)-
valued initial data which guarantee that a resonance of phases occurs and hence the Fourier transforms of
matter field and gauge field have significant lower bounds, which enable us to get the necessary condition
s ≥ 12 or σ ≥ 14 for the smoothness. In view of Theorem 1.2, the LWP of Theorem 1.1 is very sharp since
Hs is a proper subspace of H
1
4 for s > 14 . For the present we could not have filled the regularity or failure of
smoothness fully in H
1
4 by a technical reason. However, the problem will be hopefully resolved in the near
future.
We end this section with the introduction of notations and organization of this paper.
Notations. Here we give some notations used throughout this paper. Since we only use L2t,x norm, by ‖F‖
we abbreviate ‖F‖L2t,x :=
∑
a ‖Fa‖L2t,x for F = FaT a. As usual different positive constants independent on
dyadic numbers such as N and L are denoted by the same letter C, if not specified. A . B and A & B
means that A ≤ CB and A ≥ C−1B, respectively for some C > 0. A ∼ B means that A . B and A & B.
The spatial Fourier transform and space-time Fourier transform on R2 and R1+2 are defined by
f̂(ξ) =
∫
R2
e−ix·ξf(x)dx, u˜(X) =
∫
R1+2
e−i(tτ+x·ξ)u(t, x)dtdx,
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where τ ∈ R, ξ ∈ R2, and X = (τ, ξ) ∈ R1+2. Also we denote F(u) = u˜. Then we define space-time Fourier
projection operator PE by P˜Eu(τ, ξ) = χE u˜(τ, ξ), for E ⊂ R1+2. We define spatial Fourier projection
operator, similarly. For example, P|ξ|∼N is the Littlewood-Paley projection on {ξ ∈ R2 : |ξ| ∼ N}.
Since we prefer to use the differential operator |∇| rather than −i∇, for the sake of simplicity, we put
D := |∇| whose symbol is |ξ|.
For brevity, we denote the maximum, median, and minimum of N0, N1, N2 by
N012max = max(N0, N1, N2), N
012
med = med(N0, N1, N2), N
012
min = min(N0, N1, N2).
Organization. In Section 2, we introduce the decomposition of d’Alembertian and Xs,b space. Section 3
is devoted to the description on our main techniques; 2D wave type bilinear estimates and null structure.
In Section 4, we give crucial estimates to prove the local well-posedness of (1.2). Here, we observe that
the estimates of commutator of su(n)-valued functions are reduced to the nonlinear estimates of C-valued
functions. Then Section 5,6,7 are on the proof of bilinear estimates, trilinear estimates, and estimates of
Higgs potential, respectively. In Section 8 we show the failure of smoothness.
2. Preliminaries
2.1. Decomposition of d’Alembertian. We use the standard transform given by (φ, ∂tφ) → (φ+, φ−)
and (Aµ, ∂tAµ)→ (Aµ,+, Aµ,−) with
φ± =
1
2
(
φ± 1
iD
∂tφ
)
, Aµ,± =
1
2
(
Aµ ± 1
iD
∂tAµ
)
.
Then the system (1.2) transforms to
(i∂t ±D)φ± = ± 12D
(−2 [Aµ, ∂µφ]− [Aµ, [Aµ, φ]]− V(φ, φ†))
(i∂t ±D)Aµ,± = ± 12D
(
[∂νAµ, Aν ]− ǫµνα
(
Qνα
(
φ†, φ
)
+Qνα
(
φ, φ†
)) )
∓ ǫµνα2D ∂ν
([
φ†, [Aα, φ]
]− [ [Aα, φ]† , φ]) .(2.1)
2.2. Function spaces. For dyadic number N ≥ 1, and L, we define the set
K±N,L = {(τ, ξ) ∈ R1+2 : |ξ| ∼ N, |τ ± |ξ|| ∼ L}.
Then we introduce Bourgain space given by
X
s,b
± =
{
u ∈ L2 : ‖u‖
X
s,b
±
= ‖|ξ|s|τ ± |ξ||bu˜(τ, ξ)‖ <∞
}
.
We make the use of fully dyadic decompostion of spacetime-Fourier sides, and hence reformulate the Xs,b± -
norm by Littlewood-Paley decomposition using K±N,L:
‖u‖
X
s,b
±
=
∑
N,L
(NsLb‖PK±
N,L
u‖)2
 12 .
Since we are only concerned with local time existence T ≤ 1 throughout this paper, it is convenient to utilize
our function space in the local time setting. Hence we introduce the restriction space. The time-slab which
is the subset of R1+2 is given by
ST = (−T, T )× R2.
CHERN-SIMONS-HIGGS SYSTEM 5
We let Xs,b± (ST ) be the restriction space to the time-slab ST . Recall the following embedding property for
b > 12 :
(2.2) Xs,b± (ST ) →֒ C ([−T, T ];Hs) .
Furthermore, it is the well-known fact that given linear initial value problem:
(i∂t ±D)v = G ∈ Xs,b−1+ǫ± (ST ), v(0) ∈ Hs,
for s ∈ R, b > 12 , and 0 < ǫ≪ 1, it has a unique solution satisfying
(2.3) ‖v‖
X
s,b
±
(ST )
. ‖v(0)‖Hs + T ǫ‖G‖Xs,b−1+ǫ
±
(ST )
, T < 1.
3. Bilinear estimates and Null structure
3.1. Bilinear estimates. For dyadic N,L ≥ 1, let us invoke that
K±N,L = {(τ, ξ) ∈ R1+2 : |ξ| ∼ N, |τ ± |ξ|| ∼ L}.
Now we introduce the key ingredient to handle the nonlinear terms in (1.2).
Theorem 3.1 (Theorem 2.1 of [21]). For all u1, u2 ∈ L2t,x(R1+2) such that u˜j is supported in K±jNj,Lj , the
estimate
‖P
K
±0
N0,L0
(u1u2)‖ ≤ C‖u1‖‖u2‖
holds with
C ∼ (N012minL12min)
1
2 (N12minL
12
max)
1
4 ,(3.1)
C ∼ (N012minL0jmin)
1
2 (N0jminL
0j
max)
1
4 , j = 1, 2,(3.2)
C ∼ ((N012min)2L012min)
1
2(3.3)
regardless of the choices of signs ±j.
3.2. Bilinear interaction. The space-time Fourier transform of the product φ†2φ1 of two g-valued fields φ1
and φ2 is written as
˜
φ
†
2φ1(X0) =
∫
X0=X1−X2
φ˜2
†
(X2)φ˜1(X1) dX1 dX2,
where φ† is the transpose of complex conjugate of φ. Here the relation between X1 and X2 in the convolution
integral of fields is given by X0 = X1−X2 so called bilinear interaction. This is also the case for the product
of two complex scalar fields.
The following lemma is on the bilinear interaction.
Lemma 3.2 (Lemma 2.2 of [21]). Given a bilinear interaction (X0, X1, X2) with ξj 6= 0, and signs (±0,±1,±2),
let hj = τj ±j |ξj | and θ12 = |∠(±1ξ1,±2ξ2)|. Then we have
max(|h0|, |h1|, |h2|) & min(|ξ1|, |ξ2|)θ212.
Moreover, we either have
|ξ0| ≪ |ξ1| ∼ |ξ2|, and ±1 6= ±2,
in which case
θ12 ∼ 1 and max(|h0|, |h1|, |h2|) & min(|ξ1|, |ξ2|),
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or else we have
max(|h0|, |h1|, |h2|) & |ξ1||ξ2||ξ0| θ
2
12.
3.3. Null structure. While proving the local well-posedness of (1.2), we must encounter multilinear esti-
mates such as bilinear and trilinear estimates. Since we make use of duality argument and Cauchy-Schwarz
inequality, we essentially treat only bilinear forms of wave type. Then the most serious case resulting in
resonance interaction occurs when two input-waves are collinear. However, once this bilinear form possesses
cancellation property so called null structure, we can expect better estimates [15].
Before discussing the null structure, we note that the spatial part of vector potential A = (A1, A2) can
be split into divergence-free and curl-free parts:
A = Adf +Acf ,
where
Adfj = (−∆)−1ǫ0jk∂k(ǫ0lm∂lAm)
Acfj = −(−∆)−1∂j∂kAk.
Also we define the Riesz transform given by
Rj = D
−1∂j =
∂j
D
.
Now we introduce the standard null forms:
Q0(u, v) = ∂αu∂
αv
Qαβ(u, v) = ∂αu∂βv − ∂βu∂αv.
Then we define a commutator version of null forms by
Q0[u, v] = [∂αu, ∂
αv]
Qαβ[u, v] = [∂αu, ∂βv]− [∂βu, ∂αv].
Here we give some remark on commutator version of null forms. For su(n)-valued functions u and v, we
write u = uaT
a and v = vbT
b, where a, b = 1, 2, · · · , n2 − 1 and ua, vb are smooth scalar functions. Then
there holds
Qαβ [u, v] = [∂αu, ∂βv]− [∂βu, ∂αv]
= [∂αuaT
a, ∂βvbT
b]− [∂βuaT a, ∂αvbT b]
= ∂αua∂βvb[T
a, T b]− ∂βua∂αvb[T a, T b]
= (∂αua∂βvb − ∂βua∂αvb)[T a, T b]
= Qαβ(ua, vb)[T
a, T b]
= Qαβ(ua, vb)if
ab
cT
c.
For the last equality see Appendix below. Then for a function space X (su(n)) defined by the functions with
value in su(n), we observe that
‖Qαβ [u, v]‖X (su(n)) =
∑
c
‖Qαβ(ua, vb)‖X (C)|fabc|.
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Hence we conclude that the X (su(n)) norm of commutator version of null forms is reduced to the X (C)
norm of null forms of scalar functions.
The following lemma is on null structure hidden in (1.2).
Lemma 3.3. In the Lorenz gauge, we have the following identity:
[Aµ, ∂µφ] =
1
2
ǫ0jkǫ0lmQjk[D
−1RlAm, φ]−Qj0[Rj(D−1A0), φ].
Proof. First, we note that
Aµ∂µφ = A0∂tφ+A
cf · ∇φ+Adf · ∇φ.
By Lorenz gauge condition: ∂kAk = ∂tA0, we get
Acf · ∇φ = −(−∆)−1∂j∂kAk∂jφ
= D−2∂j(∂tA0)∂jφ
= ∂tR
j(D−1A0)∂jφ.
Also we have
A0∂tφ = −D−2∂j∂jA0∂tφ
= −∂jRj(D−1A0)∂tφ,
and hence we have
A0∂t +A
cf · ∇φ = −Qj0(RjD−1A0, φ).
Next, we see that
Adf · ∇φ = (−∆)−1ǫ0jkǫ0lm∂k∂lAm∂jφ
= −ǫ0jkǫ0lm∂k(D−1RlAm)∂jφ
=
1
2
ǫ0jkǫ0lmQjk(D
−1RlAm, φ).
We can treat ∂µA
µ similarly and hence completes the proof. 
We have the following corollary by Lemma 3.3.
Corollary 3.4. In the Lorenz gauge, we have the following identity.
[∂νAµ, Aν ] = −1
2
ǫ0jkǫ0lmQjk[D
−1RlAm, Aµ] +Qj0[Rj(D−1A0), Aµ].
4. Proof of Local Well-Posedness
4.1. Picard’s iterates. To prove (LWP) of (1.2), we construct Picard’s iterates and follow the contraction
principle. Indeed, by (2.1), we obtain the following integral equation for φ± and Aµ,± respectively:
φ±(t) = φhom± (t)± i
∫ t
0
e∓i(t−t
′)D
2iD
M(φ,A)(t′) dt′(4.1)
Aµ,± = Ahomµ,± (t)± i
∫ t
0
e∓i(t−t
′)D
2iD
Nµ(φ,A)(t′) dt′(4.2)
where
ψhom± (t) =
1
2
e∓itD
(
ψ(0, x)∓ 1
iD
∂0ψ(0, x)
)
.
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Here, M and Nµ are the (LHS) of the first two equations of (1.2). To prove that our Picard’s iteration
converges, it suffices to show the following estimates:
‖φhom± ‖
X
s+1
2
,b
±
(ST )
. ‖f‖
H
s+1
2
+ ‖g‖
H
s− 1
2
,(4.3)
‖Ahomµ,± ‖Xs,b
±
(ST )
.
2∑
ν=0
‖aν‖Hs + ‖a0‖Hs
2∑
ν=0
‖aν‖Hs + ‖f‖2
H
s+1
2
,(4.4)
‖M(φ,A)‖
X
s− 1
2
,b−1
±
(ST )
. S(1 +S+S2 +S4),(4.5)
‖Nµ(φ,A)‖Xs−1,b−1
±
(ST )
. S(1 +S+S2),(4.6)
where S =
∑
±(‖A±‖Xs,b
±
(ST )
+ ‖φ±‖
X
s+1
2
,b
±
(ST )
).
4.2. Estimates of φhom± and A
hom
µ,± . Since f ∈ Hs+
1
2 and g ∈ Hs− 12 , we see that
‖φhom± ‖
X
s+1
2
,b
±
.
∥∥∥∥f ∓ 1iDg
∥∥∥∥
H
s+ 1
2
≤ ‖f‖
H
s+1
2
+
∥∥∥∥ 1iDg
∥∥∥∥
H
s+1
2
. ‖f‖
H
s+1
2
+ ‖g‖
H
s− 1
2
.
On the other hand, Ahom0 and A
hom
j are given by
Ahom0 =
∑
±
1
2
e∓itD
(
a0 ± ∂
j
iD
aj
)
,
Ahomj =
∑
±
1
2
e∓itD
(
aj ∓ 1
iD
(
∂ja0 − [a0, aj ] + ǫ0jk([f †, ∂kf ]− [(∂kf)†, f ])
))
.
Since Riesz transform is a bounded operator in L2,
‖Ahom0 ‖Xs,b
±
. ‖a0‖Hs +
∥∥∥∥ ∂jiDaj
∥∥∥∥
Hs
. ‖a0‖Hs +
2∑
j=1
‖aj‖Hs .
To treat Ahomj we recall Bernstein’s inequality,
‖P|ξ|∼Nf‖Lp(Rd) . Nd(
1
q
− 1
p
)‖P|ξ|∼Nf‖Lq(Rd),(4.7)
for q < p ≤ ∞. Then we have∥∥∥∥ 1iD (f∂kf)
∥∥∥∥2
Hs
. ‖f∂kf‖2Hs−1 =
∑
N :dyadic
(Ns−1‖PN (f∂kf)‖)2
≤
∑
N
(Ns−1‖PNf‖L4‖PN∂kf‖L4)2
.
∑
N
(Ns+1‖PNf‖‖PNf‖)2
.
∑
N
(Ns+
1
2 ‖PNf‖)2
∑
N
(Ns+
1
2 ‖PNf‖)2
. ‖f‖4
H
s+1
2
,
and similarly, ∥∥∥∥ 1iD (a0aj)
∥∥∥∥
Hs
. ‖a0aj‖Hs−1 . ‖a0‖Hs‖aj‖Hs .
Therefore,
‖Ahomj ‖Xs,b
±
. ‖a0‖Hs + ‖aj‖Hs + ‖a0‖Hs‖aj‖Hs + ‖f‖2
H
s+1
2
.
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This proves (4.3) and (4.4).
4.3. Reduction step. Now we reduce the nonlinear estimates (4.5) and (4.6) of su(n)-valued functions to
those of scalar functions. We have already observed in Section 3 that the matrix structure in null forms
plays no crucial role in the estimates. Also, we claim that estimates of cubic and quintic terms of Aµ, φ
are reduced to the nonlinear estimates of scalar functions. For example, let us consider the cubic terms
[Aµ±1 , [Aµ,±2 , φ±3 ]]. We write A
µ
±1 = A
µ
±1,aT
a, Aµ,±2 = Aµ,±2,bT
b, and φ±3 = φ±3,cT
c. Then for a Lebesgue
or Sobolev space X (su(n)) of su(n)-valued functions, the norm of [Aµ±1 , [Aµ,±2 , φ±3 ]] is given by
‖[Aµ±1 , [Aµ,±2 , φ±3 ]]‖X (su(n)) =
∑
e
‖Aµ±1,aAµ,±2,bφ±3,c‖X (C)|f bcd||fade|,
where ‖ · ‖X (C) is the norm of space X of complex-valued functions, and thus the norm of cubic terms of
su(n)-valued fields is reduced to the norm of cubic terms of scalar fields.
In Appendix, we shall see that a-th component of V(φ, φ†) is given by
∂V (φ, φ†)
∂φ∗a
= 2
∑
e
(fabdf
dc
eφ
∗
bφ
∗
c + v
2δea)(fa
′b′
d′f
d′c′
eφa′φb′φc′ + v
2φe).
Then the X (su(n)) norm of the quintic term in V is bounded by
2
∑
a,e
‖φ∗bφ∗cφa′φb′φc′‖X (C)|fabdfdcefa
′b′
d′f
d′c′
e|,
and hence the norm of quintic terms of φ, φ† is reduced to the X (C) norm of quintic terms of scalar fields.
Therefore, from now on, we consider the su(n)-valued functions Aµ, φ as C-valued functions.
Here we assume s > 14 , b >
1
2 . Since we are concerned with low regularity solution, we may assume
0 < s− 14 ≪ 1 and 0 < b− 12 ≪ 1. Hence we write
s =
1
4
+ δ, b =
1
2
+ ǫ,
where 0 < 100ǫ < δ ≪ 1. In the following three sections, we will focus on the proof of the above nonlinear
estimates (4.5) and (4.6).
5. Bilinear estimates
This section is devoted to the proof of the bilinear estimates appearing in Section 4. Since the Riesz
transforms Ri are bounded in the spaces under our consideration, these bilinear estimates can be reduced
to the following:
‖Qjk(D−1A±1 , φ±2)‖
X
s− 1
2
,b−1
±
(ST )
. ‖A±1‖Xs,b
±1
‖φ±2‖
X
s+1
2
,b
±2
,(5.1)
‖Qj0(D−1A±1 , φ±2)‖
X
s− 1
2
,b−1
±
(ST )
. ‖A±1‖Xs,b
±1
‖φ±2‖
X
s+1
2
,b
±2
,(5.2)
‖Qjk(D−1A±1 , A±2)‖Xs−1,b−1
±
(ST )
. ‖A±1‖Xs,b
±1
‖A±2‖Xs,b
±2
,(5.3)
‖Qj0(D−1A±1 , A±2)‖Xs−1,b−1
±
(ST )
. ‖A±1‖Xs,b
±1
‖A±2‖Xs,b
±2
,(5.4)
‖Qjk(φ±1 , φ±2)‖Xs−1,b−1
±
(ST )
. ‖φ±1‖
X
s+1
2
,b
±1
‖φ±2‖
X
s+1
2
,b
±2
,(5.5)
‖Qj0(φ±1 , φ±2)‖Xs−1,b−1
±
(ST )
. ‖φ±1‖
X
s+1
2
,b
±1
‖φ±2‖
X
s+1
2
,b
±2
.(5.6)
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To prove the above bilinear estimates via null forms for functions u and v, we recall the substitution:
u = u+ + u−, ∂tu = iD(u+ − u−),
v = v+ + v−, ∂tv = iD(v+ − v−).
Then we have
Qj0(u, v) =
∑
±1,±2
(±11)(±21) ((±1∂ju±1)(±2iDv±2)− (±1iDu±1)(±2∂jv±2)) ,
Qjk(u, v) =
∑
±1,±2
(±11)(±21) ((±1∂ju±1)(±2∂kv±2)− (±1∂ku±1)(±2∂jv±2)) ,
and their symbols are given by
qj0(ξ1, ξ2) = −ξ1,j |ξ2|+ |ξ1|ξ2,j ,
qjk(ξ1, ξ2) = −ξ1,jξ2,k + ξ1,kξ2,j .
For these symbols, we have the following estimates.
Lemma 5.1. For ξ1, ξ2 ∈ R2 with ξ1, ξ2 6= 0,
|qj0(ξ1, ξ2)|, |qjk(ξ1, ξ2)| . |ξ1||ξ2||∠(ξ1, ξ2)|.
Proof. See Lemma 5. of [23]. 
By Lemma 5.1, it suffices to prove (5.1), (5.3), and (5.5). Furthermore, the proof of (5.1) and (5.3) is
essentially same. Thus we focus on the proof of (5.1) and (5.5).
5.1. Proof of (5.1). We write
‖Qjk(D−1A±1 , φ±2)‖2
X
s− 1
2
,b−1
±0
=
∑
N0,L0
(
N
− 1
4
+δ
0 L
− 1
2
+ǫ
0 ‖PK±0
N0,L0
Qjk(D
−1A±1 , φ±2)‖
)2
.
∑
N0,L0
N− 14+δ0 L− 12+ǫ0 ∑
N1,N2
∑
L1,L2
‖P
K
±0
N0,L0
Qjk(D
−1A±1N1,L1φ
±2
N2,L2
‖
2
.
∑
N0,L0
N− 14+δ0 L− 12+ǫ0 ∑
N1,N2
∑
L1,L2
N2θ12‖PK±0
N0,L0
(A±1N1,L1φ
±2
N2,L2
)‖
2
.
∑
N0,L0
N− 14+δ0 L− 12+ǫ0 ∑
N1,N2
∑
L1,L2
N2θ12C
012
N,L‖A±1N1,L1‖‖φ±2N2,L2‖
2 ,
where we write A±1N1,L1 = PK±1
N1,L1
A±1 , φ
±2
N2,L2
= P
K
±2
N2,L2
φ±2 for brevity and C
012
N,L is (3.1) or (3.2).
Then it suffices to show that
J1 :=
∑
N1,N2
∑
L1,L2
N
− 1
4
+δ
0 L
− 1
2
+ǫ
0 N2θ12C
012
N,L‖A±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0N
1
4
1 N
3
4
2 L
ǫ
0(L1L2)
1
2 ‖A±1N1,L1‖‖φ±2N2,L2‖.
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To see this, we only consider L1 ≤ L2 ≪ L0. The general square summation by L1, L2 gives
‖Qjk(D−1A±1 , φ±2)‖2
X
s− 1
2
,b−1
±0
.
∑
N0,L0
(N δ0L
ǫ
0
∑
N1,N2
N
1
4
1 N
3
4
2 ‖A±1N1‖X0,b±1 ‖φ
±2
N2
‖
X
0,b
±2
)2
.
∑
N0
(N δ0
∑
N1,N2
(N12min)
ǫN
1
4
1 N
3
4
2 ‖A±1N1‖X0,b±1 ‖φ
±2
N2
‖
X
0,b
±2
)2.
If N0 ≪ N1 ∼ N2, then
‖Qjk(D−1A±1 , φ±2)‖2
X
s− 1
2
,b−1
±0
.
∑
N0≥1
(N δ0N
ǫ−2δ
0
∑
N1
N
1
4
1 ‖A±1N1‖X0,b±1 )
2‖φ±2‖2
X
s+1
2
,b
±2
.
∑
N0≥1
N
−2(δ−ǫ)
0 ‖A±1‖2Xs,b
±1
‖φ±2‖2
X
s+1
2
,b
±2
.
If N1 ≪ N0 ∼ N2, then
‖Qjk(D−1A±1 , φ±2)‖2
X
s− 1
2
,b−1
±0
.
∑
N0
(N δ0N
ǫ
0
∑
N2
N
3
4
2 ‖φ±2N2‖X0,b±2 )
2‖A±1‖2Xs,b
±1
.
∑
N0≥1
N
−2(δ−ǫ)
0 ‖A±1‖2Xs,b
±1
‖φ±2‖2
X
s+1
2
,b
±2
.
The case N2 ≪ N0 ∼ N1 is similar.
Now we focus on J1. There are two important relation on frequency:
N0 ≪ N1 ∼ N2, ±1 6= ±2, θ12 ∼ 1,(5.7)
N12min ≪ N0 ∼ N12max, θ12 ≪ 1.(5.8)
Since we have ξ0 = ξ1 + ξ2, high-high-low interaction implies θ12 ∼ 1 and hence the null structure plays no
crucial role. In this case we have high modulation with low frequency. Thus instead of (3.1) and (3.2), we
use (3.3), a trivial volume estimate. It gives better estimate. In fact,
J1 .
∑
N1,N2
∑
L1,L2
N
− 1
4
+δ
0 L
− 1
2
+ǫ
0 N2N0(L
012
min)
1
2 ‖A±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N
3
4
+δ
0 L
ǫ
0N2(N
12
min)
−1(L1L2)
1
2 ‖A±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0L
ǫ
0N
3
16
1 N
9
16
2 (L1L2)
1
2 ‖A±1N1,L1‖‖φ±2N2,L2‖.
Hence we focus on the high-low-high interction N12min ≪ N0 ∼ N12max with low modulation - high frequency.
5.1.1. Case 1: L0 ≪ L2.
J1 .
∑
N1,N2
∑
L1,L2
N
− 1
4
+δ
0 L
− 1
2
+ǫ
0 N2
(
L2
N12min
) 1
2
(N012minL
01
min)
1
2 (N01minL
01
max)
1
4 ‖A±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0L
ǫ
0N2N
− 1
4
0 (N
01
min)
1
4L
− 1
2
0 (L
01
min)
1
2 (L01max)
1
4L
1
2
2 ‖A±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0N
1
4
1 N
3
4
2 L
ǫ
0(L1L2)
1
2 ‖A±1N1,L1‖‖φ±2N2,L2‖.
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5.1.2. Case 2: L2 ≪ L0.
J1 .
∑
N1,N2
∑
L1,L2
N
− 1
4
+δ
0 L
− 1
2
+ǫ
0 N2
(
L0
N12min
) 1
2
(N012minL1)
1
2 (N12minL2)
1
4 ‖A±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0L
ǫ
0N2N
− 1
4
0 (N
12
min)
1
4L
1
2
1 L
1
4
2 ‖A±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0N
1
4
1 N
3
4
2 L
ǫ
0(L1L2)
1
2 ‖A±1N1,L1‖‖φ±2N2,L2‖.
This completes the proof of (5.1).
5.2. Proof of (5.5). We write
‖Qjk(φ±1 , φ±2)‖2Xs−1,b−1
±0
=
∑
N0,L0
(N
− 3
4
+δ
0 L
− 1
2
+ǫ
0 ‖PK±0
N0,L0
Qjk(φ±1 , φ±2)‖)2
=
∑
N0,L0
(N
− 3
4
+δ
0 L
− 1
2
+ǫ
0
∑
N1,N2
∑
L1,L2
‖P
K
±0
N0,L0
Qjk(φ
±1
N1,L1
, φ±2N2,L2)‖)2
.
∑
N0,L0
(N
− 3
4
+δ
0 L
− 1
2
+ǫ
0
∑
N1,N2
∑
L1,L2
N1N2θ12C
012
N,L‖φ±1N1,L1‖‖φ±2N2,L2‖)2.
We need to show the following:
J2 :=
∑
N1,N2
∑
L1,L2
N
− 3
4
+δ
0 L
− 1
2
+ǫ
0 N1N2θ12C
012
N,L‖φ±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0L
ǫ
0(N1N2)
3
4 (L1L2)
1
2 ‖φ±1N1,L1‖‖φ±2N2,L2‖.
Note that we have two important interaction:
N0 ≪ N1 ∼ N2, ±1 = ±2, θ12 ≪ 1,(5.9)
N12min ≪ N0 ∼ N12max, θ12 ≪ 1.(5.10)
5.2.1. Case 1: L0 ≪ L2.
J2 .
∑
N1,N2
∑
L1,L2
N
− 3
4
+δ
0 L
− 1
2
+ǫ
0 N1N2
(
N0L2
N1N2
) 1
2
(N012minL
01
min)
1
2 (N01minL
01
max)
1
4 ‖φ±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0L
ǫ
0(N
012
minN1N2)
1
2N
− 1
4
0 (N
01
min)
1
4L
− 1
2
0 (L
01
min)
1
2 (L01max)
1
4L
1
2
2 ‖φ±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0L
ǫ
0(N1N2)
3
4 (L1L2)
1
2 ‖φ±1N1,L1‖‖φ±2N2,L2‖.
5.2.2. Case 2: L2 ≪ L0.
J2 .
∑
N1,N2
∑
L1,L2
N
− 3
4
+δ
0 L
− 1
2
+ǫ
0 N1N2
(
N0L0
N1N2
) 1
2
(N012minL1)
1
2 (N12minL2)
1
4 ‖φ±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0L
ǫ
0(N
012
minN1N2)
1
2N
− 1
4
0 (N
12
min)
1
4L
1
2
1 L
1
4
2 ‖φ±1N1,L1‖‖φ±2N2,L2‖
.
∑
N1,N2
∑
L1,L2
N δ0L
ǫ
0(N1N2)
3
4 (L1L2)
1
2 ‖φ±1N1,L1‖‖φ±2N2,L2‖.
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6. Trilinear estimates
In this section, we give the proof of the trilinear estimates in Section 4. Even though we cannot reveal
null forms which we enjoy in the previous section, by the mercy of the sharp bilinear estimates of wave type
(3.1), (3.2), we obtain the required estimates. We shall show the following estimates.
‖A±1A±2φ±3‖
X
s− 1
2
,b−1
±
(ST )
. ‖A±1‖Xs,b
±1
‖A±2‖Xs,b
±2
‖φ±3‖
X
s+1
2
,b
±3
,(6.1)
‖φ±1A±2φ±3‖Xs,b−1
±
(ST )
. ‖φ±1‖
X
s+1
2
,b
±1
‖A±2‖Xs,b
±2
‖φ±3‖
X
s+1
2
,b
±3
.(6.2)
The proof of (6.1) and (6.2) is essentially same. We only prove the estimate (6.1).
6.1. Proof of (6.1). By the definition of Xs,b± we write
‖A±1A±2φ±3‖2
X
s− 1
2
,b−1
±4
.
∑
N4,L4
(N
− 1
4
+δ
4 L
− 1
2
+ǫ
4 ‖PK±4
N4,L4
(A±1A±2φ±3)‖)2
=
∑
N4,L4
(
N
− 1
4
+δ
4 L
− 1
2
+ǫ
4 sup
‖ϕ‖=1
∣∣∣∣∫ (A±1A±2φ±3)ϕN4,L4 dtdx∣∣∣∣
)2
.
∑
N4,L4
N− 14+δ4 L− 12+ǫ4 ∑
N,L
sup
‖ϕ‖=1
∣∣∣∣∫ A±1N1,L1A±2N2,L2φ±3N3,L3ϕ±4N4,L4 dtdx∣∣∣∣
2
.
∑
N4,L4
N− 14+δ4 L− 12+ǫ4 ∑
N,L
C012N,LC
034
N,L‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖
2
To prove (6.1), we need to show the following:
K1 :=
∑
N1,N2,N3
∑
L1,L2,L3
∑
N0,L0
N
− 1
4
+δ
4 L
− 1
2
+ǫ
4 C
012
N,LC
034
N,L‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖
.
∑
N1,N2,N3
∑
L1,L2,L3
N δ4L
ǫ
4(N1N2)
1
4N
3
4
3 (L1L2L3)
1
2 ‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖.
Indeed, the general square summation by L gives us
‖A±1A±2φ±3‖2
X
s− 1
2
,b−1
±4
.
∑
N4≥1
(N δ4
∑
N1,N2,N3
(N123med)
ǫN
1
4
1 N
1
4
2 N
3
4
3 ‖A±1N1‖X0,b±1 ‖A
±2
N2
‖
X
0,b
±2
‖φ±3N3‖X0,b±3 )
2.
If N4 ∼ N3, then
‖A±1A±2φ±3‖2
X
s− 1
2
,b−1
±4
.
∑
N4≥1
(N δ4
∑
N1,N2,N3
(N1N2)
ǫN
1
4
1 N
1
4
2 N
3
4
3 ‖A±1N1‖X0,b±1 ‖A
±2
N2
‖
X
0,b
±2
‖φ±3N3‖X0,b±3 )
2
.
∑
N4
(N δ4
∑
N3;N3∼N4
N
3
4
3 ‖φ±3N3‖X0,b±3 )
2‖A±1‖2Xs,b
±1
‖A±2‖2Xs,b
±2
. ‖A±1‖2Xs,b
±1
‖A±2‖2Xs,b
±2
‖φ±3‖2
X
s+1
2
,b
±3
.
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If N4 ≫ N3, then we further treat three cases: N1 ≪ N2, N1 ∼ N2, and N1 ≫ N2. For N1 ≪ N2, we must
have N4 ∼ N2 and then
‖A±1A±2φ±3‖2
X
s− 1
2
,b−1
±4
.
∑
N4≥1
(N δ4
∑
N1,N2,N3
(N1N3)
ǫN
1
4
1 N
1
4
2 N
3
4
3 ‖A±1N1‖X0,b±1 ‖A
±2
N2
‖
X
0,b
±2
‖φ±3N3‖X0,b±3 )
2
.
∑
N4
(N δ4
∑
N2;N2∼N4
N
1
4
2 ‖A±2N2‖X0,b±3 )
2‖A±1‖2Xs,b
±1
‖φ±3‖2
X
s+1
2
,b
±3
. ‖A±1‖2Xs,b
±1
‖A±2‖2Xs,b
±2
‖φ±3‖2
X
s+1
2
,b
±3
.
If N1 ∼ N2, then we have N4 . N2 and hence
‖A±1A±2φ±3‖2
X
s− 1
2
,b−1
±4
.
∑
N4≥1
(N δ4
∑
N1,N2,N3
(N1N3)
ǫN
1
4
1 N
1
4
2 N
3
4
3 ‖A±1N1‖X0,b±1 ‖A
±2
N2
‖
X
0,b
±2
‖φ±3N3‖X0,b±3 )
2
.
∑
N4
(N δ4N
ǫ−2δ
4 )
2‖A±1‖2Xs,b
±1
‖A±2‖2Xs,b
±2
‖φ±3‖2
X
s+1
2
,b
±3
.
The case N1 ≫ N2 is symmetric to N1 ≪ N2. Also N4 ≪ N3 can be treated similarly.
Now we deal with the estimate of K1. We assume
L1 ≤ L2, L3 ≤ L4.
6.1.1. Case 1: L0 ≪ L2, L4.
K1 .
∑
N1,N2,N3
∑
L1,L2,L3
∑
N0,L0
N
− 1
4
+δ
4 L
− 1
2
+ǫ
4 (N
012
minL
01
minN
034
minL
03
min)
1
2 (N01minL
01
maxN
03
minL
03
max)
1
4 ‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖
.
∑
N1,N2,N3
∑
L1,L2,L3
N δ4L
ǫ
4(N1N2)
1
4N
3
4
3 (L1L2L3)
1
2 ‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖.
6.1.2. Case 2: L4 ≪ L0 ≪ L2.
K1 .
∑
N1,N2,N3
∑
L1,L2,L3
∑
N0,L0
N
− 1
4
+δ
4 L
− 1
2
+ǫ
4 (N
012
minL
01
minN
034
minL3)
1
2 (N01minL
01
maxN
34
minL4)
1
4 ‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖
.
∑
N1,N2,N3
∑
L1,L2,L3
N δ4L
ǫ
4(N1N2)
1
4N
3
4
3 (L1L2L3)
1
2 ‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖.
6.1.3. Case 3: L2, L4 ≪ L0.
K1 .
∑
N1,N2,N3
∑
L1,L2,L3
∑
N0,L0
N
− 1
4
+δ
4 L
− 1
2
+ǫ
4 (N
012
minL1N
034
minL3)
1
2 (N12minL2N
34
minL4)
1
4 ‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖
.
∑
N1,N2,N3
∑
L1,L2,L3
N δ4L
ǫ
4(N1N2)
1
4N
3
4
3 (L1L2L3)
1
2 ‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖.
6.1.4. Case 4: L2 ≪ L0 ≪ L4.
K1 .
∑
N1,N2,N3
∑
L1,L2,L3
∑
N0,L0
N
− 1
4
+δ
4 L
− 1
2
+ǫ
4 (N
012
minL1N
034
minL
03
min)
1
2 (N12minL2N
03
minL
03
max)
1
4 ‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖
.
∑
N1,N2,N3
∑
L1,L2,L3
N δ4L
ǫ
4(N1N2)
1
4N
3
4
3 (L1L2L3)
1
2 ‖A±1N1,L1‖‖A±2N2,L2‖‖φ±3N3,L3‖.
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7. Estimates of V(φ, φ†)
In this section we focus on the Higgs potential V(φ, φ†). We only need to prove the following estimates:
‖φ±1φ±2φ±3‖
X
s− 1
2
,b−1
±
(ST )
.
3∏
j=1
‖φ±j‖
X
s+1
2
,b
±j
,(7.1)
‖φ±1φ±2φ±3φ±4φ±5‖
X
s− 1
2
,b−1
±
(ST )
.
5∏
j=1
‖φ±j‖
X
s+1
2
,b
±j
.(7.2)
The proof of (7.1) is already treated in Section 6. We focus on the proof of (7.2).
7.1. Proof of (7.2). The quintic term seems very cumbersome, however, we can prove the estimate easily
by using Bernstein’s inequality (4.7). Indeed,
‖φ±1φ±2φ±3φ±4φ±0‖
X
s− 1
2
,b−1
±0
.
∑
N0,L0
(N
− 1
4
+δ
0 L
− 1
2
+ǫ
0 ‖PK±0
N0,L0
(φ±1φ±2φ±3φ±4φ±0)‖)2
.
∑
N0,L0
(N
− 1
4
+δ
0 L
− 1
2
+ǫ
0 ‖PK±0
N0,L0
(φ±1φ±2φ±3φ±4)‖L4‖PK±0
N0,L0
φ±0‖L4)2
.
∑
N0,L0
(N
3
4
+δ
0 L
ǫ
0‖PK±0
N0,L0
(φ±1φ±2φ±3φ±4)‖‖PK±0
N0,L0
φ±0‖)2
.
∑
N0,L0
(N
3
4
+δ
0 L
1
2
+ǫ
0 N0‖PK±0
N0,L0
(φ±1φ±2)‖‖PK±0
N0,L0
(φ±3φ±4)‖‖φ±0N0,L0‖)2
.
∑
N0,L0
(N
3
4
+δ
0 L
1
2
+ǫ
0 N0
∑
N,L
‖P
K
±0
N0,L0
(φ±1N1,L1φ
±2
N2,L2
)‖‖P
K
±0
N0,L0
(φ±3N3,L3φ
±4
N4,L4
)‖‖φ±0N0,L0‖)2
Thus we need to show that
K := N0C
012
N,LC
034
N,L‖φ±1N1,L1‖‖φ±2N2,L2‖‖φ±3N3,L3‖φ±4N4,L4‖‖φ±0N0,L0‖
. (N1N2N3N4)
3
4 (L1L2L3L4)
1
2 ‖φ±1N1,L1‖‖φ±2N2,L2‖‖φ±3N3,L3‖φ±4N4,L4‖‖φ±0N0,L0‖.
This is trivial, since C012N,LC
034
N,L contains N
3
2 and N1N
3
2 = N
5
2 ≪ N 124 .
This completes the proof of Theorem 1.1.
8. The failure of smoothness
In this section we show the flow (φ(0), Aµ(0)) 7→ (φ(t), Aµ(t)) is not C3 near the origin. Especially, we
show the gauge field is not smooth at the origin in H
1
4 . For this purpose we consider the system given by
φ = −2 [Aµ, ∂µφ]− [Aµ, [Aµ, φ]] + V(φ, φ†),
Aµ = [∂
νAµ, Aν ]− ǫµνα
(
Qνα
(
φ†, φ
)
+Qνα
(
φ, φ†
))− ǫµνα∂ν ([φ†, [Aα, φ]]− [ [Aα, φ]† , φ])
(φ, ∂tφ)(0) = (δf, 0), A0(0) = δa0, Aj(0) = 0 ∂tA0(0) = 0,
∂tAj(0) = δ∂ja0 + δ
2ǫ0jk([f
†, ∂kf ]− [(∂kf)†, f ]),
(8.1)
where 0 < δ ≪ 1 and f is a g-valued smooth function. We denote the local solution of (8.1) by (φ(δ, t), Aµ(δ, t)).
If f = f1T
1 for a smooth scalar function f1, then ∂tAj(0) = δ∂ja0.
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8.1. Set up. We prove by contradiction. Assume that the flow is C3 at the origin in Hs and f = f1T
1
and a0 = a0,2T
2. Since (φ, ∂tφ)(δ = 0, t = 0) = (0, 0) and (Aµ, ∂tAµ)(δ = 0, t = 0) = (0, 0), the solution
φ(δ = 0, t) = 0 and Aµ(δ = 0, t) = 0. By taking derivative to (8.1) w.r.t. δ we see that since
Aµ(δ = 0, 0) = 0, ∂δAµ(δ = 0, t = 0) = δµ0a0, ∂t∂δAµ(δ = 0, t = 0) = δµj∂ja0,
the solution ∂δAµ(δ = 0, t) is written as
∂δAµ(δ = 0, t) =
∑
±
Ahomµ,± =
∑
±
1
2
e∓itD
(
δµ0a0,2 ± 1
iD
δµj∂
ja0,2
)
T 2.
On the other hand, ∂δφ satisfies from the formula (9.1) below that
∂δφ(δ = 0) = −m2∂δφ(δ = 0), (∂δφ(δ = 0, t = 0), ∂t∂δφ(δ = 0, t = 0)) = (f, 0),
where m2 = 2v4. Then the solution ∂δφa(δ = 0) = 0 for a > 1, and hence
∂δφ(δ = 0) =
∑
±
1
2
e∓it
√
m2−∆f1T 1.
Let us consider the second derivatives.
∂2δ [∂
νAµ, Aν ] (δ = 0, t) = 2
∑
±1,±2
[
∂νAhomµ,±1(t), A
hom
ν,±2(t)
]
= 2
∑
±1,±2
(· · · ) [T 2, T 2] = 0.
∂2δ (Q
να
(
φ†, φ
)
+Qνα
(
φ, φ†
)
)(δ = 0, t)
=
1
2
∑
±1,±2
Qνα
(
(e∓1it
√
m2−∆f1)∗T 1, e∓2it
√
m2−∆f1T 1
)
+
1
2
∑
±1,±2
Qνα
(
e∓1it
√
m2−∆f1T 1, (e∓2it
√
m2−∆f1)∗T 1
)
= 0 (∵ Qνα(h1T
1, g1T
1) = −Qνα(g1T 1, h1T 1)).
Clearly the second derivative of cubic term of RHS of Aµ is 0 at δ = 0. Hence ∂
2
δAµ(δ = 0, t) = 0.
Taking the second derivative to the equation of φ and then removing the cubic terms, since the initial
data are zero and the linear term plays a role of mass, we have
∂2δφ(δ = 0, t) = −
∑
±1,±2,±3
∫ t
0
e∓1i(t−t
′)
√
m2−∆(2iD)−1[Ahomµ,±2(t
′), ∂µe∓3it
′
√
m2−∆f ] dt′,(8.2)
If the flow is C2 in Hs ×Hσ, within a local existence time interval, the following inequality holds:
sup
0≤t≤T
‖∂2δφ(δ = 0, t)‖Hs . ‖f1‖Hs‖a0‖Hσ .(8.3)
In order to treat the third derivative, let us first observe that
Qνα(∂2δφ
†(δ = 0), ∂δφ(δ = 0)) +Qνα(∂δφ(δ = 0), ∂2δφ
†(δ = 0))
= (· · · ) ([T 2, T 1]T 1 + [T 1, [T 2, T 1]] = (· · · ) ([T 2, T 1]T 1 + T 1[T 2, T 1]) = (· · · ) [T 2, T 1T 1].
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It is an easy exercise to show that [T a, T bT b] = 0 for any generator T a and T b. (For instance see the page
420 of [24].) Therefore, we obtain
∂3δA2(δ = 0)
=
3i
2
∑
±1,±2,±3,±4
∓1
∫ t
0
e∓1i(t−t
′)D
2iD
ǫ201∂
0
([
(e∓2it
′
√
m2−∆f)†,
[
A
hom,1
±3 , e
∓4it′
√
m2−∆f
]]
−
[[
A
hom,1
±2 , e
∓3it′
√
m2−∆f
]†
, e∓4it
′
√
m2−∆f
])
dt′
+
3i
2
∑
±1,±2,±3,±4
∓1
∫ t
0
e∓1i(t−t
′)D
2iD
ǫ210∂
1
([
(e∓2it
′
√
m2−∆f)†,
[
A
hom,0
±3 , e
∓4it′
√
m2−∆f
]]
−
[[
A
hom,0
±2 , e
∓3it′
√
m2−∆f
]†
, e∓4it
′
√
m2−∆f
])
dt′
=: I + II.
(8.4)
If the flow is C3 in Hs ×Hσ within a local existence time interval, then we have
sup
0≤t≤T
‖∂3δA0(δ = 0, t)‖Hσ . ‖f1‖2Hs‖a0‖Hσ .(8.5)
8.2. Failure of (8.5) when s < 12 . Given λ ≫ 1 + m2, let us define Wλ by {ξ = (ξ1, ξ2) : |ξ1 − λ| ≤
10−6λ, |ξ2| ≤ 10−6λ 12 }, and −Wλ = {ξ : −ξ ∈ Wλ}. Then for any ξ ∈ 2Wλ there exists 0 < ρ < 1 such
that 2(1− ρ)λ ≤ |ξ| ≤ 2(1 + ρ)λ.
We now take f1 and a0,2 as
f̂1(ξ) = χWλ , â0,2 = χ2Wλ(ξ).
Using integration by parts and the fact that Ahom,1±3 = ±3e∓3it
′D 1
2iD∂1a0,2T
2, we have
I =
3
4
∑
±1,··· ,±4
∓1 1
D
(
[(e∓2it
√
m2−∆f)†, [Ahom,1±3 (t), e
∓4it
√
m2−∆f ]]
+[[e∓2it
√
m2−∆f,Ahom,1±3 (t)]
†, e∓4it
√
m2−∆f ]
)
+
3
4
∑
±1,··· ,±4
±1
∫ t
0
e∓1i(t−t
′)D
(
[(e∓2it
′
√
m2−∆f)†, [Ahom,1±3 (t
′), e∓4it
′
√
m2−∆f ]]
+[[e∓2it
′
√
m2−∆f,Ahom,1±3 (t
′)]†, e∓4it
√
m2−∆f ]
)
dt′
=: I1 + I2.
Taking space Fourier transform Fx for ξ ∈ 2Wλ gives
|FxI1(t, ξ)| . 1|ξ|
∫ ∫
R2×R2
χWλ(ζ − η)χWλ(ζ)χWλ(ξ − η) dζdη . λ2.
Then the direct integration w.r.t. t′ gives us
FxI2(t, ξ) = 3i
8
∑
±1,··· ,±4
±1e∓1it|ξ|
∫ ∫
R2×R2
m1234χWλ(ζ − η)
(
±3 ζ1|ζ|
)
χ2Wλ(ζ)χWλ(ξ − η) dζdη[T 1, [T 2, T 1]]
+
3i
8
∑
±1,··· ,±4
±1e∓1it|ξ|
∫ ∫
R2×R2
m˜1234χWλ(ζ − η)
(
±3 ζ1|ζ|
)
χ2Wλ(−ζ)χWλ(ξ − η) dζdη[T 1, [T 2, T 1]]
=: (N1234 + N˜1234)[T 1, [T 2, T 1]],
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where
m1234(t, ξ, η, ζ) =
eitω1234 − 1
iω1234
, m˜1234(t, ξ, η, ζ) =
eitω˜1234 − 1
iω˜1234
,
ω1234 = ±1|ξ| ±2
√
m2 + |ζ − η|2 −±3|ζ| − ±4
√
m2 + |ξ − η|2,
ω˜1234 = ±1|ξ| ±2
√
m2 + |ζ − η|2 +±3|ζ| − ±4
√
m2 + |ξ − η|2.
For ξ ∈ 2Wλ from the support conditions of the integrand of N1234 that η is at least in Wλ. On the other
hand, the support condition of integrand in N˜1234 enforces that
η ∈ (−Wλ − 2Wλ) ∩ (2Wλ −Wλ),
which is impossible. Hence N˜1234 is vanishing.
Now by Taylor expansion ω1234 can be estimated as follows: if (±1 = ±3)&(±2 = ±4), or (±1 = ±3) 6=
(±2 = ±4), or (±1,±3) = (+,−)&(±2,±4) = (−,+), or (−,+)&(+,−) (these cases are called resonance
ones denoted by R), then
|ω1234| . λ 12 .(8.6)
Otherwise,
|ω1234| ∼ λ.(8.7)
If ±1, · · · ,±4 ∈ R, then by taking t = ελ− 12 for some fixed λ− 12 ≪ ε≪ 1, from (8.6) we obtain
m1234 = t(1 +O1234(ε)),
where O1234(ε) is O(ε) depending on ±1, · · · ,±4. If ±1, · · · ,±4 ∈ Rc, then by (8.7)
|m1234| . λ−1.
Using these estimates we have
|N1234| ≥
∣∣∣∣∣∣
∑
±1,··· ,±4∈R
(· · · )
∣∣∣∣∣∣−
∣∣∣∣∣∣
∑
±1,··· ,±4∈Rc
(· · · )
∣∣∣∣∣∣
In the summation in R there are four cases of ±1 = ±3 and two cases of ±1 6= ±3, which results in∣∣∣∣∣∣
∑
±1,··· ,±4∈R
(· · · )
∣∣∣∣∣∣ ≥ 34 t
∣∣∣∣∫ ∫
R2×R2
cos t|ξ| ζ1|ζ|χWλ(ζ − η)χ2Wλ(ζ)χWλ (ξ − η) dζdη
∣∣∣∣
− Ctε
∫ ∫
R2×R2
ζ1
|ζ|χWλ(ζ − η)χ2Wλ (ζ)χWλ(ξ − η) dζdη
≥ 3
4
t| cos(t|ξ|)|
∫ ∫
R2×R2
ζ1
|ζ|χWλ(ζ − η)χ2Wλ(ζ)χWλ (ξ − η) dζdη
− Ctε
∫ ∫
R2×R2
ζ1
|ζ|χWλ(ζ − η)χ2Wλ (ζ)χWλ(ξ − η) dζdη.
Let us take λ = λ(ε, ρ, k) for any large integer k such that
2kπ − ε
ε(1− ρ) ≤ λ
1
2 ≤ 2kπ + ε
ε(1 + ρ)
.
Then ∣∣∣∣∣∣
∑
±1,··· ,±4∈R
(· · · )
∣∣∣∣∣∣ & t(1− Cε)
∫ ∫
R2×R2
χWλ(ζ)χWλ(η) dζdη & tλ
3 = ελ
5
2
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Since ε≫ λ− 12 , we have
|Fx(I)(t, ξ)| & ελ 52 .(8.8)
Now let us consider II. By the same argument as above we have
Fx(II)(t, ξ) = 3i
8
∑
±1,··· ,±4
∓1e∓1it|ξ| ξ1|ξ|
∫ ∫
R2×R2
m1234χWλ(ζ − η)χ2Wλ(ζ)χWλ (ξ − η) dζdη
=
3i
8
(∑
R
(· · · ) +
∑
Rc
(· · · )
)
.
The estimate (8.7) yields ∣∣∣∣∣3i8 ∑Rc (· · · )
∣∣∣∣∣ . λ2.
On the other hand, (8.6) leads us to∣∣∣∣∣∑R (· · · )
∣∣∣∣∣ . t(| sin(t|ξ|) + ε)
∫ ∫
R2×R2
χWλ(ζ − η)χ2Wλ(ζ)χWλ (ξ − η) dζdη.
By the choice of λ, | sin(t|ξ|)| . ε. This implies that∣∣∣∣∣∑R (· · · )
∣∣∣∣∣ . ελ− 12 ελ3 . ε2λ 52 .
Combining this with (8.8) we conclude that for ξ ∈ 2Wλ
|Fx(∂3δA2(δ = 0))(t, ξ)| & ελ
5
2 .
Now let us invoke the necessary-sufficient condition of (8.5) for the C3 smoothness, from which we deduce
that
ελ
5
2 λσ+
3
4 . λ2s+
3
2 λσ+
3
4
and hence regardless of σ, s should be greater than or equal to 12 for the C
3 smoothness. This completes
the proof of Theorem 1.2.
8.3. Failure of (8.3) when σ < 14 . Let us set f = f1T
1, a0 = a0,2T
2 and f̂1 = â0,2 = χWλ . By taking
Fourier transform to (8.2) we have
Fx(∂2δφ(δ = 0)(ξ)
= −1
4
∑
±1,±2,±3
e∓1it
√
m2+|ξ|2
|ξ|
∫ ˜˜m123χWλ(ξ − η)(∓3√m2 + |η|2 ±2 ξ1 − η1|ξ − η|
)
χWλ(η) dη [T
2, T 1],
where ˜˜m123 = eitω123 − 1
iω123
, ω123 = ±1
√
m2 + |ξ|2 −±2|ξ − η| − ±3|η|.
The resonance case R occurs only when ±1 = ±2 = ±3 for which |ω123| . λ 12 . For other cases |ω123| ∼ λ.
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If we take t = ελ−
1
2 and ξ ∈ 2Wλ, then
Fx(∂2δφ(δ = 0)(ξ)
= −1
4
∑
±1=±2=±3
e∓1it
√
m2+|ξ|2
|ξ|
∫
t(1 +O123(ε))χWλ(ξ − η)
(
∓3
√
m2 + |η|2 ±2 ξ1 − η1|ξ − η|
)
χWλ(η) dη [T
2, T 1]
− 1
4
∑
Rc
e∓1it
√
m2+|ξ|2
|ξ|
∫ ˜˜m123χWλ(ξ − η)(∓3√m2 + |η|2 ±2 ξ1 − η1|ξ − η|
)
χWλ(η) dη [T
2, T 1]
= − t
4
∑
±1=±2=±3
∓1 e
∓1it
√
m2+|ξ|2
|ξ|
∫
χWλ(ξ − η)
(√
m2 + |η|2
)
χWλ(η) dη [T
2, T 1]
+
t
4
∑
±1=±2=±3
∓1 e
∓1it
√
m2+|ξ|2
|ξ|
∫
χWλ(ξ − η)
(
ξ1 − η1
|ξ − η|
)
χWλ(η) dη [T
2, T 1]
− t
4
∑
±1=±2=±3
∓1 e
∓1it
√
m2+|ξ|2
|ξ|
∫
O123(ε)χWλ(ξ − η)
(√
m2 + |η|2 − ξ1 − η1|ξ − η|
)
χWλ(η) dη [T
2, T 1]
− 1
4
∑
Rc
e∓1it
√
m2+|ξ|2
|ξ|
∫ ˜˜m123χWλ(ξ − η)(∓3√m2 + |η|2 ±2 ξ1 − η1|ξ − η|
)
χWλ(η) dη [T
2, T 1]
=: I + II + III + IV.
A direct calculation gives
|II| . tλ 12 = ε, |III| . ε2λ,
and for the non-resonance case Rc, | ˜˜m123| . λ−1 holds and hence |IV | . λ 12 .
As for I we further take λ = λ(ε, ρ, k) such that
kπ + π8
ε(1− ρ) ≤ λ
1
2 ≤ kπ +
3π
8
ε(1 + ρ)
for each integer k. Then for ξ ∈ 2Wλ
|I| = t
2
| sin t|ξ||
|ξ|
∫
χWλ(ξ − η)
(√
m2 + |η|2
)
χWλ(η) dη ‖[T 2, T 1]‖
=
t
2
| sin t|ξ||
|ξ|
∫
χWλ(ξ − η)
(√
m2 + |η|2
)
χWλ(η) dη ‖[T 2, T 1]‖
& t| sin t|ξ||λ 32
& ελ.
Hence we get
|Fx(∂2δφ(δ = 0)(ξ)| & ελ.
Suppose that (8.3) holds. Then
ελλs+
3
4 . λs+
3
4λσ+
3
4 .
Therefore, σ should be greater than equal to 14 .
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9. Appendix
We introduce a set of infinitesimal generators T a, a = 1, 2, · · · , n2 − 1, of Lie algebra g which are trace-
less Hermitian matrices. These matrices obey the normalization condition Tr(T aT b) = 2δab, where δab
is Kronecker delta. Now we introduce so-called structure coefficients fabc of the Lie algebra g given by
[T a, T b] = ifabcT
c. We write φ = φaT
a. Then
∂V (φ, φ†)
∂φ†
is a matrix in su(n,C) and its a-th component
(with respect to the basis T a) is given by
∂V (φ, φ†)
∂φ∗a
. Since
[φaT
a, φbT
b] = iφaφbf
ab
dT
d, [T d, T c] = ifdceT
e,
we write [
[φ, φ†], φ
]− v2φ = [[φaT a, φbT b], φcT c]− v2φeT e
= −(fabdfdceφaφbφc + v2φe)T e.
Then we have
V (φ, φ†) = Tr
(
(
[
[φ, φ†], φ
] − v2φ)†([[φ, φ†], φ]− v2φ))
= (fabdf
dc
eφ
∗
aφ
∗
bφ
∗
c + v
2φ∗e)(f
a′b′
d′f
d′c′
e′φa′φb′φc′ + v
2φe′)Tr(T
eT e
′
)
= 2
∑
e
(fabdf
dc
eφ
∗
aφ
∗
bφ
∗
c + v
2φ∗e)(f
a′b′
d′
fd
′c′
e
φa′φb′φc′ + v
2φe),
where we used Tr(T eT e
′
) = 2δee
′
. Taking the partial derivative with respect to φ∗a, we have
∂V (φ, φ†)
∂φ∗a
= 2
∑
e
(fabdf
dc
eφ
∗
bφ
∗
c + v
2δea)(fa
′b′
d′f
d′c′
eφa′φb′φc′ + v
2φe),(9.1)
and hence we conclude that the essential terms in V(φ, φ†) are linear, cubic and quintic terms of φ and φ†.
The readers find more discussion on non-abelian gauge symmetry in [24, 26, 27].
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