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Abstract—Chemical Species Tomography (CST) has been 
widely used for in situ imaging of critical parameters, e.g. species 
concentration and temperature, in reactive flows. However, even 
with state-of-the-art computational algorithms the method is 
limited due to the inherently ill-posed and rank-deficient 
tomographic data inversion, and by high computational cost. 
These issues hinder its application for real-time flow diagnosis. To 
address them, we present here a novel CST-based convolutional 
neural Network (CSTNet) for high-fidelity, rapid, and 
simultaneous imaging of species concentration and temperature. 
CSTNet introduces a shared feature extractor that incorporates 
the CST measurement and sensor layout into the learning 
network. In addition, a dual-branch architecture is proposed for 
image reconstruction with crosstalk decoders that automatically 
learn the naturally correlated distributions of species 
concentration and temperature. The proposed CSTNet is 
validated both with simulated datasets, and with measured data 
from real flames in experiments using an industry-oriented sensor. 
Superior performance is found relative to previous approaches, in 
terms of robustness to measurement noise and millisecond-level 
computing time. This is the first time, to the best of our knowledge, 
that a deep learning-based algorithm for CST has been 
experimentally validated for simultaneous imaging of multiple 
critical parameters in reactive flows using a low-complexity optical 
sensor with severely limited number of laser beams. 
 
Index Terms—Convolutional Neural Network (CNN), deep 
learning, inverse problem, Chemical Species Tomography (CST). 
 
I. INTRODUCTION 
N the past two decades, Chemical Species Tomography 
(CST) has been widely applied for non-intrusive and 
sensitive imaging of multiple critical flow parameters, e.g. gas-
phase species concentration [1-4], temperature [3-4], and 
velocity [5]. To solve the inverse problem of CST, a variety of 
computational tomographic algorithms have been developed, 
some adapted from previous hard-field tomography modalities, 
and improved subject to the characteristics of the flow field. 
These algorithms can be mainly categorised as: 
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• Algebraic techniques based on linear back projection, e.g. 
algebraic reconstruction technique (ART) [6] and 
Landweber algorithm [2], [7]; 
• Regularisation methods, e.g. Tikhonov regularisation [8]; 
• Global optimisation, e.g. simulated annealing [9];  
• Statistical inversion, e.g. covariance estimation [10]; and 
• Dimensional reduction techniques, e.g. surrogate functions 
method [11]. 
As discussed in [12], these algorithms can, to some extent, 
mitigate the difficulty of robust image reconstruction in CST. 
Nevertheless, deficiencies still remain, particularly the 
appearance of artefacts in the reconstructed images due to the 
rank-deficient tomographic data, and the high computational 
cost incurred due to the complex, mostly iteration-based, 
mathematical operations. These issues severely hinder the 
exploitation of CST for applications requiring high-fidelity 
performance and real-time image reconstruction. 
The last 10 years have witnessed a boom in the use of deep 
learning for bioimaging and medical imaging [13-15]. As one 
of the most prevalent deep learning architectures, 
Convolutional Neural Network (CNN) [16] is a good candidate 
to overcome the above-mentioned issues in CST due to the 
following properties: 
1) Automatic discovery of intricate features. In comparison 
with the computational CST algorithms with constraints 
manually imposed on the flow fields, CNN can automatically 
construct data representations during the learning process 
[17], enabling end-to-end (i.e. from measurements to 
reconstructed images) learning of intricate features of the 
flow fields with superior generalisation ability. 
2) Accurate image retrieval with strong robustness. CNN can 
capture and learn distinct features of the flow fields without 
overfitting the tomographic data, thus yielding strong 
immunity to measurement noise. As the training sets are 
established from CST measurements of noise-free target 
fields, CNN trained under supervision intrinsically addresses 
the limited sampling of CST systems, thus helping to 
eliminate artefacts in the tomographic images. 
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3) Rapid and cost-effective computation, empowered by 
hardware acceleration, for rapid processing of the large 
amount of CST data typically acquired. This has the potential 
to facilitate online imaging, and thus real-time flow and 
combustion diagnosis. 
CNN has been demonstrated recently in CST simulations to 
perform spatially resolved measurements in combustion 
diagnosis [18], [19]. In addition, CNN has been applied in a 
proof-of-concept experiment to reconstruct the three-
dimensional distribution of methane concentration using mid-
infrared CST [20]. Although these endeavours are promising 
for industrial application of CNN in CST, the following three 
issues remain to be addressed as a matter of urgency: 
A. The properties of the CST measurement system. The only a 
priori information taken into account by the previous work 
was that pertaining to the attributes of the phantoms 
themselves, i.e. smooth distributions of species concentration 
and temperature. However, more in-depth features, e.g. 
smoothness and centrosymmetry in the CST measurement 
and sensor layout, were not considered in the learning 
architectures.  
B. Inter-dependence of species concentration and temperature 
distributions. The previous work assumed independence 
between species concentration and temperature distributions, 
neglecting their internal correlation in combustion processes. 
Furthermore, these efforts were incapable of multi-parameter 
retrieval. They can only reconstruct either species 
concentration distribution or temperature distribution with a 
single network.  
C. Practicality for industrial applications. Previous optical 
sensors used up to 6 angular views and tens of laser beams 
per view, greatly assisting the image reconstruction process.  
However, severely limited optical access, with fewer laser 
beams, is typical for industrial applications, e.g. for 
reliability maintenance. Such limited projection data place 
more rigorous challenges on the applicability of CNN in 
CST. 
To address these issues, we propose here a novel network, 
named as CST-based convolutional neural Network (CSTNet). 
The remainder of this paper is organised as follows. Based on 
formulation of the inverse problem of CST, we first introduce 
the hybrid a priori information and the architecture of CSTNet 
in Section II. Then, the CSTNet model is established using the 
32-beam CST sensor and adapting our specific task in Section 
III. Subsequently, we train the established neural network and 
examine its performance with a simulated test set in Section IV, 
and experiments in Section V, respectively. Finally, 
conclusions are presented in Section VI. 
II. METHODOLOGY 
A. Mathematical Formulation of CST 
When a laser beam at frequency v [cm-1] penetrates an 
absorbing gas sample with a path of length L [cm], the 
wavelength-dependent absorbance, α(v), is defined as 
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where I0(v) and It(v) are the incident and transmitted laser 
intensities, respectively. l is the local position along the path, 
P(l) [atm] the local pressure, X(l) the local molar fraction of the 
absorbing species, T(l) [K] the local temperature, S(‧)  
[cm-2atm-1] the temperature-dependent line strength, and φ(‧) 
[cm] the line-shape function [12]. 
Since the line-shape function is normalised to unity, i.e. 
∫ φ(v,l)dv ≡ 1+∞-∞ , the path integrated absorbance, Av, can be 
formulated as 
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where av(l) is the local density of Av. 
The inverse problem of CST is formulated by discretising the 
Region of Interest (RoI) into N pixels, as shown in Fig. 1. As a 
result, (2) is discretised as 
v v=A La , (3) 
where Av ∈ ℝM×1 denotes the vector of path integrated 
absorbance obtained from M CST measurements, with its 
element Av,i representing the path integrated absorbance of the 
i-th beam. L ∈ ℝM×N is the sensitivity matrix with its element 
Li,j representing the length of the laser path segment for the i-th 
laser beam passing through the j-th pixel. i ∈ {1,2,…,M} and  
j ∈ {1,2,…,N} are the indices of laser beams and pixels, 
respectively. av ∈ ℝN×1 is the vector of absorbance density with 
its elements av,j = PjXjS(Tj). 
B. Hybrid a Priori Information 
1) Smoothness 
The optical layout of the CST sensor is given by Q angular 
views and R parallel laser beams per view, satisfying Q × R = 
M. Imposed by the adjacent arrangement of laser beams, the 
path integrated absorbance within the q-th angular view θq, Av
θq 
∈ ℝR×1, experiences smooth change from beam to beam due to 
the smooth distributions of species concentration and 
temperature in the RoI: 
, , 1 , {2,3, , }, {1,2, , }q qv r v rA r R QA q
θ θ
− ≤ ∀ ∈ … ∀ …− ∈ , (4) 
where ϵ is a threshold and Av,r
θq  the r-th element of Av
θq . Learning 
such a priori information regarding smoothness enables speedy 
convergence with a lower loss during training. Hence, it is 
incorporated into CSTNet detailed in Section II C. 
 
 
Fig. 1. Geometric description of CST measurements in the discretised RoI. 
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2) Centrosymmetry 
CNN exploits the hierarchical property of images and 
therefore is superior for recognising and detecting patterns in 
the images [17]. This characteristic can assist to perceive the 
physical fields with CST. When the CST beam array is 
rotationally symmetric around the centre of the RoI, e.g. 
invariant on 180-degree rotation, the measurement patterns thus 
created can be exploited by CNN. We illustrate this property by 
the following example. Figs. 2 (a) and (b) show two “phantom” 
temperature distributions that are centrosymmetric with respect 
to each other with identical distributions of temperature except 
that they are rotated by 180 degrees around the centre of the 
RoI. Using the 32-beam CST sensor demonstrated later in 
Section III, path integrated absorbance at frequencies v1 and v2, 
i.e. Av1 ∈ ℝ
32×1 and Av2 ∈ ℝ
32×1, can be measured to carry out 
two-line temperature imaging [12]. The centrosymmetry, 
introduced by the CST measurement, can be characterised by a 
pattern, named the centrosymmetry heatmap, which contains 
information of both Av1  and Av2 . Firstly, Av1  and Av2  are 
reshaped to Av1
reshape  ∈ ℝ4×8 and Av2
reshape  ∈ ℝ4×8, respectively. 
Then, the heatmap is constructed by concatenating Av1
reshape at 
the upper half and vertically flipped Av2
reshape at the lower half. 
As shown in Figs. 2 (c) and (d), the two phantom temperature 
distributions lead to heatmaps with identical patterns but 
opposite orientations. In other words,  when a fixed 
centrosymmetric beam geometry is employed, moving the 
inhomogeneity to a centrosymmetric location in the RoI is 
equivalent to re-orientating the heatmap. Learning these 
heatmaps enables prediction of both the distributions of 
temperature values and the locations of inhomogeneities in the 
RoI. Therefore, centrosymmetry is learnt as a priori 
information in CSTNet. 
C. CSTNet Architecture 
As shown in Fig. 3, the proposed CSTNet consists of two 
main parts, i.e. a shared feature extractor and a dual-branch 
architecture with crosstalk decoders. A Lambda layer is firstly 
used to generate two heatmaps from the projection data of CST. 
The two heatmaps are then directly learnt by the shared feature 
extractor [21]. The upper and lower branches of the feature 
extractor learn the centrosymmetry and smoothness, 
respectively. Both learning processes can be formulated by 
( )f= ∗ +O W I b , (5) 
where I ∈ ℝ HI×WI×CI  is the input heatmaps or intermediate 
feature maps, W ∈ ℝHW×WW×CW  the convolution kernel, O ∈ 
ℝHO×WO×CO the output feature maps, b ∈ ℝCb×1 the bias vector, f(‧) 
the activation function, and ⁎ the operand for 2D convolution. 
HI (HO), WI (WO), and CI (CO) are height, width, and channel of 
I (O), respectively. HW, WW, and CW are the filter height, filter 
width, and number of filters of W, respectively. Cb is the length 
of b. 
Then, the output feature maps are concatenated and fed into 
the dual-branch architecture for simultaneous imaging of 
species concentration and temperature. In reactive flows, for 
example, hydrocarbon combustion processes, the species 
concentration distribution is generally correlated with the 
temperature distribution. Therefore, their correlation is 
incorporated into the dual-branch architecture [22] with 
crosstalk decoders. Both decoders consist of G stages and can 
be simultaneously computed by 
( ) ( )( )1 1 , {1,2, , }g g g gh hf g G− −+ ∈= …     (6) 
and 
( ) ( )( )1 1 , {1,2, , }g g g gh hf g G− −+ ∈= …    , (7) 
where h(‧) denotes operation before the activation function f(‧). 
g ∈ ℝNg×1 and g ∈ ℝNg×1 are the outputs from the g-th stage 
of concentration and temperature decoders, respectively. Ng 
represents the length of the output from the g-th stage. g
 ∈ 
 
Fig. 2. Illustration of a priori information of centrosymmetry in CST. (a) and 
(b) are two centrosymmetric temperature images; (c) and (d) are the heatmaps 
containing Av1 and Av2 obtained from the temperature images in (a) and (b), 
respectively.  
 
Fig. 3. The overall architecture of CSTNet. 
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ℝNg×1 and g
 ∈ ℝNg×1 are the crosstalk weight vectors in the g-
th stage of the concentration and temperature decoders, 
respectively. ʘ denotes the element-wise production. 
The selections of h(‧) and f(‧) are subject to different tasks 
and purposes. For instance, h(‧) can be either fully-connected 
(FC), deconvolutional [23], FC with batch normalisation [24], 
or deconvolutional with batch normalisation. f(‧) can be either 
ReLU [25], Leaky ReLU [26], or PReLU [27]. In Section III, 
we will establish our task-specific model and detail the 
implementation of CSTNet. 
III. MODEL ESTABLISHMENT 
A. System Specification 
A CST sensor with 32 beams, as shown in Fig. 4, is used in 
this work to generate 4 equiangular projections, i.e. Q = 4, each 
with 8 equispaced parallel laser beams, i.e. R = 8 [28]. The 
angular spacing between projections is 45°, and neighbouring 
beams within each projection are separated by 1.80 cm. The 
distance between an emitter and a receiver is 36.76 cm. The RoI 
is defined as the octagonal sensing area with the side length of 
12.60 cm. The dimension of each pixel in the RoI is 0.766 cm × 0.766 cm, resulting in 1924 uniformly segmented pixels, i.e. 
N = 1924. 
As a principal product of hydrocarbon combustion, water 
vapour (H2O) has a strong near-infrared absorption spectrum 
and therefore is selected as the target absorption species in this 
work. Two H2O transitions at v1 = 7185.6 cm-1 and v2 = 7444.36 
cm-1 are adopted given their good temperature sensitivity for the 
target temperature range of 300-1500 K [4]. Using the 32-beam 
CST sensor the projection data, Av1 ∈ ℝ
32×1 and Av2 ∈ ℝ
32×1, are 
obtained at v1 and v2, respectively. The end-to-end CSTNet will 
be implemented in the following subsection to simultaneously 
reconstruct the distributions of H2O concentration and 
temperature using Av1 and Av2. 
B. Implementation of CSTNet 
1) Lambda Layer 
The Lambda layer is used to construct the centrosymmetry 
heatmap, S ∈ ℝ8×8×1, and the smoothness heatmap, P ∈ ℝ4×8×2, 
by combining and rearranging Av1  and Av2  according to 
Algorithm 1. With the Lambda layer, Av1  and Av2  can be 
directly used as inputs for the shared feature extractor, 
facilitating the end-to-end learning. 
Algorithm 1 Construction of centrosymmetry heatmaps and 
smoothness heatmaps from CST projection data 
Input: Number of equiangular projections Q, number of 
equispaced parallel beams R, and CST measurements Av1 ∈ ℝ
M×1 
and Av2 ∈ ℝM×1 where M = Q × R 
Output: Centrosymmetry heatmap S ∈ ℝ2Q×R×1 and smoothness 
heatmap P ∈ ℝR/F×QF×2 with F the least prime factor greater than 1 
of R 
Initialise: Empty S and P 
1:   F ← the least prime factor greater than 1 of R 
2:   Construct S: 
      for i in range(2) do 
3:        Avi
reshape ← reshape(Avi, (Q, R)) 
4:       if vi is the counterpart frequency then 
5:           (Q×i)-th to (Q×(i+1)-1)-th rows of S ← vertical_flip(Avi
reshape) 
6:       else 
7:           (Q×i)-th to (Q×(i+1)-1)-th rows of S ← Avi
reshape 
8:       end if 
9:   end for 
10: Construct P: 
      for i in range(2) do 
11:     for j in range(Q) do 
12:         Avipatch ← reshape((R×j)-th to (R×(j+1)-1)-th elements of Avi, (RF, F)) 
13:         (F×j)-th to (F×(j+1)-1)-th columns of the i-th channel of P ← Avipatch 
14:     end for 
15: end for 
2) Shared Feature Extractor 
The shared feature extractor takes the output of the Lambda 
layer as inputs and directly learns centrosymmetry from S and 
smoothness from P by convolution. Its outputs are shared by 
two decoders. 
As detailed in Table I, the first branch that learns the 
centrosymmetry consists of three convolutional blocks. Each 
block adopts PReLU as the activation function. Batch 
normalisation is employed for accelerated training and can 
largely prevent overfitting. There are two reasons of not 
adopting pooling layers in CSTNet. First, the use of pooling is 
detrimental to the pixelwise prediction that we aim to achieve 
[29]. Second, CSTNet can hardly benefit from the reduced 
dimensions of feature maps, which are already of small 
dimensions, by using pooling layers. The forward propagation 
is computed by 
( )( ), 1PReL
, 0
BN , {1, ,3}U 2
i i
i
i i i
i
i−
=
∗
= 
 ∈ ，γ β


S
W
 (8) 
where Wi is the convolution kernel for the i-th convolution 
block, i the i-th intermediate feature maps extracted from S, 
PReLUi(‧) the PReLU activation function for the i-th block, and 
BNγi, βi(⋅) the batch normalisation in the i-th block. 
The second branch that learns the smoothness contains a 
single convolution block, in which PReLU and batch 
 
Fig. 4. Optical layout of the 32-beam CST sensor. 
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normalisation are adopted as well. To correctly extract the 
smoothness information, filters in W are specifically designed 
with the size of 2 × 2 and strides of (1, 2) such that they always 
operate on projection data obtained from adjacent receivers 
within the same projection angle. The forward propagation is 
computed by 
( )( ),PReLU BNγ β= ∗ W P , (9) 
where  is the extracted feature maps from P. 
As a result, multi-scale feature maps, 3 ∈ ℝ6×6×256 and  ∈ 
ℝ3×4×64, are extracted and further concatenated [30], yielding a 
vector containing latent features,  ∈ ℝ9984×1. 
3) Dual-Branch Crosstalk Decoders 
 is fed into the dual-branch architecture with crosstalk 
decoders for simultaneous imaging of H2O concentration and 
temperature. In this case, FC layers are employed to fuse  
[31]. The crosstalk decoders consist of 4 stages, with each stage 
depicted in Fig. 5. 
With batch normalisation and PReLU activation, outputs 
from each of the first three stages can be computed through 
( ) ( )( )1 1, ,
, 0
BN BN , {1,2L ,3}PRe U
i i i i
i
i i i i i i
i
i
γ β γ β− −
= 
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   
  W W
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 (10) 
and 
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γ β γ β



       W W
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where BNγi, βi(⋅)  and BNγi, βi(⋅)  are the i-th stage batch 
normalisation in H2O concentration and temperature decoders. 
The last stage, i.e. the output stage, is formed by imposing 
physical constraints on the H2O concentration and temperature. 
Hyperbolic Tangent function, Tanh(‧), is adopted as the output 
activation considering that H2O concentration and temperature 
are supposed to be within a physically reasonable range. 
Therefore, the distributions of H2O concentration and 
temperature are finally reconstructed by 
( ) ( )( )
4 4 4 4
4 3 4 4 3, ,
BN BT Nanh
γ β γ β
= +      W WX     (12)  
and  
( ) ( )( )
4 4 4 4
4 3 4 4 3, ,
BN BT Nanh
γ β γ β
= +      W WT    . (13) 
IV. NETWORK TRAINING AND TESTING 
A. Dataset 
The constructed dataset includes three categorises of two-
dimensional (2D) distributions of H2O concentration and 
temperature with one, two, and three inhomogeneities. Each 
inhomogeneity is modelled by a 2D Gaussian profile. As noted 
in Section II C, H2O concentration distribution is generally 
well-correlated with temperature distribution. In each phantom, 
the peak locations of the inhomogeneities in H2O concentration 
distributions are modelled same as those in the temperature 
distributions. In general, spread of H2O concentration depends 
on flow convection, which is slower than heat transfer and 
dissipation. Therefore, the 2D Gaussian inhomogeneities in the 
H2O concentration distributions are generated with smaller 
standard deviations than those in the temperature distributions. 
To be specific, the distributions of H2O concentration and 
temperature are mathematically expressed as 
( )
( ) ( )2 2
2
1
e) xp( ,
d dD
c c
min d max min
d X
X
x x y y
X Xx y X ξ
σ=
 − + − − −
 

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+ ∑  (14) 
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d T
T
x x y y
T Tx y T ξ
σ=
 − + − − −
 

=

+ ∑ , (15) 
where x and y denote the horizontal and vertical coordinates of 
the RoI, respectively. (xcd, yc
d) is the central position of the d-th 
Gaussian profile. D is the total number of inhomogeneities in 
the phantom. Xmax (Tmax) and Xmin (Tmin) are the maximum and 
minimum H2O concentration (temperature), respectively. ξd ~ 
TABLE I. Detailed parameters for implementing CSTNet. The input dimension of each convolutional layer is described in the form of HI × WI × CI. The filter sizes 
and strides are described in forms of HW × WW and (height, width). The input dimension of a certain layer is the output dimension of its previous layer. 
 Shared feature extractor Concatenation node 
Dual-branch architecture with crosstalk decoders 
Centro-
symmetry 
extractor 
Block 1 Block 2 Block 3 
Conc. 
decoder 
 Stage 1 Stage 2 Stage 3 Stage 4 
Input dim. 8×8×1 8×8×64 8×8×128 6×6×256 
Input 
dim. 9984 8192 4096 2048 
Filter size 3×3 3×3 3×3 
- Stride (1, 1) (1, 1) (1, 1) 
Padding 1 1 0 
 
Smoothness 
extractor 
Block 1  
Temp. 
decoder 
 Stage 1 Stage 2 Stage 3 Stage 4 
Input dim. 4×8×2 3×4×64 
Input 
dim. 9984 8192 4096 2048 
Filter size 2×2 
- Stride (1, 2) 
Padding 0 
 
 
 
Fig. 5. A stage of crosstalk decoders. 
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U(0.7, 1) is a random scaling factor. σX and σT are the standard 
deviations of H2O concentration and temperature 
inhomogeneities that satisfy σX = ρσT with ρ~U(1/3, 1). 
In this work, we adopted Xmin = 0.01, Xmax = 0.12, Tmin = 318 
K, and Tmax = 1300 K. The dataset is generated with 19227 
independent examples, which are then randomly divided into a 
training set with 13440 examples, a validation set with 5760 
examples, and a test set with 27 examples. Using the H2O 
transitions at v1 and v2, 19227 sets of Av1 and Av2 are generated 
according to the forward problem formulated in (3). 
Subsequently, path integrated absorbance for the i-th beam, 
Av,i ∈ ℝE × 1, in the training and validation sets are standardised 
to (Av, i)processed ∈ ℝE × 1 by 
( ) ,
,
,
,
v i
v i
processed v i
v i
µ
σ
−
=
A
A
A
A , (16) 
where E is the total number of examples in the training and 
validation sets. μAv,i and σAv,i are the mean value and standard 
deviation of Av,i given by 
, ,
1
1
v i
E
e
v i
e
A
E
µ
=
= ∑A  (17) 
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( ),
,
2
,
1
v i
v i
E
e
v i
e
A
E
µ
σ =
−
=
∑ A
A , (18) 
with Av,ie  the e-th example of Av,i. 
The standardisation has two benefits. First, it can speed up 
the training process as the averages of input features are moved 
close to zero and their covariances are kept approximately 
same, which balances out the learning speed of weights 
connected to input nodes [32]. Second, standardisation can 
suppress generalisation error during image reconstruction, 
which is caused by bias and fluctuations in real CST 
measurements. 
B. Training Details 
CSTNet is trained by minimising a weighted mean-square-
error (MSE) loss in terms of the reconstructed and true 
distributions of H2O concentration and temperature. The 
trainable weights of CSTNet, ψ , is formulated by 
( ) ( ) ( )2 2
1 1
1 1argmin 1
N N
j j j j
j j
T T X X
N N= =
 
= − + − − 
 
∑ ∑
ψ
ψ τ τ ,
 (19) 
where τ is a hyperparameter to trade off the MSE loss on  
imaging of H2O concentration and temperature. Xj�  (Tj� ) and Xj 
(Tj) are the reconstructed and true H2O concentration 
(temperature) in the j-th pixel, respectively. 
Adam optimiser [33] was employed with a learning rate of 
10-3 found by range test [34] and default values for other 
hyperparameters. To avoid overfitting, L2 weight decay was 
also imposed with a penalty factor of 2 × 10-6 determined by 
Monte Carlo estimation [35]. τ was set to 0.5 to remain equal 
 
Fig. 6. Dependency of IEs for the reconstructed distributions of H2O 
concentration and temperature at different SNRs. 
 
Fig. 7. True H2O concentration distributions with (a, b) one inhomogeneity, (c, 
d) two inhomogeneities, and (e, f) three inhomogeneities. 
 
Fig. 8. True temperature distributions with (a, b) one inhomogeneity, (c, d) two 
inhomogeneities, and (e, f) three inhomogeneities. 
 
Fig. 9. Reconstructed H2O concentration distributions under an SNR of 35 dB 
for the corresponding phantoms shown in Fig. 7. 
 
Fig. 10. Reconstructed temperature distributions under an SNR of 35 dB for 
the corresponding phantoms shown in Fig. 8. 
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importance of H2O concentration and temperature imaging. The 
model was trained for 350 epochs until it converged using a 
single NVIDIA Tesla P100 GPU on a PCIe-based server. 
C. Test Results 
The established CSTNet was trained for three times with 
different randomness, yielding an ensemble of three different 
sets of trainable weights, i.e. Ψ = {ψ1, ψ2, ψ3}. Image error (IE) 
of H2O concentration and temperature imaging at different 
signal-to-noise ratios (SNRs) is computed by 


2
conc.
1
2
I 1E
H h h
h h
H =
−
= ∑
X X
X
 (20) 
and 

2
temp.
1 2
I 1E
H h h
h hH =
−
= ∑
T T
T
, (21) 
where h and H denote the index and total number of test 
examples, respectively. Xh (Th) and Xh� (Th�) are the h-th true and 
reconstructed H2O concentration (temperature) distributions, 
respectively. The two images, noted by tuple  (Th� , Xh� ), are 
simultaneously reconstructed by 
 ( ) ( ) ( )( )1 21, ,testh h v v testh hZ ∈= ∑ψ ψπT X A AΨ  , (22) 
where constant Z denotes the size of the ensemble Ψ , and πψ(·) 
the end-to-end function of CSTNet given weights ψ. �Av1�h
test 
and �Av2�h
test are the h-th example from the test set. 
As shown in Fig. 6, both IEconc. and IEtemp. decrease as SNR 
decreases. With a practical SNR in real applications at approx. 
35 dB, IEconc. and IEtemp. are 0.1198 and 0.0714, respectively, 
denoting accurate retrieval of the true images. Furthermore, 
both IEconc. and IEtemp. decrease for less than 10% when the SNR 
varies from 20 dB to 45 dB, indicating the proposed CSTNet is 
strongly robust to the measurement noise.  
Six representative results with one, two, and three 
inhomogeneities are selected. As shown in Fig. 7 and Fig. 8, 
phantoms (a) and (b) include single inhomogeneity with 
different sizes and locations. Phantoms (c) to (f) have more 
inhomogeneities with different orientations, mutual distances, 
and sizes. As shown in Fig. 9 and Fig. 10, the reconstructions 
of these phantoms indicate the trained CSTNet can clearly 
distinguish the number of inhomogeneities, precisely locate the 
inhomogeneities, and accurately retrieve the true images. The 
proposed CSTNet contributes to supremely good quality of the 
tomographic images with no artefacts. Using Compute Unified 
Device Architecture (CUDA), we achieved simultaneous 
imaging with an average frame-per-second (fps) of 3,134, 
providing great potential for real-time multi-parameter imaging 
in industrial applications.  
V. EXPERIMENTS 
In this section, laboratory experiments were carried out to 
further validate the proposed CSTNet model. The CST sensor 
was built in the optical layout depicted in Fig. 4. More details 
of the optics, e.g. lasers and detectors, electronics, e.g. data 
acquisition and signal processing system, and the parameter 
settings in wavelength modulation spectroscopy were described 
in our paper [36]. 
As shown in Fig. 11, four cases with different distributions 
of H2O concentration and temperature were demonstrated in the 
experiments. The first two cases, shown in Figs. 11 (a) and (b), 
contain a single flame located at the lower centre and upper 
centre of the RoI, respectively. To consider more complex 
phantoms, two flames with different sizes and locations were 
generated in the other two cases shown in Figs. 11 (c) and (d). 
The tomographic images of H2O concentration and 
temperature for the four cases are shown in Fig. 12 and Fig. 13, 
respectively. Retrieved peak values of the inhomogeneities in 
the tomographic images are listed in TABLE II. For the single-
flame cases, locations of the flames in the tomographic images 
reconstructed by CSTNet agree well with original ones. As 
same flame is used in both cases, the similar retrieved peak 
values indicate good consistency between the reconstruction 
and the truth. For the dual-flame cases, the reconstructions not 
only precisely localise the two inhomogeneities, but also reveal 
their relative sizes. Last but not least, artefacts are significantly 
limited in all cases, demonstrating the proposed CSTNet is 
strongly robust for image reconstruction even with severely 
limited number of laser beams. The results are very promising 
for industry-oriented CST, mostly implemented in harsh 
environments, with low-complexity optical sensors. 
It is worthwhile noting the proposed CSTNet shows 
advantages in the following three aspects: 
1) Hybrid a priori information attributed to CST measurement 
is introduced by including the smoothness and the 
centrosymmetry, i.e. CST measurements of identical 
distributions at centrosymmetric positions in the RoI possess 
identical patterns. A shared feature extractor is established to 
directly learn these representations. 
2) Fed by the above shared feature extractor, a dual-branch 
architecture with crosstalk decoders is built for simultaneous 
imaging of species concentration and temperature. The 
embedded crosstalk decoders learn their natural correlation, 
 
Fig. 11. Four reactive flow fields generated in the experiments with (a, b) a 
single flame and (c, d) two flames with different sizes. 
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enabling more convincing and efficient image reconstruction 
in practical combustion processes. 
3) An industry-orientated and low-complexity CST sensor 
containing only 32 laser beams is used, for the first time, to 
experimentally validate the proposed CSTNet. Aided by 
Graphic Processing Units (GPUs) and CUDA, CSTNet 
completes high-fidelity imaging within several milliseconds. 
The very short inference time enables online CST and further 
stimulates the industrial implementation of the proposed 
CSTNet on embedded devices, such as Field Programmable 
Gate Arrays (FPGAs) [37], [38]. 
VI. CONCLUSION 
In this paper, we developed a novel convolutional network 
named as CSTNet for simultaneous imaging of the distributions 
of species concentration and temperature in reactive flows. The 
inherently physical characteristics of the CST are learnt by a 
shared feature extractor, which incorporates the hybrid a priori 
information of smoothness and centrosymmetry. To 
simultaneously reconstruct the distributions of species 
concentration and temperature, a dual-branch architecture with 
crosstalk decoders is designed in CSTNet. The embedded 
crosstalk decoders take into account the natural correlation 
between species concentration and temperature, enabling more 
reasonable and efficient retrievals in practical combustion 
processes. The proposed CSTNet was both analytically and 
experimentally proven to be successful in high-fidelity imaging 
of H2O concentration and temperature images, using two H2O 
transitions and a tomographic sensor with 32 laser beams. 
The performance of CSTNet was firstly evaluated using the 
simulated test set. Given a measurement SNR of 35 dB, 
CSTNet can accurately reconstruct various distributions of H2O 
concentration and temperature. For a wide range of SNR, 
numerical results indicate that CSTNet maintains excellent 
robustness against measurement noise. In the lab-scale 
experiments, image reconstruction using CSTNet achieves 
good agreement with the known locations of the original flames. 
The artefacts in the tomographic images are significantly 
eliminated, denoting strong resistance to the measurement noise 
in practical applications. Benefiting from GPU acceleration, the 
proposed CSTNet can simultaneously reconstruct images of 
H2O concentration and temperature distributions with 3,134 fps, 
exhibiting great potential for online CST towards real-time 
process control. 
To the best of our knowledge, this is the first experimental 
application of deep learning to CST using an optical sensor with 
severely limited number of laser beams. In practice, the low-
complexity optical sensor is overwhelmingly preferred in order 
to maintain the integrity of the industrial reactors and chambers. 
In our future work, we will deploy CSTNet on embedded 
devices such as FPGAs for the sake of more cost-efficient 
computation in industrial applications. 
REFERENCES 
[1] F. P. Hindle, S. J. Carey, K. Ozanyan, D. E. Winterbone, E. Clough, and 
H. McCann, “Measurement of gaseous hydrocarbon distribution by a 
near-infrared absorption tomography system,” J. Electron. Imaging, vol. 
10, no. 3, pp. 593-600, 2001. 
[2] N. Terzija, S. Karagiannopoulos, S. Begg, P. Wright, K. Ozanyan, and H. 
McCann, “Tomographic imaging of the liquid and vapour fuel 
distributions in a single-cylinder direct-injection gasoline engine,” Int. J. 
Engine Res., vol. 16, no. 4, pp. 565-579, 2015. 
[3] L. Ma, X. Li, S. T. Sanders, A. W. Caswell, S. Roy, D. H. Plemmons, and 
J. R. Gord, “50-kHz-rate 2D imaging of temperature and H2O 
concentration at the exhaust plane of a J85 engine using hyperspectral 
tomography,” Opt. Express, vol. 21, no. 1, pp. 1152-1162, 2013. 
[4] C. Liu, Z. Cao, Y. Lin, L. Xu, and H. McCann, “Online Cross-Sectional 
Monitoring of a Swirling Flame Using TDLAS Tomography,” IEEE 
Trans. Instrum. Meas., vol. 67, no. 6, pp. 1338-1348, 2018. 
[5] Q. Qu, Z. Cao, L. Xu, C. Liu, L. Chang, and H. McCann, “Reconstruction 
of two-dimensional velocity distribution in scramjet by laser absorption 
spectroscopy tomography,” Appl. Opt., vol. 58, no. 1, pp. 205-212, 2019. 
[6] H. Xia, R. Kan, Z. Xu, Y. He, J. Liu, B. Chen, C. Yang, L. Yao, M. Wei, 
and G. Zhang, “Two-step tomographic reconstructions of temperature and 
species concentration in a flame based on laser absorption measurements 
with a rotation platform,” Opt. Lasers Eng., vol. 90, pp. 10-18, 2017. 
[7] C. Liu, L. Xu, J. Chen, Z. Cao, Y. Lin, and W. Cai, “Development of a 
fan-beam TDLAS-based tomographic sensor for rapid imaging of 
temperature and gas concentration,” Opt. Express, vol. 23, pp. 22494-
22511, 2015. 
[8] K. J. Daun, “Infrared species limited data tomography through Tikhonov 
reconstruction,” J. Quant. Spectrosc. Radiat. Transf., vol. 111, no. 1, pp. 
105-115, 2010. 
[9] L. Ma, W. Cai, A. W. Caswell, T. Kraetschmer, S. T. Sanders, S. Roy, 
and J. R. Gord, “Tomographic imaging of temperature and chemical 
species based on hyperspectral absorption spectroscopy,” Opt. Express, 
vol. 17, no. 10, pp. 8602-8613, 2009. 
[10] S. J. Grauer, P. J. Hadwin, and K. J. Daun, “Improving chemical species 
tomography of turbulent flows using covariance estimation,” Appl. Opt., 
vol. 56, no. 13, pp. 3900-3912, 2017. 
[11] N. Polydorides, A. Tsekenis, E. Fisher, A. Chighine, H. McCann, L. 
Dimiccoli, P. Wright, M. Lengden, T. Benoy, D. Wilson, G. Humphries, 
 
Fig. 12. Reconstructed H2O concentration distributions for the four cases in 
Fig. 11. 
 
 
Fig. 13. Reconstructed temperature distributions for the four cases in Fig. 11. 
 
TABLE II. Retrieved peak values for H2O concentration and temperature 
imaging. conc.: H2O concentration, temp.: temperature, L.: the larger flame, S.: 
the smaller flame. 
 Peak conc. 
Peak 
temp. 
(K) 
 
Peak conc. Peak temp. (K) 
L. S. L. S. 
(a) 0.084 828 (c) 0.082 0.073 755 600 
(b) 0.088 761 (d) 0.080 0.065 708 695 
 
 9 
and W. Johnstone, “Constrained models for optical absorption 
tomography,” Appl. Opt., vol. 57, no. 7, pp. B1-B9, 2018. 
[12] C. Liu, and L. Xu, “Laser absorption spectroscopy for combustion 
diagnosis in reactive flows: A review,” Appl. Spectrosc. Rev., vol. 54, no. 
1, pp. 1-44, 2019. 
[13] D. Nie, L. Wang, Y. Gao, J. Lian, and D. Shen, “STRAINet: Spatially 
Varying sTochastic Residual AdversarIal Networks for MRI Pelvic Organ 
Segmentation,” IEEE Trans. Neural Netw. Learn. Syst., vol. 30, no. 5, pp. 
1552-1564, 2019. 
[14] S. Sakhavi, C. Guan, and S. Yan, “Learning Temporal Information for 
Brain-Computer Interface Using Convolutional Neural Networks,” IEEE 
Trans. Neural Netw. Learn. Syst., vol. 29, no. 11, pp. 5619-5629, 2018. 
[15] F. Xing, Y. Xie, H. Su, F. Liu, and L. Yang, “Deep Learning in 
Microscopy Image Analysis: A Survey,” IEEE Trans. Neural Netw. 
Learn. Syst., vol. 29, no. 10, pp. 4550-4568, 2018. 
[16] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning 
applied to document recognition,” P. IEEE, vol. 86, no. 11, pp. 2278-
2324, 1998. 
[17] Y. LeCun, Y. Bengio, and G. Hinton, “Deep Learning,” Nature, vol. 521, 
pp. 436-44, 2015. 
[18] J. Huang, H. Liu, J. Dai, and W. Cai, “Reconstruction for limited-data 
nonlinear tomographic absorption spectroscopy via deep learning,” J. 
Quant. Spectrosc. Radiat. Transf., vol. 218, pp. 187-193, 2018. 
[19] J. Huang, J. Zhao, and W. Cai, “Compressing convolutional neural 
networks using POD for the reconstruction of nonlinear tomographic 
absorption spectroscopy,” Comput. Phys. Commun., vol. 241, pp. 33-39, 
2019. 
[20] C. Wei, K. K. Schwarm, D. I. Pineda, and R. M. Spearrin, “Deep neural 
network inversion for 3D laser absorption imaging of methane in reacting 
flows,” Opt. Lett., vol. 45, no. 8, pp. 2447-2450, 2020. 
[21] R. Dian, S. Li, A. Guo, and L. Fang, “Deep Hyperspectral Image 
Sharpening,” IEEE Trans. Neural Netw. Learn. Syst., vol. 29, no. 11, pp. 
5345-5355, 2018. 
[22] H. Zhu, L. Jiao, W. Ma, F. Liu, and W. Zhao, “A Novel Neural Network 
for Remote Sensing Image Matching,” IEEE Trans. Neural Netw. Learn. 
Syst., vol. 30, no. 9, pp. 2853-2865, 2019. 
[23] V. Dumoulin, and F. Visin (2016), "A guide to convolution arithmetic for 
deep learning," [Online]. Available: https://arxiv.org/abs/1603.07285 
[24] S. Ioffe, and C. Szegedy, “Batch normalization: accelerating deep 
network training by reducing internal covariate shift,” in Proceedings of 
the 32nd International Conference on International Conference on 
Machine Learning - Volume 37, Lille, France, 2015, pp. 448–456. 
[25] V. Nair, and G. E. Hinton, “Rectified linear units improve restricted 
boltzmann machines,” in Proceedings of the 27th International 
Conference on International Conference on Machine Learning, Haifa, 
Israel, 2010, pp. 807–814. 
[26] A. L. Maas, A. Y. Hannun, and A. Y. Ng, "Rectifier Nonlinearities 
Improve Neural Network Acoustic Models," in International Conference 
on Machine Learning, 2013. 
[27] K. He, X. Zhang, S. Ren, and J. Sun, “Delving Deep into Rectifiers: 
Surpassing Human-Level Performance on ImageNet Classification,” in 
Proceedings of the 2015 IEEE International Conference on Computer 
Vision (ICCV), 2015, pp. 1026–1034. 
[28] C. Liu, S. Tsekenis, N. Polydorides, and H. McCann, “Toward 
Customized Spatial Resolution in TDLAS Tomography,” IEEE Sens. J., 
vol. 19, no. 5, pp. 1748-1755, 2019. 
[29] J. Liu, M. Gong, K. Qin, and P. Zhang, “A Deep Convolutional Coupling 
Network for Change Detection Based on Heterogeneous Optical and 
Radar Images,” IEEE Trans. Neural Netw. Learn. Syst., vol. 29, no. 3, pp. 
545-559, 2018. 
[30] K. Shih, C. Chiu, J. Lin, and Y. Bu, “Real-Time Object Detection With 
Reduced Region Proposal Network via Multi-Feature Concatenation,” 
IEEE Trans. Neural Netw. Learn. Syst., vol. 31, no. 6, pp. 2164-2173, 
2020. 
[31] Z. Gao, X. Wang, Y. Yang, C. Mu, Q. Cai, W. Dang, and S. Zuo, “EEG-
Based Spatio–Temporal Convolutional Neural Network for Driver 
Fatigue Evaluation,” IEEE Trans. Neural Netw. Learn. Syst., vol. 30, no. 
9, pp. 2755-2763, 2019. 
[32] Y. LeCun, L. Bottou, G. B. Orr, and K.-R. Müller, “Efficient BackProp,” 
in Neural Networks: Tricks of the Trade, this book is an outgrowth of a 
1996 NIPS workshop, 1998, pp. 9–50. 
[33] D. Kingma, and J. Ba, “Adam: A Method for Stochastic Optimization,” 
International Conference on Learning Representations, 2014. 
[34] L. N. Smith, "Cyclical Learning Rates for Training Neural Networks." 
2017 IEEE Winter Conference on Applications of Computer Vision 
(WACV), Santa Rosa, CA, 2017, pp. 464-472. 
[35] T. S. Rögnvaldsson, “A Simple Trick for Estimating the Weight Decay 
Parameter,” in Neural Networks: Tricks of the Trade, this book is an 
outgrowth of a 1996 NIPS workshop, 1998, pp. 71–92. 
[36] Y. Bao, R. Zhang, G. Enemali, Z. Cao, B. Zhou, H. McCann, and C. Liu 
(2020), “Relative Entropy Regularised TDLAS Tomography for Robust 
Temperature Imaging,” (submitted to IEEE Trans. Instrum. Meas.). 
Available online: https://arxiv.org/abs/2007.06416 
[37] S. I. Venieris, and C. Bouganis, “fpgaConvNet: Mapping Regular and 
Irregular Convolutional Neural Networks on FPGAs,” IEEE Trans. 
Neural Netw. Learn. Syst., vol. 30, no. 2, pp. 326-342, 2019. 
[38] N. Shah, P. Chaudhari, and K. Varghese, “Runtime Programmable and 
Memory Bandwidth Optimized FPGA-Based Coprocessor for Deep 
Convolutional Neural Network,” IEEE Trans. Neural Netw. Learn. Syst., 
vol. 29, no. 12, pp. 5922-5934, 2018. 
