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ようにウェブで流通するテキスト量は 2003年から 2009年までの 6年間で 6倍にまで増
加している [東川 09]。また，ウェブ検索エンジンのクローラがアクセス可能なサーフェー













































*1 左: http://www.47news.jp/CN/201308/CN2013081301002124.html (accessed 2013-12-27)






































































*4 https://www.google.co.jp/（2013年 12月 30日に検索）






































*5 http://www.yahoo.co.jp/（2014年 2月 3日に検索）
*6 http://www.eclipse.org/downloads/
*7 2013年 12月 30日に検索した。
*8 Google トレンド（http://www.google.com/trends/）による調査。縦軸の値は，最大値を 100 とす
る相対値である。


























































ルールを用いる手法の概要を図 2.1 に示す。Gupta ら [Gupta 03, Gupta 05b,
Gupta 05a]は，不要部分のルールを生成し，このルールを適用することにより不要部分
を削除し，コンテンツを抽出する手法を提案している。また，正規表現 [Hemenway 04]
や XPath*1，ラッピング言語 [澤 08]を用いることにより，コンテンツ抽出プログラムを
*1 XML Path Language : XML文書の特定部分を表現する言語 [Clark 99]。





















を目的とした LDR Full Feed*2などで使用するルールを wedata*3に登録するプロジェク
ト*4が挙げられる。このプロジェクトは 2008年 4月に開始され，2013年 6月 22日の時
点で，12,208 サイトのコンテンツ抽出ルールが登録されている。ただし，2013 年 10 月
23日からアクセス不能になっており，将来における利用可能性は不透明な状態である。
*2 http://userscripts.org/scripts/show/22702 (accessed 2013-12-23)
*3 http://wedata.net/ (アクセス不能 2013-12-23)
http://web.archive.org/web/20130729031938/http://wedata.net/ (accessed 2013-12-23)









Finnら [Finn 01]は，HTMLドキュメント（ウェブページ）をテキストと HTMLタ
グが混在した配列と見なし，コンテンツにおけるテキストの割合を最大化し，それ以外
の部分におけるタグの割合を最大化するような分割位置を見つけ，コンテンツを抽出す
る Body Text Extraction (BTE) アルゴリズムを提案している。この手法には，ウェブ
ページのコンテンツが 1 か所であることを前提にしているため，コンテンツと不要部分
が交互に出現するようなウェブページには適用が難しい。BTEアルゴリズムの改良とし
て，Pinto ら [Pinto 02] が提案した Document Slope Curves (DSC) アルゴリズムがあ
り，さらに DSCを改良した Advanced DSC (ADSC) が，Gottron[Gottron 07] によっ
て提案されている。また，Pappasら [Pappas 12]も着目点を同じとする抽出手法を提案
している。
Gottron[Gottron 08b] は，HTML ドキュメントの行ごとのテキスト量に着目し，そ
のヒストグラムを作ることによりコンテンツを特定する手法を提案した。Weninger ら
[Weninger 10] は，[Gottron 08b] を一般化し，HTML ドキュメントの行ごとの HTML
タグの割合に着目した手法を提案した。まず，各行のタグの割合 Ti を求め（i は行番号），
その割合を平滑化する（T 0i）。次に，T 0i における近傍との差 Gi を求め，その差を平滑化

































Cai ら [Cai 03] は，背景色，フォントサイズなどブラウザによってレンダリングされ
た結果をもとにセグメンテーションを行う，VIPS アルゴリズムを提案した。Song ら


































Lin ら [Lin 02] は，サイト内のウェブページを収集し，ページ中の部分の情報量を計
算することによりコンテンツを抽出する手法を提案している。この手法では，計算量が













大きくなる傾向があるため，Debnath ら [Debnath 05] は，計算量を小さくした IBDF



















































*5 livedoor Reader（http://reader.livedoor.com/）登録者数ランキング上位 1,000 サイトから推定
した。



























































を適用することができる。Khouryら [Khoury 11]や AlemZadehら [AlemZadeh 12]に
もよって提案されている。
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Wikipedia以外の言語リソースとして，Q&Aサイトのデータを用いた例もある。Yoon























































































*3 World Wide Webで使用される技術の標準化を進める国際非営利団体。



























S = fD1;D2;D3; : : : ;DNg
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リスト 3.1 HTMLコードの例
<body>
<div id=" i1 ">
<p class="c1">Text 1</p>
<img src="#" alt="img a l t t ex t ">
</div>
<div id=" i2 ">
<img src="#" alt="img a l t t ex t ">
<img src="#" alt="img a l t t ex t ">
</div>
<div id=" i3 ">






ブロックレベル要素（H1, P, DIV, TABLE など）と，特定の語の修飾やハイパーリンク









図 3.3の DOMツリーからブロックを抽出すると，図 3.8のように 5つのブロックが抽
出される。ブロックレベル要素をもとにブロックを抽出する際の例外として，ブラウザに














IMG IMG A SCRIPT
TEXT CODE


















Di = fBi1;Bi2;Bi3; : : : ;BiMig
Bij(1  j  Mi) は各ブロックとする。なお，ブロック数 Mi は，ブログページごとに
変化するが有限である。
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ブロックに含まれるテキストの数はブロックの内容を， title, alt, src 属性の属性値の数
は画像（IMG）が出現するブロックの内容を表現している。
本論文では，ブロック Bij を次のようにブロックベクトルで表現する。
Bij = (bij1 bij2 bij3 : : : bijL)
bijk(1  k  L) はベクトルの各素性の値とする。抽出を行うブログページ集合に含まれ







のコサイン類似度 [北 02a]を計算することにより行う。ブロックベクトル Bij と Bkl の
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類似度 Sim(Bij ;Bkl) は，次のように計算できる。
Sim(Bij ;Bkl) =
Bij Bkl
kBijkkBklk (i 6= k)

























































*5 article 12345 のような記事固有の数値を含む要素識別子が，記事本文付近にしばしば出現する。


































































































































































































































2  Precision Recall
Precision+Recall
コンテンツまたはコメントの適合率，再現率，F値も同様に計算する。










Blog Not Found*9，IDEA*IDEA*10，TechCrunch Japan*11，Life is beautiful*12，My
Life Between Silicon Valley and Japan*13，Going My Way*14 から 2009年 4月 11日


























比較 1（Caoら [Cao 08]）
Caoら [Cao 08]によって提案された，ポストとコメントを同時に自動抽出する手
法である。
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表 3.1 データセットの詳細
ブログ名 記事数 ブロック ポスト コメント
100SHIKI 10 725 153 12
Engadget Japanese 40 6,163 200 36
ネタフル 30 2,494 451 4
404 Blog Not Found 50 19,264 1,008 750
IDEA*IDEA 9 569 121 6
TechCrunch Japan 20 1,951 182 8
Life is beautiful 12 1,525 130 111
My Life Between ... 5 575 166 46
Going My Way 30 1,950 521 0





比較 3（Weningerら [Weninger 10]と Songら [Song 10]）
コンテンツ抽出手法であるWeninger ら [Weninger 10] の手法*18とコメント抽出















意差を確認した。「My Life Between Silicon Valley and Japan」を除き，提案手法の方
が有意に正確度が高いことが確認できた。3.4.2 項で述べたように，「My Life Between








値の評価も必要である。適合率と再現率から算出した F 値による比較結果を表 3.3 に示
す。表中の太字は最も性能が高かった手法を表す。「Going My Way」は正解データにコ
メントが含まれないため，コメント抽出性能の F値が計算できず「-」とした。「My Life



















































































































































































































































































































































































































































































































































































































































































































































































































































































































42 第 3章 ウェブページのコンテンツ並びにポスト及びコメントの自動特定
表 3.4 提案手法によるポストとコメントの分離抽出性能詳細
ポスト抽出性能 コメント抽出性能
ブログ名 抽出数 適合率 再現率 抽出数 適合率 再現率
100SHIKI 150 88.7 86.9 17 41.2 58.3
Engadget Japanese 174 90.8 79.0 63 49.2 86.1
ネタフル 371 91.9 75.6 99 4.0 100.0
404 Blog Not Found 832 99.5 82.1 715 95.1 90.7
IDEA*IDEA 128 87.5 92.6 11 27.3 50.0
TechCrunch Japan 158 90.5 78.6 12 50.0 75.0
Life is beautiful 156 75.6 90.8 120 91.7 99.1
My Life Between ... 233 71.2 100.0 0 - 0.0
Going My Way 456 90.1 78.9 46 - -
合計（マイクロ平均） 2,658 90.7 82.2 1,083 77.7 86.4
提案手法による分離抽出性能の詳細を表 3.4に示す。「My Life Between Silicon Valley
and Japan」はコメントが自動抽出されなかったため，コメント抽出性能の適合率が計算
できず「-」とした。コメントが自動抽出されなかった原因は，3.3.1 項で述べた提案手法
の前提による。「My Life Between Silicon Valley and Japan」には全てのページにコメ
ントが付いており，自動的に分離抽出した結果，全てのコメントがポストとして抽出され















を T としたとき，ポスト及びコメントをそれぞれ T   (T \ C) 及び T \ C であると見
なして評価する*20。比較手法 2に関しては，表 3.3が示すようにコメント抽出性能が低
かったことを踏まえ，HTMLファイルから \コメント"や \comment"などの文字列を探
索して分割し，後方に含まれるブロックの集合を C と見なして比較手法 1及び 3と同様
に評価する*21。
分離処理のみの比較結果（F値）を表 3.5に示す。提案手法のための前提を満たさない
「My Life Between Silicon Valley and Japan」及びコメントがポストの 1%未満しか存
在しない「ネタフル」を除き，提案手法が最高性能を示している。コンテンツ自動抽出が
理想的に行われた場合，提案手法は非常に高い性能を達成できることが明らかになった。
































































































































































































































































































































適合率 再現率 F値 正確度
コンテンツ再抽出あり
コンテンツ 90.6 92.2 91.4 98.1
ポスト 90.4 85.1 87.7
96.9コメント 74.6 93.2 82.9
コンテンツ再抽出なし
（ExtractUniqueBlock法）
コンテンツ 92.1 88.2 90.1 97.8
ポスト 90.7 82.2 86.2

















*22 符号検定を行ったところ，危険率 1%において 5サイトで有意差を確認した。
*23 http://blog.livedoor.jp/dankogai/archives/51185176.html















































































































ブログページ集合に構造が乱れた HTML（Valid でない HTML）で構成される記事
ページが含まれている場合，ブロック識別子が適切に付与されない場合がある。3.4.5 項
の実験で「404 Blog Not Found」が理想的な結果とならなかった原因は，そのような記



















































































































































































集めており，本研究では Twitter のデータを利用する。Wikipedia 及びはてなキーワー
ドはオンライン辞書サービスである。
図 4.2は集中的に検索されたクエリ「カレログ」の検索頻度及び外部リソースの状況で
ある*8。カレログは 2011 年 8 月 28 日にリリースされた携帯電話向けアプリケーション
の名称であり，恋人を監視するために提供された。マルウェア同等の機能を有することか
ら，ウェブ上で急に話題になった。Wikipediaでは 2011年 9月 7日，はてなキーワード








*8 検索頻度及び Twitterでの言及数は対数軸を利用しており，実値が 0の場合，対数軸上の 1にプロット
している。
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4.3 提案手法
本研究は，n個の検索クエリ集合 Q = fq1; : : : ; qng が与えられたとき，それぞれの検












本研究では，TwitterのデータからQueryTwitterGraph G = fV;E;Wg を構築し，グ
ラフベースの半教師あり学習手法でクエリ分類問題を解く。ここで，V は n 個のクエリ
ノード Vq，l 個のユーザノード Vu，k 個のハッシュタグノード Vh で構成されるものと
する（N = n+ l + k）。E はノード間のエッジの有無（1または 0）を示し，W はエッジ
の重み（スコア）を表す行列（N N）である。もし，ノード vi と vj の間にエッジが
























...I love Gaga song...
I’m watching coldplay...
you're a goddamn superstar and 




... the TIME featuring global 




... I support FCBarcelona!!!
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クエリとユーザの関係を利用するために，まず，ユーザノード集合 Vu を Twitterデー
タから抽出する必要がある。検索クエリ qi を含むツイート集合 Ti を Twitter データか
ら抽出する。それぞれのツイートは投稿ユーザと関係付けられるため，ユーザ集合 Ui を
構築できる。全てのクエリ集合にからユーザ集合 Uall = fU1; : : : ; Ung を構築すると，重
複するユーザが出現するため，重複を除いたユーザ集合 UQ をユーザノード集合 Vu とし
て利用する。
次に，クエリノード集合 Vq とユーザノード集合 Vu とをエッジ E で繋ぎ，それぞれの
重みを表す行列 W を計算する。あるユーザがあるクエリを含むツイートを投稿すればす
るほど，そのクエリはそのユーザが属するカテゴリの可能性が高いと見立てる。この見立
てをもとに， W を構成するそれぞれの重み Wqu は，ユーザ u が投稿したツイートの中
に，クエリ q がどれだけ出現したかをもとに計算する。ユーザ側から見たとき  (u! q)
はユーザがクエリに言及する可能性を意味し，クエリ側から見たとき  (q ! u) はクエリ
がユーザに言及される可能性を意味する。これらを次のように計算する。
 (u! q) = count(u; q)P
q02Q count(u; q0)
;  (q ! u) = count(u; q)P
u02UQ count(u
0; q)
count(u; q) はユーザ u のツイートにクエリ q が出現した回数を表す。ユーザから見る
か，クエリから見るかで重みが異なるため，最終的なクエリ q とユーザ u との重みを以
下のように計算する。
Wqu =
































#nowplaying Lady GaGain in 
my iPod 
...This is cool! sara bareilles -
yellow (coldplay cover) 
#nowplaying ...
#nowplaying "Born This 
Way" i'm on the right track!
Valencia vs FCBarcelona: 
Draw with some shine (1-1) 
#FCB 
Who would win in a current 
day El Clasico if Messi & 











 0(h! q) = count
0(h; q)P
q02Q count0(h; q0)




count0(h; q) はハッシュタグ h とクエリ q が共起した回数を表す。ハッシュタグから見
るか，クエリから見るかで重みが異なるため，最終的なクエリ q とハッシュタグ h との
重みを以下のように計算する。
Wqh =






「サッカー」や「トーナメント」などと共起しやすいことが挙げられる。クエリ q と q0 と
の重み Wqq0 を，類似度 sim(q; q0) をもとに算出する。
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類似度 sim(q; q0) を算出するために，検索クエリ qi を含むツイート集合 Ti に対し，
bag-of-wordsモデルを適用し，ベクトルを生成する。ベクトルの素性はツイート集合 Ti
にあらわれる単語であり，各素性の値は TF-IDF [徳永 99] によって計算する。IDF の
計算の際，各ツイートをそれぞれ 1 文書であると見なす。クエリ q と q0 との類似度
sim(q; q0) は，それぞれのベクトル間のコサイン類似度とする*12。ただし，著しく類似度









qに着目した場合と，q0 に着目した場合とで重みが異なるため，最終的な qと q0 との重み
は以下とする。
Wqq0 =







最終的なグラフ G を構築する際には，パラメータ  を導入し，重みの調整を行う*13。




qq0 = (1  )Wqq0 : (4.1)
























今回の半教師あり学習の枠組みでは，あらかじめ n0 個のクエリノード集合 Vq0 に，既定
のカテゴリ集合 C に含まれるカテゴリが割り当てられているものとする。これらは，い
わゆる学習データである。残りの n1 個のクエリノード集合 Vq1 にはカテゴリが割り当て
られておらず（n = n0 + n1），これらはいわゆるテストデータである。本処理の目的は，
ユーザ及びハッシュタグノードを通じて，クエリノード集合 Vq0 から Vq1 にカテゴリ情
報を伝搬させることである。
グラフを利用した半教師あり学習手法は，ラベル伝搬（Label Propagation）アルゴリ
ズムとして提案されている [Zhu 03, Zhou 04]。今回，ラベル伝搬アルゴリズムとして





*14 https://github.com/parthatalukdar/junto (Junto v1.2.2)



















使用する Twitterデータは，使用する検索クエリと同期間（2011年 7月 1日から 9月




*15 平均の 3倍以上の頻度で検索される日が複数ある場合，検索頻度が最大だった日を \ピーク日"と見なす。































































今回，曜日の影響を排除するため，d = 28（= 4 週間）として評価実験を行う。この




































QueryGraph 及び UserGraph を混合したグラフ G を利用して分類する。
4.4.4 実験結果
デベロップメント区間で選択されたパラメータは，NewsGraphでは  = 0:4，Query-
Graphでは  = 0:2，QueryTwitterGraphでは  = 0:2 及び  = 0:8であった。これら
のパラメータを利用し，テスト区間の評価を行った。






イント向上している。UserGraph が NewsGraph よりも 3.4 ポイント高い適合率を示し
ていることから，ユーザ及びハッシュタグノードによる影響であると考えられる。
QueryGraph と UserGraph を比較したとき，UserGraph の方が適合率は 3 ポイン
ト程度，再現率は 4 ポイント程度，高い性能を示している（危険率 2% で有意差あ
り）。UserGraph はクエリとユーザ及びハッシュタグの関係のグラフであり，クエリ
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表 4.1 提案手法によるクエリ分類性能（%）
グラフの種類 適合率 再現率 F値
NewsGraph（ベースライン） 45.5 30.3 36.4
QueryGraph 46.1 42.1 44.0
UserGraph 48.9 45.7 47.3













ぞれの影響を調整する（式 4.1）。 が 0.5 よりも大きいとき，クエリとユーザ及びハッ
シュタグの関係がクエリ間の類似度よりも優先されることを意味する。図 4.11 はデベ
ロップメント区間において  を調整したときの適合率，再現率，F 値の変動グラフで












































































図 4.11 パラメータ  の調整 (QueryTwitterGraph,  = 0:2)
利用されており，高い分類性能を達成する。ここでは，クリッキングログと Twitterデー
タとの分類性能の比較を行う。ただし，この実験では，クリッキングログ準備の都合上，




れた 10ページである*21。実験区間の短縮により，d = 14と設定し，14ウィンドウを準
*21 ウェブページの収集は 2011 年 12 月に行ったため，ピーク日よりもあとに更新された情報か混入する可
能性がある。
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表 4.2 クリッキングログとの比較実験結果（%）
グラフの種類 適合率 再現率 F値
ClickGraph（ベースライン） 35.4 32.1 33.7
QueryGraph 38.5 25.8 30.3
UserGraph 23.3 17.6 20.1




表 4.2は ClickGraph（ = 0:4），QueryGraph（ = 0:3），UserGraph，QueryTwit-
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