Abstract-A microprocessor test vehicle was developed for the investigation of asynchronous design methodology for rapidsingle-flux-quantum (RSFQ) circuits. We have designed and implemented a fully asynchronous RSFQ microprocessor, named SCRAM2. The data-driven self-timing (DDST) architecture is used for the design of circuit blocks of the SCRAM2. In order to ensure the logical ordering between the circuit blocks, bit-serial handshaking was adopted. The performance of the handshaking system was enhanced based on the scalable-delay-insensitive (SDI) model. The SCRAM2 is an 8-bit bit-serial microprocessor with three-stage pipelining, with a basic microarchitecture similar to that of our previously designed synchronous microprocessor, CORE1 . The estimated average performance of the SCRAM2 is 577 MIPS using a logic simulation. We have implemented all circuit components using the SRL 2.5 kA cm 2 Nb process and confirmed their correct operation. Several operations of the SCRAM2 have been successfully confirmed.
I. INTRODUCTION
R APID-SINGLE-FLUX-QUANTUM (RSFQ) circuits are promising candidates for future high-performance LSI technology, because of their high-speed operation and low power consumption [1] . Several groups have recently been developing large RSFQ digital systems [2] . The successful demonstration of a RSFQ microprocessor, named , has been reported [3] . At present, a synchronous approach is generally used in designing RSFQ digital systems. However, the pico-second timing design of globally synchronous RSFQ digital systems operating at clock frequencies beyond several tens of GHz is an awkward and time consuming task. In order to solve the timing issues in synchronous RSFQ circuits, we have been investigating several asynchronous design approaches, i.e. data-driven self-timing (DDST) [4] and binary decision Y. Nobumori, T. Nishigai, K. Nakamiya, and N. Yoshikawa are with the Department of Electrical and Computer Engineering, Yokohama National University, Yokohama, 240-8501 Japan (e-mail: yoshi@yoshilab.dnj.ynu.ac.jp).
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H. diagram (BDD) [5] at the circuit level, and vector or bit-serial handshaking at the system level [4] , [6] . In this study, we have designed a fully asynchronous microprocessor, named SCRAM2, to investigate the effectiveness of our asynchronous design approaches in the large RSFQ digital system. The SCRAM2 is an 8-bit microprocessor based on bit-serial architecture with a basic microarchitecture similar to that of our previously designed synchronous microprocessor, . The data path of the SCRAM2 is pipelined into three stages using a handshake protocol. In this paper, we describe the asynchronous design methodologies and microarchitecture of the SCRAM2. The SCRAM2 is also implemented and tested and its performance evaluated.
II. ASYNCHRONOUS DESIGN METHODOLOGY IN SCRAM2
In our asynchronous design methodology, the entire system is divided into circuit blocks of a reasonable size as illustrated in Fig. 1 . Each circuit block has dual-rail inputs and outputs, and is designed based on asynchronous design approaches, such as DDST or BDD.
The DDST approach [4] uses conventional synchronous RSFQ clocking just inside the circuit block, where the local clock is generated from dual-rail signal inputs using a logical OR gate. At the output of the circuit block, dual-rail signals are reproduced using a flip-flop with complementary outputs. In the BDD approach [5] , a BDD, which is a directed graph 1051-8223/$25.00 © 2007 IEEE representing a logical function, is directly implemented using one to two RSFQ switches. The answer of the BDD is obtained by tracing a BDD tree from top to bottom, according to the state of each node. In both asynchronous approaches, the input and output of the circuit block are a dual-rail, therefore operation of the circuit is data-driven and no global clock is required outside the circuit block.
In order to prevent data collision between the circuit blocks and to ensure logical ordering we have adopted a handshake protocol. A large size overhead and delay is generally a disadvantage for a handshaking system. However, in our approach, the handshaking overhead is relatively reduced by adopting bitserial handshaking, where the data transfer is performed by a unit of bit-serial data during a single handshaking process [4] , [6] . Through the use of these asynchronous approaches, global clocks have been completely eliminated in the microprocessor.
III. DELAY MODEL FOR ASYNCHRONOUS CIRCUITS
There are several delay models in the asynchronous design, which are based on assumptions for gate and wire delays in the system. In the delay-insensitive (DI) or quasi-delay-insensitive (QDI) model, the gate and wire delays are finite but unbounded, i.e. no upper limit is assumed in the delay [7] . In order to guarantee completion of the circuit operation, completion signals have to be calculated from the output of the circuit component, resulting in delay and increased hardware cost. However, with a scalable-delay-insensitive (SDI) model, the gate and wire delay is unbounded, but the relative delay ratio between any two components is bounded [8] .
The SDI model is defined as follows: The delay of any two components, and , in the system is assumed to be and , respectively. The relative delay , of and , is expressed as . The relative delay, estimated by simulation, is defined as , whereas the experimental relative delay, i.e. the actual relative delay, is . Therefore, the relative variation ratio, , of any two components is restricted by (1) for the SDI model, where is a constant and is called the maximum variation ratio. In the SDI model, it is guaranteed that the operation of is completed earlier than that of if the following relation is satisfied.
(2) Fig. 2 compares the delays in detection of completion for the QDI and SDI models. In the QDI model, it takes a 13-unit delay to produce the completion signal, QDI ACK. On the other hand, for the SDI model, because the SDI ACK is produced in parallel with the operation of the functional block, the time required for SDI ACK to be issued is an 8 unit delay. If we assume and are the delay of the functional block and the completion detector (CD), respectively, and , then (2) is satisfied, which means that the completion of the functional block is guaranteed to precede the QDI ACK. 
IV. MICROARCHITECTURE OF SCRAM2
The microarchitecture of SCRAM2 is similar to that of our synchronous version of the RSFQ microprocessor . The SCRAM2 is an 8-bit pipelined bit-serial microprocessor based on the complexity reduced (CORE) concept [9] , which reduces the complexity of a system using high throughput of RSFQ circuits. Fig. 3 shows a block diagram of the SCRAM2. It is mainly composed of a controller, an 8-bit instruction register (IR), a 5-bit program counter (PC), a bit-serial arithmetic and logic unit (ALU), two 8-bit registers (Reg0 and Reg1), three completion detectors (CD1, CD2 and CD3), a data memory (DM), and an instruction memory (IM). Two handshaking circuits (HS1 and HS2), which provide trigger signals when an acknowledge signal (ACK) and a request signal (REQ) are received from the next and previous pipeline stages, respectively, control the three-stage asynchronous pipelining. Fig. 4 shows a state transition diagram of the SCRAM2. Instructions are executed throughout three stages, which correspond to instruction addressing, instruction fetch, and execution. The state transition between pipeline stages is controlled by the handshake protocol. For example, the transition from stage 1 to stage 2 is performed when HS1 detects both REQ1 and ACK2, which are completion signals from stage 1 and 2, respectively. In the same way, the transition from stage 2 to stage 3 occurs when REQ2 and ACK3 are detected by HS2. This handshaking enables a simple design for timing when implementing the pipelining.
The instruction set of SCRAMS is composed of eight instructions, which include data transfers (LD, ST), register operations (ADD, MOVE), conditional/unconditional branches (SKZ, JMP), a stop operation (HLT), and no-operation (NOP).
V. IMPLEMENTATION AND PERFORMANCE EVALUATION
We have designed and implemented the SCRAM2 using the CONNECT cell library [10] and the SRL 2.5
Nb standard process [11] . The target local clock frequency is 20 GHz. The system was first designed using the QDI model and the performance was then enhanced based on the SDI model. A micrograph of the SCRAM2 is shown in Fig. 5 , where the number of Josephson junctions and the area of the circuit are 8197 and , respectively. The total bias current is 1.04 A, which is fed through 17 bias current lines. The total power consumption is estimated to be 2.61 mW.
We have evaluated the average performance of the SCRAM2 by logic simulation using a test program, which includes all instructions of the microprocessor. The estimated performance for different microprocessor designs is listed in Table I with the ratio of the handshaking overhead to cycle time. The performance of the SCRAM2, based on the SDI model, is approximately three times better than that of , due to the introduction of asynchronous three-stage pipelining. Note that the SDI model has achieved a 10% performance improvement when compared with the QDI model, while the handshaking overhead is reduced by 50%.
VI. TEST RESULTS
Before investigating the functionality of the whole system we have individually tested the main circuit components of the SCRAM2. ALU with Reg0 and Reg1, IR and PC were implemented separately and tested by on-chip high-speed test systems [4] . Table II lists the DC bias margin of each circuit component at 20 GHz. Note that PC is measured only at low speed. Correct operations were confirmed for all components with sufficient DC bias margins.
The function of the whole system was then examined. Because the size of IM is four bytes, due to the restriction of the chip area, we have tested the operation of the system using four-instruction sequences as follows:
• 1 from 001 at every execution of an instruction, and jumps to 100 when JMP is executed. The correct operation of SKZ (Not Zero)-NOP-NOP-HLT and SKZ (Zero)-NOP-NOP-HLT were also confirmed. Fig. 7 shows the DC bias margins of each circuit component when the SKZ (Zero)-NOP-NOP-HLT operation is performed.
We have also measured operations, LD-ADD-ST-HLT and LD-MOVE-ST-HLT, but the correct operation was not observed, due to a malfunction of ALU. We suspect that the malfunction of ALU is caused by several reasons including flux trapping, defects in the circuits, and a large bias current that induces large magnetic fields.
VII. CONCLUSION
We have designed a fully asynchronous 8-bit bit-serial RSFQ microprocessor, SCRAM2, based on asynchronous design approaches: data-driven self-timing, binary-decision-diagram logic and bit-serial handshaking. The performance of the microprocessor is enhanced based on the scalable-delay-insensitive model. The logic simulation indicated that the performance of the SCRAM2 is three times better than that of our previously developed synchronous RSFQ microprocessor . The SCRAM2 was implemented using the CONNECT cell library and the SRL 2.5
Nb process. Correct operation of all circuit components was confirmed at 20 GHz, and the functionality of some instruction sequences were demonstrated in the whole system.
