Off-policy Temporal Difference (TD) learning methods, when combined with function approximators, suffer from the risk of divergence, a phenomenon known as the deadly triad. It has long been noted that some feature representations work better than others. In this paper we investigate how feature normalization can prevent divergence and improve training. Our method, which we call CrossNorm, can be regarded as a new variant of batch normalization that re-centers data for multi-modal distributions, which occur in the off-policy TD updates. We show empirically that CrossNorm improves the stability of the learning process. We apply CrossNorm to DDPG and TD3 and achieve stable training and improved performance across a range of MuJoCo benchmark tasks. Moreover, for the first time, we are able to train DDPG stably without the use of target networks.
Introduction
Data efficiency is an important concern of deep reinforcement learning when compared to the efficiency of supervised learning. The intrinsic difficulty of the reinforcement learning problem combined with the data dependency of deep networks requires many training iterations to learn effective policies.
Off-policy algorithms hold the promise of better dataefficiency, as these algorithms augment transitions from the policy that is currently being optimized with previously collected transitions.
However, having data generated by different policies in combination with temporal difference (TD) learning and function approximators can lead to severe divergence. This stability problem has been called the deadly triad (Sutton & Barto, 2018) . The introduction of the target networks for non-linear function approximators (Mnih et al., 2015) has improved the stability of off-policy TD leaning (van Hasselt et al., 2018) . While on-policy algorithms usually do not use a target networks (Schulman et al., 2017; Mnih et al., 2016) , all off-policy algorithms for continuous control use target networks. However these slow down learning, since older, outdated network parameters become part of the optimization.
In this paper we investigate the stability of off-policy TD methods, first on simple fixed-policy Markov Decision Processes (MDPs), then on fixed buffer experiments and RL on the standard benchmark problems. We find that feature normalization is a key to improve stability and speed of convergence. While data and feature normalization are well established techniques to reduce the training time and increase performance of deep networks in conjunction with supervised learning (LeCun et al., 1998; Ioffe & Szegedy, 2015) , intriguingly, normalization is absent from most reinforcement learning works. This paper shows that normalization is important for reinforcement learning. In particular, our contributions are an analysis of stability of TD with linear function approximators, state-of-the-art DDPG (Lillicrap et al., 2015) and TD3 (Fujimoto et al., 2018b ) results on standard MuJoCo tasks (Brockman et al., 2016) , and stable DDPG training without the use of target networks due to normalization.
Preliminaries
Reinforcement learning describes the problem of an agent interacting with an environment. It has to find a policy that maximizes the expectation of the received rewards. This process is divided into discrete time-steps t. At each step a policy has to compute an action a ∈ A as a function of the current state (π : S → A). Taking actions results in a transition into the next environment state s as a reward r. The aim is to maximize the discounted sum of rewards, called the return R t = T i=t γ i−t r t with γ ∈ [0, 1] being the discount factor that reduces the weighting of distant rewards. Reinforcement learning optimizes the parameters of a policy π to maximize the expected return
In order to learn a policy many RL algorithms estimate the expected return of a policy as a function of a state and an action. It is called the action-value function: Q(s, a) = E π [R|s, a] . A parametrized action-value funcarXiv:1902.05605v1 [cs. LG] 14 Feb 2019 tion Q(s, a|θ Q ) of a policy π can be optimized by applying (semi) gradient descent on the temporal difference loss (Sutton, 1988) :
During the reinforcement learning optimization process the policy will constantly change and the gathered experience from the past becomes off-policy. Therefore, for efficient learning, we would like to be able to make use of experience generated by a different policy µ. Unfortunately, TD learning with function-approximators and off-policy data can result in unstable learning. The instability of the combination of all tree elements is known as the deadly triad (Sutton & Barto, 2018; van Hasselt et al., 2018) .
Stability of TD(0)
To examine the stability of off-policy TD(0), we focus on the learning dynamics in the policy evaluation setting. Consider the case of a linear function approximator, where the value function for a state s is computed as V (s; θ) = θ φ(s), where φ(s) is a n × 1 feature vector. For one state s, the update of the parameter vector in TD(0) is:
where η is the step size. For the case of action-value functions Q(s, a; θ), the features are a function of both state s and action a as in φ(s, a). In the rest of this analysis, we drop the φ(·) notation and directly use φ and φ for brevity. With a slight abuse of notation, we writeẼ π [·] to implicitly mean E π [·|S previous = s]; the expectation is unconditional without the ∼ symbol. We assume that our dataset contains experience distributed according to some behavior policy µ, whereas we seek to evaluate the target policy π which produces our successor states s . Equation 1 with expectations is then:
We can concisely rewrite Equation 2 as the following discrete-time dynamical system:
This iteration has a fixed-point at θ * = A −1 b. However, this fixed point is only stable, and the recurrence in Equation 3 convergent, only when all the eigenvalues of the iteration matrix (I −αA) have absolute values less than one. Because A is so central to convergence, it is referred to as the key matrix. As shown in Sutton et al. (2015) , stability always holds for a sufficiently small η in the on-policy case, because for µ = π, A is positive definite. Unfortunately, the offpolicy case has no convergence guarantees, as A can be indefinite with Re (eig i (A)) < 0 for some ith eigenvalue.
As described in Sutton et al. (2015) , we can rewrite the expectations within A in matrix form:
For the state space with |S| = N , D µ is an N × N diagonal matrix with the state occupancy probabilities under µ along the diagonal. P π is the transition matrix induced by the target policy. Φ is an N × n matrix with the vectors φ(s) as the rows; it lists the feature vectors assigned to each state.
In the above expression, the inner matrix N × N matrix D µ (I − γP π ) is also an important object referred to as the big key matrix K. We can concisely write A as:
The K matrix is independent of the choice of features and is inherent to the MDP. A proof can be found in Mahmood (2017) that while K is positive-definite only in the on-policy case, in the off-policy setting K still always has positive real parts in its eigenvalues. Therefore, the feature encoding given by Φ has a large role to play in determining the eigenspectrum of A, and choosing features that improve off-policy convergence properties is an open problem. 
Deterministic Policy Gradients
Actor-critic methods are useful when the action space is large or potentially infinite. They divide the problem into two parameterized parts: an actor generating actions π(s; θ π ) followed by a critic Q(s, a; θ Q ) that estimates the action-value function of the current policy Q π (s, a).
These methods alternate policy evaluation and policy improvement steps until an optimal policy is reached. The deterministic policy gradient (Silver et al., 2014 ) is used to update the policy parameters through gradient ascent over a loss defined through the critic:
The critic function can be learned by minimizing the follow-1 Note that the n × n A matrix becomes identical to the inner N × N matrix Dµ (I − γPπ) when we use tabular features (so Φ = I), in which case TD(0) is easily seen to be convergent.
ing loss using TD:
Related Work
Several strategies have been pursued to address the instability of off-policy TD. These include Residual Gradient methods (Bai, 1995) , Gradient Temporal Differences (GTD) (Sutton et al., 2009b) . GTD-2 and TD with gradient Correction (TDC) (Sutton et al., 2009a ) also come with convergence guarantees for non-linear function approximators. The Emphatic TD (Sutton et al., 2015) algorithm remains close to semi-gradient TD and comes with stability guarantees.
However, these strategies have not yet been extended to Deep Reinforcement Learning. With deep networks as function approximators, target networks (Mnih et al., 2015) have been introduced to provide nearly-stationary targets for bootstrapping; these delay credit assignment and therefore have the effect of stabilizing training at the cost of slow learning. The target network is a periodically frozen snapshot of the "live" network's weights. With DDPG, a soft version of the target network has been introduced in Lillicrap et al. (2015) , where the target parametersθ are updated to slowly match the current networks weights:
Target networks are a relatively recent addition to TD learning. They help stabilize off-policy training and have not been used in on-policy algorithms like PPO (Schulman et al., 2017) . It has been difficult to get state-of-the-art performance with off-policy reinforcement learning algorithms without target networks (Mnih et al., 2015; Lillicrap et al., 2015; Andrychowicz et al., 2017; Tassa et al., 2018; Fujimoto et al., 2018b; Haarnoja et al., 2018) Feature normalization in deep networks is a well established method. Batch normalization (Ioffe & Szegedy, 2015) introduced the idea of mean and variance normalization over the data samples that are found in the batch. This method addresses the covariate shift that occurs as the result of preceding layers updating their weights. Batch normalization accelerates the speed of training deep neural networks and increases the performance of classification networks. While supervised learning tasks like classification in computer vision usually involve a single data distribution, off-policy reinforcement learning has more than one distribution making the application of batch normalization more difficult.
The original implementation of DDPG uses batch normalization without regarding the different distributions of the target network input; see subsection 4.2 for details. In general, the use of normalization in RL remains uncommon. An exception is layer normalization in D4PG (Ba et al., 2016; Barth-Maron et al., 2018) . Normalization of observations is analogous to feature normalization and is found in several algorithms including PPO (Schulman et al., 2017) and HER (Andrychowicz et al., 2017) .
Improving Stability by Mean Feature Subtraction
We want to improve the stability of off-policy DPG-learning by subtracting the mean from the features of our actionvalue function approximator. In off-policy DPG-learning the input of the Q-function is a concatenation of a state and an action. During the TD update those are: {s, a} and {s , π(s )}. While both s and s are drawn from the same distribution of available states in the experience replay, the actions come from two different distributions: the current policy π and the previous policy µ that was present at the time-point of the drawn experience sample.
It is not clear which of the two distributions to use in order to calculate the mean features, so we define a parameterized mixture normalization function. This function has a parameter α, which defines the weighting contribution of the experience distribution µ and the policy distribution π.
In the case of policy evaluation with fixed buffer experiments, we have full access to the features and distributions, so we can normalize the features directly. Thus we use a combination of the means of the current (φ) and successor (φ ) features.
In practice we will only be able to calculate estimates of the mean features (e.g. by averaging a minibatch). Therefore, we also consider the stability of parameterizations, where α and β do not sum to 1:
Subtracting m from the feature encodings given by Φ gives usΦ
where 1 is an N × 1 vector of ones.
We show in the supplementary material that the new key matrixÂ =Φ KΦ can be rewritten in terms of the original feature encodings alongwith a modified innerK matrix:
We also show that the newK has an interesting property: all of its rows and columns sum to zero when α + β = 1.
Policy Evaluation
To test the stability of TD bootstrapping in isolation, we want to learn value functions for fixed policies. This configuration is called policy evaluation and can be run on fixed experience buffers (Fujimoto et al., 2018a ) that were generated by other policies, resulting in off-policy learning. While the training dynamics in policy evaluation differ from the more complicated concurrent learning of actor and critic, it provides a good indication of stability. These experiments can be run on simple MDPs as well as experience buffers collected from other training runs. A number of surprisingly simple MDPs exist that demonstrate divergence of off-policy TD(0) methods, one of these is Baird's counter example described in detail in (Bai, 1995; Sutton & Barto, 2018) .
We tested the stability of normalization with different α and β values on the following tasks:
• Baird's counter example, learned by a linear function approximator.
• Alterations of the Baird's counter example with randomly selected features.
• Learning the value function of a Walker2d task from a fixed experience buffer, with a neural network from which only the last layer is trained to make it linear.
For each task all the rewards are set to 0. Therefore the true Q-value is 0 for every state. We test for convergence through semi-gradient dynamic programming which simulates the full expected TD update iteratively (Sutton & Barto, 2018) .
The results are shown in Figure 1 . The theoretical Qfunction value is zero for every state. The mean Q-value difference to zero is shown on a logarithmic scale. There are three regions visible in the diagram: an area of strong divergence (yellow), an area of fast convergence (blue), and an area of stagnation (green). As expected, the case without normalization (α = β = 0) is divergent in multiple tasks. Surprisingly, along the β = 1 − α line the policy evaluation converged for all β > 0 values. Also ignoring the distribution of the target Q-function features (α = 1 and β = 0) is very close to the highly unstable region in all four cases. This indicates that even small deviations in the mean feature estimations could lead to divergence.
Overall the results of the tested cases show that mean feature subtraction can improve the stability of off-policy TD(0) learning and that the α = 1 and β = 0 configuration is adjunct to the unstable region.
Further we investigate the Key-matrix A of the Baird's counter example after the mean feature subtraction for negative eigenvalues and positive semi-definiteness. The results for different α = 1 and β = 0 values are shown in Figure 2 .
On the left we see that the unstable region with negative eigenvalues has an oval form. Surprisingly the Key-matrix remains stable for very large α and β values. However, in practice those values would require very small learning rates in order to remain stable. The figure on the right shows that the Key-matrix is also positive semi-definite along the line of β = 1 − α for β > 0.
Baird's c.e. Walker2d 
Application to Deep Neural Networks
In order to improve the stability of DPG-based algorithms with deep networks as function approximators, the mean feature subtraction can be performed by a careful usage of Batch Normalization on the input state-action pairs and after each hidden layer.
A common pitfall of using BatchNorm with DDPG is that when performing forward passes through the critic for the TD learning phase, the batches for (s, a) and (s , π(s )) -which come from two different distributions -are processed in succession while still keeping BatchNorm in training mode; this is incorrect in that the statistics of each batch oscillate between two modes. A safer approach is to set the BatchNorm layers to eval mode when producing the Q
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Positive Semidefiniteness targets, which would correspond to α = 1, β = 0. However, as seen in the phase plots, this configuration appears to be at the edge of the stability boundary, and it is possible due to dataset noise or policy changes that the normalization could cross over into the unstable region region seen in Section 4.
To mitigate this risk, we propose a simpler solution: to concatenate the two batches ass = (s, s ) andã = (a, π(s )), and then do a single forward pass of (s,ã) tuples through the critic. This yields an approximation of the α = β = 0.5 case. We call this normalization across both policy distributions Cross Normalization or CrossNorm for short.
Experiments
CrossNorm is a modification to the function approximator used by critics. As such it is a modular improvement that can be applied to existing reinforcement learning algorithms. We apply CrossNorm to DDPG and TD3 (Fujimoto et al., 2018b) , two recent algorithms for continuous control, using the implementations provided by the authors of TD3. These algorithms are evaluated on the OpenAI gym (Brockman et al., 2016) continuous control tasks.
Unless otherwise specified, our variants keep the hyperparameters of the baseline method unchanged. It is important to adjust some hyper-parameter since model changes like the introduction of batch normalization change the learning properties of networks, as observed in the case of supervised learning. To ensure a fairer comparison we did a rudimentary hyper-parameter search by adjusting the choice of optimizer and learning rate.
DDPG Experiments
First, we evaluate both α = β = 0.5, and α = β = 0 on a policy improvement example with a deep neural network on the same fixed Walker2d experience buffer as used in the previous section. Our comparisons include CrossNorm with all the mean and variance normalization components from BatchNorm, and CrossNorm with only mean-recentering and the learned shift. As shown in Figure 3 , CrossNorm appears to provide stable convergence not only for off-policy evaluation but also when combined with policy improvement.
Next we tested the concurrent learning of actor and critic, while gathering samples from the simulator; this is the standard evaluation mode. The results are shown in Figure 6 . These experiments are run with the a = b = 0.5 combination to make use of existing batch normalization implementations. Batch normalization was configured to both subtract means and divide by variance. We found that using batch normalization with immediate updates to the running moments (without slow averaging) worked best. Our runs were obtained using the RMSprop optimizer (Tieleman & Hinton, 2012 ) with η = 10 −4 . We observe that our variants learn faster, especially during the beginning of training, and are capable of maintaining this lead. The use of CrossNorm enables training of DDPG without the use of target networks.
TD3 Experiments
We also apply CrossNorm to TD3; the results are shown in Figure 5 . All runs have a batch size of 256. CrossNorm uses RMSProp and Leaky ReLUs (Maas, 2013) . On average CrossNorm variants outperform the baseline algorithms, though there is not a clear winner between our two variants, CrossNorm again attains high performance quickly. We discuss these results further in the next section. 
Discussion
In this paper we identified feature normalization as a strategy to mitigate divergence and improve training in off-policy TD learning. We first studied this problem in the setting of linear function approximators and policy improvement on tasks like the Baird's counterexample, which is often used to show off-policy divergence. We found that the mean-feature subtraction substantially improves the stability.
In our investigation of normalization for off-policy RL we found that it was possible to transfer insights from linear policy evaluation experiments to deep networks for policy learning in physics simulation enviroments.
By applying CrossNorm to the DDPG algorithm we were able to improve the performance across all standard MuJoCo tasks. The learning became stable enough to allow training without target networks. To the best of our knowledge, this is the first time stable DDPG training without target networks was possible across all standard MuJoCo tasks.
We also applied CrossNorm to TD3, a state-of-the-art extension of the DDPG algorithm. Overall the addition of CrossNorm improved the maximal achieved reward on most of the tasks and achieved very fast improvement in the beginning of the training. However, towards the end of the training a few of the runs experienced a performance collapse, decreasing the average performance of all runs by a large margin, especially on the Hopper and Ant environments. The Q-value estimation does not diverge, but the achieved rewards collapse in some cases. This phenomenon was also observed for the TD3 baseline to a lesser extent. Since we did not observe such performance collapse in the DDPG training, we believe that there is either a special behavior in TD3 due to the independently trained critics that we do not understand and that affects CrossNorm, or simply a suboptimal hyperparameter setting.
Overall, our empirical results suggest that CrossNorm can stabilize off-policy training in a number of settings and may help improve the learning efficiency of off-policy TD(0) in general.
Supplementary Material
A. Rank-reduction due to feature re-centering
Recall that K = D µ (I − γP π ) describes the learning dynamics in the tabular case. When we use linear function approximation, the states are sensed through a feature encoding Φ and the corresponding learning dynamics are described by a projected version of K, termed the key matrix:
In the following analysis, we first describe how subtracting a fixed vector m from the feature encoding can affect the eigenvalues of the big key matrix K, potentially affecting the stability of off-policy approximate TD(0) through the induced eigenvalues of A.
Let 1 be the N × 1 column vector with all entries set to 1. In the case of CrossNorm, the m vector is written in matrix form as:
Then, subtracting a vector m from the feature vectors of all states turns the Φ matrices into:
The new key matrix looks likeÂ =Φ KΦ which can be rewritten using the expression in (??) to be:
Interestingly, this expression looks very much like that of the previous key matrix, but this time we are projecting into lower dimensions a modified big key matrixK α,β .
This matrix has the following explicit form:
We can compute the row and column sums of this matrix by multiplying on either the right or left side by 1 respectively.
Both terms become zero when α + β = 1. That mean that the rows and the columns of theK m 1 2 , 1 2 matrix sum to zero. That also means that 1 becomes an eigenvector with the eigenvalue 0.
B. Hyper-Parameter Search
We did a hyper-parameter search by varying learning rates, use of target networks and the use running moments for batch normalization layers. The plots of these runs are shown in Figure 6 . From these the best configurations are shown in the paper. 
