Piezoelectric actuators (PEAs) have been widely used in micro-and nanopositioning applications due to their fine resolution, fast responses, and large actuating forces. However, the existence of nonlinearities such as hysteresis makes modeling and control of PEAs challenging. This paper reviews the recent achievements in modeling and control of piezoelectric actuators. Specifically, various methods for modeling linear and nonlinear behaviors of PEAs, including vibration dynamics, hysteresis, and creep, are examined; and the issues involved are identified. In the control of PEAs as applied to positioning, a review of various control schemes of both model-based and non-model-based is presented along with their limitations. The challenges associated with the control problem are also discussed. This paper is concluded with the emerging issues identified in modeling and control of PEAs for future research.
Introduction
Piezoelectric actuators (PEAs) and PEA-driven positioning systems have been widely used in the fields of microand nanopositioning such as atomic force microscopes [1] [2] [3] , adaptive optics [4] , computer components [5] , machine tools [6] , aviation [7] , internal combustion engines [8] , micromanipulators [9] , and synchrotron-based imaging systems [10] due to their high displacement resolution (sub nanometer) and large actuating force (typically a few hundreds of N). PEA-driven positioning systems have also been developed with various configurations, for example, 1-degree-of-freedom (1-DOF) positioning systems with flexure hinge mechanisms [11, 12] , stick-slip actuators [13] , multiple PEAs-driven inchworms [14] , or walking actuators [15] ; multi-DOF positioning systems with series mechanism [16] , parallel mechanism [17] , or stick-and-clamping actuators [18] . In all positioning control applications, the hysteresis and creep effects of PEAs have shown to be able to significantly degrade the system performance and even system stability [19] . For improvement, models are desirable to represent these effects and on this basis, tracking controllers can be designed and implemented to achieve desired positioning requirements.
This paper reviews the modeling and control methods of PEAs in micro-and nanopositioning applications and some remaining issues to be solved, and is arranged as follows. Firstly, the working principles and behaviors of PEAs are briefly introduced in Section 2. In Section 3 various models and modeling techniques for PEAs are examined, along with their limitation; and in Section 4 various control schemes for PEAs are reviewed with associated challenges. Section 5 concludes with emerging issues identified in modeling and control of PEAs for future research.
Piezoelectric Actuators and Their
Behaviors different domains thus developed are random, so in this state the piezoelectric materials exhibit no overall piezoelectric behavior. To fabricate PEAs from such piezoelectric materials, they are further exposed to a strong electric field (10 6 to 10 7 V/m) at a temperature just below the Curie temperature, forcing the directions of spontaneous polarization of the domains to align with the electric field. Such alignment can be approximately preserved after the removal of the electric field. This process is referred to as poling [21, 20] . After poling, due to the approximate alignment of the spontaneous polarization of the domains, the deformations of the domains in the direction of their respective spontaneous polarization resulting form the application of an voltage to the piece of piezoelectric material (which generates an electric field that either enhance or suppress the spontaneous polarization of the domains, causing their dimension to change in the direction of the spontaneous polarization) can accumulate and causes an overall deformation or displacement. Thus the piece of piezoelectric material now possesses overall piezoelectric property including the converse piezoelectric effect and can be used as a PEA [20] .
Behaviors of Piezoelectric Actuators
In micro-and nanopositioning applications, typical behaviors of PEAs concerned include hysteresis, creep, and vibration dynamics.
Hysteresis is the nonlinear dependence of a system not only on its current input but also on its past input. In PEAs, hysteresis exists in both the electric field (voltage)-polarization relationship and the electric field (voltage)-strain (deformation or displacement) relationship, with the latter being mostly concerned in micro-and nanopositioning, and it is caused by the nonlinearities in the converse piezoelectric effect of the unit cells and the switching and movement of domain walls [21] . According to [22] , the relationship between the actuating force exerted on the PEA and the resulting displacement of the PEA is linear, as such the electric field (voltage)-strain (displacement) hysteresis can also be treated as the result of the voltage-internal actuating force hysteresis.
The strain (deformation or displacement)-electric field (voltage) hysteresis, which is usually also the input-output hysteresis relationship, of a typical PEA is shown in Figure 1 (a). It can be seen in Figure 1 (a) that the hysteresis trajectory of a PEA can be treated as being composed of three types of components: 1) the major loop which is the hysteresis loop that spans the whole input (voltage) range, 2) the minor loops which are the hysteresis loops that only span portions of the input range, and 3) the initial ascending curve which is the inputoutput trajectory traversed whenever the magnitude of the input applied to the PEA exceeds the maximum magnitude in the input history. Hysteresis in PEAs occurs in both relatively static operating conditions (i.e. with constant or slow varying input) and dynamic operating conditions (i.e. with fast varying input). If the influence of the rate of change of the input on the hysteresis can be ignored, then the hysteresis is referred to as rate-independent, otherwise ratedependent. The latter is usually treated as a combined effect of the rate-independent hysteresis and the vibration dynamics.
As hysteresis being the major nonlinearity of PEAs and possessing detrimental effects on the positioning accuracy and stability margins of feed-back control systems [23] , compensation of hysteresis has always been a major concern in modeling and control of PEAs.
Creep is the slow variation in the PEA displacement that occurs without any accompanying change in the input voltage [24] as shown in Figure 1(b) . It is caused by the same piezoelectric material properties as PEA hysteresis [20] . Being a slow and a small effect (on the order of 1% of the last displacement per time decade [20] ), creep is sometimes neglected in closed loop and high frequency operations, e.g. in [25, 26] . However, for slow and open-loop operations of PEAs, creep must be considered to avoid large positioning error [27] .
Finally, PEAs also exhibit linear vibration dynamics, which is the dynamic relationship between the total force exerted on a PEA and the displacement of the PEA, and it resembles a distributed parameter system as the mass of the PEA is not concentrated at certain points [22] . However, if the positioning mechanism attached to the PEA, which is usually much more massive than the PEA, is also taken into account, the resulting overall vibration dynamics will approach that of a lumped parameter system [28] .
Modeling of Piezoelectric Actuators
A large number of PEA models have been developed to mathematically represent the behaviors of PEAs mentioned in Section 2.2, and they can be generally classified into macroscopic models, which models a PEA as a whole, microscopic models, which models a PEA as a combination of a series of ferroelectric domains or discretized cells [21, [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] , and hybrid models, which combines the ideas behind these two categories has also been reported in [40] . Due to the requirement of using finite element methods, which is computationally expensive, to obtain the overall PEA behaviors, microscopic models and hybrid models are not suitable for the use in microand nanopositioning applications. As such, the following discussion only concerns macroscopic models.
The linear electromechanical model reported in [41] is an early example of macroscopic PEA models. But it can represent neither the nonlinear behaviors (hysteresis and creep) nor the linear vibration dynamics in PEAs due to its linear and static nature. To solve this, various submodels have been developed with each representing one or two of the linear/nonlinear behaviors of PEAs mentioned in Section 2.2, and then connected in appropriate manners to form (or used alone as) macroscopic PEA models. These sub-models, the methods of constructing macroscopic PEA models based on such sub-models, and the methods of inverting such sub-models for the use in model-based open-loop feedforward control of PEAs are reviewed as follows.
Hysteresis Sub-Models

Models for the Major Hysteresis Loop
At the early stage, hysteresis models were developed only to represent the major loop in the hysteresis trajectories of PEAs (refer to Figure 1 ). For example, in [42] polynomials were used to represent the major loop. The JilesAtherton hysteresis model, which was initially developed for representing ferromagnetic hysteresis [43] and afterwards adopted for the ferroelectric hysteresis in piezoelectric materials [44] , is also limited to represent the major loop [45] . The inability of such models to represent minor loops in the hysteresis curves of PEAs limits their applications.
Rate-Independent Hysteresis Models
To model both the major loops and the minor loops in the hysteresis of PEAs without concerning the influence of the rate of chance of the input, in other words, to model the rate-independent hysteresis of PEAs, both existing and newly developed rate-independent hysteresis models have been adopted. Among which the Preisach hysteresis model [46] and its modifications [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] , the PrandtlIshlinskii (PI) hysteresis model [25, [59] [60] [61] [62] [63] , and the Maxwell resistive capacitor (MRC) model [64] [65] [66] [67] are among the most widely used. These rate-independent hysteresis models are reviewed as follows.
The Preisach hysteresis model represents the hysteresis by the combined effect of an infinite number of Preisach hysteresis operators , as shown in where is the input and is the output of the hysteretic system [47] . To reduce the computational effort due to the involvement of the double integration, alternative expressions of the Preisach hysteresis model that only involves arithmetic operations have also been derived from Equation (1) and the properties of the Preisach hysteresis operator [68, 69] .
In PI hysteresis models, hysteresis is represented by the combined effect of a finite number of play or backlash operators as shown in Figure 3 . Following this idea, the expression of a PI hysteresis model involving play operators is given as
where   PI f t is the model output; i denotes the index of the play operator; i and i are the weight parameter and the threshold parameter of the i-th play operator, respectively.
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Similar to the PI hysteresis model, the MRC hysteresis model represents the hysteresis by the combined effect of a finite number of elasto-slide elements or operators as shown in Figure 4 [64] . Each elasto-slide element or operator (Figure 4(a)(1) ) is composed of 1) a mass sliding on a surface with a Coulomb friction N  , where  is the friction coefficient and is the normal force between the mass and the surface, and 2) a spring of stiffness with one end connected to the mass whilst 
Rate-Dependent Preisach and PI Hysteresis Models
The rate-independent hysteresis models discussed in Section 3.1.2 are only capable of representing the hysteretic behavior of a PEA in narrow (a few Hz) frequencies bands. In wide band applications where both hysteresis and vibration dynamics are significant, the rate-independent hysteresis models need either to be combined with vibration dynamics models or to be modified into rate-dependent hysteresis models to represent the behaviors of the PEA. In the literature, both the Preisach hysteresis model and the PI hysteresis model have been modified into rate-dependent hysteresis models.
In the rate-dependent Preisach hysteresis models, the Preisach weighting function  ,     are adjusted to account for the input-rate dependency by using rate-dependent multiplicative modifying factors [68, 70] or neural network approaches [69] . In [68] , the rate-dependent multiplicative modifying factor for adjusting   MME is a function of 1) the average voltage input rate between two input extrema and 2) the variation of the voltage between two input extrema. Even though this model can effectively represent the PEA hysteresis up to 800 Hz, it requires the a priori knowledge of the input voltage waveform (at least to the next extremum), and thus being not applicable to conventional situations in which the future input voltage is unknown. To avoid this problem, in [70] a multiplicative modifying factor which depends only on the input-rate or the first derivative of the input voltage is used instead. However, the small differences between the input-rate at the input extrema at different input frequencies limits the model accuracy at higher input frequencies (the model is effective typically below 10 Hz). To achieve better accuracy (error of the model prediction being less than 5% of the maximum displacement of the PEA) in operations involving higher frequencies (~30 Hz), in [69] a neural network with rate-dependent output is used to account for the input-rate dependence of the Preisach weighting function. But the applicable frequency range remains low compared to the resonant frequencies of conventional PEAs (typically over 1 KHz). Similarly, the rate-dependent PI hysteresis models, which are modified from the PI models by modeling the parameters as functions of the input rate, are also limited to represent low frequency (<30 Hz) PEA operations or the error becomes excessively high (over 10% of the peak-to-peak sinusoidal displacement of the PEA) [25, 26] .
So, in conventional applications where the a priori knowledge of the input voltage is not available, the ratedependent Preisach and the rate-dependent PI hysteresis models are both limited to represent PEA operations over frequency bands only slightly wider than the applicable frequency bands of the rate-independent models.
Inverse Preisach and PI Hysteresis Models
Inverse hysteresis models are essential to the modelinversion-based feedforward hysteresis compensation technique for PEAs. The inverses of the two most widely used hysteresis models, i.e. the Preisach hysteresis model and the PI hysteresis model, have been established by employing different methods in the literature. The Preisach hysteresis model cannot be inversed analytically; hence several methods of approximately inverting the Preisach hysteresis model have been developed instead [71] . Such approximate inverting methods can be classified into two categories.
The first category involves directly identifying the Preisach hysteresis model inversely (using the measured plant output as the input to the Preisach hysteresis model while using the plant input as the output to the Preisach hysteresis model) [1, 72, 73] or directly identifying the inverses of some intermediate functions that constitute the alternative expressions of the Preisach hysteresis model and then expressing the inverse Preisach hysteresis model based on them [56, 71] . The advantage of this category of methods is that the computational effort of the inverse Preisach hysteresis model is the same as the Preisach hysteresis model, not more. However, in applications that also require the Preisach hysteresis model in additional to the inverse one, a different parameter identification procedure has to be performed (assume without using iterative methods) since the former can not be analytically derived from the latter, and the two resulting models are not necessarily accurate inversions of each other due to the different model errors introduced in their respective parameter identification procedures.
The second category involves iterative-algorithms-based methods [71] , which find the input to an identified Preisach hysteresis model iteratively until the output of the hysteresis model converges to the desired value. Such methods are developed based on the contraction mapping principle, which are firstly proposed in [74, 75] , and they have been successfully applied to inverse the Preisach hysteresis modeled hysteresis in a magnetostrictive actuator [71] and a PEA [76] . The advantage of such methods is that both the Preisach hysteresis model and the inverse one can be obtained via a single parameter identification procedure and the inversion can be highly accurate. However, the computational effort involved in the iterative-algorithms-based methods is generally much higher than that of calculating the Preisach hysteresis model output since the Preisach hysteresis model output needs to the calculated in each iteration.
The PI hysteresis model, in the contrary, can be inversed analytically, so good accuracy and low computational effort can be achieved simultaneously, making it much easier to implement than the inverse Preisach hysteresis models. The inversion algorithms for PI hysteresis models can be found, for example, in [63] . In [25, 26] the inversion of the rate-dependent PI hysteresis model was also presented. In either case of rate-independent or rate-dependent, the PI hysteresis model inversion algorithms fail if the input frequency is so high that the rounding of the hysteresis loops due to phase lag introduced by other dynamics causes the hysteresis loading and unloading curves to be no longer monotonic. This problem was later solved in [77] by additional mappings to and back from a domain where the inversion of the rate-dependent PI hysteresis model always exists.
Other Hysteresis Models
Other hysteresis models, such as a first-order nonlinear differential equation model [78] and the Bouc-Wen hysteresis model [79] [80] [81] have also been used to model hysteresis in PEAs with promising results [22, [82] [83] [84] . In [85] , a non-linear auto-regressive moving average model with exogenous inputs (NARMAX) was employed to represent the hysteresis of a PEA. In [73] a hysteresis model was developed for PEAs by using a polynomialbased linear mapping strategy. In [86] , a hysteresis model based on a new hysteresis operator, which in turn is based on two hyperbola functions, are developed for PEAs along with its inverse model. Such hysteresis models have not seen wide application mainly due to their high complexity but limited improvements on accuracy as compared to other widely used hysteresis models discussed before.
Creep Sub-Models
Frequently Used Creep Models
The creep response in a PEA has a logarithmic shape over time, so it is sometimes referred to as the Log(t)-type creep, and the nonlinear creep model given by Equation (4) has been used to represent such creep behavior [87, 88] .
where   y t t is the creep model output, 0 is the creep output at 0 after the static input voltage is applied, and y  is a coefficient depending on the input voltage. The dependence of  on the input voltage and the unboundness of such a nonlinear creep model as and pose difficulties in its implementation [19] .
To avoid the problem of unboundness encountered in the nonlinear creep model Equation (4) and to avoid the nonlinearity, a linear creep model was proposed as.
where the creep transfer function is represented by the combined effects of c spring damper systems [1, 88] . Besides, an operator-based linear creep model was also reported in [60] . However, these linear creep models have linear and memory free equilibrium values, whist the actual equilibrium value of the creep effect of PEA exhibits hysteresis nonlinearity [89] .
To further solve the problems encountered in both the nonlinear and linear creep model above, the PI hysteresis model design approach was adopted in [63] to develop an operator-based nonlinear creep model, whose output is a weighted sum of the values of a series of elementary creep operators.
Inverse Creep Models
Similar to the case of inverse hysteresis models, inverse creep models are essential in feedforward creep compensation.
While the analytic inversion of the nonlinear creep model was not mentioned in the literature, a method of feeding a voltage with an inverse Log(t)-type creep itself to a PEA to compensate for the creep in the output displacement was found to be effective [87] . On the other hand, the inversion of the linear creep model (Equation (5), not operator-based) is usually carried out together with the inversion of the vibration dynamics model since they can be combined into a single linear dynamics model. An optimal inversion approach, which minimizes a quadratic cost function representing the weighted sum of the input voltage energy and the output displacement error energy [90] , can be used to inverse the combined vibration dynamics and creep model in [1] . Linear creep models can also be combined with hysteresis models and then inverted, e.g. via iterative methods [88] .
The inversion of the operator-based linear and nonlinear creep models together with other dynamics are reported in [60, 63] , respectively.
Vibration Dynamics Sub-Models
Frequently Used Vibration Dynamics
Sub-Models According to Section 2.2, for the consideration of accuracy, the vibration dynamics of a PEA should be modeled as a distributed linear system for a stand-alone PEA [22] . But for the convenience of practical uses, the vibration dynamics of a PEA and the attached positioning mechanism is often modeled as a whole as a single second-order system, as in [28, 64, 91, 92] , whilst higher order linear dynamical systems are only used in applications requiring higher level of accuracy [1] . Such lumped linear vibration dynamics models of PEAs are usually identified through fitting the measured frequency response of the PEA to that of a specific model structure by using a dynamic signal analyzer [1, 93] . On the other hand, the axiomatic design method has also been used to find a higher order linear system representation of the vibration dynamics of a PEA with an attached positioning mechanism [94, 95] .
Inverse Vibration Dynamics Sub-Models
Inverse vibration dynamics are usually used in open-loop feedforward control of PEAs, especially in the case of controlling piezoelectric tube actuators as in [1] . Methods for inverting the vibration dynamics have been reviewed in Section 3.2.2.
Model Structures
With different sub-models representing hysteresis, creep, and vibration dynamics of PEAs defined, macroscopic PEA models are constructed by connecting such submodels according to certain model structures. There are two categories of model structures for macroscopic PEA models.
In the first category, the behavior of a PEA, when subject to a voltage input and an external loading force, is decoupled into several effects such as rate-independent hysteresis, vibration dynamics, and creep based on physical laws. Such effects are then represented by individual sub-models and such sub-models are connected in various manners to form a comprehensive model of the PEA.
The most well known model structure of PEAs belonging to this category is the electromechanical model proposed in [64] , which is further refined in [22] . Figure  5 shows the schematic representation of this model.
There are 3 effects in Figure 5 , namely 1) the hysteresis, H , between the charge in the PEA, , and the resulting voltage, h ; 2) the electromechanical transducer, , converts the mechanical deformation of the PEA, , into charge, (inverse piezoelectric effect), and converts the voltage, F . Other symbols in Figure 5 include pea , which is the voltage across the PEA, , which is the original length of the PEA, and , which is the capacitance of the PEA. The model can then be expressed as
The hysteresis effect, H , and the vibration dynamics, M , can be modeled by different kinds of sub-models. Specifically, H is usually represented by rate-indepen- dent hysteresis models, e.g. the MRC model was used in [64] whist the first-order nonlinear differential equation model, which was firstly proposed in [78] , was employed in [22] . The vibration dynamics, M , can be modeled by any models discussed in Section 2.1.3. It is noted that the use of this electromechanical model usually requires the measurements of the charge, , in the PEA for model parameter estimation, which is difficult in practice. So this model is usually employed in applications that the relationship between q pea and u p F , which is difficult to identify, can be approximated by a simple function (e.g. an affine function) with an error term as model uncertainties, such as in [91, 92] . Also, creep is usually not considered in this electromechanical model [22, 78] expect being treated as model uncertainties [91, 92] .
Another model structure proposed in [1] models the relationship between pea and u p F by a rate-independent hysteresis model directly, based on a conclusion drawn from the analysis in [64] that the rate-independent hysteresis of a PEA only exists between the input voltage and the resulting internal actuating force. This hysteresis sub-model is then cascaded to a vibration dynamic submodel and a creep sub-model to form the complete model of a PEA, as shown in Figure 6 . Without the involvement of charge measurement for parameter estimation, this model structure is much easier to apply than the electromechanical model. Similar to the case of the electromechanical model, this model structure is highly flexible that each sub-model can be implemented in various ways, e.g. in [1] , the Preisach hysteresis model was used for H and a fourth-order and a third-order linear dynamic systems are used to represent M and the creep effect, c , whist in [63] , a modified PI hysteresis model is used for G H and an operator based model of complex Log(t)-type creep for c . Also, due to the cascading connection between the sub-models, this model structure is very suitable for implementing control schemes with inverse nonlinearity and/or vibration dynamics compensation as in [1, 63, 93, 96, 97] . A similar model structure constructed using a bond-graph representation was also presented in [67] .
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In the second category, the different behaviors of a PEA are not decoupled. In such cases, rate-dependent hysteresis models such as the rate-dependent Preisach hysteresis model, the rate-dependent PI hysteresis model (Section 3.1.3), and the rate-dependent neural-networkbased hysteresis model [98] are used directly as models of the PEA. However, as mentioned in Section 3.1.3, Copyright © 2013 SciRes. MME such models are only accurate over small frequency ranges. And, as can be seen above, creep is usually neglected. These disadvantages seriously limit their usage.
Control of PEAs
Over the years, a number of control schemes have been reported for positioning control of PEAs. Due to the detrimental effects of the nonlinearities (especially hysteresis) of PEAs on positioning control performances in terms of positioning error and stability [19] , the compensation or rejection of such nonlinear effects has been a major consideration in all of these control schemes. In the following, the typical control schemes for PEAs are reviewed.
Open-Loop Control Schemes
Open-loop control schemes are usually employed in applications in which position feedback are difficult to implement due to mechanical constraints, e.g. atomic force microscopes [1] [2] [3] . In such control schemes, inverse model of the PEA to be controlled is found and then cascaded to the PEA. The methods for finding such inverse models have been reviewed in Sections 3. In some of the open-loop control schemes, all three effects in the PEA shown in Figure 6 are compensated for by the inverse model of PEA to achieve best tracking accuracy (as the case in Figure 7 ). For example, in [1, 67] , inverse models of PEA representing hysteresis, vibration dynamics, and creep are used to compensate for these effects; whist in [93] a charge control technique was firstly employed to remove the hysteresis effect and then an inverse model was used to compensate for the linear dynamics.
Other open-loop control schemes only focus on compensating for some of the three effects shown in Figure 6 . For example, in [72, 73, 86, 99] , only hysteresis was compensated for by using the inverses of the Preisach hy- steresis model, a hysteresis model developed by using a polynomial-based linear mapping strategy, a hysteresis model developed based on hyperbola-shaped hysteresis operators, and a hysteresis model developed in [100] , respectively, since hysteresis is the most significant nonlinearity in PEAs. In [90, 101] , creep is also compensated for in additional to hysteresis by using operator-based inverse creep models and inverse PI hysteresis models to achieve better tracking performance. However, due to the negligence of the vibration dynamics in these schemes, their performances are only guaranteed in fixed frequency or narrow band operations unless inverse ratedependent hysteresis models are employed, e.g. the use of inverse rate-dependent PI hysteresis models in [25, 26, 77] . Nonetheless, the applicable frequency ranges (with acceptable tracking error, e.g. <5% of the maximum displacement of the PEA) of the schemes using inverse ratedependent hysteresis models are still relatively small (less than 50 Hz) compared with those also inverting the vibration dynamics (up to a few hundreds of Hz) [1, 25, 77] .
In no load condition the open-loop control schemes have been shown to be highly effective in their applicable frequency ranges [1] .
However, one major disadvantage of the open-loop control schemes is that their positioning performances are highly sensitive to unknown effects such as model errors, external loads, and changes in the dynamics of the PEA. To partially alleviate the problem, reference [65] proposed to use a disturbance-observer-based scheme in addition to the inverse MRC hysteresis model to compensate for the hysteresis and unknown effects simultaneously. Specifically, the estimated disturbance input to the PEA, which has the same effect as the aforementioned unknown effects on the PEA output, is subtracted from pea . However, the effectiveness of this scheme was not examined through experiments. In [102] , the inverse hysteresis model is updated adaptively to account for the unknown effects. However, the influence of the unknown effects on the PEA output, though largely suppressed, can still be clearly observed in the experiment results. As such, the best solution to this problem remains introducing feedback into the control schemes, which is to be discussed in the following sections. 
Feedback
Feedback control schemes as shown in Figure 8 lead to strong suppression of the unknown effects including model errors, external loads, and changes in the dynamics of the PEA on the position control performances, hence they are widely used.
In static or low frequency operations, classical control techniques such as PID control or using multiple integrators for tracking desired displacement profiles are widely used because of their simplicity and capability of elimi- nating steady state errors in such applications [20, 103, 104] . Various PID tuning techniques has been reported in PEA positioning control applications, e.g. by trial and error [20] , by grey relational analysis [105] , using an optimal linear quadratic regulation method [106] , by a semiautomatic tuning technique [107] , and by an automatic tuning technique [108] . However, in broadband operations with large system uncertainties including modeling errors, nonlinearities, external loads, etc., advanced control techniques are required because PID control is limited in bandwidth while dealing with uncertainties [109] .
Among all of such advanced control techniques, sliding mode control has drawn a lot of attention in the recent years. This is due to the fact that sliding mode controllers can completely reject the effects of the so-call matched uncertainties or uncertainties in the input channel of the plant, resulting in strong robustness [110] .
Specifically, in its basic form, the control signal generated by a sliding mode controller can be divided into two parts. The first part is discontinuous, referred to as the switching control, for compensating for the matched uncertainties while driving the plant trajectory to a prescribed geometric entity in the phase space (a space with each dimension corresponding to one state variable in the plant model), referred to as the sliding surface. The second part is continuous, referred to as the equivalent control, for keeping the plant trajectory on the sliding surface after the latter is reached. Since the sliding surface and hence the closed loop system dynamics after reaching the sliding surface can be freely designed, the closedloop system becomes insensitive to the matched uncertainties after the sliding surface is reached [110] . The major problem of implementing the sliding mode control techniques on PEAs is chattering and the need of the knowledge about the bounds of the matched uncertainties for designing the discontinuous control signal [110] , which is to be discussed in more detail in Section 5.2. Based on the model structure shown in Figure 6 , hysteresis and creep in a PEA can be treated as (matched) uncertainties in the input channels of the vibration dynamics sub-model of the PEA (given that a linear creep model is used). As such, a sliding mode controller can be designed using the vibration dynamics sub-model as a nominal model of the PEA, and the effects of hysteresis and creep on the PEA output displacement can be strongly suppressed without knowing the exact expression of the hysteresis sub-model and the creep sub-model, thus largely reducing the efforts involved in hysteresis and creep modeling and compensation [95, [111] [112] [113] [114] . Various modifications of the basic sliding mode control technique have also been reported for controlling PEAs for improved performance. For instance, adaptive methods are combined with sliding mode control to remove the requirement of model parameter estimation or lead to better compensation for the nonlinearities as in [115] [116] [117] . And in [118] the nonlinearities of the positioning mechanism driven by a PEA in additional to those of the PEA itself were considered in sliding mode controller design.
Robust control techniques constitute another branch of widely used advanced control techniques for positioning control of PEAs. They try to find the control law via optimizing an objective function that incorporates the robustness objective, for example, minimizing the H ∞ norm [88, [119] [120] [121] [122] or the H 2 norm [76] of the transfer functions relating the disturbances to the plant output, thus minimizing the effects of the disturbances on the plant output and enhancing robustness. Robust control techniques can be combined with sliding mode control to suppress unmatched uncertainties (which the sliding mode control techniques cannot compensate for), while sliding mode control are considered to be superior in dealing with matched uncertainties because robust control techniques can only minimize the effects of the matched uncertainties on the plant output whilst sliding mode control techniques can completely reject such effects in theory [110] .
Other advanced control techniques such as state feedback [123] , optimal control [109, 124] , adaptive control [125] [126] [127] [128] , and neuron network methods [129] [130] [131] have also been applied to control PEAs.
Inverse sub-models of the nonlinearities of PEA are sometimes inserted between the feedback controller and the controller in Figure 8 to linearize the PEA thus facilitating the use of linear feedback controllers. For example, an inverse Preisach hysteresis model is used to cancel out the hysteresis and then a linear H 2 controller is designed based on the remaining linear dynamics of a PEA in [76] , while an inverse PI hysteresis model and a sliding mode controller are used in [113] .
One problem with the feedback control schemes for PEAs is that the resulting closed-loop systems have low gain margins, which limit the use of high gain controllers. Such low gain margin is largely due to the quick phase loss near the first resonant peak in the frequency response of a PEA [23] . This problem can be alleviated by using a notch filter to reduce the gain around the first resonant peak [20, 132, 133] .
Feedback with Feedforward
Feedforward is sometimes used to augment feedback controllers for nonlinearity compensation. A typical control scheme of this type is shown in Figure 9 . An advantage of this scheme is that the low gain margin problem Figure 9 . A feedback augmented with feedforward control scheme for PEAs [19] .
can be alleviated such that high frequency positioning performances can be improved over the feedback control schemes [124, 134, 135] . Recent researches adopting this scheme can be found, e.g. in [136] a hysteresis compensator based on the inverse Preisach hysteresis model was used as the feedforward controller to compensate for hysteresis whist a PID feedback controller was used to account for other effects, in [137] a inverse nonlinear differential equation hysteresis model was used as the feedforward controller and a PI controller was used as a feedback controller, and in [16] a inverse extended Coleman-Hodgdon model was used as the feedforward controller and a feedback controller designed via loop shaping techniques was employed.
Another control scheme involving feedback and inverse model feedforward is shown in Figure 10 [97, 138] . In this scheme, the feedback controller is a high gain controller used for nonlinear effect suppression such that the closed loop system has linear dynamics. Then a feedforward controller, which is the inverse linear dynamics of the closed loop system, is applied to make the output follow the desired output d . This control scheme can be seen as being evolved from the open-loop control scheme shown in Figure 7 . The rationale behind this scheme is that the accurate modeling and inversion of the nonlinear effects such as hysteresis are complicated whist the inversion of a linear plant is relatively easy to compute [139] . However the low gain margin problem with the feedback loop exists in this scheme [19] . Also, similar to the open-loop control schemes, this scheme is sensitive to the disturbances acting outside the closed-loop system. y y
Disturbance Observer Based Schemes
Recently, a technique call disturbance observer is used for the compensation of hysteresis and other nonlinear/uncertain effects in PEAs. In this scheme, a PEA is modeled as a linear dynamic system , so when subject to the same input voltage   bance to   G s that represents the hysteresis and other nonlinear/uncertain effects. As such, to compensate for hysteresis and other nonlinear/uncertain effects in the PEA, one only needs to subtract d from u pea before u pea being applied to the PEA. A control scheme with such a disturbance observer is shown in Figure 11 . This scheme has been shown to be effective in both step [140] and high frequency tracking (200 Hz sinusoidal) [141] operations. 
Emerging Issues in PEA Modeling and Control
Based on the reviews in the previous sections, some emerging issues regarding the modeling and control of PEAs and PEA-driven positioning stages are discussed in this section.
Modeling Issues
Limitations of Some Existing Hysteresis Models of PEAs
While the modeling of creep and vibration dynamics of PEAs have been relatively well address, the existing models of hysteresis, especially the rate-independent hysteresis models reviewed in Section 3.1.2, still possess issues, as follows. Though being highly effective in representing both the major hysteresis loops and the minor hysteresis loops, it is noted in the literature [40, [53] [54] [55] [56] 58] that the Preisach hysteresis model cannot at the same time represent the initial ascending curve when the PEA is subject to nonnegative voltage inputs. This is due to the fact that the Preisach hysteresis operator has only two saturation values and without a separate initial section that connects the origin to the hysteresis loop (Figure  2(a) ). The PI hysteresis models and the MRC hysteresis model do not suffer from this problem due to the existence of initial sections in their respective hysteresis operator besides the hysteresis loop (Figures 3(a) and  4(a)(2) ). However, to limit the computational effort, the number of hysteresis operators used in PI or MRC hysteresis models in practice is usually very small (typically around 10) compared to the Preisach hysteresis model (infinity). As a result, the PI and MRC models tend to be less accurate than the Preisach hysteresis model in representing the hysteresis loops, especially in the cases of the small minor loops. So, given a tractable amount of computational effort, there is a contradiction between the capability of representing all hysteresis phenomena, including one-sided hysteresis (the PI and MRC hysteresis models), and the accuracy (Preisach hysteresis models) in the existing rate-independent hysteresis models. This remains an issue to be solved in future research.
Applications of Different Actuator Structures
The applications of PEA-driven positioning systems with structures different from the conventional ones (those can be treated as a mass fixed to one end of the PEA) also pose modeling problems. A typical example is the PEAdriven stick-slip actuator shown in Figure 12 , in which an end-effector is supported and guided by a movable platform that is driven by a PEA, and it works as follows. During the course of slow expansion of the PEA, the end-effector moves along with the platform. If the PEA suddenly contracts, the end-effector slides on the platform because the force due to inertia becomes larger than the friction between the end-effector and the movable platform. As a result, the end-effector moves a step, S  , with respect to its original position. Such steps can be accumulated to achieve a theoretically unlimited displacement (actually limited by the size of the moveable platform). The modeling of the dynamics of the endeffector displacement has not been well addressed in the literature. Chang and Li [142] developed a model for the PEA-driven stick-slip actuator without considering the dynamics of the PEA while the friction involved was modeled as Coulomb friction, which is over simplified. By taking into account presliding friction, models were developed and reported in more recent studies on stickslip actuators, e.g. [143] . However, issues including the influence of PEA nonlinearities and the end-effector mass on the performance of the PEA-driven stick-slip actuator remain to be addressed.
Control Issues
Controller Design
As can be seen from Section 4.2, sliding mode control has been one of the most promising techniques for PEA control applications due to their capability to largely suppress hysteresis and creep in practice. However, there are two remaining problems. One problem of implementing the sliding mode control techniques on PEAs is chattering. This is a kind of high frequency vibration in the plant output displacement induced by the discontinuous control signal generated by a sliding mode controller, and it can induce wear, noises, and even resonance and instability in the plant. Chattering is especially severe in plants with fast responses, such as PEAs, because they cannot filter out the high frequency component in the switching control signal. Another problem is that the bounds of the matched uncertainties need to be known for designing the discontinuous control signal, but such bounds are usually difficult to determine in practice while conservatively setting the bounds to large values only leads to more severe chattering [110] . Existing research efforts have been focused on solving the chattering problem. For example, a method referred to as the sliding mode with boundary layer control was developed by approximating the discontinuous control signal with a continuous one, but with the cost of introducing nonzero steady state error, and chattering is still significant if the bounds of the matched uncertainties are large [110] . Higher order sliding surfaces are also used for chattering suppression, such as the integral sliding mode technique in [92, 144] and the PID sliding surface in [115] . However, the second problem remains to be solved.
State Estimation
Many advanced control techniques reviewed in Section 4, such as sliding mode control [114] , require state feedback. Since usually not all of the states of a PEA model are measurable in application, state observers must be used. However, the problem of estimating the states of PEA models has not been well addressed in the literature, as discussed below.
Currently, many kinds of state observers are applicable to PEA control and they can be classified into two categories: non-model-based and model-based. Non-modelbased filters/differentiators, such as the low-pass filter plus ideal differentiator, the α-β filter [145] , the highgain differentiator [146] , the integral-chain differentiator [146] , and the sliding mode differentiator based on the super-twisting algorithm [147] (given that the states needed are the derivatives of the measured plant output), usually generate large phase lags if the desired level of noise suppression is enforced (for the first four aforementioned methods) or excessive chattering in noisy systems (for the last method). Compared to non-modelbased filters/differentiators, model-based observers, e.g., the extended Kalman filter [148] , the unscented Kalman filter [149, 150] , and the high-gain observer [114] , can generate more accurate estimations if the imperfection of the model can be ignored. However, with the presence of uncertainties such as the effects of hysteresis, creep, and external load on a PEA, however, the performances of the model-based observers degrade. For improvement, in the cases that the system uncertainties can be treated as a lumped unknown input to the system model, a kind of model-based observers should be used to estimate the system states even with the presence of the unknown input, which is referred to as unknown input observers (UIOs) in the literature. Many UIOs have been reported in the past three decades, including the full-order UIO [151] , the reduced-order UIO [152] , the UIO designed based on projection operator [153] , and the slidingmode-based observers (SMOs) [110, [153] [154] [155] .
Applications of these UIOs require that the observer matching condition be satisfied [156, 157] , which states that the rank of the product of the output matrix and the unknown input matrix in the state space model of the system must be equal to that of the unknown input matrix [110] . However, existing PEA models, such as the one in [92] , do not meet this condition. Attempts to relax the observer matching condition have been reported [156, 157] , but the resultant UIOs were very complicated. As such, a UIO with a simpler structure and the capability of relaxing the observer matching condition still needs to be developed in future research for the use in PEA tracking control.
Modeling and Control of
Multi-Degree-of-Freedom (Multi-DOF) PEA-Driven Positioning Systems All of the above discussions have been focused on single-DOF PEA-driven positioning systems. However, there are modeling and control issues uniquely related to multi-DOF PEA-driven positioning systems and they are briefly discussed in this section. The multi-DOF PEA-driven positioning systems reported in the literature can be divided in to two categories: series mechanisms and parallel mechanisms. Among which, multi-DOF PEA-driven series mechanisms [16] and the xyz-type parallel mechanisms (translations along x-, y-and z-axis) such as those in [16, [158] [159] [160] can usually be treated as a series of individual 1-DOF PEAdriven mechanisms without significant coupling between the moving axes, as such their modeling and control can be well address with the techniques applied to the single-DOF systems.
The remaining multi-DOF PEA-driven parallel mechanisms whose moving axes are significantly coupled can be further divided into fully-actuated systems, i.e. the number of actuation is the same as the number of DOF [17, 114, [161] [162] [163] [164] [165] [166] [167] , and over-actuated systems, i.e. the number of actuation is the more than the number of DOF [20, 112] .
For the fully-actuated systems, their models are usually established based on the geometric structure of the mechanism and mechanics. Since most of such mechanisms use flexure hinges instead of conventional hinges to avoid friction and backlash [17, 114, 158, [159] [160] [161] [162] [163] [164] [165] [166] , the modeling of the flexure hinges becomes an important part in modeling such mechanisms [114, 160, 166] . Two kinds of workflows can be adopted for modeling the multi-DOF PEA-driven positioning systems. For the first kind of workflows, a kinematic model is firstly constructed based on the geometric structure of the mechanism, and then either a phenomenological [114] or physical [160] dynamic model can be established based on the kinematic model. The second kind of workflows involves direct identification of the dynamic model of the mechanism without establishing the kinematic model [16] .
Many control schemes that have been applied to control single-DOF PEA-driven positioning systems can also be extended to control fully-actuated PEA-driven positioning systems, e.g. PID control [112, 168] , H 2 control [168] , and sliding mode control [112] since such methods can be easily extended to fully-actuated multi-inputmulti-output cases.
Compared to the fully-actuated systems, the overactuated systems have certain advantages in the performance point of view, e.g. singularity elimination, dexterity improvement, and better load carrying ability [169] . However, the over-actuated structure poses difficulties in both modeling and control. Specifically, the PEAs in the mechanism need to cooperate well or excessive internal forces will occur and may damage the mechanism, whilst the involvement of PEA nonlinearities makes such cooperation difficult to model and control. As a result, very few researches on the modeling and control of over-actuated PEA-driven parallel mechanism have been reported compared to its popularity in macro parallel mechanisms. The only example is [112] , in which the modeling and control of a xθ y θ z 3-DOF positioning system driven by 4 PEAs are concerned. Specifically, in [112] each PEA in the mechanism is modeled and controlled individually and uses only the output displacements of the corresponding PEA as feedback, while the inverse kinematic model of the mechanism is used to generate the desired displacement for each PEA according to the desired position of the end-effector. The cross-axis couplings are considered as disturbances. As such, the control problem is transformed into several 1-DOF control problems, which are much simpler. However, in this scheme the actual position of the end-effector is not closed-loopcontrolled, and the requirement of being able to measure the displacement of each PEA in the mechanism limits the generality of this scheme. As such, more general schemes for modeling and controlling over-actuated multi-DOF PEA-driven positioning systems that can relax the aforementioned requirement are still to be developed in the future.
Conclusions
Though possessing fine resolution, high actuating forces, and fast responses, the nonlinear effects make modeling and control of PEAs for the use in micro-and nanopositioning challenging. Researches for solving such problems are abundant, and the resulting typical methods developed are reviewed in this paper, from which some major conclusions can be drawn: 1) the decoupledstructure PEA models have the advantages of being more accurate and flexible as compared to the undecoupled ones; 2) in the decoupled-structure PEA models, the submodels concerning vibration dynamics and creep have been relatively well addressed in the literature; 3) however, among the existing hysteresis sub-models, for a tractable among of computation efforts, a contradiction between the capability of representing all hysteresis phenomena and maintaining model accuracy remains to be solved; 4) among the control schemes reviewed, the sliding mode control is among the most promising ones as applied to PEA positioning since when designed based on the decoupled-structure PEA models, it can completely reject the hysteresis and creep effects in theory; 5) however, there are still issues associated with sliding mode control (chattering) and the corresponding state estimators (the incompatibility between the observer matching condition and the existing PEA models); finally, 6) the modeling and control of some PEA-driven positioning systems with unconventional structures, e.g. PEA-driven stick-slip actuators and over-actuated multi-DOF PEA-driven positioning systems, are largely untouched in the literature, thus remain to be addressed in future research.
