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Abstract
The Bethe ansatz equations of the 1-D Hubbard model under open boundary
conditions are systematically derived by diagonalizing the inhomogeneous trans-
fer matrix of the XXX model with open boundaries. Through the finite-size
correction, we obtain the energy spectrum of the open chain and discuss the ef-
fects of boundary magnetic fields applied only at the edges of the chain. Several
physical implications of the finite-size spectrum are discussed from the view-
point of the boundary conformal field theories (BCFT); the conformal dimension
of the spin excitation is quite sensitive to the boundary magnetic fields, and this
sensitivity can be explained in terms of the pi/2-phase shift of the BCFT. For
several limiting cases such as for the half-filling case, the conformal dimensions
are explicitly calculated.
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1
1 Introduction
In the study of the conformal properties of the critical 2-dimensional classical systems
and 1-dimensional quantum models, the analysis of the finite-size correction of the
energy spectrum has been proved to be very fruitful. [1, 2, 3] The method can be
applied not only to the models under the periodic boundary condition but also to
those of the different boundary conditions. [1] From the viewpoint of the boundary
conformal field theories (BCFT) many important properties of quantum systems under
different boundary conditions have been discussed, such as the Kondo problem and the
impurity effects. [4, 5, 6, 7] They are also discussed by the Bethe ansatz. [8, 9]
Under the open-boundary condition, the finite-size correction of the energy spectrum
consistent with the BCFT has the following expression [1, 10]
E = Le∞ + esur +
πvf
L
(− c
24
+ ∆p) (1.1)
where c, ∆p, vf , L, e∞, and esur are the central charge, the conformal dimension, the
Fermi velocity, the system size, the ground-state energy density of the infinite system,
and the surface energy, respectively.
The 1-dimensional Hubbard model is one of the most important solvable models
in condensed matter physics. It describes interacting electrons on the 1-dimensional
lattice. The low-excitation spectrum depends on the parameters of the model such as
the Coulomb repulsion U , the band-width t, the chemical potential µ, and the magnetic
field h [11, 12, 13]; for instance, the model describes the metal-insulater transition at
the half-filling band where the charge excitation has the gap. [11]
In this paper, we derive exact solutions of the Hubbard model under general open-
boundary conditions, diagonalizing the Hamiltonian partially by the algebraic Bethe
ansatz of the open-boundary XXX model. Applying the method of the finite-size
correction we obtain the low-excitation spectrum of the open Hubbard Hamiltonian
for several regions of the model-parameters. We find that the finite-size spectrum and
related critical exponents are different from those of the periodic boundary condition.
[3, 14, 15] From the viewpoint of the BCFT, we derive several physical consequences of
the low-energy spectrum, such as the π/2-phase shift due to the magnetic impurity at
the boundary, the Fermi-edge singularity in the X ray absorption spectrum, and a two-
impurity problem, etc. It should be remarked that the effect of boundary conditions is
closely related to the impurity effect. [7] Thus, we study exactly some aspects of the
boundary or impurity effect in strongly correlated electrons in 1D.
There are several motivations for the study of the present paper. The effect of
boundary conditions in 1 dim. interacting electrons should be important in condensed
matter physics, in particular, in the mesoscopic systems such as the quantum wire.
We note that the low-energy properties of 1D electrons are often described by the
2
Tomonaga-Luttinger liquid. In fact, there are strong motivations for the study of the
impurity effect in 1D electrons or the Tomonaga-Luttinger liquid. [16, 17, 6, 7] With
respect to the electron interaction, however, it seems that it has been investigated
only through some perturbative arguments. Thus it is interesting to discuss the effect
of boundary conditions by studying the exactly solvable models in 1D with the bulk
electron interaction.
From the viewpoint of the BCFT, the Bethe ansatz study of the Hubbard model
under the general open-boundary conditions could also be interesting. The Kondo
problem has been discussed [4] by mapping the 3-D Hamiltonian into the effective 1-D
system where the Coulomb interaction is active only at the boundary. For the open-
boundary Hubbard model in 1D, the spectrum should depend on both the boundary
condition and the bulk interaction among electrons. From the standard BCFT ap-
proach it would not be easy to make an exact connection of the model-paramaters to
the spectrum so that we can see how the spectrum should depend on the bulk inter-
action among electrons. From the Bethe ansatz solutions, however, we can derive a
precise connection of the parameters to the low-excitation spectrum. Then we shall
see that the expressions of the spectra derived by the Bethe ansatz are very close to
those expected by the BCFT.
Let us now discuss how to diagonalize the Hamiltonin of the 1-D Hubbard model
under the general open-boundary conditions. After Sklyanin’s pioneering work on
the reflection equations [18], there have been many works on integrable models under
open-boundary conditions. Making use of the knowledge accumulated in the progress
we can study integrable models under general boundary conditions; the Bethe ansatz
equations and the eigenvalues of the transfer matrix under the most general conditions
can be systematically derived through the algebraic Bethe ansatz method based on the
reflection equations. For the open-boundary Hubbard model, the expressions of the
Bethe ansatz equations can be derived from the reflection equations of the XXZ model.
For the 1-D Hubbard model, we introduce the Hamiltonian under the general open-
boundary conditions in the following
H = −t
L−1∑
j=1
∑
σ=↑,↓
(
c†jσcj+1σ + c
†
j+1σcjσ
)
+ U
L∑
j=1
nj↑nj↓ + µ
L∑
j=1
(nj↑ + nj↓)
−h
2
L∑
j=1
(nj↑ − nj↓) +
∑
σ=↑,↓
(p1σn1σ + pLσnLσ)
(1.2)
where p1σ and pLσ (for σ =↑, ↓) are the free parameters describing the boundary ex-
ternal fields. We find that the system is integrable under the condition p1↑ = ±p1↓ and
pL↑ = ±pL↓, i.e., there are four kinds of boundary conditions which are consistent with
the integrability. In fact, for the special case of p1↑ = p1↓ = pL↑ = pL↓ = p, the solution
of the model was discussed in [19] and [20]. Hereafter we shall assume t = 1.
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The content of the paper is given in the following. In §2 we shall derive the Bethe
ansatz equations for the Hamiltonian (1.2) in two steps; we first diagonalize the particle
degrees of freedom (“charge part”) of the Hamiltonian by the coordinate Bethe ansatz
method and then the spin degrees of freedom (“spin part”) by the algebraic Bethe
ansatz method of the inhomogeneous XXZ model under the open boundary condition,
which is based on the reflection equations. In §3 we calculate the finite-size corrections
of the energy spectrum of the model under the general boundary terms. In §4 we discuss
the spectrum from the viewpoint of BCFT. The conformal dimensions of charge and
spin excitations are calculated for the different boundary cases. We show that under
zero magnetic field (h = 0) the conformal dimension of the spin sector takes distinct
values for the different cases of the boundary magnetic fields. We derive some physical
implications of the finite-size spectrum from the BCFT viewpoint. In particular, the
boundary magnetic fields can be considered as some magnetic impurities of the π/2-
phase shift. We discuss the Fermi-edge singularity and a two-impurity problem, and
then the finite-size spectrum under a strong magnetic field. In §5 we calculate the
conformal dimensions of the spin excitation for the half-filling case and under the
nonzero uniform magnetic field. They depend on both the magnetic field and the
boundary magnetic fields. In §6 we give some concluding remarks.
2 Derivation of the Bethe ansatz equations
We shall briefly derive the Bethe ansatz equations for the Hubbard model with open
boundaries. The eigenstate with N electrons andM down-spin electrons can be written
as
ΨNM =
∑
f(x1, · · · , xN)c†x1σ1 · · · c†xNσN |vac〉 (2.1)
Here, the xj denotes the position of electrons, σj the spin direction. We note that
the wave function f also depends on the spin variables {σ1, . . . , σN}. For notational
simplicity, we do not write it explicitly. In the region xq1 ≤ · · · ≤ xqN , the wave
function f takes the form
f(x1, · · · , xN) =
∑
P
ǫPAσq1 ,···,σqN (kp1, · · · , kpN ) exp{i
N∑
j=1
kpjxqj}θ(xq1 ≤ xq2 · · · ≤ xqN )
(2.2)
where the Q runs over SN , the permutation group of N particles, and P over all the
permutations and the ways of negations of k′s. There are N !× 2N possibilities for P ,
while N ! for Q. We recall that ǫP denotes the sign of P . If the permutation is even,
P makes ǫP = −1 for odd number of k’s negative and ǫP = 1 for even number of k’s
negative. The amplitudes satisfy (see Appendix A)
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Aσ1,···,σN (kp1, · · · , kpN ) =
∑
σ
′
1
,···,σ
′
N
{U(kp1)X1ˆ2X1ˆ3 · · ·X1ˆNV (kp1)
XN1 · · ·X21}σ1,···,σNσ′
1
,···,σ
′
N
Aσ′
1
,···,σ
′
N
(kp1, · · · , kpN ), (2.3)
where
Xij =
iU/2
sin kpi − sin kpj + iU/2
Pσiσj +
sin kpi − sin kpj
sin kpi − sin kpj + iU/2
I,
Xiˆj =
iU/2
− sin kpi − sin kpj + iU/2
Pσiσj +
− sin kpi − sin kpj
− sin kpi − sin kpj + iU/2
I,
U(kpj) = diag.
(
α↑(k)
α↑(−k) ,
α↓(k)
α1↓(−k)
)
,
V (kpj) = diag.
(
β↑(k)
β↑(−k) ,
β↓(k)
β↓(−k)
)
. (2.4)
Here P σiσj denotes the permutation operator acting on the spin variables σi’s. The
symbols ασ(k), βσ(k) are given by equation (A.4).
Let us diagonalize the equation (2.3). We want to determine the matrices U ’s and
V ’s so that the system is integrable, i.e., the equation (2.3) can be diagonalized for
arbitrary sets of values of k’s. The key observation is that the form of the equation (2.3)
is similar to that of the transfer matrix of the inhomogeneous XXX model under the
open boundary condition which was discussed by Sklyanin [18]. Applying the results
given by Sklyanin, we obtain the final results (see Appendix A)
E = Nµ − 1
2
h(N − 2M)− 2
N∑
j=1
cos kj (2.5)
where the parameters kj are given by
(e−ikjp1↑ + 1)(e
ikj + pL↑)
(eikjp1↑ + 1)(e−ikj + pL↑)
ei2kjL
=
M∏
m=1
(sin kj − vm + iU/4)(sin kj + vm + iU/4)
(sin kj − vm − iU/4)(sin kj + vm − iU/4) , (2.6)
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(ζ+ − vm − iU/4)(ζ− − vm − iU/4)
(ζ+ + vm − iU/4)(ζ− + vm − iU/4)
M∏
n 6=m
(vm − vn + iU/2)(vm + vn + iU/2)
(vm − vn − iU/2)(vm + vn − iU/2)
=
N∏
j=1
(vm − sin kj + iU/4)(vm + sin kj + iU/4)
(vm − sin kj − iU/4)(vm + sin kj − iU/4) .
(2.7)
where
ζ+ =


∞ for p1↑ = p1↓
−1− p
2
1↑
2ip1↑
for p1↑ = −p1↓
, ζ− =


∞ for pL↑ = pL↓
−1 − p
2
L↑
2ipL↑
for pL↑ = −pL↓
(2.8)
We give a remark. It has been shown in Ref. [21] that for the δ-interaction problem
in 1-dimension under the periodic boundary condition, the Bethe ansatz equations [22]
for the N -particle system can be recovered from those of the inhomogeneous 6 vertex
model and by using the expression of the eigenvalues of the inhomogeneous transfer
matrix. 1
From equation (2.8), we see that the system is integrable under the conditions
p1σ = ±p1−σ and pLσ = ±pL−σ. We should recall that if the boundary condition is
p1↑ = p1↓ = pL↑ = pL↓ = p and h = 0, the Bethe ansatz equations and the energy are
reduced to those in reference [20]. In Ref. [19] the Bethe ansatz equations of the 1D
Hubbard model under open-boundary condition are discussed for the case of the zero
boundary- chemical potential (p1↑ = p1↓ = pL↑ = pL↓ = 0). We note that the derivation
of Bethe ansatz equations and the energy spectrum for the general boundary conditions
is not trivial.
3 Finite-size correction of the energy spectrum
Let us discuss the low-excitation spectrum of the open-boundary Hubbard model under
the most general boundary conditions; to the Hamiltonian (1.2) under the four different
open-boundary conditions we apply the method of the finite-size correction. For the
periodic boundary condition it was discussed in Ref. [3]. We shall see, however, that
the spectrum of the open-boundary case has several different points from that of the
periodic one. The results in this section also generalize Ref. [20], so that we can discuss
the boundary effects from the viewpoint of the boundary conformal field theories, as
we shall see in §4.
We first take the logarithm of the Bethe ansatz equations (2.6) and (2.7). Then we
1We would like to thank Prof. Y. Akutsu for his comment on the Ref. [21]
6
have
2Lkj = 2πIj − φ(kj)− ψ(kj)
−
M∑
m=1
(
2 tan−1(
sin kj − vm
U/4
) + 2 tan−1(
sin kj + vm
U/4
)
)
(Ij ∈ Z)
0 = 2πJm − Γ+(vm)− Γ−(vm)
−
N∑
j=1
(
2 tan−1(
vm − sin kj
U/4
) + 2 tan−1(
vm + sin kj
U/4
)
)
(Jm ∈ Z)
+
M∑
n 6=m
(
2 tan−1(
vm − vn
U/2
) + 2 tan−1(
vm + vn
U/2
)
)
(3.1)
where Ij and Jm are integers and
φ(kj) =
1
i
log
1 + p1↑e
−ikj
1 + p1↑eikj
ψ(kj) =
1
i
log
pL↑ + e
ikj
pL↑ + e−ikj
Γ±(v) =
1
i
log
U/4 + i(ζ± − v)
U/4 + i(ζ± + v)
. (3.2)
It should be emphasized that for Ij and Jm there is no such selection rule as in the
periodic case.
Let ρL denote the vector (ρ
c
L, ρ
s
L)
T , where ρcL and ρ
s
L are the derivatives of ZL(k)
and ZL(v), respectively. After taking the thermodynamic limit, we can derive a set of
functional equations for the densities of the rapidities (see Appendix B)
ρL(k.v) = ρ
0(k, v) +
1
L
τ 0(k, v) +
σ01(k, v)
24L2ρcL(k
+)
+
σ02(k, v)
24L2ρsL(v
+)
+K(k, v, |k′, v′)ρL(k′.v′)
(3.3)
where K is the matrix operator (B.12) and ρ0, τ 0,σ01 and σ
0
2 are the densities defined
in (B.14). The solution of the equation (3.3) is given by
ρL(k.v) = ρ(k, v) +
1
L
τ (k, v) +
σ1(k, v)
24L2ρcL(k
+)
+
σ2(k, v)
24L2ρsL(v
+)
. (3.4)
We introduce the following notation
(a,b) ≡
∫ k+
−k+
ac(k)bc(k)dk +
∫ v+
−v+
as(v)bs(v)dv (3.5)
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Then the energy density eL of the finite system is given by
eL(k
+, v+) =
E
L
= (e0,ρL) (3.6)
where
e0 = (µs − cos k, hs)T
µs = µ/2− h/4, hs = h/2. (3.7)
From the solution (3.4) we have
eL(k
+, v+) = e∞(k
+, v+) +
1
L
esur(k
+, v+)− 1
24L2
(ǫ1(k
+, v+) + ǫ2(k
+, v+)) (3.8)
where the bulk energy density e∞ of the infinite system, the surface energy esur, ǫ1 and
ǫ2 are given by
e∞(k
+, v+) = (e0,ρ), esur(k
+, v+) = [1− µs − hs + (e0, τ )],
ǫ1(k
+, v+) =
1
ρcL(k
+)
[2 sin k+ − (e0,σ1)],
ǫ2(k
+, v+) = − 1
ρsL(v
+)
(e0,σ2). (3.9)
Let us consider the ground state of the infinite system. We denote by k0 and v0 the
Fermi surfaces of the charge and spin rapidities, respectively. (See also Appendix B.)
Let us denote by nc and ns the number density of all electrons and that of down-spin
electrons, respectively: nc = N/L and ns = M/L. In the ground state of the infinite
system they are related to the Fermi surfaces by
nc0 = lim
L→∞
N
L
=
1
2
∫ k0
−k0
ρc(k)dk, ns0 = lim
L→∞
M
L
=
1
2
∫ v0
−v0
ρs(v)dv (3.10)
Then, the changes of the variables N and M from the ground state are defined by
∆N = N − Lnc0, ∆M = M − Lns0. (3.11)
We note that ∆N and ∆M also depend on certain commensurate conditions for N , M
and L, as discussed in Ref. [3]. Thus, for the low-excited states due to the shift of N
or M , the finite-size correction is given by
eL(N,M) = e∞(k
0, v0) +
1
L
esur(k
0, v0)
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+
ǫ1
L2
{ [(∆N + 1/2−Bc)ξ22 − (∆M + 1/2− Bs)ξ21]
2
2 det2 ξ
− 1
24
}
+
ǫ2
L2
{ [(∆M + 1/2− Bs)ξ11 − (∆N + 1/2− Bc)ξ12]
2
2 det2 ξ
− 1
24
}
where
Bc =
1
2
∫ k0
−k0
τ c(k)dk
Bs =
1
2
∫ v0
−v0
τ s(v)dv. (3.12)
Here we have used the dressed charge matrix ξ = ξ(k = k0, v = v0) [3] defined by
ξ(k, v) = 1 +KT (k, v|k′, v′)ξ(k′, v′), (3.13)
where the matrix opertor KT is given in (B.13) in Appendix B.
We now consider the particle-hole excitation. The particle and hole excitations
near the Fermi surfaces can be characterized by the quantum numbers Ip and Ih for
the charge sector, and Jp and Jh for the spin sector. [3]
ZcL(kp) =
Ip
L
, ZcL(kh) =
Ih
L
ZsL(vp) =
Jp
L
, ZsL(vh) =
Jh
L
(3.14)
The presence of these kinds of excitations modifies ρL by −σ1(k, v)(kp − kh)/L and
−σ2(k, v)(vp − vh)/L). The energy contributions of the particle-hole pairs of the spin
and charge sectors are given by ǫ1(k
+, v+)(Ipj − Ihj)/L and ǫ2(k+, v+)(Jpm − Jhm)/L,
respectively. The “momenta” of the excitations are considered as π(Ipj − Ihj)/L and
π(Jpm − Jhm)/L, respectively. Therefore, the Fermi velocities are defined by vcF =
ǫ1(k
0, v0)/π and vsF = ǫ2(k
0, v0)/π. Thus, we obtain the complete form of the finite-
size correction of the energy
eL(N,M) = e∞(k
0, v0) +
1
L
[1− µs − hs + (e0, τ )]
+
πvcF
L2
{ [(∆N + 1/2− Bc)ξ22 − (∆M + 1/2− Bs)ξ21]
2
2 det2 ξ
− 1
24
+N cph}
+
πvsF
L2
{ [(∆M + 1/2− Bs)ξ11 − (∆N + 1/2− Bc)ξ12]
2
2 det2 ξ
− 1
24
+N sph}
(3.15)
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where
N cph =
∑
j
Ipj − Ihj N sph =
∑
m
Jpm − Jhm.
Let us compare the energy spectrum (3.15) of the open-boundary case with that of
the periodic case. We consider the energy of the 1D Hubbard Hamiltonian under the
periodic boundary condition with L sites, where Nc and Ns are the number of total
electrons and that of down spins, respectively. The finite-size correction of the periodic
case, the eq. (2.44) in Ref.[3], is given in the following.
Eperiodic = Leperiodic∞
+
2πvc
L
{
[ξ22(Nc − νcL)− ξ21(Ns − νsL)]2
4(detξ)2
+ (ξ11Dc + ξ12Ds)
2 − 1
12
+N cph
}
+
2πvs
L
{
[(ξ12(Nc − νcL)− ξ11(Ns − νsL)]2
4(detξ)2
+ (ξ21Dc + ξ22Ds)
2 − 1
12
+N sph
}
.
(3.16)
Here 2Dc and 2Ds are the momenta of state in units of the Fermi momenta, and νc and
νs are the number densities of total electraons and down-spin electrons, respectively,
which are defined for the infinite system. They satisfy the selection rules
Dc = (∆Nc +∆Ns)/2 (mod1), Ds = ∆Nc/2 (mod1). (3.17)
From the comparison of the open boundary case with the periodic one, we observe the
following properties of the energy spectrum under the open-boundary conditions: (i)
there is no particle moving from the left Fermi surface to the right one (no Dc or Ds for
the open case); (ii) there are no selection rules; (iii) the factors 1/2−Bc and 1/2−Bs
give nontrivial contributions due to the boundary conditions.
In the open-boundary case (3.15), the terms 1/2−Bc and 1/2−Bs are not integer-
values, in general. Bc and Bs can change continuously with respect to the boundary
fields p1↑ and pL↑ together with the Fermi surfaces k
0 and v0 through the relations (3.12)
and the integral equations. Thus, the O(1/L2)-corrections of the spectrum of the open-
boundary Hubbard model under the boundary fields are quite different from those of
the periodic-boundary condition. We shall disucss some physical interepretations of
the spectrum and the conformal dimensions for several interesting cases in §4 and §5.
4 BCFT interpretations for the band less than half-
filling
We shall discuss several physical implications of the energy spectrum of the open-
boundary Hubbard model from the viewpoint of the boundary conformal field theories
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(BCFT). We consider the case of the band which is less than half-filling in §4, and the
case at the half-filling in §5.
4.1 BCFT spectrum with the phase shift
Let us consider the spectrum (3.15) of the open-boundary Hubbard model from the
viewpoint of BCFT. The finite-size correction (3.15) can be expressed as follows
E = Le∞ + esur +
πvcF
L
(
− 1
24
+ ∆c
)
+
πvsF
L
(
− 1
24
+ ∆s
)
+ o(
1
L
) (4.1)
where ∆c and ∆s are given by
∆c =
1
2
(
(∆N + 1/2− Bc)ξ22 − (∆M + 1/2− Bs)ξ21
2 det ξ
)2
+N cph
∆s =
1
2
(
(∆M + 1/2− Bs)ξ11 − (∆N + 1/2− Bc)ξ12
2 det ξ
)2
+N sph. (4.2)
We see that the O(1/L)-terms of the spectrum of the open-boundary Hubbard model
are very similar to the sum of the conformal dimensions of two chiral conformal field
theories with c = 1. The fact that the spectrum (4.1) is expressed only with the chiral
components is consistent with the standard finite-size spectrum [1] of the boundary
conformal field theories.
The BCFT viewpoint also makes clear the difference between the open-boundary
spectrum (3.15) and the periodic one. In Refs. [14, 15] the finite-size spectrum of
Hubbard model under the periodic-boundary condition is discussed from the CFTs with
c = 1, and it is expressed in terms of the sum of the chiral and antichiral components
of the conformal dimensions.
Eperiodic = Leperiodic∞ +
2πvcF
L
(
− 1
12
+ ∆c + ∆¯c
)
+
2πvsF
L
(
− 1
12
+ ∆s + ∆¯s
)
+ o(
1
L
),
(4.3)
where the symbols ∆ and ∆¯ denote the chiral and antichiral components of the con-
formal dimensions, respectively.
Let us consider the terms Bc and Bs in (3.15) or (4.2). We may regard them as a
certain ‘phase shifts’. [7] For an illustration, we calculate the spectrum of a bosonic
open-string with length π under the Dirichlet boundary condition. [23] Let us introduce
the action S by
S =
∫ ∞
−∞
dt
∫ pi
0
dσ
1
2π


(
∂ϕ
∂t
)2
−
(
∂ϕ
∂σ
)2
 (4.4)
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From the canonical quantization we have
ϕ(σ, t) = wσ +
∑
m6=0
1
n
αm sinmσe
−int (4.5)
where the boson operators {αm} have the commutation relations [αm, αn] = mδm+n,0.
Let us consider the “compactification” of the open string with radius R. Since the
string is fixed at the boundaries, it may have a phase shift δ:
ϕ(π, t) = ϕ(0, t) + 2δR (mod 2πR) (4.6)
Therefore the zero-mode w is given by
w = 2R
(
Nˆ +
δ
π
)
(4.7)
where Nˆ is an integer. We note that the variable δ can also be considered as the phase
shift due to the scattering at a boundary. The Hamiltonian of the open string is given
by
Hˆ =
1
2π
∫ pi
0


(
∂ϕ
∂t
)2
+
(
∂ϕ
∂σ
)2

=
w2
2
+
1
2
∑
m6=0
αmα−m
=
1
2
(2R)2
(
Nˆ +
δ
π
)2
+
∞∑
m=1
α−mαm − 1
24
(4.8)
Thus, the spectrum of the bosonic open-string under the Dirichlet boundary condition
is described by the chiral CFT with c = 1 and the phase shift δ. The conformal
dimension ∆ is given by
∆ =
1
2
(2R)2
(
Nˆ +
δ
π
)2
+
∞∑
m=1
mnm (4.9)
where nm is the excitation number of the mode αm.
We consider that the spectrum (4.1) of the open-boundary Hubbard model can be
described by the two chiral conformal field theories of c = 1 with boundaries. Applying
the spectrum (4.8) and the conformal dimension (4.9) of the open string to the finite-
size correction (3.15) and (4.2) we shall derive a number of physical interpretations, in
later sections.
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We now introduce some symbols so that we express the four different open-boundary
conditions explicitly.
α1 denotes that p1↑ = +p1↓ or p1↑ = −p1↓ = ±∞,
β1 denotes that p1↑ = −p1↓ 6= 0,±∞,
αL denotes that pL↑ = +pL↓ or pL↑ = −pL↓ = ±∞,
βL denotes that pL↑ = −pL↓ 6= 0,±∞. (4.10)
The four cases of the open-boundary conditions are expressed as α1αL, β1αL, α1βL,
and β1βL. We also define the following symbols
b1 = U/4 + (p1↑ − p−11↑ )/2, bL = U/4 + (pL↑ − p−1L↑ )/2 (4.11)
We introduce the step function s(x) in the follwoing: s(x) = 1 for x > 0, and s(x) = −1
for x < 0.
4.2 Conformal dimensions under zero magnetic field: h = 0
Let us consider the integral equations for the dressed charge. Under zero magnetic field,
there is no magnetization in the ground state of the infinite system. The parameter
v0 is given by ∞, and the set of the integral equations reduces to scalar ones by using
the Fourier transformation. Through the Wiener-Hopf method [3] the dressed charge
matrix is given by
ξ =
(
ξ11 ξ12
ξ21 ξ22
)
=
(
ξ(k0) ξ(k0)/2
0 1/
√
2
)
(4.12)
where
ξ(k) = 1 +
1
2
∫ k0
−k0
ξ(k′)K¯(sin(k)− sin(k′)) cos(k′)dk′
K¯(x) =
1
2
∫ ∞
−∞
dω
eiωx
1 + e|ω|U/2
(4.13)
Thus, the conformal dimensions (4.2) of the spectrum (4.1) of the open-boundary
Hubbard model are written in the following
∆c =
1
2ξ2
(∆N + 1/2− Bc)2 +N cph (4.14)
∆s =
1
4
(2∆M −∆N + (1/2 +Bc − 2Bs))2 +N sph (4.15)
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where
1
2
−Bc = 1
2
− 1
2
∫ k0
−k0
τ c(v)dv (4.16)
and
1
2
+Bc − 2Bs = 1
2
×


0 α1αL
s(b1) β1αL
s(bL) α1βL
s(b1) + s(bL) β1βL
(4.17)
Here we recall that s(x) denotes the step function, and also that bj = U/4−(p−1j↑ −pj↑)/2
for j = 1 and L.
Let us define Rc, Rs, δc and δs by the following
2Rc =
1
ξ
, δc = π
(
1
2
− Bc
)
, (4.18)
2Rs =
1√
2
, δs = π
(
1
2
+Bc − 2Bs
)
. (4.19)
Then the expressions of the dimensions (4.14) and (4.15) are consistent with that of
the conformal dimensions (4.9). Thus we conclude that the charge and spin excitations
of the open-boundary Hubbard model under zero magnetic field can be described by
the boundary CFTs with c = 1, where the radii Rc, Rs and the phase shifts δc, δs are
given by (4.18) and (4.19). Here we observe the following facts: (i) the parameter ξ
can be changed continuously with respect to the filling factor nc0; (ii) the value of the
dimension ∆s is given by an integer multiplied by 1/4 (∆s ∈ Z/4). The latter reminds
us the conformal dimensions of the affine SU(2) with level 1. We may consider that
the facts (i) and (ii) reflect U(1) and SU(2) symmetries, respectively.
In [20] the spectrum of the open-boundary Hubbard model is discussed from the
viewpoint of the shifted U(1) Kac-Moody algebra [24] for the special case of the bound-
ary condition α1αL. In the shifted U(1) Kac-Moody algebra, the spectrum also has an
“shift”. Thus the CFT interpretation in [20, 25] is different from that of the present
paper.
4.3 π/2-phase shift due to magnetic impurity at the bound-
aries
We discuss the conformal dimensions ∆s of the spin excitations under zero magnetic
field from the viewpoint of the impurity scattering with π/2-phase shift. In Table 1 the
values of the zero-mode part of ∆s (4.15) are shown for the 3 × 3 different boundary
conditions.
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∆s α1
β1
b1 > 0 b1 < 0
αL
1
4
(2∆M −∆N)2 1
4
(2∆M −∆N − 1/2)2 1
4
(2∆M −∆N + 1/2)2
βL bL > 0
1
4
(2∆M −∆N − 1/2)2 1
4
(2∆M −∆N − 1)2 1
4
(2∆M −∆N)2
bL < 0
1
4
(2∆M −∆N + 1/2)2 1
4
(2∆M −∆N)2 1
4
(2∆M −∆N + 1)2
Table I
Here we recall
b1 = U/4 + (p1↑ − p−11↑ )/2, bL = U/4 + (pL↑ − p−1L↑)/2.
From Table 1 we see that the conformal dimension ∆s is quite sensitive to the
change of the boundary magnetic fields p1↑ and pL↑; it takes quantized values of some
integral multiple of 1/4 (∆s ∈ Z/4) and it takes different values under the different
boundary conditions. For an illustration we consider the case when the boundary
chemical potentials are given by zero or infinitesimally small. This corresponds to the
boundary condition denoted by α1αL where there is no phase shift: δs = 0. If we add
a very small boundary magnetic field p1↑ at the site 1 and keep the boundary chemical
potential at the site L unchanged, the new boundary condition corresponds to the case
of β1αL with b1 < 0. Then the phase shift δs becomes π/2, which is distinct from 0.
Furthermore, the change is quantized.
The π/2-phase shift of the spin excitation is quite similar to that of the electron
scattering at a certain magnetic impurity such as in the Kondo problem, where the π/2-
phase shift corresponds to the unitarity limit of the scattering. [26] We may consider
that under the boundary magnetic fields, the boundary sites 1 and L play the role of
the magnetic impurity for the open-boundary Hubbard model.
From the viewpoint of the scattering at the magnetic impurity we can explain the
result in Table I. For the case of α1αL there is no boundary magnetic fields and the
phase-shift δs of the spin sector is given by 0. For the cases of α1βL or β1αL, there is
a magnetic impurity at one of the sites 1 or L and the phase-shift is given by ±π/2.
For the cases of β1(b1 > 0)βL(bL < 0) and β1(b1 < 0)βL(bL > 0), the phase-shifts from
the two impurities at the boundaries have different signs and they cancel each other
out. Thus the total phase shift is given by 0. For the cases of β1(b1 > 0)βL(bL > 0)
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and β1(b1 < 0)βL(bL < 0), the phase-shifts from the two boundary magnetic impurities
have the same sign and the total phase shift is given by ±π.
The phase shift δs depends on the Coulomb interaction among the band electrons
for the finite-size spectrum of the open-boundary Hubbard model. The parameter b1 (
bL ) depends on both the Coulomb coulpling constant U and the boundary magnetic
field p1↑ (pL↑), and the sign of b1 ( bL ) can be changed by controlling U . For the
Kondo problem, the π/2 phase-shift is related to the boundary operator with the
scaling dimension 1/4. [27, 5, 7] However, the phase shift does not depend on the
Coulomb interaction among electrons.
There are some models for the impurity scattering of electrons. We first note
that for the Kondo model there is no Coulomb interaction among the electrons. For
the Anderson model, the electrons have the Coulomb repulsion only on the impurity
site; there is no Coulomb interaction among the band electrons of the Anderson model,
whose wave functions are given by plane waves. For the Wolff model, the band electrons
interact through the Coulomb repulsion not only on the impurity site but also on each
site of the lattice such as in the Hubbard model. [28, 29, 30] Thus we consider that
the impurity effect of the open-boundary Hubbard model may have some properties
in common with that of the Wolff model. Unfortunately, however, no exact solution
is known for the Wolff model. It will be an interesting problem if we can discuss the
magnetic properties of the Wolff model from some exact results of the 1D Hubbard
model under the open boundary conditions.
4.4 Fermi-edge singularity due to the boundary impurity
We discuss the spectrum (4.1) of the open-boundary Hubbard model from the viewpoint
of the Fermi-edge singularity of the X-ray spectrum. [7, 31] For simplicity, we consider
the case of zero magnetic field. We assume that the boundary sites play the role of the
impurity atoms. Let us introduce the following operator
HB =
∑
σ
p1σc
†
1σc1σb1σb
†
1σ +
∑
σ
pLσc
†
LσcLσbLσb
†
Lσ. (4.20)
Here the operators b1 and bL annihilate the ionic deep core electrons of the boundary
“atoms”. [7, 31] The operators can be considered as the creation opertors of the holes
at the boundary sites. The dimension of the operator b (and bψ†) is closely related
to the singularity in the X-ray absorption probability. [7, 31] We denote by H′ the
Hamiltonian which is derived from the open-boundary Hubbard Hamiltonian (1.2) by
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replacing the boundary terms with HB
H = −
L−1∑
j=1
∑
σ=↑,↓
(
c†jσcj+1σ + c
†
j+1σcjσ
)
+ U
L∑
j=1
nj↑nj↓ + µ
L∑
j=1
(nj↑ + nj↓)
−h
2
L∑
j=1
(nj↑ − nj↓) +HB
(4.21)
The spectrum of (4.21) can be derived from that of the open-boundary Hubbard model
(1.2).
Let us discuss the one-impurity effect of the boundary chemical potential. We
consider the case when p1σ = p and pLσ = 0 for σ =↑, ↓, or the case when p1σ = 0 and
pLσ = p for σ =↑, ↓. Furthermore, we assume that the boundary chemical potential is
very small. Then from the integral equation of τ , for small boundary chemical potential
( |p| → 0 ), we find
Bpc = B
0
c +
∞∑
n=1
(−1)npnan,
B0c =
1
2
∫ k0
−k0
a(k)dk,
an =
1
2
∫ k0
−k0
an(k)dk, n ≥ 1,
(4.22)
where
an(k) =
cos(nk)
π
+
cos k
2π
∫ k0
−k0
K¯(sin k − sin k′)an(k′)dk′
a(k) =
1
2π
{2− U/2 cos k
sin2 k + (U/4)2
}+ cos(k)
2π
∫ ∞
−∞
e|ω|U/2
2 cosh(ωU/4)
e−iω sin kdω
+
cos k
2π
∫ k0
−k0
K¯(sin k − sin k′)a(k′)dk′.
(4.23)
Here, the superscript p (0) stands for the system with (without) a boundary hole. It
is easy to show 0 < Bpc < 1 and 0 < B
0
c < 1. Thus, the energy spectra for two systems
are
E0 = Le∞ + f∞(0) +
π
L
{vc
ξ2
[(∆N + 1/2−B0c )2 −
1
24
] + vs[(∆M −∆N/2)2 − 1
24
]}
Ep = Le∞ + f∞(p) +
π
L
{vc
ξ2
[(∆N + 1/2−Bpc )2 −
1
24
] + vs[(∆M −∆N/2)2 − 1
24
]}
(4.24)
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Let us regard the operator b as the boundary changing operator. [7] If we could
define the scaling dimension of b for |p| ∼ 0 (up to p2 ), then it would be given by
xb =
1
ξ2
(
δpc
π
)2
− 1
ξ2
(
δ0c
π
)2
=
L
πvc
(Epg − E0g − f∞(p) + f∞(0))
=
{
p(1− 2B0c )a1 + p2[(a1)2 + (1− 2B0c )a2]
}
/ξ2 (4.25)
where the subscript g stands for the ground state (∆N = ∆M = 0). We recall that δpc
and δ0c denote the phase shifts for the case p 6= 0 and p = 0, respectively. If 2B0c = 1,
then we have δ0c = 0. We may consider that the contribution of δ
0
c to xb is due to the
electron interaction.
Let us introduce the creation opertor ψ† for down-spin electrons, which increases
the number N of total electrons by 1 and that of down electrons M by 1. The operator
bψ† maps the ground state with no boundary hole into the state with a boundary hole
and N0 + 1 electrons present. Let us consider the energy difference
Ep1 −E0g − (f∞(p)− f∞(0)) =
πvc
Lξ2
{(3/2− Bpc )2 − (1/2− B0c )2}+
πvs
4L
(4.26)
We note that vc 6= vs, in general. The energy difference (4.26) is related to both the
charge and spin excitations. Let us asume that the opertor bψ† is a composite operator
of (bψ†)c in charge sector and (bψ
†)s in spin sector. The scaling dimensions are given
by
x(bψ)c = (1− 2B0c )(1 + pa1 + p2a2)/ξ2 + (1 + pa1 + p2a2)2/ξ2
x(bψ)c =
1
4
(4.27)
The term proportional to (1 − 2B0c ) in the dimension (4.27) can be considered as the
effect of the Coulomb intereaction among the electrons.
4.5 Exact solutions of a two-impurity problem
In the last two subsections, we have discussed the effects of the impurities at the site 1
and L, separately and independently. However, we can discuss the correlation between
the two impurities at the sites 1 and L by investigating how the energy sperctrum
changes under the different open-boundary conditions.
For an illustration, we consider the dimension ∆s of the spin exciation under zero
magnetic field (see Table I). Let us denote by δs1 and δsL the phase shifts due to the
the boundaries 1 and L, respectively. We recall that under zero magnetic field the total
phase shift δs can be consider as the sum δs = δs1 + δsL. Here we assume that for the
charge excitations ∆N = 0 gives the lowest value of the dimension ∆c. Then, for the
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case of β1(b1 > 0)βL(bL > 0), the value of ∆s is degenerate for ∆M = 0 and 1. For the
case of β1(b1 < 0)βL(bL < 0), it is degenerate for ∆M = 0 and -1. Thus the finite-size
spectrum can be changed under the different open-boundary conditions with repsect
to the boundary magnetic fields. We may regard the change as the interaction between
the two impurities.
The spin and charge excitations of the spectrum (4.1) are coupled to each other,
in general. In order to make a quantitative analysis on the change of the spectrum
under the different open-boundary conditions, we should evaluate the coupled integral
equation of τ .
τ (k, v) = τ 0(k, v) +K(k, v|k′, v′)τ (k′ , v′)
The integral equation describes the effect of the electron interaction on the impurities;
the impurity should be dressed with the Coulomb interaction among electrons. Here
we recall that τ 0 is given by the sum of the contributions of the two impurities and
the ‘zero mode’ (see (B.4) and (3.2)). Thus we can decompose τ into three parts:
τ 1, τL and τ zero which are contributios from the sites 1 and L, and the ‘zero mode’.
Unfortunately, however, it is not so easy to solve the integral equation analytically.
For the Kondo problem, the effect of two magnetic impurities gives a quite nontrivial
problem. [32, 33] It will be an interesting future problem to discuss the effect of the
different boundary conditions in the spectrum of the open-boundary Hubbard model
from the viewpoint of the Kondo problem. Through some numerical evaluation of τ for
general values of the magnetic field h and the chemical potentilal µ, we can investigate
some aspects of the two impurity effect, exactly. This problem should be discussed
elesewhere.
4.6 Under a strong magnetic field : h > hc
If the magnetic field h is large enough h ≥ hc, then the ground state of the Hubbard
model is given by a ferromagnetic state corresponding to v0 = 0, and all the electrons
are spin-up. Here hc denotes the critical value of the magnetic field. [14] The dressed
charge matrix is given by ξ11 = ξ22 = 1, ξ12 = 0, ξ21 = (2/π) tan
−1(sin(4πnc)/U). The
critical magnetic field is evaluated as
hc =
U
2π
∫ pinc
−pinc
dk cos(k)
cos(k)− cos(πnc)
(U/4)2 + sin2(k))
(4.28)
The conformal dimensions are given by
∆c =
1
2
(∆N + 1/2− 1
π
{
tan−1
(
p−11↑ + cos(πnc)
sin(πnc)
)
+ tan−1
(
pL↑ + cos(πnc)
sin(πnc)
)}
)2
∆s =
1
2
(∆M + 1/2)2. (4.29)
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The conformal dimension for the charge sector depends on the boundary magnetic
fields, while that of the spin sector is independent of the boundary fields.
5 Conformal dimensions at the half-filling
For the half-filling case, the parameter k0 = π. Thus we can only consider the spin
sector in the set of integral equations. The elements of the dressed charge matrix are
given by ξ11 = 1, ξ21 = 0 and
ξ22(v) = 1− 1
2π
∫ v0
−v0
dvξ22(v
′)K2(v − v′),
ξ12(k) =
1
2π
∫ v0
−v0
dvξ22(v)K1(sin(k)− v). (4.30)
Since the parameter v0 depends on the magnetic field h, we discuss the three cases: a:
h ≥ hc, b: hc − h ∼ 0, and c:h ∼ 0.
5.1 a: h ≥ hc
Since k0 = π, the integral of τ c(k) over −π to π is zero. The constraint v0 = 0 leads
to ξ22 = 1, ξ12 = 0. So, the ground state is ferromagnetic, and we have the following
∆s =
1
2
(∆M + 1/2)2. (4.31)
5.2 b: hc − h ∼ 0
The integral equation satisfied by es is
es(v) = h/2− 1
2π
∫ pi
−pi
dk cos2(k)K1(v − sin(k))− 1
2π
∫ v0
−v0
dv′K2(v − v′)es(v′) (4.32)
From the condition es(v0) = 0, we can get the following relation
v0 = ((U/4)2 + 1)3/4
√
hc − h (4.33)
and
ξ22 = 1− 4((U/4)
2 + 1)3/4
Uπ
√
hc − h, ξ12 = 8((U/4)
2 + 1)3/4
Uπ
√
hc − h. (4.34)
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The conformal dimension is given by
∆s =
1
2
(
∆M + 1/2− 4Av0/(Uπ)
1− 4v0/(Uπ)
)2
1
2
(
1/2− 4Av0/(Uπ)
1− 4v0/(Uπ)
)2
(4.35)
where
A =
2U/4
U/4 + iζ+
+
2U/4
U/4 + iζ−
+ 2 +
U
4
∫ pi
−pi
K1(sin(k))τ
c,0(k)dk
The number of spin-down electrons at the ground state is given by
M = (L/π)((U/4)2 + 1)1/4
√
hc − h (4.36)
.
5.3 c: h ∼ 0
The integral equations can be solved by using the Wiener-Hopf method. The dressed
charge matrix was given by Frahm and Korepin [14, 15]
ξ22 = (1 + (4 ln(h0/h))
−1)/
√
2, ξ12 = 1/2− 2h/(π2hc), ξ21 = 0, ξ11 = 1 (4.37)
where v0 = (U/(2π)) ln(h0/h) and h0 =
√
π3/2ehc. Applying the Wiener-Hopf method
to the integral equation of τ , we find Bc = 0 and
4Bs =


1− 4G−(−iπ/2)(h/h0)2/U α1αL
1− 4G−(−iπ/2)(h/h0)2/U + s(b1)(1− 4G−(−iπU/(4|b1|))(h/h0)2/|b1|) β1αL
1− 4G−(−iπ/2)(h/h0)2/U + s(bL)(1− 4G−(−iπU/(4|bL|))(h/h0)2/|bL|) α1βL
1− 4G−(−iπ/2)(h/h0)2/U + s(b1)(1− 4G−(−iπU/(4|b1|))(h/h0)2/|b1|)
+s(b1)(1− 4G−(−iπU/(4|bL|))(h/h0)2/|bL|) β1βL
(4.38)
where
G−(xπ) =
1
Γ(1/2 + ix)
√
2π(ix)ixe−ix (4.39)
Substituting them into the finite-size corrections, we obtain the following result.
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For case α1αL:
δ
π
= 2

(h/h0)2/U
√
π/e− h/(π2hc)
1 + (4 ln(h/h0))−1

 (4.40)
For case α1βL:
δ
π
=


2


(
h
h0
)2/U √
pi
e
+
(
h
h0
)2/bL
G−(−ipiU
4bL
)− h
pi2hc
+ 1
4
1 + 1
4 ln(h/h0)

 , bL > 0
2


(
h
h0
)2/U √
pi
e
−
(
h
h0
)−2/bL
G−( ipiU
4bL
)− h
pi2hc
− 1
4
1 + 1
4 ln(h/h0)

 , bL < 0
(4.41)
For case β1αL:
δ
π
=


2


(
h
h0
)2/U √
pi
e
+
(
h
h0
)2/b1
G−(−ipiU
4b1
)− h
pi2hc
+ 1
4
1 + 1
4 ln(h/h0)

 , b1 > 0
2


(
h
h0
)2/U √
pi
e
−
(
h
h0
)−2/b1
G−( ipiU
4b1
)− h
pi2hc
− 1
4
1 + 1
4 ln(h/h0)

 , b1 < 0
(4.42)
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For case β1βL, δ/π is equal to


2


(
h
h0
)2/U √
pi
e
+
(
h
h0
)2/b1
G−(−ipiU
4b1
) +
(
h
h0
)2/bL
G−(−ipiU
4bL
)− h
pi2hc
+ 1
2
1 + 1
4 ln(h/h0)


b1 > 0, bL > 0
2


(
h
h0
)2/U √
pi
e
+
(
h
h0
)2/b1
G−(−ipiU
4b1
)−
(
h
h0
)−2/bL
G−( ipiU
4bL
)− h
pi2hc
1 + 1
4 ln(h/h0)


b1 > 0, bL < 0
2


(
h
h0
)2/U √
pi
e
−
(
h
h0
)−2/b1
G−( ipiU
4b1
) +
(
h
h0
)2/bL
G−(−ipiU
4bL
)− h
pi2hc
1 + 1
4 ln(h/h0)


b1 < 0, bL > 0
2


(
h
h0
)2/U √
pi
e
−
(
h
h0
)−2/b1
G−( ipiU
4b1
)−
(
h
h0
)−2/bL
G−( ipiU
4bL
)− h
pi2hc
− 1
2
1 + 1
4 ln(h/h0)


b1 < 0, bL < 0
(4.43)
By taking the limit h → 0, the values of the phase shift δs given in the above are
reduced to those of the case under zero magnetic field (h = 0). We recall that the
phase shift δs under h = 0 are listed in Table I of §4.3.
For the non-half-filling and non-zero magnetic field case, the set of integral equations
can not be reduced to scalar equations, and the calculation could be more complicated.
In principle, however, it is possible to do it at least numerically.
6 Concluding Remarks
For the 1D Hubbard model under the general open-boundary conditions, we have
derived the exact solutions by using the reflrction equations of the open-boundary
XXZ model, and then discussed the finite-size spectrum from the BCFT viewpoint.
The exact results obtained in this paper will be important in the study of the im-
purity effect in 1D interacting electrons. Furthermore, we can calculate exact formulas
for the magnetic suceptibility and the specific heat of the open-boundary Hubbard
model. The formulas are expressed in terms of the densities ρcL(k) and ρ
s
L(v) of the
rapidities discussed in the paper. The effect of the open-boundary conditions can be
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derived by making use of the expansion ρL = ρ+τ/L+ o(1/L). Thus we can evaluate
the ‘Wilson ratio’ of the impurity, which should characterize the impurity effect of the
1D interacting electrons or the Tomonaga-Luttinger liquid. The details will be given
in later papers. [34]
Acknowledgement
One of the authors (T.D.) is grateful to Prof. F. Shibata and Prof. K. Ueda for
discussion on the Wolff model. R. Yue was granted by the JSPS foundation and the
Monbusho Grant-in-Aid of Japanese Government.
Note: After submission of this work, we were informed that the same Bethe ansatz
equations of the open-boundary Hubbard model with the boundary magnetic fields
were also discussed independently by M. Shiroishi and M. Wadati in Ref. [35].
References
[1] J.L. Cardy, Nucl. Phys. B270 (1986)186, Phase Transition and Critical Phenom-
ena Vol. 11, ed. C Domb and J.L.Lebowitz (New York: Academic) 1986.
[2] H.J. de Vega and F. Woynarovich, Nucl. Phys. B251 (1985)439.
[3] F. Woynarovich, J. Phys. A22(1989)4243.
[4] I. Affleck, Nucl. Phys. 336 (1990) 517.
[5] I. Affleck and W. W. Ludwig, Nucl. Phys. B360 (1991) 641; Phys. Rev. B 48
(1993) 7298.
[6] E. Wong and I. Affleck, Nucl. Phys. 417(1994) 403.
[7] I. Affleck and W. W. Ludwig, J. Phys. A27 (1994) 5375.
[8] S. Fujimoto, N. Kawakami and S.K. Yang, Phys. Rev. B50 (1994) 1046.
[9] T. Yamamoto, N. Kawakami and S.K. Yang, J. Phys. A29 (1996) 317.
[10] C.J. Harmer,G.R.W. Quispel and M.T. Batchelor, J. Phys. A20(1987)5677.
[11] E. Lieb and F.Y. Wu, Phys. Rev. Lett. 20 (1968)1445.
[12] A.A. Ovchinnikov, Sov. Phys. JETP 30 (1970)1160.
24
[13] F. Woynarovich, J. Phys. C 15 (1982) 85, 97; C 16 (1983) 5213, 6593.
[14] H. Frahm and V.E. Korepin, Phys. Rev. B42(1990)10553.
[15] H. Frahm and V.E. Korepin, Phys. Rev. B43(1991)5653.
[16] C.L. Kane and M.P.A. Fisher, Phys. Rev. Lett. 68 (1992) 1220.
[17] A. Furusaki and N. Nagaosa, Phys. Rev. Lett. 72 (1994) 892.
[18] E.K. Sklyanin, J. Phys. A 21 (1988) 2375.
[19] H. Schulz, J. Phys. C18 (1985) 581.
[20] H. Asakawa and M. Suzuki, J. Phys. A29(1995)225.
[21] T.T. Truong and K.D. Schotte, Phys. Rev. Lett.47 (1981) 285.
[22] C.N. Yang, Phys. Rev. Lett. 19 (1967) 1314.
[23] J. Polchinski, hep-th/9611050.
[24] M. Baake, P. Christe, and V. Rittenberg, Nucl. Phys. B 300 (1988) 637.
[25] H. Asakawa and M. Suzuki, J. Phys. A28(1995) 4679.
[26] P. Nozieres, J. Physique 39 (1978) 1117.
[27] A. M. Tsvelik,J. Phys.:Condens. Matter 2 (1990) 2833.
[28] P.A. Wolff, Phys. Rev. 124 (1961)1030.
[29] T. Moriya, Rendiconti della Scula Internationale di Fisica, “Enrico Fermi” 1966
(London Academic Press, 1967) p. 206.
[30] F. Shibata and H. Mamada, Prog. Theor. Phys. 44 (1970) 59; 44(1970) 1509.
[31] G.D. Mahan, Many-Particle Physics, (Plenum Press, New York, 1981).
[32] B.A. Jones and C.A. Varma, Phys. Rev. Lett. 58 (1987) 843.
[33] I. Affleck and W.W. Ludwig, Phys. Rev. Lett. 68 (1992) 1046.
[34] R. Yue and T. Deguchi, in preparation.
[35] M. Shiroishi and M. Wadati, Bethe Ansatz Equation for the Hubbard Model
with Boundary Fields, preprint 1996.
25
7 Appendix A:
In this appendix, we give some steps to derive the Bethe ansatz equation for open
boundary system.
First we consider one-particle state. The eigenstate can be assumed to be
Ψ1 =
L∑
x=1
f(x)c†xσ|vac > . (A.1)
Applying the hamiltonian (1.2) into this ansatz, one can obtain
Ef(x) = −f(x+ 1)− f(x− 1) + f(x)[µ− h
2
(1− 2M)], 2 ≤ x ≤ L− 1
Ef(1) = −f(2) + f(1)[µ− h
2
(1− 2M) + p1σ]
Ef(L) = −f(L− 1) + f(L)[µ− h
2
(1− 2M) + pLσ]
(A.2)
We assume the wave function f(x) to be
f(x) = Aσ(k)e
ikx − Aσ(−k)e−ikx (A.3)
From this ansatz and Equation (A.2), we have
Aσ(k)ασ(−k) = Aσ(−k)ασ(k)
Aσ(k)βσ(k) = Aσ(−k)βσ(−k)
ασ(k) = 1 + p1σe
−ik
βσ(k) = (1 + pLσe
−ik)eik(L+1)
(A.4)
The Compatibility of the above equation (A.5) gives the Bethe ansatz equation
(1 + p1σe
−ik)(1 + pLσe
−ik)
(1 + p1σeik)(1 + pLσeik)
ei2k(L+1) = 1. (A.5)
The energy is given by E = −2 cos k + µ ∓ h/2. We may choose Aσ(k) as βσ(−k) up
to a factor which is invariant under changing the sign of k.
Next, let us consider the general eigenstates (2.1). Substituting the ansatz (2.1) and
(2.2) into the eigenvalue equation, one can derive the energy (2.5) and the following
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relations
A···,σjσj+1,···(· · · , kpj , kpj+1, · · ·) =
∑
Y
σ
′
j
σ
′
j+1
kpjkpj+1
A···,σ′
j
σ
′
j+1
,···(· · · , kpj+1, kpj , · · ·),(A.6)
Aσq1 ,···(kp1, · · ·) = Uσq1 (kp1)Aσp1 ,···(−kp1, · · ·), (A.7)
A···,σqN (· · · , kpN ) = VσqN (−kpN )A···,σN (· · · ,−kpN ). (A.8)
where the operator Y is defined by
Y
σjσj+1
kpjkpj+1
=
iU/2
sin kpj+1 − sin kpj + iU/2
I
+
sin kpj+1 − sin kpj
sin kpj+1 − sin kpj + iU/2
P σjσj+1 .
(A.9)
Using the relations (A.6)-(A.8), one can get the equation (2.3). The operator X is
defined by X = PY .
In order to diagonalize equation (2.3), we introduce the following operator T acting
on the function IA
T (sin k1) = tr0K
+
0 (sin k1)L01(sin k1,− sin k1)L02(sin k1,− sin k2) · · ·L0N (sin k1,− sin kN)
K−0 (sin k1)L0N (sin k1, sin kN) · · ·L02(sin k1, sin k2)L01(sin k1, sin k1) (A.10)
where
L0j(sin k1, sin kj) =
sin k1 − sin kj
sin k1 − sin kj + iU/2 +
iU/2
sin k1 − sin kj + iU/2P0j
K+0 (sin k) =
2 sin k + iU/2
2 sin k(2 sin k + iU)
diag. ((2 sin k + iU/2)U↑(k)− i(U/2)U↓(k) ,
(2 sin k + iU/2)U↓(k)− i(U/2)U↑(k))
K−0 (sin k) = diag. (V↑(k), V↓(k))
(A.11)
In terms of the operator T (u) the equation (2.3) is given by the form
T (sin kp1) ~A(kp1, · · · , kpN) = ~A(kp1, · · · , kpN), (A.12)
where the eigenvalue is given by 1. We note that if T (u)T (v) = T (v)T (u) for any u
and v, then the the transfer matrix can be diagonalized, i.e., the model is integrable.
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From the solution of the reflection equation of the XXX model [18] we find that T ’s
commute (the reflection equation) if the U ’s and V ’s satisfy the following relations
V↑(k)V↓(−k) = ζ− + sin k
ζ− − sin k
U↑(k)U↓(−k) = ζ+ + sin k
ζ+ − sin k . (A.13)
Making use of the expression of the eigenvalue of the inhomogeneous transfer matrix
for the XXX model with open boundary condition [18], we calculate the eigenvalue
Λ(sin(k)) of T (sin(k)
Λ(sin(k)) =
(2 sin(k) + iU/2)U↓(k)V↓(k)
(2 sin(k) + iU)(ζ+ − sin(k))(ζ− − sin(k))Λ˜(sin(k))
Λ˜(sin(k)) =
2 sin(k) + iU
2 sin(k) + iU/2
(ζ+ + sin(k))∆+(sin(k) + iU/4)
×
M∏
m=1
(sin(k)− vm − iU/4)(sin(k) + vm − iU/4)
(sin(k)− vm + iU/4)(sin(k) + vm + iU/4)
− 1
2 sin(k) + iU/2
(sin(k)− ζ+ + iU/4)∆−(sin(k) + iU/4)
M∏
m=1
(sin(k)− vm + i3U/4)(sin(k) + vm + i3U/4)
(sin(k)− vm + iU/4)(sin(k) + vm + iU/4)
(A.14)
where
∆+(x) = (ζ− + x− iU/4)δ+(x)δ−(−x)φ(x− iU/4)
∆−(x) = (ζ− − x− iU/4)δ+(−x)δ−(x)φ(x− iU/4)
δ+(x) = =
N∏
j=1
(x− sin(kj) + iU/4)
δ−(x) =
N∏
j=1
(x− sin(kj)− iU/4)
φ−1(x) =
N∏
j=1
(x− sin(kj) + iU/2)(−x− sin(kj)− iU/2)
(A.15)
From the condition that Λ(sin kp1) = 1 and the Bethe ansatz equation for the XXX
model with open boundary, we obtain the Bethe ansatz equations (2.6) and (2.7) for
the Hubbard model under the open boundary conditions.
We make some comments on the general eigenstates. (i) The number N of particles
should satisfy N ≤ L. This is the condition for the existence of such configurations
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that have no overlap: xq1 < · · ·xqN . The existence is important when we consider the
connection between two different regions of ordering xq1 · · · < xqN and xq′1 · · · < xq′N
. (ii) For the region xq1 ≤ · · · ≤ xqN for Q ∈ SN we may consider the wave function f˜
with the ordering of the fermions given in the following
ΨNM =
∑
f˜σq1···σqN (xq1, · · · , xqN)ǫQc†xq1σq1 · · · c†xqNσqN |vac〉 (A.16)
where ǫQ = exp{iπ/2∑Lj=1 j(σqj − σj}.
8 Appendix B:
We introduce the following notation
k−j = −kj v−m = −vm (k0 = v0 = 0). (B.1)
We define
ZcL(k) =
1
π

k + 12L
M∑
m=−M
2 tan−1(
sin k − vm
U/4
) +
1
2L
P0(k)

 (B.2)
ZsL(v) =
1
π

 12LQ0(v) +
1
2L
N∑
j=−N
2 tan−1(
v − sin k
U/4
)
− 1
2L
M∑
m=−M
2 tan−1(
v − vm
U/2
)

 (B.3)
where
P0(k) = φ(k) + ψ(k)− 2 tan−1 sin k
U/4
Q0(v) = Γ+(v) + Γ−(v)− 2 tan−1 v
U/4
+ 2 tan−1
v
U/2
. (B.4)
We recall that
φ(kj) =
1
i
log
1 + p1↑e
−ikj
1 + p1↑eikj
, ψ(kj) =
1
i
log
pL↑ + e
ikj
pL↑ + e−ikj
Γ±(v) =
1
i
log
U/4 + i(ζ± − v)
U/4 + i(ζ± + v)
.
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With these notations, the Bethe ansatz equations (2.6) and (2.7) are expressed as
ZcL(kj) =
Ij
L
, ZsL(vm) =
Jm
L
(B.5)
We note that ZcL(k) and Z
s
L(v) are odd functions: Z
c
L(−k) = −ZcL(k) and ZsL(−v) =
−ZsL(v).
Let us denote the maxima of {Ij} and {Jm} by Imax and Jmax, respectively. Then
we define k+ and v+ by
ZcL(k
+) =
Imax + 1/2
L
, ZsL(v
+) =
Jmax + 1/2
L
(B.6)
We define the density functions ρcL(k) and ρ
s
L(v) by the the derivatives of ZL(k) and
ZsL(v), respectively. Then the parameters k
+ and v+ are related to N and M by
∫ k+
−k+
ρcL(k)dk =
2N + 1
L
,
∫ v+
−v+
ρsL(v)dv =
2M + 1
L
. (B.7)
Using the Euler-MacLaurin formula
1
L
n2∑
n=n1
f(
n
L
) ≃
∫ (n2+1/2)/L
(n1−1/2)/L
f(x)dx+
1
24L2
[
f ′(
n1 − 1/2
L
)− f ′(n2 + 1/2
L
)
]
, (B.8)
the density functions under the large-L limit can be written as
ρcL(k) =
1
π
{
1 +
1
2L
P ′0(k) +
1
2
∫ v+
−v+
K1(sin k − v)ρsL(v)dv cos k
+
cos k
48L2
(
K ′1(sin k + v
+)
ρsL(−v+)
− K
′
1(sin k − v+)
ρsL(v
+)
)}
(B.9)
ρsL(v) =
1
2π
{
1
L
Q′0(v) +
cos k+
24L2
(
K ′1(v − sin k+)
ρcL(k
+)
− K
′
1(v + sin k
+)
ρsL(−k+)
)
+
1
24L2
(
K ′2(v + v
+)
ρsL(−v+)
− K
′
2(v − v+)
ρsL(v
+)
)
+
∫ k+
−k+
K1(v − sin k)ρcL(k)dk +
∫ v+
−v+
K2(v − v′)ρsL(v′)dv′
}
(B.10)
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In the above derivation we have used the fact that kj 6= 0 for j 6= 0, and vm 6= 0 for
m 6= 0. In eqs. (B.9) and (B.10) the kernels are given by
K1(x) =
2U/4
(U/4)2 + x2
, K2(x) =
2U/2
(U/2)2 + x2
(B.11)
For notational convenience, we introduce an integral matrix operator K for a two-
component function Y(k, v) = (Y c(k), Y s(v))T as:
K(k, v|k′, v′)Y(k′, v′) =
1
2π

 0 cos k
∫ v+
−v+ K1(sin k − v′)Y s(v′)dv′∫ k+
−k+ K1(v − sin k′)Y c(k′)dk′ −
∫ v+
−v+ K2(v − v′)Y s(v′)dv′

 .
(B.12)
We also introduce its transpose KT
KT (k, v|k′, v′) = 1
2π

 0
∫ v+
−v+ K1(sin k − v′)dv′∫ k+
−k+ K1(v − sin k′) cos k′dk′ −
∫ v+
−v+ K2(v − v′)dv′

 . (B.13)
Then the functional equations of the densities can be written as equation (3.3). Here
the densities ρ0, τ 0,σ01 and σ
0
2 are given in the follwoing.
ρ0(k, v) =

 1pi
0


τ 0(k, v) =

 12piP ′0(k)
1
2pi
Q′0(v)


σ01(k, v) =

 0cos k+
2π
[K ′1(v − sin k+)−K ′1(v + sin k+)]


σ02(k, v) =


1
2π
[K ′1(sin k − v+)−K ′1(sin k + v+)]
− 1
2π
[K ′2(v − v+)−K ′2(v + v+)]


(B.14)
Let us consider the integral equations
Y(k, v) = Y0(k, v) +K(k, v|k′, v′)Y(k′, v′). (B.15)
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Then the formal solution to (B.15) can be represented as
Y (k, v) =
∞∑
n=0
(K)n(k, v, |k′, v′)Y 0(k′, v′) (B.16)
Thus, for the initial densities ρ0, τ 0,σ01 and σ
0
2 we have the formal solutions ρ, τ ,σ1
and σ2, repsctively.
We now define the dressed energy e(k, v) by
e(k, v) = e0(k, v) +KT (k, v|k′, v′)e(k′, v′). (B.17)
The bulk energy density e∞ of the infinite system can be written
e∞(k
+, v+) = (e0(k, v),ρ) = (e(k, v),ρ0). (B.18)
Notice that the energy e∞ depends on the parameters k
+ and v+.
We now consider the parameters k0 and v0 denoting the Fermi surfaces of the ground
state of the infinite system. They are defined by the following
∂e∞(k
+, v+)
∂k+
∣∣∣∣∣
k+=k0,v+=v0
= 0,
∂e∞(k
+, v+)
∂v+
∣∣∣∣∣
k+=k0,v+=v0
= 0. (B.19)
We note that as for the periodic case, (B.19) can be reduced to the condition that the
dressed energy should vanish at the Fermi surfaces: ec(k0) = es(v0) = 0. Thus the
energy for the low-excited states (3.6) are asymptotically expanded upto O(1/L2) as
eL = e(k
0, v0) +
1
L
[1− µs − hs + (e0, τ )|g]
+
1
L2
ǫ1(k
0, v0){L
2
2
(k+ − k0)2[ρc(k0, v0)]2 − 1
24
}
+
1
L2
ǫ2(k
0, v0){L
2
2
(v+ − v0)2[ρs(k0, v0)]2 − 1
24
}. (B.20)
We now express (B.20) in terms of the variables N and M . Here we recall the
definitions of nc0 and n
s
0 in §3. Then we can represent the k+−k0 and v+−v0 in (B.20)
in terms of the numbers of electrons
ξ112ρ
c
∞(k
0)(k+ − k0) + ξ122ρs∞(v0)(v+ − v0) =
1
L
(2N + 1− 2Lnc0 −
∫ k0
−k0
τ c(k)dk)
ξ212ρ
c
∞(k
0)(k+ − k0) + ξ222ρs∞(v0)(v+ − v0) =
1
L
(2M + 1− 2Lns0 −
∫ v0
−v0
τ s(v)dv)
(B.21)
From the above equations the finite-size correction (3.15) is readily derived.
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