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SUMMARY
We present a parallel and high-order Ne´de´lec finite element solution for the ma-
rine controlled-source electromagnetic (CSEM) forward problem in 3D media with
isotropic conductivity. Our parallel Python code is implemented on unstructured
tetrahedral meshes, which supports multiple-scale structures and bathymetry for
general marine 3D CSEM modeling applications. Based on a primary/secondary field
approach, we solve the diffusive form of Maxwell’s equations in the low-frequency
domain. We investigate the accuracy and performance advantages of our new high-
order algorithm against a low-order implementation proposed in our previous work.
The numerical precision of our high-order method has been successfully verified by
comparisons against previously published results that are relevant in terms of scale
and geological properties. A convergence study confirms that high-order polynomi-
als offer a better trade-off between accuracy and computation time. However, the
optimum choice of the polynomial order depends on both the input model and the
required accuracy as revealed by our tests. Also, we extend our adaptive-meshing
strategy to high-order tetrahedral elements. By using adapted-meshes to both physi-
cal parameters and high-order schemes, we are able to achieve a significant reduction
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in computational cost without sacrificing accuracy in the modeling. Furthermore,
we demonstrate the excellent performance and quasi-linear scaling of our implemen-
tation in a state-of-the-art HPC architecture.
Key words: Marine CSEM, numerical solutions, high-order Ne´de´lec elements,
high-performance computing.
1 INTRODUCTION
The 3D Controlled-source electromagnetic method (3D CSEM) has been widely used in geo-2
physics for a diverse suite of applications across mineral and resource mining (Sheard et al.
2005; Yang et al. 2012), crustal conductivity studies (Ho¨rdt et al. 1992; Ho¨rdt et al. 2000),4
CO2 storage characterization (Girard et al. 2011), geothermal reservoir imaging (Coppo et
al. 2016), and off-shore hydrocarbon exploration (Newman et al. 1997; Eidesmo et al. 2002;6
Avdeev, et al. 2005; Constable 2006; Srnka et al. 2006; Orange et al. 2009; Constable 2010;
Bo¨rner 2010)8
Rigorous interpretation of electromagnetic (EM) data in complex geological environments
requires accurate and efficient modeling tools. By using these tools, Maxwell’s diffusive equa-10
tions in the low-frequency range are solved to obtain a prediction of the EM response. The
response depends on the distribution of geological properties and the type of excitation source.12
According to the conductivity, the medium may be classified as isotropic or anisotropic.
Sources, on the other hand, may be categorized as source type (e.g., electric or magnetic14
dipole) and source signal (e.g., time-harmonic, direct current, or transient).
Marine CSEM modeling algorithms are based on four major approaches: Integral Equa-16
tions (IE) (Xiong et al. 1997; Zhdanov et al. 2006; Bakr et al. 2009), Finite Differences
(FD) (Newman et al. 1997; Davydycheva et al. 2003; Newman et al. 2010), Finite Vol-18
umes (FV) (Hermeline 2009; Jahandari and Farquharson 2014), and Finite Elements (FE)
(Schwarzbach 2009; Key et al. 2011; Koldan et al. 2014).20
At the computational level, the conventional IE method results in a dense system of
equations and works efficiently for simple conductivity models. However, its computational22
cost increases with the model complexity (e.g., models containing multiple layers) (Streich et
al. 2009; Ansari et al. 2014). On the other hand, FD, FV, and FE schemes, lead to sparse24
systems of equations. The FD methods’ popularity is mainly due to their simple domain
discretisation by using regular grids. As a drawback, FD methods can only approximate26
complex geological structures using a stair-case approach. Thus, grid sizes can quickly increase
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when model structures do not fit rectangular meshes, as those models exhibiting realistic28
bathymetry or containing physical features of different spatial scales. It is worth to mention
that octree grids (semi-unstructured meshes) offer more flexibility by dividing the hexahedral30
elements close to the refinement region into smaller cells. However, this approach is restricted
at some point due to regular meshes limitations (Haber and Heldmann 2007; Jahandari et32
al. 2017). FV methods discretize the integral form of the governing equations, which offers a
more straightforward mathematical formulation. Moreover, the generalized FV schemes (e.g.,34
cell-centered and staggered) can be applied to unstructured meshes.
Recently, FE methods have gained popularity in the context of 3D CSEM modeling. Com-36
pared to FD methods, FE methods allow precise representations regarding model geometry
without such a severe increase in problem sizes. For accurate node-based FE solutions, the38
divergence-free condition for the EM fields needs to be imposed to mitigate possible spurious
solutions in the computational domain (Salazar-Palma et al. 1998; Jin 2002). A conventional40
approach to deal with this obstacle is to formulate the 3D CSEM problem in terms of its
electric potentials. However, numerical convergence can drop due to numerical differentiation42
is required to compute EM responses (Badea et al. 2001; Um et al. 2010; Puzyrev et al. 2013).
We avoid the spurious solutions by implementing the Ne´de´lec FE method which provides44
stable numerical solutions by means of proper modeling (discretisation) of the H(curl) space
to which the EM field belongs to (Ne´de´lec 1980; Salazar-Palma et al. 1998; Garc´ıa-Castillo et46
al. 2000; Jin 2002; Garc´ıa-Castillo et al. 2002). The Ne´de´lec FE basis functions are capable
of ensuring tangential continuity of the fields on the element’s interfaces while the normal48
components are allowed to be discontinuous. Furthermore, since Ne´de´lec schemes belong to the
class of FE, they are well suited for honoring complex geometrical structures such as realistic50
geology or bathymetry. Given its advantages for electromagnetic modeling, Ne´de´lec FE have
recently been employed for 3D CSEM modeling, either using low-order basis functions (Cai52
et al. 2014; Chung et al. 2014; Cai et al. 2015) or high-order polynomials (Schwarzbach et al.
2011; Grayver and Kolev 2015; Rochlitz et al. 2019). Also, there are important computational54
applications to geophysical EM modeling such as DIPOLE1D (Key 2009), AarhusInv (Auken
et al. 2014), empymod (Werthmu¨ller 2017), and custEM (Rochlitz et al. 2019). However, with56
the sole exception of the algorithm developed by Rochlitz et al. (2019), none are capable to
deal with arbitrary marine CSEM modeling applications and they are either sequential or58
black-box packages.
In this paper, we present a Ne´de´lec FE algorithm with second and third order accuracy for60
the efficient solution of marine 3D CSEM problems. This systematic approach is an extension
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of our previously published scheme in Castillo-Reyes et al. (2018), where a first order method62
has been implemented and studied. Therefore, we investigate the advantages of our new high-
order algorithm regarding convergence rate, accuracy, and computational cost. In addition,64
we extend our tetrahedral adaptive-meshing technique to high-order Ne´de´lec FE. As a re-
sult, the mesh generation process is guided by both the physical parameters and polynomial66
order to satisfy the chosen quality criteria. Building on and extending third-party libraries,
we have implemented a new version of PETGEM (Parallel Edge-based Tool for Geophysical68
Electromagnetic Modelling), which features unstructured adapted meshes, high-order poly-
nomial approximations, simple and clear Python syntax, and support for high-performance70
computing (HPC) architectures. Furthermore, our code is open-source under the GPLv3 li-
cense. Clearly, this facilitates its efficient deployment on diverse computing platforms and the72
solution of test cases that are realistic regarding both spatial scales and geological properties.
Section 2 states the formulation and implementation of our numerical method. Firstly,74
we present some theoretical background on the governing equations of marine 3D CSEM.
Secondly, we introduce the 2nd and 3rd order Ne´de´lec FE approximation to the electric field76
diffusion equation. Thirdly, we present the implementation details of the parallel algorithm
with emphasis on the new version of our adaptive-meshing technique. In Section 3, we describe78
and analyze PETGEM solutions versus numerical tests and emphasize the method’s features
and virtues. Firstly, a convergence study provides numerical evidence that the use of higher-80
order Ne´de´lec FE are beneficial for the solution of the problem under consideration. Secondly,
through comparison with other state of the art algorithms, we describe the application of82
the code to realistic marine 3D CSEM models on HPC platforms. Finally, a strong-scaling
study shows the parallel efficiency of our implementation. Section 4 provides conclusions and84
summary remarks.
2 THEORY86
2.1 Governing equations
The marine 3D CSEM problem is governed by the Maxwell’s equations in their diffusive
form (Zhdanov 2009). We consider a 3D isotropic conductivity model whose coordinate system
is right-handed with the z -axis pointing downwards. A horizontal electric dipole (HED), also
referred to as source, is located above the seafloor. By assuming a time-harmonic source
dependence e−iωt, the governing equations for the electric field (E) and magnetic field (H) in
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quasi-stationary form are
∇×E = iωµ0H, (1)
∇×H = Js + σE, (2)
where ω is the angular frequency, µ0 is the free-space magnetic permeability, Js is the dis-88
tribution of source current, σE is the induced current in the conductive Earth, and σ is the
isotropic conductivity.90
After substituting eq. (1) into eq. (2), we obtain
∇×∇×E + iωµ0σE = iωµ0Js, (3)
which is known as the curl-curl formulation of the problem. One technique for solving eq. (3)
is to split the electric field into primary (Ep) and secondary (Es) components, corresponding
to the electric field arising from some reference conductivity model σp, and the field arising
from the conductivity difference σs = σ − σp with respect to the model of interest (Newman
and Alumbaugh, 1995; Alumbaugh et al. 1996). Based on this approach, the total electric field
is found by summing the respective components
E = Ep + Es. (4)
The primary electric field for the reference model σp, also referred to as background model,
can be calculated analytically in simple cases, which means that Ep admits a well-behaved92
solution. In our case, the reference model is assumed to be homogeneous. The main advantage
of this technique lies in the fact that the source-singularities are removed from the numerical94
calculations of the secondary field. In addition, the FE mesh only needs to accurately capture
the secondary field which is much smoother than the primary component. Consequently, a96
mesh with fewer elements can often be used, thus reducing the computational cost.
After applying the electric field decomposition, eq. (3) becomes
∇×∇×Es + iωµ0σEs = −iωµ0σsEp, (5)
which is the equation to be solved. It is easy to see that the right-hand side of eq. (5) can98
be described as a source term resulting from the inhomogeneities between σs and Ep. To
solve eq. (5) for the unknown electric field Es, homogeneous Dirichlet boundary conditions100
are applied on the outer boundary of the model. The range of applicability of this condition
can be determined based on the skin depth (δ) of the electric field E (Plessix et al. 2007).102
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2.2 High-order Ne´de´lec finite element method
For the computation of the electric field Es we have used tetrahedral FE conforming in104
H(curl), which is the space of square-integrable functions whose curl is also square-integrable.
Therefore, H(curl) is the appropriate function space to discretise Es in eq. (5). Specifically,106
the FE used here belongs to the so-called mixed-order scheme proposed by Ne´de´lec (1980).
Its elements provide a mixed-order approximation of the vector field while the approximation108
of the curl remains complete and of one order less (as in their complete order counterpart).
In the following, we introduce our methodology to obtain mixed-order curl-conforming basis110
functions.
2.2.1 Basis function space112
Within a tetrahedral element e, Es can be obtained as follows
Ees(x˜) =
np∑
i=1
Ni(x˜)E
e
i , (6)
where Ni are the curl-conforming basis functions, np is the total number of basis functions
for a p-th order Ne´de´lec FE scheme, and Eei is their respective degrees of freedom (dof).114
The space of basis functions Ni of order p for the tetrahedron, Rp, corresponds to the
Ne´de´lec space for the 3D simplex. The Ne´de´lec space for simplices of order p is uniquely
defined in Ne´de´lec (1980). For the 2nd order case, R2 can be expressed as linear combination
of monomials
R2 ≡

a1 + a2ξ + a3η + a4ζ +Dη
2 − Fξη −Gξζ +Hζ2 + Jηζ
b1 + b2ξ + b3η + b4ζ −Dξη − Eηζ + Fξ2 + Iζ2 − Jξζ +Kξζ
c1 + c2ξ + c3η + c4ζ + Eη
2 +Gξ2 −Hξζ − Iηζ −Kξη
 , (7)
where the 20 coefficients a1, a2, . . . , b1, b2, . . . , c1, c2, . . . , D,E, . . . ,K of the linear combination
are real numbers. Thus, the dimension of R2 is 20.116
On the other side, for the 3rd order scheme, R3 can be written analogously as
R3 ≡

a1 + a2ξ + a3η + a4ζ + a5ξ
2 + a6η
2 + a7ζ
2 + a8ξη + a9ξζ + a10ηζ +Dξ
2η
b1 + b2ξ + b3η + b4ζ + b5ξ
2 + b6η
2 + b7ζ
2 + b8ξη + b9ξζ + b10ηζ −Dξ3
c1 + c2ξ + c3η + c4ζ + c5ξ
2 + c6η
2 + c7ζ
2 + c8ξη + c9ξζ + c10ηζ + Fζ
2ξ
+
−Eη3 − Fζ3 +Gξ2ζ + Jη2ξ +Kζ2ξ +Mξηζ − Oη2ζ + Pη2ζ −Qζ2η + Rζ2η
+Eη2ξ −Hζ3 + Iη2ζ − Jξ2η + Lζ2η −Mξ2ζ +Nξ2ζ + Oξηζ − Rζ2ξ
−Gξ3 +Hζ2η − Iη3 −Kξ2ζ − Lη2ζ −Nξ2η − Pη2ξ +Qξηζ
 , (8)
where the 45 coefficients a1, a2, . . . , b1, b2, . . . , c1, c2, . . . , D,E, . . . , R are also real numbers.
Thus, the dimension of R3 is 45.118
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The space Rp for p-th order basis may also be written as
Rp = Pp−1 ⊕ Sp, (9)
where the elements of space Sp are homogeneous polynomials u of order p, satisfying the
so-called Ne´de´lec constraints. The symbol ⊕ denotes direct sum. For the sake of clarity, we120
point out that direct sum decomposition in eq. (9) is easily observed in explicit expressions
of eq. (7) and eq. (8).122
For the sake of convenience, we compute the basis functions Ni over a reference element r.
The basis functions Nri are not given but obtained as a base of a priori defined basis functions
space. This implies the use of space Rp by determining the sets of values of the coefficients
for R2 and R3, in such a way that the resulting basis functions Nri are linearly independent.
This procedure has the advantage of assuring the properties of the space of functions spanned
by FE basis functions Ni, which determine the stability and convergence properties of the
numerical scheme. Consequently, the basis functions Ni are obtained as dual basis with respect
to a set of unisolvent dof acting on the defined space (e.g., classic FE definition by Ciarlet
(1994)). Therefore, we define unisolvent dof functionals gj(u) where u ∈Rp. More explicitly,
gj(Ni) = δji, j, i = 1 . . . n, (10)
where δji is the Kronecker delta, n is 20 for p = 2 and 45 for p = 3. Note that, once discrete
versions of functional dof gj are defined, eq. (10) results in an algebraic system of equations of124
dimension 20× 20 for p = 2, and 45× 45 for p = 3. In this linear system, the right-hand side
is the identity matrix, and the unknown vector contains the coefficients of eq. (7) or eq. (8)126
for each order p.
Then, the basis function Ni on a given real element of the mesh is obtained by using
Ni = [J]
−1Nri , (11)
where [J]−1 is the Jacobian matrix of the geometric transformation, Nri is the basis function128
in the reference element r, and Ni is the resulting mapped basis function in the physical
element. One finds that curl-conformity is automatically assured both for elements having130
straight edges or elements having curved boundaries through the concept of isoparametric
elements (Reddy et al. 1984).132
The procedure described above has demonstrated to be mathematically consistent. This
means, in particular, that basis functions Ni are well-conditioned and provide numerical134
stability even for higher-order polynomials (Garc´ıa-Castillo et al. 2000).
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Figure 1. Reference tetrahedral element showing numeration of dof for each order p. For p = 1 there
are six dof (one per edge). For p = 2 there are 20 dof (two per edge and two per face). Finally, in the
case of p = 3, there are 45 dof (three per edge, six per face and three per element’s volume).
2.2.2 Degrees of freedom136
In our approach, the functionals gj are associated to edges, faces and volume of the tetrahedral
elements as shown in Figure 1. Hence, the basis functions Ni are practical for a standard FE
assembly procedure. The dof associated to edges are defined as
g(u, q) =
∫
e
(u · τˆ )q dl, ∀q ∈ Pp−1(e), (12)
where e stands for edge, τˆ is the unit vector tangent to the considered edge, and Pp−1(e) is
the space of scalar (p − 1)-th order polynomials in the corresponding edge local coordinate.138
There are two dof per edge for p = 2, and three dof per edge for p = 3. The scalar polynomials
q for each dof on edges can be found in Appendix A.140
On the other hand, dof associated to triangular faces can be written as
g(u, q) =
∫
ft
(u× nˆ) · q ds, ∀q ∈ Pp−2(ft), (13)
where ft stands for each triangular face, nˆ is the outward unit normal vector to the considered
face, and Pp−2(ft) denotes here the space of two component vector (p−2)-th order polynomials142
in the corresponding two local coordinates of the triangular face. There are two dof per face
for p = 2, and six dof per face in the case of p = 3. The vector polynomials q according to144
each dof on faces can be found in Appendix A.
Finally, the dof associated to volume (interior) are defined as
g(u, q) =
∫
Ω
u · q ds, ∀q ∈ (Pp−3)3, (14)
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where Ω stands for the element volume, and (Pp−3)3 is the space of three component vector146
(p− 3)-th order polynomials in the corresponding local coordinates of the element. There are
three dof for p = 3, and none in the case of p = 2. The vector polynomials q for this type of148
dof can be also found in Appendix A.
The practical implementation of dof defined above comes from the discretisation of the150
polynomial spaces appearing in their definition (scalar q and vector q polynomials). In this
case, interpolatory bases, specifically Lagrangian bases, are chosen. Thus, dof, and hence152
basis functions Ni, can be associated to certain spatial locations within each entity (edge,
face, volume) of the tetrahedron (see illustrations in Figure 1).154
2.2.3 High-order Ne´de´lec approximation for marine 3D CSEM
Finally, we show explicitly the development to solve Es. By substituting eq. (6) into eq. (5),
and using Galerkin’s approach, the weak form of the original differential equation becomes
Qi =
∫
Ω
Ni · [∇×∇×Es − iωµ0σEs + iωµ0σsEp]dV. (15)
The compact discretized form of eq. (15) is obtained after applying the Green’s theorem
[Kejk + iωσ
eM ejk] · {Eesk} = −iωµ0σesRek, (16)
where Ke and M e are the elemental stiffness and mass matrices. These terms can be calculated156
analytically or numerically (Jin 2002), whereas Rek is the right-hand side requires numerical
integration. Furthermore, it is worth to mention that Rek can be described as the source term158
resulting from the inhomogeneities between σs and the primary field Ep.
2.3 Computational implementation160
We have implemented our high-order Ne´de´lec FE scheme into PETGEM (Parallel Edge-based
Tool for Geophysical Electromagnetic Modelling), which is a parallel code for the scalable162
solution of marine 3D CSEM problems on tetrahedral meshes (Castillo-Reyes et al. 2018).
PETGEM is mostly written in Python 3 and relies on the scientific Python software stack164
with use of the mpi4py (Dalcin et al. 2008) and petsc4py (Dalcin et al. 2011) packages for
parallel computation on distributed-memory HPC architectures.166
The workflow we follow to carry out marine 3D CSEM modeling can be found in Castillo-
Reyes et al. (2018); and consists of two overarching stages:168
(i) The Preprocessing, which provides functionalities to transform physical parameters of
a model m into a more suitable format for PETGEM.170
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(ii) The Kernel, which is the parallel implementation of the governing equations. Here, the
electric field E is solved on the computational domain and interpolated at receiver locations172
afterward.
Although the Preprocessing and Kernel are executed independently, these two phases must174
be paired to form all of the components necessary for the solution of a marine 3D CSEM
modeling. Further, to compute the electromagnetic responses, Preprocessing requires the176
definition of a physical property model m, describing the conductivity σ, the reference con-
ductivity σp, the frequency ω, the source S, and receivers locations R. Then, Kernel handles178
the parallel simulation of the physics for the geophysical problem of interest. First, the kernel
assembles and solves the equation system in parallel. Second, the kernel computes the electric180
fields responses, and these are interpolated to the receiver locations, which are the solution
to the problem under consideration. We refer to Castillo-Reyes et al. (2018) for a complete182
discussion of marine 3D CSEM modeling using PETGEM. Further, readers interested in more
details are referred to the online, up-to-date documentation (http://petgem.bsc.es).184
2.3.1 Conductivity model and meshing
Our numerical technique requires the discretisation of continuous functions onto a computa-186
tional mesh, which defines spatial connectivity, materials locations and domain boundaries.
We use Gmsh to perform the adapted-mesh generation. Its process is accomplished by using188
simple Python scripts and calls to routines from Gmsh. Furthermore, PETGEM supports
unstructured tetrahedral meshes which allow us an efficient discretisation of complex domains190
such as those containing multiple scale structures or bathymetry.
In Castillo-Reyes et al. (2018), we introduced an adaptive-meshing strategy for low-order192
Ne´de´lec FE. The main advantage of this approach was the excellent trade-off between number
of dofs and accuracy of the predicted EM responses. As a consequence, we were able to194
achieve a significant reduction in computational cost (factor of savings of up to four in time
and storage). Given its advantages for our modeling purposes, in this paper we extend our196
preceding adaptive-meshing technique to high-order polynomials.
To point out the similarities and the differences between the present scheme and those198
described in Castillo-Reyes et al. (2018), we summarize the essential aspects of the mesh
adaptation technique for low-order Ne´de´lec FE:200
(i) Conductivity model definition, which consists of closed volumetric regions (materi-
als) with constant conductivity for each of them. Mesh generation is accomplished semi-202
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automatically once the volumes are well defined and conductivities are given, as well as the
frequency used in the simulation.204
(ii) Computation of the skin depth (δ), which is the main quality criteria to determine the
global spacing (dδ) and the dimensions of the computational mesh. This means, in particular,206
that δ defines an appropriate mesh spacing scale that is consistent with the EM phenomena
under consideration.208
(iii) Definition of local spacing (ds) that improves accuracy in regions of interest such as
source and receivers positions.210
(iv) Inclusion of extra boundary layers, which avoids negative reflections of our imper-
fect absorbing boundary conditions by enlargening the domain with element sizes increasing212
logarithmically outwards from the zone of interest.
For more details and proofs, we refer to Castillo-Reyes et al. (2018).214
The general procedure in this paper is the same as outlined in the four steps above. The
main difference is that we deal with the high-order variants defined in Section 2.2. As a result,
the incorporation of physical parameters and subsequent responses into the mesh generation
process are different. More concretely, we rewrite the rule to compute the global spacing dδ
obtaining
dδ(f, p) =
δmin(f)
λδ(p)
, (17)
where f is the frequency (Hz), p is the Ne´de´lec basis order, δmin is the minimum skin depth
in the model, and λδ is the number of points per skin depth that depends both on the basis
order p and on the accuracy we aim at reaching. In our previous studies (Castillo-Reyes et al.
2018), we have used λδ = 3 for p = 1 to reach errors in amplitude around 1%. However, in
this paper we follow a more rigorous methodology to the better estimation of λδ for p = 1, 2, 3
(see Section 3.1). In any case, λδ is chosen prior to building the mesh. For local refinement at
sources and receivers locations, we also rewrite the spacing rule ds as follows
ds = min
(
Ls
rs(p)
, dδ(f, p)
)
, (18)
where Ls is the source dipole length and rs is a resolution number between ten and fifteen,
which also depends on the order p (see Section 3.1).216
Based on this approach, all element sizes are constrained by the global spacing dδ. When
refining the mesh at receivers positions and when embedding the sources, local spacing ds218
specifies the size of the mesh according to the distance to such regions. Therefore, the mesh
generation process is guided by these parameters to satisfy the chosen quality criteria. Fur-220
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Basis order λδ dδ rs ds Elements dof
p = 1 2.5382 153.5033 13 11.6259 1 079 642 1 286 852
p = 2 1.0918 356.8621 11 29.2031 144 409 938 506
p = 3 0.9433 413.0415 10 39.9459 47 652 901 308
Table 1: Adapted-mesh statistics for a 3D variation on the model proposed by Li et al. (2007).
For each Ne´de´lec FE basis polynomial degrees p = 1, 2, 3, we show the number of points per
skin depth λδ, global spacing dδ in meters, number of points for local refinement rs, local
spacing ds in meters, number of elements, and degrees of freedom (dof).
thermore, the outer boundaries are placed at least four δ away from the modeling region
of interest, so that electric fields generated in the center of the computational domain are222
sufficiently attenuated by the artificial model boundaries, in accordance with the imposed
Dirichlet boundary conditions.224
Figure 2a shows a 3D variation on the model proposed by Li et al. (2007). We use this
simple model to demonstrate the corresponding differences between adapted-meshes for p =226
1, 2, 3. The model of interest comprises a reservoir with a finite lateral extent of 5 000 m
and thickness of 100 m (1 · 10−2 S/m). The two halfspaces represent seawater (3.3 S/m)228
and sediments (1 S/m). Further, a simple bathymetry slope is introduced. The resulting
unstructured adapted-meshes for this model are depicted in Figures 2b, 2c, and 2d. The230
mesh characteristics are given in Table 1, where it is easy to see the differences between each
numerical scheme (e.g., the number of elements decreases for high-order polynomials which232
is the expected behavior). In all cases, the meshes are denser around the reservoir. They also
show significant refinement in regions near the source and receivers, indicating where the mesh234
required refinement to improve the accuracy of the EM measurements. In this particular case,
the reference model σp is a homogeneous background model with seawater conductivity (3.3236
S/m).
2.3.2 Parallel solution of the linear system238
The linear FE system that arises from eq. (5), or from eq. (16), can be written as
Ax = b, (19)
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Figure 2. (a) Marine conductivity model by Li et al. (2007). (b) Adapted-mesh for p = 1. (c) Adapted-
mesh for p = 2. (d) Adapted-mesh for p = 3.
where the matrix A represents the conductivity model discretised using the Ne´de´lec FE
method, x is the vector of unknowns or dof, and b corresponds to the source term including240
Ep. The matrix A is sparse, complex, and symmetric.
PETGEM uses the PETSc library (Balay et al. 2016) for the solution of eq. (19). This242
library provides a large selection of parallel iterative Krylov solvers and is well integrated in
Python through the petsc4py package (Dalcin et al. 2011). Parallel constructs were imple-244
mented using the MPI standard (Fagg et al. 2004). MPI defines a high-level abstraction for
fast and portable process communication, which is especially suited for distributed memory246
platforms. An MPI library is also available in Python through the mpi4py package (Dalcin et
al. 2011). We refer to Castillo-Reyes et al. (2018) for a more detailed discussion about how248
PETGEM scales on a large parallel computer.
Marine 3D CSEM models with large conductivity contrasts (e.g., the air is several orders250
of magnitude more resistive than seawater or rocks) are challenging for at least two rea-
sons. Firstly, at the low-frequency approximation considered here, solutions to the problem252
posed by eq. (19) can become ill-conditioned. The numerical instability is caused by the large
nullspace of the curl operator as the term iωµ0σEs becomes negligible (Schwarzbach et al.254
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2011). Secondly, large contrasts in conductivity produce jumps of the vertical electric field,
causing difficulties for any discretisation method. This numerical instability is reflected in a256
large condition number of the linear system and often results in poor convergence for iterative
Krylov solvers (Schwarzbach 2009; Key et al. 2011).258
The Ne´de´lec FE implementation of 2nd and 3rd order introduced in this paper generates
a matrix A whose coefficients have a better conditioning number than those obtained by our260
preceding solutions based on Ne´de´lec FE of 1st order for the same problem (Castillo-Reyes et
al. 2017; Castillo-Reyes et al. 2018).262
Additionally, a preconditioning technique can further reduce the condition number of A,
thus the computation time for solving eq. (19) can be reduced. Among these preconditioners,264
the Jacobian and the Successive over-relaxation (SOR) preconditioners are the simplest be-
cause they do not require extra computation (Axelsson 1996). More advanced preconditioners266
such as Multigrid methods (Ruge and Stu¨ben 1987; Koldan et al. 2014; Grayver and Kolev
2015) can be used to speed up the convergence of the iterative Krylov solvers. In this paper,268
we have adopted the PETSc implementation of the Jacobian and SOR preconditioners. These
methods are simple, and they provide adequate results for the purpose of demonstrating our270
parallel implementation.
3 RESULTS272
In order to verify our high-order Ne´de´lec FE implementation, we simulate different scenarios
of the marine 3D CSEM problem. These experiments have been performed on version IV of274
the Marenostrum supercomputer (MN4). It is a Lenovo system composed of SD530 Compute
Racks, an Intel Omni-Path high performance network interconnect, and running SuSE Linux276
Enterprise Server as operating system. It has 165 888 processor cores at 2.10 GHz grouped
into 3 456 computing nodes, 390 TB of main memory as well as 14 PB of GPFS disk storage.278
Each computing node has two sockets with 24 cores each for a total of 48 cores per node.
Its current peak performance is 11.1 Petaflops. Furthermore, to demonstrate the versatility280
of the code, we use different parallel solvers.
3.1 Convergence study282
As a first numerical example, a convergence study has been set up in order to validate our
numerical approach and to demonstrate the potential of high-order Ne´de´lec FE. For this284
experiment, we consider a two-layer model with a planar interface between seawater (3.3 S/m)
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Level Elements dδ
dof
p = 1 p = 2 p = 3
1 575 355 945 4 538 12 504
2 2 182 177.5 3 289 16 276 45 507
3 12 792 88.75 17 511 89 640 254 763
4 87 998 44.37 111 995 588 880 1 694 649
5 674 308 22.18 821 863 4 392 670 12 735 345
Table 2: Mesh statistics. Number of elements, degrees of freedom (dof) and mesh spacing dδ
for each mesh level and each Ne´de´lec FE basis polynomial degrees p = 1, 2, 3.
and sediments (1 S/m). The system of equations is solved using a PETSc implementation of286
the GMRES solver. Furthermore, the reference solution for a 1 Hz x-directed dipole source is
computed analytically using the DIPOLE1D tool (Key 2009).288
The numerical solutions have been computed on a set of globally refined meshes, starting
from a coarse mesh with 575 elements (level 1) and ending in a fine mesh with 674 308
elements (level 5). The mesh hierarchies are given in Table 2. Polynomial-order variants on
the same mesh can be considered as a global p-refinement. Therefore, three sequences of
numerical solutions have been obtained using Ne´de´lec FE basis functions with polynomial
degrees p = 1, 2, 3. We consider an L2-norm to quantify the errors of the numerical solution
Qh with respect to the analytical solution Qe. The L2-norm can be stated as
EsL2 = ‖Qh −Qe‖L2(Ω) =
(∫
Ω
|Qh −Qe|2dV
)1/2
. (20)
This norm involves the use of eq. (6) to interpolate the discrete solution to any point in the
domain Ω. The convergence orders are then computed through
OL2 = log
(
EsL2
Es−1
L2
)/
log
(
dsδ
ds−1δ
)
, (21)
where dδ indicates the mesh spacing of the mesh level s in the sequence of meshes depicted
in Table 2. The results of our convergence study are shown in Table 3. For each numerical290
scheme, we present the L2 errors, the convergence orders OL2 determined by the nested
refined meshes, and the CPU times in seconds to reach the final solution on a single node292
of the MN4 supercomputer. For all mesh levels, the piecewise p = 3 approximation produces
the most accurate solution, the piecewise p = 2 follows and the piecewise p = 1 the least294
accurate solution. Figure 3a shows the convergence results of Table 3, where it is easy to see
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L2 OL2 CPU time (m)
p = 1
6.5314 · 10−2 — 0.05
3.2711 · 10−2 0.99 0.25
1.6402 · 10−2 0.99 1.55
8.2410 · 10−3 0.99 9.39
4.2127 · 10−3 0.98 61.43
p = 2
3.9910 · 10−2 — 0.27
1.0211 · 10−2 1.99 1.38
2.5120 · 10−3 1.99 8.81
6.2409 · 10−4 1.98 48.21
1.5695 · 10−4 1.98 286.33
p = 3
3.6101 · 10−2 — 0.54
4.5696 · 10−3 2.98 3.48
5.7843 · 10−4 2.98 23.53
7.3219 · 10−5 2.98 140.45
9.2683 · 10−6 2.98 955.35
Table 3: Convergence rates for each mesh level and each Ne´de´lec FE basis polynomial degrees
p = 1, 2, 3.
the convergence rates in concordance with each numerical scheme (p = 1, 2, 3). Furthermore,296
Figure 3b shows the trade-off between error and number of total dof. Although the number of
dof grows faster for high-order schemes, this is compensated by the decrease in the number of298
elements required to achieve a certain error level (e.g., for p = 2 the accuracy obtained with
the second mesh level is much better than p = 1 with third mesh level). Finally, the CPU time300
comparisons in Figure 3c show that high-order Ne´de´lec FE demands more computational time
for the same mesh. In view of the results in this experiment, we interpret that for moderate302
errors (e.g. above 2%) low-order fine-mesh approximations are better in terms of computing
time. However, when higher accuracies are needed (e.g. errors below 2%), higher-order schemes304
are more efficient. Therefore, the optimum choice of the polynomial order depends on the input
model and the required accuracy.306
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Figure 3. Convergence behavior of a sequence of refined meshes for Ne´de´lec FE basis polynomial
degrees p = 1, 2, 3. The L2 is plotted versus (a) mesh spacing dδ, (b) number of dof and (c) the CPU
time.
Additionally, we compute the number of points per skin depth λδ and the resolution
number rs required to obtain a given error. It is an important aspect to specify the spatial308
resolution in the mesh (Section 2.3.1). Therefore, based on the results of our convergence
study, and once three desired error levels are chosen (2%, 1%, 0.5%), we obtain the λδ and the310
rs needed to achieve these accuracy thresholds for each p value. Table 4 shows λδ values for
each Ne´de´lec basis order p. The rs values for each Ne´de´lec polynomial order p are depicted312
in Table 5. It is worth to mention that λδ determines the characteristic element length in the
mesh, which ensures the proper resolution of the electromagnetic wave. In Table 4 it is easy314
to see that λδ grows faster for p = 1 than for p = 2, 3 (e.g., for p = 1 and with respect to error
levels, λδ grows by a factor of ≈ 2, while for p = 2 increases by a factor of ≈ 1.4). Furthermore,316
the reduction of points per skin depth is more pronounced from p = 1 to p = 2 than from
p = 2 to p = 3. We point out that although λδ and rs values are appropriate for generating318
meshes of sufficient quality for successful numerical modeling, the best performance in terms
of speed and precision depends on the input model.320
3.2 Canonical model with a thin resistive layer
As a second example, we use the same 1D model as Constable and Weiss (2006): A half-space322
composed by 1 000 m thick seawater (3.3 S/m), 1 000 m thick sediments (1 S/m), 100 m
thick oil (1 · 10−2 S/m), and 1 400 m thick sediments (1 S/m). The computational domain324
is defined by [−1, 4.5] × [0, 3.5] × [0, 3.5] km, resulting in an unstructured tetrahedral mesh
with 33 728 elements. For the sake of clarity, Figure 4 shows a description of the 3D CSEM326
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Basis order
Error level
2% 1% 0.5%
p = 1 2.5382 5.0995 10.2943
p = 2 1.0918 1.5468 2.1877
p = 3 0.9433 1.1914 1.5032
Table 4: Number of points per skin depth λδ required to obtain a given error using Ne´de´lec
FE basis polynomial degrees p = 1, 2, 3.
model under consideration. For this modeling, we use a 2 Hz x-directed dipole source located
at x = 1750 m, y = 1750 m, and z = 975 m with a moment of 1 Am. The receivers are placed328
in-line to the source position and along its orientation, directly above the seafloor (z = 990)
with a spacing of 58 m. Furthermore, based on our meshing strategy, we have prepared a330
set of adapted meshes for each Ne´de´lec basis p = 1, 2, 3. The mesh characteristics are given
in Table 6 and each of them is designed to attain errors of 1% in amplitude of the electric332
field, following Table 4. We executed our simulations with 96 MPI tasks. Also, the systems of
equations for the unknown electric field Es are solved using a PETSc implementation of the334
GMRES solver. To highlight the effect of the mesh quality on the modeled electromagnetic
field, nine simulations have been executed for each mesh and each Ne´de´lec FE basis order.336
First, Figure 5 shows the amplitude |Ex| and phase Φx of the electric field responses, along the
receiver line, for each basis order p and its corresponding adapted mesh. For both quantities,338
the results are almost identical with respect to the reference.
Figure 6 shows a comparison of the amplitude (|Ex|) and phase (Φx)◦ misfits (errors340
Figure 4. In-line canonical off-shore hydrocarbon 3D CSEM model by Constable and Weiss (2006).
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Basis order
Error level
2% 1% 0.5%
p = 1 13 14 15
p = 2 11 11.8 12.5
p = 3 10 10.5 11.1
Table 5: Number of resolution points rs required to obtain a given error using Ne´de´lec FE
basis polynomial degrees p = 1, 2, 3.
according to eq. 20) for each order p and each adapted mesh. Moreover, Table 7 shows the
mean misfits for each simulation, where it is easy to see that error values are within the342
prescripted error level determined by the number of points per skin depth λδ (i.e., Table 4).
For the finest mesh (dδ1 = 69.7470), the p = 2, 3 approximations produce the most accurate344
solutions since the characteristic mesh spacing h is smaller than expected for the numerical
scheme (e.g., dδ1 < dδ2, dδ3). On the other hand, for the coarsest mesh (dδ3 = 298.5351)346
p = 1 provides the least accurate solution because the mesh element size is not small enough
to capture the rapid change of the electric field, although in any case, the misfits do not348
exceed 3%. Finally, the CPU times reported in Table 7 confirm that, when high accuracies
are needed, high-order schemes are more efficient regarding computing time. Therefore, we350
conclude that adapted meshes, in conjunction with high-order Ne´de´lec FE basis, are highly
practical and beneficial for the problem under consideration. We also give measures of phase352
errors, although these are not constrained by our meshing rules. Nevertheless, we consistently
find phase errors smaller than amplitude errors for all simulations. Last but not least, we354
acknowledge unrealistically high CPU times for mesh C and p = 3, probably due to the solver
Label Basis order λδ dδ Elements dof
A p = 1 5.0995 69.7470 949 928 1 144 996
B p = 2 1.5468 229.9423 96 752 626 608
C p = 3 1.1914 298.5351 57 256 1 077 120
Table 6: Mesh statistics. Points per skin depth λδ, mesh spacing dδ in meters, number of
elements, and degrees of freedom (dof) for each Ne´de´lec FE basis polynomial degrees p =
1, 2, 3.
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Figure 5. Comparison of in-line electric field responses obtained from PETGEM and DIPOLE1D. (a)
Electric field amplitude |Ex|. (b) Electric field phase Φx.
type and domain decomposition strategy. We point out that there might be combinations356
of other classes of iterative solvers and preconditioners that can solve the problem under
consideration more efficiently. However, this is beyond the scope of this paper as we focus on358
the advantages of high-order Ne´de´lec FE in conjunction with open-source libraries.
Label
Mean (|Ex|)% Mean (Φx)◦ CPU time (m)
p = 1 p = 2 p = 3 p = 1 p = 2 p = 3 p = 1 p = 2 p = 3
A 1.11 0.50 0.39 0.19 0.10 0.10 9.09 13.55 19.47
B 2.15 1.10 0.75 0.26 0.16 0.10 4.88 5.78 9.63
C 2.86 1.38 1.08 0.29 0.21 0.16 2.05 3.83 12.17
Table 7: Mean misfits and CPU time for each order p and each adapted mesh.
3.3 3D model of an off-shore hydrocarbon reservoir360
To verify the accuracy of the proposed high-order scheme, we consider the synthetic case of a
3D CSEM model with a finite target (reservoir). The model is composed by three flat-layers:362
8000 m thick air (1·10−8 S/m), 2000 m thick seawater (3.3 S/m) and 10000 m thick sediments
(1 S/m). The reservoir (2 · 10−2 S/m), with the size of [3 000]× [3 000]× [50] m, is embedded364
in the marine sediment, centered at x = 0 m, y = 0 m, and z = −2 600 m. The computational
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Figure 6. Amplitude misfit (|Ex|) and phase misfit (Φx) of Ex for p = 1, 2, 3 and each adapted mesh
of Table 6. (a) Amplitude misfit (|Ex|). (b) Phase misfit (Φx)◦.
domain is defined by [−15.5, 15.5]× [−15.5, 15.5]× [−12, 8] km. Figure 7 shows a 3D view of366
the model with its unstructured tetrahedral mesh for the halfspace y > 18 500 m, where the
color scale represents the electrical conductivity σ for each layer. The mesh contains 1 124 359368
tetrahedral elements. In order to improve the solution accuracy, the mesh has been locally
refined around regions of the sources, reservoir domain, and the seafloor, where EM data are370
measured by the receivers. We use four x-directed dipoles located 25 m above the seafloor
at points with coordinates shown in Table 8. The frequency of the excitation current is 3 Hz372
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Figure 7. Synthetic marine 3D CSEM model with its unstructured tetrahedral mesh for y > 15 500
m. The color scale represents the electrical conductivity σ for each layer.
with a moment of 1 Am. For this modeling case, we use 3rd order Ne´de´lec FE (p = 3) which
results in 21 006 069 dof. A multifrontal parallel solver MUMPS (Amestoy et al. 2006) has374
been used to solve the resulting system of equations for the unknown electric field Es. This
direct solver is supported by our modeling tool via the PETSc interface.
Source x y z
1 −1 500 0 −1 975
2 −500 0 −1 975
3 500 0 −1 975
4 1 500 0 −1 975
Table 8: Source positions for the marine 3D CSEM model shown in Figure 7. The spatial
coordinates are given in meters.
376
3.3.1 In-line data analysis
As first analysis, we use an in-line configuration to highlight the effect of the target on the378
modeled electromagnetic field. The 120 receivers that are placed in-line to the source positions
and along their orientation, directly above the seafloor (y = 0 m, z = −1 999 m). Figure 8380
compares the amplitude |Ex| and phase Φx of the electric fields obtained from our parallel
modeling tool against those computed with the BSIT code (Hanzich et al. 2014), which is382
based on a Finite-difference (FD) approach. For both quantities, it is easy to see that the EM
field is distorted significantly by the target. The anomaly is observed at around x = −1 550384
m to x = 1 550 m, which corresponds to the reservoir location.
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Figure 8. Amplitude |Ex| and phase Φx comparison of in-line electric field responses obtained from
PETGEM and BSIT. For each source, the |Ex| (left panels) and Φx (right panels) are plotted.
As in the previous model, we compare PETGEM solution against the reference in terms386
of misfit ratios (absolute errors according to eq. 20). Figure 9 depicts the amplitude (|Ex|)
and phase (Φx)
◦ misfits. They are all very accurate (≈ 1% of average misfits). Note that both388
results are subject to different numerical inaccuracy which depends on the model definition,
frequencies, discretisation method, mesh quality, interpolation method, among others. As we390
do not have an analytical reference, we cannot verify the absolute accuracy. Nevertheless,
these two completely different methods and codes agree up to maximum differences of 1%,392
which is an excellent result.
3.3.2 Cross-line data analysis394
As a second experiment, we perform a cross-line study to show a complete analysis of the 3D
EM responses. The data-acquisition region consists of 120 receivers placed cross-line to the396
source position and directly above the seafloor (x = −1500 m, z = −1999 m). In the following
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Figure 9. Amplitude misfit (|Ex|) and phase misfit (Φx)◦ of Ex shown in Figure 8. For each source,
(|Ex|) (left panels) and (Φx)◦ (right panels) are plotted. In both cases, an average misfit ≈ 1% is
observed.
and due to the page limits, we only show the numerical modeling results for Source 2 (Table 8).398
The top panels of Figure 10 compares the amplitude |Ey| and phase Φy of the cross-line electric
fields obtained from BSIT and PETGEM. For both quantities, the results are almost identical400
with respect to the reference. Furthermore, bottom panels of Figure 10 depicts the amplitude
(|Ey|) and phase (Φy)◦ misfits. As in previous cases, the results are very accurate (≈ 1% of402
average misfits). In view of the results in these experiments, we conclude that our 3D parallel
modeling tool is flexible and capable to deal with realistic marine CSEM models.404
3.4 Parallel performance analysis
To demonstrate the performance of the presented algorithm for large-scale 3D CSEM mod-406
eling, we consider a fine mesh for the model described in Section 3.2. In this case, we use an
x-directed dipole operating at 1 Hz and a tetrahedral mesh of 4 087 808 elements. The total408
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Figure 10. Cross-line electric field responses obtained from PETGEM and BSIT. The amplitude |Ey|
and phase Φy fields (top panels) with its corresponding errors (bottom panels) are plotted.
number of dof is 4 872 742, 26 236 012, and 76 353 234 for p = 1, 2, 3, respectively. A PETSc
implementation of the BiCGSTAB solver has been used to solve the resulting system of equa-410
tions for the unknown electric field Es. Then, the scalability of the code has been tested on
distributed-memory architectures by running the same problem size for a different number of412
CPU, working in parallel. All simulations have been carried out on the aforementioned HPC
architecture, namely the MN4 supercomputer.414
The performance of our algorithm is measured based on the speed-up S, defined as the
ratio of the serial CPU time Ts to the parallel CPU time TN. The speed-up ratios are then
computed through
S =
Ts
TN
, (22)
where N is the total number of CPUs. Furthermore, we investigate the parallel efficiency E,
defined as the ratio of speed-up to N . The ratio E measures the fraction of time for which a
CPU is usefully utilized and its formal definition is the following
E =
S
N
=
Ts
N · TN . (23)
The results of our parallel efficiency study are shown in Table 9. For each numerical scheme,
we present the parallel CPU time in minutes, the speed-up S, and the parallel efficiency E.416
For all executions, the high-order simulations are the most efficient due to the higher workload
per CPU (e.g., for p = 1 the resulting elemental matrices are of dimension 6×6, while for p = 2418
of dimension 20×20, and for p = 3 of dimension 45×45). Figure 11a visualizes the speed-up
obtained for p = 1, 2, 3. The achieved speed-up is almost linear for up to 1 008 CPUs. From420
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CPU 48 528 1008 1488 1968
p = 1
CPU time (m) 8.69 0.81 0.43 0.30 0.23
Speed-up — 10.70 19.85 28.38 36.30
Parallel efficiency — 0.97 0.94 0.91 0.88
p = 2
CPU time (m) 259.76 23.98 12.77 8.91 6.87
Speed-up — 10.82 20.33 29.14 37.75
Parallel efficiency — 0.98 0.96 0.94 0.92
p = 3
CPU time (m) 395.48 36.31 19.29 13.25 10.16
Speed-up — 10.89 20.50 29.83 38.90
Parallel efficiency — 0.99 0.97 0.96 0.94
Table 9: Execution results for different number of CPU and p = 1, 2, 3 on distributed-memory
architectures.
this number on, the scalability stops its near-linear growth and slowly begins to saturate since
the execution becomes dominated by exchange of messages between MPI tasks. However,422
the speed-up keeps growing constantly and significant reductions in runtime for more than
a thousand CPUs have been observed. Furthermore, Figure 11b shows the parallel efficiency424
results. The comparison clearly demonstrates the performance of the parallel algorithm that
we present in this paper. Although orders p = 2, 3 increase the CPU time required to reach426
the final solution, their parallel efficiency is better than for order p = 1. More concretely, the
scalability study shows that the usage of higher-order p increases not only the accuracy for428
comparable computation times but also the parallel efficiency. This indicates a remarkable
benefit when high-order Ne´de´lec FE are used in conjunction with HPC approaches.430
4 CONCLUSIONS
We have presented a high-order Ne´de´lec FE approach to solve the electric field diffusion equa-432
tion for arbitrary marine 3D CSEM problems under isotropic conductivities. We considered a
primary/secondary electric field decomposition of the frequency-domain Maxwell’s equations,434
where the primary field is computed for a homogeneous background model, and the secondary
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Figure 11. Visualization of the parallel efficiency results for each p = 1, 2, 3. The number of CPUs N
is plotted versus (a) speed-up S and (b) parallel efficiency E. The computations are carried out on 48,
528, 1 008, 1 488, and 1 968 CPUs. The red line shows the theoretical ideal for comparison assuming
100% MPI efficiency.
field is consequently caused by the difference in electrical conductivity with respect to the tar-436
get model. The underlying higher-order Ne´de´lec FE have proven to be, for most applications,
superior in terms of accuracy and computation times for marine 3D CSEM (and electromag-438
netic data in general). This high-order numerical scheme has been implemented in the kernel
of PETGEM, and has been tested for characteristic marine CSEM model setups presented in440
literature. We state that this upgrated PETGEM is well suited to model realistic-world 3D
CSEM survey data on models containing dipping layers and multiple-scale structures as well442
as large conductivity contrasts.
The numerical results confirm that higher-order Ne´de´lec FE are more beneficial compared444
to first order polynomials. More concretely, considering decreasing error tolerances, at a certain
level, the usage of the next higher-order of polynomials gives better performance in terms of446
computation times. Given the reasonable performance ranges for each polynomial order (e.g.
Table 6), we conclude that the 2nd order polynomials provides the best trade-off between448
mesh size and accuracy. However, the optimum choice of the polynomial order depends on the
input model (e.g., target frequency, geometrical complexities, conductivity contrasts) and the450
required accuracy. Also, we extended our previously published adaptive-meshing technique
to high-order Ne´de´lec FE. This means, in particular, that both physical parameters and452
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polynomial order control mesh generation in order to satisfy the chosen quality criteria. Based
on our modeling results, we conclude that adapted meshes, in conjunction with high-order454
Ne´de´lec FE basis, are highly practical and beneficial for the problem under consideration.
Nonetheless, we acknowledge that our conclusions should be further corroborated for more456
complex modeling setups.
Regarding computational efficiency, through a detailed performance scalability study, we458
demonstrated that our code offers an excellent parallel efficiency for actual physical phe-
nomena. The scalability test also demonstrated that p = 2 has best accuracy/performance460
ratio for many applications, but p = 3 has the best parallel efficiency for massive paralleliza-
tion. However, the computational efficiency depends on the solver type features (e.g., memory462
requirements, ability to obtain single-source or multi-source solutions, dependency on grid
configuration and conductivity contrasts).464
Finally, the utilization of the Python language has dramatically simplified the HPC im-
plementation. This approach leaves more space to deal with the geophysical problem under466
consideration. We believe that our code’s features and its open availability will prove to be use-
ful for geophysicists interested in arbitrary marine 3D CSEM modeling and for implementing468
corresponding inversion routines.
5 CODE AVAILABILITY470
The PETGEM code is freely available at the home page (petgem.bsc.es), at the PyPI reposi-
tory (pypi.org/project/petgem/ ), at the GitHub repository (github.com/ocastilloreyes/petgem),472
or by requesting the author (octavio.castillo@bsc.es, ocastilloreyes@gmail.com). In all cases,
the code is supplied in a manner to ease the immediate execution on Linux platforms.474
User’s manual and technical documentation (developer’s guide) are provided in the PET-
GEM archive as well.476
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APPENDIX A: HIGH-ORDER NE´DE´LEC COEFFICIENTS494
Here, we include the q vectors and the coefficients for the high-order Ne´de´lec basis (eq. (7)
and (8) introduced in Section 2.2).496
Face 1 Face 2 Face 3 Face 4
q1 (1, 0, 0) (0, 1, 0) (1, 0, 0) (0,−1, 1)
q2 (0, 1, 0) (0, 0, 1) (0, 0, 1) (−1, 1, 0)
Table A1: Choice of q vectors used in the coefficient computation of Ne´de´lec basis of order
p = 2, 3.
30 O. Castillo-Reyes et al.
DOF a1 a2 a3 a4 b1 b2 b3 b4 c1 c2 c3 c4
1 4 -6 -12 -12 0 6 0 0 0 6 0 0
2 -2 6 2 2 0 -4 0 0 0 -4 0 0
3 0 0 2 0 0 -4 0 0 0 0 0 0
4 0 0 4 0 0 -2 0 0 0 0 0 0
5 0 0 4 0 2 -2 -6 -2 0 0 4 0
6 0 0 -6 0 -4 12 6 12 0 0 -6 0
7 0 0 0 6 0 0 0 6 4 -12 -12 -6
8 0 0 0 -4 0 0 0 -4 -2 2 2 6
9 0 0 0 2 0 0 0 0 0 -4 0 0
10 0 0 0 4 0 0 0 0 0 -2 0 0
11 0 0 0 0 0 0 0 2 0 0 -4 0
12 0 0 0 0 0 0 0 4 0 0 -2 0
13 0 0 -16 0 0 8 0 0 0 0 0 0
14 0 0 -8 0 0 16 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 -8 0 0 16 0
18 0 0 0 0 0 0 0 16 0 0 -8 0
19 0 0 0 -16 0 0 0 0 0 8 0 0
20 0 0 0 -8 0 0 0 0 0 -8 0 0
Table A2: Coefficients corresponding to basis functions for p = 2 on the reference element and
choice of q vectors shown in Table A1.
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DOF D E F G H I J K
1 8 0 -8 -8 8 0 16 8
2 0 0 8 8 0 0 0 0
3 0 0 8 0 0 0 0 0
4 -8 0 0 0 0 0 0 0
5 -8 -8 0 0 0 0 0 0
6 8 8 -8 0 0 -8 8 -8
7 0 8 0 8 -8 -8 -8 -16
8 0 0 0 0 8 8 0 0
9 0 0 0 8 0 0 0 0
10 0 0 0 0 -8 0 0 0
11 0 8 0 0 0 0 0 0
12 0 0 0 0 0 -8 0 0
13 16 0 -8 0 0 0 16 8
14 8 0 -16 0 0 0 8 -8
15 0 0 0 0 0 0 -8 -16
16 0 0 0 0 0 0 16 8
17 0 -16 0 0 0 8 8 16
18 0 8 0 0 0 -16 8 -8
19 0 0 0 -8 16 0 16 8
20 0 0 0 8 8 0 8 -8
Table A3: Coefficients corresponding to basis functions for p = 2 on the reference element and
choice of q vectors shown in Table A1.
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DOF a1 a2 a3 a4 a5
1 1.47883 -4.62433 -10.48673 -10.48673 3.33333
2 0.66667 6.66667 -1 -1 -6.66667
3 0.18784 -2.04234 0.48673 0.48673 3.33333
4 0 0 -1.02117 0 0
5 0 0 -2.66667 0 0
6 0 0 -2.31216 0 0
7 0 0 0.69842 0 0
8 0 0 2.33333 0 0
9 0 0 -2.63491 0 0
10 0 0 0 2.63491 0
11 0 0 0 -2.33333 0
12 0 0 0 0.69842 0
13 0 0 0 -1.02117 0
14 0 0 0 -2.66667 0
15 0 0 0 -2.31216 0
16, . . . , 18 0 0 0 0 0
19 0 0 -60 0 0
20 0 0 -180 0 0
21 0 0 30 0 0
22 0 0 60 0 0
23 0 0 60 0 0
24 0 0 90 0 0
25 . . . 30 0 0 0 0 0
31 0 0 0 60 0
32 0 0 0 180 0
33 0 0 0 -60 0
34 0 0 0 -90 0
35 0 0 0 -30 0
36 0 0 0 -60 0
37 . . . 45 0 0 0 0 0
Table A4: Coefficients corresponding to basis functions for p = 3 on the reference element and
choice of q vectors shown in Table A1.
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DOF a6 a7 a8 a9 a10
1 0 2.63491 0 0 -7.44708
2 0 -2.33333 0 0 11.66667
3 0 0.69842 0 0 -4.21959
4 0 2.31216 0 0 -10.67456
5 0 2.66667 0 0 -8.33333
6 0 1.02117 0 0 0.99210
7 0.18784 0.48673 2.04234 0.48673 0.51579
8 0.66667 1 -6.66667 1 -6.66667
9 -1.47883 10.48673 4.62433 10.48673 -18.84913
10 0 0 0 2.63491 0
11 0 0 0 -2.33333 0
12 0 0 0 0.69842 0
13 . . . 15 0 0 0 0 0
16 0 0 0 -1.02117 0
17 0 0 0 -2.66667 0
18 0 0 0 -2.31216 0
19 0 180 0 0 -450
20 0 60 0 0 -150
21 0 -90 0 0 360
22 0 -60 0 0 240
23 0 -60 0 0 60
24 0 -30 0 0 30
25 0 0 0 -60 0
26 0 0 0 -180 0
27 0 0 0 30 0
28 0 0 0 60 0
29 0 0 0 60 0
30 0 0 0 90 0
31 . . . 45 0 0 0 0 0
Table A5: Coefficients corresponding to basis functions for p = 3 on the reference element and
choice of q vectors shown in Table A1.
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DOF b1 b2 b3 b4 b5
1 0 2.6349 0 0 -7.4471
2 0 -2.3333 0 0 11.6667
3 0 0.6984 0 0 -4.2196
4 0 2.3122 0 0 -10.6746
5 0 2.6667 0 0 -8.3333
6 0 1.0212 0 0 0.9921
7 0.1878 0.4867 2.0423 0.4867 0.5158
8 0.6667 1.0000 -6.6667 1.0000 -6.6667
9 -1.4788 10.4867 4.6243 10.4867 -18.8491
10 0 0 0 2.6349 0
11 0 0 0 -2.3333 0
12 0 0 0 0.6984 0
13 . . . 15 0 0 0 0 0
16 0 0 0 -1.0212 0
17 0 0 0 -2.6667 0
18 0 0 0 -2.3122 0
19 0 180 0 0 -450
20 0 60 0 0 -150
21 0 -90 0 0 360
22 0 -60 0 0 240
23 0 -60 0 0 60
24 0 -30 0 0 30
25 0 0 0 -60 0
26 0 0 0 -180 0
27 0 0 0 30 0
28 0 0 0 60 0
29 0 0 0 60 0
30 0 0 0 90 0
31 . . . 45 0 0 0 0 0
Table A6: Coefficients corresponding to basis functions for p = 3 on the reference element and
choice of q vectors shown in Table A1.
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DOF b6 b7 b8 b9 b10
1 0 0 -11.45497 -11.45497 0
2 0 0 0 0 0
3 0 0 1.45497 1.45497 0
4 0 0 -1.77251 0 0
5 0 0 -10 0 0
6 0 0 -8.22749 0 0
7 -3.33333 0.51579 1.34913 1.03158 1.34913
8 6.66667 -6.66667 16.66667 -13.33333 16.66667
9 -3.33333 -18.84913 -18.01579 -37.69825 -18.01579
10 0 -7.44708 0 -11.45497 -11.45497
11 0 11.66667 0 0 0
12 0 -4.21959 0 1.45497 1.45497
13 . . . 15 0 0 0 0 0
16 0 0.99210 0 0 8.22749
17 0 8.33333 0 0 10
18 0 10.67456 0 0 1.77251
19 0 0 -300 -450 0
20 0 0 -300 -150 0
21 0 0 60 90 0
22 0 0 120 60 0
23 0 0 360 60 0
24 0 0 240 30 0
25 0 150 0 150 300
26 0 450 0 450 300
27 0 -30 0 -30 -240
28 0 -60 0 -60 -360
29 0 -240 0 -60 -120
30 0 -360 0 -90 -60
31 0 0 0 -150 0
32 0 0 0 150 0
33 0 0 0 60 0
34 0 0 0 -30 0
35 0 0 0 30 0
36 0 0 0 -60 0
37 0 0 0 -40 0
38, 39 0 0 0 -50 0
40 0 0 0 -40 0
41, 42 0 0 0 -30 0
43 0 0 0 -180 0
44 0 0 0 540 0
45 0 0 0 -180 0
Table A7: Coefficients corresponding to basis functions for p = 3 on the reference element and
choice of q vectors shown in Table A1.
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DOF c1 c2 c3 c4 c5
1 0 2.63491 0 0 -7.44708
2 0 -2.33333 0 0 11.66667
3 0 0.69842 0 0 -4.21959
4 . . . 6 0 0 0 0 0
7 0 0 0.69842 0 0
8 0 0 2.33333 0 0
9 0 0 -2.63491 0 0
10 1.47883 -10.48673 -10.48673 -4.62433 18.84913
11 0.66667 -1 -1 6.66667 6.66667
12 0.18784 0.48673 0.48673 -2.04234 0.51579
13 0 2.31216 0 0 -10.67456
14 0 2.66667 0 0 -8.33333
15 0 1.02117 0 0 0.99210
16 0 0 2.31216 0 0
17 0 0 2.66667 0 0
18 0 0 1.02117 0 0
19 . . . 24 0 0 0 0 0
25 0 0 180 0 0
26 0 0 60 0 0
27 0 0 -90 0 0
28 0 0 -60 0 0
29 0 0 -60 0 0
30 0 0 -30 0 0
31 0 -180 0 0 450
32 0 -60 0 0 150
33 0 60 0 0 -60
34 0 30 0 0 -30
35 0 90 0 0 -360
36 0 60 0 0 -240
37 . . . 45 0 0 0 0 0
Table A8: Coefficients corresponding to basis functions for p = 3 on the reference element and
choice of q vectors shown in Table A1.
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DOF c6 c7 c8 c9 c10
1 0 0 -11.45497 -11.45497 0
2 0 0 0 0 0
3 0 0 1.45497 1.45497 0
4 . . . 6 0 0 0 0 0
7 4.21959 0 -1.45497 0 -1.45497
8 -11.66667 0 0 0 0
9 7.44708 0 11.45497 0 11.45497
10 18.84913 3.33333 37.69825 18.01579 18.01579
11 6.66667 -6.66667 13.33333 -16.66667 -16.66667
12 0.51579 3.33333 -1.03158 -1.34913 -1.34913
13 0 0 0 -1.77251 0
14 0 0 0 -10 0
15 0 0 0 -8.22749 0
16 -10.67456 0 0 0 -1.77251
17 -8.33333 0 0 0 -10
18 0.99210 0 0 0 -8.22749
19 0 0 150 0 0
20 0 0 -150 0 0
21 0 0 -30 0 0
22 0 0 60 0 0
23 0 0 -60 0 0
24 0 0 30 0 0
25 -450 0 -450 0 -300
26 -150 0 -150 0 -300
27 360 0 90 0 60
28 240 0 60 0 120
29 60 0 60 0 360
30 30 0 30 0 240
31 0 0 450 300 0
32 0 0 150 300 0
33 0 0 -60 -360 0
34 0 0 -30 -240 0
35 0 0 -90 -60 0
36 0 0 -60 -120 0
37 0 0 0 0 0
38 0 0 30 0 0
39 0 0 -10 0 0
40 0 0 40 0 0
41 0 0 10 0 0
42 0 0 50 0 0
43, 44 0 0 -180 0 0
45 0 0 540 0 0
Table A9: Coefficients corresponding to basis functions for p = 3 on the reference element and
choice of q vectors shown in Table A1.
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DOF D E F G H
1 -5 9.84123 9.84123 -5 0
2 10 5 5 10 0
3 -5 0.15877 0.15877 -5 0
4 -9.84123 0.15877 0 0 0
5 -5 5 0 0 0
6 0.15877 9.84123 0 0 0
7 0.15877 5 0 0 0.15877
8 -5 -10 0 0 -5
9 -9.84123 5 0 0 -9.84123
10 0 0 -5 9.84123 -5
11 0 0 10 5 10
12 0 0 -5 0.15877 -5
13 0 0 0.15877 -9.84123 0
14 0 0 5 -5 0
15 0 0 9.84123 0.15877 0
16 0 0 0 0 0.15877
17 0 0 0 0 5
18 0 0 0 0 9.84123
19 -270 90 0 0 0
20 -90 270 0 0 0
21 270 0 0 0 0
22 180 0 0 0 0
23 0 -180 0 0 0
24 0 -270 0 0 0
25 0 0 0 0 90
26 0 0 0 0 270
27, 28 0 0 0 0 0
29 0 0 0 0 -180
30 0 0 0 0 -270
31 0 0 -90 270 0
32 0 0 -270 90 0
33 0 0 180 0 0
34 0 0 270 0 0
35 0 0 0 -270 0
36 0 0 0 -180 0
37 . . . 45 0 0 0 0 0
Table A10: Coefficients corresponding to basis functions for p = 3 on the reference element
and choice of q vectors shown in Table A1.
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DOF II JJ K L M
1 0 -14.68246 -14.68246 0 -29.36492
2 0 10 10 0 20
3 0 4.68246 4.68246 0 9.36492
4 0 -5 0 0 0
5 0 -20 0 0 0
6 0 -5 0 0 0
7 5 4.68246 0 -4.68246 0.31754
8 -10 10 0 -10 -10
9 5 -14.68246 0 14.68246 -19.68246
10 9.84123 0 14.68246 14.68246 19.68246
11 5 0 -10 -10 10
12 0.15877 0 -4.68246 -4.68246 0.31754
13 0 0 -5 0 0
14 0 0 -20 0 0
15 0 0 -5 0 0
16 -9.84123 0 0 -5 0
17 -5 0 0 -20 0
18 0.15877 0 0 -5 0
19, 20 0 -360 0 0 -360
21 0 180 0 0 180
22 0 360 0 0 360
23 0 360 0 0 0
24 0 180 0 0 0
25 -270 0 0 -360 -180
26 -90 0 0 -360 180
27 270 0 0 180 0
28 180 0 0 360 0
29 0 0 0 360 0
30 0 0 0 180 0
31, 32 0 0 360 0 360
33 0 0 -360 0 0
34 0 0 -180 0 0
35 0 0 -180 0 -180
36 0 0 -360 0 -360
37, 38 0 0 0 0 0
39 0 0 0 0 -180
40 . . . 42 0 0 0 0 0
43 0 0 0 0 -360
44, 45 0 0 0 0 360
Table A11: Coefficients corresponding to basis functions for p = 3 on the reference element
and choice of q vectors shown in Table A1.
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DOF N O P Q R
1 -14.68246 19.68246 -9.84123 19.68246 -9.84123
2 10 10 -5 10 -5
3 4.68246 0.31754 0.15877 0.31754 0.15877
4 . . . 6 0 0 0 0 0
7 0.15877 -9.36492 -4.68246 0.31754 0.47631
8 5 -20 -10 -10 -15
9 9.84123 29.36492 14.68246 -19.68246 -29.52369
10 29.52369 19.68246 29.52369 -29.36492 -14.68246
11 15 10 15 20 10
12 0.47631 0.31754 0.47631 9.36492 4.68246
13 . . . 18 0 0 0 0 0
19 180 360 180 -180 -270
20 -180 360 -180 180 -90
21 -90 0 0 0 0
22 180 0 0 0 0
23 0 -360 -180 0 0
24 0 -180 90 0 0
25 -270 -360 -540 360 180
26 -90 -360 -180 360 540
27 0 180 270 0 0
28 0 360 180 0 0
29 0 0 0 -360 -180
30 0 0 0 -180 -270
31 540 180 270 -360 -180
32 180 -180 90 -360 180
33 0 0 0 360 180
34 0 0 0 180 -90
35 -270 0 0 0 0
36 -180 0 0 0 0
37 0 0 0 0 -120
38 0 0 0 -180 -150
39 -30 0 0 0 0
40 120 0 0 0 0
41 0 180 30 0 0
42 0 180 150 0 0
43 -180 360 -180 360 -180
44 -180 -360 -180 360 540
45 540 360 540 -360 -180
Table A12: Coefficients corresponding to basis functions for p = 3 on the reference element
and choice of q vectors shown in Table A1.
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