The standard bootstrap method is one of the methods used for resampling. It is a method that uses samples to estimate the distribution of statistics based on independent observations, then developed to be used with other statistical inferences. Different versions of bootstrap have appeared, such as the smoothed bootstrap. It is use the linear interpolation histospline to smooth between the jump points of empirical distribution to produce the smoothed empirical distribution. In this paper the two methods will be discussed and compared using the prediction intervals.
Introduction
In [4] the standard bootstrap method was introduced. It is a resampling method for statistical inferences and depends on the use of computer for assigning measures of accuracy to statistical estimates. This method was initially used to estimate the distribution of statistics, and then developed for use with different statistical inferences, see [5] . It is depending on resampling n times, with replacement, from the original sample which is consisting of n independent observations, to estimate the distribution of statistic. This method developed to work with different statistical inferences, such as confidence intervals, hypothesis tests and regression, it is good technique if the sample size is small. The bootstrap method used in various fields of statistics, see [11] and [10] . Banks in [2] has developed a new version of bootstrap, which is called smoothed bootstrap method, he uses the linear interpolation histospline to smooth between the jump points of empirical distribution. This paper will compare between the two methods of bootstrap using the prediction intervals which is discussed by [9] .
In Section 2 of this paper the two methods of bootstrap will presents. Section 3 shows the bootstrap prediction intervals and the results of comparison. In Section 4, some conclusions from the study are shown.
Bootstrap Methods
In this section you will be given an overview of the two methods of bootstrap. We will start with the standard bootstrap which is introduced in [4] , this method was used to measure the accuracy of the sample estimate, especially using the standard error. It is use independent observations to estimate the distribution of statistic. The basic idea depends on the use of Monte Carlo sampling, which builds on drawing a large number of samples from the original sample and obtaining the statistic for each sample, to generate the empirical estimate of the sampling distribution of the statistic. One of the advantages of this method is that it does not need complex calculations to estimate the standard error for any statistic. When we sample randomly n times with replacement from the original sample 1 , 2 , … , , we will get the standard bootstrap sample * = ( 1 * , 2 * , … , * ), see [4] and [5] . The basic method here depends on draw B random samples of size n with replacement from the original sample, and then calculate the statistic of interest to estimate the sampling distribution and work with the required statistical inference. Now we look at the other method of bootstrap, the smoothed bootstrap, which has not been discussed much previously. It was introduced by [2] . He used the linear interpolation histospline to smooth between the jump points of empirical distribution to find the smoothed empirical distribution. This method depends on create n+1 intervals using n observations which are real valued data, one dimensional on a finite interval. Then sample n observations uniformly from these intervals to find the statistic of interest. Repeat this process B times to obtain B smoothed bootstrap samples. The observations in smoothed bootstrap sample are samples from the intervals in between the data observations and also outside the data range, not restricted to the values in the data.
Bootstrap Prediction Intervals
The bootstrap method was used to construct the prediction intervals for future values or for parameters. Different types of bootstrap prediction intervals can be used for these purposes, see [1] , [7] , [8] and [9] . In addition to that the bootstrap prediction intervals were used in various situations such that for garch processes in [3] and for factor models in [6] . In this paper we construct the percentile prediction interval of a statistic as indicated in [8] and [9] which show a method of bootstrap prediction intervals, as follows:
1-Draw k original samples from distribution, 1 , 2 , … , to be the past sample and then draw m samples, 1 , 2 , … , to be the future sample, X and Y are i.i.d.
2-Find the statistic of the future sample, from each original sample, and then sample B = 1000 future samples from 1 , 2 , … , and from each bootstrap samples * find the statistic to get a list of * where j=1,…,B.
3-Construct the (1-2α) percentile prediction interval of Tm: 4-Decide if this interval contains the statistic and find the proportion of these intervals.
This procedure was constructed with standard bootstrap and smoothed bootstrap methods with statistics: mean, median and variance, to derive the coverage of these intervals, which is the proportion of interval that contain the statistic value of future sample from the distribution. The best coverage when the probability of the 100(1-2α) % interval containing that statistic value should of course be 100(1-2α)%. We use four distributions Uniform (0,1), Beta (0.7,0.7) symmetric beta distribution, Beta (10,2) left skewed beta distribution and Beta (2,10) right skewed beta distribution for different sample sizes of m=n = 5, 20, 200, 500, 1000 and 5000 for α= 0.1, 0.05 and 0.01.
To show the performance of the prediction interval we construct 100 intervals of each kind of bootstrap methods and resample B=1000 bootstrap samples each time.
In Table 1 we constructed the prediction intervals when the original sample is from the uniform distribution U(0,1). In most cases the smoothed bootstrap method has the largest value of coverage proportions.
The same situation appears in Table 2 , which the original sample is from the Beta (0.7,0.7) the both methods of bootstrap have over coverage results with different sample sizes, but the smoothed bootstrap have high coverage proportions. With Beta (10, 2) in Table 3 the smoothed bootstrap method has the largest value of coverage proportions, but it is over coverage in most cases. Table 4 shows prediction intervals when the original sample is from Beta (2,10). The smoothed bootstrap have the high coverage probability, but it is over coverage in most cases. 
Conclusion
This paper used one of the formulas of prediction intervals to compare between the standard bootstrap and smoothed bootstrap methods. Both methods have over coverage probabilities, but the smoothed bootstrap method has the closest value of coverage proportions in most cases. This indicates that the smooth bootstrap method is sometimes better than the standard method. Table 4 : Coverage of 80%, 90% and 98% prediction intervals when the original sample was from Beta (2,10).
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