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La tesi in esame si sviluppa all’interno della collaborazione tra L’ENEA e l’Università di 
Pisa che ha come scopo la progettazione e la realizzazione prototipale di batterie agli 
ioni di litio per piccoli veicoli elettrici detti solitamente off-road. L’idea di partenza del 
progetto è di seguire un approccio modulare, che permetta di creare la batteria con le 
specifiche di tensione e capacità richieste mediante la connessione di più moduli 
standard.  
Tale scelta è orientata a minimizzare i costi di produzione dei singoli moduli e di 
conseguenza il costo della batteria, uno dei principali ostacoli alla diffusione dei veicoli 
off-road con batterie agli ioni di litio. 
L’uso di celle al litio comporta forti vantaggi prestazionali in tali applicazioni. Basti 
pensare che esse sono capaci di immagazzinare circa tre volte l’energia rispetto alle 
chimiche precedentemente utilizzate, a parità di peso e volume. Sfortunatamente, 
però, presentano una stabilità termica ed elettrica molto ridotta, risultando molto 
sensibili a fuoriuscite dai range di sicurezza che, in alcuni casi, possono portare a danni 
anche permanenti delle celle. 
Per tali ragioni è necessario che le batterie agli ioni di litio siano sempre accompagnate 
da sistemi elettronici di controllo, solitamente chiamati Battery Management System 
(BMS) che hanno il compito di proteggere le singole celle, evitando che si trovino a 
operare in condizioni non corrette. 
Introduzione 
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Le specifiche dei moduli standard derivano da uno studio di mercato svolto dall’ENEA 
sui veicolo off-road già elettrici o che si prestano all’elettrificazione; tale studio ha 
evidenziato la necessità di progettare tre moduli standard per coprire l’intero mercato, 
aventi tensione nominale pari a 12 V e capacità nominale pari rispettivamente a 30, 60 
e 100 Ah. 
Inoltre in tale studio vengono indicate le celle agli ioni di litio basate su tecnologia Litio 
Ferro Fosfato (LFP) come maggiormente adatte a costituire tali moduli; infatti, esse 
presentano un basso costo, un elevato numero di cicli di vita, una buona robustezza 
termica ed elettrica e una tensione nominale tale da permettere il raggiungimento 
della tensione di modulo tramite la connessione di quattro celle in serie. 
Il lavoro di tesi, partendo dalla scheda hardware di gestione del modulo 
precedentemente sviluppata, ha l’obiettivo di realizzare un firmware che giri 
all’interno del microcontrollore montato sulla scheda e che implementi tutte le 
funzionalità di un BMS avanzato. 
Il BMS può essere definito avanzato perché al suo interno sono implementate, oltre 
alle funzionalità base di protezione solitamente richieste ai BMS commerciali, una serie 
di funzionalità di più alto livello che permettono di raggiungere una gestione ottimale 
della batteria. Tra di esse è presente la funzione di bilanciamento, che massimizza la 
carica estraibile dalla batteria e la stima di parametri interni alle celle non osservabili 
direttamente dall’esterno (ad esempio lo stato di carica e la capacità massima). 
Per implementare tali funzionalità, dato il loro forte contributo innovativo, è stata 
necessaria un’analisi approfondita dello stato dell’arte, selezionando e personalizzando 
gli algoritmi più promettenti e soprattutto quelli che si adattavano maggiormente alle 
celle utilizzate. Inoltre, per una gestione più semplice del sistema è stato scelto di 
implementare all’interno del microcontrollore un sistema operativo (OS), il FreeRTOS, 
che mettendo a disposizione tutti i principali meccanismi di programmazione 
concorrente consente di gestire le varie funzionalità in maniera indipendente. Infine, 
utilizzando le Application Programming Interface (API) messe a disposizione da tale OS, 
si rende il firmware più robusto minimizzando la possibilità di errori di 
programmazione delle funzioni di gestione del sistema, come ad esempio le 
temporizzazioni. 
L’elaborato è organizzato in due parti principali: nella prima viene analizzato lo stato 
dell’arte sulle celle al litio e sui Battery Management System; viene descritta la scheda 
Hardware su cui verrà implementato il firmware; e vengono presentati i principali 
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concetti della programmazione concorrente dando maggior risalto ai principali 
meccanismi messi a disposizione dal FreeRTOS. 
Nella seconda parte, invece, viene esposta la realizzazione del sistema partendo dalla 
descrizione degli algoritmi implementati per poi passare alla verifica del sistema 
ottenuto. In quest’ultima parte viene anche presentato tutto il sistema di verifica 
realizzato per poter caratterizzare il BMS, costituito da un’interfaccia utente, un 
simulatore di moduli standard e un set-up sperimentale per simulare l’uso del modulo 
reale. 
Il lavoro viene concluso riassumendo le caratteristiche del sistema realizzato ed 
eseguendo un confronto con alcuni BMS commerciali. Infine vengono presentate un 












1. ACCUMULO DI ENERGIA PER TRAZIONE ELETTRICA......................................................................... 8 
1.1 VEICOLI ELETTRICI ............................................................................................................................ 8 
1.2 CELLE AL LITIO ............................................................................................................................... 11 
1.3 BATTERIE PER PICCOLI VEICOLI ELETTRICI ............................................................................................. 14 
1.3.1 Standardizzazione del modulo base ..................................................................................... 14 
2. BATTERY MANAGEMENT SYSTEM ................................................................................................. 16 
2.1 STIMA DELLO STATO DI CARICA (SOC) ................................................................................................ 19 
2.1.1 Tensione a vuoto ................................................................................................................... 19 
2.1.2 Coulomb counting ................................................................................................................. 20 
2.1.3 Model-Based ......................................................................................................................... 20 
2.1.4 Mixed-Algorithm ................................................................................................................... 22 
2.2 BILANCIAMENTO ............................................................................................................................ 25 
2.2.1 Bilanciamento Passivo .......................................................................................................... 29 
2.2.2 Bilanciamento attivo............................................................................................................. 31 
2.3 STIMA DELLO STATO DI SALUTE (SOH) ................................................................................................ 34 
2.3.1 Stima della Qmax .................................................................................................................. 34 
3. DESCRIZIONE DELL’HARDWARE DEL BMS IN ESAME ..................................................................... 37 
3.1 ARCHITETTURA GENERALE ............................................................................................................... 39 
3.2 DESCRIZIONE DEL MODULO BASE ....................................................................................................... 40 
4. SISTEMI OPERATIVI ....................................................................................................................... 48 
4.1 PROGRAMMAZIONE CONCORRENTE ................................................................................................... 49 
4.2 SISTEMA OPERATIVO ....................................................................................................................... 52 
4.2.1 Meccanismi di multiprogrammazione .................................................................................. 52 
4.2.2 Gestione della comunicazione tra i task. .............................................................................. 55 
4.2.3 Sincronizzazione e controllo degli accessi. ............................................................................ 56 
4.3 IL FREERTOS ................................................................................................................................ 61 
4.3.1 Principali caratteristiche ....................................................................................................... 61 
2.3.2 API principali ......................................................................................................................... 61 
5. IMPLEMENTAZIONE DELLE FUNZIONALITÀ DEL BMS. .................................................................... 64 
5.1 ACQUISIZIONE DATI ........................................................................................................................ 66 
5.1.1 Task per la misura della temperatura ................................................................................... 66 
5.1.2 Task per la misura delle tensioni di cella .............................................................................. 67 
5.1.3 Task per la misura della corrente ......................................................................................... 67 
5.2 SICUREZZA E GESTIONE TERMICA ....................................................................................................... 69 
5.2.1 Task main .............................................................................................................................. 69 
5.3 STIMA DEL SOC ............................................................................................................................. 71 
 7 
5.3.1 Task SoC ................................................................................................................................ 72 
5.4 STIMA DEL SOH ............................................................................................................................. 74 
5.4.1 Task Qmax ............................................................................................................................ 74 
5.5 COMUNICAZIONE ........................................................................................................................... 77 
5.5.1 Task Send .............................................................................................................................. 78 
5.5.2 Task Ricevi ............................................................................................................................ 83 
5.6 BILANCIAMENTO ............................................................................................................................ 86 
5.6.1 Task Bilanciamento ............................................................................................................... 88 
5.7 FUNZIONALITÀ AGGIUNTIVE ............................................................................................................. 98 
5.7.1 Task save .............................................................................................................................. 98 
5.7.2 Task CPU ............................................................................................................................... 98 
5.8 ORGANIZZAZIONE DEL SISTEMA ......................................................................................................... 99 
6. SVILUPPO AMBIENTE DI VERIFICA ............................................................................................... 102 
6.1 SET-UP SPERIMENTALE .................................................................................................................. 104 
6.2 INTERFACCIA UTENTE .................................................................................................................... 105 
6.3 SIMULATORE DI MODULI ................................................................................................................ 108 
7. RISULTATI OTTENUTI................................................................................................................... 112 
7.1 STIMA DEL SOC ........................................................................................................................... 113 
7.2 BILANCIAMENTO .......................................................................................................................... 115 
7.3 STIMA DELLA CAPACITÀ MASSIMA .................................................................................................... 120 
7.4 COOPERAZIONE DEGLI ALGORITMI. .................................................................................................. 124 
7.5 CONFRONTO CON BMS COMMERCIALI. ............................................................................................ 128 
8. CONCLUSIONE ............................................................................................................................. 130 






Accumulo di energia per trazione 
elettrica 
1.1 Veicoli elettrici 
Quando si pensa a veicoli a trazione elettrica si immagina di avere a che fare con una 
nuova tecnologia, soprattutto se confrontata con quella convenzionale a combustione 
interna. In realtà, essa è comparsa circa cento anni prima dell’auto a benzina ed 
inizialmente aveva numerosi vantaggi rispetto ad essa. [1] [2] 
Infatti, le prime auto a benzina emanavano odori nauseanti, erano rumorose, 
inaffidabili e soprattutto erano difficili da usare, sia per la rudezza del cambio sia per 
l’avviamento manuale. Di contro, le auto elettriche erano silenziose, inodori, affidabili 
e semplici da guidare, il che le rendeva particolarmente adatte alla borghesia 
dell’epoca. 
Capitolo 1 
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Le auto elettriche (figura 1), però, presentavano un’autonomia ridotta, principalmente 
dovuta alla scarsa efficienza della tecnologia usata per lo stoccaggio dell’energia. Ciò 
rendeva necessario l’equipaggiamento con grosse batterie che facevano lievitare il 
costo della vettura stessa. 
 
 
Figura 1 –Una Detroit Electric prodotta dalla Anderson Electric Car Company dal 1907 fino al 1939. 
 
Dal 1920 con la costruzione delle prime autostrade americane, aumentò la necessità di 
mobilità dell’americano medio generando un incremento d’interesse per il mondo 
delle automobili. 
Sfortunatamente per le auto elettriche, l’aumento della mobilità portò anche alla 
necessità di estendere la loro l’autonomia e la scoperta di grandi pozzi di petrolio in 
Texas e in California diede luogo ad un significativo crollo del costo della benzina. 
L’interazione dei due fenomeni rese le auto a combustione interna più vantaggiose 
rispetto a quelle elettriche sia dal punto di vista economico sia dal punto di vista delle 
prestazioni. 
Per questi motivi la produzione delle auto a combustione interna conobbe un aumento 
tale da comportare un calo del prezzo unitario ed un notevole sviluppo nella 
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costruzione del mezzo. Negli anni successivi, vennero risolti molti dei problemi iniziali, 
ad esempio l’avviamento manuale fu sostituito con l’introduzione dell’avviamento 
elettrico. Tali sviluppi, aumentando l’usabilità e la comodità delle auto a benzina, 
dettero il colpo di grazia alle vendite delle auto elettriche e conseguentemente 
all’investimento nel loro sviluppo. 
In realtà la trazione elettrica non scomparve del tutto, ma cambiò forma passando dal 
campo automotive al cosiddetto off-road. Comparvero sul mercato una serie di piccoli 
veicoli elettrici, come le golf-car, che con una autonomia necessaria ridotta 
permettevano di sfruttare i vantaggi dei veicoli elettrici soprattutto in termini di 
rumorosità ed emissione di gas di scarico. 
Con la scoperta delle celle al litio, che hanno permesso l’aumento di circa tre volte 
della energia immagazzinabile per unità di volume, e con l’aumento costante 
dell’inquinamento globale i veicoli elettrici sono ritornati all’attenzione dei media 
come possibile alternativa “pulita“ alle auto a combustione interna. 
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1.2 Celle al litio 
L’utilizzo delle celle al litio ha portato un notevole sviluppo dei veicoli elettrici grazie 
all’elevata densità di energia e potenza specifica delle stesse, che ha comportato una 
riduzione in termini di peso e volume del pacco batteria a parità di potenza ed energia 
richiesta. Di contro, però, tali celle sono molto più sensibili rispetto alla fuoriuscita dai 
range operativi di tensione, temperatura e corrente il che impone l’uso di un livello 
elettronico di controllo generante un aumento dei costi, già di per se più alti, rispetto 
alle chimiche precedenti.  
La tecnologia al litio in confronto con le chimiche precedentemente utilizzate e 
commercializzate presenta innumerevoli vantaggi [3]: 
Alta tensione di cella, circa 3,4 V (nominale) rispetto ai 1,2-2 V delle chimiche 
precedenti, il che comporta un minor numero di celle da collegare in serie per 
raggiungere le tensioni richieste dalle applicazioni. 
 Maggior densità di energia, circa tre volte le chimiche precedenti con un 
conseguente calo del perso e volume della batteria a parità di energia richiesta. 
 Maggior densità di potenza, quindi a parità di tensione riesce a fornire una 
corrente maggiore. 
 Bassa Autoscarica, circa 2-3 % al mese che corrispondente a circa tre volte in 
meno rispetto alle tecnologie al Nickel. 
 Tempo di vita più lungo. 
 
Di contro però, presentano svantaggi non trascurabili tra cui: 
 Maggior sensibilità rispetto alla fuoriuscita dai range operativi di tensione, 
corrente e temperatura che possono danneggiare anche permanentemente la 
celle e comportare problemi di sicurezza; questo impone l’uso di un sistema di 
controllo e gestione elettronico (il Battery Management System). 
 Il maggior costo. 
 La tecnologia non pienamente matura: non si ha ancora una conoscenza 
approfondita della dipendenza dei parametri con l’invecchiamento. 
 
La struttura fisica delle celle al litio è simile a quella delle altre chimiche e in particolare 
è formata da un anodo, un catodo, un elettrolita e un separatore. 
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Nelle celle al litio possono essere utilizzati un gran numero di materiali elettrodici ed 
elettrolitici, il che dà vita ad una moltitudine di tipi diversi di celle aventi caratteristiche 
diverse soprattutto rispetto al trade-off tra densità di energia e sicurezza. 
Le celle al litio possono essere classificate in due macro-specie. 
In primo luogo, le celle che utilizzano come anodo il litio metallico, dette solitamente 
“celle al litio“, sono caratterizzate da una bassissima resistenza interna e da un’elevata 
capacità, di conseguenza hanno un’elevatissima energia e potenza specifica. Tali 
caratteristiche sono dovute principalmente all’elevata reattività del litio metallico che 
rende, però, le celle poco stabili e poco sicure limitandone fortemente la 
commercializzazione. 
In secondo luogo, si possono utilizzare dei materiali “ad intercalazione”, capaci di 
immagazzinare grosse quantità di ioni di litio in maniera reversibile. Questa 
caratteristica dà il nome alle celle dette “agli ioni di litio”. Nel prosieguo di questo 
elaborato si farà riferimento esclusivamente a questa tecnologia in quanto è quella 
realmente utilizzata nei veicoli elettrici e nella maggior parte della applicazioni che 
usano batterie basate sulla tecnologia al litio. 
Le celle agli ioni di litio si distinguono, a loro volta, in base ai materiali catodici usati 
che rappresentano la fonte maggiore di ioni di litio di tutta la struttura della cella. I 
materiali più utilizzati e promettenti risultano essere [4]: 
 Diossido di Cobalto (LiCoO2, LCO), è stato il materiale catodico più usato per 
molti anni ed il primo ad essere fortemente commercializzato (Sony 1991). Ha 
una alta densità di energia e potenza, ma una stabilità termica ed elettrica 
molto bassa. In particolare, è estremamente combustibile e quindi poco sicuro 
da utilizzare in applicazioni high-power. 
Inoltre, l’alto costo del cobalto comporta un maggior costo per kWh rispetto ad 
altre tecnologie, il che le rende queste celle commercialmente interessanti solo 
per applicazioni a bassa potenza. 
 
 Ossido di manganese (LiMnO4, LMO), rispetto alle LCO queste celle sono più 
economiche, dato il basso costo del Manganese che abbonda in natura, hanno 
una maggior stabilità elettrica, che ne aumenta la densità di potenza, ma una 
bassissima stabilità termica. Questo comporta una forte riduzione della 
capacità in seguito al pericolo frequente di fuoriuscita della cella dal range 
operativo di temperatura, il che le rende poco utilizzabili in ambienti industriali 
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o comunque in applicazioni dove sono sottoposte a forti stress termici come 
quello automobilistico. 
 
 Ferro fosfato (LiFePO4, LFP), queste sono le celle che possiedono la migliore 
stabilità termica e chimica fornendo il miglior grado di sicurezza tra le chimiche 
commercializzate. In particolare, esse sono incombustibili e non viene rilasciato 
ossigeno in caso di abuso termico e elettrico, evitando conseguenze disastrose 
in caso di sporadici e accidentali fuoriuscite dal range di sicurezza. Quanto 
detto si traduce in un aumento della vita della cella che, unito al basso costo 
della stessa (grazie al basso costo del ferro), le rendono economicamente 
vantaggiose. Di contro, però, la pesantezza dell’atomo di ferro, che dà la 
stabilità alla tecnologia, ne riduce la densità di energia. 
 
 Mixed Nickel–Manganese-cobalto (NMC) Tali materiali presentano densità di 
energia e potenza paragonabili con le LCO, ma l’economicità dei materiali 
utilizzati rendono il costo delle celle minore. Sfortunatamente esse sono molto 
meno stabili termicamente rispetto alle LFP, quindi necessitano di complessi e 
costosi sistemi di controllo. L’insieme di queste due osservazioni le rende poco 
adatte all’ambiente automobilistico, mentre rappresentato la soluzione 
decisamente più diffusa nelle applicazioni a bassa potenza. 
 











[% al mese] 
Sicurezza 
Piombo-acido 2 30-40 500-2000 3-20 Alta 
Ni-MH 1,2 65-70 500-800 30 Alta 
LCO 3,9 100-150 500-800 8 Bassa 
LMO 3,7 100-130 500-1000 8 Media 
LFP 3,4 90-160 1500-3000 <3 Alta 
NMC 4,2 130-200 800-1200 <3 Buona 
Tabella 1 – Caratteristiche salienti delle diverse famiglie di celle elettrochimiche. 
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1.3 Batterie per piccoli veicoli elettrici 
Uno dei campi più promettenti, soprattutto nei prossimi anni, è quello dei veicoli off-
road come risulta da uno studio condotto dall’Enea [5]. 
In particolare, si prevede una notevole penetrazione del mercato dei veicoli off-road, 
dotati di batterie al litio che andranno a conquistare circa il 20-30% delle vendite nel 
settore dei veicoli puramente elettrico. Inoltre, lo studio dimostra come i campi di 
impiego possono essere molto ampi spaziando da mezzi agricoli (compresi quelli da 
giardinaggio) fino a mezzi industriali, non dimenticandosi le macchine da cantiere per 
movimento terra e per la pulizia delle strade. Ovviamente, questi sono solo alcuni dei 
possibili campi di impiego in cui si possono sfruttare gli innumerevoli vantaggi della 
tecnologia elettrica (ad esempio la bassa rumorosità e l’assenza di fumi di scarico che 
le rendono particolarmente interessanti in applicazioni svolte al chiuso). 
Nello studio Enea [5] viene anche posta l’attenzione sui principali motivi dell’attuale 
scarsa diffusione dei veicoli elettrici off-road. Si individua principalmente il problema 
nella scarsa autonomia e nel costo iniziale elevato, dovuto principalmente all’acquisto 
della batteria stessa. Per ridurre l’effetto del secondo problema, viene proposta una 
standardizzazione della batteria basata su una struttura modulare in modo tale da 
beneficiare dell’economia di scala. 
1.3.1 Standardizzazione del modulo base 
Per quanto detto nella descrizione sulle celle agli ioni di litio, la tecnologia più 
promettente nel campo dei veicoli elettrici è la LiFePO4 data la sua robustezza. Essa è 
tra l’altro particolarmente adatta per la standardizzazione di un modulo per veicoli off-
road in quanto la connessione di quattro celle in serie dà una tensione compatibile con 
le batterie al piombo acido, le più utilizzate attualmente sui veicoli elettrici off-road. 
Ciò riduce i costi di reingegnerizzazione di tali veicoli favorendone la diffusione sul 
mercato. Un’altra applicazione del modulo standard può essere quella di rimpiazzare la 
batteria dei veicoli a combustione interna; difatti con l’aumento di elettronica a bordo 
è incrementata la necessità di capacità della batteria, che può essere aumentata con il 
passaggio a batterie al litio senza modificare o addirittura riducendo il peso e 
l’ingombro della batteria stessa, aumentandone comunque la durata di circa tre volte. 
1.3 Batterie per piccoli veicoli elettrici 
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Oltre a ciò, le celle LFP sono tra le più economiche celle agli ioni di litio, quindi un loro 
utilizzo riduce i costi iniziali della batteria rendendo più competitivi, rispetto al 
rapporto costo/efficienza, i veicoli off-road equipaggiati con questa tecnologia. 
Per definire i moduli standard, l’Enea ha effettuato uno studio di mercato [5] dei veicoli 
off-road commerciali già elettrici o adatti a essere trasformati in tali, ricavando tre 
moduli standard con tensione nominale di 13,2 V, compatibile con le batterie al 
piombo acido, e capacità nominale di 30 Ah, 60 Ah e 100 Ah. Con l’utilizzo di queste 
capacità, lo studio dimostra che tramite connessione in serie e in parallelo dei moduli 





Battery Management System 
Dalle caratteristiche illustrate per le celle al litio si intuisce chiaramente la necessità 
dell’uso di un sistema elettronico di controllo delle singole celle, che eviti abusi sulle 
stesse. La batteria al litio, dunque, intesa come connessione serie e/o parallelo di celle 
elementari agli ioni di litio, deve essere sempre accompagnata da un sistema di 
controllo chiamato comunemente Battery Management System (BMS). Il BMS deve 
gestire le singole celle, monitorandone tensione, temperatura e corrente e attuando 
una serie di meccanismi di protezione per evitare che esse escano dai range operativi 
con conseguente danneggiamento delle stesse. A queste funzioni di base si 
aggiungono una serie di funzioni secondarie atte a ricavare e controllare una serie di 
variabili di stato utili ad un sistema di livello superiore o all’utente finale per una 
corretta gestione del pacco batteria. Le funzioni di un BMS generale [6] possono essere 
riassunte, a questo punto, in funzioni principali e secondarie (figura 2). Le prime sono: 
 Monitoraggio della tensione di cella: è fondamentale che venga fatto per ogni 
cella, in quanto le tensioni delle celle si diversificano per un gran numero di 
fattori come: un diverso stato di carica, un gradiente di temperatura presente 
nella batteria o per una differenza degli elementi “parassiti” della cella stessa. 
Capitolo 2 
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 Monitoraggio della temperatura: può essere fatta sulla singola cella oppure in 
punti strategici della batteria per limitare il numero di sensori necessari. 
 Monitoraggio della corrente: è importante conoscere la corrente che scorre 
nella batteria per proteggerla da valori non permessi inoltre, tale monitoraggio 
è necessario per implementare le funzioni avanzate di gestione e analisi dello 
stato di carica delle celle. 
 Controllo delle grandezze lette: è necessario adottare una serie di misure 
cautelative per evitare la fuoriuscita dai range operativi delle celle che 
comporterebbero il danneggiamento delle stesse.  
 
Le funzioni secondarie più importanti sono: 
 La stima dello State of Charge (SoC): questo è un parametro importante che 
definisce appunto lo stato di carica della batteria; è direttamente legato alla 
carica che la batteria può ancora erogare e quindi all’autonomia residua 
dell’applicazione. 
 La stima dello State of Health (SoH): è il parametro usato per descrivere 
appunto lo stato di salute della batteria; anch’esso, come il SoC, è un 
parametro di notevole interesse perché legato direttamente alla massima 
carica che la batteria può contenere e quindi all’autonomia che l’applicazione 
ha con la batteria totalmente carica. 
 Il bilanciamento: come vedremo più nel dettaglio in seguito, questa è una 
funzione necessaria per massimizzare la capacità utilizzabile della batteria. 
 La comunicazione: solitamente la batteria è inserita in sistemi più complessi, 
quindi il BMS deve essere in grado di comunicare con i livelli superiori 
fondendogli tutte le informazioni necessarie ad ottimizzare l’uso della batteria. 
Il protocollo di comunicazione, ovviamente, dipende fortemente 
dall’applicazione e dall’ambiente di utilizzo della stessa. Per i veicoli elettrici lo 
standard di comunicazione è il CAN-bus un protocollo seriale progettato per 
essere usato in ambienti molto rumorosi, come appunto, quello degli 
autoveicoli. 
 




Figura 2-Funzioni standard del Battery Management System 
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2.1 Stima dello stato di carica (SoC) 
Come brevemente accennato il calcolo dello stato di carica è una funzione di grande 
interesse soprattutto per l’utente finale dell’applicazione perché direttamente legato 
all’autonomia residua. 
La definizione formale globalmente utilizzata è [6]: 
 
    
 
    
 
 
dove   è la carica residua della cella e      è la carica massima immagazzinabile nella 
cella stessa. 
Analizziamo nel seguito i metodi di stima del SoC più utilizzati, ponendo particolare 
attenzione alla complessità computazionale e agli errori dei vari algoritmi, eseguendo 
infine un breve confronto. 
2.1.1 Tensione a vuoto 
L’algoritmo più semplice si basa sulla relazione univoca tra SoC e tensione a vuoto 
(OCV) della cella. In particolare, per tensione a vuoto si intende la tensione della cella 
misurata con corrente nulla dopo un tempo tale da poterla considerare costante. 
Infatti, se la cella passa da una condizione a corrente non nulla (carica o scarica) in una 
a corrente nulla si avrà un transitorio dovuto a effetti di rilassamento la cui durata è 
variabile con la chimica, con la capacità della cella e con le condizioni operative in cui 
essa si trova a lavorare (come corrente e temperatura). 
La relazione OCV-SoC dipende dalla tecnologia della cella e risulta costante, con una 
buona approssimazione, con l’invecchiamento e al variare della temperatura. 
Sfortunatamente, alla semplicità dell’algoritmo appena descritto si contrappone 
l’impossibilità di avere una stima temporalmente continua, data dall’impossibilità di 
misurare l’OCV quando le celle sono in uso. Tale caratteristica rende questo metodo 
poco adatto ad applicazioni ad alta potenza e con usi continuativi su grandi intervalli 
temporali. 
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2.1.2 Coulomb counting 
Un algoritmo molto utilizzato è il coulomb counting che, come si intuisce dal nome, si 
basa sul conteggio delle cariche che fluiscono dalla o nella cella. Ciò è ottenibile 
tramite l’integrazione della corrente. In particolare, l’equazione caratteristica 
tipicamente viene identificata come: 
 
            
     
 
  
    
 
 
Dove      rappresenta il SoC al tempo    e la frazione è l’integrale della corrente 
normalizzata rispetto alla carica massima immagazzinabile nella cella; con tale 
definizione, dunque, lo stato di carica varierà tra 0 (cella totalmente scarica) e 1 (cella 
totalmente carica). Inoltre è utilizzata la convenzione standard sul segno della 
corrente, ossia quest’ultima è intesa positiva se uscente dalla batteria, negativa 
altrimenti. Tale convenzione verrà adottata in tutto il prosieguo dell’elaborato. 
Come è facilmente intuibile, questo algoritmo ha una complessità limitata se 
l’integrale viene quantizzato come una sommatoria, il che comporta un primo errore a 
cui si devono aggiungere gli errori sula stima di      e sulla misura della corrente. 
In particolare, gli errori di misura della corrente possono essere divisi in offset ed errori 
di guadagno, di cui i primi, solitamente di entità maggiore, possono essere ridotti con 
tecniche di misura e correzioni appropriate. 
Per le caratteristiche dell’algoritmo, quindi, partendo da un valore di      noto con 
una buona precisione, come per esempio        (cella totalmente scarica) o 
       (cella totalmente carica) si ha un errore minimo all’inizio dell’intervallo di 
integrazione e crescente nel tempo. 
2.1.3 Model-Based 
In letteratura, infine, sono stati proposti una serie di altri algoritmi definiti model-
based e basati su grandezze non direttamente misurabili, ma ottenibili a partire da 
modelli più o meno complessi di cella. 
Tra i più utilizzati si trovano quelli basati su parametri elettrici che in alcune chimiche 
presentano una forte dipendenza con il SoC. 
Il parametro più utilizzato è la resistenza serie di cui è mostrata la relazione con il SoC 
per una cella NMC in figura 3. Sfortunatamente, essa ha anche una forte dipendenza 
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con la temperatura e l’invecchiamento il che limita moltissimo la precisione 
dell’algoritmo e quindi l’uso in applicazioni pratiche. 
 
 
Figura 3 – Grafico della resistenza serie per una cella NMC da 1.5Ah. 
 
Un altro algoritmo model-based, al contrario molto utilizzato, è basato sul modello 
elettrico mostrato nella figura sottostante: 
 
 
Figura 4 – Modello elettrico per celle agli ioni di litio 
 
Esso è divisibile in due diverse sezioni: la prima utilizzata per modellare l’energia 
immagazzinata nella cella e formata da Ccella, che rappresenta la capacità della cella, 
dalla resistenza che modella l’autoscarica (Rp), e da un generatore controllato in 
corrente, che modella la corrente che vi scorre all’interno. La tensione sulla capacità 
corrisponde allo  stato di carica e viene utilizzata nella seconda parte del modello per 
pilotare il generatore comandato di tensione. Quest’ultima parte modella l’impedenza 
interna della cella come la serie di una resistenza (Rserie) e un numero variabile di 
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gruppi R-C che descrivono gli effetti di rilassamento sulla variazione della tensione. Il 
modello diventa tanto più preciso quanto più è alto il numero di gruppo R-C; allo 
stesso tempo, però, l’aumento di tale numero ne aumenta la complessità. 
L’idea di fondo di tale metodo è stimare il SoC partendo dalla misura della tensione di 
cella, quindi, sfruttando la relazione tensione (di cella)-OCV del modello e la relazione 
OCV-SoC della cella per ricavare lo stato di carica. 
Come per la resistenza serie anche i valori dei gruppi R-C dipendono fortemente dal 
SoC, dalla temperatura e dall’invecchiamento. Le prime due dipendenze possono 
essere estratte da test di laboratorio e quindi implementate all’interno del modello 
annullandone l’effetto. Per la dipendenza dall’invecchiamento, come già accennato, il 
problema è molto complesso in quanto data la non piena maturità delle tecnologie 
delle celle agli ioni di litio non si ha ancora uno studio dettagliato dell’invecchiamento 
e quindi delle dipendenze di tali parametri da esso. 
E stata presentata una possibile soluzione a questo problema tramite la stima online 
dei parametri, nel lavoro di tesi preso come riferimento [7]. In particolare, in esso si 
ricavano i parametri del modello tramite un numero limitato di campionamenti della 
tensione e corrente di cella presi negli istanti precedenti al calcolo dei parametri stessi. 
L’algoritmo di stima è basato sull’inversione di grosse matrici e quindi è molto pesante 
dal punto di vista computazionale, di conseguenza risulta poco implementabile su 
sistemi basati su microcontrollore, soprattutto se il numero di celle che esso deve 
gestire è alto. 
2.1.4 Mixed-Algorithm 
In letteratura è stata presentata un’ulteriore tecnica detta mixed-algorithm (algoritmo 
misto) che tramite l’utilizzo simultaneo di più tecniche tenta di risolvere gli svantaggi 
delle tecniche prese singolarmente. 
Uno degli algoritmi di questo tipo più utilizzato si basa sulla combinazione del coulomb 
counting e del modello elettrico, con il secondo utilizzato per correggere 
dinamicamente l’errore del primo. 
Riassumendo brevemente quanto detto per i due moduli: 
 Il coulomb counting è in grado di stimare correttamente il SoC su 
intervalli temporali ridotti, in quanto, l’errore sulla stima della corrente 
(tipicamente a media non nulla) viene integrato e quindi aumenta nel 
tempo. 
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 Il Model-Based dà errore minore su intervalli temporali ampi, in quanto, 
per grosse variazioni del SoC, l’effetto dominante è dato dalla curva 
OCV-SoC, che come detto più volte rimane invariante sia con la 
temperatura che con l’invecchiamento. 
 
Come si può osservare dalla figura 5 , in cui viene ne viene presentata una possibile 
soluzione, il model-based partendo dal SoC calcolato nel coulomb counting stima la 
tensione di uscita della cella. Quest’ultima confrontata con l’uscita reale fornisce la 
tensione errore, che condizionata tramite un controllore diventa una corrente 
d’errore. Tale corrente viene sottratta alla corrente di cella misurata e il risultato 
integrato tramite il coulomb counting correggendone eventuali errori. 
Quindi la parte del modello di cella corregge eventuali errori a bassa frequenza del 
coulomb counting e rende quest’ultimo più robusto rispetto ad errori sul SoC iniziale. È 
da notare, però, che tale algoritmo non è esente da errori dovuti per esempio alla 
misura della tensione di cella. 
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È possibile riassumere brevemente le caratteristiche degli algoritmi appena descritti 
[6]: 
Algoritmo Vantaggi Svantaggi Applicazione 
OCV-SoC Molto semplice. Stima in condizioni 
particolari (OCV). 
Molto semplici, in cui 
la batteria non viene 
usata di continuo. 
Coulomb Counting Semplice e preciso su 
brevi periodi. 
Poco preciso su 
lunghi periodi, quindi 
ha la necessità di 
essere ricalibrato 
spesso. 
È adatto a tutte le 
applicazioni data la 
sua semplicità, 
ovviamente la stima 
migliora se la misura 
della corrente è 
precisa o vi è la 
possibilità di  
ricalibrare spesso 
l’algoritmo. 
Model-based Può risultare molto 
preciso 
La precisione dipende 
dall’accuratezza del 
modello e quindi 
dalla sua complessità. 
In applicazioni con 
elevate potenzialità 
di calcolo data la sua 
complessità. 
Mixed-Algorithm Fornisce una stima 
molto precisa 
Ha un’elevata 
complessità se si 
vuole ottenere una 
buona stima 
In applicazioni molto 
dinamiche dove la 
precisione è da 
prediligere. 






Il bilanciamento è una funzione del BMS molto importante in quanto il suo compito è 
quello di massimizzare la carica estraibile dal pacco batteria; quando ciò non accade, la 
batteria viene detta sbilanciata. 
Per analizzare le cause e gli effetti dello sbilanciamento partiamo da una condizione di 
celle ideali, ossia di celle con capacità reale pari a quella nominale. Questa condizione 
è ideale in quanto le celle, anche se nominalmente identiche per piccole differenze 
costruttive, posseggono capacità reali diverse tra di loro e da quella nominale. 
Con questa assunzione la condizione di sbilanciamento è dovuta a un diverso stato di 
carica delle celle che connesse in serie formano la batteria. Le cause di questo 
fenomeno sono molteplici e inevitabili dovute principalmente a differenze costruttive 
tra le celle, che si riflettono sui parametri elettrici interni. Tale differenza influenza il 
comportamento delle celle che, dopo diversi cicli d’utilizzo, presentano appunto uno 
squilibrio nello stato di carica. 
Tale squilibrio, in pacchi batteria formati da più celle connesse in serie e quindi 
sottoposti alla stessa corrente, comporta il raggiungimento “precoce” delle soglie di 
cut-off superiore ed inferiore di alcune celle riducendone la carica immagazzinabile ed 
estraibile dalla batteria. Per comprendere a fondo tale fenomeno, consideriamo una 
batteria costituita da 4 celle di uguale capacità pari a 30 Ah (o 10800 C), ma stato di 
carica non bilanciato, come mostrato nella figura 6. Partendo da tale situazione di 
batteria sbilanciata ed effettuando una carica completa (figura 6.b) e una successiva 
scarica completa(figura 6 c), si può osservare chiaramente come non venga utilizzata la 
massima carica immagazzinabile nel pacco batteria. 
 
  








Cella 1 Cella 2 Cella3 Cella 4 
scarica 86400 62640 71280 59400 












Cella 1 Cella 2 Cella3 Cella 4 
scarica 80 58 66 55 


















Figura 6.b - Situazione di fine carica per una batteria sbilanciata 
  
Figura 6.c - Situazione di fine scarica per una batteria sbilanciata 
Figura 6 – Effetti dello sbilanciamento sulla massima carica estraibile in condizioni ideali (capacità reale uguale 
alla capacità nominale). A sinistra i grafici sono espressi in carica ipotizzando la capacità nominale di 30 Ah, 
mentre a destra sono espressi in SoC. 
Infatti, come si vede dalla figura b (carica completata) alcune celle non sono state 
completamente ricaricate, dunque, nella successiva fase di scarica potranno fornire 
meno carica delle altre comportando l’interruzione anticipata della scarica della 
batteria, come mostrato nella sezione c della figura, in cui una cella risulta 
completamente scarica mentre nelle altre è presente ancora carica che non potrà 
essere estratta. 
Partendo da tali osservazioni può essere ricavata la massima carica utilizzabile della 
batteria data la condizione di sbilanciamento: 
 
                                 
 
dove con      viene indicata la massima capacità della batteria utilizzabile, con    la 








Cella 1 Cella 2 Cella3 Cella 4 
scarica 27000 3240 11880 0 












Cella 1 Cella 2 Cella3 Cella 4 
scarica 25 3 11 0 





















Cella 1 Cella 2 Cella3 Cella 4 
scarica 108000 84240 92880 81000 












Cella 1 Cella 2 Cella3 Cella 4 
scarica 100 78 86 75 

















In realtà, a questo va aggiunto l’effetto del mismatch della capacità massima dunque la 
situazione reale è più simile a quella mostrata nella figura 7 e quindi la carica massima 
utilizzabile diventa: 
                                     
 
  
Figura 7.a - Situazione iniziale di batteria sbilanciata. 
  
Figura 7.b - Situazione di fine carica per una batteria sbilanciata 
  
Figura 7.b - Situazione di fine scarica per una batteria sbilanciata 
Figura 7 – Effetti dello sbilanciamento sulla massima carica estraibile in condizioni reali (capacità reale diversa 
dalla capacità nominale). A sinistra i grafici sono espressi in carica ipotizzando le rispettive capacità 







Cella 1 Cella 2 Cella3 Cella 4 
scarica 60000 30000 60000 20000 












Cella 1 Cella 2 Cella3 Cella 4 
scarica 60.0 37.5 66.7 28.6 




















Cella 1 Cella 2 Cella3 Cella 4 
scarica 40000 10000 40000 0 












Cella 1 Cella 2 Cella3 Cella 4 
scarica 40.0 12.5 44.4 0.0 




















Cella 1 Cella 2 Cella3 Cella 4 
scarica 90000 60000 90000 50000 












Cella 1 Cella 2 Cella3 Cella 4 
scarica 90.0 75.0 100.0 71.4 

















Tale carica, inoltre, si riduce all’aumentare dei cicli d’utilizzo quindi pare chiaro che nel 
BMS deve essere implementato un algoritmo capace di portare la cella in una 
condizione bilanciata, massimizzandone la capacità utilizzabile. 
Gli algoritmi capaci di bilanciare le celle possono essere divisi (figura 8) in due grosse 
categorie: passivi e attivi. Nei primi lo stato di carica viene equalizzato dissipando la 
carica delle celle con SoC maggiore su un elemento passivo. Nei secondi la carica viene 
spostata riequilibrando il SoC delle celle. 
Quest’ultima categoria è divisibile a sua volta in: “Pack-to-Cell”, in cui la carica viene 
presa dall’intero pacco batteria e utilizzata per caricare le celle con SoC minore, “Cell-
to-Pack”, in cui la carica viene presa dalle celle a SoC maggiore e ridistribuita all’intera 










2.2.1 Bilanciamento Passivo 
Come già detto il bilanciamento passivo consiste nello scaricare le celle più cariche su 
una o più resistenze. Ovviamente esso è il più semplice da implementare sia come 
hardware che software, ma presenta alcuni problemi di fondo: il primo è ideologico, in 
quanto l’energia ha un costo e quindi è idealmente scorretto pensare di dissiparla su 
una resistenza sprecandola; il secondo è pratico ed è dovuto al calore generato nella 
dissipazione dell’energia. Infatti, se il pacco batteria ha una grossa capacità, come di 
solito accade nei veicoli elettrici, anche piccoli sbilanciamenti dello stato di carica 
comportano grosse quantità di energia da dissipare, aumentando la complessità del 
sistema di gestione termica. 
Tali tecniche, pur presentando i problemi appena descritti, rimangono le più utilizzate 
a livello commerciale perché sono molto più semplici da implementare e affidabili 
rispetto alle tecniche attive. Ovviamente nell’implementazione hardware di tali 
tecniche la scelta del valore di resistenza è fondamentale, in quanto determina la 
corrente di bilanciamento che è legata direttamente alla potenza dissipata ed è 
inversamente proporzionale al tempo di bilanciamento. 
 
Le architetture hardware per realizzare un bilanciamento passivo possono essere di 
due tipi: 
 La prima architettura (figura 9 ) rappresenta la tecnica più semplice e consiste 
nell’aggiunta in parallelo ad ogni cella di una resistenza e di un interruttore, 
quindi per scaricare la cella basta chiudere il contatto facendo scorrere 
corrente nella resistenza. 
Tale architettura è molto semplice e il bilanciamento può avvenire in parallelo 
su tutte le celle riducendo il tempo totale (a parità di corrente di 
bilanciamento). Di contro, essa ha bisogno di un gran numero di componenti e 
connessioni, in particolare quest’ultime possono rappresentare un problema 
soprattutto se, per motivi termici, c’è la necessità di collocare le resistenze 






Figura 9 – Bilanciamento passivo con l’utilizzo di una resistenza per ogni cella. 
 
 L’altra architettura (figura 10) invece utilizza una sola resistenza che tramite 
una matrice di interruttori può essere messa in parallelo alla cella della batteria 
che si vuole scaricare. In questo modo ovviamente si minimizza il numero di 
componenti e connessioni rendendo tra l’altro più semplice la gestione termica 
in quando l’elemento dissipativo diventa unico. Allo stesso tempo, si ha un 
aumento del tempo di bilanciamento a parità di corrente e l’incremento della 
complessità dell’algoritmo di gestione della matrice di interruttori. 
 
 





2.2.2 Bilanciamento attivo 
Il bilanciamento attivo si contrappone a quello passivo in quanto invece di dissipare 
l’energia la sposta, riequilibrando il SoC delle celle. Oltre alla divisione in sottoclassi 
precedentemente definite, le varie tecniche possono essere divise in base al circuito 
che le implementa [8]. 
Le più semplici sono quelle basate sugli switching capacitors, che si basano sull’idea di 
spostare la carica dalle celle a SoC maggiore su un condensatore e successivamente da 
quest’ultimo alle celle meno cariche. Un’architettura che sfrutta tale principio è quella 
mostrata in figura 11 in cui le capacità, tramite la matrice di switch, possono essere 
connesse in parallelo a due celle adiacenti equalizzandone il valore di tensione. Una 
possibile modifica del sistema può essere rappresentata dalla complicazione della 
matrice di interruttore e l’utilizzo di un solo condensatore, quindi generando una 
struttura simile a quella presentata per la tecnica passiva. Tale modifica, aumentando 
la complessità del sistema, minimizza il tempo di bilanciamento e aumenta l’efficienza, 
in quanto permette di eseguire trasferimenti mirati direttamente dalle celle più cariche 
a quelle più scariche. 
 
 
Figura 11 – Bilanciamento attivo basato su approccio switching capacitors 
 
Altre tecniche molto utilizzate sono quelle basate sui trasformatori. Vediamo più in 
dettaglio la soluzione basata sull’utilizzo di un trasformatore col primario connettibile 
tramite un interruttore alla batteria e un secondario per ogni cella (figura 12). Quando 
l’interruttore in serie al primario è chiuso, si immagazzina energia all’interno di questo 




si apre l’interruttore. Pilotando l’interruttore con un’onda quadra si ottiene 
l’equalizzazione senza bisogno di alcun algoritmo di controllo, analogamente alla 
tecnica switched capacitors. 
 
 
Figura 12 – Bilanciamento attivo basato sull’uso di un  trasformatore avente un secondario per ogni cella. 
 
Le ultime tecniche che verranno presentate nell’elaborato sono quelle basate 
sull’utilizzo di convertitori DC-DC. Esse sembrano molto promettenti sia dal punto di 
vista del rendimento energetico sia da quello del tempo di bilanciamento. Una 
possibile architettura è mostrata in figura 13 : come si può notare, essa utilizza 
appunto un convertitore DC-DC il cui ingresso è connettibile alla batteria tramite un 
interruttore e l’uscita può essere connessa alle celle tramite una matrice di switch. Il 
controllo di tale matrice non è banale in quanto un controllo errato può portare a 
cortocircuiti tra celle con enormi picchi di corrente e conseguenze disastrose per gli 
interruttori stessi.  
Questa tecnica verrà analizzata più nel dettaglio nel prosieguo dell’elaborato, in 






Figura 13 – Bilanciamento attivo basato sull’uso di un convertitore DC-DC 
 
2.3 Stima dello stato di salute (SoH) 
 
34 
2.3 Stima dello stato di salute (SoH)  
In letteratura e nell’industria non vi è una definizione univoca su cos’è e come si 
calcola lo stato di salute di una batteria [6]. Tipicamente si definisce come una stima di 
quanto la batteria reale sia diversa da una nuova ed ideale. Di conseguenza è calcolata 
come percentuale del valore di alcuni parametri misurabili o stimabili rispetto agli 
stessi parametri nominali della cella.  
Negli ultimi anni, grazie all’aumento d’interesse per i veicoli elettrici e ibridi, 
l’attenzione si è andata focalizzando sulla durata della batteria. Ciò ha reso di grande 
interesse il parametro della capacità massima della cella che è direttamente legata 
all’autonomia massima del veicolo. Per questo motivo, soprattutto in applicazioni 
automobilistiche, lo stato di salute viene calcolato solitamente come percentuale della 
capacità reale della batterie rispetto a quella nominale: 
 
     
    
  
     
2.3.1 Stima della Qmax 
Dalla definizione del SoH è evidente la necessità di dover stimare la capacità reale della 
batteria e quindi delle celle. In realtà essa non è importante solo per la stima del SoH, 
ma anche per quella dello stato di carica come abbiamo visto precedentemente. 
In letteratura non sono stati rintracciati molti studi orientati in questo senso in quanto 
la capacità reale delle celle non è un parametro direttamente osservabile se le celle 
sono connesse in serie. Questo è dovuto all’impossibilità di caricare e scaricare 
completamente tutte le celle della batteria come è stato illustrato più volte nel 
paragrafo precedente sullo studio del problema del bilanciamento. 
A tal proposito, è stato eseguito all’interno del periodo di tesi uno studio avanzato 
sulle caratteristiche delle celle LFP e una ricerca bibliografica, giungendo alla 
definizione di un algoritmo di stima della capacità massima che dopo una prima fase di 
test è stato implementato sul BMS. 
Nella prima fase si è verificata l’ipotesi presentata nell’articolo [9], ossia l’invarianza, 
per le singole celle, delle curve tensione di carica - SoC misurate in fase di carica a 
corrente costante. Le curve per le quattro celle LFP da 30 Ah utilizzate nella fase di 
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sviluppo dell’algoritmo vengono riportate nella figura sottostante, in cui si può notare 




Figura 14 – Relazione tensione di carica- SoC per le celle LFP utilizzate per la realizzazione del modulo standard da 
30 Ah. 
 
Tale traslazione potrebbe essere dovuta ad una differenza di resistenza interna e può 
essere corretta facilmente sottraendo ai valori di tensione dell’intera curva la 
differenza dei valori di tensione che le celle presentano per un determinato SoC. Le 
curve dopo la correzione vengono mostrate nella figura seguente in cui si nota come 
esse si sovrappongono quasi perfettamente. 
 
 
Figura 15 – Relazione tensione di carica- SoC per le celle LFP utilizzate per la realizzazione del modulo standard da 
30 Ah con correzione della traslazione verticale delle curve al 50% di SoC. 
2.3 Stima dello stato di salute (SoH) 
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Da tali osservazioni e considerando i dati osservabili del BMS su una carica completa a 
corrente costante è stato sviluppato la seguente metodologia di stima: 
Si divide la capacità in tre parti (figura16) :  
 Carica iniziale: è la carica che ogni cella contiene all’inizio della fase di carica a 
tensione costante (nel grafico indicata in blu).  
 Carica osservabile: è la quantità di carica immessa durante la fase di carica 
all’interno della cella (nel grafico indicata in verde).  
 Carica superiore: è la carica che manca alle celle con SoC minore quando la 




Figura 16 – Analisi dei contributi di carica utili nel calcolo della Qmax. Nel grafico sono state ipotizzate le 
rispettive capacità reali: 100000C, 80000C, 90000C e 70000C con una situazione di batteria bilanciata. 
 
Il primo contributo può essere calcolato partendo dal SoC della cella nell’istante 
d’inizio della carica e moltiplicandolo per la Qmax calcolata al ciclo precedente. Il 
secondo è definito osservabile in quanto è misurabile direttamente tramite l’integrale 
della corrente che scorre nella batteria in fase di carica. Il calcolo del terzo, invece, è 
leggermente più complesso ed è basato direttamente sull’ipotesi sopra enunciata, che 
definisce una relazione univoca tra SoC e tensione di carica.  
Di conseguenza basta riportare sulla curva della cella che ha staccato la carica le 
tensioni di fine carica delle altre celle ricavandone il SoC equivalente e da quest’ultimo 
la carica superiore. Essa è pari alla quantità di carica che porterebbe la cella che ha 












Cella 1 Cella 2 Cella3 Cella 4 
Carica superiore 15000 5000 10000 0 
Carica osservabile 70000 70000 70000 70000 







Descrizione dell’hardware del BMS in 
esame 
L’hardware del BMS su cui si è svolto il lavoro di tesi è stato progettato all’interno 
d’accordo di collaborazione tra università di Pisa ed ENEA, inserito nel progetto 
“Risparmio di energia elettrica nei mezzi di trasporto: nuovi materiali e componenti 
innovativi nei mezzi di trasporto” e ha avuto come obiettivo quello di sviluppare un 
sistema di controllo e gestione di un accumulatore di energia con prestazioni superiori 
rispetto allo stato dell’arte [10] 
Nella realizzazione dell’elettronica di controllo si è tenuto conto dello studio svolto 
precedentemente dall’ENEA, presentato nel report [5] e introdotto brevemente nel 
primo capitolo. Riassumendo quanto detto, la batteria dell’applicazione verrà formata 
da una serie di moduli standard, in numero variabile, che massimizzando i volumi di 
produzione dei singoli moduli ne abbatte il costo. Dunque, il singolo modulo è stato 
progettato per garantire la gestione e il corretto svolgimento delle funzionalità del 
BMS in maniera quanto più possibile indipendente, dando quindi la possibilità di 
formare le varie batterie minimizzando l’aggiunta di ulteriore hardware esterno. 
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Prima di passare alla descrizione dettagliata dell’hardware, conviene analizzare 
brevemente le caratteristiche delle celle utilizzate, richiamando quelle principali dal 
datasheet messo a disposizione dal costruttore [11]: 
 HP-PW-30AH HP-PW-60AH HP-PW-100AH 
Capacità nominale 30 Ah 60 Ah 100 Ah 
Dimensioni 103x58x168 mm3 114x61x203 mm3 163x51x278 mm3 




90 A 180 A 300 A 
Picco (60s) 150 A 300 A 500 A 




30 A 60 A 100 A 
Metodo CC/CV (3,65 V) CC/CV (3,65 V) CC/CV (3,65 V) 
Tensione di Cut-off 3,85 V 3,85 V 3,85 V 
Tabella 3 - Caratteristiche salienti delle celle LFP usate nel modulo standard. 
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3.1 Architettura Generale  
L’architettura hardware del Battery management system è basata su una struttura 
modulare divisa gerarchicamente su tre livelli: batteria – stringa - modulo. Lo schema a 
blocchi di principio è mostrato in figura 17, in cui si nota la batteria formata da stringhe 
connesse in serie a loro volta composte da moduli anche essi connessi in serie. 
 
 
Figura 17 – Architettura generale della batteria. 
 
3.2 Descrizione del modulo base 
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3.2 Descrizione del modulo base 
L’architettura del singolo modulo è riassunta nello schema a blocchi di figura 18 in cui 
possono essere riconosciuti i seguenti sottosistemi: 
 
 
Figura 18 – Diagramma a blocchi dell’hardware del modulo standard. 
 
Il microcontrollore (MCU) che fornisce l’intelligenza alla scheda è un LPC1754 della 
NXP, basato su un ARM Cortex M3 con bus dati a 32b. Tale sistema presenta 
potenzialità di calcolo anche superiori all’effettiva necessità del BMS, ma che in una 
fase prototipale possono risultare molto utili. Inoltre, il microprocessore utilizzato ha 
diversi altri chip della stessa famiglia pin compatibili ma con prestazioni minori, che in 
fase di produzione possono sostituirlo portando a una riduzione dei costi. Lo schema a 
blocchi del microcontrollore è presentato in figura 19 [12] in cui viene mostrata 
l’ampia gamma di periferiche che esso mette a disposizione e che permettono di 
collegarvi facilmente tutti i sottosistemi presenti sulla scheda.  
 




Figura 19 – Diagramma a blocchi delle periferiche presenti nel microprocessore LPC1754. 
 
Il vantaggio principale presentato dalla famiglia LPC è relativo ai bassissimi 
assorbimenti di corrente e alle molteplici opzioni di risparmio energetico che essi 
presentano. Tale caratteristica risulta molto importante in quanto ci si aspetta che 
l’intero sistema elettronico abbia assorbimenti paragonabili all’autoscarica del modulo, 
per evitare che il consumo del BMS determini la scarica della batteria quando 
quest’ultima non viene usata per lunghi periodi. Esternamente al microcontrollore è 
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presente una memoria non volatile connessa ad esso tramite interfaccia seriale SPI, 
utilizzabile per memorizzare dati raccolti o elaborati dal microcontrollore. Nella 
versione attuale della scheda tale memoria è da 1 Kb ma è pin compatibile con 
memorie fino ad 1Mb quindi, se la mole di dati da salvare lo richiedesse, essa potrebbe 
essere facilmente espansa. 
Una delle funzionalità basilari del BMS è rappresentata dalla misura della tensione e 
temperatura delle celle, ottenuta mediante il componente Monitor LTC6803-3 (figura 
20) della Linear Technology capace di leggere fino a 12 tensioni di cella, due 
temperature esterne tramite l’uso di NTC e la temperatura interna al chip [13]. Tali 
misure vengono svolte tramite l’uso di un convertitore analogico – digitale con 
architettura sigma-delta a 12b, capace di acquisire tutte le tensioni di cella in meno di 
13ms, in tutte le condizioni operative, e le temperature in altri 4 ms. Per permettere la 
lettura di tutte e quattro le temperature delle cella, sono stati inseriti sugli ingressi 
relativi due multiplexer analogici che permettono via firmware di selezionare 
alternativamente le temperature relative a due celle estendendo di fatto i punti di 
misura della temperatura a quattro. La comunicazione con l’intelligenza della scheda 
avviene tramite interfaccia SPI, ottimizzata con la costruzione di appositi pacchetti dati 
e protetta da bit di ridondanza. 
 




Figura 20 – Schema a blocchi del monitor LTC6803-3 
 
Il sistema di bilanciamento rappresenta una delle parti con maggior innovazione della 
scheda, è di tipo attivo basato sull’uso di un convertitori DC-DC isolato (che opera con 
corrente di uscita costante) e una matrice di interruttori capaci di connetterne l’uscita 
su una qualunque cella del modulo oppure su un bus esterno. L’ingresso del 
convertitore è costituito dalla tensione ai terminali del modulo (quattro celle connesse 
in serie). La grossa innovazione di tale sottosistema è rappresentata proprio dal bus di 
bilanciamento gestito in maniera circolare (figura21), che consente di effettuare un 
bilanciamento intermodulo senza l’aggiunta di ulteriore hardware. 
 




Figura 21 – Schema a blocchi generale del sistema di bilanciamento basato su bus circolare 
 
La struttura della matrice di interruttori è mostrata nella figura 22 e la sua gestione è 
particolarmente delicata; un possibile errore sulla gestione degli interruttori può 




Figura 22 – Struttura del sistema di bilanciamento attivo presente sulla scheda hardware. 
 
In particolare, si possono generare due tipi di cortocircuiti: statici e dinamici. I primi, in 
cui due celle staticamente vengono connesse contemporaneamente al bus di 
bilanciamento, sono i più pericolosi ma anche i più facili da individuare e quindi 
evitare. I secondi avvengono nel passaggio da una configurazione della matrice di 
switch ad un'altra e possono essere eliminati complicando l’algoritmo di 
configurazione della matrice con l’introduzione tra le due configurazioni di un tempo 
morto, in cui tutti gli interruttori della matrice di switch vengono aperti. 
Data la delicatezza di tale gestione, non si è reputato sicuro lasciarla controllare 
interamente dal microcontrollore ed è stata aggiunta una PLD che tramite un modulo 
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hardware instanziato al suo interno garantisce l’assenza di possibili errori di gestione 
provocati da errori o cattivi funzionamenti del software. 
 
 
Figura 23 – Blocco di controllo della matrice di interruttori del sistema di bilanciamento. 
 
Il blocco di gestione degli interruttori è schematizzato in figura 23, in cui possono 
essere notati gli ingressi S1, S2 e S3 comandati dal microcontrollore per selezionare la 
cella (o il bus esterno) voluta e un segnale di STROBE. La cella selezionata verrà 
effettivamente collegata al bus di bilanciamento all’arrivo sul segnale di STROBE di due 
impulsi consecutivi, in cui il primo comporta la disconnessione di eventuali celle 
precedentemente connesse al bus e il successivo comporta la connessione della cella 
selezionata. Per garantire la sicurezza contro i cortocircuiti dinamici, tra i due impulsi 
deve essere garantito un tempo morto ottenuto nel sistema tramite l’uso di un 
monostabile inserito sulla linea di STROBE. Il blocco inoltre è dotato di un segnale di 
controllo indicato nello schema precedente con Z che notifica al microcontrollore la 
corretta selezione, confrontando i segnali di pilotaggio dei singoli interruttori con la 
codifica inserita sui segnali di selezione. Lo schema elettrico del sistema implementato 
è riportato in figura 24 e se ne deve tener conto nella stesura dei driver di controllo 
della matrice implementato all’interno del microcontrollore. 
 




Figura 24 –Schema elettrico del circuito di gestione della matrice di interruttori (presente nel sistema di 
bilanciamento) implementato nella PLD.  
 
In figura 25 viene mostrato lo schema degli interruttori con relativo driver. L’utilizzo del 
driver (HT0440) con isolamento galvanico fino a qualche centinaio di volt oltre a 
proteggere la logica, semplifica il controllo dei MOS permettendone l’accensione 
anche se il source si trova a potenziali maggiori di quelli della logica stessa. I MOS 
utilizzati sono BSC190N15NS3G, a canale n e resistenza di accensione di circa a 20mΩ 
[14]. Il DC-DC è un EC6A01 [15] della Cincon, da 7,5W con range di ingresso 9/18V e 
uscita nominale 5V. In realtà, nel sistema viene sfruttata la sua protezione contro corti 
circuiti che ne limita la corrente di uscita a circa 1.5 A. 
 
 
Figura 25 – Schema elettrico degli interruttori bidirezionali che connettono il bus di bilanciamento alla cella. 
 
Per permettere al modulo di svolgere tutte le funzionalità di comunicazione con altri 
moduli o con sistemi di intelligenza superiore esso è stato dotato un interfaccia CAN-
bus e una I2C Isolate. 
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Infine è stato dotato di un sistema di gestione termica formato da tre ventole 
azionabili singolarmente tramite opportuni driver hardware pilotati da uscite del 
microcontrollore. 
Nelle figure sottostanti (figura 26-27) è stato riportato il rendering della scheda in cui 
sono stati individuati i sottosistemi appena descritti. 
 
 
Figura 26 - Rendering della faccia superiore del nuovo circuito stampato per l'elettronica di modulo. 
 
 





Dato il gran numero di funzioni che il Battery Management System si troverà a gestire 
può essere utile istanziare sul BMS un sistema operativo. Tale scelta oltre a rendere 
molto flessibile il firmware lo fa risultare anche molto robusto, in quanto le varie 
funzioni sono gestire da task eseguiti in parallelo in maniera indipendentemente. 
Dunque, l’eventuale malfunzionamento di una funzionalità non influenzerà 
l’esecuzione delle altre e utilizzando le Application Programming Interface (API) del 
sistema operativo, inoltre, si riduce la possibilità di errori di programmazione delle 
funzioni di gestione del sistema. 
Ovviamente quella che segue vuole essere solo una breve introduzione ai problemi e 
possibili soluzioni della programmazione concorrente e dei sistemi operativi, altrimenti 
non sarebbero state sufficienti tutte le pagine dell’elaborato per analizzare a fondo 
l’argomento. Tale introduzione, però, sarà utile per poter poi analizzare più nel 
dettaglio il sistema operativo scelto per l’implementazione del firmware del Battery 
Management System. 
Capitolo 4 
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4.1 Programmazione concorrente 
I sistemi operativi in genere sono sviluppati a partire dal concetto di programmazione 
concorrente che si contrappone alla programmazione classica sequenziale. 
Per poter esporre in maniera chiara la differenza tra programmazione concorrente e 
sequenziale è indispensabile introdurre alcuni concetti generali della programmazione 
[16]: 
Processore(CPU): è l’unità di elaborazione in grado di eseguire una dopo l’altra, in 
modo prettamente sequenziale, le istruzioni contenute in un programma. 
Programma: è la descrizione di un algoritmo mediante un linguaggio di 
programmazione. Quest’ultimo è l’insieme delle operazioni che il processore è in grado 
di eseguire. 
Processo: è la sequenza di azioni corrispondenti all’esecuzione di un programma da 
parte del processore. Mentre il programma è un’entità statica che descrive un 
algoritmo, il processo è un’entità dinamica che identifica l’attività svolta dal processore 
durante l’esecuzione del programma. È quindi chiaro che uno stesso programma, 
durante due esecuzioni distinte, può dar vita a due processi diversi generati dalla 
diversa sequenza di operazioni svolte dal processore , in quanto, tali operazioni sono 
influenzate dagli ingressi del sistema. 
Grafo di precedenza: è una rappresentazione grafica di un processo, in cui i nodi 
rappresentano le azioni svolte dalla CPU e gli archi che collegano i nodi identificano la 
precedenza temporale tra le azioni. 
Per capire a pieno la differenza tra programmazione sequenziale e concorrente è 
possibile usare i grafi di precedenza. Per il primo tipo di programmazione essi saranno 
ad ordinamento totale, termine con cui si intende che ogni nodo ha esattamente un 
predecessore e un successore a meno del nodo iniziale, che non ha il predecessore, e 
al nodo finale, che non ha il successore. Per il secondo tipo di programmazione i grafi 
sono ad ordinamento parziale, ossia ci saranno nodi che hanno più successori o 
predecessori in quanto alcuni nodi, almeno concettualmente saranno eseguiti in 
maniera simultanea. 
Per chiarire tali aspetti facciamo riferimento ad un semplice esempio aritmetico: 
                 
È facile rendersi conto che dei processi risolutivi possono essere quelli mostrati nelle 
figure seguenti, dove con          sono stati rappresentati i risultati parziali. Nella 
prima figura si può notare un ordinamento totale dei nodi infatti le varie operazioni 
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sono eseguite in maniera puramente sequenziale. In realtà, la logica dell’operazione 
non impone tale ordinamento, dunque il risultato può essere ottenuto anche dal 
processo raffigurato nella seconda figura, in cui alcune operazioni vengono eseguite 




Figura 28 – Grafo ad ordinamento totale che descrive un processo sequenziale. 
 
 
Figura 29 – Grafo ad ordinamento parziale che descrive un processo concorrente. 
 
Generalizzando l’esempio, la programmazione concorrente si contraddistingue da 
quella sequenziale in quanto è composta da più thread o task eseguiti 
contemporaneamente che concorrono alla produzione dei risultati dell’elaborazione. 
Con thread (abbreviazione di thread of execution, ovvero, filo dell'esecuzione) o task si 
intende un’unità granulare in cui il processo generale può essere suddiviso 
(sottoprocesso) e che viene eseguita in maniera concorrente con altri thread dello 
stesso processo. 
Come si evince anche da questo semplice esempio, tali thread eseguiti 
simultaneamente dovranno interagire tra di loro dato che per calcolare    devono 
essere precalcolati sia    che    altrimenti il risultato non sarebbe corretto. 
Normalmente le possibili interazioni vengono divise in tre diverse categorie: 
 Cooperazione: corrisponde in senso lato ad uno scambio di informazioni, che 
rappresentano tutte quelle interazioni “prevedibili e desiderate” dal 
programmatore, in quanto la loro presenza è insista nella logica del programma 
ed è necessaria alla sua esecuzione. 
4.1 Programmazione concorrente 
 
51 
 Competizione: sono tutte quelle interazioni date dall’accesso da parte dei vari 
thread alle stesse risorse condivise come ad esempio informazioni o periferiche 
fisiche. Quindi esse sono “prevedibili” ma “non sono volute” dal 
programmatore, infatti tali interazioni non sono necessarie al corretto 
svolgimento del programma e solitamente aumentano i tempi d’esecuzione. 
 Interferenze: tale categoria racchiude tutte quelle interazioni date da errori di 
programmazione dovuti a interazioni non previste dal programmatore o gestite 
in maniera non del tutto corretta. Ovviamente esse “non sono previste né 
volute” dal programmatore. 
 
Inoltre, l’esecuzione di thread simultanei richiede che l’elaboratore fisico su cui 
vengono eseguiti abbia una serie di caratteristiche per garantirne la corretta 
esecuzione. La principale è quella di possedere un processore per ogni thread in 
esecuzione, cosa in realtà non possibile, in quanto il numero di thread in esecuzione 
varia sia al variare del programma da eseguire sia al variare del tempo d’esecuzione. 
Tale numero può essere anche molto elevato, rendendo la macchina estremamente 
complessa e costosa. Per questo motivo si introduce il concetto di “macchina 
concorrente”, una macchina astratta senza relazioni dirette con l’hardware del sistema 
fisico, ma che possiede una serie di meccanismi in grado di garantire la corretta 
esecuzione dei programmi concorrenti. 
Tali meccanismi software formano il nucleo (kernel) dei sistemi operativi che quindi 
nascondono al programma il sistema fisico mostrandogli una macchina virtuale capace 
di gestire i suoi processi in maniera virtualmente simultanea. 
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4.2 Sistema operativo 
Come esposto nel paragrafo precedente il nucleo del sistema operativo è formato da 
una serie di moduli software capaci di astrarre la macchina fisica rendendola una 
macchina concorrente. 
Tali moduli possono essere divisi in tre categorie: 
 Moduli di multiprogrammazione, hanno il compito di generare i processori 
virtuali che garantiscono un’esecuzione virtualmente contemporanea. 
 Moduli di sincronizzazione e comunicazione, mediante i quali si risolvono i 
problemi delle interazioni di tipo cooperativo. 
 Moduli di controllo degli accessi, gestiscono interazioni di tipo competitivo; 
inoltre, possono rilevare alcune delle interferenze tra processi e dunque 
limitare gli effetti di possibili (e inevitabili) errori di programmazione. 
4.2.1 Meccanismi di multiprogrammazione 
Il compito principale del modulo di multiprogrammazione, come più volte è stato 
detto, è quello di generare dei processori virtuali il che consiste nel riservare una 
struttura dati per ogni task, detta solitamente “descrittore del task”, nella quale viene 
aggiornato lo stato del task stesso. In particolare, quando ad un task in esecuzione 
viene revocato l’uso della CPU fisica per essere allocata ad un altro, nel descrittore 
viene salvato lo stato del processore fisico in modo da consentirgli, quando gli verrà 
riallocata la CPU, di proseguire l’esecuzione dal punto in cui era stata interrotta. Tali 
descrittori solitamente vengono inseriti in apposite liste che indicano lo stato 
d’esecuzione del task. Ovviamente, il numero e il tipo di gestione di queste liste 
dipende dal sistema operativo in esame, ma solitamente possono essere generalizzate 
ottenendo il grafico rappresentato in figura 30.  
In quest’ultimo si può notare che: dopo la creazione del task esso entra in uno stato 
d’attesa in cui è pronto ad ottenere la CPU e quest’ultima gli viene allocata tramite un 
insieme di regole chiamato “algoritmo di schedulazione”. Una volta raggiunto lo stato 
d’esecuzione il task potrà iniziare a svolgere le sue operazioni, che continuerà finché 
non termina la sua esecuzione o viene mandato di nuovo nello stato di pronto oppure 
nello stato di bloccato dall’algoritmo di schedulazione. Tali eventi possono avvenire 
per un gran numero di ragioni che variano in base all’algoritmo di schedulazione 
adottato dal sistema operativo; una possibile causa per cui venga spostato nello stato 
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di pronto può essere data dalla richiesta della CPU da parte di un task a priorità più 
alta come vedremo in seguito. Per quanto riguarda le transizioni nello stato di 
bloccato, solitamente si verificano per la necessità del task in esecuzione di 
sincronizzarsi con altri task o di accedere a risorse già in uso da altri task, come 
vedremo nel dettaglio della trattazione dei meccanismi di interazione tra i task. 
 
 
Figura 30 – Schema descrittivo di un algoritmo generale di schedulazione. 
 
In letteratura sono stati presentati moltissimi algoritmi di schedulazione alcuni più 
adatti a sistemi molto interattivi con l’utente (come i PC) altri più adatti a sistemi meno 
interattivi ma più potenti (come i sistemi batch). I vari algoritmi, comunque, possono 
essere divisi in [17]: 
 Preemptive: gli algoritmi in cui l’esecuzione di un task può essere interrotta in 
un qualsiasi momento per allocare la CPU ad un altro task con più alta priorità. 
 Non preemptive: sono gli algoritmi in cui una volta allocato il processore ad un 
task esso può continuare l’esecuzione fino al suo completamento, solo in 
questo istante la CPU può essere allocata ad un altro task. 
 Statici: gli algoritmi in cui le regole di decisione sono basate su parametri fissi 
definiti nel momento della creazione del task e che rimangono costanti durante 
tutta la loro esecuzione. 
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 Dinamici: al contrario degli statici, le regole di schedulazione si basano su 
parametri dinamici che vengono definiti alla creazione dei task ma che possono 
essere modificati durante la loro esecuzione. 
 Off-line: gli algoritmi in cui tutte le decisioni di schedulazione vengono prese 
prima dell’attivazione dei task in base ad informazioni note a priori. 
 On-line: quegli algoritmi in cui le decisioni di schedulazione si basano su 
informazioni note solo run-time, quindi l’ordine di esecuzione dei task viene 
ricalcolato ad ogni attivazione dell’algoritmo. 
Una delle regole di schedulazione più interessanti, e che quindi è alla base di moltissimi 
algoritmi realmente utilizzati, si basa sulle priorità ossia consiste nell’associare ad ogni 
task una priorità (statica o dinamica) e allocare la CPU al task pronto con priorità più 
alta. 
Il punto di forza di tale regola è la possibilità di definire “l’importanza” del task, per 
poter di conseguenza allocare la CPU prima ai task aventi vincoli temporali più 
stringenti, quindi più importanti, e poi a quelli con vincoli temporali meno stringenti. 
Applicare tale regola in maniera rigida può portare a “starvation”, ossia un task a 
priorità bassa può rimanere in attesa per un tempo indefinito a causa dell’arrivo 
continuo di task a priorità più alta nella coda dei processi pronti. Per evitare tale 
problema possono essere usate delle tecniche chiamate aging (invecchiamento) che 
consistono nell’aumentare la priorità del tramite appositi algoritmi in base al tempo 
d’attesa. Quindi ogni task viene attivato con una priorità iniziale basata sulla sua 
effettiva importanza che poi viene incrementata dal sistema se esso non riesce ad 
ottenere la CPU in un determinato tempo. 
Un’altra regola, utilizzata in moltissimi algoritmi preemptive, è basata sull’uso di un 
“quanto temporale”. Ogni volta che la CPU viene allocata ad un task parte un timer, se 
tale task non termina l’esecuzione entro la fine del quanto temporale gli viene 
revocato il possesso del processore e viene mandato nella lista dei task pronti, mentre 
la CPU viene allocata ad un altro task pronto. 
La scelta della durata del quanto temporale è molto importante perché ogni cambio di 
stato (context switch) comporta una perdita di tempo del sistema dovuta al salvataggio 
delle informazioni del descrittore uscente dalla CPU e al caricamento del descrittore a 
cui verrà allocata. Quindi, scegliendo un quanto lungo si avrà un sistema poco reattivo, 
perché la CPU sarà allocata per un tempo lungo ad ogni task, ma molto performante 
perché ci saranno pochi cambi di contesto. Al contrario, scegliendo un quanto breve il 
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sistema sarà più reattivo, ma meno performante dato il grande numero di transizioni di 
stato. 
4.2.2 Gestione della comunicazione tra i task. 
Come indicato nei paragrafi precedenti, task eseguiti simultaneamente possono 
interagire tra di loro di conseguenza il sistema operativo deve fornire al 
programmatore una serie di meccanismi utili a gestire in maniera corretta tali 
interazioni. 
Per quanto riguarda interazioni di tipo cooperativo, ossia lo scambio di informazioni, 
tali funzioni possono essere divise in due categorie: a scambio di massaggi o a 
memoria condivisa.  
Lo scambio di messaggi racchiude le tecniche in cui l’informazione viene scambiata 
tramite un canale di comunicazione condiviso tra due o più task; su questo canale essi 
possono scambiare messaggi attraverso un determinato protocollo. Tipicamente il 
canale è virtuale in quanto ogni task ha a disposizione due buffer, uno di invio e uno di 
ricezione: quando vuole inviare un messaggio lo inserisce nel buffer di invio e il sistema 
operativo, accorgendosi dell’immissione, legge nell’identificativo del messaggio il 
ricevente e lo trasferisce nel buffer di ricezione di quest’ultimo. Per la ricezione del 
messaggio solitamente il sistema operativo mette a disposizione due tipi di funzioni: 
bloccanti e non bloccanti. Le funzioni di tipo bloccante sono quelle in cui un task che 
attende di ricevere l’informazione entra in uno stato bloccato, liberando la CPU, se 
l’informazione non è ancora presente nel suo buffer. Rimane in tale stato finché il 
sistema operativo non identifica un messaggio a lui destinato, quindi lo copia 
all’interno del suo buffer di ricezione e gli associa lo stato di pronto, consentendogli di 
continuare la sua esecuzione quando gli verrà allocata la CPU. Le funzioni di tipo non 
bloccante, invece, non comportano tale meccanismo, ossia il task controlla se ha 
ricevuto un messaggio ma sia in caso affermativo che negativo continua ad occupare la 
CPU proseguendo nella sua esecuzione.  
Lo scambio di informazioni a memoria condivisa, invece, è basato su un’idea molto 
semplice: l’uso di spazi di memoria globali non allocati a nessun task in particolare, 
permettendo dunque a tutti i task di leggere e scrivere informazioni al suo interno. 
Come abbiamo visto le due categorie sono molto diverse tra di loro, in particolare lo 
scambio di messaggi, per come è strutturato, è una tecnica solitamente più sicura 
perché gestita totalmente dal sistema operativo; per le tecniche a memoria condivisa, 
invece, lo scambio di informazioni viene gestito totalmente dal programmatore che 
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deve controllare gli accessi a tali slot di memoria da parte di più task. A tal proposito, 
queste tecniche ricadono nel problema di gestione e controllo degli accessi che 
analizzeremo in seguito. 
Dal punto di vista prestazionale, però, le tecniche a memoria condivisa sono 
nettamente superiori alle altre in quanto i task, per scambiare informazioni, dovranno 
solamente accedere ad una locazione di memoria, un’operazione che eseguono con 
una buona velocità. Le tecniche a scambio di messaggio, invece, basandosi su 
funzionalità del sistema operativo risultano più lente perché devono attendere che 
quest’ultimo gestisca il messaggio. 
Da quanto detto emerge che le tecniche a memoria condivisa sono particolarmente 
adatte a situazioni in cui i task devono scambiare poche informazioni ma ad alta 
frequenza, soprattutto se esse non hanno particolari necessità di sincronismo. Un 
esempio tipico può essere quello in cui si ha un task di controllo che analizza lo stato 
del sistema e una serie di task che misurano alcune sue grandezze. I vari task di misura 
leggono le grandezze periodicamente e le memorizzano in variabili globali, allo stesso 
tempo il task di controllo leggendo tali variabili ricava lo stato del sistema eseguendo 
le azioni più opportune. In tale situazione non sono presenti forti condizioni di 
sincronizzazione tra le informazioni ed è sufficiente che i task di lettura tengano 
aggiornate le variabili globali rispetto alle grandezze del sistema per far decidere in 
maniera corretta, al task apposito, lo stato dello stesso. 
Le tecniche a scambio di messaggi, invece, si prestano bene alle situazioni in cui le 
informazioni da condividere sono molte e con bassa frequenza; inoltre, grazie alle 
tecniche di ricezione sopra esposte (bloccanti e non bloccanti), facilitano la 
sincronizzazione delle informazioni. Un esempio tipico può essere la gestione di grossi 
array di dati, come quelli anagrafici. In questi casi si ha un task di gestione dell’array e 
uno o più task di lettura e scrittura. Solitamente i task in lettura e scrittura accedono 
con frequenze piuttosto basse al database e sono interessati a campi particolare di 
esso quindi, inviando la richiesta di un particolare elemento al task di controllo, 
devono attendere il messaggio di risposta per eseguire le loro funzioni. 
4.2.3 Sincronizzazione e controllo degli accessi. 
Analizziamo a questo punto i costrutti che il sistema mette a disposizione del 
programmatore per gestire la sincronizzazione e il controllo degli accessi. Un primo 
gruppo di costrutti serve per creare dipendenze temporali tra i task e quindi tra le 
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informazioni che essi elaborano; un secondo gruppo comprende invece quelli per 
proteggere le risorse condivise. 
Per risorse condivise intendiamo tutte le risorse fisiche alle quali i task possono 
accedere, quindi sia periferiche fisiche del sistema sia, come precedentemente 
accennato, locazioni di memoria comuni.  
Solitamente le sezioni di codice dove i task utilizzano risorse comuni vengono dette 
“sezioni critiche”. La tecnica più semplice che il sistema operativo mette a disposizione 
per proteggere tali sezioni consiste nel fermare l’algoritmo di schedulazione se un task 
entra al loro interno. Così facendo il calcolatore si comporta come un sistema 
sequenziale permettendo l’esecuzione della sezione critica senza interruzioni e quindi 
senza che nessun altro task possa andare in esecuzione accedendo alle stesse risorse. 
Questa tecnica anche se molto semplice presenta innumerevoli problemi che la 
rendono inadatta all’uso reale in particolare, se la sezione critica occupa la CPU per un 
tempo elevato, come solitamente accade con l’accesso alle periferiche data la loro 
lentezza, gli altri task subiranno starvation, ossia come precedentemente detto anche 
se pronti non gli viene assegnata la CPU per un lungo periodo comportando ritardi 
inaccettabili nella loro esecuzione.  
I meccanismi utilizzati solitamente sono, invece, quelli basati sui semafori [16]. Sono 
stati introdotti originariamente da Dijkstra come tecniche di sincronizzazione, ma data 
lo loro generalità e flessibilità vengono usati anche per proteggere sezioni critiche. 
Tipicamente il sistema operativo offre diversi tipi di costrutti basati sull’uso di semafori 
utili a risolvere nella maniera più semplice e corretta i vari problemi di sincronismo e di 
accesso alle sezioni critiche che si possono presentare. 
Tali meccanismi si basano sulla definizione di un nuovo tipo di dato, il tipo “semaforo”, 
che come ogni altro tipo è caratterizzato da una serie di valori assumibili e dall’insieme 
di operazioni che possono essere utilizzate su variabili del suddetto tipo. 
Generalizzando il più possibile, assumiamo che l’insieme dei valori che esso può 
assumere sia l’insieme dei numeri interi positivi e l’insieme delle operazioni sia 
formato da due sole funzioni: una di test (wait) e una che ne incrementa il valore 
(signal). 
L’idea che sta alla base dell’uso del semaforo (figura 31) è relativamente semplice: 
quando c’è bisogno di sincronizzare due eventi o di proteggere una sezione critica, 
viene definito un semaforo. Nel momento in cui un task vuole accedere alla sezione 
critica testa il semaforo: se è maggiore di zero lo decrementa e prosegue la sua 
esecuzione fino al termine della sezione critica, dopodiché tramite l’altra funzione lo 
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incrementa; se al contrario il semaforo all’inizio di queste operazioni valeva uno, allora 
un altro task che vuole accedere alle stesse risorse quando eseguirà il test sul 
semaforo verrà bloccato perché esso sarà uguale a zero. L’altro task potrà riprendere 
l’esecuzione solo quando il primo task avrà terminato la sezione critica liberando il 
semaforo ad essa associato. 
 
 
Figura 31 – Diagramma di flusso che esplicita il meccanismo di azione dei semafori. 
 
Tale situazione può essere schematizzata con l’uso di un classico diagramma di flusso 
illustrato in figura 31. L’uso dei semafori in realtà comporta una serie di problemi e 
possibili deadlock, ossia stalli nell’esecuzione di due o più task che utilizzano i semafori. 
Una situazione tipica può essere quella illustrata in figura 32 in cui sono presenti due 
task (T1 e T2) e due semafori(S1 e S2) che proteggono rispettivamente due risorse 
utilizzate da entrambi i task.  
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Si può avere una situazione di deadlock se il primo task nella sua esecuzione ha la 
necessità di occupare prima S1 e poi S2, mentre il task T2 per svolgere correttamente 
le sue operazione deve occupare i due semafori nell’ordine inverso. 
Si ha tale situazione se l’ordine di esecuzione dei due task è la seguente: 
 a T1 viene allocata la CPU. 
 T1 testa il semaforo S1 e trovandolo libero lo occupa. 
 La CPU viene revocata a T1 dall’algoritmo di schedulazione per essere allocata a 
T2. 
 T2 testando S2 lo trova libero dunque lo occupa. 
 T2 testa S1 che sarà occupato da T1 e quindi verrà bloccato dal sistema 
operativo. 
 La CPU viene allocata a T1 che esegue il test su S2 e trovandolo occupato viene 
anch’esso bloccato. 
 
A questo punto i due task si trovano nel deadlock, ossia sono bloccati entrambi senza 
la possibilità di proseguire l’esecuzione. 
 
 
Figura 32 – Possibile deadlock che si verifica con un uso improprio dei semafori. 
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Quello esposto è solamente uno dei moltissimi casi di errori di programmazione che si 
possono fare con i semafori e inoltre rappresenta un caso lampante di interferenza tra 
task. Per poter risolvere problemi analoghi in fase di programmazione è bene avere 
particolare attenzione nell’uso dei semafori adottando una serie di regole di buona 
programmazione, come la riduzione al minimo della lunghezza delle sezioni critiche 
evitando che un task blocchi contemporaneamente più semafori. 
Inoltre, in aiuto al programmatore esistono una serie di meccanismi del sistema 
operativo che tentano di arginare questi problemi, ad esempio, per il problema 
precedentemente esposto, il sistema operativo fornisce un controllo sul massimo 
tempo che un task può rimanere bloccato su di un semaforo; in questo modo se il task 
entra in deadlock, dopo un determinato tempo esso “sfonda” il semaforo proseguendo 
la sua esecuzione. 
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4.3 Il FreeRTOS 
Il FreeRTOS è un sistema operativo per microcontrollori molto usato, che supporta 
svariate architetture e presenta innumerevoli punti di forza [18]. 
4.3.1 Principali caratteristiche 
Il suo primo punto di forza, interessante soprattutto in ambito universitario, è il suo 
essere “OPEN” il che dà la possibilità di analizzare fin nei minimi dettagli le sue 
funzionalità e i meccanismi adottati per risolvere i problemi nell’ambito della 
programmazione concorrente. In realtà, questo è molto interessante anche dal punto 
di vista aziendale in quanto, essendo appunto aperto, può essere modificato per 
essere adattato al meglio ad ogni applicazione. Inoltre, presenta una versione 
puramente commerciale la OPENRTOS che si basa sullo stesso kernel, ma presenta 
vantaggi in termini di assistenza privata e garanzie legali. 
Passando a specifiche più tecniche, esso è un sistema multitask con schedulatore 
basato sull’uso di priorità, in cui sia il numero di priorità sia il numero di task per ogni 
priorità non è limitato. Inoltre l’algoritmo di schedulazione ammette preemptive in cui 
il quanto temporale è configurabile e fornisce l’unità di misura base del tempo del 
sistema operativo. 
Il kernel è studiato per il risparmio di memoria, così da occupare dai 4 ai 9 K bytes a 
seconda del livello di ottimizzazione scelto, e presenta opzioni di controllo di eventuali 
errori nella sua gestione, come Stack overflow detection.  
Allo stesso tempo, contiene i principali costrutti per la comunicazione, la gestione della 
sincronizzazione dei task e la protezione delle sezioni critiche come: Queues, binary 
semaphores, counting semaphores, recursive semaphores e mutexes. La maggior parte 
del sistema, infine, è scritta in standard C per ottimizzarne la portabilità anche su 
sistemi molto semplici. 
Dopo questa breve carrellata sulle peculiarità del kernel, entriamo più nel dettaglio 
delle API messe a disposizione del programmatore. 
2.3.2 API principali  
Per la descrizione dettagliata delle funzioni si rimanda al sito ufficiale del sistema 
operativo [18], mentre in questo elaborato vediamo più nel dettaglio gli aspetti 
principali dell’utilizzo delle stesse. 
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Il sistema operativo, come detto nella descrizione generale, è un sistema multi task 
quindi deve fornire una serie di funzioni per la loro gestione e tra le principali troviamo 
la funzione di creazione dei task e le funzioni per modificare il loro stato. In particolare, 
una volta creati i task vengono portati nella lista dei task pronti e da quest’ultima, 
tramite un algoritmo di schedulazione basato sulle priorità (dinamiche), vengono 
mandati in esecuzione. Il diagramma di transizione degli stati è illustrato in figura 33. In 
esso si nota che i task possono assumere quattro stati. Il primo è quello di “ready”, in 
cui il task attende di entrare in CPU per essere eseguito e quindi assumere il secondo 
stato, quello di “running”. Gli altri due stati sono uno lo stato di “blocked” e di 
“suspended”: il primo in cui il task entra se attende di accedere in una sezione critica 
già occupata, oppure se è bloccato su un ritardo usato per la sua temporizzazione; il 
secondo in cui il task viene mandato da apposite funzioni del sistema per bloccare 
volontariamente la sua esecuzione, da questo può uscire solo tramite un’apposita 
funzione e andare nello stato di “ready” per attendere di ricevere la CPU e proseguire 
la sua esecuzione. 
 
 
Figura 33 – Descrizione delle possibili transizioni di dello stato dei task nel FreeRTOS. 
 
Per quanto riguarda la temporizzazione dei task e quindi per la gestione del tempo 
all’interno del sistema, il sistema operativo fornisce due funzioni principali. La prima è 
la funzione standard per generare i ritardi comuni definendo la temporizzazione dei 
task: alla sua chiamata il sistema sposta il task dallo stato di “running” a quello di 
“blocked”, in cui rimane fino al trascorrere del tempo indicato nell’apposito parametro 
della funzione. A questo punto il sistema manda il task nello stato di “ready” nel quale 
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rimarrà in attesa che l’algoritmo di schedulazione gli allochi la CPU. Tale gestione fa sì 
che il ritardo non sia esattamente quanto indicato nella funzione, perché se alla 
transizione dallo stato di bloccato a quello di pronto la CPU è impegnata, allora il task 
non riceverà istantaneamente il processore aumentando il tempo di inattività. Dato 
che il sistema operativo è in tempo reale per alcuni task questo non è accettabile, 
dunque viene messa a disposizione del programmatore anche una funzione di ritardo 
precisa. In tale funzione il task, dopo aver trascorso il ritardo voluto nello stato di 
bloccato, viene mandato direttamente in esecuzione imponendo il pre-rilascio della 
CPU al task che la occupava. 
Per la gestione delle interazioni tra task il sistema mette a disposizione principalmente 
due tipologie di costrutti: la prima basata sull’interruzione dell’algoritmo di 
schedulazione e la seconda sull’uso dei semafori. Per quanto detto nella descrizione 
generale di questi costrutti, i primi sono da utilizzare solamente in casi estremi, e 
quindi non verranno analizzati nel dettaglio. 
I costrutti basati sui semafori e messi a disposizione da tale sistema operativo sono 
molteplici. Tra i più utili è possibile individuare il costrutto mutex, un semaforo binario 
particolarmente adatto a gestire la mutua esclusione, ossia a proteggere le sezioni 
critiche. Il mutex, essendo un semaforo binario, presenta un insieme di valori ridotto 
{1,0}, e due sole funzioni di controllo, una per il test utilizzata per occupare il semaforo 
e una per il rilascio. La prima, in particolare, presenta un controllo sul tempo massimo 
in cui il task può rimanere bloccato sul particolare mutex, tempo configurabile tramite 
parametro, limitando i danni di un possibile errore di programmazione che altrimenti 
porterebbe ad un deadlock. Inoltre, essendo un sistema in tempo reale presenta una 
gestione prioritaria della lista dei task bloccati sul mutex, minimizzando così il tempo di 
attesa dei task più importanti, e quindi con priorità più alta, a discapito di quello dei 
task a priorità più bassa. 
Oltre alle API vere e proprie del kernel, il FreeRTOS presenta molte funzionalità 
aggiuntive per fornire un supporto di gestione del sistema e di debugging al 
programmatore. Un buon esempio di tali funzionalità è l’analisi delle statistiche di 
utilizzo della CPU che, a seguito di una particolare configurazione del sistema, è capace 
di ricavare il tempo di occupazione della CPU da parte di ogni singolo task, restituendo 
una stringa contenente le informazioni in formato assoluto e relativo sull’occupazione 
della CPU da parte di tutti i task in esecuzione nel sistema. 
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Implementazione delle funzionalità 
del BMS. 
Dopo aver introdotto l’hardware del Battery Management System e le potenzialità del 
sistema operativo scelto per la sua implementazione su microcontrollore, entriamo nei 
dettagli del firmware realizzato. Nella successiva trattazione verrà data maggior 
evidenza alle scelte fatte e agli algoritmi implementati rispetto alla descrizione del 
codice prodotto. Partendo da tale premessa vengono presentate le specifiche del 
sistema che non avendo un’applicazione target precisa rimangono molto generali, 
cercando di massimizzare la flessibilità e quindi permettendo, con piccole modifiche, di 
adattare tale firmware alle più svariate applicazioni della batteria. 
Le specifiche principali prese come riferimento discendono dalle necessità di 
modularità dal sistema, come già descritto precedentemente, e possono essere 
riassunte in: 
 la batteria è formata da un numero variabile di stringhe connesse in serie. 
Capitolo 5 
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 Ogni stringa è formata da un numero variabile di moduli, anch’essi connessi in 
serie. Tale numero può variare da uno a sette, dove il limite massimo è dato 
solamente da scelte hardware quindi può essere aumentato con piccole 
modifiche della scheda di modulo. 
 I moduli devono essere quanto più indipendenti possibile, in quanto il costo e la 
complessità dell’applicazioni può non giustificare un livello di controllo 
superiore. 
 Il modulo deve implementare le seguenti funzionalità: 
o Acquisizione dati. 
o Sicurezza. 
o Gestione termica. 
o Comunicazione. 
o Stima del SoC. 
o Stima del SoH. 
o Bilanciamento intramodulo e intermodulo. 
 
L’architettura scelta per sviluppare il software è un’architettura a livelli impilati, che 
permette di massimizzare la flessibilità rispetto a variazioni dell’hardware, quindi 
l’interfaccia tra il firmware e hardware è stata gestita tramite opportuni driver. Inoltre, 
ogni funzionalità del BMS è stata sviluppata in un task dedicato. Tale scelta, anche se 
non ottimizza l’uso della memoria, permette di modificare una singola funzionalità 
lasciando invariato il sistema restante. Per di più porta all’aumento della flessibilità 
funzionale, in quanto vi è la possibilità di gestire i vari task con temporizzazioni diverse 
ottimizzando l’occupazione della CPU e delle altre periferiche. 
Per la gestione dello scambio di informazioni tra i task si è scelto di usare la tecnica a 
memoria condivisa, dato che le informazioni sono di numero limitato e non hanno 
particolari vincoli di sincronismo. 
Nell’implementazione del sistema operativo si è scelto di utilizzare un sistema di 
schedulazione basato su 4 livelli di priorità con preemptive con un quanto temporale di 
1ms che garantisce un buon compromesso tra potenzialità e reattività, limitando il 
numero di cambi di contesto. 
Dopo questa breve introduzione, passiamo a vedere più nel dettaglio le singole 
funzionalità implementate. 
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5.1 Acquisizione dati 
La funzionalità d’acquisizione dati deve fornire al sistema, e quindi a tutti i suoi task, 
tutte le grandezze relative alle celle che l’hardware permette di monitorare, cioè a 
leggere le tensioni di cella, la corrente di modulo, lo stato del sistema di bilanciamento 
e infine le temperature delle celle e della scheda. Come è facilmente intuibile, tali 
grandezze hanno una diversa banda di frequenze, per esempio la temperatura varierà 
molto più lentamente rispetto alle tensioni e correnti. 
Per queste ragioni si è scelto di sviluppare tale funzionalità (figura 32) su tre task 
diversi, uno per ogni tipo di grandezza da leggere il che permette di ottimizzare la 
frequenza di acquisizione dei dati e quindi l’uso dell’hardware del sistema. 
 
 
Figura 34 – Schema a blocchi della funzionalità di acquisizione dati. 
 
5.1.1 Task per la misura della temperatura 
L’algoritmo implementato (figura 35) è piuttosto semplice e in particolare consiste in 
un ciclo infinito temporizzato dall’apposita funzione del sistema operativo che ad ogni 
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interazione effettua la lettura delle temperatura aggiornando le relative variabili 
globali. Gli accessi alle periferiche e alle variabili globali vengono protette con i 
rispettivi mutex e, per evitare possibili deadlock, le due operazioni vengono gestite in 
maniera sequenziale in modo da acquisire un solo semaforo per volta.  
 
 
Figura 35 – Schema a blocchi della funzione d’acquisizione delle temperature. 
 
 
5.1.2 Task per la misura delle tensioni di cella 
Tale task si basa sullo stesso principio del precedente, l’unica differenza consiste nella 
sua temporizzazione in quanto la tensione, essendo una grandezza importante per 
garantire la sicurezza delle celle e avendo delle variazioni relativamente rapide, 
necessita di una temporizzazione con periodo esatto ottenibile tramite l’uso 
dell’apposita funzione messa a disposizione dal SO. 
5.1.3 Task per la misura della corrente 
L’implementazione di tale task è più complessa perché oltre ad eseguire la misura della 
corrente ne corregge l’offset (figura 36). Per la misura delle grandezze l’algoritmo 
utilizzato è lo stesso della lettura della tensione di cella, ma questa volta prima di 
aggiornare il valore delle grandezze nelle variabili globali viene effettuata una 
correzione dell’offset. 
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Tale correzione si basa sull’idea di calcolare la media della corrente quando si è certi 
che essa sia zero, ossia quando la batteria non è in uso, per poi sottrarla alla corrente 
prima di modificare le variabili globali. 
Per calcolare la media si è usato un algoritmo basato su un array circolare, in cui ad 
ogni iterazione del ciclo di lettura viene inserito l’ultimo valore letto e estratto il valore 
più vecchio presente. Tale tecnica permette di calcolare la media in maniera iterativa, 
partendo dal valore della media al ciclo precedente e i valori della corrente appena 
inserito ed estratto, senza dover tutte le volte eseguire la somma di tutti i valori 
dell’array. L’equazione implementata dunque risulta: 
                    
    
 
 
    
 
 
dove   rappresenta l’indice dell’iterazione,      è la misura attuale di corrente,      è il 
campione uscente dall’array e   è la dimensione dell’array. 
Di conseguenza l’algoritmo implementato risulta: 
 
 
Figura 36 – Schema a blocchi del sistema di correzione dell’offset sulla misura della corrente. 
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5.2 Sicurezza e gestione termica 
La gestione di tale funzionalità è stata sviluppata in un unico task poiché allo stato 
attuale di implementazione essa ha solamente le funzioni standard per garantire il 
rispetto dei range operativi della cella. L’implementazione è stata eseguita pensando 
ad una futura divisione in più task che può essere eseguita solamente quando sarà 
chiara l’applicazione in cui il modulo andrà a lavorare, in quanto tale funzionalità ha 
una forte dipendenza con essa. 
5.2.1 Task main  
Per garantire il corretto uso delle celle è stato implementato un algoritmo (figura x) 
che: 
 definisce un range di allarme per le tensioni di cella, temperatura e corrente 
gestiti con soglie ad isteresi. L’uscita da tali range, allo stato attuale 
d’implementazione, comporta l’isolamento del modulo rispetto al mondo 
esterno e la cessazione di tutte le attività potenzialmente dannose come il 
bilanciamento. 
 Definisce un range “operativo” per le tensioni di cella i cui estremi solitamente 
vengono indicarti con il termine di “cutoff ” superiore e inferiore. È il range in 
cui la tensione di cella si troverà nel normale utilizzo e viene definito per 
ottimizzare il tempo di vita della batteria, visti alcuni studi sull’usura delle celle 
dimostranti il fatto che esse invecchiano più rapidamente in prossimità dei 
limiti del range di sicurezza delle tensioni. 
 La gestione di tale range viene eseguita a soglia semplice e comporta la fine 
della fase di carica o scarica senza però interrompere eventuali altre funzioni 
del sistema. 
 Gestisce le ventole del sistema a soglia con isteresi. Ossia, se la temperatura di 
una delle celle sale sopra ad una certa soglia, le ventole partono continuando a 
funzionare finché tutte le temperature non scendono sotto una seconda soglia 
più bassa della prima. 
 Controlla la corretta connessione del CAN-bus, cioè esegue un test su un 
watchdog apposito gestito dal task Ricevi. In particolare, tale watchdog viene 
incrementato ogni qual volta il task Ricevi viene eseguito e azzerato ad ogni 
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comando ricevuto. Un eventuale problema su tale connessione comporterebbe 
un blocco dei messaggi ricevuti con conseguente mancato azzeramento del 
watchdog che, incrementando, farà scattare l’allarme gestito dal task Main che 
isolerà il modulo bloccando eventuali azioni pericolose. Tale funzione, inserita 
per garantire il corretto controllo del modulo da parte di un livello di 
elettronica superiore, nell’uso autonomo del singolo modulo può essere 
eliminata. 
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5.3 Stima del SoC 
Per implementare tale funzionalità sono stati analizzati i principali metodi di stima 
presentati in letteratura attraverso l’esecuzione di una serie di prove sia di pura 
simulazione, con l’ausilio di Matlab e Simulink, sia sperimentali, a partire dai dati reali 
del modulo e dall’esecuzione degli algoritmi in tempo reale sull’interfaccia di test in 
Labview. 
Utilizzando i dati raccolti da tali test si è scelto di implementare un algoritmo (figura 
37) basato su un approccio mixed-algorithm con calcolo del SoC tramite coulomb 
counting e correzione, dove possibile, basata sulla tensione a vuoto. 
 
 
Figura 37 – Schema a blocchi generale della tecnica di stima dello stato di carica implementata. 
 
Per effettuare la correzione devono verificarsi quattro condizioni: la corrente che 
scorre nelle celle è nulla e precedentemente a tale condizione la cella si trovava in una 
situazione di scarica, gli effetti di inerzia sulle tensioni devono essere andati a regime e 
la tensione a vuoto delle cella deve trovarsi in determinati range. 
Tali condizioni derivano direttamente dall’uso della curva OCV-SoC, in particolare il 
rispetto delle prime fa sì che la tensione della cella possa considerarsi effettivamente a 
vuoto, mentre le ultime sono dovute direttamente all’andamento della curva. 
Esaminando più nel dettaglio tale curva (figura 28), infatti, si può notare la presenza di 
un’isteresi tra le curve ottenute partendo da una condizione di carica e scarica, 
documentata anche in letteratura nell’articolo [19]. Inoltre, si nota la presenza di vasti 
range dove la derivata della tensione rispetto alla corrente si annulla rendendo la 
curva invertibile e quindi non utilizzabile nell’algoritmo. 
 




Figura 38 - Curva OCV-SoC per celle LiFePO4 
 
 
5.3.1 Task SoC 
Partendo da tali premesse è stato sviluppato l’algoritmo di stima del SoC mostrato in 
figura 39, in particolare, per rispettare le condizioni sopra elencate la correzione viene 
effettuata se: 
 La corrente prima di diventare nulla era positiva, ossia le celle si trovavano in 
una situazione di scarica. 
 La corrente rimane a zero almeno per un determinato tempo, garantendo 
l’evoluzione dei transitori di tensione. 
 La tensione di cella si trova sotto una determinata soglia che garantisce 
l’invertibilità della curva OCV-SoC.  
Se la cella si trova in queste condizioni, allora il SoC viene legato al valore ottenuto 
dall’uso della curva OCV-SoC, memorizzata nel sistema in una tabella i cui dati vengono 
interpolati linearmente. Se invece la cella non rispetta tutte le condizioni, il suo stato di 
carica viene calcolato tramite un algoritmo basato sul Coulomb Counting che viene 
quantizzato tramite la sostituzione dell’integrale della corrente con la sommatoria 
della carica che fluisce nelle celle nella distanza temporale di due iterazioni successive. 
 




Figura 39 – Schema a blocchi all’algoritmo di stima dello stato di carica. 
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5.4 Stima del SoH 
Come introdotto nella descrizione del Battery Management System, è possibile 
definire il SoH come rapporto della capacità massima reale di ogni cella rispetto alla 
capacità nominale. Quindi, nel sistema è stato implementato un task adibito al suo 
calcolo che implementa l’algoritmo precedentemente presentato. 
5.4.1 Task Qmax 
È un task in grado di fornire una stima abbastanza accurata della capacità massima 
della cella partendo dai dati raccolti in un ciclo di carica. L’algoritmo implementato si 
basa sulle osservazioni teoriche precedentemente nel paragrafo 2.3.1, ossia sull’ipotesi 
che, per cariche eseguite a corrente costante, le curve tensione di carica-     di tutte 
le celle sono invarianti. Questo è verificato a meno di traslazioni rigide in tensione e a 
patto che il     venga calcolato rispetto alla carica massima realmente 
immagazzinabile nella cella.  
Per poter spiegare l’algoritmo in maniera dettagliata richiamiamo quanto 
precedentemente definito, cioè che la carica massima di ogni cella è data dalla somma 
di tre contributi: 
1. La carica iniziale, calcolabile nel sistema reale in maniera semplice partendo 
dalla definizione di    , in particolare salvando il SoC delle celle nell’istante 
d’inizio della carica e poi moltiplicandolo per la capacità massima calcolata nel 
ciclo precedente. 
2. Il secondo contributo, anch’esso facilmente calcolabile, è dato dall’integrale 
della corrente di carica. 
3. Il terzo contributo, come dimostrato nel secondo capitolo, è ottenibile 
riportando il valore di tensione delle celle per cui si vuole calcolare il parametro 
sulla curva tensione di carica-     (Vcarica-SoC) della cella che ha staccato la 
carica e calcolando la quantità di carica che mancherebbe alla prima per 
raggiungere un     unitario. Vi è, quindi, la necessità di conoscere la curva 
Vcarica-SoC della cella che ha staccato la carica che è ottenibile memorizzando i 
dati relativi alla tensione della cella raccolti in tutta la fase di carica. 
Sfortunatamente, però, non si conosce a priori, con una buona sicurezza, quale 
cella staccherà la carica quindi dovranno essere memorizzate le curve di tutte 
le celle, utilizzando poi solo quella che ha raggiunto il cutoff superiore di 
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tensione. Questa ragione porta alla necessità di memorizzare una grossa mole 
di dati che occuperebbe la maggior parte della ram usata dal processore. 
Fortunatamente, il microcontrollore utilizzato è dotato di una seconda ram, 
solitamente adibita a contenere i dati provenienti dalle periferiche ma non 
utilizzata in questo sistema, che è stata sfruttata per contenere la tabella con i 
campioni delle curve Vcarica-SoC. In batterie formate da più moduli in serie, 
inoltre, tale informazione sarà presente nel solo modulo contenente la cella 
che ferma la carica quindi, per poter calcolare la carica superiore delle celle 
contenute negli altri moduli, il primo dovrà gestire un protocollo di 
comunicazione per condividere tale informazione. Nell’implementazione si è 
ritenuto opportuno, per mortivi occupazionali del CAN-bus, non inviare la curva 
ma gestire il calcolo di tale contributo totalmente nel modulo che ha staccato la 
carica e che chiameremo master.  
Il protocollo di comunicazione è stato così organizzato: il modulo master richiede ad 
ogni altro modulo (slave) la tensione raggiunta da ogni cella nell’istante in cui viene 
fermata la carica e la tensione della cella stessa per un     pari al cinquanta percento. 
Quest’ultima informazione è utile per eliminare le traslazioni verticali che nel sistema 
reale risultano maggiori di quelle teoriche, date solamente dalla differenza di 
resistenza interna in quanto ad essa si sommeranno gli errori di misura delle tensioni.  
Da tali informazioni il modulo master è in grado di calcolare la carica superiore, che poi 
verrà inviata al modulo slave per permettergli di calcolare la carica massima della cella. 
L’algoritmo realmente implementato è mostrato in figura 40 in cui viene esplicitata 
anche tutta la sincronizzazione della comunicazione appena presentata. Per la 
descrizione dei comandi invece si rimanda al paragrafo successivo sulla comunicazioni 
in cui verranno considerati tutti singolarmente. 
 











La funzionalità di comunicazione, partendo dai driver di gestione del CAN-bus, deve 
fornire al modulo tutte le funzioni di interazione con altri moduli e con l’interfaccia, 
cioè deve fornire all’interfaccia tutte le informazioni utili presenti all’interno del 
modulo e gestire i comandi provenienti da quest’ultima o anche da altri moduli. 
I moduli comunicano tra loro e con l’interfaccia tramite una Controller Area Network 
meglio conosciuta come CAN-bus. Quest’ultima è una rete seriale di tipo multi cast, 
espressamente progettata dalla Bosch per funzionare in ambiente automotive, ma poi 
utilizzata in moltissime applicazioni embedded dove è richiesto un alto livello di 
immunità dai disturbi. Ha un bit rate che può raggiungere 1Mbit/s per lunghezze del 
bus di alcune decine di metri, ma diminuendo la velocità si possono raggiungere 
distanze limite anche di alcune centinaia di metri. La rete CAN è standardizzata come 
ISO 11898, in cui viene descritto principalmente il livello hardware, il protocollo di 
accesso al canale e quello di gestione dei dati, mentre i livelli superiori, come la 
struttura del messaggio, vengono lasciati liberi al progettista della rete. A tal proposito 
è stata definita la struttura del messaggio (tabella 4) formata da un identificativo su tre 
byte e un campo dati formato da otto byte. L’identificativo del messaggio è stato diviso 
nell’identificativo dell’informazione contenuta nel messaggio, i primi due byte, e 





























Tabella 4 - Struttura dal messaggio transitante sul CAN-bus 
 
L’organizzazione del contenuto informativo del messaggio è riportata nella tabella 
sottostante: 
 
 Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0 
Byte 0 7 6 5 4 3 2 1 0 
Byte 1 15 14 13 12 11 10 9 8 




Byte 3 31 30 29 28 27 26 25 24 
Byte 4 39 38 37 36 35 34 33 32 
Byte 5 47 46 45 44 43 42 41 40 
Byte 6 55 54 53 52 51 50 49 48 
Byte 7 63 62 61 60 59 58 57 56 
Tabella 5 - Organizzazione del contenuto informativo del messaggio. 
 
5.5.1 Task Send 
I task di invio delle informazioni del modulo all’interfaccia sono sei, uno per ogni tipo di 
grandezza: tensione di cella, temperatura delle celle e della scheda, corrente di 
batteria, stato del bilanciamento, stato del sistema e infine SoC e Qmax. 
Tale divisione è stata operata al fine di ottimizzare l’uso del CAN-bus in quanto le 
grandezze in esame evolvono con tempi caratteristici molto diversi tra di loro, quindi 
sarebbe inutile inviare con la stessa frequenza tutte le informazioni. L’idea di fondo 
(figura 41) dei vari task però rimane la stessa, essi copiano le informazioni contenute 
nelle variabili globali in variabili locali e successivamente, tramite le funzioni 
implementate nei driver relativi al CAN-bus, le inviano all’interfaccia. Tale divisione si 




Figura 41 -  Descrizione a blocchi dell’ algoritmo dei task di invio delle informazioni (X) contenute nel modulo al 





I messaggi inviati dai vari task sono: 
 
 
Signal name Bit pos. Msb-Lsb Size (bit) Type Scale Offset Note 
Voltage cell 1 15-0 16 Unsigned 12b 1.5 10-3 512 Right aligned, LSB first 
Voltage cell 2 31-16 16 Unsigned 12b 1.5 10-3 512 Right aligned, LSB first 
Voltage cell 3 47-32 16 Unsigned 12b 1.5 10-3 512 Right aligned, LSB first 




Signal name Bit pos.  Msb-Lsb Size (bit) Type Scale Offset Note 
NTC Voltage 1 15-0 16 Unsigned 12b 1.5 10-3 512 Right aligned, LSB first 
NTC Voltage 2 31-16 16 Unsigned 12b 1.5 10-3 512 Right aligned, LSB first 
NTC Voltage 3 47-32 16 Unsigned 12b 1.5 10-3 512 Right aligned, LSB first 




Signal name Bit pos. Msb-Lsb Size (bit) Type Scale Offset Note 
LTC temp 15-0 16 Unsigned 12b 1.5 10-3 512 Right aligned, LSB first 




ID: 0x200 + id Name: CELL_VOLTAGE_MSG 
Length:8 Byte Type:Periodic Refresh Time: 500 ms 
ID: 0x220 + id Name: CELL_TEMP_MSG 
Length:8 Byte Type:Periodic Refresh Time: 1000 ms 
ID: 0x240 + id Name: BOARD_TEMP_MSG 
Length:4 Byte Type:Periodic Refresh Time: 1000 ms 
ID: 0x260 + id Name: BATT_CURRENT_MSG 




Signal name Bit pos. Msb-Lsb Size (bit) Type Scale Offset Note 
Battery 
current Ch1 
15-0 16 Unsigned 12b 732 10-6 0 Right aligned, LSB first 
Battery 
current Ch2 














732 10-6 0 Right aligned, LSB first 
Status of the active 
balancing current 
generator 
16 1 Logic   
0: Disabled 
1: Enabled 
Selected cell by 
the switch matrix 
26-24 3 Unsigned 1 0 
0: No cell selected 
1-4: Internal cell 
selected 














Size (bit) Type Scale Offset Note 
Alarm1 status 0 1 Logic   
0: Disabled 
1: Enabled 
Alarm2 status 1 1 Logic   
0: Disabled 
1: Enabled 
Alarm3 status 2 1 Logic   
0: Disabled 
1: Enabled 
Fan1 status 3 1 Logic   0: Disabled 
ID: 0x280 + id Name: BAL_STATUS_MSG 
Length:6 Byte Type:Periodic Refresh Time: 500 ms 
ID: 0x2A0 + id Name: MODULE_STATUS_MSG 





Fan2 status 4 1 Logic   
0: Disabled 
1: Enabled 










7 1 Logic   
0: Disabled 
1: Enabled 















11 1 Logic   
0: Disabled 
1: Enabled 










Signal name Bit pos. Msb-Lsb Size (bit) Type Scale Offset Note 
SoC cell 1 15-0 16 Unsigned 16b 10-4 0 Right aligned, LSB first 
SoC cell 2 31-16 16 Unsigned 16b 10-4 0 Right aligned, LSB first 
SoC cell 3 47-32 16 Unsigned 16b 10-4 0 Right aligned, LSB first 




Signal name Bit pos. Msb-Lsb Size (bit) Type Scale Offset Note 
Qmax cell 1 15-0 16 Unsigned 16b 0,36*Cn 0 
Right aligned, LSB first 
[Cn]=Ah 
ID: 0x2C0 + id Name: CELL_SOC_MSG 
Length:8 Byte Type:Periodic Refresh Time: 1000 ms 
ID: 0x2E0 + id Name: CELL_QMAX_MSG 




Qmax cell 2 31-16 16 Unsigned 16b 0,36*Cn 0 
Right aligned, LSB first 
[Cn]=Ah 
Qmax cell 3 47-32 16 Unsigned 16b 0,36* Cn 0 
Right aligned, LSB first 
[Cn]=Ah 
Qmax cell 4 63-48 16 Unsigned 16b 0,36 *Cn 0 





Signal name Bit pos. Msb-Lsb Size (bit) Type Scale Offset Note 
dQbal cell 1 15-0 16 Unsigned 16b 1 0 
Right aligned, LSB first 
[C]=Ah 
dQbal cell 2 31-16 16 Unsigned 16b 1 0 
Right aligned, LSB first 
[C]=Ah 
dQbal cell 3 47-32 16 Unsigned 16b 1 0 
Right aligned, LSB first 
[C]=Ah 
dQbal cell 4 63-48 16 Unsigned 16b 1 0 





Signal name Bit pos. Msb-Lsb Size (bit) Type Scale Offset Note 
Char[i] 7-0 8 char    
Char[i+1] 15-8 8 char    
Char[i+2] 23-16 8 char    
Char[i+3] 31-24 8 char    
Char[i+4] 39-32 8 char    
Char[i+5] 47-40 8 char    
Char[i+6] 55-48 8 char    
Char[i+7] 63-56 8 char    
 
 
ID: 0x300 + id Name: CELL_DQ_BAL_MSG 
Length:8 Byte Type:Aperiodic Refresh Time: NA 
ID: 0x320 + id Name: CPU_MSG 




5.5.2 Task Ricevi 
Il task Ricevi deve essere in grado di gestire tutti i comandi inviati dall’interfaccia o 
dagli altri moduli. La sua struttura (figura 42) è relativamente semplice e in particolare 
controlla periodicamente, tramite la funzione dei driver dedicata, se è presente un 
messaggio. In caso negativo incrementa il watchdog relativo al CAN-bus, in caso 
positivo azzera tale watchdog e gestisce il comando. 
 
 
Figura 42 – Schema a blocchi dell’ algoritmici ricezione dei comandi dall’interfaccia di livello superiore. 
 





ID: 0x100+ id Name: COMMAND 




Signal name Bit pos. Msb-Lsb Size (bit) Type Scale Offset Note 
RX_MODULE_ID 7-0 8 Unsigned   
0-31: Module id 
31-254 Not allowed 
255:Broadcast 
ID_CMD 15-8 8     
Params [0] 23-16 8     
Params [1] 31-24 8     
Params [2] 39-32 8     
Params [3] 47-40 8     
Params [4] 55-48 8     
Params [5] 63-56 8     
 
I comandi gestiti dal modulo sono: 
 













Set alarm output 1 0x77        
Reset alarm output 1 0x57        
Set alarm output 2 0x78        
Reset alarm output 2 0x58        
Set alarm output 3 0x79        
Reset alarm output 3 0x59        
Enable wake output 0x6D        
Disable wake output 0x4D        
Set TP1 output 0x61        
Reset TP1 output 0x41        
Set TP2 output 0x62        








0x43        
Initialize Qmax 0x69 Qm1(%) Qm2(%) Qm3(%) Qm4(%)    
Initialize SoC 0x49 SoC4(%) SoC4(%) SoC4(%) SoC4(%)    
Initialize dQbal 0x51 Q1/100 Q2/100 Q3/100 Q4/100    
Start bal module 0x46 ID TX       
Start bal string 0x68 ID TX       
Enable bal manual 
control 




Select cell 1 to cell 4 
0x31 to 
0x34 
       
Select external cell 0x35        
Deselect cell 0x30        
Enable DC-DC 0x65        
Disable DC-DC 0x45        
Stop bal 0x53        
Stop bal request 0x47 ID TX       
Qbal request 0x67 ID TX n° cell      
Qbal response 0x48 ID TX n° cell Qbal    
DC-DC current 
request 
0x50 ID TX       
DC-DC current 
response 
0x54 ID TX Current out Current in   
Bal string soc in 0x55 ID TX dQbal     
Bal string soc out 0x75 ID TX n° cell dQbal    
Vmax request 0x76 ID TX n° cell      
Vmax response 0x56 ID TX n° cell Vmax V cell (SoC=50% )  
Qsup 0x71 ID TX n° cell Qsup    





5.6 Bilanciamento  
Partendo dalla definizione di bilanciamento precedentemente presentata e dalla 
struttura hardware messa a disposizione dal modulo sono stati sviluppati una serie di 
algoritmi che permettono al sistema di ottenere una batteria equilibrata.  
Innanzitutto, è utile dare una definizione pratica di batteria bilanciata, che renderà più 
chiaro l’algoritmo implementato e verrà utilizzata successivamente per validarlo. In 
particolare, partendo dalla definizione formale di batteria bilanciata (ossia: una 
batteria è detta bilanciata se si riesce ad estrarre da essa la massima carica possibile, 
che sarà pari alla minima capacità reale delle celle se si parte da una condizione di 
piena carica) si ricava una condizione pratica per cui si definisce una batteria bilanciata 
la batteria in cui sia la carica sia la scarica siano fermate dal raggiungimento delle 
tensioni di cut-off, superiore e inferiore, da parte della stessa cella, che ovviamente 
sarà quella a capacità minima. 
Considerando inoltre la definizione di SoC precedentemente presentata: 
 
       
    
    
 
 
dove   è la carica residua della cella e      è la carica massima immagazzinabile nella 
stessa cella. Allora può essere enunciata la seguente affermazione: 
Una batteria risulterà sicuramente bilanciata se durante il suo utilizzo si viene a trovare 
in una condizione nella quale tutte le celle assumono lo stesso valore di SoC,  
qualunque sia tale valore. 










         
     
      
        
     
      
        
     
      
        
     






Supponiamo che esista un istante di tempo    nel quale il SoC di tutte le celle è uguale a 
un certo valore SoCbal, ovvero: 









         
     
      
       
        
     
      
       
        
     
      
       
        
     
      
       
  




                   
                   
                   
                   
  
 
Ipotizzando di partire da tale SoC e di caricare o scaricare le celle in serie di una 










         
        
      
        
        
      
        
        
      
        
        
      
  
 
Ipotizzando di scaricare le celle (      ), si può estrarre carica finché una cella 
raggiunge una situazione a SoC nullo quindi: 
                                                           
Di conseguenza la cella che ferma la scarica è la cella con la minima capacità massima. 
Se invece dalla situazione precedente le celle vengono caricate (      ), allora può 
essere aggiunta carica finché una cella raggiunge lo stato di carica unitario, quindi: 
 
          
        
      





                                                         
 
                                 
 
Anche in questo caso la cella a fermare la carica è quella a capacità minima e tale 
affermazione insieme alla precedente dimostra la condizione pratica di batteria 
bilanciata. 
Infine possiamo calcolare la massima carica estraibile dalla batteria Qtot: 
 
                                                              
 
Quindi la definizione pratica data è verificata se lo stato di carica di tutte le celle 
assume lo stesso valore contemporaneamente, allora la batteria potrà essere 
considerata bilanciata. 
Un altro aspetto importante da considerare è l’individuazione di una condizione in cui 
fare il bilanciamento, purtroppo fortemente dipendente dall’applicazione finale, ma 
una scelta di buon senso risulta quella di eseguire il bilanciamento subito dopo la 
carica completa della batteria. Tale scelta diventa molto interessante se il caricatore 
viene gestito direttamente dalla batteria, in quanto potrà essere pianificato una fase di 
carica successiva al bilanciamento che massimizza la carica contenuta nella batteria. 
Dopo questa breve introduzione sull’ipotesi iniziali di sviluppo dell’algoritmo passiamo 
ad una descrizione più dettagliata della funzionalità implementata. 
5.6.1 Task Bilanciamento 
In questo task sono stati implementati sia il bilanciamento intramodulo che 
intermodulo, i quali vengono eseguiti in momenti distinti e consecutivi, 
contemporaneamente su tutti i moduli. Questa scelta, in parte dovuta all’hardware del 
sistema, predilige la semplicità all’ottimizzazione garantendo però un buon livello di 
sicurezza sulla correttezza della funzione svolta. 
L’algoritmo di sincronizzazione delle due funzioni è mostrato in figura 43 in cui si nota 
che, come precedentemente spiegato, l’algoritmo inizia quando la cella del modulo i-
esimo raggiungendo il valore di tensione di cut-off superiore, interrompe la carica. Tale 
modulo, dunque, inviando il comando d’inizio della fase di bilanciamento sulla rete di 




A questo punto i moduli inizieranno la fase di bilanciamento intramodulo la cui durata 
è proporzionale alla carica che deve essere spostata(        ) per raggiungere una 
condizione di celle bilanciate, quindi tele fase sarà diversa per ogni modulo.  
Quando un modulo finirà di bilanciare le celle al suo interno invierà la richiesta per 
iniziare la seconda fase (END_BAL_REQUEST); se almeno un altro modulo sta ancora 
eseguendo la fase di bilanciamento intramodulo allora gli risponderà con il comando di 
fine bilanciamento (END_BAL), se invece tutti avranno finito di bilanciare le celle al loro 
interno, allora tale modulo invierà il comando di inizio del bilanciamento tra i moduli 
(START_BAL_STRING) e ne diventerà il master. 
 
 





Prima di continuare nella descrizione del bilanciamento tra moduli entriamo più nel 
dettaglio del bilanciamento intramodulo. In particolare, nel modulo dovrà essere 
presente un algoritmo capace di calcolare, considerando il sistema di bilanciamento 
hardware a disposizione, la carica da immettere in ogni cella per portarle tutte in una 
situazione bilanciata. 
Un semplice algoritmo che esegue tale funzione può essere ottenuto partendo dalle 
osservazioni iniziali sulla definizione di bilanciamento, ipotizzando di conoscere il SoC e 
il Qmax di tutte le celle e di definire con       l il valore su cui si vogliono equalizzare i 
valori dello stato di carica. Considerando, inoltre, che la carica che la cella i-esima deve 
perdere, o acquistare, per raggiungere        risulta essere: 
                              
Considerando il sistema di bilanciamento a disposizione sulla scheda hardware, ossia si 
prende la carica da tutte le celle e si utilizza per caricarne una sola, si ottiene che la 
carica da immettere in ogni cella risulta essere: 
                            
Il calcolo risulta così semplice in quanto la carica presa dal modulo viene estratta 
equamente da tutte le celle annullandone l’effetto. Questo può essere dimostrato 
analiticamente impostando il sistema di equazioni della carica contenuta nelle varie 











                          
 
   
                         
 
   
                         
 
   
                         
 
   
  
Dove è stato indicato con: 
     la carica contenuta nella cella i-esime alla fine del passo di bilanciamento,  
     la carica contenuta nella cella i-esime all’inizio della fase di bilanciamento, 
        la carica introdotta nella cella i-esima nella fase di bilanciamento 




In particolare   è direttamente legato al rendimento del DC/DC e può essere 
considerato costante (a regime) facendo l’ipotesi che le tensioni di tutte le celle siano 
uguali. Tale ipotesi in prima approssimazione può essere accettata soprattutto se le 
celle si trovano in una condizione di elevato stato di carica; infatti, osservando la curva 
OCV-SoC di tale chimica (figura 38) si nota che per SoC superiori al 40% la derivata 
della tensione rispetto allo stato di carica è molto bassa, facendo assumere alle celle 
aventi SoC in tale range la stessa tensione. 
Ipotizzando dunque il rendimento costante, qualunque sia il suo valore, il termine 
         
 
    è uguale per tutte le celle e può essere indicato con      per 
semplificare la notazione. Inoltre, sostituendo         con l’equazione sopra descritta 
otteniamo: 
 
                                  
 
Incorporando in      il termine             in quanto anch’esso è costante per tutte 
le celle, ed esplicitando        si ottiene: 
 
                                      
 
Distribuendo il prodotto e applicando la definizione di     otteniamo: 
 
                                                           
 
Infine nella successiva fase di scarica avremo che la carica contenuta nella cella 
all’istante   risulterà: 
 
                   
 
 





Quindi esiste un      tale che         
  
 








                   
                   
                   
                   









         
     
      
       
        
     
      
       
        
     
      
       
        
     
      
       
  
 
Partendo dai           così calcolati, l’algoritmo di gestione del bilanciamento 
intramodulo implementato è mostrato in figura 44, in cui si può notare l’approccio 
ciclico adottato eseguendo la funzionalità descritta in più passi. In particolare, 
ciclicamente viene selezionata una cella, viene controllato se ha bisogno di essere 
caricata (          ), in caso contrario viene terminata l’iterazione passando alla 
cella successiva. In caso affermativo se:             le viene un dato un quanto di 
carica pari a   , impostabile a tempo di compilazione, altrimenti viene caricata con un 
quanto di carica pari a         . Una volta terminata tale carica viene aggiornato il 
valore di          sottraendogli il quanto di carica inserito nella cella e viene iniziata 
una nuova iterazione selezionando un'altra cella. L’algoritmo termina quando tutti i 
        sono uguali a zero, dunque le celle del modulo risultano bilanciate. Tale 
approccio, anche se allunga i tempi di bilanciamento, garantisce che, se la fase di 
bilanciamento viene interrotta prematuramente, il modulo si trovi in una condizione 






Figura 44 – Schema a blocchi dell’algoritmo di bilanciamento intramodulo. 
 
 
Per quanto riguarda, invece, il bilanciamento intermodulo la sua gestione è più 
complessa ed è fortemente influenzata dalla struttura hardware del sistema. Come 




un bus circolare capace di connettere i DC-DC di tutti i moduli a una qualunque cella 
della batteria. Tale architettura, quindi, permette di scaricare contemporaneamente 
tutte le celle di un modulo caricandone una di un altro, dunque essa può essere usata 
per scaricare i moduli più carichi caricando le celle di quelli meno carichi. 
Un altro aspetto importante, imposto dall’hardware, risulta la posizione dei sensori di 
corrente d’ingresso e d’uscita dei DC-DC. In particolare quest’ultimo, misurando la 
corrente in uscita al DC-DC invece che quella in ingresso alla cella, non permette al 
modulo che riceve la carica di conoscerne automaticamente l’entità. Quindi il modulo 
master nel controllare la fase di bilanciamento dovrà anche gestire lo scambio di tali 
informazioni. Per fare questo sono stati implementati quattro comandi ausiliari, 
presentati precedentemente nel task Ricevi, ossia : DC_DC_CURRENT_REQUEST, 
DC_DC_CURRENT_RESPONSE, BAL_STRING_SOC_IN e BAL_STRING_SOC_OUT. 
Un’altra complicazione è data dal calcolo della carica da spostare per raggiungere una 
condizione bilanciata. Infatti, a differenza del caso precedente, prendendo la carica 
dalle celle di un altro modulo non c’è l’effetto di annullamento dimostrato 
analiticamente. Tale condizione, quindi, porterebbe ad un calcolo analitico non 
risolvibile in maniera esatta. Di conseguenza è stato seguito un approccio più empirico 
presentato di seguito.  
Definiamo: 
                                     
 
con     rispettivamente l’indice di modulo e l’indice della cella all’interno del modulo. 
Dato che il bilanciamento intermodulo avviene successivamente a quello intramodulo 
avremo che: 
                                           
 
Inoltre, tale informazioni sono calcolabili solo all’interno dei singoli moduli quindi il 
master dovrà gestire anche l’invio di queste informazioni tramite l’uso dei comandi: 






Figura 45 – Descrizione del protocollo di comunicazione implementato nel bilanciamento intermodulo per lo 
scambio di informazioni riguardanti la quantità di carica da bilanciate. 
 
Il master, ottenute tutte le        dai moduli, inizia a gestire il bilanciamento vero e 
proprio con un approccio “a passi” simile a quello utilizzato per bilanciare le celle nei 
singoli moduli. In particolare, è stato implementato l’algoritmo in figura 46, in cui 
l’iterazione inizia individuando i modulo avente il massimo (slave1) e il minimo (slave2) 
dei       , se:                               allora il bilanciamento termina 
considerando i moduli bilanciati, altrimenti esegue un passo di bilanciamento 
spostando dal modulo slave1 al  modulo slave2 un quanto di carica pari a   .  
Per eseguire tale spostamento il master invia a tutti i moduli il comando per settare la 
matrice di interruttori in modo da formare il bus circolare, allo slave1 invia il comando 
di accensione del DC-DC e allo slave2 il comando per impostare la matrice di 
interruttori sulla prima cella. A questo punto inizia a scorrere corrente sul bus di 




periodicamente lo slave2 che gli fornisce il valore della corrente in ingresso e in uscita 
al DC-DC. Il master, a questo punto, calcolando l’integrale di tale corrente identifica 
quanta carica sta fluendo dallo slave2 alla prima cella dello slave1, quando tale carica 
raggiunge      invia il comando allo slave2 per settare la seconda cella e cosi via per 
tutte e quattro le celle. Quanto tutte le celle del modulo slave2 sono state caricate di 
    , il primo ciclo dell’algoritmo termina. Il modulo master, dopo aver inviato i 
comandi di aggiornamento dei SoC ai due moduli e aggiornato i relativi       , inizia 
una nuova iterazione. 
La soglia di      è stata scelta perché se                             , 
allora togliendo    al primo e mettendolo al secondo essi raggiungono esattamente la 
condizione di bilanciamento. 
Oltre al bilanciamento appena presentato il task è capace di gestire anche un 
bilanciamento manuale dove l’utente, tramite l’interfaccia Labview che vedremo nel 
capitolo successivo, può definire la carica da spostare in ogni cella. Tale funzionalità 
ovviamente non sarà implementata su un sistema commerciale, ma risulta molto utile 







Figura 46 – Schema a blocchi del algoritmo di bilanciamento intermodulo, in cui viene mostrata anche la 
temporizzazione del protocollo di comunicazione relativo. 
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5.7 Funzionalità aggiuntive  
5.7.1 Task save 
Permette di ricaricare lo stato del BMS in seguito ad un reset del sistema. Tale 
funzione, nello stato attuale di implementazione, risulta molto semplice e memorizza 
solamente il SoC e la capacità massima delle celle, ma in un successivo sviluppo, 
rendendo tutti i parametri del sistema configurabili online, risulterà molto utile 
permettendo di caricare lo stato precedente al reset nel sistema senza nessuna azione 
dell’utente. 
5.7.2 Task CPU 
La funzionalità implementata in questo task è puramente di debug, in quanto è capace 
tramite l’uso di apposite funzioni del sistema operativo di fornire l’occupazione della 
CPU. In particolare tali funzioni, attivabili tramite una define, permettono di leggere 
l’occupazione della CPU da parte di ogni task, fornendo direttamente sia il tempo 
assoluto in cui il task è in esecuzione sia la percentuale rispetto al tempo trascorso 
dall’avvio del sistema. 
  
5.8 Organizzazione del sistema 
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5.8 Organizzazione del sistema 
In questo paragrafo è presentata l’organizzazione del sistema, analizzando le priorità e 
la temporizzazione associate a ciascun task, la memoria utilizzata nel sistema e infine 
l’occupazione della CPU ottenuta con tali impostazioni. 







Task_main 4 100 100 
Task_monitor_i 4 100 100 
Task_monitor_v 4 100 100 
Task_monitor_T 2 500 100 
Task_receive 3 100 100 
Task_Qmax 2 1000 100 
Task_soc 2 1000 100 
Task_bal 2 asincrono 100 
Task_send_i 1 500 100 
Task_send_v 1 500 100 
Task_send_T 1 500 100 
Task_send_bal 1 500 100 
Task_send_status 1 1000 100 
Task_send_soc 1 1000 100 
Task_save 1 60000 100 
Task_CPU 1 asincrono 200 
Task_IDLE 0 asincrono 80 
Tabella 6 - Descrizione dell'organizzazione dei Task implementati nel sistema. 
 
Dalla tabella si può notare che i task a priorità più alta sono quelli relativi al controllo e 
sicurezza del BMS e quelli di misura della corrente e della tensione. La scelta di dar 
maggior priorità a questi ultimi è dovuta alla loro forte dipendenza dalla sicurezza del 
sistema e dalle possibili variazioni rapide che esse possono avere. A tal proposito si è 
scelto di non dare la priorità massima al task di misura delle temperatura perché ha 
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tempi di variazione caratteristici molto lenti, quindi basta leggerla con frequenze 
minori. 
Tale aspetto introduce il problema della scelta delle temporizzazioni dei task mostrata 
nella stessa tabella precedente. Ovviamente tutti i parametri sono stati resi 
parametrici e modificabili in fase di compilazione ed è stata comunque prevista la 
possibilità, in uno futuro sviluppo, di essere modificati online tramite appositi comandi 
inviati da una logica di livello superiore. 
Per quanto riguarda l’utilizzo della memoria del sistema, allo stato attuale 
d’implementazione, è stata stimata in circa 3kB che rappresenta circa il 5% di quella 
disponibile. A tale calcolo, ovviamente, va aggiunta la memoria utilizzata per salvare i 
dati necessari al calcolo della capacità massima (circa 10kB) che, come 
precedentemente detto, sono stati inseriti in una seconda memoria (adibita 
solitamente al salvataggio dei dati provenienti dalle periferiche) e quindi non entrano 
nel calcolo precedente.  
Inoltre, utilizzando la funzionalità aggiuntiva implementata nel task CPU, si è analizzata 
l’occupazione da parte di ogni task del processore. Da tale prova si evince che le 
prestazioni del processore sono molto superiori a quelle richieste nel progetto: infatti, 
con le impostazioni dei task precedentemente presentate si ottiene un’occupazione 
media minore del 30%, in cui la maggior parte è data dai task di misura della tensione 
e corrente. Ovviamente questo era facilmente predicibile, in quanto essi oltre ad avere 
le frequenze di esecuzione più alte sono anche i più lenti perché accedono alle 
periferiche hardware. Nella tabella seguente vengono riportate le informazioni 
ottenute da dal task in seguito all’esecuzione sul sistema di alcuni cicli di utilizzo 
standard: 
 
Task Occupazione assoluta [ms] Occupazione percentuale 
task_IDLE 601979462 73% 
task_monitor_i 136252346 16% 
task_monitor_v 63910694 7% 
task_monitor_T 4738983 <1% 
task_main 2455616 <1% 
task_receive 1065692 <1% 
task_Qmax 2661361 <1% 
task_soc 533588 <1% 
task_bal 242417 <1% 
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Tabella 7 - Analisi dell'occupazione della CPU. 
 
task_send_bal 531318 <1% 
task_send_i 456239 <1% 
task_send_v 588966 <1% 
task_send_T 495391 <1% 
task_send_soc 499571 <1% 
task_send_status 237653 <1% 
task_save 36876 <1% 
task_CPU 82487 <1% 
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Sviluppo ambiente di verifica 
Per poter testare il Battery Management System implementato è stato sviluppato un 
ambiente di verifica (figura 47) formato da: un modulo reale, un’interfaccia utente 
(Labview), un simulatore di moduli (Labview), un carico elettronico e un generatore 
comandati entrambi tramite un interfaccia Labview. 
 
Capitolo 6 




Figura 47 – Schema a blocchi dell’ambiente di verifica. 
 
6.1 Set-up sperimentale 
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6.1 Set-up sperimentale 
Per poter eseguire una corretta simulazione del normale utilizzo del modulo, è stato 
progettato un set-up sperimentale, formato da un generatore (QPX1200SP), e un 
carico elettronico (LD300) controllato tramite un’ interfaccia che permette di 
automatizzare i test. 
Per collegare in sicurezza il modulo reale al set-up è stato utilizzato un sistema di 
protezione che simulasse l’interruttore di protezione controllato dal BMS e inserito in 
serie alla batteria. 
Inoltre, data la poca potenza che riesce a dissipare il carico elettronico, solo 300 W, si è 
ritenuto necessario inserire in serie ad esso una resistenza da 0,16 Ω 900 W, realizzata 
con il parallelo di 3 resistenze da 0,5 Ω 300 W. 
L’interfaccia LabVIEW automatizza i test controllando sia il carico sia il generatore; 
inoltre, comunica con l’interfaccia utente per acquisire i dati provenienti dal modulo 
reale e ricavarne lo stato che poi utilizza per capire la fine di determinate operazioni. 
Per impostare la serie di passi caratteristici di ogni test viene redatto e 
successivamente caricato nell’interfaccia un file di testo contenente tutte le 
informazioni per settare in maniera adeguata gli strumenti. 
Nella figura successiva viene riportate tale interfaccia: 
 
 
Figura 48 - Interfaccia di testing
6.2 Interfaccia utente 
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6.2 Interfaccia utente 
L’interfaccia utente è stata realizzata in LabVIEW: essa, oltre a mostrare ed eseguire un 
log di tutte le informazioni misurate e stimate all’interno del modulo reale, fornisce un 
importante mezzo di testing. Infatti, tramite l’interfaccia si possono inviare tutti i 
comandi disponibili nel modulo reale, simulando un livello di intelligenza superiore o 
gestendo manualmente alcune funzionalità implementate nel sistema, come il 
bilanciamento. 
Per gestire la comunicazione tra PC e modulo è stato utilizzato un convertitore CAN-
USB (Figura 49) della LAWICELAB che fornisce, inoltre, i driver per adattare l’usb ad una 
normale porta seriale facilmente gestibile da LabVIEW. 
 
 
Figura 49- Adattatore CAN-USB della LAWICELAB 
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L’interfaccia è formata da tre schermate due normalmente visibili e una attivabile 
tramite combinazione di tasti, in quanto puramente di testing. 
La prima schermata riportata in figura 50 è quella principale in cui vengono visualizzate 
le informazioni inviate dal modulo come le tensioni, temperature,    ,     e la carica 
calcolata dal sistema di bilanciamento di ogni cella ma anche la corrente di batteria, la 
temperatura della scheda e lo stato del modulo. Inoltre, vi è la possibilità di gestire la 
protezione per attivare eventuali cariche e scariche e di stoppare eventuali 
bilanciamento in corso. 
 
 
Figura 50 – Schermata principale dell’interfaccia utente 
 
La seconda schermata (figura 51) normalmente disponibile all’utente è quella di 
gestione del bilanciamento in cui, oltre a visualizzare le informazioni sullo stato del 
suddetto sistema, è possibile lanciare i comandi per: comandare singolarmente il DC-
DC e la matrice di switch ed eseguire il bilanciamento manuale. 
 




Figura 51 - Schermata di gestione del bilanciamento dell'interfaccia utente. 
 
Eseguendo la combinazione di tasti CTRL+D viene mostrata la terza schermata di debug 
(figura 52), in cui vi è la possibilità di inviare messaggi sul CAN-bus sia custom sia 
comandi precostruiti. Sono presenti, inoltre, le informazioni riguardanti il log dei dati e 
generali sui moduli connessi sulla rete CAN. 
 
 
Figura 52 – schermata di debug dell’interfaccia utente. 
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6.3 Simulatore di moduli 
Per testare l’interazione tra più moduli è stato necessario lo sviluppo di un simulatore 
che si comporti a tutti gli effetti come dei moduli reali per quel che riguarda i comandi 
transitabili sul CAN-bus. Tale necessità nasce dall’impossibilità di avere a disposizione 
più moduli reali da collegare in serie e far interagire, quindi per poter testare gli 
algoritmi basati proprio su tali interazioni è stato necessario sviluppare tale simulatore. 
Esso è stato sviluppato tramite un modulo LabVIEW connesso sulla rete CAN tramite 
un modulo hardware uguale a quello utilizzato per l’interfaccia utente. 
Il simulatore, allo stato attuale di sviluppo, è capace di simulare N moduli formati da 
quattro celle in cui ogni modulo svolge tutte le funzionalità del modulo reale ed è 
basato su un modello di cella molto semplice, sviluppato soprattutto per simulare in 
maniera corretta la fase di carica.  
 
 
Figura 53 – Modello di cella implementata all’interno del simulatore. 
 
Il modello della cella, mostrato in figura 53, risulta molto semplice e partendo dal SoC 
di ogni cella ne calcola la tensione. La Rserie è stata ottenuta elaborando i dati 
precedentemente raccolti sulle celle, ossia confrontando la curva tensione di carica –
SoC con la curva OCV-SoC caratteristica di tale chimica e dividendo poi la differenza tra 
le curve per la corrente a cui era stata effettuata la carica è stata ricavata tale 
resistenza equivalente. 
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Tale approccio permette di generare della curve tensione di carica – SoC molto simili a 
quelle reali come è possibile notare nella figura 54 in cui vengono messe a confronto la 
tensione del simulatore con quella di una cella del modulo reale. 
 
 
Figura 54 – Confronto della curva tensione di carica-SoC di una cella reale con una simulata.  
 
Per differenziare le celle avendo una situazione il più reale possibile, sono stati resi 
configurabili il SoC e la capacità massima delle stesse. Inoltre, per rendere veritiere le 
stime calcolate dal simulatore, sono stati implementati altri due parametri: il SoC 
calcolato e il Qmax calcolato, i quali vengono stimati con algoritmi quanto più possibili 
uguali a quelli implementati all’interno del sistema. 
Particolarmente interessanti risultano la stima del Qmax e il sistema di bilanciamento, 
in quanto i loro algoritmi, come precedentemente esposto, sono particolarmente 
interattivi quindi il simulatore deve coordinarsi con il modulo reale comportandosi 
esattamente come quest’ultimo. 
Il sistema di bilanciamento oltre a richiedere una forte interazione “funzionale “con il 
modulo reale, ossia interazioni tramite il CAN-bus, richiede anche interazioni che 
possiamo definite “strutturali”, che comprendono tutte le azioni che il simulatore deve 
svolgere per mostrare al modulo reale un sistema hardware quanto più simile a quello 
reale, simulando dunque un DC-DC nel caso che il processo di bilanciamento necessiti 
di caricare una cella reale, o simulando una cella nei casi in cui l’energia deve fluire dal 
modulo reale ad un modulo simulato. 
Per permettere tali interazioni tra modulo reale e sistema simulato è stato inserito nel 
simulatore un modulo di controllo di un Keithley 2440 capace di simulare sia una cella 
sia il DC-DC. 
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Quindi lo schema a blocchi del simulatore può essere riassunto come in figura: 
 
 
Figura 55 – Schema a blocchi del simulatore di moduli standard. 
 
Il simulatore viene controllato tramite un’interfaccia divisa in tre schermate. 
La schermata principale, in cui sono presenti tutte le informazioni utili per il controllo 
in tempo reale del simulatore è mostrata in figura 56 in cui si può notare la presenza di 
tutte le informazioni riguardanti i singoli moduli e delle celle al suo interno. 
 
 
Figura 56 – schermata principale del simulatore di moduli. 
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La seconda schermata (figura 57) è di inizializzazione e in particolare permette di 




Figura 57 - Schermata di inizializzazione del simulatore di moduli. 
 
La terza schermata(figura 58) è di debug e serve per controllare manualmente il 
Keithley e i dati relativi alla stima della capacità delle celle. 
 
 
Figura 58 - Schermata di debug del simulatore di moduli.
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Risultati ottenuti 
Utilizzando l’ambiente di verifica sono stati svolti numerosi test per verificare la 
corretta dell’implementazione degli algoritmi e soprattutto per ricavare le prestazioni 
del sistema ottenuto.  
I test sono stati svolti in un primo momento su un modulo da 30 Ah, con il quale sono 
stati sviluppati tutti gli algoritmi precedentemente presentati, per poi passare ad un 
modulo da 60 Ah formato da quattro celle nuove. Tale possibilità è risultata molto 
interessante in quanto questo modulo, a differenza del primo, presenta parametri reali 
delle celle molto simili tra loro. Infatti, nel modulo da 30 Ah vi è una cella con una 
capacità reale più piccola (circa il 10 % ) rispetto alle altre e tale effetto ne condiziona 
fortemente il comportamento, cosa che avrebbe potuto condizionare gli algoritmi 
sviluppati. 
Per una verifica completa del sistema è bene analizzare prima i risultati delle singole 
funzionalità, inizializzando il sistema con stati che stressano particolarmente le varie 
funzioni, per poi passare all’analisi del sistema globale presentando test che simulano il 
normale utilizzo del modulo. 
Capitolo 7 
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7.1 Stima del SoC 
Per testare la corretta stima del SoC sono stati svolti dei semplici test facendo eseguire 
al modulo dei cicli di carica e scarica e attendendo dopo quest’ultima la correzione del 
SoC stesso basata sulla curva OCV-SoC. Per poter estrarre l’errore sulla stima 
commesso dal sistema è stato inserito in serie al modulo un sensore di corrente con 
precisione maggiore rispetto a quello interno al modulo stesso. Tale sensore è formato 
da uno shunt resistivo di precisione inserito in serie al modulo e dal Keithley che 
permette di leggerne la tensione con una buona precisione. Quindi, partendo da una 
condizione in cui lo stato di carica delle celle risulta noto, si confronta il SoC stimato dal 
modulo con quello calcolato con le informazioni di corrente aggiuntive e ottenuto 
tramite l’uso di un algoritmo basato sul Coulomb Counting. 
Si ricorda che quest’ultimo può essere considerato esatto in quanto gli errori 
commessi dal Coulomb Counting sono dovuti ad una cattiva inizializzazione e ad errori 
di misura della corrente e quindi con le osservazioni precedenti possono essere 
considerati nulli. 
Nell’esempio riportato di seguito viene eseguito un test di questo tipo, ossia viene 
fatta eseguire al modulo da 60 Ah una carica completa, una successiva scarica 
completa e una pausa in cui il BMS può effettuare la correzione del SoC. 
In particolare nella prima figura vengono riportati i grafici del SoC in funzione del 
tempo stimato dal BMS e quello calcolato (riferimento) partendo dalle informazioni 
ottenute dall’uso dello shunt. Inoltre, nella seconda figura viene riportata la differenza 
tra i due grafici che rappresenta l’errore commesso dall’algoritmo di stima del SoC.  
Dai test eseguiti è stata riscontrata la correttezza dell’algoritmo ottenendo errori 
minori del 2% che si annullano in seguito alla correzione effettuata dal BMS.  




Figura 59 - Grafico comparativo tra la stima del SoC calcolata dal BMS e SoC esatto. 
 






Per testare la correttezza della funzionalità di bilanciamento sono stati eseguiti dei test 
a partire da condizioni di celle fortemente sbilanciate e lanciando successivamente 
l’algoritmo di bilanciamento automatico tramite l’opportuno comando inviato 
dall’interfaccia utente. Per verificare la situazione di celle bilanciate, a questo punto, 
basta eseguire una fase di scarica e verificare che il SoC di tutte le celle si equalizzi al 
valore SoCbal, che nei test è stato scelto pari al 70 %. Inoltre, per analizzare 
singolarmente le funzionalità di bilanciamento intramodulo e intermodulo sono stati 
eseguiti prima test sul singolo modulo, testando l’intramodulo, e poi sul modulo 
collegato al simulatore, verificando l’intermodulo. 
Dai test sul bilanciamento intramodulo si è dimostrata la correttezza dell’algoritmo 
implementato, che per tutti i test ha equalizzato il SoC delle celle precisamente al 70% 
mostrando errore nullo. 
Tale affermazione può essere verificata nell’esempio mostrato di seguito (figure 61-62) 
in cui partendo da condizioni di forte sbilanciamento (circa il 15%,) si raggiunge uno 
sbilanciamento minore dello 0,01%. In particolare, la situazione mostrata in figura 
rappresenta un test in cui inizialmente le celle sono sbilanciate (più scariche) 
rispettivamente di circa 5%, 0%, 10%, 15% e come è stato messo in evidenza le celle 
nella successiva scarica si equivalgono esattamente al 70%. 
 
 











Per validare, invece, il sistema di bilanciamento intermodulo sono stati eseguiti dei test 
utilizzando il simulatore di moduli connesso al bus di bilanciamento del modulo reale. 
Nel settare il SoC delle celle si deve fare attenzione a evitare condizioni di forti 
sbilanciamenti tra i moduli in quanto i tempi caratteristici del sistema di bilanciamento 
sono piuttosto lunghi e linearmente proporzionali alla carica da spostare. Per 
quantizzare tale affermazione basta ipotizzare di dover spostare l’1% di carica tra due 
moduli, ossia circa                , e di considerare la corrente di 
bilanciamento fornita in uscita dal DC-DC (1.5 A) per cui si ottiene un tempo di circa 
     
    
       . 
Dai test eseguiti si ricava che il sistema bilancia le celle dei moduli in maniera quasi 
perfetta: infatti, il SoC delle varie celle si equalizza in un intorno del 70% con errori 
minori di mezzo punto percentuale. 






Figura 63 - Grafico del SoC delle celle (i,j) in un test per la verifica del bilanciamento intermodulo, dove i 
rappresenta ID del modulo mentre j l’indice di cella. 
 
Figura 64 - Grafico delle grandezze relative al sistema di bilanciamento acquisite durante il test mostrato nella 
figura precedente. 
 
Inoltre, per mostrare la temporizzazione dei messaggi transitati sul CAN-bus in questa 
fase ne vengono riportate (nella tabella seguente) alcune sezioni acquisite 





Time ID RX Comand ID TX Cell Data 1 Data 2 
16:22:39.791 255 stop bal request 1 0 0 0 
16:22:39.806 1 Stop bal 0 0 0 0 
16:22:39.994 1 Stop bal 2 0 0 0 
16:22:40.103 1 Stop bal 3 0 0 0 
16:22:45.791 255 stop bal request 2 0 0 0 
16:22:45.806 2 Stop bal 0 0 0 0 
16:22:45.994 2 Stop bal 3 0 0 0 
16:24:07.494 255 stop bal request 3 0 0 0 
16:24:07.509 3 Stop bal 0 0 0 0 
16:39:31.306 255 stop bal request 0 0 0 0 
16:40:31.306 1 Qbal request 0 70 0 0 
16:40:31.509 0 Qbal response 1 0 59,499 0 
16:40:32.337 2 Qbal request 0 70 0 0 
16:40:32.712 0 Qbal response 2 0 56,738 0 
16:40:33.306 3 Qbal request 0 70 0 0 
16:40:33.603 0 Qbal response 3 0 58,312 0 
16:40:40.306 255 start bal string 0 0 0 0 
16:40:40.337 255 Select cell 0 0 5,000 0 
16:40:40.572 0 Enable current generator 0 0 0 0 
16:40:40.572 2 Select cell 0 0 1,000 0 
16:40:40.572 1 dc-dc current request 0 0 0 0 
16:40:41.556 0 dc-dc current response 1 0 1,5 0,6 
... 
16:41:52.572 1 dc-dc current request 0 0 0 0 
16:41:53.556 0 dc-dc current request 1 0 1,5 0,6 
16:41:54.572 0 bal string soc in 0 0 41,000 0 
16:41:54.572 2 bal string soc out 0 1 100,000 0 
16:41:54.572 2 Select cell 0 0 2,000 0 
16:40:40.572 1 dc-dc current request 0 0 0 0 
16:40:41.556 0 dc-dc current response 1 0 1,5 0,6 
... 
16:42:52.572 1 dc-dc current request 0 0 0 0 




16:43:05.556 0 bal string soc in 0 0 41,000 0 
16:43:05.556 2 bal string soc out 0 2 100,000 0 
16:43:05.556 2 Select cell 0 0 3,000 0 
... 
16:44:17.572 2 bal string soc out 0 3 100,000 0 
16:44:17.572 0 dc-dc current request 0 0 0 0 
16:44:17.572 2 Select cell 0 0 4,000 0 
... 
16:45:28.572 0 bal string soc in 0 0 41,000 0 
16:45:28.572 2 bal string soc out 0 4 100,000 0 
16:45:28.572 0 Disable current generator 0 0 0 0 
16:45:28.572 255 Select cell 0 0 5,000 0 
16:45:28.806 1 Enable current generator 0 0 0 0 
16:45:28.806 2 Select cell 0 0 1,000 0 
... 
Tabella 8 - Sequenza tipica dei comandi transitanti sul CAN-bus nella fase di bilanciamento intermodulo. 
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7.3 Stima della capacità massima 
Per testare tale funzionalità è stata eseguita una serie di test di carica e scarica con 
correzione del SoC sull’intera stringa (modulo reale più simulatore). L’uso del 
simulatore permette di valutare l’errore commesso in maniera facile perché rende 
visibile la capacità reale delle celle simulate permettendo, dunque, di calcolare l’errore 
commesso nella stima come differenza della capacità stimata con quella reale. In 
previsione di tale possibilità, durante lo sviluppo del simulatore è stata prestata la 
massima attenzione nel rendere l’algoritmo di stima quanto più possibile uguale a 
quello implementato all’interno del firmware. In questo modo si possono estendere i 
risultati ottenuti dal simulatore all’algoritmo implementato sui moduli reali. Da tali test 
si ricavano errori dell’ordine del migliaio di coulomb ossia minori, a regime, del 2% 
della capacità nominale. Per mostrare tale aspetto vengono riportati di seguito i 
risultati ottenuti in una prova in cui sono stati svolti tre cicli di carica e scarica 
consecutivi, eseguiti dopo l’inizializzazione di tutte le capacità stimate con quella 
nominale. Nei risultati è stato estratto oltre che l’errore in Coulomb anche l’errore 
percentuale calcolato normalizzando il primo rispetto alla capacità reale delle celle. È 
bene notare, quindi, che l’errore commesso nel primo ciclo non è considerabile nella 
stima dell’errore a regime in quanto è una conseguenza diretta dell’inizializzazione del 
sistema con una capacità molto più bassa di quella reale. 
Cella Qmax 
Qmax calcolata 
Primo ciclo Secondo ciclo Terzo ciclo 
Modulo 1 
1 220000 C 223841 C 1,75 % 219002 C 0,45 % 218830 C 0,53 % 
2 220500 C 223798 C 1,50 % 219434 C 0,48 % 219262 C 0,56 % 
3 221000 C 225396 C 1,99 % 219931 C 0,48 % 219780 C 0,55 % 
4 221500 C 226325 C 2,18 % 220514 C 0,45 % 220385 C 0,50 % 
Modulo 2 
1 222000 C 225785 C 1,70 % 221011 C 0,45 % 220752 C 0,56 % 
2 222500 C 226908 C 1,98 % 221422 C 0,48 % 221227 C 0,57 % 
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3 223000 C 228053 C 2,27 % 221962 C 0,47 % 221897 C 0,49 % 
4 223500 C 227578 C 1,82 % 222502 C 0,45 % 222286 C 0,54 % 
Modulo 3 
1 224000 C 227772 C 1,68 % 222912 C 0,49 % 222804 C 0,53 % 
2 224500 C 229392 C 2,18 % 223301 C 0,53 % 223214 C 0,57 % 
3 225000 C 229802 C 2,13 % 223690 C 0,58 % 223582 C 0,63 % 
4 225500 C 230710 C 3,31 % 224402 C 0,49 % 224100 C 0,62 % 
Tabella 9 - Risultati di un test di verifica del'algoritmo di stima della carica massima. 
Anche in questa funzionalità, come nel bilanciamento intermodulo, è presente una 
forte interazione tra i moduli, quindi si è ritenuto opportuno riportare i comandi 
transitati sul CAN-bus in una delle fasi di calcolo del test sopra esposto. 
Time ID RX Comand ID TX Cell Data 1 Data 1 
12.15.38 255 Deactivate rele 0 0 0 0 
12.15.38 1 Vmax request 0 1 0 0 
12.15.39 0 Vmax response 1 1 3,542 3,438 
12.15.39 1 Qsup 0 1 6813000 0 
12.15.39 1 Vmax request 0 2 0 0 
12.15.39 0 Vmax response 1 2 3,555 3,440 
12.15.39 1 Qsup 0 2 5274000 0 
12.15.40 1 Vmax request 0 3 0 0 
12.15.41 0 Vmax response 1 3 3,528 3,438 
12.15.41 1 Qsup 0 3 9231000 0 
12.15.41 1 Vmax request 0 4 0 0 
12.15.41 0 Vmax response 1 4 3,514 3,438 
12.15.41 1 Qsup 0 4 12749000 0 
12.15.42 2 Vmax request 0 1 0 0 
12.15.42 0 Vmax response 2 1 3,535 3,438 
12.15.42 2 Qsup 0 1 7692000 0 
12.15.43 2 Vmax request 0 2 0 0 
12.15.43 0 Vmax response 2 2 3,526 3,438 
12.15.43 2 Qsup 0 2 9451000 0 
12.15.44 2 Vmax request 0 3 0 0 
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12.15.44 0 Vmax response 2 3 3,513 3,438 
12.15.44 2 Qsup 0 3 13409000 0 
12.15.45 2 Vmax request 0 4 0 0 
12.15.45 0 Vmax response 2 4 3,522 3,438 
12.15.45 2 Qsup 0 4 10551000 0 
12.15.46 3 Vmax request 0 1 0 0 
12.15.46 0 Vmax response 3 1 3,523 3,437 
12.15.46 3 Qsup 0 1 9891000 0 
12.15.47 3 Vmax request 0 2 0 0 
12.15.47 0 Vmax response 3 2 3,507 3,438 
12.15.47 3 Qsup 0 2 15608000 0 
12.15.48 3 Vmax request 0 3 0 0 
12.15.49 0 Vmax response 3 3 3,510 3,438 
12.15.49 3 Qsup 0 3 14289000 0 
12.15.49 3 Vmax request 0 4 0 0 
12.15.49 0 Vmax response 3 4 3,504 3,438 
12.15.49 3 Qsup 0 4 16928000 0 
Tabella 10-Sequenza tipica dei comandi transitanti sul CAN-bus nella fase di calcolo della capacità massima. 
 
Oltre ai risultati precedentemente esposti può essere estratta una stima dell’errore 
commesso anche partendo dai dati sperimentali del modulo reale, acquisiti in test 
ciclici di carica e scarica. In particolare, partendo dalla stima del SoC e del Qmax 
eseguite nel modulo, per ogni fase di scarica si può calcolare: 
                      
Dove      e      sono rispettivamente lo stato di carica della cella   nell’istante 
d’inizio e di fine della scarica,       è la capacità della cella   e quindi,      
rappresenta la stima della carica estratta dalla cella   durante la fase di scarica. 
Confrontando tale carica con l’integrale della corrente acquisita nella stessa fase di 
scarica e ipotizzando l’errore nullo sulla stima del SoC si ha l’errore commesso nel 
calcolo della       interno al modulo. 
Di seguito vendono riportati i risultati (figure 65-66) ottenuti in alcuni test di questo 
tipo in cui si può notare che l’errore è comparabile con quello calcolato nei test 
eseguiti con l’ausilio del simulatore. In particolare, nelle figure seguenti viene eseguito 
un confronto tra la carica estratta realmente dalla batteria nella fase di scarica e quella 
stimata con la formula appena esposta. Il test illustrato consiste in tredici cicli di carica 
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e scarica consecutivi eseguiti dopo l’inizializzazione del sistema, ottenuta ponendo la 
capacità massima della cella pari a quella nominale e il SoC pari ad uno (piena carica). 
 
Figura 65 - Grafico del della carica estratta in varie fasi di scarica e di quella stimata (per le stesse fasi) per le varie 
celle partendo dale stime di SoC e Qmax. 
 
Figura 66 - Grafico dell'errore percentuale (normalizzato rispetto alla Qmax stimata) della stima della capacità 
massima. 
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7.4 Cooperazione degli algoritmi. 
Oltre ai test precedentemente presentati sono stati eseguiti una serie di test, che 
potremo definire di normale utilizzo, facendo cooperare tutti gli algoritmi 
simultaneamente come avviene durante utilizzo della batteria in una applicazione 
reale. Sfortunatamente non avendo a disposizione l’applicazione reale su cui verrà 
montata tale batteria, non si conoscono i dati relativi ai profili di corrente in fase di 
carica e scarica che agiranno sulla batteria stessa. Per sopperire a tale mancanza sono 
stati svolti numerosi test ipotizzando che la carica avvenga a corrente costante, come 
solitamente accade con i normali caricabatterie commerciali, mentre per la fase di 
scarica sono stati usati diversi tipi di profili di corrente. In particolare è possibile 
dividere i profili utilizzati in due grosse famiglie: la prima basata su scarica a corrente 
costante e la seconda considerando un profilo di corrente standard, usato solitamente 
in ambiente automotive (l’Urban Dynamometer Driving Schedule [UDDS]). Dai test 
effettuati si è dimostrata la corretta interazione dei vari algoritmi, che in tal caso 
forniscono risultati comparabili o addirittura migliori di quelli presentati 
precedentemente. Tale effetto è dovuto proprio alla cooperazione degli algoritmi che, 
ottimizzando l’uso del sistema, permette di eseguire stime più precise delle varie 
grandezze in esame. 
Di seguito vengono riportati due test, il primo eseguito con profilo di scarica costante 
mentre il secondo con profilo basato sull’UDDS. 
Il primo è stato eseguito sul modulo da 60Ah ed è mostrato nello specifico un test 
eseguito dopo lo sbilanciamento (in carica) di una cella del 10%. In esso si vuole dare 
evidenza al problema dello sbilanciamento e come la funzionalità di bilanciamento 
implementata all’interno del modulo, risolvendo tale condizione, aumenti la carica 
massima estraibile dalla batteria. Questo aspetto è particolarmente visibile nella 
seconda figura dove viene riportato il grafico della carica estratta e inserita nella 
batteria in funzione del tempo. In particolare, comparando la carica estratta nella 
scarica precedente alla fase di bilanciamento e quella estratta nella scarica successiva 
(dopo la carica completa) si nota che la batteria ha fornito molta più carica (circa il 
10%). 




Figura 67 - Grafico della tensione e dello stato di carica delle celle. 
 
Figura 68 - Grafico della corrente di batteria e del suo integrale (carica) in funzione del tempo 
 
Il test seguente, a differenza del primo, è stato svolto sul modulo da 30 Ah e simula 
una carica a corrente costante (1C) e una scarica con profilo UDDS. Si è scelto di 
mostrare questo test perché, come precedentemente annunciato, il modulo da 30 Ah 
possiede una cella (la cella tre) con capacità massima minore rispetto alle altre di circa 
il 10%, il che mostra particolarmente bene la situazione di batteria bilanciata. Infatti, 
come si osserva dal grafico sottostante che riporta lo stato di carica delle celle in 
funzione del tempo, la cella tre in fase di scarica ha la più alta escursione di SoC 
passando da una situazione di piena carica ad una di scarica completa. Tale situazione, 
per quanto detto precedentemente, dimostra il bilanciamento della batteria 
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permettendole di fornire la massima carica possibile, ossia la carica immagazzinabile 
nella cella a capacità minima.  
 
 
Figura 69 - Grafico delle tensioni di cella e della corrente in funzione del tempo per un test di "normale utilizzo" 
con profilo di scarica UDDS. 
 
Figura 70- Grafico dello stato di carica in funzione del tempo per un test di "normale utilizzo" con profilo di 
scarica UDDS. 




Figura 71 - Grafico dei dati acquisiti dal sistema di bilanciamento in funzione del tempo per una prova di 
"normale utilizzo" con profilo di scarica UDDS. 
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7.5 Confronto con BMS commerciali. 
Per validare ulteriormente il lavoro svolto è stato eseguito un confronto con i principali 
BMS commerciali, acquisendo dai siti ufficiali dei produttori quante più informazioni 
possibili. Sfortunatamente, essendo ancora prodotti di nicchia in fase di forte sviluppo, 
i produttori non rilasciano informazioni dettagliate sui vari prodotti quantificando i 
risultati che si ottengono con il loro utilizzo. Di conseguenza, il confronto verrà fatto 
principalmente dal punto di vista funzionale, elencando le funzioni messe a 
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2 sulla scheda 
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1 per cella 
1 sulla scheda 
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Stima del SoC 
Coulomb Counting 
con correzione su 
OCV 
Coulomb Counting 
con correzione su 
OCV 
Coulomb Counting 
con correzione a fine 
carica 
Stima del SoH 
Stima della capacità 
massima di tutte le 
cella. 
Stima della capacità 
massima della cella a 
capacità minima e 
analisi della 
resistenza interna di 
ogni cella. 
Analisi della 
resistenza interna di 
ogni cella. 
Bilanciamento 
Attivo basato sull’uso 
di DC-DC con 
Passivo con corrente 
massima di 200mA e 
Passivo con corrente 
massima di 3° e 
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corrente massima di 
1.5A 
una resistenza di 
shunt per ogni cella 
sistema di ricarica 
della batteria dopo la 
fase di bilanciamento 
Comunicazione CAN-bus 2 CAN-bus CAN-bus,USB,RS232 
Tabella 11 - Tabella riassuntiva delle principali caratteristiche di confronto del BMS sviluppato con i più evoluti 
BMS commerciali. 
Dalla tabella è possibile osservare che il BMS sviluppato ha potenzialità comparabili se 
non superiori ai migliori BMS commerciali soprattutto per le funzionalità di stima del 
SoH e nel sistema di bilanciamento, Inoltre, i dati raccolti sono “commerciali” e non 
validati da dati sperimentali. 
  
Conclusione 
In questa tesi è stato presentato lo sviluppo del firmware di un Battery Management 
System per batterie modulari agli ioni di litio implementato su una scheda hardware 
custom.  
Sono state descritte nel dettaglio le funzioni avanzate di stima del SoC e della capacità 
di ogni cella, inoltre, è stato presentato l’algoritmo di gestione dell’innovativo sistema 
di bilanciamento presente sulla scheda. Tale algoritmo implementa 
contemporaneamente le funzionalità di bilanciamento intramodulo e intermodulo 
senza l’aggiunta di ulteriore elettronica di controllo. Nello sviluppo della funzionalità 
del bilanciamento intermodulo è stata pensata una possibile modifica del sistema 
hardware che porterebbe ad una notevole semplificazione l’algoritmo. Infatti, 
spostando il sensore di corrente presente sull’uscita del DC-DC, in ingresso alla matrice 
di interruttori si misurerebbe, oltre alla corrente del DC-DC stesso, le correnti 
provenienti dal bus di bilanciamento e dirette ad una qualunque cella. Tale possibilità, 
mettendo in condizione il modulo di aggiornare i valori di SoC delle proprie celle, senza 
necessità di informazioni esterne, eviterebbe lo scambio di informazioni presente 
nell’algoritmo di bilanciamento intermodulo semplificandolo sensibilmente.  
Infine è stato presentato lo sviluppo dell’ambiente di verifica che ha permesso di 
validare il firmware prodotto in tutte le sue parti e di estrarre le caratteristiche 
principali del BMS sviluppato. Nell’ultimo capitolo sono stati analizzati i principali 
risultati ottenuti, eseguendo infine un confronto con i BMS commerciali più evoluti. 
Da quest’ultimo è emersa la validità del lavoro svolto, mostrando come il sistema 
realizzato avesse prestazioni comparabili se non superiori ai principali competitor che 
troverebbe sul mercato attuale. Oltre alla superiorità prestazionale esso presenta una 
maggior flessibilità sia rispetto alla possibilità di modificare la struttura della batteria 
che per quanto riguarda la modifica dei parametri caratteristici delle celle, rendendolo 
facilmente adattabile alle più svariate applicazioni. 
Tale flessibilità insieme al sistema di bilanciamento attivo e all’algoritmo di stima della 
capacità massima di ogni cella fornisce la forte innovazione presentata dal sistema 
sviluppato rispetto ai BMS commerciali e punto fondamentale della collaborazione tra 
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