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Vorwort
Die vorliegende Arbeit entstand während meiner Tätigkeit als wissenschaft-
licher Mitarbeiter am Lehrstuhl für Technische Thermodynamik (LTT) der
Rheinisch-Westfälischen Technischen Hochschule Aachen. Bereits seit Mit-
te der 1990er Jahre beschäftigten sich am LTT verschiedene Mitarbei-
ter mit der rationellen Energieverwendung in Industrie und Gewerbe. Ne-
ben eher theoretischen Untersuchungen wurden in einem Kooperations-
projekt mit der Industrie- und Handelskammer Aachen zahlreiche prakti-
sche Erfahrungen mit der Beratung von Industriebetrieben in Energiefra-
gen gesammelt. Später folgten mehrere Projekte zur Entwicklung von so
genannten Branchenenergiekonzepten. Aus diesen Arbeiten entstand die
Erkenntnis, dass sich die Erfassung, Analyse, Bewertung und Verbesse-
rung von industriellen Energiesystemen an vielen Stellen durch entspre-
chende EDV-Werkzeuge sinnvoll unterstützen lassen. Mit dem Projekt EU-
SEBIA [2] wurde Ende der 1990er Jahre ein erster Versuch unternommen,
ein Werkzeug zu entwickeln, das die wesentlichen Arbeitsprozesse einer
klassischen Energieberatung sinnvoll unterstützt. Etwa zeitgleich erfolgte
am Institut für Energiewirtschaft und Rationelle Energieanwendung der Uni-
versität Stuttgart die Entwicklung des Programmpakets MOSAIK [56] mit
ähnlicher Zielstellung. Beide Entwicklungen erlangten keine praktische Be-
deutung, nicht zuletzt scheiterte EUSEBIA an den heterogenen Strukturen
und Randbedingungen, welche in der Praxis zu berücksichtigen sind, sowie
an zahlreichen konzeptionellen und technischen Schwachpunkten. Dessen
ungeachtet lieferte das Entwicklungsprojekt wichtige Erkenntnisse über die
wesentlichen Anforderungen sowie Ansätze für gangbare Lösungswege.
Im Jahr 2002 wurde mit der Gesellschaft zur Förderung angewandter
Informatik (GFaI) ein Partner gefunden, der mit dem von ihm entwickel-
ten CASTool [78] eine softwaretechnische Grundlage lieferte, welche die
Umsetzung der inzwischen gereiften Konzepte ermöglichte. Mit dem ge-
meinsamen, von der Arbeitsgemeinschaft industrieller Forschungsvereini-
iv
gungen „Otto von Guericke“ (AIF) geförderten1 und von weiteren Partnern
unterstützten Projekt „TOP-Energy“ wurde ein Programmpaket, bestehend
aus einem Framework und ersten fachlichen Modulen zur Bearbeitung
energietechnischer Fragestellungen, entwickelt. Die vorliegende Arbeit be-
schreibt die der entwickelten Software zugrunde liegenden Konzepte, geht
näher auf eines der Module, einem Simulator für industrielle Energiever-
sorgungssysteme, ein und demonstriert die Anwendung der Software an
einem Beispiel.
Softwareentwicklung ist Teamsport. Und so wäre die Umsetzung der
in dieser Arbeit vorgestellten Konzepte ohne die Mitwirkung vieler helfen-
der Hände und Köpfe nicht möglich gewesen. Mein besonderer Dank gilt
dabei Gregor Wrobel für seine Unterstützung in allen Fragen rund um
die CASTool-Welt, Stefan Kirschbaum für die Umsetzung wesentlicher Tei-
le des Simulationsmoduls im Rahmen seiner Diplomarbeit sowie Dr. Isa-
bel Kuperjans für ihre tatkräftige Unterstützung bei allen organisatorischen
Aufgaben. Zahlreiche wertvolle Beiträge und Hilfen kamen auch von Felix
Hirsch, Jan Feller, Rachid Benkirane, Philip Voll, Matthias Landwehr, San-
dra Mertens und vielen anderen, die mir verzeihen mögen, dass ich die
Aufzählung hier nicht fortsetze.
Herrn Professor Lucas möchte ich für die für die Möglichkeit danken,
mit diesem doch stark mit informationstechnischen Inhalten durchsetzten
Thema an seinem Lehrstuhl zu promovieren. Die erheblichen Freiheiten
in der Gestaltung und Entwicklung des dieser Arbeit zugrunde liegenden
Projektes habe ich sehr zu schätzen gewusst.
Herrn Professor Fischer möchte ich für die Übernahme des Koreferats
danken. Die fruchtbaren Diskussionen während der Dokumentationsphase
und insbesondere seine Unterstützung bei der Einordnung der erarbeiteten
Konzepte in die Begriffswelt der Informatik haben die vorliegende Arbeit an
Qualität gewinnen lassen.
1Das Projekt TOP-Energy wurde aus Haushaltsmitteln des BMWA über die AiF im
ZUTECH-Programm unter dem Forschungsvorhaben Nr. 92 ZBG / 1 (Laufzeit 01.01.2003 bis
31.12.2004) über die Mitgliedsvereinigung VEU gefördert.
vUte, Felix und Joshua, euch möchte ich dafür danken, dass ihr mich im-
mer geduldig unterstützt habt, trotz der knappen Zeit, die in diesen Jahren
für unser gemeinsames Leben blieb.
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Kapitel 1: Einleitung
Angesichts der Verknappung fossiler Rohstoffe infolge erhöhter Nachfrage
und steigender Förderkosten stellt die Steigerung der Effizienz in der Ener-
giebereitstellung und -anwendung eine wesentliche Säule einer zukunfts-
fähigen Energiewirtschaft dar. Die auf absehbare Zeit steigenden Energie-
preise treiben nicht nur die Suche nach effizienteren Lösungen an, sie er-
möglichen auch erst die wirtschaftliche Realisierung technisch aufwändige-
rer Lösungen. Gerade zur Versorgung von Industrie und Gewerbe bestehen
durch die vergleichsweise hohe Dichte des Energieeinsatzes und die Ver-
wendung unterschiedlicher Energieformen zahlreiche Gestaltungsmöglich-
keiten bei der Entwicklung von Systemen zur bedarfsgerechten Energie-
versorgung und -anwendung. Durch die Nutzung kleinerer Temperaturge-
fälle, nicht ständig zur Verfügung stehender Ressourcen wie z.B. Abwärme
und die gekoppelte Erzeugung mehrerer Energieformen wird die Bewer-
tung technischer Lösungsmöglichkeiten jedoch zunehmend komplexer, da
hier nur in seltenen Fällen eine statische Betrachtung des Anlagenbetriebs
ausreicht. Für den wirtschaftlich und energetisch effizienten Betrieb eines
Energieversorgungssystems spielt vielmehr die Gleichzeitigkeit des Ange-
bots und Bedarfs der verschiedenen Energieformen sowie das Teillastver-
halten der eingesetzten Komponenten eine entscheidende Rolle.
Bei dem vergleichsweise hohen Aufwand für die Entwicklung entspre-
chend angepasster Energiekonzepte stellt sich die Frage, wie der Ar-
beitsprozess unter Zuhilfenahme geeigneter Software rationalisiert und ggf.
qualitativ verbessert werden kann. Verschiedene Untersuchungen haben
sich in der Vergangenheit mit dieser Fragestellung beschäftigt [2]. Leitge-
danke ist es hier, auf Analyse, Bewertung und Optimierung von Energie-
systemen zugeschnittene Werkzeuge bereitzustellen, sie sinnvoll miteinan-
2 Einleitung
der zu verknüpfen und so die Entwicklung von Energiekonzepten durch-
gängig zu unterstützen. Angefangen von der Analyse des Energiebedarfs
eines Betriebes über die Simulation verschiedener Versorgungsvarianten
bis hin zur Wirtschaftlichkeitsanalyse der entwickelten Verbesserungsmaß-
nahmen lassen sich zahlreiche Arbeitsschritte nennen, die immer wieder
auf die gleichen Informationen des untersuchten Energiesystems in vielen
Fällen auch auf die Ergebnisse eines vorgelagerten Berechnungsschrittes
angewiesen sind. Eine Zusammenfassung solcher Verfahren in einem er-
weiterbaren „Werkzeugkasten“ im Hinblick auf eine rationelle Bearbeitung
und die Vermeidung von Übertragungsfehlern ist also durchaus sinnvoll.
Der Integration verschiedener, miteinander kooperierender Analyse-,
Bewertungs- und Optimierungsverfahren in einer Anwendung erfordert ei-
ne Reihe inhaltlicher und technischer Konventionen, die eine gemeinsame
Nutzung von Projektinformationen ermöglichen. Auf der inhaltlichen Seite
steht eine konsistente Verwendung von Bilanzgrenzen, Bewertungsgrößen
und Fachbegriffen im Vordergrund. Die maßgebliche technische Konven-
tion ist die einheitliche Beschreibung von Energiesystemen mit allen für
die zur Anwendung kommenden Verfahren wesentlichen Eigenschaften,
also ein für die Domäne Energiesystemtechnik spezifisches Datenmodell.
Da weder die in Energiesystemen anzutreffenden Komponenten und deren
Verknüpfungen zu Systemen noch die zur Anwendung kommenden Verfah-
ren eine begrenzte, im Vorhinein bekannte Menge darstellen, kann das Da-
tenmodell selbst keine konkrete Beschreibung der fachlichen Objekte bein-
halten, sondern muss als abstrakte Schablone – also als Metamodell – zur
Modellierung aller möglichen Objekte und Verfahren der Domäne Energie-
systemtechnik entworfen werden.
Wichtiger Bestandteil einer Methodensammlung zur Analyse und Opti-
mierung industrieller Energiesysteme ist ein Werkzeug zur Simulation des
Betriebs von Energieversorgungssystemen, also aller Einrichtungen zur be-
darfsgerechten Erzeugung und Bereitstellung von Nutzenergie aus den
am Markt angebotenen Endenergieformen. Die Anforderungen, welche die
Praxis an ein solches Werkzeug stellt, sind allerdings ebenso zahlreich wie
3widersprüchlich: Neben dem klassischen Konflikt zwischen Einfachheit und
Flexibilität eines Softwarewerkzeugs ergeben sich konzeptionelle Schwie-
rigkeiten aus der Tatsache, dass Struktur und Auslegung eines Energiever-
sorgungssystems nicht ohne die Festlegung seiner Steuerung im Betrieb
bewertet werden kann. Eine reine Bewertung unterschiedlicher Auslegun-
gen ist nur dann möglich, wenn die Varianten unter optimalem Betrieb si-
muliert werden und so die Effekte einer unter Umständen mangelhaften Be-
triebsführung ausgeblendet werden können. Da die Betriebsoptimierung in
der Regel unter Kostenaspekten erfolgt, müssen neben der Abbildung der
thermodynamischen und technischen Zusammenhänge auch wirtschaftli-
che Aspekte wie z.B. Bezugskonditionen für Strom und Brennstoffe Be-
rücksichtigung finden.
Die vorliegende Arbeit stellt eine Lösung zur Integration verschiede-
ner Werkzeuge zur Analyse und Optimierung von Energiesystemen in ei-
ner Anwendung vor. Als typischer Vertreter eines solchen Werkzeuges und
als fachlich wesentlicher Bestandteil des Gesamtsystems wird ein Simula-
tor zur energetischen und wirtschaftlichen Bewertung von Energieversor-
gungssystemen vorgestellt und seine Integration in die übergeordnete An-
wendung beschrieben.
Die hier diskutierten Konzepte wurden in einer Implementierung mit dem
Namen TOP-Energy (Toolkit for Optimization of Energy Systems) umge-
setzt. Da die zusammenhängende Beschreibung des Systems eine Benen-
nung der einzelnen Bestandteile erfordert, wird im Rahmen dieser Arbeit
auf die in dieser Implementierung verwendeten Bezeichnungen zurückge-
griffen.
4 Einleitung
Kapitel 2: Grundlagen
Anlagen zur Energieversorgung industrieller Standorte besitzen, ebenso
wie ihre Bestandteile, die allgemeinen Eigenschaften eines Systems. Zur
Entwicklung eines Konzeptes zur Modellierung und Simulation solcher An-
lagen ist es sinnvoll, auf den Grundlagen der Systemtheorie und Model-
lierung aufzubauen, und die durch sie zur Verfügung gestellten Prinzipi-
en und Formalismen zu nutzen. Im Weiteren werden neben einem kurzen
Überblick über die heute verfügbaren Lösungen zur Simulation von Ener-
gieversorgungsanlagen die in dieser Arbeit zur Anwendung kommenden
numerischen Verfahren kurz vorgestellt. Zur Klärung einiger mehrdeutiger
bzw. im allgemeinen Gebrauch unscharf abgegrenzter Begriffe werden die-
sem Kapitel einige Begriffsdefinitionen vorangestellt.
2.1 Definitionen
2.1.1 Energiesysteme und Energieversorgungskonzepte
Als Energiesystem im Sinne dieser Arbeit werden alle Einrichtungen zur
Gewinnung, Umwandlung, Transport und Nutzung von Energie bezeich-
net. Dabei besitzt jedes Energiesystem eindeutig definierte Grenzen ge-
genüber seiner Umgebung. Energiesysteme unterliegen grundsätzlich zeit-
lichen Veränderungen, sowohl hinsichtlich der auf sie wirkenden Umge-
bungseinflüsse und ihres Betriebszustands als auch ihrer inneren Struk-
tur. Der Betriebszustand eines Energiesystems wird im Wesentlichen durch
den Bedarf an zu erbringenden Energiedienstleistungen in den Energie
„verbrauchenden“ Prozessen bestimmt. Der dazu notwendige Energieein-
satz fluktuiert je nach Art des Prozesses mit nahezu beliebigem Muster.
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Darüber hinaus treten im Allgemeinen Wechselwirkungen mit der Syste-
mumgebung auf. Dies können sowohl angrenzende, z.B. übergeordnete,
Energiesysteme als auch die Umwelt z.B. in der Rolle einer Wärmesenke
oder -quelle sein. Dagegen kann davon ausgegangen werden, dass Än-
derungen in der Struktur eines Energiesystems nur selten stattfinden, der
innere Aufbau eines Energiesystems also über längere Zeiträume als kon-
stant betrachtet werden kann.
Die hier näher betrachteten industriellen Energiesysteme zeichnen sich
durch konkret definierte Bilanzgrenzen aus, wie sie in Abbildung 2.1 darge-
stellt sind: Das industrielle Energiesystem umfasst alle Einrichtungen zum
Energietransport, -umwandlung, -speicherung und -nutzung, die einer tech-
nisch und betriebswirtschaftlich zusammenhängenden Einheit, z.B. einem
Produktionsbetrieb, zuzuordnen sind. Das einzige angrenzende Energiesy-
stem stellt in der Regel der öffentliche Energiemarkt dar, von dem Endener-
gien bezogen, bzw. an den ggf. überschüssig produzierte Energieformen
geliefert werden. Eine Rückwirkung des betrachteten Energiesystems auf
den Energiemarkt, also z.B. auf Preise und Verfügbarkeit einzelner End-
energieformen, wird wegen der begrenzten Größe der betrachteten Ener-
giesysteme grundsätzlich ausgeschlossen. Darüber hinaus kann das Ener-
giesystem Stoff und Wärme mit der Umwelt austauschen, wobei vorausge-
setzt wird, dass ihr Zustand im Sinne einer thermodynamischen Umgebung
nicht durch das Energiesystem beeinflusst wird.
Als industrielles Energieversorgungssystem wird der Teil eines industri-
ellen Energiesystems bezeichnet, der die vom Markt bezogenen Endener-
gie umwandelt, transportiert, speichert und sie als Zielenergie den ener-
gieverbrauchenden Prozessen sowie der Gebäudeinfrastruktur (Heizung,
Lüftung, Beleuchtung, etc.) bedarfsgerecht zur Verfügung stellt. Der unmit-
telbare Einsatz der Nutzenergie zur Erbringung der Energiedienstleistung
sowie die Zusammenhänge zwischen den Energie verwendenden Prozes-
sen selbst werden dagegen dem System Energienutzung zugeordnet (vgl.
Abbildung 2.2). Durch diese Auftrennung in die Systeme Bereitstellung und
Nutzung stellt sich der Energieeinsatz aus Sicht des Energieversorgungs-
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Abbildung 2.1: Bilanzgrenzen eines industriellen Energiesystems
systems als zeitlich variable Anforderung von Zielenergieströmen unter-
schiedlicher Form und Qualität dar.
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Abbildung 2.2: Bilanzgrenzen eines industriellen Energieversorgungssystems
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Den ersten Schritt für die Optimierung bzw. den Neubau eines Ener-
gieversorgungssystems stellt die Entwicklung eines Energieversorgungs-
konzeptes dar. Ein Energieversorgungskonzept beschreibt die Struktur und
Betriebsweise eines Energieversorgungssystems einschließlich der Ausle-
gung aller für die Energiebereitstellung wesentlichen Komponenten unter
Berücksichtigung der spezifischen Randbedingungen wie Energiebedarf,
Energiebezugskonditionen und räumliche Verhältnisse. Neben der voraus-
sichtlichen Effizienz des Energieversorgungssystems werden die notwendi-
ge Investitionssumme, die mit dem Betrieb des Systems verbundenen Ko-
sten sowie die zu erwartenden Umweltwirkungen, z.B. Emissionsmengen,
bestimmt.
2.1.2 Komponenten
Komponenten sind eindeutig identifizierbare, abgrenzbare und unterscheid-
bare Gebilde, welche eine definierte Funktion bzw. ein definiertes Verhalten
besitzen. Komponenten können Teil eines Systems sein (vgl. Abschnitt 2.2)
und sowohl durch den Rest des Systems beeinflusst werden als auch das
gesamte System beeinflussen. Abhängig vom konkreten Zusammenhang
können Kriterien angegeben werden, die eine Komponente eindeutig vom
Rest des Systems, in dem sie sich befinden, abgrenzen. Soweit sie mit an-
deren Teilen des Systems in Verbindung stehen, erfolgt jeder Austausch
über definierte Schnittstellen, sodass jede Komponente bei Annahme ei-
ner gewissen Verhaltenskompatibilität gegen eine andere mit identischen
Schnittstellen austauschbar ist. Aufgrund der homonymen Verwendung des
Begriffs Komponente werden folgende eindeutige Begriffe definiert und im
Rahmen dieser Arbeit verwendet:
Als reale Komponenten werden in dieser Arbeit Anlagenteile von Ener-
giesystemen bezeichnet, die in der Praxis der Energiesystemanalyse als
eine Einheit betrachtet werden, so z.B. ein Kessel oder ein Wärmepumpen-
modul. Die konkrete Festlegung, welche Baugruppen zu einer Komponente
zusammengefasst werden, kann nicht allgemein festgelegt werden sondern
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muss im Einzelfall entschieden werden.
Das Abbild einer realen Komponente in der Software wird im Folgenden
als Modellkomponente bezeichnet. Neben realen Komponenten können
Modellkomponenten auch konzeptionelle Einheiten, z.B. Energiebezugs-
tarife, abbilden. Eine Modellkomponente umfasst dabei alle innerhalb der
Anwendung relevanten Informationen über ihr reales Gegenstück. Neben
der abstrahierten Struktur der realen Komponente sind dies technische Pa-
rameter, Modellbeschreibungen für Simulationen sowie weitere Daten z.B.
zur Darstellung der Modellkomponente in der Software. EDV-technisch stel-
len Modellkomponenten einen strukturierten Datensatz dar.
Darüber hinaus werden Einheiten eines Softwareprogramms, welche
den oben genannten Kriterien genügen, ebenfalls als Komponente bezeich-
net. Um Verwechslungen zu vermeiden, wird im Rahmen dieser Arbeit von
Softwarekomponenten gesprochen und für eine spezielle Ausprägung von
Softwarekomponenten der Begriff Modulkomponente verwendet (vgl. Ab-
schnitt 3.2.1).
2.2 Systeme
In der Literatur finden sich Definitionen des Begriffs System mit unter-
schiedlich weitgehenden Forderungen an das Gesamtgebilde bzw. seine
Bestandteile [6, 35, 57, 61]. Nach einer in der Systemsimulation häufig ge-
nutzten Definition können reale Systeme als Ordnung von Komponenten
zur Erfüllung einer Funktion aufgefasst werden [57]. Dabei kann die Ord-
nung des Systems auf die folgenden Prinzipien zurückgeführt werden:
Strukturprinzip: Das System kann in eine Menge von Komponenten zer-
legt werden, die untereinander und mit der Systemumgebung in defi-
nierter Beziehung stehen. Die internen Kopplungen des Systems sind
gegenüber den Wechselwirkungen des Systems mit der Umgebung
stärker ausgeprägt.
Dekompositionsprinzip: Die Komponenten eines Systems besitzen
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selbst Systemcharakter, können also als Teilsysteme beschrieben
werden.
Kausalprinzip: Die Beziehungen der Komponenten untereinander und de-
ren Veränderungen sind eindeutig determiniert1. Spätere Zustände
können entsprechend des Ursache-Wirkung-Prinzips nur von voran-
gegangenen abhängig sein.
Temporalprinzip: Struktur und Zustand der Komponenten unterliegen ggf.
unterschiedlich starken zeitlichen Veränderungen.
Die Komponenten eines realen Systems können dabei sowohl physisch
vorhanden oder konzeptueller Natur sein [35]: Neben den physischen Be-
standteilen eines Energiesystems wie z.B. Kessel, Wärmeübertrager und
Pumpen können also auch abstrakte Konzepte wie z.B. ein Energiebezug-
starif als Komponente und damit Teil des Systems betrachtet werden.
Jedes beobachtbare System steht in Wechselwirkung mit seiner Um-
gebung [6]. Für die quantitative Untersuchung des Systems ist eine exakte
Definition der Systemgrenzen zur Umgebung notwendig. Die Systemumge-
bung prägt dem System Randbedingungen auf, welche im Allgemeinen Fall
zeitlich variabel sind. Umgekehrt kann ein System grundsätzlich auch ver-
ändernd auf seine Umgebung einwirken. Für die Modellierung eines Ener-
giesystems ist es jedoch sinnvoll, die Systemgrenzen so zu wählen, dass
die Umgebung im Sinne einer thermodynamischen Umgebung nicht durch
das Systemverhalten beeinflusst wird (vgl. Abschnitt 3.3) oder dieses in gu-
ter Näherung angenommen werden kann. Diese Forderung schließt auch
Rückkopplungen über die Systemumgebung auf das System aus, da hier-
für der Zustand der Systemumgebung durch das System beeinflussbar sein
müsste.
Grundsätzlich ist zwischen statischen und dynamischen Systemen zu
unterscheiden. Auch wenn letztendlich alle Systeme dynamischen, also
1Grundsätzlich können Systeme auch ein stochastisches, also nicht determiniertes Ver-
halten aufweisen. Im Rahmen dieser Arbeit ist jedoch eine Beschränkung auf determitierte
Systeme ausreichend.
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zeitveränderlichen Vorgängen unterliegen [6], kann bei bestimmten Frage-
stellungen, etwa der Untersuchung von stationär betriebenen Prozessen,
ein im Gleichgewichtszustand verharrendes System vorausgesetzt werden.
Dynamische Systeme dagegen unterliegen zeitlichen Veränderungen, die
entweder durch die internen Wirkungszusammenhänge oder durch stören-
de Einflüsse der Umgebung hervorgerufen werden. Die hier untersuch-
ten Energiesysteme unterliegen deutlichen zeitlichen Einflüssen, daher be-
schränken sich die folgenden Betrachtungen auf dynamische Systeme.
2.3 Formalismen zur Beschreibung dynamischer Syste-
me
Zur formalen, mathematischen Beschreibung dynamischer Systeme exi-
stieren so genannte Modellierungsformalismen [51, 81, 82]. Sie stellen
ein geeignetes Rahmenwerk zur Formalisierung von Modellierungsansät-
zen zur Verfügung und definieren die damit im Zusammenhang stehen-
den Begriffe. Im Folgenden werden nur die für diese Arbeit relevanten For-
malismen kurz erläutert. Umfassendere Darstellungen finden sich z.B. in
[51, 61, 81] und [82].
2.3.1 Allgemeine dynamische Systeme
Der Formalismus „Dynamisches System“(DS) beschreibt beliebige dynami-
sche Systeme als Struktur von Mengen und Funktionen:
DS = 〈Θ, X, Y,Ω, Z,∆,Λ〉 (2.1)
Darin ist
Θ die Zeitbasis des Systems,
X die Menge der Eingaben,
Y die Menge der Ausgaben,
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Ω die Menge der möglichen Eingabeabschnitte,
Z die Menge der Zustände des Systems,
∆ die globale Zustandsänderungsfunktion ∆ : Z × Ω→ Z und
Λ die Ausgabefunktion Λ : Z ×X → Y .
Dabei ist zunächst nicht festgelegt, um welche Art von Größen es sich han-
delt (kontinuierliche, diskrete, geordnete, ungeordnete), allerdings unterlie-
gen die Werte der Zeitbasis der linearen Ordnung [51]. Die Menge der Ein-
gaben beschreibt die Einwirkung der Systemumgebung auf das System.
Hierbei kann es sich sowohl um durch die Systemumgebung erzeugte Stör-
größen als auch um von außen aufgegebene Steuergrößen handeln [35].
Ω ist die Abbildung der Zeitbasis auf die Menge der Eingaben, also an-
schaulicher die Zeitfunktion der Eingabegrößen im betrachteten Zeitinter-
vall. Sie unterliegt gewissen Geschlossenheitsbedingungen [51]. Die Zu-
standsgrößen des Systems beschreiben die innere Beschaffenheit eines
Systems zu einem bestimmten Zeitpunkt und sind, soweit es sich nicht um
einen gegebenen, initialen Zustand handelt, ein Ergebnis der Systemhi-
storie. Die globale Zustandsübergangsfunktion beschreibt das dynamische
Verhalten des Systems. Sie gibt unter Vorgabe eines initialen Systemzu-
stands z0 ∈ Z und eines Eingabeabschnitts ω ∈ Ω den Zustand des Sy-
stems nach Ende des Eingabeabschnitts an. Zwischenzustände können
nicht unmittelbar, sondern nur durch Anwendung entsprechend „verkürz-
ter“Eingabeabschnitte bestimmt werden. Die Ausgabegrößen beschreiben
die auf die Systemumgebung rückwirkenden Einflüsse. Sie werden durch
die Ausgabefunktion Λ aus den Zustandsgrößen des Systems bestimmt.
Der Formalismus DS eignet sich zur Beschreibung atomarer Systeme,
also Systemen, deren innere Struktur sich nicht in einzelne Komponen-
ten zerlegen lässt sondern als „Black-Box“ betrachtet werden. Zum Aufbau
komplexer Systeme, die aus einzelnen, unter einander gekoppelten atoma-
ren Teilsystemen (Komponenten) bestehen, wird der folgende Formalismus
eingeführt [81, 51]:
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Ein allgemeines, gekoppeltes System oder Netzwerk (multi component
system) wird beschrieben durch:
N = 〈XN , YN , D, {Md | d ∈ D}, {Id | d ∈ D ∪ {dN}},
{Γd | d ∈ D ∪ {dN}}〉 (2.2)
Darin ist
XN die Menge der Eingaben an das Netzwerk,
YN die Menge der Ausgaben an das Netzwerk,
D die Menge der Komponentenbezeichner,
Md = 〈T,X, Y,Ω, Z,∆,Λ〉 ein dynamisches System,
dN der Bezeichner des Netzwerks (also des gesamten Systems),
Id ⊆ D ∪ dN die Menge der die Komponente d beeinflussenden Kompo-
nenten und
Γd die Übersetzungsfunktionen zwischen Komponentenausgaben und -
eingaben bzw. Systemeingaben und Komponenteneingaben bzw.
Komponentenausgaben und Systemausgaben.
Die Spezifikation garantiert, dass sich ein gekoppeltes System N nach au-
ßen wie ein atomares dynamisches System darstellt (closed under coup-
ling) und damit der Aufbau hierarchischer Netzwerke möglich wird. Die
Übersetzungsfunktionen Γd erlauben eine beliebige Kopplung zwischen
den Komponenten. In den meisten praktischen Anwendungen wird die
Kopplung der Komponenten auf eine einfache Übertragung von Ausgabe-
größen zu Eingabegrößen beschränkt.
Aus den allgemeinen formalen Beschreibungen dynamischer Systeme
lassen sich unter Anwendung verschiedener Einschränkungen auf die oben
definierten Mengen und Funktionen spezialisierte Formalismen ableiten,
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die sich zur konkreten Anwendung in der Simulationstechnik eignen. Häu-
fig verwendete Formalismen sind die Differentialgleichungssysteme (diffe-
rential equation specified systems, DESS), Zeitdiskrete Systeme (discrete
time specified systems, DTSS), Nichtdifferentielle Funktionen (function spe-
cified systems, FNSS), Ereignisdiskrete Systeme (discrete event specified
systems, DEVS) sowie hybride Formen (DEV&DESS) [83]. Der in dieser
Arbeit vorgestellte Modellierungsansatz nutzt eine zeitdiskrete Systembe-
schreibung, daher wird im Folgenden nur auf den Formalismus DTSS ein-
gegangen.
2.3.2 Zeitdiskrete Systeme
Atomare zeitdiskrete Systeme (discrete time specified systems, DTSS) wer-
den durch die folgende Struktur beschrieben:
DTSS = 〈X,Y, Z, δ, λ,∆τ〉 (2.3)
Darin ist
X die Menge der Eingaben,
Y die Menge der Ausgaben,
Z die Menge der Zustände,
δ die lokale Zustandsübergangsfunktion δ : Z ×X → Z
λ die Ausgabefunktion λ : Z → Y bzw. λ : Z ×X → Y , sowie
τ∆ die Zeitkonstante zur Spezifikation der Zeitbasis, also die Zeitschrittwei-
te.
DTS-Systeme unterliegen gegenüber allgemeinen dynamischen Systemen
den Einschränkungen, dass ihre Zeitbasis diskret ist, d.h. T = {τn|τn−1 +
τ∆}, und damit alle Zeitfunktionen in diskrete Wertefolgen übergehen.
Die Zustandsübergangsfunktion δ beschreibt die Änderung des Systemzu-
stands qτ nach qτ+1 nach Empfang der Eingabe xτ . Die Ausgabefunktion
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λ erzeugt die Systemausgaben yτ aus dem Zustand qτ und ggf. den Ein-
gabegrößen xτ .
2.4 Modelle, Modellbildung und Simulation
Modelle sind vereinfachende Abbildungen eines interessierenden Realitäts-
ausschnitts [6]. Sie werden immer dann eingesetzt, wenn das Experiment
am realen System zu aufwändig oder nicht möglich ist oder das Modell Er-
kenntnisse über die prinzipielle Wirkungsweise eines Systems liefern soll.
Aufgabe des Modells ist es in jedem Fall, die relevanten, in der Realität
beobachtbaren Phänomene im Rahmen der gewünschten Genauigkeit wie-
derzugeben. Da Modelle zwangsläufig eine Abstraktion der Realität darstel-
len und somit für die Modellaussage irrelevante Eigenschaften des realen
Systems vernachlässigen, hängen Form und Detaillierungsgrad des kon-
kreten Modells stark von seinem Einssatzzweck ab. Die Gültigkeit eines
Modells ist damit auf einen bestimmten Anwendungsfall beschränkt und
die Verallgemeinerung des Anwendungsfalles erhöht den notwendigen Mo-
dellierungsaufwand und insbesondere den Aufwand zur Beschaffung der
notwendigen Daten in der Regel erheblich. Nicht selten wird sogar der De-
taillierungsgrad eines Modells nicht durch die Verfügbarkeit genauerer Mo-
dellansätze oder die notwendige Rechenzeit, sondern schlicht durch die
mangelnde Verfügbarkeit der notwendigen Modellparameter und Eingabe-
größen beschränkt [18].
Ziel der Modellierung und Simulation ist es also, die „essentielle Wir-
kungsstruktur des Systems herauszuarbeiten“ [6]. Was dabei als „essenti-
ell“ anzusehen ist, wird durch den konkreten Aussagezweck des Modells
bestimmt.
2.4.1 Modellbildung
Der Vorgang der Modellbildung vollzieht sich in mehreren Schritten [18, 35]
und wird hier mit Blick auf die Modellierung von Energiesystemen (vgl. Ab-
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schnitt 2.1.1) diskutiert. Zunächst gilt es, ein physikalisches Modell von
dem realen System abzuleiten. Dies erfolgt in der Regel durch Abbildung
des realen Systems auf Schaltplänen, die die zu betrachtenden Transport-,
Umwandlungs- und Verarbeitungsprozesse von Stoff, Energie und Informa-
tion wiedergeben. Bereits hier entscheidet der Modellierer wesentlich über
den Detaillierungsgrad des Modells im Sinne des Dekompositionsprinzips,
indem er das kleinste zu betrachtende und in diesem Sinne atomare Teilsy-
stem (z.B. ein Kontrollvolumen, einen gesamten Wärmeübertrager) festlegt
[57].
Der zweite Schritt besteht in der Ableitung eines mathematischen Mo-
dells. Hierbei kann entweder deduktiv, also durch Anwendung physikali-
scher Gesetzmäßigkeiten, oder induktiv durch Wiedergabe des am realen
(Teil)system beobachteten Verhaltens, z.B. durch Kennlinien oder empiri-
sche Ansätze, vorgegangen werden [35]. Bossel spricht in diesem Zusam-
menhang von verhaltensbeschreibenden oder Black-Box bzw. strukturtreu-
en oder verhaltenserklärenden Modellen [6]. Neben einer auf bereits beob-
achtete Vorgänge beschränkten Gültigkeit haben verhaltensbeschreibende
Modelle in der Regel den Nachteil eines deutlich höheren Datenbedarfs.
Dennoch kann in der Praxis häufig nicht vollständig auf verhaltensbeschrei-
bende Modelle verzichtet werden, sodass Mischformen von verhaltensbe-
schreibenden und -erklärenden Modellen üblich sind.
Notwendigerweise geht dieser Schritt mit vereinfachenden Annahmen
und Idealisierungen einher, die einen wesentlichen Einfluss auf die Qualität
des Modells haben [23]. In der Regel existieren verschiedene Möglichkei-
ten zur mathematischen Formulierung der gewählten Gesetzmäßigkeiten
[18, 43]. Ihre Auswahl kann erhebliche Auswirkungen auf die Lösbarkeit
des Modells haben und ist stark von dem gewählten Lösungsverfahren ab-
hängig.
Schließlich ist das mathematische Modell zur Simulation unter Verwen-
dung geeigneter Lösungsverfahren auf dem Computer zu implementieren.
Neben der möglichen Ungenauigkeit des Lösungsverfahrens selbst geht
die begrenzte Darstellungsgenauigkeit der verwendeten Hard- und Softwa-
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re in den gesamten Modellfehler ein. Die heute verfügbaren Softwaresy-
steme zur Modellierung, Simulation und Optimierung sind in der Lage, die
Transformation des mathematischen Modells in ein computerimplementier-
tes Modell automatisiert vorzunehmen, z.B. [52, 42, 37, 9]. Dem Nachteil,
dass eine individuelle Anpassung des Lösungsverfahrens an das Modell in
der Regel nicht möglich ist, steht der Vorteil gegenüber, dass sich der An-
wender auf die Formulierung des mathematischen Modells konzentrieren
kann und auch ohne tiefe Kenntnisse der Numerik in der Lage ist, mächti-
ge Simulationsmodelle zu erstellen. Die Formulierung des mathematischen
Modells erfolgt dabei im einfachsten Fall durch Implementierung von durch
den Lösungsalgorithmus aufrufbare Funktionen [17] oder, wie bei den mei-
sten kommerziellen Systemen heute üblich, durch grafische bzw. mehr oder
weniger deklarative Modellbeschreibungssprachen (vgl. Abschnitt 2.4.4).
Stehen entsprechende Bibliotheken geeigneter Komponentenmodelle
zur Verfügung, kann sich der Anwender ggf. auf die Erstellung des physika-
lischen Modells z.B. mit Hilfe von grafischen Editoren und die Definition des
Simulationsexperiments (vgl. Abschnitt 2.4.3) beschränken. Letzteres ist im
Sinne der Akzeptanz von Simulationswerkzeugen in der Praxis unbedingt
wünschenswert, birgt jedoch auch die Gefahr, dass die Ergebnisse der Si-
mulation infolge der Unkenntnis des Anwenders über die Vereinfachungen
und Idealisierungen des mathematischen Modells falsch interpretiert wer-
den.
2.4.2 Kausale und akausale Modellierung
Bei der Formulierung mathematischer Modelle ist zwischen der kausalen,
also Ursache-Wirkung-orientierten, und der akausalen Modellierung zu un-
terscheiden [62, 23]. In der Regel bleibt die Entscheidung über die Art der
Formulierung nicht dem Modellierer überlassen, sondern wird durch das
gewählte Simulationssystem bzw. die darin verwendeten Lösungsverfah-
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ren vorgegeben2. Mischformen sind nur in wenigen Systemen (z.B. Mode-
lica/Dymola [42]) möglich.
Eine kausale oder auch blockorientierte Modellformulierung beschreibt
die Beziehungen zwischen Eingabe-, Zustands- und Ausgabegrößen mit
Hilfe von Ursache-Wirkung-Relationen, die häufig auch als Input-Output-
Relationen bezeichnet werden. Somit ergibt sich eine eindeutige Signal-
flussrichtung, welche automatisch auch die Bearbeitungsreihenfolge der
Modellelemente während der Simulation vorgibt. Die kausale Formulierung
ist ablauforientiert und kann in Analogie zu Algorithmen als eine Kette von
Zuweisungen gedacht werden. Für die verwendeten Abbildungen wird kei-
ne Bijektivität gefordert. Diese Darstellungsweise ist besonders für ablauf-
orientierte Modelle und die Abbildung von signalverarbeitenden Prozessen
vorteilhaft. Das aus der kausalen Modellierung resultierende Verfahren wird
auch häufig als sequentiell-modulare Simulation bezeichnet [37].
Die kausale Modellierung birgt jedoch erhebliche Nachteile bei der
Abbildung physikalischer Systeme: Zunächst ergeben sich auch aus ein-
fachen Zusammenhängen zwischen den Zustandsgrößen des Systems
komplexe und schwer lesbare Modelle sobald die Ursache-Wirkung-
Zusammenhänge nicht mehr explizit anzugeben sind, also Rückkopplun-
gen bestehen. Weiterhin erschwert die kausale Modellierung die Erstellung
universell einsetzbarer Modellkomponenten, da die Signalflussrichtung be-
reits bei der Entwicklung der Modellkomponente explizit angegeben werden
muss, jedoch erst bei ihrer Verwendung innerhalb eines größeren System-
modells bekannt ist, welche der zu verknüpfenden Größen der Komponen-
te eine Ein- bzw. Ausgabegröße darstellt. Auch bei der Modellierung von
Fluidströmen zwischen den Komponenten eines Systems ergeben sich Pro-
bleme, selbst dann, wenn die Richtung des Stromes eindeutig festliegt: Da
z.B. der Druck stromaufwärts durch das Geschehen stromabwärts beein-
flusst werden kann, sind zur Modellierung dieser Komponentenbeziehung
Signalflüsse in beide Richtungen notwendig.
2Zu den prinzipiellen Unterschieden der Integrationsverfahren für differentialgleichungsba-
sierte kausale und akausale Modelle siehe z.B. [81]
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Im Gegensatz dazu verlangt die akausale Modellierung keine Angabe
der Berechnungsrichtung: Die Angabe der Beziehungen zwischen den Zu-
standsgrößen des Systems erfolgt z.B. durch Formulierung von Gleichun-
gen, die in beliebiger Form, also auch implizit vorliegen dürfen. Durch die
Vermeidung einer expliziten Signalflussrichtung treten die oben genannten
Schwierigkeiten bei der Modellierung physikalischer Systeme nicht auf. Ins-
besondere dann, wenn Bibliotheken wieder verwendbarer Modellkompo-
nenten erstellt werden sollen, bietet die akausale Modellierung erhebliche
Vorteile. Darüber hinaus ergeben sich Vorteile für die Lösungsverfahren
zur Simulation der so formulierten Modelle [37]. Als Nachteil der akausa-
len Formulierung erweist sich, dass diese Systeme sehr empfindlich ge-
genüber linear abhängigen Gleichungen sowie über- bzw. unterbestimmten
Systemen reagieren und sich die Fehlersuche als ausgesprochen schwierig
gestaltet [12]. Die akausale Modellierung wird auch häufig als gleichungs-
basierte Modellierung bezeichnet und findet in Systemen zur zeitkontinuier-
lichen Simulation von verfahrens- und energietechnischen Prozessen breite
Anwendung [52, 42, 37, 47].
2.4.3 Simulation
Der Vorgang der Simulation kann als Experiment am Modell betrachtet
werden [37]: Das Modell wird mit Eingabegrößen beaufschlagt und sein
Verhalten anhand seiner Ausgabegrößen beobachtet. Da neben den Steu-
ergrößen auch die durch die Umgebung aufgeprägten Störgrößen zu den
Eingabegrößen zählen, müssen diese entweder a priori bekannt sein oder
durch das Modell selbst generiert werden können3. Für dynamische Mo-
delle ist neben den Eingabegrößen eine Zeitbasis, also der Startzeitpunkt,
Simulationsdauer und ggf. bei zeitdiskreten Modellen die Zeitschrittweite,
anzugeben. Im Gegensatz zu realen Systemen ergibt sich bei Simulationen
der Vorteil, dass auch alle Zustandsgrößen des Modells der Beobachtung
zugänglich sind.
3Für Online- oder Hardware-in-the-Loop-Simulationen gelten andere Verhältnisse. Die hier
diskutierten Sachverhalte beziehen sich ausschließlich auf Offline-Simulationen.
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Als Simulationsprogramm wird im weiteren Verlauf ein Computerpro-
gramm bezeichnet, das geeignet ist, an einem gegebenen Modell ein sol-
ches Experiment auszuführen. Dies beinhaltet die Übersetzung der Modell-
beschreibung in eine geeignete numerische Repräsentation sowie die An-
wendung entsprechender numerischer Verfahren zur Berechnung der Aus-
gabegrößen. An der Ausführung dieser Aufgaben sind in der Regel eine
Reihe von Werkzeugen beteiligt. Der erste Schritt bei der Übersetzung ei-
nes textuell beschriebenen Modells ist die lexikalische Analyse, also der
Zerlegung der Modellbeschreibung in Token (Wörter). Anschließend wird
aus der Abfolge von Token mittels eines Parsers das Modell auf syntakti-
sche Korrektheit geprüft und ein Syntaxbaum erstellt. Nach einer Prüfung
der statischen Semantik wird aus dem generierten Syntaxbaum die nume-
rische Repräsentation des Modells z.B. in Form von Matrizen erstellt und
zur Lösung entsprechende Verfahren eingesetzt.
Werkzeuge zur Unterstützung des Benutzers bei der Erstellung der Mo-
dellbeschreibung, z.B. in Form eines grafischen Modelleditors, oder der
Auswertung und Interpretation der Ausgabedaten werden zwar häufig zu
einer programmtechnischen Einheit mit dem Simulationsprogramm verbun-
den, sind jedoch kein Bestandteil des eigentlichen Simulationsprogramms.
2.4.4 Modellbeschreibungssprachen
Zur Formulierung eines durch einen Computer verarbeitbaren Modells ist
eine formale Sprache notwendig. Diese Modellbeschreibungssprache stellt
die Schnittstelle zwischen dem Modellierer und den ihm in einem Simu-
lationsprogramm zur Verfügung gestellten numerischen Lösungsverfahren
dar. Sie muss also sowohl den Anforderungen des Benutzers hinsichtlich
Verständlichkeit und Verwendbarkeit als auch denen des Simulationssy-
stems bezüglich ihrer Verarbeitbarkeit gerecht werden. Dabei kann die Mo-
dellbeschreibungssprache mehr oder weniger von den im Simulationspro-
gramm verwendeten numerischen Verfahren abstrahieren, die durch sie for-
mulierbaren Modelle spiegeln jedoch immer die Möglichkeiten der Numerik
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wider.
Für den Nutzer ist es von besonderer Bedeutung, dass die Sprache
erlernbar und verständlich ist. Dies bedingt neben einem überschaubaren
Sprachumfang, dass die verwendeten Sprachkonstrukte eine eindeutige
Semantik besitzen und orthogonal zueinander sind, also bei der Verwen-
dung eines Sprachkonstruktes keine Seiteneffekte auf andere Elemente
der Sprache auftreten. Für die Verwendbarkeit der Sprache ist außerdem
von Bedeutung, dass sie bezüglich ihrer Domäne universell ist und eine
problemorientierte Modellbeschreibung zulässt, also von der numerischen
Verarbeitung weitgehend abstrahiert. Dabei kann es sinnvoll sein, dem An-
wender strukturelle Eigenschaften eines Modells durch grafische Reprä-
sentationen, z.B. Flussschemata zugänglich zu machen.
Modellbeschreibungssprachen können sehr verschiedene Ausprägun-
gen besitzen. Neben dem durch die Sprache unterstützten mathematischen
Modell lassen sich für die Charakterisierung einer Modellbeschreibungs-
sprache verschiedene Unterscheidungskriterien angeben, die sich teilweise
gegenseitig bedingen:
Spezifikation der Beschreibungssprache: Der Spezifikation der Spra-
che kann entweder eine formale Grammatik oder ein Metamodell
zugrunde liegen. Die klassische Form der Spezifikation stellen for-
male Grammatiken dar [16]. Sie definieren die Syntax der Beschrei-
bungssprache, treffen jedoch keine Aussage über die Semantik der
Sprachkonstrukte. Diese bleibt einer davon getrennten, häufig natür-
lichsprachlichen Beschreibung überlassen.
Alternativ kann eine Beschreibungssprache anhand eines Me-
tamodells spezifiziert werden [33]. Dieses Metamodell fungiert
als Modell aller gültigen Sprachkonstrukte der Beschreibungs-
sprache. Analog zum Verhältnis zwischen Modell und Originalsy-
stem stellt das Metamodell die nächst höhere Abstraktionsebe-
ne zum Modell dar (vgl. Abbildung 2.3). Für die Formulierung
des Metamodells wird wiederum eine Beschreibungssprache – die
Meta-Modellbeschreibungssprache – benötigt, welche geeignet ist,
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Sprachkonstrukte und deren Syntax und Semantik zu beschrei-
ben. Häufig werden hierzu, entsprechend des objektorientierten Ur-
sprungs dieses Konzeptes, UML-Diagramme [45] in Verbindung mit
OCL-Ausdrücken [74] oder UML-Profilen verwendet. Zur Spezifika-
tion der Meta-Modellbeschreibungssprache lässt sich unter Einfüh-
rung einer weiteren Sprachebene wiederum ein Modell – das Meta-
Metamodell – verwenden. Grundsätzlich ist der so entstehenden
Hierarchie von immer abstrakteren Sprachebenen keine Grenze ge-
setzt. Eine praktische Bedeutung kommt ihr bis zur Meta-Meta-Ebene
zu, da so eine wohldefinierte Sprache zur Erstellung von Metamodel-
len, also zur Spezifikation von Modellbeschreibungssprachen zur Ver-
fügung steht. Zudem können Beschreibungssprachen, deren Meta-
modelle auf demselben Meta-Metamodell basieren, ineinander trans-
formiert werden, sodass der Meta-Metaebene eine weitere praktische
Funktion zukommt. Voraussetzung ist allerdings, dass sowohl das
Meta-Metamodell als auch die Metamodelle die Syntax und Semantik
der durch sie spezifizierten Beschreibungssprachen vollständig for-
mal erfassen. Die Beschreibung der Meta-Meta-Ebene kann schließ-
lich durch die eigenen Kernkonzepte erfolgen, vergleichbar zum Du-
den, der die Konzepte und den Wortschatz der deutschen Sprache
mit Mitteln der deutschen Sprache selbst beschreibt. Eine maßgebli-
che Spezifikation eines solchen Metamodellsystems ist die Meta Ob-
ject Facility (MOF) der Object Management Group [46].
Sprachparadigma: Modellbeschreibungssprachen können imperativ oder
deklarativ ausgeprägt sein. Imperative Sprachen wie Matlab be-
schreiben nicht nur die Logik des Modells, sondern zusätzlich den ei-
gentlichen Berechnungsablauf der Simulation. Auch Modellbeschrei-
bungen, die als Implementierung von durch den Gleichungslöser auf-
rufbaren Funktionen mit Hilfe einer prozeduralen Programmierspra-
che erstellt werden, können als imperativ angesehen werden. Da-
gegen beschränken sich deklarative Sprachen auf die eigentliche
Problembeschreibung. Die Bereitstellung der Algorithmen zur Lö-
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0 Original
Abbildung 2.3: Darstellung der verschiedenen Sprachebenen und dem Ver-
hältnis zwischen Modell, Beschreibungssprache und den Elementen ihrer
Metaebene in Anlehnung an [33]
sung der im Modell enthaltenen Gleichungssysteme kommt dabei
dem die Modellbeschreibung verarbeitenden Simulationsprogramm
zu. Zu den deklarativen Modellbeschreibungssprachen zählen z.B.
Sprachen zur Beschreibung von Optimierungsproblemen [21, 9]
oder gleichungsbasierte Sprachen zur Beschreibung von differential-
algebraischen Problemen wie gProms [52].
Kausalität: Modellbeschreibungssprachen können kausale oder akausa-
le Modellformulierungen unterstützen (vgl. Abschnitt 2.4.2). Auch die
Integration beider Prinzipien innerhalb einer Sprache ist möglich [62].
Abstraktionsgrad: Die Beschreibung eines Modells kann auf verschie-
denen Abstraktionsebenen erfolgen (vgl. Abschnitt 2.4.1). Eine Be-
schreibung auf Ebene des physikalischen Modells ist dann möglich,
wenn die für das fachliche Anwendungsgebiet relevanten physikali-
schen Zusammenhänge in allgemeiner Form modelliert werden kön-
nen und diese Basismodelle als Bestandteil der Sprache zur Verfü-
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gung stehen (z.B. ASPEN, Simulink).
Zahlreiche Modellbeschreibungssprachen ermöglichen die Modellie-
rung auf der Ebene des mathematischen Modells. Dieser Ansatz bie-
tet den Vorteil, dass die Sprache nicht auf eine bestimmte fachliche
Domäne beschränkt ist. Darüber hinaus hat der Anwender die Mög-
lichkeit die mathematischen Modelle der zu beschreibenden physika-
lischen Zusammenhänge nach den konkreten Anforderungen selbst
zu wählen. Andererseits muss dafür der zusätzliche Aufwand für den
Modellierungsschritt vom physikalischen zum mathematischen Mo-
dell in Kauf genommen werden. Dieser kann aber durch die Möglich-
keit zum Aufbau von Modellbibliotheken erheblich vermindert werden.
Möglich ist auch eine Formulierung von Modellen auf der Ebene der
Numerik, wobei das Modell z.B. in Form von Callback-Funktionen ei-
nes Gleichungslösers implementiert wird. Hierbei sind die Modellglei-
chungen i.d.R. in funktionale Formen zu überführen, die neben dem
Funktionswert auch dessen Ableitung liefern.
Verarbeitung durch das Simulationsprogramm: Die zu verarbeitenden
Modelle können vor der eigentlichen Simulation kompiliert und z.B.
gegen einen Löser gelinkt werden oder aber durch das Simulations-
programm direkt interpretiert werden. Kompilierte Sprachen bieten
den Vorteil, dass die durch das Modell beschriebenen Gleichungs-
systeme vor der Bearbeitung durch den Löser neu strukturiert und
vereinfacht werden können. Interpretierte Sprachen dagegen erlau-
ben die unmittelbare Ausführung der Simulation eines Modells.
Fachlicher Bezug: Je nach Zielsetzung einer Modellbeschreibungsspra-
che kann diese auf ein bestimmtes Anwendungsgebiet fokussiert
sein. Die Beschränkung auf eine bestimmte Domäne bietet die
Möglichkeit, die Modellierung durch Bereitstellung angepasster Lö-
sungsverfahren und spezifischer Basismodelle zu vereinfachen, er-
schwert aber auch die Bearbeitung fachübergreifender Fragestellun-
gen. Multi-Domain-Sprachen sind dagegen nicht auf ein bestimmtes
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Anwendungsgebiet beschränkt, können dafür aber auch nicht auf der
physikalischen Modellebene ansetzen.
Unterstützung des Strukturprinzips: Zur Abbildung von Systemen muss
eine Modellbeschreibungssprache die Strukturierung des Modells in
Komponenten unterstützen (vgl. Abschnitt 2.2). Die Verbindungen
der Modellkomponenten untereinander wird dabei durch die Defini-
tion von Schnittstellen und die Verknüpfung von zwei oder mehreren
kompatiblen Schnittstellen realisiert. In Anlehnung an die zur Reprä-
sentation dieser Strukturen häufig verwendeten Schemata werden im
Rahmen dieser Arbeit diese Schnittstellen als Pins, die Verknüpfung
zwischen den Schnittstellen als Netze bezeichnet. Je nach dem, ob
die Pins typisiert sind, also unterschiedlichen Typen angehören kön-
nen, ist eine automatisierte Prüfung der in einemModell vorhandenen
Netze auf Korrektheit im Sinne der statischen Semantik möglich. Die
Unterstützung des Strukturprinzips bildet darüber hinaus die Grund-
lage zum Aufbau von Bibliotheken wieder verwendbarer Teilmodelle.
Soweit Modellkomponenten wiederum Modellkomponenten enthalten
können, ist der Aufbau hierarchischer Modelle möglich.
Objektorientierung: Durch die Unterstützung objektorientierter Prinzipi-
en [5, 45] können Modellbeschreibungssprachen weitere, mächtige
Modellierungsmechanismen zur Verfügung stellen: Das Prinzip der
Vererbung erlaubt die Spezialisierung zunächst allgemein gehaltener
Modelle und bietet damit eine weitere, zur Aggregation orthogonale
Hierarchie zur Strukturierung komplexer Modellsysteme4. Durch die
Möglichkeit zum Ersetzen (oder Überschreiben) von Teilmodellen in
spezialisierten Modellklassen kann das sonst zu starren Strukturen
führende Vererbungsprinzip flexibler eingesetzt werden. Das Kapse-
lungsprinzip unterstützt sowohl die Wiederverwendbarkeit als auch
die Austauschbarkeit von Modellobjekten, indem diese nur über ih-
re Schnittstellen nach „Außen“ verbunden werden können [37]. Ob-
4Der Vererbungsmechanismus eignet sich vorwiegend zur Beschreibung von Strukturen,
die Beschreibung des Verhaltens erweist sich unter gewissen Umständen als problematisch.
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jektorientierte Techniken werden heute z.B. in zahlreichen Modellbe-
schreibungssprachen für DAE-basierte Systeme eingesetzt. Vertreter
dieser Klasse sind ASCEND [47], OMOLA [1], Smile [37] und Mode-
lica [62, 23].
Modelldarstellung: Über die textuelle Darstellung der Modellbeschrei-
bung hinaus, können Modelle teilweise oder vollständig durch gra-
fische Schemata repräsentiert werden. Schematische Darstellungen
unterstützen die Übersicht über komplexe Modellstrukturen und las-
sen sich insbesondere in Verbindung mit Modellbibliotheken vorteil-
haft einsetzen. Für die Darstellung von Modellen während der Einga-
be sind entsprechende Editoren notwendig, deren Ausprägung von
einfachen Texteditoren bis hin zu grafischen Modellierungsprogram-
men zur Erstellung komplexer Schemata oder Beschreibung von drei-
dimensionalen Strukturen reichen kann.
Erweiterbarkeit: Modellbeschreibungssprachen können unterschiedliche
Möglichkeiten zur Erweiterung bieten. Dieser Aspekt umfasst im We-
sentlichen die Möglichkeit zur Einbindung externer, in anderen Spra-
chen verfasster Teilmodelle.
Eine weitere wichtige Anforderung an Modellbeschreibungssprachen
betrifft die Wiederverwendbarkeit und Wartbarkeit der mit ihrer Hilfe erstell-
ten Modelle. Dies kann durch verschiedene Konstrukte sinnvoll unterstützt
werden: Fast alle modernen Modellbeschreibungssprachen bieten die Mög-
lichkeit, Modelle zu modularisieren, also in Teilmodelle (Komponenten) zer-
legen zu können. Dabei kann eine Kapselung der internen Modelldaten für
den Aufbau wohlstrukturierter Modellhierarchien eine sinnvolle Unterstüt-
zung bieten. Eine unbedingte Voraussetzung für die Wiederverwendbarkeit
von Modellen ist die Möglichkeit, strukturierte Modellbibliotheken anlegen
zu können. Um die Modellinstanzen, also die aus einer Bibliothek entnom-
menen und in ein Modell eingefügten Komponenten, flexibel verwenden zu
können, sollten diese außerdem unabhängig von ihrer Vorlage parametri-
sierbar sein. Schließlich bedingt die Wiederverwendbarkeit eine klare Tren-
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nung von Modell und Simulationsrandbedingungen (Experimentbeschrei-
bung).
2.5 Simulation von Energieversorgungssystemen
In der Energietechnik sind in den letzten Jahren Simulatoren mit unter-
schiedlichen Ansätzen und Einsatzgebieten entwickelt worden. Die Spanne
reicht von einfachen Programmen zur Abschätzung der Betriebsergebnis-
se typischer Strukturen über umfangreiche Simulatoren zur Auslegung von
Kraftwerksanlagen auf Basis stationärer Betriebspunkte bis hin zu zeitlich
hochauflösenden Simulationen von Energiesystemen auf Basis von Diffe-
rentialgleichungssystemen.
Viele der vorgestellten Programme fokussieren auf die Modellierung von
Kraftwerken, wobei in einigen Fällen wegen des vorwiegend kontinuierli-
chen Betriebs bei konstanter Last eine stationäre Betrachtungsweise be-
vorzugt wird [8, 18, 80]. In der Regel bilden spezifische Kraftwerksmodel-
le die Besonderheiten industrieller Energieversorgungssysteme jedoch nur
unzureichend ab und sind kaum übertragbar.
Andere Autoren betrachten explizit Energieversorgungssysteme für in-
dustrielle Anlagen oder größere Gebäudekomplexe [27, 43, 76, 77]. Diese
Modelle basieren auf Differentialgleichungen und bilden das dynamische
Verhalten der betrachteten Systeme detailliert ab. Durch die Verwendung
allgemeiner Simulationssysteme wie Modelica/Dymola oder Simulink ge-
lingt es darüber hinaus, wieder verwendbare Modellkomponenten in ent-
sprechenden Bibliotheken zur Verfügung zu stellen. Dennoch gestaltet sich
die Synthese komplexer Systemmodelle aufgrund des hohen Datenbedarfs
vergleichsweise aufwändig, was den Einsatz dieser Modelle während der
Konzeptentwicklungsphase stark einschränkt. Zudem beschränken sich die
genannten Modelle auf die energietechnische Betrachtung der Systeme
und überlassen die Beurteilung der ökonomischen Aspekte der nachträgli-
chen Ergebnisauswertung.
Die dynamische, komponentenorientierte Modellierung von Energiesy-
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stemen birgt eine Reihe typischer Gestaltungsprobleme, jeweils abhängig
davon, wie detailliert die Abbildung erfolgen soll [18, 30]. Wie bereits in
Abschnitt 2.4.2 erläutert, stimmt die Richtung des Energieflusses in den
hier betrachteten Systemen nur in trivialen Fällen stets mit der Richtung
des Informationsflusses überein. Zwar ist die Modellierung auch mit kau-
salen Beschreibungsmitteln möglich [27], jedoch bieten akausale Verfah-
ren hier deutliche Vorteile. Ein weiterer Stolperstein kann sich bei der (not-
wendigen) Begrenzung der Detailtreue der Modelle ergeben: Werden z.B.
Flüssigkeit und Rohrleitungen in zyklischen Wärmeträgernetzen als inkom-
pressibel modelliert, entsteht durch den Kreisschluss ein überbestimm-
tes Gleichungssystem. Zwar kann die überzählige Massenbilanz prinzipiell
aus dem Systemmodell entfernt werden, für den Aufbau einer „universel-
len“Komponentenbibliothek stellt dieses Problem jedoch ein Hindernis dar.
Ähnliche Schwierigkeiten können sich in verzweigten Netzen bei konstan-
ten Druckverlustmodellen (Singularitäten) oder durch gewollte oder unge-
wollte Rückströmungen (Diskontinuitäten) ergeben. Schließlich ergibt sich
die Notwendigkeit, neben den energietechnischen Aspekten auch die Re-
gelung bzw. Steuerung der Komponenten sowie des Gesamtsystems abzu-
bilden. Da die detaillierte Regelungstechnik der einzelnen Komponenten in
vielen Fällen nicht bekannt ist und die Steuerung der Gesamtanlage häu-
fig stark von den Entscheidungen des Betriebspersonals beeinflusst wird,
bleibt dem Modellierer hier nur, auf Heuristiken oder Optimierungsansätze
auszuweichen [20].
Eine sinnvolle Lösung stellt hier die Integration von Verfahren der Ein-
satzoptimierung [41, 19] – also Verfahren zur Ermittlung des optimalen Ein-
satzes von Ressourcen zur Versorgung einer bestimmten Bedarfssituati-
on – dar: Bei dem Übergang von einem zu lösenden Gleichungssystem
zu einer Optimierungsaufgabe entfällt die Notwendigkeit, der Menge der
Variablen eine gleiche Anzahl von Gleichungen gegenüberzustellen. Somit
entfällt der Zwang, den Einsatz der Umwandlungskomponenten eines Ener-
gieversorgungssystems durch die vollständige Abbildung der Systemsteu-
erung oder -regelung im Modell festzulegen. Das Ergebnis einer solchen
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optimierenden Simulation liefert die je nach Zielfunktion bestmöglichen Be-
triebsergebnisse der abgebildeten Variante und erlaubt so den Vergleich
verschiedener Versorgungssysteme ohne Einfluss der Systemsteuerung.
Darüber hinaus können vorhandene Steuerungsvorschriften bei Bedarf als
Constraints im zu optimierenden System formuliert und somit in der Simu-
lation abgebildet werden.
Einen solchen Ansatz nutzen Groskurth und Bruckner in den Modellen
ECCO [11], NEMESS [24] und deeco [10] zur Optimierung von kommu-
nalen Energieversorgungssystemen unter ökonomischen und ökologischen
Gesichtspunkten. Dabei besteht das Ziel darin, unter Annahme eines op-
timalen Komponenteneinsatzes die Güte einer gegebenen Versorgungs-
struktur bezüglich einer gegebenen Zielfunktion zu ermitteln. Dies kommt
der Zielstellung der vorliegenden Arbeit sehr nahe (vgl. Abschnitt 4.1). Ins-
besondere deeco nutzt zur Berechnung des Modells ein dem hier vorge-
stellten Simulationssystem ähnliches Verfahren. Wesentliche Unterschiede
gegenüber deeco bestehen allerdings in dem weniger restriktiven Netz-
werkmodell (vgl. Abschnitt 4.7), dem akausalen Modellierungsansatz und
insbesondere der Behandlung intensiver Zustandsgrößen (vgl. Abschnitt
4.3).
2.6 Numerische Optimierungsverfahren
2.6.1 Lineare Programmierung
Die lineare Programmierung (LP) ist eines der am häufigsten eingesetz-
te Verfahren des Operations Research [65, 75]. Sie dient zur Lösung von
Optimierungsproblemen, in denen sowohl Zielfunktion als auch Randbe-
dingungen (Constraints) als lineare Gleichungen bzw. Ungleichungen be-
schrieben werden können. Das von der LP behandelte Problem lässt sich
in der Standardform formulieren durch:
LP : min cTx mit (2.4)
A x = b (2.5)
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xi ≥ 0 ∀ i ∈ {1, 2, . . . , n} (2.6)
A ∈ R(m,n)
x, c ∈ Rn
Darin ist x der Vektor der Optimierungsvariablen, c der Zielfunktionsvektor
sowie A und b die Koeffizientenmatrix bzw. die rechte Seite des Systems
von Randbedingungen. Das Problem besitzt eine Lösung, wenn der durch
die in Gl. 2.5 definierten Hyperebenen aufgespannte Lösungsraum nicht
leer ist, also
{x : Ax ≤ b, x ≥ 0} 6= ∅, (2.7)
und entweder der Lösungsraum selbst oder die Zielfunktion x → cTx auf
dem Lösungsraum beschränkt ist. Zur Lösung von LP-Problemen muss au-
ßerdem vorausgesetzt werden, dass der Lösungsraum konvex ist, also kei-
ne lokalen Minima enthält.
Ein häufig eingesetztes Verfahren zur Lösung von LP-Problemen ist das
Simplex-Verfahren [65]. Zum Auffinden einer optimalen Lösung durchläuft
es die Ecken des durch den Lösungsraum aufgespannten Hyperpolyeders.
Da die Konvexität des Lösungsraums vorausgesetzt wird, ist das Optimum
erreicht, sobald keine benachbarte Ecke eine bessere Lösung mehr liefert.
Obwohl der Simplex-Algorithmus je nach verwendeter Pivot-Regel beson-
ders ungünstige LP-Probleme nur in Exponentialzeit zu lösen in der Lage
ist [36], hat er sich in der Praxis als effizient bewährt.
Treten neben kontinuierlichen Variablen auch ganzzahlige auf, spricht
man von gemischt ganzzahlig linearer Programmierung (Mixed Integer Li-
near Programming, MILP). Ganzzahlige Variablen werden nicht nur ver-
wendet, um diskrete Stückzahlen oder Zustände abzubilden, sondern spie-
len auch bei der stückweisen Linearisierung nichtlinearer Funktionen und
der Behandlung nichtkonvexer Lösungsräume eine Rolle. Sie haben die
folgende Form:
min cTx (2.8)
mit
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aTi x = bi ∀ i ∈ {1, 2, . . . ,m} (2.9)
xi ≥ 0 ∀ i ∈ F ∪B (2.10)
xi ∈ R ∀ i ∈ F (2.11)
xi ∈ Z ∀ i ∈ B (2.12)
F ∪B = {1, 2, ..., n}; F ∩B = ∅
ai, ci ∈ R(n) ∀ i ∈ {1, 2, . . . ,m}
bi ∈ R ∀ i ∈ {1, 2, . . . ,m}
Darin sind ai die Zeilenvektoren der Matrix A, F die Menge der kontinu-
ierlichen, und B die Menge der ganzzahligen Variablen. Zur Lösung von
MILP-Problemen werden Branch-And-Bound-Algorithmen eingesetzt. Da-
bei werden zunächst die Ganzzahligkeitsbedingungen aufgegeben und das
so relaxierte LP-Problem gelöst. Liegt die Lösung für die ganzzahligen Va-
riablen xb mit b ∈ B nicht in Z, so werden die Intervalle n < xrelax < n+1
mit n ∈ Z sukzessive durch zusätzliche Constraints ausgeschlossen, bis
alle xb ganzzahlige Werte annehmen. Dabei entsteht jedoch ein mit der
Zahl der ganzzahligen Variablen exponentiell wachsender Baum von zu lö-
senden LP-Problemen, sodass die benötigte Rechenzeit durch die Einfüh-
rung ganzzahliger Variablen erheblich anwächst. Allerdings bildet die Lö-
sung des relaxierten Problems eine untere Schranke des MILP-Problems,
sodass die vollständige Abarbeitung des Baumes bei Erreichen einer aus-
reichend guten Lösung ggf. abgebrochen werden kann. In der Praxis treten
ganzzahlige Variablen häufig in bestimmten Kombinationen auf, etwa bei
der stückweisen Linearisierung von Kennlinien. Diese so genannten Spe-
cial Ordered Sets (SOS1, SOS2) erlauben eine effizientere Behandlung
durch die Branch-And-Bound-Algorithmen [75].
In der Energietechnik wird die gemischt ganzzahlig lineare Programmie-
rung im Rahmen der Einsatzoptimierung von Querverbundsystemen seit
langer Zeit erfolgreich eingesetzt [19, 29, 41, 60].
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2.6.2 Evolutionäre Optimierung
Die evolutionäre Optimierung ist ein Sammelbegriff für verschiedene natur-
analoge Verfahren. Sie orientieren sich an den Vererbungsmechanismen
der Evolution und wenden diese auf technische Optimierungsprobleme an.
Dabei werden die Optimierungsvariablen in einem so genannten Genom
kodiert und durch Anwendung der Operatoren Selektion, Rekombination
und Mutation in Richtung des Optimums entwickelt. Im Folgenden wird aus-
schließlich auf die evolutionsstrategischen Verfahren eingegangen [54, 59].
Bei den evolutionsstrategischen Verfahren kann das Genom sowohl aus
kontinuierlichen als auch aus diskreten Variablen bestehen. Dem Genom
wird eine Zielfunktion zugeordnet, die die Güte (oder Fitness) des gewähl-
ten Variablensatzes bestimmt. Im Gegensatz zu vielen deterministischen
Verfahren werden weder die Ableitungen dieser Funktion benötigt, noch
werden besondere Bedingungen an ihre Topologie gestellt.
Jedes mit konkreten Werten versehene Genom wird als Individuum be-
zeichnet. In der Regel werden mehrere Individuen zu einer Generation zu-
sammengefasst und gemeinsam durch Rekombination und Mutation beste-
hender Individuen erzeugt, durch die Zielfunktion bewertet und in Konkur-
renz zueinander und gegenüber bestehenden Individuen nach Maßgabe
ihrer Fitness und ggf. ihres „Alters“ selektiert. Zu Beginn eines Optimie-
rungslaufes muss eine erste Generation entweder zufällig oder durch An-
wendung geeigneter Heuristiken erzeugt werden.
Evolutionsstrategische Verfahren lassen sich durch eine große Anzahl
von Strategieparametern und -varianten an das konkrete Optimierungspro-
blem anpassen. Zu den wichtigsten Parametern zählen die Cross-Over-
Wahrscheinlichkeit bei der Rekombination, die Mutationsrate und -stärke
sowie der Selektionsdruck. Durch die geeignete Wahl der Strategieparame-
ter muss sichergestellt werden, dass weder ein Einfrieren der Optimierung
in lokalen Minima noch ein wahlloses Suchen im Lösungsraum auftritt. Das
durch diese Grenzen definierte Evolutionsfenster ist stark vom konkreten
Problem abhängig und die Wahl geeigneter Parameterwerte der Erfahrung
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des Anwenders überlassen.
Den Vorteilen der geringen Anforderungen an die Zielfunktion und der
guten Problemanpassbarkeit der Strategieparameter und -varianten stehen
jedoch zwei wesentliche Nachteile gegenüber: Durch die hohe Zahl der not-
wendigen Zielfunktionsauswertungen ist der Rechenzeitbedarf hoch und
übersteigt den Bedarf deterministischer Verfahren bei Weitem. Darüber hin-
aus besteht keine Garantie, das globale Optimum zu erreichen. Zwar ist für
die praktische Anwendung häufig eine „ausreichend gute“ Lösung akzep-
tabel, jedoch stellt das Fehlen jeglicher Anhaltspunkte für die Nähe des
Optimums, z.B. einer unteren Schranke, ein Problem für die Wahl eines ge-
eigneten Abbruchkriteriums dar, sodass auch hier auf empirische Regeln
zurückgegriffen werden muss.
In Bezug auf Energiesysteme finden sich viele Beispiele für die Anwen-
dung von evolutionären Algorithmen. Verwendung finden diese Verfahren
hier sowohl zur Optimierung des Anlagenbetriebs [20] als auch bei der
Strukturoptimierung [13, 50, 63].
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Kapitel 3: Metamodell zur Beschreibung von
Energiesystemanalysen
3.1 Einleitung
Projekte zur Analyse und Optimierung komplexer Energiesysteme beste-
hen aus einer Vielzahl von Arbeitsschritten. Angefangen von der Aufberei-
tung und Analyse vorhandener Daten, z.B. der Zuordnung des Energieein-
satzes zu verschiedenen Verbrauchergruppen (Prozess, Lüftung, Heizung)
über die energetische Simulation von Prozessen, Gebäuden und Versor-
gungseinrichtungen bis hin zur Auswertung und Darstellung der Ergebnis-
se in Grafiken und Berichten reihen sich die einzelnen fachlichen Verfah-
rensschritte zu einem komplexen Arbeitsablauf auf. Auch wenn die einzel-
nen Arbeitsschritte unterschiedliche Aspekte eines Energiesystems unter-
suchen und mit unterschiedlicher zeitlicher und örtlicher Auflösung arbei-
ten, greifen sie dennoch auf Informationen über dasselbe Energiesystem
zurück und fügen neue, ggf. in anderen Arbeitsschritten benötigte Daten
der Sammlung verfügbarer Informationen hinzu. Die genaue Abfolge der
Arbeitsschritte muss dabei den Eigenarten eines Projekts (Datenlage, Un-
tersuchungsschwerpunkt) angepasst werden.
Neben der Verfügbarkeit praxisgerechter Werkzeuge zur Analyse, Be-
wertung und Optimierung spielt also der reibungslose Informationsaus-
tausch zwischen diesen Werkzeugen für die rationelle Bearbeitung von
Energieanalysen eine wesentliche Rolle. Darüber hinaus treten bestimmte
Vorgänge in den genannten Werkzeugen wiederholt auf, z.B. die Eingabe
von Daten über die Benutzerschnittstelle und das Erzeugen von Grafiken
zur Ergebnisdarstellung. Alternativ zur Neuimplementierung solcher Aufga-
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ben in jedem Werkzeug, können diese aufgrund ihres allgemeinen Cha-
rakters zentral zusammengefasst und als externe Dienste durch die Werk-
zeuge genutzt werden. Insgesamt ist es also sinnvoll, die Verwaltung der
Projektdaten sowie die verschiedenen, allgemeinen Dienste in einer alle
Werkzeuge integrierenden Anwendung, im Folgenden als Framework be-
zeichnet, zusammenzufassen. Die einzelnen Werkzeuge werden dadurch
zuModulen, die in das Framework geladen werden und dessen Dienste wie
persistente Datenspeicherung, Umsetzung der Benutzerschnittstelle oder
Berichtsgenerierung nutzen. Durch die Auslagerung aller allgemeinen Auf-
gaben in das Framework bleiben die einzelnen Module imWesentlichen auf
die Umsetzung der fachlichen Inhalte beschränkt.
Für das Framework ergeben sich durch diesen Ansatz besondere Anfor-
derungen an die Gestaltung des Datenmodells, also die Art und Weise, wie
Projektinformationen systemintern geordnet und gespeichert werden. So
müssen z.B. die Berechnungsergebnisse eines Moduls so abgelegt wer-
den, dass sie von weiterverarbeitenden Schritten genutzt, d.h. richtig in-
terpretiert werden können, wobei jedes Werkzeug ggf. auch gänzlich neue
Inhalte in das Gesamtsystem einbringen kann. Dies erfordert sowohl die
Einführung systemweiter fachlicher Konventionen als auch die Möglichkeit,
neue Inhalte einschließlich entsprechender Begriffe und Begriffsdefinitio-
nen im System anzulegen. Darüber hinaus bestehen Energiesysteme zu
einem wesentlichen Teil aus standardisierten Komponenten (z.B. Kessel,
Wärmeübertrager), deren strukturelle Beschreibung nicht in jedem Projekt
neu erfolgen muss. Modelle häufig betrachteter Energiesystemkomponen-
ten sollten also als Komponentenvorlagen in Bibliotheken zur Verfügung
stehen und von dort aus zu Systemmodellen zusammengesetzt und para-
metrisiert werden können. Schließlich entstehen bei der Projektbearbeitung
Informationen über den Verlauf der Analyse, z.B. über Art und Zahl unter-
suchten Varianten oder die gewählten Simulationsrandbedingungen. Auch
diese Informationen müssen zur Nachvollziehbarkeit des Bearbeitungsvor-
gangs in die Projektdaten aufgenommen werden.
Durch den Vorgang der Projektbearbeitung mit Hilfe verschiedener Mo-
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dule entsteht so ein Modell des untersuchten Energiesystems, welches
durch das Framework verwaltet wird. So wird z.B. mit dem in den Kapiteln
4 und 5 beschriebenen Simulationsmodul ein Modell des Energieversor-
gungssystems erstellt, sein Betrieb simuliert und die Berechnungsergebnis-
se dem Modell hinzugefügt. Sowohl das Modell des Versorgungssystems,
die Simulationsparameter und -ergebnisse als auch die bei der Modeller-
stellung verwendeten Komponentenvorlagen werden durch das Framework
in das Gesamtmodell des bearbeiteten Projektes eingefügt bzw. bereitge-
stellt. Mit Hilfe eindeutiger Begriffsdefintionen für jedes eingefügte Daten-
element sowie ergänzender Vereinbarungen zur Verwendung von Bilanz-
grenzen Erfassung von Energie- und Stoffströmen können die eingefügten
Informationen von anderen Modulen gelesen und korrekt interpretiert wer-
den.
Zur korrekten Erstellung und Interpretation der Projektdaten wird ein Re-
gelsatz – d.h. eine formale Sprache – benötigt, welcher die Syntax (die
formale Struktur) sowie die Semantik (die Bedeutung) der Datenelemen-
te beschreibt (vgl. Abschnitt 2.4.4). Auf Grundlage der Spezifikation dieses
Datenmodells können die fachlichen Module auf die Projektdaten zugrei-
fen, sie verändern und neue hinzufügen. Der Entwurf dieser Sprache erfolgt
als Metamodell, welches zur Beschreibung von physikalischen Zusammen-
hängen – z.B. der Stoff- und Energieströme und deren Umsetzung – durch
grammatikbasierte Sprachen ergänzt wird.
3.2 Entwurf und Umsetzung des Metamodells
Der Zusammenhang zwischen Metamodell, Modell und Originalsystem ist
in Abbildung 3.1 dargestellt. Das Metamodell (Top-Energy-Objektmodell,
TOM) definiert, wie reale Energiesysteme einerseits und Analyse-,
Bewertungs- und Optimierungsrechnungen andererseits in einem gemein-
samen Projektmodell dargestellt werden und wie diese Modellbestandteile
interagieren können. Das Basiselement des Metamodells ist die Kompo-
nente, von der zwei grundlegende Spezialisierungen abgeleitet sind: Wäh-
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rend mit Modellkomponenten die Objekte realer Energiesysteme abgebil-
det werden, dienen Modulkomponenten zur Repräsentation von Analyse-,
Bewertungs- oder Optimierungsverfahren, die während der Projektbearbei-
tung angewendet werden. Das Metamodell ist in Abschnitt 3.2.1 näher be-
schrieben.
Ergänzt wird dieses Metamodell durch zwei XML-basierte Sprachen. Sie
sind unmittelbare Bestandteile des Frameworks und dienen zur Umsetzung
von Modellinhalten in benutzerlesbare Form:
Da jede Komponenten unterschiedliche Attribute – z.B. Parameter – be-
sitzt, muss auch die Darstellung einer Komponente in der Benutzerober-
fläche spezifisch gestaltet werden können. Dies geschieht mit Hilfe einer
Dialogbeschreibungssprache (TOP-Energy Form Language, EFL), mit der
die Attribute einer Komponente in strukturierten Ein- und Ausgabedialogen
in der Benutzeroberfläche umgesetzt werden können. Analog dazu dient
die TOP-Energy Report Specification Language (ERSL) zur Generierung
von Textdokumenten (Berichten) aus den Projektinhalten. Beide Sprachen
wurden als XML-Dialekt mit Hilfe entsprechender XML-Schemata [72] ge-
staltet.
Darüber hinaus können fachliche Module zusätzliche Beschreibungs-
elemente benötigen, die die Eigenschaften (z.B. das Betriebsverhalten) der
Modellkomponenten näher spezifiziert. Dazu stellt das Objektmodell den
speziellen Primitivendatentyp (vgl. Abschnitt 3.2.1)Method bereit. Die darin
abgelegten modulspezifischen Informationen können zwar nicht durch das
Framework interpretiert, wohl aber in einem Codeeditor angezeigt und be-
arbeitet werden. Ein Beispiel für eine solche ergänzende Sprache ist die für
das in Kapitel 4 vorgestellte Simulationsmodul entwickelte Sprache Energy
Modelling Language (EML). Diese dient zur Beschreibung des Betriebs-
verhaltens der einzelnen Komponenten, bildet also physikalische und ener-
giewirtschaftliche Zusammenhänge ab. Im Gegensatz zu Modellbeschrei-
bungssprachen mit vergleichbarem Anwendungsgebiet, enthält die EML
keine eigenen Konstrukte zur Beschreibung von Systemstrukturen, sondern
greift hier auf das Metamodell TOM zurück. Die EML wird in Abschnitt 4.5
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näher beschrieben.
Im Gegensatz zu Modellbeschreibungssprachen mit vergleichbarem
Anwendungsgebiet, enthält die EML keine eigenen Konstrukte zur Be-
schreibung von Systemstrukturen, sondern greift hier auf das Metamodell
TOM zurück. Dafür verfügt die Sprache über Anweisungen zum Lesen und
Schreiben von Attributen der TOM-Komponenten. Die EML ist eng mit dem
in Kapitel 4 beschriebenen Simulationsmodul verknüpft und wird in Ab-
schnitt 4.5 näher beschrieben.
Mit den sprachlichen Mitteln des Metamodells lassen sich nun konkrete
Projektmodelle (Ebene 1 in Abbildung 3.1) formulieren. Sie untergliedern
sich im Allgemeinen in eine Bibliothek von Modellkomponenten, aus Mo-
dellkomponenten zusammengestellten Systemmodellen sowie Modulkom-
ponenten zur Verarbeitung der Systemmodelle. Dabei entsprechen die Mo-
dellkomponenten den einzelnen realen Komponenten (z.B. Kessel, Kälte-
maschine) des Originalsystems (Ebene 0 der Modellhierarchie), während
ein Systemmodell ein reales Energiesystem repräsentiert. Die in das Pro-
jektmodell eingefügten Module spiegeln dagegen den Projektverlauf mit
den dabei angewendeten Schritten zur Analyse, Bewertung und Optimie-
rung des Originalsystems wider.
3.2.1 Grundstruktur des Metamodells
Das Metamodell TOM integriert alle in der Anwendung eingegebenen oder
erzeugten Daten in einer einheitlichen Objektstruktur. Die gemeinsame
Basisklasse aller vorkommenden Objekte ist die Komponente (vgl. Abbil-
dung 3.2). Durch entsprechende Spezialisierungen werden sowohl die An-
wendung fachlicher Berechnungsmodule (z.B. des hier vorgestellten Simu-
lators) als auch die Repräsentation realer Komponenten in einer gemein-
samen Baumstruktur aufgenommen. Repräsentationen fachlicher Module
werden als Modulkomponenten, Abbildungen realer Komponenten als Mo-
dellkomponenten bezeichnet (vgl. Abschnitt 2.1.2). Ein in TOM abgebilde-
tes Beratungsprojekt wird durch eine aus Komponenten gebildete Baum-
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Abbildung 3.1: Darstellung des Zusammenhangs zwischen Metamodell, Modell und
Original
struktur repräsentiert, wobei die Wurzel des Baumes durch eine spezielle
Projektkomponente gebildet wird. Die Projektkomponente ist eine Modul-
komponente, kann also wie andere Modulkomponenten fachliche Daten
und Code, z. B. zur Aufnahme und Verarbeitung projektbezogener Infor-
mationen, enthalten. Zusätzlich besitzt sie jedoch stets eine Bibliothek, in
welchen alle im Projekt verwendeten Modellkomponenten abgelegt wer-
den. Soll eine Modellkomponente in einem Modul (z.B. einer Simulation)
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Abbildung 3.2: Komponenten und ihre Spezialisierungen im TOP-Energy-
Objektmodell
verwendet werden, so wird ein Verweis auf die Modellkomponente unter-
halb des Moduls bzw. dem von ihm verwendeten Flussschema angelegt.
Dabei werden jedoch die in diesem Verwendungskontext erzeugten Daten
(z.B. die Ergebnisse einer Simulation) als lokale Daten gehalten und nicht
mit der in der Komponentenbibliothek befindlichen Instanz der Komponente
abgeglichen. Dieser Ansatz erlaubt z.B. eine konsistente Verwendung von
Modellen in mehreren parallel untersuchten Versorgungsvarianten: Wäh-
rend garantiert ist, dass die Auslegungsparameter einer Modellkomponente
in allen Simulationsmodellen identisch sind, können dennoch simulations-
spezifische, komponentenbezogene Ergebnisdaten durch das Objektmo-
dell abgebildet werden.
Die konkrete Instanz einer Komponente wird aus einer Komponenten-
vorlage erzeugt, welche alle Eigenschaften an ihre Instanzen überträgt,
sodass diese nach ihrer Erzeugung von ihrer Vorlage unabhängig sind.
Komponentenvorlagen können als selbstständige Objekte außerhalb von
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Projekten abgelegt und z.B. in Vorlagenbibliotheken zusammengestellt wer-
den.
Komponente
FormularNetz Pin Report«Strukt.»PrimitivenbaumSymbol
1..2 2..*
* 1* 1 * *
0..1
1
Abbildung 3.3: Komponenten und ihre Attribute im TOP-Energy-Objektmodell
Die Attribute einer Komponente sind in Abbildung 3.3 dargestellt. Zu-
nächst kann eine Komponente Netzanschlusspunkte (Pins) besitzen, die
Netze mit einander verbunden werden können. Die Pins stellen die Schnitt-
stelle der Komponente nach Außen dar und erlauben in Verbindung mit den
Netzen die Abbildung schematischer Strukturen (z.B. Schaltbilder), wobei
durch die Aggregation von Komponenten in sich selbst der Aufbau hierar-
chischer Netzwerke möglich ist (vgl. Abschnitt 4.5.2). Die grafische Reprä-
sentation einer Komponente innerhalb von schematischen Darstellungen
wird durch ihr Symbol beschrieben.
Die fachlichen Daten einer Komponente werden auf einer Baumstruktur
abgebildet, deren Blätter hier als Primitive1 bezeichnet werden. Da die Not-
wendigkeit besteht, dass die fachlichen Daten einer Komponente verarbei-
tet werden können, ohne dass die verarbeitende Instanz (i.d.R. ein Modul)
die genauen Datenstrukturen kennt, erfolgt die Identifikation der Daten über
1Die Bezeichnung „Primitive“ wurde in Anlehnung an grafische Primitive (geometrische
Grundformen), aus denen sich komplexe Grafiken zusammenstellen lassen, gewählt.
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einen eindeutigen Namen, der ihre fachliche Bedeutung widerspiegelt. Da
bei der Erstellung einer Komponente die einzelnen Primitive nicht individuell
angelegt sondern aus einer zentralen Datenbank importiert werden, gelten
deren Identifikatoren über die Grenzen der Komponente hinaus system-
weit. Dies ermöglicht fachlichen Modulen die gezielte Abfrage von Daten
einer Modellkomponente ohne deren genaue Datenstruktur zu kennen [3].
So kann z.B. die Investitionssumme einer Variante bestimmt werden, in-
dem die Daten aller in der Variante verwendeten Modellkomponenten nach
dem Identifikator stdEcon:Investment durchsucht und die dort abgeleg-
ten Werte addiert werden.
Um die zu speichernden Informationen angemessen durch die beschrie-
bene Struktur abbilden zu können, existieren verschiedene Primitivendaten-
typen, so z.B. einheitenbehaftete Zahlen, Kennlinien, Zeitreihen, Tabellen
und Code. Ein besonderer Datentyp ist der Typ „Bundle“, der eine Zusam-
menstellung beliebiger anderer Primitive darstellt und so den Aufbau von
Baumstrukturen ermöglicht. Um eine Modellkomponente für fachliche Mo-
dule verwendbar zu machen, sind über die allgemeinen, die Komponente
beschreibenden Daten, weitere, modulspezifische Informationen notwen-
dig. Dazu wird für jedes Modul, für welches eine Komponente verwendbar
sein soll, neben dem globalen, für alle Module sichtbaren „Ast“ des Daten-
baums ein modulspezifischer Ast angelegt.
Zur Darstellung der komponentenspezifischen Daten auf der Benutze-
roberfläche kann eine Komponente Formularbeschreibungen (Klasse For-
mular in Abbildung 3.3) enthalten, die durch das Applikationsframework in
Dialoge zur Eingabe und Präsentation der Komponentendaten umgesetzt
werden. Dazu existieren zu jedem Primitivendatentyp eine oder mehrere
Darstellungsformen, die mit Hilfe der XML-basierten Beschreibungssprache
EFL (vgl. S. 38) und unter Verwendung zusätzlicher Formatierungselemen-
te wie Überschriften und Trennlinien zu formularartigen Dialogen zusam-
mengestellt werden können. Analog dazu kann eine Komponente entspre-
chende Beschreibungen zur Erzeugung von Berichten besitzen (Klasse Re-
port in Abbildung 3.3).
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Anwendungsbeispiele für die Erstellung einer TOM-Komponente sowie
die Projektbearbeitung sind in Anhang A dargestellt.
3.2.2 Plattformspezifische Umsetzung des Metamodells
Die konkrete Implementierung des Frameworks basiert auf der CASTool-
Bibliothek [49, 48, 78]. Diese wurde für die Darstellung und Verarbeitung
technischer Schemata entwickelt und erlaubt durch eine weitgehende Kon-
figurierbarkeit eine Anpassung an verschiedene Einsatzfälle. Netzartige
Strukturen wie z.B. die hier verwendeten Energiesystemmodelle können
in einem abstrakten Datenmodell (Erweitertes Layout Datenmodell, ELA-
DO) abgelegt, in Schemaeditoren angezeigt und verändert sowie durch
Layoutverfahren bearbeitet werden. Darüber hinaus enthält ELADO ein ge-
nerisches Modell zur Abbildung anwendungsspezifischer Daten einzelner
Netzwerkelemente.
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Abbildung 3.4: Softwarekomponenten des Frameworks
3.3. Bilanzierung und Bewertung von Energiesystemen 45
Die Architektur des Frameworks ist in Abbildung 3.4 dargestellt. Kern
der Applikation ist die CASTool-Bibliothek. Diese stellt sowohl die grafische
Benutzeroberfläche einschließlich der verschiedenen Editoren sowie das
generische Datenmodell ELADO als auch entsprechende Mechanismen
zur Steuerung der Applikation bereit. Die Umsetzung der Applikationslo-
gik erfolgt einerseits durch eine entsprechende Konfiguration der CASTool-
Bibliothek, andererseits durch eine zusätzliche Softwarekomponente, die
durch den Benutzer oder durch Module abgesetzte applikationsspezifische
Kommandos ausführt.
Die Abbildung des domainspezifischen Metamodells TOM auf das ge-
nerische ELADO erfordert eine Transformation der mit den fachlichen Mo-
dulen ausgetauschten Daten. Diese wird zur Laufzeit durch eine Software-
komponente durchgeführt, welche den eingebundenen Modulen eine TOM-
konforme Schnittstelle zur Verfügung stellt. Der Zugriff auf Projektdaten
wird zusätzlich durch eine Typbibliothek (ETL) unterstützt, die domainspe-
zifische – also ingenieurtechnische – Basisdatentypen wie z.B. Zeitreihen
und Tabellen bereitstellt.
3.3 Konventionen zur Bilanzierung und Bewertung von
Energiesystemen
Da es für die in TOP-Energy integrierten Module grundsätzlich möglich sein
soll, beliebige industrielle Energiesysteme abzubilden und Berechnungser-
gebnisse für verschiedene Strukturen automatisiert auszuwerten, ist eine in
diesem Zusammenhang allgemeingültige Beschreibung der Systemgren-
zen und der sie übertretenden Energie- und Stoffströme notwendig. Insbe-
sondere muss die abschließende Auswertung einer mit einem fachlichen
Modul, z.B. dem Simulationsmodul, ausgeführten Berechnung die zur Be-
wertung des Gesamtsystems notwendigen Größen konsistent berechnen
können.
Die Tatsache, dass sowohl die inneren Strukturen der betrachteten
Energiesysteme als auch die die Bilanzgrenzen übertretenden Ströme von
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Fall zu Fall verschieden sind, stellt besondere Anforderungen an das Bilan-
zierungskonzept und die Auswahl der Größen zur Systembewertung. So
müssen die verwendeten Kenngrößen wie z.B. Nutzungsgrade technolo-
gieunabhängig sein. Während dies bei ökonomischen Kenngrößen der Fall
ist, können energetische Kennwerte im Allgemeinen nur mit zusätzlichem
Wissen über die innere Struktur des Systems sinnvoll gebildet werden. Z.B.
kann der elektrische Wirkungsgrad für ein Energieversorgungssystem, das
die durch die KWK-Anlagen produzierte elektrische Energie teilweise zur
Herstellung anderer Energieformen wie Druckluft oder Kälte nutzt nicht
sinnvoll aus den in der Gesamtbilanz auftretenden Größen gebildet wer-
den (vgl. Abschnitt 3.3.2). Darüber hinaus muss sichergestellt sein, dass für
stoffgebundene Energieströme die an den Bilanzgrenzen ermittelten Werte
auf identische Referenzzustände bezogen sind und somit die Verrechnung
der auftretenden Enthalpiewerte zulässig ist (vgl. Abschnitt 3.3.4).
3.3.1 Systemgrenzen
Die Festlegung der in TOP-Energy betrachteten Bilanzräume basiert auf
den in Abschnitt 2.1.1 definierten Teilsystemen Energiemarkt, Energiever-
sorgung, Energienutzung und Umwelt. Sowohl das Energieversorgungs-
system als auch das Teilsystem Energienutzung sind Gegenstand der
Betrachtung in TOP-Energy: Beide sollen den Anforderungen entspre-
chend optimal bezüglich der gewählten Bewertungsgrößen gestaltet wer-
den. Demgegenüber bilden die Teilsysteme Energiemarkt und Umwelt die
Systemumgebung. In beiden Fällen wird davon ausgegangen, dass der Zu-
stand dieser Teilsysteme nicht beeinflusst werden kann, die Systemumge-
bung also rückkopplungsfrei ist.
Einzelne in TOP-Energy integrierte Module können ggf. auf die Untersu-
chung eines der Teilsysteme Energieversorgung bzw. Energienutzung fo-
kussieren. So bildet das hier vorgestellte Simulationsmodul ausschließlich
das Teilsystem Energieversorgung ab, während das Teilsystem Energienut-
zung zum Bestandteil der Systemumgebung wird.
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Da jedes industrielle Energiesystem durch eine individuelle innere Struk-
tur geprägt ist und auch die die Bilanzgrenzen übertretenden Ströme je
nach Energiesystem unterschiedliche sein können, müssen die Schnitt-
punkte der Ströme mit der Bilanzgrenze des Systems flexibel im Modell
angelegt werden können. Eine ebenso einfache wie tragfähige Lösung
stellt die Abbildung dieser Schnittpunkte durch spezielle Modellkomponen-
ten dar. Dieses Prinzip ist in Abbildung 3.5 für ein Modell eines Energiever-
sorgungssystems dargestellt: Die Anlagen zur Energiewandlung sind hier
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Abbildung 3.5: Abbildung der Bilanzgrenzen durch spezielle Modellkomponenten
am Beispiel eines stark vereinfacht dargestellten Energieversorgungssystems
vereinfachend in der Modellkomponente Blockheizkraftwerk (BHKW) zu-
sammengefasst. Dieses speist elektrische Energie in das unternehmensin-
terne Stromnetz undWärme in ein thermisches Netz ein. Die aus dem Ener-
giemarkt über die Bilanzgrenze Energiebezug eintretenden Energieströme
Brennstoff und elektrische Energie werden durch die Modellkomponenten
Erdgasbezugstarif bzw. Strombezugstarif erfasst. Zur Ermittlung der anfal-
lenden Verbrauchskosten enthalten diese Komponenten entsprechende Ta-
rifmodelle. Die Abgabe der Zielenergie an den Bilanzraum Energienutzung
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wird durch die Modellkomponenten Wärmebedarf bzw. Strombedarf abge-
bildet. Für die Verwendung in dem hier vorgestellten Simulationsmodul ent-
halten diese Modelle die Zeitreihen des Energiebedarfs. Den Eintritt der
benötigten Verbrennungsluft in das System sowie die Abgabe des Verbren-
nungsgases an die Umgebung wird durch die Modellkomponente Umwelt
bilanziert. Das so abgebildete System kann nun flexibel durch Hinzufügen
weiterer Bilanzierungskomponenten, z.B. Fernwärmebezug oder Dampfbe-
darf erweitert und werden.
Zur Analyse der betrachteten Systeme ist es darüber hinaus sinnvoll, je-
de einzelne Modellkomponente für sich zu bilanzieren. Die dazu gedachte
Bilanzhülle entspricht in der Regel der räumlichen Ausdehnung der realen
Komponente und erfasst somit alle in die Komponente ein- bzw. aus der
Komponente austretenden Energieströme. Da für eine Modellkomponente
sowohl die die Bilanzgrenze übertretenden Ströme als auch die Zusam-
menhänge zwischen den Strömen bekannt sind, können bei der Model-
lerstellung neben allgemein verwendbaren Kennwerten wie dem exergeti-
schen Nutzungsgrad auch technologiespezifische Kennwerte wie z.B. die
Arbeitszahl einer Kältemaschine implementiert werden.
3.3.2 Kennzahlen zur Systembewertung
Kennzahlen und andere Größen zur Bewertung von Energiesystemen die-
nen im Wesentlichen zwei Zwecken: Zunächst stellen sie eine Hilfe bei der
Systemanalyse zur Identifizierung von Schwachstellen dar. So können z.B.
durch den Vergleich der Nutzungsgrade oder Gegenüberstellung der Exer-
gieverluste einzelner Komponenten ineffizient eingesetzte Energiewandler
aufgefunden werden. Darüber hinaus ermöglichen Kennzahlen einen über-
sichtlichen Vergleich verschiedener Systemvarianten. Bei direkt vergleich-
baren Systemen, also Systemvarianten, die identische Anforderungen hin-
sichtlich der Bereitstellung von Nutzenergie, bzw. der Erbringung benötigter
Energiedienstleistungen erfüllen, können neben Verhältniszahlen auch ab-
solute Größen zum Vergleich herangezogen werden.
3.3. Bilanzierung und Bewertung von Energiesystemen 49
Im Folgenden wird nur auf Größen eingegangen, die zur Analyse und
Bewertung von Energieversorgungssystemen verwendet werden. Die gän-
gigen energieorientierten Kennzahlen sind in den VDI-Richtlinien 4600
und 4661 definiert [69, 67], während ökonomische Bewertungsgrößen den
Richtlinien 2067 und 6025 entnommen wurden [68, 66]. Anwendungen die-
ser Kennzahlen zur Bewertung von Energiesystemen finden sich z.B. in
[38] und [7].
3.3.2.1 Ökonomische Größen
Investitionssumme: Die Investitionssumme einer Variante stellt eine
wichtige Größe zur Beurteilung mit ihrer Umsetzung einhergehenden der
Kapitalbindung dar. Gerade in kleinen und mittelständischen Betrieben stellt
das für Investitionen zur Verfügung stehende Kapital einen begrenzenden
Faktor für die Umsetzbarkeit sinnvoller Lösungen dar.
Kosten nach Kostenart: Zur transparenten Darstellung der für die Ener-
giebereitstellung anfallenden Kosten werden diese nach den einschlägigen
Kostenarten [68, 66] aufgeschlüsselt erfasst und im Simulationsmodul für
die erste Betriebsperiode berechnet. Tabelle 3.1 zeigt die in TOP-Energy
verwendete Aufteilung der Gesamtkosten für die Energiebereitstellung. Die
Kosten für Zins und Tilgung werden nach der Annuitätenmethode für jede
reale Komponente, für die eine Investitionszahlung zu leisten ist, berechnet
und anschließend summiert. Dabei wird vorausgesetzt, dass die Zahlun-
gen für Zins und Tilgung gleichmäßig über die gesamte Nutzungsdauer
∆τi einer jeden Komponente geleistet werden und ihr Restwert am Ende
der Nutzungsdauer 0 beträgt. Mit dem Zinsfaktor q = 1 + r lassen sich die
jährlichen investitionsgebundenen Kosten durch
KI =
∑
i
I0,i
q∆τi(q − 1)
q∆τi − 1 (3.1)
berechnen. Die Instandhaltungskosten werden in der Regel mit Hilfe von
Faktoren in Prozent der Investitionssumme abgeschätzt und können z.B.
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Kostenart Beiträge
KKAP , Kapitalgebundene Kosten KI , Zins und Tilgung (Annuität)
KIN , Instandhaltung
KV E , Verbrauchsgebundene Kosten Strombezug
Bezug von Brennstoffen
Bezug von Fernwärme
KB , Betriebsgebundene Kosten KW , Wartung
KP , Personal
KV S , Versicherung
Erlöse Einspeisevergütung
Sonstige Erlöse aus Energieverkauf
Steuererstattungen
Tabelle 3.1: Verwendete Aufteilung der Kostenarten in TOP-Energy
aus [68] für verschiedene Komponenten entnommen werden. In die be-
triebsgebundenen Kosten gehen neben den Aufwendungen für Bedienung,
Wartung und Versicherung auch Kosten für sonst nicht erfasste Betriebs-
mittel wie z.B. Schmierstoffe ein. In den verbrauchsgebundene Kosten wer-
den alle durch den Bezug von Endenergieträgern verursachten Kosten zu-
sammengefasst. Neben den reinen Arbeitskosten werden je nach Bezugs-
vertrag Leistungskosten, Grundgebühren, Energiesteuern und Mieten für
Einrichtungen an der Übergabestelle berücksichtigt. Da die zu erfassenden
Kosten von den Komponenten des betrachteten Systems abhängen, wer-
den diese in den einzelnen Modellkomponenten erfasst bzw. berechnet und
abschließend für das System summiert. Zur Bestimmung der effektiven Ge-
samtkosten für die Energiebereitstellung werden ggf. erzielte Einnahmen
aus Energieverkauf von der Summe der oben aufgeführten Kostenarten
abgezogen.
Durch den direkten Vergleich einer Variante mit einer Referenzvariante
können Kennzahlen zur Beurteilung der Wirtschaftlichkeit berechnet wer-
den. In TOP-Energy werden diese Kennzahlen durch das Ökonomiemo-
dul durch die Auswertung zweier oder mehrerer Varianten bestimmt. Dabei
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werden die errechneten Kosten bzw. Vergütungen als Zahlungen interpre-
tiert, wobei der Zahlungszeitpunkt für Investitionszahlungen auf den Be-
ginn der jeweiligen Periode, alle anderen Zahlungen auf ihr Ende festgelegt
wird. Um die einschlägigen Kennzahlen der dynamischen Wirtschaftlich-
keitsrechnung [68, 66] ermitteln zu können, werden Einsparungen gegen-
über der Referenzvariante als Einzahlungen interpretiert.
3.3.2.2 Energetische Größen
Eine zur Bewertung von Energiesystemen häufig verwendete Gruppe von
Kennzahlen stellen Nutzungsgrade dar. Sie stellen ganz allgemein den
Quotienten der im Betrachtungszeitraum erzeugten nutzbaren Zielenergie
und der dafür im gleichen Zeitraum aufgewendeten Energie dar.
η¯ =
∫
τ
ENutzen dτ∫
τ
EAufwand dτ
(3.2)
Während diese Größen für bestimmte Komponententypen wie z.B. Kes-
sel eindeutig definiert sind und einen sinnvollen Vergleich zweier Kompo-
nenten ermöglichen, können sie für ganze Energieversorgungssysteme, die
ggf. zahlreiche unterschiedliche Energieformen bereitstellen, nur im konkre-
ten Einzelfall sinnvoll festgelegt werden. Besonders problematisch ist dabei
die Bewertung von stoffgebundenen Energieströmen: Da zur Bestimmung
der mit dem Stoffstrom transportierten Enthalpie nur mit Hilfe eines Refe-
renzzustandes möglich ist, muss jedem über ein Bilanzgrenze austretenden
Strom ein mengenmäßig gleicher eintretender Strom gegenüberstehen, so-
dass sich der willkürlich gewählte Referenzzustand heraushebt. Dies ist
aber nicht immer der Fall, z.B. wenn einem gelieferten Prozessdampf-
strom kein entsprechender Kondensatstrom gegenübersteht. Darüber hin-
aus können energiebezogene Bewertungsgrößen die unterschiedlicheWer-
tigkeit der verschiedenen Energieformen nicht erfassen und eignen sich nur
dann zum Vergleich, wenn die ein- und ausfließenden Energien in den ver-
glichenen Varianten gleichwertig sind. Da sich Kennzahlen auf Basis von
umgesetzten Energiemengen also nicht ohne eine fachliche Interpretati-
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on der Systemstruktur sinnvoll bilden lassen, muss sich die automatische
Auswertung auf die Erfassung und Dokumentation aller die Bilanzgrenzen
übertretender Energieströme beschränken. Damit erhält der Anwender die
Möglichkeit, entsprechende Bewertungsgrößen vom Einzelfall abhängig zu
bilden.
3.3.2.3 Exergetische Größen
Gegenüber energetischen Bewertungsgrößen bieten Kennzahlen auf Basis
der Arbeitsfähigkeit eines Energiestroms [69] verschiedene Vorteile. Neben
der in der Exergie enthaltenen Bewertung der Energiequalität trägt der zu
ihrer Definition herangezogene Umgebungszustand nicht den Charakter ei-
nes beliebigen Referenzzustands sondern den eines „absoluten Nullpunkts
der Arbeitsfähigkeit“. Dementsprechend kann auch die Exergie eines Stoff-
stroms im Gegensatz zu seiner Enthalpie, die nur als Differenzwert eine
aussagekräftig ist, als absolute Größe aufgefasst werden.
Für die Berechnung der Exergie eines Stoffstroms reicht in den meisten
der hier betrachteten Fälle die Ermittlung des thermomechanischen Anteils
der Exergie
E˙ex,tm = m˙ (h− hU − TU (s− sU )) (3.3)
aus, lediglich bei Brennstoffen ist deren chemische Exergie maßgeblich:
Für Wärmeträgermedien ist der stoffliche und chemische Exergieanteil ir-
relevant, da sie lediglich zum Transport thermischer Energie eingesetzt
und nicht stofflich verwertet werden. Weiterhin ist die stoffliche Exergie von
Wasser, das in Form von Prozessdampf häufig auch eine stoffliche Verwer-
tung in Produktionsprozessen findet, bezüglich der gängigen Umgebungs-
modelle nahezu null [39]. Die chemische Exergie von Abgasen ist, typische
Brennstoffe, vollständige Verbrennung sowie das Vorhandensein von CO2
im Umgebungsmodell vorausgesetzt, ebenfalls null. Ihr stofflicher Anteil
E˙ex,s = m˙RTU
∑
i
Mi ln
xi
xu,i
(3.4)
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ist zwar unter Umständen zahlenmäßig durchaus merklich2, jedoch tech-
nisch nicht nutzbar und wird daher nicht berücksichtigt. Die Exergie von
Brennstoffen wird in der Regel mit dem Brennwert abgeschätzt [4].
Somit reicht zur Definition des Umgebungszustands die Angabe von
Umgebungstemperatur und -druck aus. Da die tatsächliche Umgebungs-
temperatur innerhalb eines Betrachtungszeitraums von einem Jahr stark
schwankt, werden die zur Berechnung der Exergie verwendeten Umge-
bungsdaten nicht als statisch betrachtet sondern entsprechend der hin-
terlegten Wetterdaten für jedes betrachtete Zeitintervall neu bestimmt. Die
Berechnung der Exergieströme auf Basis einer sich zeitlich verändernden
Umgebung hat zur Folge, dass die tatsächlichen Umweltbedingungen in die
Bewertung des Systemnutzens einfließen. So kann der Nutzexergiestrom
einer Kältemaschine zu null werden, sobald die Umgebungstemperatur auf
das Niveau der Kälteversorgung absinkt. Andererseits ist so durch den Ein-
satz von Speichern auch prinzipiell die Gewinnung von Exergie aus der
Umgebung möglich.
Exergetischer Nutzungsgrad: Mithilfe der für den Betrachtungszeitraum
∆τ erfassten Exergieströme lässt sich der exergetische Nutzungsgrad ei-
nes Energieversorgungssystems zu
ξ¯ =
∑
i
∫
∆τ
|E˙ex,Nutzen,i|dτ∑
j
∫
∆τ
|E˙ex,Aufwand,j |dτ
(3.5)
bestimmen. Darin werden als Nutzen alle an die Teilsysteme Energienut-
zung und Energiemarkt gelieferten Exergieströme und als Aufwand die von
dort bezogenen betrachtet. Über die Bilanzgrenze zur Umwelt bezogene
Ströme stehen mit der Umgebung im Gleichgewicht und besitzen somit kei-
ne Exergie, die dorthin abgegebenen werden als Verlust betrachtet.
2Bei der stöchiometrischen Verbrennung von Methan beträgt der stoffliche Anteil der Ab-
gasexergie etwa 4% des Heizwertes.
54 Metamodell zur Beschreibung von Energiesystemanalysen
Exergieverlust: Der im Energieversorgungssystem insgesamt aufgetre-
tene Exergieverlust ergibt sich aus der Differenz aus exergetischem Auf-
wand und Nutzen und fasst somit Umwandlungsverluste und Verluste durch
Energieabgabe an die Umgebung zusammen.
∆Eex,V =
∑
i
∫
∆τ
|E˙ex,Aufwand,i|dτ −
∑
j
∫
∆τ
|E˙ex,Nutzen,j |dτ (3.6)
3.3.2.4 Ökologische Größen
Zur Bewertung der durch ein Energiesystem verursachten Auswirkungen
auf die Umwelt sind sowohl der verursachte Ressourcenverbrauch als auch
die durch das System emittierten Schadstoffe zu berücksichtigen. Da es
sich bei TOP-Energy nicht um ein Werkzeug zur Erstellung von Ökobilan-
zen handelt und der Beschaffungsaufwand des Anwenders für die notwen-
digen Basisdaten wie z.B. Emissionsfaktoren in engen Grenzen gehalten
werden muss, beschränken sich die verwendeten Bewertungsgrößen auf
wenige, für typische Energieumwandlungen geeignete Größen.
Primärenergieeinsatz: Zur Bestimmung des durch den Bezug von End-
energieträgern verursachten Primärenergieaufwandes wird der Nutzungs-
grad für die Bereitstellung der Energieträger gB [58] herangezogen. Dieser
ist definiert als die bereitgestellte nutzbare Energie bezogen auf den Primär-
energieaufwand für die Bereitstellung eines Brennstoffes inklusive dem Pri-
märenergiegehalt des Energieträgers. Im Gegensatz zum Bereitstellungs-
nutzungsgrad bB [58, 67] enthält gB jedoch nicht die Aufwendungen für die
Bereitstellung der verwendeten Umwandlungsanlagen, sodass für die Pro-
zesse der Vorkette die gleiche Bewertungsgrundlage wie für die Prozesse
des betrachteten Energiesystems gilt. In Tabelle 3.2 sind die beiden Werte
für ausgewählte Energieträger gegenübergestellt. Der Primärenergiebedarf
zum Betrieb des Energiesystems im Betrachtungszeitraum ergibt sich mit
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Nutzungsgrad gB Bereitstellungsnutzungsgrad bB
% %
Steinkohle 96,5 95,5
Erdgas 87,1 86,6
Heizöl (L) 90,4 89,8
Heizöl (S) 91,5 90,9
Benzin 86,0 84,7
Tabelle 3.2: Gegenüberstellung von Nutzungsgrad gB und Bereitstellungsnutzungs-
grad bB für ausgewählte Energieträger nach [58]
Hilfe von gB für die einzelnen bezogenen Endenergien EE zu
EPrim =
∑
i
gB,iEE,i. (3.7)
Für Brennstoffe wird dabei als nutzbare Energie ihr Heizwert angesetzt.
Unternehmensinterne Kohlendioxidemissionen: Für Unternehmen,
die unter das Gesetz zum Emissionshandel fallen, stellt die in der Ener-
giewandlung und den Produktionsprozessen erzeugten Kohlendioxidmen-
gen wegen der Pflicht, über entsprechende Emissionszertifikate verfügen
zu müssen, einen wirtschaftlichen Faktor dar. Die durch Verbrennungsvor-
gänge im Energieversorgungssystem verursachten Emissionen können di-
rekt über die Brennstoffzusammensetzungen bestimmt werden.
Kumulierte Kohlendioxidemissionen: Zum Vergleich der tatsächlich
ausgelösten CO2-Emissionen verschiedener Energieversorgungsvarianten
eignet sich die Summe der unternehmensintern verursachten Emissionen
jedoch nur bedingt, da sie die in der Vorkette der bezogenen Endenergi-
en emittierte Menge Kohlendioxid nicht berücksichtigt. Um eine Vergleich-
barkeit herzustellen, werden daher zusätzlich die bei der Gewinnung, Um-
wandlung und Bereitstellung der Endenergieträger entstandenen Emissio-
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nen berücksichtigt. Entsprechende Daten können z.B. [64] und [22] ent-
nommen werden.
3.3.3 Komponentenbezogene Bewertungsgrößen
Neben der Schaffung einer Basis zur vergleichenden Bewertung verschie-
dener Versorgungsvarianten können geeignet gewählte Bewertungsgrößen
konkrete Hinweise auf die Schwachstellen der betrachteten Energieversor-
gungssysteme liefern. Hier sind insbesondere komponentenbezogene Grö-
ßen sinnvoll. Da im Gegensatz zum Modell des Energieversorgungssy-
stems bei Modellkomponenten der abgebildete Prozess bekannt ist, kön-
nen über die hier aufgeführten allgemein anwendbaren Kennzahlen hinaus
technologiespezifische Bewertungsgrößen verwendet werden.
Ebenso wie für das gesamte Energieversorgungssystem lassen sich
durch Bilanzierung der ein- und austretenden Ströme der exergetische Nut-
zungsgrad sowie der im Betrachtungszeitraum erzeugte Exergieverlust be-
stimmen. Für den exergetischen Nutzungsgrad sind jedoch abhängig von
der eingesetzten Technologie Aufwands-, Nutzen- und Verlustströme zu
definieren. Die Ausweisung des Exergieverlusts für jede im Energieversor-
gungssystem eingesetzte Komponente erlaubt ein zügiges Auffinden der
größten Verlustquellen während der Analysephase.
Darüber hinaus lassen sich einheitliche Kennzahlen angeben, die einen
Rückschluss auf die Auslastung der verschiedenen Komponenten zulas-
sen. Neben der Zahl der Betriebsstunden sind dies insbesondere die Be-
nutzungsdauer sowie die Ausnutzungsdauer [71, 69].
3.3.4 Betrachtete Ressourcen, Energie- und Stoffströme
Zur automatisierten Auswertung der in Abschnitt 3.3.1 definierten Bi-
lanzräume ist eine Klassifizierung der die Bilanzgrenzen übertretenden
Energie- und Exergieströme notwendig. Neben der Unterscheidung der
Energieformen erfolgt für stoffgebundene Energieströme eine Einteilung
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nach der Art des Stoffstroms. Zwar ist dies nicht grundsätzlich notwendig,
erleichtert aber die Verwendung angepasster Stoffmodelle, z.B. für Brenn-
stoffe, Wasser oder feuchte Luft. Soweit möglich, lehnt sich hier vorgenom-
mene Einteilung an die in [69] und [71] definierten Begriffe an.
3.3.4.1 Prozessenergie
Prozessenergien sind Energieformen, die allein durch die Wechselwirkung
zweier Systeme ohne Bindung an einen Stoffstrom übertragen werden.
Hierzu zählen neben der mechanischen Energie die elektromagnetische
Strahlung sowie Wärme. Im Gegensatz zu stoffgebundenen Energieströ-
men ist für ihre Bilanzierung die Einführung eines Referenzzustands nicht
notwendig. Jedoch geht im Fall von Wärme ihre Übertragung mit einer
merklichen Entwertung der Energie einher, sodass bei der Festlegung der
Bilanzgrenze entschieden werden muss, welchem angrenzenden Bilanz-
raum die auftretenden Exergieverluste zuzuschlagen sind.
Elektrische Energie: Als elektrische Energie wird hier die leitungsgebun-
dene elektromagnetische Strahlung bezeichnet. In industriellen Energiesy-
stemen wird elektrische Energie in der Regel als Wechselstrom übertragen.
Dabei wird die Betrachtung des elektrischen Energieflusses auf die übertra-
gene Wirkleistung beschränkt. Die im Zeitintervall τ∆ über eine Bilanzgren-
ze übertragene Arbeit ist
Eel = Wel = Pel τ∆ (3.8)
wobei die übertragene Exergie der Energie entspricht:
Eex,el = Wel (3.9)
Wärme: Wärme ist Prozessenergie, die allein aufgrund des Temperatur-
unterschiedes zwischen zwei direkt miteinander in Kontakt stehenden Sys-
temen übertragen wird [69]. Da die Wärmeübertragung nicht mit einer Stof-
fübertragung einhergeht, wird sie häufig für den Energietransfer zwischen
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stofflich zu trennenden Systemen eingesetzt. Aus Sicht der Anwendung
ist zwischen der Wärmeübertragung zum Zweck der Erhitzung und zum
Zweck der Wärmeabfuhr, also zur Kühlung zu unterscheiden. Im zweiten
Fall wird zur Verdeutlichung des Einsatzzwecks im Folgenden von Kälte
(Qk) gesprochen. Die im Zeitintervall τ∆ über eine Bilanzgrenze übertrage-
ne Energiemenge ist
EQ = Q˙ τ∆, (3.10)
wobei die übertragene Exergie mit Hilfe des Carnot-Faktors bestimmt wer-
den kann.
Eex,Q = Q˙
(
1− TU (τ)
Tm(τ)
)
τ∆ (3.11)
Die infolge der Wärmeübertragung über die Bilanzgrenze entstandenen
Exergieverluste werden hier grundsätzlich dem liefernden System zuge-
schlagen. Dies ist im Fall einer Wärmeanwendung das Wärme abgeben-
de, im Fall einer Kälteanwendung das Wärme aufnehmende System. Tm
ist dementsprechend die thermodynamische Mitteltemperatur der Wärme-
übertragung auf der belieferten Seite.
3.3.4.2 Stoffgebundene Energieströme
Zahlreiche in industriellen Energiesystemen vorkommende Energieströme
sind an den Transport von Stoffen gebunden. Neben Wärmeträgermedi-
en wie Wasser, Wasserdampf oder Thermoöl zählen auch Brennstoffe zu
den stoffgebundenen Energieströmen. Als Maß für die mit einem Stoffstrom
übertragenen Energie kann die spezifische Totalenthalpie
hT = u+ pv + ea (3.12)
herangezogen werden, wobei die äußeren Energien ea in den hier betrach-
teten Zusammenhängen vernachlässigt werden können. Zur Quantifizie-
rung der spezifischen inneren Energie u ist neben der thermischen Energie
ggf. auch chemisch gebundene Energie zu berücksichtigen.
Da für die verschiedenen Stoffströme unterschiedliche Beschreibungs-
formen ihrer Eigenschaften und ihres Zustands geeignet sind, werden in
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TOP-Energy die Typen flüssige Wärmeträger, Wasserdampf, Brennstoffe,
Luft und Abgas unterschieden. Zur Erfassung der durch einen Stoffstrom
über eine Bilanzgrenze übertragenen Enthalpie ist die Einführung eines Re-
ferenzzustands notwendig. Da in den betrachteten energietechnischen Pro-
zessen chemische Reaktionen und Stoffübergänge zwischen den verschie-
denen Stoffstromtypen stattfinden, ist es sinnvoll, für alle Typen einen ein-
heitlichen Referenzzustand festzulegen. Gängige Referenzzustände sind
der Normzustand (TN = 273, 15 K, pN = 101, 325 kPa) sowie der Stan-
dardzustand (T0 = 278, 15 K, p0 = 100 kPa). Der Normzustand bietet
den Vorteil, dass durch die vergleichsweise niedrige Referenztemperatur
die meisten Enthalpien positive Werte annehmen und so für den Anwen-
der besser zu handhaben sind. Darüber hinaus ist der Normzustand in der
Energiewirtschaft gebräuchlich und wird für zahlreiche Berechnungen und
Angaben eingesetzt. Nachteil der Wahl des Normzustandes als allgemei-
nen Referenzzustand ist jedoch die Notwendigkeit, zur Bestimmung der
Enthalpie von Brennstoffströmen die Heizwerte auf die veränderte Refe-
renztemperatur umrechnen zu müssen. Da diese Umrechnung jedoch auto-
matisiert durchgeführt werden kann, wird für TOP-Energy der Normzustand
als allgemeiner Referenzzustand gewählt.
Für einen Stoffstrom kann die im Zeitintervall τ∆ transportierte Energie
also zu
EH = m˙(h− h(Tref , pref ))τ∆ (3.13)
bestimmt werden. Bei der Berechnung der thermomechanischen Exergie
eines Stoffstroms
Eex = m˙[h− hU − TU (s− sU )]τ∆. (3.14)
hebt sich der Referenzzustand heraus und wird durch den Umgebungs-
zustand ersetzt. Die Werte der spezifischen Enthalpie bzw. Entropie sind
abhängig vom Stoffmodell des Stromes zu bestimmen.
Flüssige Wärmeträger: Flüssige Wärmeträger werden in Energiesyste-
men zum Transport thermischer Energie eingesetzt. Neben Wasser kom-
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men dazu auch Thermoöle und Frostschutzlösungen zum Einsatz. Die an
das Medium übertrageneWärme wird in Form von sensibler Wärme gespei-
chert, transportiert und an anderer Stelle durch Wärmeübertragung wieder
abgegeben. Gegenüber der transportierten sensiblen Wärme sind Ände-
rungen der Enthalpie infolge von Druckänderungen in Einbauten, Leitungen
und Pumpen aufgrund des inkompressiblen Verhaltens des Mediums und
der mäßigen Druckunterschiede in typischen Systemen vernachlässigbar.
Soweit der Wärmeträger als ideale Flüssigkeit beschrieben werden kann,
ist die im Zeitintervall τ∆ transportierte Energie
E˙H = m˙
(∫ T
Tref
cifdT + vif (p− pref )
)
τ∆ ≈ m˙
∫ T
Tref
cifdTτ∆. (3.15)
Die thermomechanische Exergie des Wärmeträgers kann durch
E˙ex = m˙
(∫ T
TU
cif dT − TU
∫ T
TU
cif
T
dT
)
τ∆ (3.16)
Kann für den Wärmeträger, wie z.B. für Wasser, eine konstante Wärmeka-
pazität angenommen werden, so ergibt sich
EH = m˙ (cif (T − Tref ) + vif (p− pref )) τ∆ ≈ m˙ cif (T −Tref )τ∆ (3.17)
bzw.
Eex = m˙ cif
(
(T − TU )− TU ln T
TU
)
τ∆. (3.18)
Dampf: Zur Wärmeversorgung mit Temperaturen oberhalb von 100◦C
wird häufig Wasserdampf eingesetzt. In vielen Fällen geht dabei aufgrund
der Prozessführung ein Teil des eingesetzten Dampfes verloren, sodass
der Kondensatrücklauf kleiner als der gelieferte Frischdampfstrom ist. Unter
Verwendung einer entsprechenden Stoffwerteformulierung [34] zur Bestim-
mung der spezifischen Enthalpie und Entropie kann die mit einem Dampf-
strom transferierten Energie bzw. Exergie aus den Gleichungen 3.13 und
3.14 berechnet werden.
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Brennstoffe: Eine bedeutende Form der in industriellen Energiesyste-
men eingesetzten Endenergien stellen Brennstoffe dar. Im Gegensatz zu
Wärmeträgermedien steht hier die chemisch gebundene Energie im Vor-
dergrund während die thermischen Energie in vielen Fällen vernachlässigt
werden kann. Bei gasförmigen Brennstoffen kann jedoch ggf. das Druckni-
veau der Versorgungsleitung eine Rolle spielen, wenn eine Verdichtung des
Brenngases z.B. für den Einsatz in Gasturbinen notwendig ist oder dessen
Druckenergie durch Entspannung genutzt werden kann. Zur Berechnung
der bei Verbrennungsvorgängen entstehenden Emissionen sowie zur Be-
stimmung des auf den allgemeinen Referenzzustand bezogenen Heizwer-
tes nach
Hu,ref = −∆hR(Tref )
= Hu + hBr(Tref )− hBr(T0) + l(hl(Tref )− hl(T0))
+ v(hv(Tref )− hv(T0)) (3.19)
sind über den Heizwert hinaus Informationen zur Zusammensetzung des
Brennstoffes notwendig.
Luft und Verbrennungsgase: Umgebungsluft wird in Energieversor-
gungssystemen in zahlreichen Prozessen, z.B. der Verbrennung, Klima-
tisierung, der Erzeugung von Druckluft sowie zur Abfuhr von Fortwärme,
eingesetzt. Die dabei entstehende Abluft bzw. Verbrennungsgase werden
unter Umständen mit erheblicher Restwärme in die Umgebung entlassen.
Aufgrund des mäßigen Druckniveaus können diese Strömen als ideale
Gase betrachtet werden. Funktionen zur Bestimmung der Wärmekapazi-
tät bei konstantem Druck sowie der Reinstoffentropien für die typischen
Komponenten wurden [70] entnommen. Die Bildungsenthalpien der ein-
zelnen Gemischkomponenten müssen bei der Berechnung der Enthalpie-
werte nicht einbezogen werden, da außer der Verbrennung keine chemi-
schen Reaktionen betrachtet werden. Dort jedoch ist die Enthalpiedifferenz
aufgrund der unterschiedlichen Bildungsenthalpien von Edukten und Pro-
dukten durch die Verwendung des Heizwertes bereits berücksichtigt. Damit
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können Enthalpie- bzw. Exergie von Luft und Verbrennungsgasen unter der
Annahme eines idealen Gasgemischs durch
EH = n˙
(∑
i
∫ T
Tref
cigp,idT
)
τ∆ (3.20)
Eex = n˙
(∑
i
∫ T
TU
cigp,idT −
∑
i
(sig0i(T, p)− sig0i(TU , pU ))
)
τ∆ (3.21)
bestimmt werden.
3.3.4.3 Berücksichtigung von Speichern
Für eine konsistente Bilanzierung eines Energiesystems über einen gege-
benen Betrachtungszeitraum sind neben den die Bilanzgrenzen übertreten-
den Ströme auch die Anfangs- und Endzustände von Speichern zu berück-
sichtigen. Eine Möglichkeit, die Bewertung solcher Differenzen zwischen
Speicherzuständen zu vermeiden, ist es, den Anfangszustand ggf. durch
wiederholte Berechnung des Systems so zu wählen, dass er mit dem End-
zustand übereinstimmt [10].
Kapitel 4: Modul zur Simulation von
Energieversorgungssystemen
4.1 Einleitung
Neben der Verringerung des Energiebedarfs der Produktionsprozesse und
der Infrastruktur (Heizung, Lüftung, Klima, Beleuchtung) bietet die Effizi-
enzsteigerung Umwandlung der am Markt bezogenen Endenergien in die
in den Prozessen eingesetzten Nutzenergien erhebliche Einsparpotenzia-
le. Allerdings unterliegt der Bedarf an den verschiedenen Medien wie z.
B. Dampf, Druckluft, Heiß- und Kaltwasser in der Regel starken zeitlichen
Schwankungen, sodass die Güte eines Energieversorgungssystems ohne
die Berücksichtigung zeitlich veränderlicher Größen, des Teillastverhaltens
der eingesetzten Komponenten, sowie der verwendeten Regelstrategien
nicht quantitativ bestimmt werden kann. Wegen der Vielzahl der dazu zu
bestimmenden Systemzustände kann eine solche Berechnung nur in einfa-
chen Fällen von Hand vorgenommen werden; in der Regel ist dies nur durch
eine computergestützte Simulation möglich. Ein solches Programm zur Si-
mulation von Energieversorgungssystemen wird im Folgenden vorgestellt.
Es wurde als Modul des in Kapitel 3 beschriebenen Frameworks umgesetzt
stellt damit ein Beispiel für die Umsetzung von Programmen zur Lösung
komplexer fachlicher Aufgaben auf Basis des TOP-Energy-Frameworks dar.
Der hier vorgestellte Ansatz zum Aufbau eines Simulators zur energe-
tischen und wirtschaftlichen Bewertung von Energieversorgungssystemen
basiert auf einem Satz von Anforderungen, welche aus vorangegangenen
Untersuchungen [2] sowie aus Diskussionen mit Praktikern abgeleitet wur-
den. Diese lassen sich wie folgt zusammenfassen:
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• Aus dem vom Benutzer zusammengestellten Modell des Energiever-
sorgungssystems und den vorgegebenen Randbedingungen soll der
Simulator die wesentlichen zu erwartenden ökonomischen, energeti-
schen und ökologischen Betriebsergebnisse berechnen. Die Ergeb-
nisse sollen sowohl für das gesamte Energieversorgungssystem als
auch für die einzelnen eingebundenen Komponenten ermittelt und
dargestellt werden.
• Zur Ermittlung der zu erwartenden Betriebsergebnisse eines Energie-
versorgungssystems ist das Verhalten des Systems unter den gege-
benen, zeitlich variablen Randbedingungen innerhalb der angestreb-
ten Modellgenauigkeit zu bestimmen. Während sich die Struktur der
zu betrachtenden Systeme in der Regel von Fall zu Fall unterscheidet
und sich eine strukturtreue Modellierung [61] durch die Übertragung
gängiger Schaltpläne [15] auf ein entsprechendes Netzwerkmodell
ergibt, stellt die Mehrzahl der abzubildenden Komponenten häufig
verwendete Elemente der Querschnittstechnik dar. Insbesondere las-
sen sich viele dieser Komponenten in Gruppen strukturell identischer
Modelle zusammenfassen, deren Elemente sich lediglich in den Zah-
lenwerten der Auslegungsparameter unterscheidet. Jedoch kann die
Menge der benötigten Komponenten nicht als vollständig bekannt an-
genommen werden: Sowohl zur Berücksichtigung technischer Neu-
entwicklungen als auch zur Abbildung von Sonderanfertigungen und
besonderer Randbedingungen soll die Menge der bestehenden Mo-
dellkomponenten jederzeit ohne Eingriffe in den eigentlichen Simu-
lator erweiterbar sein. Die inneren Wirkungsstrukturen eines Modells
müssen also mit Hilfe einer Modellbeschreibungssprache formuliert
und die Modellbibliothek durch neue Komponenten erweitert werden
können. Zur Abbildung der realen Systemkomponenten reicht eine
verhaltenstreue Modellierung [61] aus. Dabei können sowohl physi-
kalisch motivierte Ansätze als auch reine Kennlinienmodelle Verwen-
dung finden. Neben energietechnischen Zusammenhängen müssen
auch energiewirtschaftliche Aspekte (z.B. Energiebezugstarife) ab-
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bildbar sein.
• Zur Abbildung der verschiedenen Stoff-, Energie- und Informati-
onsflüsse zwischen den Komponenten eines Energieversorgungssy-
stems werden diese Flüsse kategorisiert und jeweils einem Netztyp
zugeordnet. Die Zahl der abzubildenden Netztypen ist begrenzt und
ihre Eigenschaften sind stabil, sodass die Kodierung der Netzmodelle
im Simulator zulässig ist.
• Während der Konzeptentwicklung liegen häufig keine genauen In-
formationen über die Mess-, Steuer- und Regelungstechnik (MSR-
Technik) vor: Insbesondere bei neu zu planenden bzw. strukturell
zu verändernden Systemen erfolgt die Auslegung bzw. Anpassung
der MSR-Technik zeitlich nach der Erstellung des Strukturkonzeptes.
Hinzu kommt, dass nicht alle steuernden Eingriffe in Energieversor-
gungssystemen durch die MSR-Technik erfolgen. Hierzu zählen ins-
besondere Eingriffe durch das Betriebspersonal. Häufig sind gerade
hier die zu treffenden Entscheidungen offensichtlich, jedoch nicht oh-
ne weiteres für den allgemeinen Fall im Modell zu formulieren.
Im Rahmen der hier angestrebten Detailtiefe muss aber eine Mo-
dellierung der Systemsteuerung in so weit erfolgen, dass zwischen
dem Einsatz konkurrierender Versorgungsoptionen entschieden wer-
den kann. Mathematisch führt das Fehlen eindeutiger Steuerungsre-
geln zu unterbestimmten Systemen, die eine Vielzahl gültiger Lösun-
gen ermöglichen.
• Darüber hinaus ist es sinnvoll, die Qualität einer in Betracht gezo-
genen Versorgungsstruktur ohne den Einfluss von Steuerungsregeln
beurteilen zu können. Dies kann durch die Bestimmung des optima-
len Betriebszustands für jeden Zeitpunkt im Betrachtungszeitraum
erfolgen, was einer Einsatzoptimierung der Umwandlungsanlagen
gleichkommt. Durch Hinzufügen zusätzlicher Restriktionen zum vor-
handenen Systemmodell können anschließend die Auswirkungen der
vorgesehenen Steuerungsstrategien bewertet werden.
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Der zur Simulation verwendete Algorithmus soll also gegenüber un-
terbestimmten Systemen „tolerant“ sein. In Fall eines unterbestimm-
ten Systems soll der kostenoptimale Betriebspunkt im Lösungsraum
gewählt werden. Dieses Vorgehen entspricht im Wesentlichen ei-
ner Einsatzoptimierung der im Systemmodell vorhandenen Umwand-
lungskomponenten. Die Modellbeschreibungssprache muss die For-
mulierung von Steuerungsregeln erlauben, sodass der Lösungsraum
für unterbestimmte Systeme durch entsprechende Restriktionen ein-
geschränkt werden kann.
• Da die energetische Effizienz einiger Umwandlungskomponenten
stark von den Temperaturen der eintretenden Medien abhängt (z.B.
Kältemaschinen, Wärmepumpen und Brennwertkessel), sollen die
Temperaturen der Transportmedien in die Optimierung einbezogen
werden können. Ebenso soll es möglich sein, die Druckverluste
und zu ihrem Ausgleich benötigten Pumpleistungen in ausgedehnten
Wärmenetzen mit Hilfe der Simulation abschätzen zu können. Die in-
tensiven Zustandsgrößen der Wärmeträgermedien können also nicht
in allen Fällen als konstant angenommen werden.
• Die zur Simulation verwendeten numerischen Verfahren müssen ro-
bust sein. Gerade bei nichtlinearen Optimierungsverfahren ergibt sich
häufig das Problem, dass diese in ihrer Konvergenz sehr sensibel
auf Änderungen der Systemstruktur reagieren. Da das Simulations-
system insbesondere zur Untersuchung von Strukturvarianten dienen
soll, ist eine Anpassung der Numerik auf bestimmte Strukturen nicht
möglich. Die Forderung nach einem robusten Lösungsverfahren hat
gegenüber der allgemeinen Forderung nach kurzen Rechenzeiten
Priorität.
• Die zeitliche Auflösung der Simulation wird wesentlich durch die ver-
fügbaren Daten bestimmt. In der Regel liegen die benötigten Last-
profile bestenfalls als Zeitreihen von Stundenmittelwerten vor. Allen-
falls der Gesamtstrombedarf eines Betriebes ist häufig aufgrund der
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verfügbaren Zählerdaten der Energieversorger in Viertelstundeninter-
vallen bekannt. Damit reicht auch für die Simulation eine Schrittweite
im Stundenbereich aus. Voraussetzung ist allerdings, dass die ver-
wendeten Modelle von Energiewandlern im unteren Teillastbereich,
in dem der Betrieb unter Umständen nur durch häufiges Takten mög-
lich ist, entsprechend angepasst werden, sodass die mehrfach pro
Zeitschritt stattfindenden Ein- und Ausschaltvorgänge durch entspre-
chende Nutzungsgrade korrekt wiedergegeben werden.
• Die wesentlichen Fehler bei der Modellierung sind in der begrenzten
Verfügbarkeit der Eingabedaten zu suchen. Sie sind im Wesentlichen
auf zwei Quellen zurückzuführen:
1. Die für die Modellparametrierung verfügbaren Daten beschrän-
ken sich in der Regel auf den Umfang typischer technischer Da-
tenblätter. Damit ist die Detaillierungstiefe der Modelle auf die
wesentlichen Energie- und ggf. Massenbilanzen, unter Berück-
sichtigung verfügbarer Teillastkennlinien beschränkt.
2. Zur Abbildung des Energiebedarfs werden in der Regel Last-
profile herangezogen, welche aus historischen Messdaten er-
stellt wurden bzw. auf Prognosen beruhen. Die damit verbun-
dene Unsicherheit lässt sich nur im Einzelfall beurteilen, es ist
aber nicht zu erwarten, dass die prognostizierten Daten exakt
mit den tatsächlichen Werten übereinstimmen werden.
Die durch diese Unsicherheiten entstehenden Modellfehler sind
schwer zu abzuschätzen, sie dürften jedoch bei sorgfältiger Model-
lierung nicht über 5 % liegen. Fehler des Simulationsprogramms, die
durch Linearisierungen, Rundungen und Abweichungen vom globa-
len Optimum bei der Einsatzoptimierung entstehen, sollten etwa eine
Größenordnung unter den Modellfehlern liegen.
Die Kernaufgabe des Simulators besteht also darin, für gegebene äu-
ßere Randbedingungen (Energiebedarf der Verbraucher, Wetter, Verfüg-
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barkeit von Energiequellen, etc.) den jeweiligen Betriebszustand des Ener-
gieversorgungssystems zu berechnen. Soweit die Randbedingungen durch
verschiedene Betriebszustände erfüllt werden, ist der jeweils kostenopti-
male zu ermitteln. Da insbesondere der Energiebedarf in der Regel zeitli-
chen Schwankungen unterliegt, ist das Betriebsverhalten des Energiever-
sorgungssystems über eine typische Betriebsperiode (z.B. ein Jahr) zu er-
mitteln. Dabei werden sich mit der Zeit kontinuierlich verändernde Werte
vereinfachend durch eine diskrete Folge von Mittelwerten über Zeitintervalle
konstanter Größe angenähert. Über diese Kernaufgabe hinaus übernimmt
der Simulator Vorabberechnungen von Modellparametern aus Benutzeran-
gaben sowie die Auswertung der Simulation, d.h. die Berechnung jährlich
Summen- und Durchschnittswerte aus den Ergebnissen der einzelnen Zeit-
schritte.
Der Ansatz, das Verhalten eines Energieversorgungssystems auch oh-
ne vollständige Beschreibung der Anlagensteuerung berechnen zu können,
führt – wie bereits angedeutet – zwangsläufig zum Einsatz eines Opti-
mierungsverfahrens. Um die resultierenden Optimierungsprobleme auf ei-
ne handhabbare Größe zu begrenzen, kann das Problem jedoch nicht für
den betrachteten Gesamtzeitraum aufgestellt, sondern muss für jeden ein-
zelnen Zeitschritt formuliert und nacheinander gelöst werden. Neben Opti-
mierungsvariablen und Konstanten treten damit auch Größen auf, die zwar
hinsichtlich der Optimierung konstant sind, jedoch zeitlichen Änderungen
unterliegen und ggf. vor bzw. nach der Optimierungsrechnung eines Zeit-
schritts neu berechnet werden müssen. Dies trifft z.B. sowohl für zeitlich
veränderliche Eingabegrößen wie den Heizenergiebedarf eines Gebäudes
als auch für Ausgabegrößen wie den jährlichen Energiebezug zu, die in
der Regel durch Aufsummieren oder Durchschnittsbildung über aller be-
trachteten Zeitschritte berechnet werden. Diese Schritte erfordern den Ein-
satz zusätzlicher Rechenverfahren, die über die Modellbeschreibungsspra-
che zugänglich gemacht und deren Ein- und Ausgabedaten mit denen der
Optimierungsrechnung koordiniert werden müssen (vgl. Abschnitte 4.4 und
4.5). Diese Koordination erfolgt über eine Symboltabelle, welche während
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des gesamten Simulationsvorgangs die jeweils aktuellen Variablenwerte
aus den einzelnen Rechenverfahren übernimmt.
Da der Simulator als Modul in das TOP-Energy-Framework integriert
wird, ergeben sich für seinen Entwurf Konsequenzen hinsichtlich seiner
Schnittstellen sowie der Form der Modellbeschreibung. Die Umsetzung
des Simulators als Modulkomponente erfordert neben der Implementie-
rung einer Kommandoschnittstelle die Beschreibung der Moduldaten und
Ihrer Darstellung in der Benutzerschnittstelle in Form einer Modulkompo-
nentenvorlage. Damit kann ein Simulationsvorgang einschließlich der da-
zugehörigen Simulationsrandbedingungen und der Simulationsergebnisse
als Objekt in ein Projekt eingefügt, verwaltet und gespeichert werden (vgl.
Abschnitt 4.2). Darüber hinaus wird durch die Möglichkeit, Modellkompo-
nenten durch Netze (vgl. Abschnitt 3.2.1), welche Stoff- und Energieflüsse
repräsentieren, zu Systemen zu verbinden, bereits die Beschreibung der
Systemstruktur durch das Datenmodell des Frameworks abgedeckt, da die
verbindenden Netze durch den Simulator während der Modellkompilation
in Gleichungen bzw. Constraints umgesetzt werden können. Die simulator-
spezifische Modellbeschreibungssprache EML kann sich damit auf die Be-
schreibung der inneren Wirkungszusammenhänge der Modellkomponen-
ten beschränken kann (vgl. Abschnitt 4.5).
Die Abfolge der wesentlichen Schritte eines Simulationslaufs ist in Ab-
bildung 4.1 dargestellt. Nach dem Aufruf der Initialisierung des Simu-
lators übernimmt dieser das Modell des zu berechnenden Energiever-
sorgungssystems vom Framework. Bei der anschließenden Übersetzung
wird das TOM-konforme Modell zunächst in eine vereinfachte interne Dar-
stellung überführt. Anschließend wird die Systemstruktur sowie die EML-
Modellbeschreibungen der einzelnen Modellkomponenten in ausführbare
Algorithmen, Modellgleichungen bzw. Constraints und Zielfunktionsbeiträge
des Optimierungsproblems übersetzt. In einem nächsten Schritt werden die
in der Modellbeschreibung der Modellkomponenten enthaltenen Anweisun-
gen zur Initialisierung ausgeführt. Anschließend wird für jeden Zeitschritt
des Simulationszeitraums der optimale Systemzustand ermittelt. Vor jeder
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Abbildung 4.1: Vereinfachte Darstellung des Ablaufs einer Simulationsrechnung
Optimierungsrechnung werden dazu die zeitlich veränderlichen Randbe-
dingungen neu berechnet, während im Anschluss Anweisungen zur Aus-
wertung des Ergebnisses der Optimierungsrechnung ausgeführt werden.
Nach der Abarbeitung aller Zeitschritte findet die in den Modellbeschrei-
bungen der Komponenten definierte abschließende Auswertung sowie das
Speichern der Ergebniswerte statt. Abschließend wird das mit den Ergeb-
nissen aktualisierte Systemmodell an das Framework zurückgegeben. Die
hier angerissenen Verfahren und Arbeitsschritte des Simulators werden in
den folgenden Abschnitten formal hergeleitet bzw. näher beschrieben.
4.2 Integration des Simulationsmoduls in das Frame-
work
TOP-Energy stellt durch sein Datenmodell, verschiedene Editoren, Dialog-
und Reportgeneratoren sowie entsprechende Programmierschnittstellen
Dienste bereit, die es ermöglichen, die Entwicklungsarbeit für ein Modul auf
Entwurf und Umsetzung der fachlichen Inhalte und Berechnungsverfahren
zu beschränken. Am Beispiel des Simulationsmoduls soll die Integration
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eines Moduls in das Framework kurz umrissen werden.
Die Repräsentation der Simulation eines Energieversorgungssystems
übernimmt in TOP-Energy die Simulator-Modulkomponente eSim, welche
beim Anlegen einer neuen Simulation aus einer entsprechenden Kompo-
nentenvorlage erzeugt wird und in die Baumstruktur des Projektes einge-
fügt wird (vgl. Baumdarstellung in Abbildung im Anhang A.4). Neben der
Komponentenvorlage enthält das Modul eine ausführbare Datei, welche im
Wesentlichen das Kommando „Simulation ausführen“ bereitstellt1. Zusätz-
liche Bestandteile des Moduls sind Konfigurationsdateien, welche z.B. ein
simulatorspezifisches Befehlsmenu definieren und die ausführbaren Kom-
mandos des Simulators im Framework registrieren.
Bei dem Entwurf von TOP-Energy wurde der Ansatz verfolgt, Modell-
komponenten der Bearbeitung durch verschiedene Module zugänglich zu
machen. Dies erfolgt im Wesentlichen durch die Verwendung eines Netz-
werkmodells, das die Bilanzgrenze der Modellkomponente überschreiten-
den Energie- und Stoffströme allgemein beschreibt, sowie durch einen Satz
von Attributen, welcher die Eigenschaften – z.B. Auslegungsgrößen und
Leistungsgrenzen – der Modellkomponente spezifiziert. Da zur Identifika-
tion dieser Attribute global gültige Bezeichner verwendet werden (vgl. Pri-
mitive in Abschnitt 3.2.1), sind diese Informationen durch beliebige Module
grundsätzlich interpretierbar. Darüber hinaus ist es aber in der Regel not-
wendig, eine Modellkomponente für die Module, die sie verarbeiten sollen,
explizit vorzubereiten. Im Fall des hier vorgestellten Simulators besteht die-
se modulspezifische Anpassung darin, dass jede im Simulator verarbeitba-
re Modellkomponente ein Attribut mit der Modellbeschreibung in EML (vgl.
Abschnitt 4.5) besitzen muss.
Wird in TOP-Energy ein System modelliert, so geschieht dies durch
die Zusammenstellung von Modellkomponenten und deren Verknüpfung
1Aus praktischen Erwägungen ruft das Modulkommando das eigentliche Simulationspro-
gramm als externen Prozess auf und übergibt das zu bearbeitende Simulationsmodell als Da-
tei. Nach Beendigung der Simulation liest das Modulkommando das durch die Ergebnisdaten
ergänzte Modell wieder ein und aktualisiert das im Framework gehaltene Modell.
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durch Netze in einer Flussschemakomponente (vgl. Abschnitt 3.2.1), wel-
che unterhalb der Simulator-Modulkomponente erstellt wird. Zur grafischen
Erzeugung des Systemmodells stellt das Framework einen Flussschema-
editor bereit (vgl. Abbildung 5.3). In Analogie zu den Modellkomponen-
ten enthält die Flussschemakomponente die Simulationsrandbedingungen
(die Experimentbeschreibung) als modulspezifische Attribute. Damit enthält
die Flussschemakomponente ein vollständiges Simulationsmodell, welches
durch den Simulator bearbeitet werden kann.
4.3 Modellierungsansatz
Anhand eines einfachen Beispielsystems soll zunächst der in eSim verwen-
dete Ansatz zur Modellierung von Energieversorgungssystemen erläutert
werden. Anschließend wird das daraus resultierende Optimierungsproblem
in verallgemeinerter Form abgeleitet. Zwar sind in der Regel deutlich kom-
plexere Systeme zu betrachten, zur Ableitung der Form des resultierenden
Optimierungsproblems reicht das hier vorgestellte Beispiel jedoch aus.
4.3.1 Beispiel
Gegeben sei das in Abbildung 4.2 dargestellte Energieversorgungssystem.
Es besteht aus einem Wärmeabnehmer (V), dessen Wärmebedarf über ein
mit Wasser betriebenem Heiznetz durch einen Kessel (K) sowie eine Kom-
pressionswärmepumpe (WP) gedeckt wird. Die Wärmepumpe koppelt Um-
gebungswärme Q˙S über einen Solekreislauf (S) in das System ein. Kessel
und Wärmepumpe sind parallel geschaltet und können unabhängig vonein-
ander betrieben werden. Das Heizwasser wird durch eine Pumpe umge-
wälzt.
Ziel ist es nun, den Wärmebedarf Q˙V unter gegebenen Randbedingun-
gen durch die parallel geschalteten Komponenten Kessel und Wärmepum-
pe kostenoptimal zu decken. Dabei soll von gegebenen Auslegungsgrößen
der Komponenten ausgegangen werden. Es handelt sich also um eine Ein-
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Abbildung 4.2: Einfaches Modellsystem zur Versorgung eines Wärmebedarfs durch
parallel geschaltete Kessel und Wärmepumpe
satzoptimierung unter Berücksichtigung der in ihren jeweiligen Grenzen va-
riablen Betriebsparameter.
Da die Leistungszahl εWP = Q˙WPPWP der Wärmepumpe stark von den ge-
gebenen bzw. geforderten Temperaturen abhängt, gehen diese als Rand-
bedingungen in die Optimierung ein. Dies sind insbesondere die durch den
Wärmeabnehmer geforderten Mindesttemperaturen für Vor- und Rücklauf
TV 1,min und TV 2,min sowie die Vorlauftemperatur des Solekreislaufes TS1.
Letztere kann hier bezüglich der Optimierung konstant angesehen werden,
in komplexeren System kann diese jedoch von dem Betriebszustand ande-
rer Subsysteme abhängig sein.
Als in die Zielfunktion eingehende Kosten sollen die Verbrauchskosten
für den in der Wärmepumpe eingesetzten elektrischen Strom PWP und den
im Kessel benötigten Brennstoff (m˙BHu)K betrachtet werden. Zu minimie-
ren sind die variablen Kosten Kvar des Energieversorgungssystems, also
die Funktion
Kvar = kBr(m˙BHu)K ∗ τ∆ + kel ∗ Pel ∗ τ∆ (4.1)
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Hierin sind kBr und kel die spezifischen Kosten der eingesetzten End-
energien, m˙Br der Brennstoffmassenstrom, Pel die benötigte elektrische
Leistung und τ∆ die Länge des betrachteten Zeitraums, in dem alle Grö-
ßen des Systems als im zeitlichen Verlauf konstant angenommen werden
können. Zur Bestimmung des Zielfunktionswertes sowie der Begrenzungen
des Lösungsraums (Constraints) werden die Energie- und Entropiebilanzen
des Systems herangezogen.
Die Energiebilanz für den Heizkreislauf lautet
Q˙K + Q˙WP + Q˙V = 0. (4.2)
Die im Kessel benötigte Brennstoffmenge m˙Br wird in der Regel über eine
Kennlinie
m˙BHu = f(Q˙K) (4.3)
in Abhängigkeit der vom Kessel abgegebenen Nutzwärme Q˙K abgebildet,
häufig reicht jedoch ein linearer Zusammenhang aus. Vorausgesetzt, dass
es sich nicht um einen Brennwertkessel handelt, ist der Wirkungsgrad des
Kessels von der Rücklauftemperatur nahezu unabhängig, eine Betrachtung
der Temperaturen ist also hier nicht notwendig. Allerdings erfordert eine
Modellierung typischer energietechnischer Anlagen ganzzahlige Zustands-
variablen, die z.B. den Betriebszustand (ein / aus) beschreiben. Das hier
beschriebene Optimierungsproblem enthält also ganzzahlige Anteile [41].
Für die Wärmepumpe ergibt sich die Energiebilanz zu
Q˙WP + Q˙S + PWP = 0. (4.4)
Die Güte des Prozesses kann durch die Leistungszahl εWP ausgedrückt
werden [39]. Diese ist eine Funktion der Temperaturen TWP1 und TS1 sowie
der Wärmeleistung Q˙WP [20]:
Q˙WP = εWPPWP (4.5)
εWP = f(TWP1 , TS1 , Q˙WP) (4.6)
Eine Abbildung dieses Zusammenhangs ist in einem linearen Modell nicht
ohne weiteres möglich, da die Einflüsse der in die Funktion eingehenden
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Variablen nicht superponierbar sind. Jedoch kann die Güte des Prozesses
über die Entropiebilanz beschrieben werden:
0 =
Q˙WP
Tm,WP
+
Q˙S
Tm,S
+∆S˙irr (4.7)
Hier treten die Einflüsse der einzelnen Größen als Terme einer Summe
auf. Soweit die einzelnen Terme selbst abgebildet werden können, ist die
Entropiebilanz also geeignet, den fehlenden Zusammenhang in Form einer
linearen Gleichung zu liefern.
Die Terme Q˙/Tm können für ideale Flüssigkeiten mit konstanter Wär-
mekapazität und geringe Druckverluste in Verdampfer und Kondensator je-
weils näherungsweise ausgedrückt werden durch
Q˙ = m˙ cif (T2 − T1) (4.8)
Tm =
T2 − T1
ln(T2/T1)
(4.9)
Q˙
Tm
= m˙ cif ln(T2/T1), (4.10)
wobei der Massenstrom m˙, die Temperatur des austretenden Stromes T2
und die Temperatur des eintretenden Stromes T1 als Variablen im Sinne
der Optimierung angesehen werden müssen. Der logarithmische Ausdruck
kann durch Einführung einer Referenztemperatur T0 sowie der Entwick-
lung um eine mittlere Betriebstemperatur T linearisiert werden, sodass sich
für die mit den Wärmeströmen Q˙WP und Q˙S verbundenen Entropieströme
schließlich ergibt:
Q˙
Tm
≈ m˙ cif
[
ln
(
T 2
T0
)
+
T2 − T 2
T 2
−
(
ln
(
T 1
T0
)
+
T1 − T 1
T 1
)]
= m˙ cif
[
ln
(
T 2
T 1
)
+
T2
T 2
− T1
T 1
]
(4.11)
Da die Differenzen (T − T ) klein sind gegenüber T , wird der Term Q˙/Tm
durch die Näherung gut wiedergegeben.
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Die Nichtidealitäten des realen Wärmepumpenprozesses können durch
Terme für∆S˙irr beschrieben werden. Für die Anpassung an reale Messda-
ten reicht in der Regel der Ansatz
∆S˙irr = c1 Q˙WP + c2 Q˙S (4.12)
mit den anpassbaren Parametern c1 und c2 aus [73]. Damit sind alle Terme
der Gl. 4.7 bestimmt.
Entsprechend dem oben beschriebenen Modell der Wärmepumpe müs-
sen die Temperaturen und Massenströme im Heizkreislauf nun ebenfalls
als Optimierungsvariable betrachtet werden. Die Abbildung der Heizkreis-
ströme als Enthalpieströme idealer Flüssigkeit liefert weitere Bilanzglei-
chungen mit Produkten der Optimierungsvariablen m˙ und T :
m˙V = m˙K + m˙WP
TK1 = TWP1 = TV2
0 = m˙K cif (TK2 − Tref )
+ m˙WP cif (TWP2 − Tref )
− m˙V cif (TV 1 − Tref )
Q˙K = m˙K cif (TK2 − TK1)
Q˙WP = m˙WP cif (TWP2 − TWP1)
Q˙V = m˙V cif (TV2 − TV1) (4.13)
Neben der vom Wärmeabnehmer geforderten Wärmeleistung Q˙V stellen
die durch die Komponenten geforderten bzw. festgelegten Temperaturen
dabei weitere Randbedingungen dar:
TV1 ≥ TV1,min
TV2 ≥ TV2,min
TK2 = TK2,N (4.14)
Ähnliche Zusammenhänge ergeben sich bei der Abbildung anderer Kom-
ponenten, deren Effizienz bzw. Effektivität stark temperaturabhängig ist.
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Dies sind neben den Wärmepumpen unter anderen Kältemaschinen, Wär-
meübertrager sowie Brennwertkessel. Darüber hinaus eignet sich der be-
schriebene Ansatz z.B. auch zur Abbildung von Dampfnetzen.
Für die Modellierung von Nah- und Fernwärmesystemen ist es außer-
dem wünschenswert, die benötigte Pumpleistung zum Umwälzen des Wär-
meträgermediums zu berücksichtigen. Dazu ist der Reibungsdruckverlust
∆pi über die durchströmten Komponenten (Rohre, Energiewandler, etc.)
nach
∆pi =
ξi
2ρifA2hyd,i
m˙2i (4.15)
mit ρif als der Dichte des Wassers, ξ als dimensionslosem Druckverlust-
koeffizient sowie Ahyd als der hydraulisch wirksamen Querschnittsfläche
zu berechnen [43]. Da alle weiteren Terme der Impulsbilanz (Speicherung,
Strömungsbeschleunigung, Dichteänderung und Schwerefeld) sich aufhe-
ben bzw. vernachlässigt werden können, ergibt sich für die durch die Um-
wälzpumpe aufzuholende Druckdifferenz:
∆pP +
∑
i
∆pi = 0 (4.16)
Diese kann schließlich zur Bestimmung der Pumpleistung
PP =
1
ηP
m˙ ∆pP
ρif
(4.17)
herangezogen werden. Die Quadrate der Massenströme m˙i sind konvex im
Sinne des Optimierungsproblems.
4.3.2 Resultierendes Optimierungsproblem
Aus der oben skizzierten Modellierung sowie weiteren Überlegungen zur
Abbildung von Dampfnetzen und weiterer Komponenten kann auf die Form
des allgemeinen Optimierungsproblems geschlossen werden. Dieses Pro-
blem ist während der Simulation für jeden Zeitschritt unter der Annahme
zu lösen, dass alle Größen, die keine Optimierungsvariablen darstellen, zu
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Beginn des Zeitschritts bekannt und alle Größen (bzw. bei integralen Grö-
ßen deren Ableitung ∂∂τ ) für die Dauer eines Zeitschritts konstant sind. Das
resultierende Optimierungsproblem lautet:
min cTx ; c ∈ R(n) (4.18)
mit
1
2
xTA(q)x+ a(q)Tx ≥ b(q); A(q) symmetrisch, q ∈ Q (4.19)
a(p)Tx ≥ b(p); p ∈ P (4.20)
xi ≥ 0 ∀ i ∈ F ∪B (4.21)
xi ∈ R ∀ i ∈ F (4.22)
xi ∈ Z ∀ i ∈ B (4.23)
F ∪B = {1, 2, ..., n}; F ∩B = ∅ (4.24)
Q ∪ P = {1, 2, ...,m}; Q ∩ P = ∅ (4.25)
a(k) ∈ R(n) ∀ k ∈ Q ∪ P
b(k) ∈ R ∀ k ∈ Q ∪ P
A(q) ∈ R(n,n)
Darin ist x der Vektor der insgesamt nOptimierungsvariablen, wobei xF die
reellen und xB die ganzzahligen Variablen beschreibt. A und a sind Koef-
fizientenmatrizen bzw. -vektoren der Constraints und b deren rechte Seite.
Eine Teilmenge Q der m Constraints enthält quadratische Anteile, die zum
Teil nichtkonvex sind. Wie oben beschrieben, werden die nichtlinearen Con-
straints durch die Produkte der Variablen m˙ und T (Energiebilanzen) sowie
die durch Quadrate von m˙ (Impulsbilanzen) in das Problem eingebracht.
Die Matrizen A(q) lassen sich in durch eine binomische Umformung [26]
der Produkte xixj unter Einführung jeweils einer neuen Variablen xˆk ge-
mäß
xˆk = xi + xj ; xixj =
1
2
(xˆk)2 − 12(xi)
2 − 1
2
(xj)2 (4.26)
in Diagonalmatrizen überführen. Jedoch ist auch dieses Problem nichtkon-
vex. Diese Problemklasse wird zur Abgrenzung gegenüber der Quadrati-
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schen Programmierung (QP) in der Literatur auch als „ All-Quadratic“bzw.
„Mixed Integer All-Quadratic“ (MIQQ) bezeichnet, MIQQ-Probleme sind im
Allgemeinen NP-Schwer [53, 44].
4.3.3 Lösung des Optimierungsproblems
Wesentliche Anforderung an das zu wählende Optimierungsverfahren ist
eine sichere Konvergenz bei beliebigen, durch den Anwender erstellten Mo-
dellstrukturen. Ein Nachteil ganzzahlig-nichtlinearer Optimierungsverfah-
ren besteht jedoch gerade darin, dass sie für einen erfolgreichen Einsatz
zunächst an das spezifische Problem angepasst werden müssen. Insbe-
sondere auf Variationen der Modellstruktur reagieren diese Verfahren oft
empfindlich. Verschiedene Autoren versuchen daher, das Problem auf ein
MILP-Problem zurückzuführen. Filter in [19] verwendet zur Modellierung
von Fernwärmeleitungen einen Ansatz, bei dem die Massenströme als dis-
krete Größen modelliert werden. Damit gelingt es, die Produkte him˙i in
einem MILP-Problem zu formulieren. Hackländer und Verstege in [26] da-
gegen linearisieren die quadratischen Anteile in Gl. 4.19 unter Zuhilfenah-
me der Gl. 4.26 stückweise. Da die quadratischen Constraints nichtkonvex
sind, muss die Linearisierung mit Hilfe der λ-Formulierung erfolgen [41]. Als
Nachteil dieses Verfahrens muss gelten, dass die Linearisierung Summen-
fehler in den Bilanzgleichungen zur Folge hat. Beiden Verfahren ist gemein,
dass sie eine große Zahl binärer Variablen einführen und zur der Lösung
entsprechend tiefe Branch-and-Bound-Bäume bearbeitet werden müssen.
4.3.3.1 Ansatz zur Lösung des quadratischen Optimierungsproblems
Der hier gewählte Ansatz verwendet eine Kombination aus gemischt
ganzzahlig-linearer Programmierung und evolutionsstrategischen Optimie-
rungsverfahren. Grundidee ist es, die für die quadratischen Anteile verant-
wortlichen Variablen bezüglich des in den Gln. 4.18 bis 4.25 beschriebenen
Optimierungsproblems konstant zu setzen und statt dessen einem evoluti-
onsstrategischen Optimierer als Genom zu übergeben, wobei die Lösung
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des verbliebenen gemischt ganzzahligen linearen Optimierungsproblems
zur Ermittlung seiner Zielfunktionswerte verwendet wird. Die Auswahl der
an das Genom zu übergebenden Variablen trifft der Modellierer bei der
Variablendeklaration mit Hilfe des Modifizierers quadratic (vgl. Abschnitt
4.5.2). Weitere Genomvariablen werden bei der Verarbeitung der die Mo-
dellkomponenten verknüpfenden Netze generiert (vgl. Abschnitt 4.7). Alle
Constraints, die ausschließlich als quadratic deklarierte Optimierungsva-
riablen enthalten, werden aus dem MILP-Problem entfernt und statt dessen
zur Generierung gültiger Individuen des evolutionsstrategischen Optimie-
rers verwendet.
4.3.3.2 Zerlegung des Optimierungsproblems
Zunächst sind die Optimierungsvariablen zu bestimmen, durch deren Kon-
stantsetzen das MIQQ-Problem in ein MILP-Problem überführt wird. Da
diese anschließend das Genom des Evolutionsstrategischen Optimierers
bilden, sollte es sich zur Minimierung der Rechenzeit um möglichst wenige
Variablen handeln. Aus dem in Abschnitt 4.3 beschriebenen Modellierungs-
ansatz lässt sich ableiten, dass es sich in Netzen flüssiger Wärmeträger
anbietet, hierfür die Massenströme auszuwählen: Die Zahl der Variablen ist
gegenüber denen der anderen Größen klein und ihr Vorkommen auf die
Modellgleichungen des Netzes beschränkt. Darüber hinaus sind dies die
einzigen Variablen, die in quadratischer Form auftreten (vgl. Gl. 4.15).
Die Menge der Optimierungsvariablen wird also in zwei Teilmengen zer-
legt: Alle Variablen, durch deren Konstantsetzen die quadratischen Anteile
des Problems verschwinden würden, werden fortan quadratische Variablen
genannt und deren Mengen F˜ und B˜ durch eine Tilde gekennzeichnet. Alle
übrigen Variablen werden lineare Variablen genannt und deren Mengen F¯
und B¯ durch einen Balken markiert.
Dementsprechend kann die Menge der Constraints in drei Teilmengen
zerlegt werden: Eine Menge P˜ , in denen nur lineare Ausdrücke der qua-
dratischen Variablen vorkommen, die Menge Q, deren Elemente Produkte
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aus linearen und quadratischen Variablen enthält, sowie eine Menge P¯ , in
welcher ausschließlich lineare Ausdrücke der linearen Variablen existieren.
Damit ergibt sich:
min cTx ; c ∈ R(n) (4.27)
mit
1
2
xTA(q)x+ a(q)Tx = b(q); A(q) symmetrisch, q ∈ Q (4.28)
A
(q)
ij = 0 ∀ i, j | i 3 F˜ ∪ B˜ ∧ j 3 F˜ ∪ B˜
(4.29)
a(p˜)Tx = b(p˜); a(p˜)i = b
(p˜)
i = 0 ∀ i 3 F˜ ∪ B˜, p˜ ∈ P˜
(4.30)
a(p¯)Tx = b(p¯); a(p¯)i = b
(p¯)
i = 0 ∀ i 3 F¯ ∪ B¯, p¯ ∈ P¯
(4.31)
mit F˜ ∪ F¯ = F ; B˜ ∪ B¯ = B; P˜ ∪ P¯ = P
xi ≥ 0 ∀ i ∈ F ∪B (4.32)
xi ∈ R∀ i ∈ F (4.33)
xi ∈ Z∀ i ∈ B (4.34)
F ∪B = {1, 2, ..., n}; F ∩B = ∅
Q ∪ P = {1, 2, ...,m}; Q ∩ P = ∅
a(k) ∈ R(n) ∀ k ∈ Q ∪ P
b(k) ∈ R ∀ k ∈ Q ∪ P
A(q) ∈ R(n,n)
Das Problem wird nun zerlegt, indem alle xi mit i ∈ F˜ ∪ B˜ als Ge-
nom an den evolutionsstrategischen Optimierer übergeben werden. Bei der
Generierung neuer Individuen durch den Optimierer müssen die linearen
Constraints P˜ eingehalten werden:
EP : min f(x˜) (4.35)
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unter der Randbedingung
a(p˜)T x˜ = b(p˜); x˜ ∈ R(n), p˜ ∈ P˜ (4.36)
x˜i ≥ 0 ∀ i ∈ F˜ ∪ B˜ (4.37)
x˜i = 0 ∀ i 3 F˜ ∪ B˜ (4.38)
Der Vektor x˜ entsteht durch Nullsetzen aller Zeilen i des Vektors x mit i 3
F˜ ∪ B˜ (Gl. 4.38). Die zu minimierende Zielfunktion f(x˜) wird durch das
verbliebene MILP-Problem definiert:
LP : f(x˜) = min cT x¯ (4.39)
mit
a¯(q)T x¯ = b(q); q ∈ Q (4.40)
a(p¯)T x¯ = b(p¯); p¯ ∈ P¯ (4.41)
x¯i ≥ 0 ∀ i ∈ F¯ ∪ B¯ (4.42)
x¯i = 0 ∀ i 3 F¯ ∪ B¯ (4.43)
a˜(q) ∈ R(n) ∀ q ∈ Q
Der Vektor x¯ entsteht durch Nullsetzen aller Zeilen i des Vektors x mit i 3
F¯ ∪ B¯ (Gl. 4.43), die Elemente des Vektors a¯(q) ergeben sich elementweise
aus
a¯
(q)
i = g
(q)
i (x˜) =
n∑
j=1
A
(q)
ij x˜j + a
(q)
i (4.44)
und müssen für jedes Individuum, d.h. für jeden MILP-Lauf neu berechnet
werden.
Dieses MILP-Problem ist in der Regel jedoch nur für wenige x˜ überhaupt
lösbar, da für viele gültige Massenstromkombinationen die Energiebilanzen
bzw. Temperaturgrenzen nicht erfüllbar sind. Um die Konvergenz des evo-
lutionsstrategischen Optimierers zu verbessern, müssen durch das MILP
für nicht gültige x˜ Informationen über die Nähe zu einer gültigen Lösung
zurückgeliefert werden. Dies geschieht durch Einführung zusätzlicher Va-
riablen yi mit
y = {y1, y2, . . . , yv}T (4.45)
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yi ≥ 0 ∀ i ∈ V (4.46)
V = {1, 2, . . . , v} (4.47)
Diese werden mit Hilfe der Modellbeschreibungssprache (vgl. Abschnitt
4.5.2) gezielt in die Komponentenmodelle eingebracht. Dabei wird jedes
yi mit i ∈ V mit einem entsprechenden Strafterm in der Zielfunktion des
MILP-Problems versehen:
V LP : f(x˜) = min cTx+ cTy y (4.48)
mit
a˜(q)T x¯+ a(q)Ty y = b(q); q ∈ Q (4.49)
a(r)T x¯ = b(r); p¯ ∈ P¯ (4.50)
x¯i ≥ 0 ∀ i ∈ F¯ ∪ B¯ (4.51)
x¯i = 0 ∀ i 3 F¯ ∪ B¯ (4.52)
a
(k)
y,i = {−1, 0, 1} ∀ i ∈ V, k ∈ Q (4.53)
cy,i > 0 ∀ i ∈ V, k ∈ Q (4.54)
a(q)y ∈ R(v) ∀ q ∈ Q
cy ∈ R(v)
Der vollständige Variablenvektor des Problems V LP setzt sich also aus x¯
und y zusammen:
xV LP =
(
x¯
y
)
(4.55)
Die Summe der Strafterme wird zur Abgrenzung gegenüber dem realen
Zielfunktionsbeiträgen virtuelle Zielfunktion genannt. Zur Konvergenz des
Verfahrens sind die cy,i gegenüber den ci ausreichend groß zu wählen.
Eine gültige Lösung für f(x˜) ist erst dann erreicht, wenn
cTy y = 0. (4.56)
Zur Relaxierung eines Gleichheitsconstraints k ist es zweckmäßig, zwei
Variablen yi und yi+1 in der folgenden Weise einzuführen:
a¯(k)T x¯+ ay,i yi + ay,i+1 yi+1 = b(k) (4.57)
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ay,i = 1 (4.58)
ay,i+1 = −1 (4.59)
Da nach Gl. 4.49 und 4.54 alle yi und cy,i positiv sind, ist sichergestellt,
dass der Constraint k für beliebige x˜ erfüllbar ist und das Minimum bezüg-
lich dieses Constraints bei yi = yi+1 = 0 liegt.
Da die quadratischen Variablen xi mit i ∈ F˜ ∪ B˜ durch lineare Con-
straints (Gl. 4.36) untereinander gekoppelt sind, reicht es für die Bildung
des Genoms aus, nur die xj mit j ∈MEP , MEP ⊂ (F˜ ∪ B˜) auszuwählen,
die bezüglich der Gleichheitsconstraints aus P˜ (Gl. 4.36) linear unabhängig
sind. Wegen der Kopplung aller xj bezüglich ihrer gültigen Wertebereiche,
muss bei der Erzeugung der Startpopulation bzw. der Anwendung des Mu-
tationsoperators sequentiell vorgegangen werden (vgl. Abschnitt 4.6.2).
4.4 Ableitung der formalen Systembeschreibung
Im vorangegangenen Abschnitt wurden die Grundzüge der Modellbildung
sowie Ansätze zur numerischen Lösung des mathematischen Problems
dargelegt. Die Betrachtungen bezogen sich jedoch ausschließlich auf sta-
tionäre Zustände und enthielten keine Zeitdimension. Unter Einführung der
folgenden Annahmen werden die in Abschnitt 4.3 vorgestellten Ansätze auf
dynamische Systeme übertragen:
Modellannahme 1 (Konstanz der Eingabegrößen)
Sowohl die auf das System einwirkenden Störgrößen als auch die Steuer-
größen (Energiebedarfswerte) können für die Dauer eines Zeitschritts als
konstant angesehen werden. Diese Annahme ist insofern unproblematisch,
als dass die benötigten Daten in der Regel nur als diskrete Folge von zeit-
gemittelten Messwerten vorliegen.
Modellannahme 2 (Stoff- und Energieströme)
Alle Stoff- und Energieströme sowie ihre physikalischen Zustandsgrößen
können sich trägheitslos ändern und für die Dauer eines Zeitschritts eben-
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falls als konstant betrachtet werden. Daraus folgt unmittelbar, dass die Ra-
ten dEdτ bei der Befüllung oder Entleerung von Speichern ebenfalls für die
Dauer eines Zeitschritts konstant sind. Darüber hinaus kann angenommen
werden, dass Zeitverzögerungen durch den Transport von Energie z.B. in
Nahwärmenetzen vernachlässigt werden können.
Modellannahme 3 (diskrete Betriebszustände)
Bei der Modellierung von Umwandlungskomponenten (z.B. Kessel, Moto-
ren) ist zwischen den Betriebszuständen „im Betrieb“ und „abgeschaltet“
diskret zu unterscheiden. Von der Änderung solcher diskreter Betriebs-
zustände kann angenommen werden, dass sie nur zu den Zeitpunkten
τ = τ0 + i τ∆|i ∈ I+ ihren Wert ändern.
4.4.1 Anwendung des DTSS-Formalismus
Die formale Beschreibung des Systems geschieht auf Grundlage des
DTSS-Formalismus (vgl. Abschnitt 2.3.2). Die Zeitbasis des Systems ist
definiert durch die Modellzeit τ mit der unteren Grenze τ0 und der Zeit-
schrittweite τ∆. Ein Zeitschritt i ist durch das Intervall [τi, τi + τ∆[ definiert.
Das System wird überNτ Zeitschritte simuliert, der gesamte Betrachtungs-
zeitraum der Simulation ergibt sich damit zu Θ = N τ∆. Bei allen Größen
der Mengen X, Y und Z (vgl. Gl. 2.3) kann es sich sowohl um kontinu-
ierliche als auch um diskrete Größen handeln. Zur besseren Beschreibung
des Verfahrens und insbesondere der Zustandsübergangsfunktion werden
folgende Wertemengen zusätzlich eingeführt bzw. näher erläutert:
Parameter: Parameter sind konstante Kenngrößen des Systems. In der
Regel werden sie als Bestandteil der Zustandsübergangsfunktion δ
und der Ausgabefunktion λ betrachtet (vgl. Abschnitt 2.3.2). Da in
der vorliegenden Arbeit die konkreten Parameterwerte nicht Teil der
Modellformulierung sind, sondern bei der Initialisierung in das Modell
geladen werden, wird die Menge der Parameter P explizit eingeführt.
Instante Größen: Als instante Größen S(a) werden alle systeminternen
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Größen bezeichnet, die zum Zeitpunkt τi unmittelbar aus den Ein-
gabegrößen xi und den Zustandsgrößen qi mit Hilfe beliebiger nicht-
linearer Zusammenhänge berechnet werden können. Sie sind für die
Dauer eines Zeitschritts konstant und gehen als Randbedingungen in
die Optimierung ein.
Optimierungsgrößen: Alle Größen des Systems, die zur Optimierung frei-
gegeben sind, werden als Optimierungsgrößen S(o) bezeichnet. Hier-
bei handelt es sich in der Regel um Flussgrößen (Massen- oder
Energieströme), diskrete Betriebszustände oder intensive (thermo-
dynamische) Zustandsgrößen. Die Zusammenhänge zwischen den
Optimierungsgrößen unterliegen den in Abschnitt 4.3 beschriebenen
Einschränkungen. Alle Optimierungsgrößen sind für die Dauer eines
Zeitschritts konstant.
Zustandsgrößen: Die Zustandsgrößen Z eines Systems zu Zeitpunkt τ
repräsentieren die aus der Vergangenheit hervorgegangenen Infor-
mationen, die einen Einfluss auf die zukünftige Entwicklung haben.
Für die betrachteten (realen) Systeme sind dies die Füllstände von
Speichern sowie diskrete Betriebszustände, soweit sie ihren Wert
nicht unmittelbar ändern können. Für den Fall, dass das Modell kei-
ne Zustandsgrößen enthält, geht das DTS-System in ein sogenann-
tes gedächtnisloses System (Function Specified System, FNSS [61])
über.
Systemgrößen: Die Vereinigungsmenge Z ∪S(o)∪S(a)∪P wird System-
größen genannt. Die Mengen Z, S(o), S(a) und P sind paarweise
disjunkt.
Betrachtet man die Abhängigkeiten der so definierten Größen, so ergibt
sich, dass für einen Zeitschritt τi gilt:
zτi+τ∆ = f1(s
(o)
τi ), s
(o)
τi = f2(s
(a)
τi ) und s
(a)
τi = f3(xτi , zτi) (4.60)
Die Zustandsübergangsfunktion δ kann also in die verketteten Funktionen
δζ ◦ δo ◦ δa zerlegt werden, wobei
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δa : X × Z → S(a) die Funktion zur Berechnung der instanten Größen im
Intervall [τi, τi + τ∆[,
δo : S(a) → S(o) das Optimierungsproblem zur Bestimmung aller Optimie-
rungsgrößen im Intervall [τi, τi + τ∆[ sowie
δζ : S(a) × S(o) → Z die Funktion zur Berechnung der Zustandsgrößen
zum Zeitpunkt τi + τ∆ ist.
4.4.2 Beschreibung gekoppelter Systeme
Da eine Synthese hierarchischer Systeme aus Komponenten und sie ver-
bindenden Netzen möglich sein soll, muss eine formale Beschreibung für
gekoppelte Systeme gefunden werden. Es zeigt sich jedoch zunächst, dass
eine Anwendung des in Abschnitt 2.2 beschriebenen Formalismus für allge-
meine gekoppelte Systeme und seiner spezialisierten Formen (z.B. discrete
time specified networks, DTNS [51]) nicht ohne Weiteres möglich ist: Glei-
chung 2.2 beschreibt die Kopplung von Teilsystemen als Relation zwischen
Ausgabe- und Eingabegrößen der Komponenten. In dem vorliegenden Sy-
stem herrscht jedoch eine weit engere Kopplung zwischen den Komponen-
ten, die sich in allen Teilen der Zustandsübergangsfunktion (δa, δo und δζ )
manifestiert. Der Grund für diese Inkompatibilität ist in der streng kausa-
len Betrachtungsweise zu suchen, welche der Definition allgemeiner ge-
koppelter Systeme zugrunde liegt: Die Kopplung der Teilsysteme wird als
eine (ggf. rückgekoppelte) Ursache-Wirkungs-Kette dargestellt. Wie bereits
in Abschnitt 2.4.2 diskutiert, eignet sich diese Betrachtungsweise für die
Modellierung thermischer Netze jedoch nur bedingt, da alle Beziehungen
zwischen Komponenten über Datenflüsse abgebildet werden müssen [10].
Abgesehen von der Tatsache, dass sich in Stoff- und Energieströmen Infor-
mationen u.U. in beide Richtungen, also stromabwärts und stromaufwärts
ausbreiten, ergibt sich hier als Problem, dass bei der Modellierung einer
Komponente die Richtung des Informationsflusses, wie er später im syn-
thetisierten System auftreten wird noch nicht bekannt ist.
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Bruckner in [10] löst dieses Problem, indem er Vor- und Rücklauf ei-
nes thermischen Netzes zu Nettoenthalpieströmen zusammenfasst und
einen (datenflussbasierten) Algorithmus zur Berechnung ihrer intensiven
Zustandsgrößen über die gekoppelten Komponenten hinweg angibt. Der
Preis dieser Lösung ist jedoch eine auf den Datenflussrichtungen beruhen-
de, abstrakte Typisierung der Nettoenthalpieströme und vergleichsweise
starke Restriktionen bezüglich der abbildbaren Netzstrukturen.
Der hier gewählte Ansatz umgeht dieses Problem, indem er zur Be-
schreibung der Kopplungen zwischen den Komponenten eines Systems
auf eine akausale Betrachtungsweise übergeht: Alle Kopplungen zwischen
den Größen verschiedener Komponenten werden durch Gleichungen bzw.
Ungleichungen formuliert, sodass keine Richtung des Informationsflusses
angegeben werden muss. Dieser ergibt sich implizit aus der Festlegung,
welche der Größen in den zu lösenden Gleichungssystemen als Parame-
ter und welche als Variable aufgefasst werden. Kausale Modellanteile, z.B.
Algorithmen, sind nur innerhalb der atomaren Modelle zulässig, soweit sie
keine äußere Kopplung unmittelbar beeinflussen.
Die in Abschnitt 4.3 hergeleitete Optimierungsaufgabe – und damit die
Funktion δo – liegt bereits in einer solchen akausalen Formulierung vor. Für
die Funktionen δa und δζ werden systemweite algebraische Gleichungssy-
steme zur Berücksichtigung der Kopplungen eingeführt. Zusätzlich können
dort innerhalb einer Komponente Algorithmen zur Berechnung interner Grö-
ßen jeweils vor und nach der Lösung der koppelnden Gleichungssysteme
angegeben werden.
Netze, also Kopplungen zwischen Komponenten, werden durch die An-
gabe eines Vektors der gekoppelten Systemgrößen sowie Verknüpfungs-
regeln in Form von Gleichungen oder ggf. Ungleichungen definiert. Da der
Anwendungsbereich des Simulators auf Energiesysteme begrenzt ist, kann
auf eine generische Darstellung von Kopplungen zwischen Komponenten
verzichtet werden. Es werden statt dessen typisierte Netze eingeführt, de-
nen ein konkretes Modell für den Transport von Stoff bzw. Energie zugrunde
liegt. Ein Netzmodell wird dabei jeweils durch seinen Variablenvektor sowie
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ein Modell für Netzknoten (Zusammenführungen und /oder Verzweigungen)
charakterisiert. Die Netze eines Typs sind entweder gerichtet oder ungeri-
chetet und können bestimmten Restriktionen unterliegen, z.B. kann Zyklen-
freiheit gefordert werden. Da die Netze nicht einzelne Größen sondern Vek-
toren miteinander in Beziehung setzen, müssen ihnen als Bestandteil der
Komponenten entsprechend typisierte Netzanschlusspunkte (Pins) gegen-
überstehen.
Zum Aufbau hierarchischer Strukturen ist es notwendig, dass Kompo-
nenten weitere Komponenten beinhalten können. Dabei ist es sinnvoll, di-
rekte Kopplungen von Variablen einer Komponente und der von ihr aggre-
gierten Komponenten zuzulassen, um den Aufbau komplexer Modelle aus
Teilmodellen zu ermöglichen.
4.4.3 Systeminitialisierung und -auswertung
Für die Integration in das TOP-Energy Framework ist die Definition zweier
weiterer Vorgänge notwendig, nämlich der Systeminitialisierung sowie der
Systemauswertung: Sowohl die Parameter als auch die Eingabedaten des
Systems müssen vor Beginn der eigentlichen Simulation aus den Objekt-
daten der einzelnen Modellkomponenten geladen werden. Entsprechend
sind die Ergebnisgrößen der Simulation wieder dort zu speichern. Da diese
Vorgänge von den Erfordernissen der einzelnen Komponenten abhängen,
werden Modellinitialisierung und -auswertung ebenfalls der Definition durch
die Modellbeschreibung zugänglich gemacht. Ihre Verarbeitung durch den
Simulator verläuft analog zur Auswertung der Funktionen δa und δζ .
4.4.4 Systemumgebung und Bilanzgrenzen
Die Definition der Systemumgebung ergibt sich aus dem in Abschnitt 3.3
beschriebene Bilanzgrenzenmodell für industrielle Energieversorgungssy-
steme. Die Repräsentation der Systemumgebung ist jedoch nicht im Simu-
lator selbst implementiert (etwa im Sinne eines Umweltdatenvektors [10]),
sondern wird durch Komponenten repräsentiert, die jeweils den Übertritt
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eines Stoff- oder Energiestroms über eine Bilanzgrenze und die damit ver-
bundenen Bedingungen, z.B. Preise, Leistungsgrenzen, Leistungsanforde-
rungen) beschreiben. Typische Beispiele für solche Komponenten sind Be-
zugstarifmodelle, Umgebungsmodelle sowie Bedarfsmodelle. Dieser An-
satz birgt den Vorteil, dass ein verändertes Bilanzgrenzenmodell bzw. eine
anders definierte Systemumgebung (etwa für kommunale Energiesysteme)
keine Änderungen im Simulator selbst nach sich zieht.
4.4.5 Formale Systembeschreibung für eSim
Aus den oben angestellten Überlegungen lassen sich nun Definitionen für
die Entitäten eines Systems ableiten2. Zunächst werden die im System auf-
tretenden Funktionen den folgenden fünf Abschnitten (oder Simulations-
phasen) zugeordnet:
INIT: Initialisierung des Systems durch Laden der Modelldaten einschließ-
lich der Eingabegrößen und Berechnung der Parameter sowie der
initialen Zustände: INIT = Modelldaten→ X ∪ P ∪ Zτ0 .
PROLOG: Berechnung der der instanten Größen sa für das Zeitintervall
[τi, τi + τ∆[: PROLOG = δa : X × Z → S(a).
STEP: Lösung des Optimierungsproblems EP (Gl. 4.35) für das Zeitinter-
vall [τi, τi + τ∆[: STEP = δo : S(a) → S(o).
EPILOG: Berechnung der Zustandsgrößen ζ sowie der Systemausgabe y
für den Zeitpunkt τi + τ∆: EPILOG = {δζ : S(a) × S(o) → Z, λ :
Z → Y }
EXIT: Berechnung und Speichern der Ergebnisgrößen: EXIT = Y →
Modelldaten
2Die Definitionen werden hier nur kurz angegeben, da alle Konstrukte im folgenden Ab-
schnitt im Zusammenhang mit der Modellbeschreibung noch eingehend erläutert werden.
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Die Abschnitte INIT, PROLOG, EPILOG und EXIT werden zur Abgren-
zung gegen den Optimierungsabschnitt STEP Funktionsabschnitte genannt
und haben identische Strukturen:
Funktionsabschnitt = κ2 ◦  ◦ κ1 (4.61)
Darin sind κ1 und κ2 beliebige nichtlineare und kausal formulierte Funktio-
nen.  repräsentiert die Lösung eines dem Funktionsabschnitt zugeordne-
ten algebraischen Gleichungssystems.
Darauf lassen sich nun die folgenden Entitäten definieren, wobei alle die
gleiche Zeitbasis enthalten:
Ein Pin vom Typ i wird definiert als
PINi = 〈s, dir〉 mit (4.62)
s einem Vektor von Systemgrößen sowie
dir der (physikalische) Richtung des Energie- oder Stoffstroms. Bei ge-
richteten Netzen ist dir ∈ {ein, aus}, bei ungerichteten Netzen gilt
dir = bidirektional. Jeder Pin darf mit höchstens zwei Netzen, näm-
lich einem inneren und einem äußeren, verbunden sein.
Ein Netz vom Typ i wird definiert als
NETZi = 〈{EQ}, {QQP}〉 mit (4.63)
{EQ} einer Menge von Gleichungen, die die Systemgrößen s 3 S(o) min-
destens zweier Pins vom Typ i miteinander verknüpft, wobei jede
Gleichung einem Funktionsabschnitt eindeutig zugeordnet ist und
{QQP} einer Menge von Constraints, die die Systemgrößen s(o) minde-
stens zweier Pins vom Typ i miteinander verknüpft. Handelt es sich
um ein gerichtetes Netz, muss das Netz mit mindestens einem Ein-
gangspin und einem Ausgangspin verbunden sein.
Eine Komponente wird schließlich durch die folgende Struktur definiert:
KOMPONENTE = 〈{KOMPONENTE}, {PIN}, {NETZ},
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X,Y, S, {κ}, {EQ}, {QQP}〉. (4.64)
Darin ist
{KOMPONENTE} die Menge der aggregierten Komponenten,
{PIN} die Menge der Pins,
{NETZ} die Menge der die Pins verbindenden inneren Netze,
X die diskreten Folge eines Vektors von Eingabegrößen über die Zeitbasis
Θ,
Y die diskreten Folge eines Vektors von Ausgabegrößen über die Zeitbasis
Θ,
s der Vektor der Systemgrößen,
{κi,j} die Menge der kausal formulierten Funktionen (vgl. Gl. 4.61) mit
i ∈ {INIT, PROLOG,EPILOG;EXIT}, j ∈ {1, 2},
{EQ} eine Menge von algebraischen Gleichungen, wobei jede Gleichung
einem Funktionsabschnitt eindeutig zugeordnet ist und seinen Be-
schränkungen unterliegt, sowie
{QQP} eine Menge von Constraints und Zielfunktionstermen des Optimie-
rungsproblems EP, wobei alle Systemgrößen s 3 S(o) als konstant
bezüglich des Optimierungsproblems angesehen werden.
4.4.6 Ablauf der Simulation
Für die Grundstruktur des Simulationsverfahrens ergibt sich damit der in
Abbildung 4.3 dargestellte Ablauf: Nach der Initialisierung des Simulators
wird das Systemmodell in den Speicher geladen und übersetzt (vgl. Ab-
schnitt 4.6.1). Anschließend werden alle Parameter und initialen Zustän-
de durch Ausführung des Init-Abschnittes bestimmt. Zur Berechnung der
Zustandsübergangsfunktion sowie der Ausgabefunktion werden innerhalb
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Simulator initialisieren
Modell laden
Init-Abschnitt ausführen Modell speichern
Optimierungsabschnitt (step) ausführen
Epilog-Abschnitt ausführen
Prolog-Abschnitt ausführen
Modellzeit inkrementieren
Exit-Abschnitt ausführen
[ ]∆< ττ τN
[ ]∆= ττ τN
Modell übersetzen
Abbildung 4.3: Aktivitätsdiagramm zur Grundstruktur des der Simulationsverfah-
rens
der Zeitschrittschleife die Abschnitte Prolog, Step, und Epilog ausgeführt,
wobei im Step-Abschnitt das Optimierungsproblem EP gelöst wird. Nach
dem Erreichen der Abbruchbedingung τ = Nττ∆ wird der Exit-Abschnitt
zur komponentenspezifischen Auswertung des Simulationslaufs ausgeführt
und das Modell mit den darin abgelegten Ergebnisdaten zurückgeschrie-
ben.
4.5 Beschreibung von Modellen
4.5.1 Beschreibung von hierarchischen Modellstrukturen
Der Simulator definiert kein eigenes Modell zur Beschreibung der System-
struktur sondern nutzt das in Kapitel 3 beschriebene Modell des TOP-
Energy Frameworks. Dieser Ansatz hat den Vorteil, dass auch andere in
das Framework integrierte Module in der Lage sind, auf die Strukturda-
ten zuzugreifen und sie zu verarbeiten. Als Konsequenz ergibt sich jedoch,
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dass die Definition der Systemstruktur nicht Teil der Modellbeschreibungs-
sprache sein kann. Die Modellbeschreibung ist vielmehr ein Primitiv der
für das Simulationsmodul vorbereiteten Modellkomponenten (vgl. Abschnitt
3.2.1). Abbildung 4.4 zeigt das in eSim verwendete Modell zum Aufbau
Flussschema
Komponente
Netz
Pin
2..*
-verbindet
0..2
1
0..*
EML
PBaum
Komponentendaten
Modellbeschreibung
Konnektor
*
*
1
1
Abbildung 4.4: Statisches Klassendiagramm zur Modellstruktur
hierarchischer Strukturen als Klassendiagramm. Es übernimmt das in Ab-
schnitt 3.2.1 erläuterten Objektmodell des Frameworks und führt lediglich
einige Spezialisierungen bzw. Konkretisierungen ein. Modelle, wie sie in
anderen verwandten Arbeiten bzw. Systemen Verwendung finden, weisen
ähnliche Strukturen auf [14, 42, 61].
Zentrales Objekt des Modells ist analog zum TOP-Energy-Objektmodell
die Komponente. Abbildung 4.4 zeigt ihre Attribute und Spezialisierun-
gen anhand eines Klassendiagramms. Komponenten bilden die physischen
bzw. konzeptionellen Einheiten der realen Welt ab und lassen sich zu Sy-
stemmodellen zusammensetzen. Dazu besitzen die Komponenten Pins, die
mit Netzen untereinander verbunden werden können. Komponenten kön-
nen in einander verschachtelt werden und bilden so eine hierarchische
Baumstruktur. Jede Komponente enthält außerdem eine Modellbeschrei-
bung (EML), die die Beschreibung der inneren Wirkungsstruktur enthält
(vgl. Abschnitt 4.5.2). Über die Modellbeschreibungssprache kann auf die
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im Primitivenbaum abgelegten Objektdaten einer Komponente zugegriffen
werden, sodass bei Simulationsbeginn Parameter und Eingabegrößen der
Komponenten in das Modell geladen bzw. Ausgabegrößen nach Abschluss
der Simulation zurückgeschrieben werden können.
Es existieren zwei spezielle Ausprägungen von Komponenten, nämlich
das Flussschema als Wurzel des Hierarchiebaums sowie die Basismodelle
(Konnektoren) als dessen Blätter. Das Flussschema enthält keine Pins und
ist somit auch nicht mit äußeren Netzen verbunden. Die Konnektoren im-
plementieren Modelle der physikalischen bzw. thermodynamischen Grund-
operationen (z.B. Quellen, Senken, Wärmeübertragung, Verbrennung) für
die verschiedenen Netze und stellen das Bindeglied zwischen der Struktur-
beschreibung und der Modellbeschreibungssprache. Konnektoren werden
durch den Simulator speziell behandelt (s.u.).
Die Kopplungen zwischen Komponenten werden durch Netze darge-
stellt (vgl. Abschnitte 4.4.2 und 4.4.5). Netze können je nach Typ gerich-
tet oder bidirektional sein. Die Anzahl der Netztypen ist beschränkt, ihre
Variablenvektoren und Modellgleichungen sind im Simulator kodiert. Netze
werden grundsätzlich als ideale Verbindungen zwischen den Komponen-
ten angesehen, d.h. die Zustandsgrößen sowie die Beträge der Flussgrö-
ßen eines Stromes sind in einem Netz, welches zwei Komponenten ver-
bindet, an beiden Netzenden identisch. Allerdings können Netze – je nach
Netztyp – Netzknoten enthalten, die eine Verzweigung oder Zusammen-
führung mehrerer Ströme erlauben. Die entsprechenden Bilanzgleichungen
bzw. Mischungsregeln werden abhängig vom Netztyp durch den Simulator
generiert. Dieses Konstrukt vermeidet eine große Anzahl von identischen
Mischer- bzw. Splittermodellen innerhalb eines Systemmodells. Netze, die
Knoten enthalten, also mehr als zwei Pins verbinden, werden hier als Hy-
pernetze bezeichnet.
Die Anbindung der Netze an die Komponenten erfolgt über Pins, die
analog zu den Netzen typisiert sind und bei gerichteten Netztypen in zwei
Ausführungen (Eingangs- bzw. Ausgangspin) existieren. Jeder Pin ist ge-
nau einer Komponente zugeordnet und bildet das Schnittstelle zwischen
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der Umgebung einer Komponente und ihren inneren Strukturen. Jeder Pin
ist also an ein äußeres und ein inneres Netz angeschlossen und bildet da-
mit den Übergang zwischen zwei Hierarchiestufen des Systemmodells. Ist
die Komponente ein Konnektor, also ein Basismodell, so werden bei der
Verarbeitung durch den Simulator die inneren Netze der Komponente ent-
fernt und stattdessen die Variablen des Netzvektors auf den Pins instanti-
iert und so der Modellbeschreibungssprache zugänglich gemacht. Dieses
Konstrukt erlaubt eine automatische Strukturanalyse der einzelnen Netz-
graphen vor dem Entfernen der inneren Konnektorennetze, sodass bereits
während der Zusammenstellung von Systemmodellen durch den Anwender
unzulässige Netzstrukturen entdeckt werden können (vgl. auch Abschnitt
4.6.1).
4.5.2 Semantik der Modellbeschreibungssprache
Die Modellbeschreibungssprache EML dient zur Abbildung des inneren
Wirkungszusammenhangs eines Komponentenmodells. Die in ihr spezifi-
zierten Algorithmen und Gleichungen stellen Beziehungen zwischen den
der Modellkomponente zugehörigen Strukturelementen (aggregierte Kom-
ponenten, Pins) her. Aufgrund des speziellen mathematischen Modells,
welches dem Simulator zugrunde liegt, kann nicht auf eine bestehende Mo-
dellbeschreibungssprache zurückgegriffen werden: Vorhandene Lösungen
eignen sich entweder zur Beschreibung differentialalgebraischer Systeme
(Modelica, gPROMS) oder wurden zur Formulierung reiner Optimierungs-
probleme entwickelt (GAMS) [9, 52, 42]. Die hier vorgestellte Modellbe-
schreibungssprache macht syntaktische Anleihen bei Modelica, wurde je-
doch für die speziellen Erfordernisse des vorgestellten Simulationsverfah-
rens entworfen. Sie wird im Folgenden EML3 genannt. Die Ausführungen
in diesem Abschnitt beschreiben die Semantik der EML und geben kurze
Beispiele für die Verwendung der einzelnen Konstrukte. Die formale Gram-
matik findet sich in Anhang C.
3EML steht für TOP-Energy Modelling Language
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4.5.3 Grundstruktur der EML
Jeder in einem Systemmodell enthaltenen Komponente ist jeweils eine
EML-Modellbeschreibungsinstanz zugeordnet. Da es sich hierbei um eine
Kompositionsbeziehung handelt (vgl. Abbildung 4.4), ist die Angabe eines
Modellnamens in der Modellbeschreibung selbst nicht notwendig, das Mo-
dell wird also deklariert durch:
begin model
// Modellbeschreibung
end model
Darüber hinaus orientiert sich die EML am Ablauf der Simulation. Dabei
werden die verschiedenen Phasen der Simulation in einzelnen, ausge-
zeichneten Abschnitten abgebildet. Anders als in Sprachen zur Spezifikati-
on kontinuierlicher Systeme, in denen die zeitliche Änderung der Zustands-
größen durch Angabe von Differentialgleichungen „geschlossen“ beschrie-
ben werden kann, zerfällt die Berechnung eines Zeitschritts in mehrere, ge-
trennte Vorgänge (vgl. Abschnitt 4.4). Die EML bildet diesen Ablauf durch
einzelne Abschnitte ab. Hinzu kommen Abschnitte zur Deklaration der Mo-
dellvariablen sowie zur Initialisierung und abschließenden Auswertung. Die
Abschnitte sind im Einzelnen:
declaration: Im diesem Abschnitt werden alle Modellvariablen der Mo-
dellkomponente deklariert. Strukturelemente wie Pins und aggregier-
te Komponenten sind ohne explizite Deklaration referenzierbar (vgl.
Abschnitt 4.5.7).
init: Der Initialisierungsabschnitt dient vornehmlich zum Laden von Pa-
rameterwerten aus den Objektdaten der Modellkomponenten sowie
der Berechnung von Kennlinien und anderen, während der Simulati-
on konstanten Größen.
prologue: Die Anweisungen des prologue-Abschnittes werden vor jedem
Optimierungsschritt ausgeführt. Sie dienen zur Verarbeitung der Ein-
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gabefunktion sowie zum Berechnen der Attribute für den aktuellen
Zeitschritt.
step: Der step-Abschnitt enthält die Spezifikation des Optimierungspro-
blems. Neben der Formulierung von Modellconstraints können Bei-
träge zur Zielfunktion angegeben werden (vgl. Abschnitt 4.5.9).
epilogue: Die Anweisungen des epilogue-Abschnittes werden im An-
schluss an den Optimierungsschritt ausgeführt. Sie dienen zur Be-
rechnung von Speichergrößen sowie zur Verarbeitung der Ausgabe-
funktion.
exit: Dieser Abschnitt dient zum Berechnen von komponentenbezogenen
Ergebnisgrößen sowie zum Speichern der relevanten Ergebnisse im
Primitivenbaum der Modellkomponente.
Die Abschnitte init, prologue, epilogue und exit sind in ihrer inneren
Struktur identisch. Sie werden Funktionsabschnitte genannt (vgl. Abschnitt
4.4.5) und sind in Abschnitt 4.5.8 näher beschrieben.
4.5.4 Geltungsbereich und Auflösung von Namen
Der globale Namensraum hat den Namen “.“. Alle Objektreferenzen, die
mit “.“ beginnen, werden als globale Referenzen ausgewertet, alle anderen
werden als relativ zu dem Objekt, in dem die Referenz verwendet wird, be-
trachtet. Der globale Namensraum enthält die Namensräume system und
prop sowie als oberstes Element der Modellhierarchie das Flussschema.
Objekthierarchien werden durch Verkettung der Objektnamen mit “.“ ausge-
drückt. Z.B. bezeichnet .EVS.Kessel.Q das Objekt “Q“ im Modell “Kessel“
des Flussschemas “EVS“, Q bezeichnet das Objekt Q in der Komponente,
in deren Modell sich die Referenz befindet.
Alle innerhalb der Modellbeschreibung verwendeten Objekte müssen
zuvor deklariert werden, soweit sie nicht Teil der Strukturbeschreibung sind.
Zu den im Strukturmodell deklarierten Objekten gehören aggregierte Kom-
ponenten sowie Pins und ihre Variablen. Komponenten und Pins werden
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nach den gleichen Regeln referenziert wie in der Modellbeschreibung de-
klarierte Objekte. Eine Kapselung der Objekte existiert nicht, d.h. alle Ob-
jekte sind global sichtbar.
4.5.5 Globale Objekte
Alle Daten der Simulationsrandbedingungen sind im Namensraum .system
zusammengefasst. Z.B. bezeichnet .system.T amb den Verlauf der Au-
ßentemperatur, .system.startTime den Startzeitpunkt der Simulation.
Darüber hinaus existiert der Namensraum .prop für Konstanten und
Funktionen der in den Netzen verwendeten Stoffmodelle. Soweit diese nur
spezifisch für ein Netz gelten, sind sie in einem eigenen Namensraum zu-
sammengefasst (z.B. .prop.afg für verbrennungsgasspezifische Funktio-
nen).
4.5.6 Verarbeitung von Einheiten
Die Modellbeschreibungssprache unterstützt die Verwendung physikali-
scher Einheiten. Einheiten werden in eckigen Klammern [] angegeben und
enthalten höchstens ein “/“. Alle Terme links des “/“werden als Zähler, alle
rechts davon als Nenner der Einheit interpretiert. Z.B. wird die Einheit kJkgK
angegeben als [kJ/kg K].
Bei der Deklaration von Variablen der Typen Number, Integer,
TimeSeries und Char1D ist die Angabe der Einheit der jeweiligen Größe
erforderlich. Innerhalb von Ausdrücken kann jedem Zahlenwert eine Einhei-
tenangabe nachgestellt werden. Die Einheitenangaben werden durch den
Compiler interpretiert, ihre Gültigkeit und die notwendigen Konvertierungen
geprüft und die entsprechenden Umrechungsfaktoren in die Algorithmen
bzw. Gleichungen eingefügt. z.B.:
// Deklaration:
parameter Number Q [kJ];
// Algorithmus:
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Q := 2.0 [MW] * 1.0 [s]; // ok, Q = 2000 kJ
Q := 2.0 [kJ] + 2.0 [kg]; // Fehler, kg nicht konvertierbar
4.5.7 Deklarationen
4.5.7.1 Typen
Die EML enthält verschiedene eingebaute Variablentypen. Für alle Typen
existieren Funktionen, die auf den Objekten des jeweiligen Typs ausgeführt
werden können. Z.B. ist für alle Typen eine load-Funktion definiert, die es
gestattet, Werte aus dem Primitivenbaum der Modellkomponente zu laden:
// Deklaration:
parameter TimeSeries tsQ [kW];
// Zeitreihe laden:
tsQ.load("/Global/Common/stdThermal:TimeSeriesHeatFlux");
Folgende einfache Typen können verwendet werden:
Bool: Boolsche Variable
Number: Fließkommazahl mit Einheit in der double-Genauigkeit des Be-
triebssystems.
Real: Alias für dimensionslose Number-Variablen.
Integer: Ganze Zahl mit Einheit in der int-Genauigkeit des Betriebssy-
stems.
Alle einfachen Typen können als Optimierungsvariablen verwendet werden,
d.h. die Modifizierer linear und quadratic sind auf sie anwendbar. In
den algebraischen Gleichungssystemen dürfen ausschließlich Number- und
Real-Variablen verwendet werden. Darüber hinaus existieren vier komplexe
Typen:
TimeSeries: Stellt eine univariante, äquidistante Zeitreihe dar. Neben der
Wertefolge enthält das Objekt den Startzeitpunkt, also den Zeitpunkt,
4.5. Beschreibung von Modellen 101
der dem ersten Wert zugeordnet ist, sowie die Zeitdistanz zwischen
zwei Werten. Zeitreihen können sowohl zum Einlesen der Eingabe-
größen als auch zum Speichern der Ausgabegrößen verwendet wer-
den.
Char1D: Bildet eine oder mehrere Folgen von Wertepaaren (x, y) ab. Der
Simulator interpretiert diese Folge(n) als eine Kennlinie y(x), die mit
Hilfe der associate-Anweisung einen stückweise linearen Zusam-
menhang zwischen zwei linearen Optimierungsvariablen herstellt.
Für beide Achsen sind bei der Deklaration Einheiten anzugeben, z.B.
parameter Char1D ch [kPa][kg/s];.
Option: Liste von Zeichenketten, von denen höchstens eine als gesetzt
markiert ist. Dieser Typ bildet Auswahlfelder der Benutzerschnittstelle
ab und kann mit Hilfe der Typfunktion isSelectedKey() in logischen
Ausdrücken verarbeitet werden.
String: Zeichenketten, z.B. zur Verarbeitung von Meldungen.
4.5.7.2 Modifizierer
Jede Deklaration enthält die Angabe eines Modifizierers. Dieser legt die
Eigenschaften der deklarierten Variable hinsichtlich ihrer Verwendbarkeit
in den einzelnen Phasen der Simulation fest. Die Modifizierer linear
und quadratic können nur auf einfache Typen (Bool, Number, Real und
Integer) angewendet werden. Die Modifizierer sind im Einzelnen:
const: Die deklarierte Variable ist während der gesamten Simulation kon-
stant und kann in allen Abschnitten verwendet werden. Wird die Va-
riable in den Gleichungen des step-Abschnittes verwendet, so geht
sie in die Koeffizientenmatrix des Optimierungsproblems ein. Eine
Verwendung als Variable in einem der algebraischen Gleichungssy-
steme ist nicht zulässig. Eine Zuweisung auf const deklarierte Varia-
blen ist nur in der Deklaration selbst zulässig.
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parameter: Die deklarierte Variable kann nur in den Abschnitten init
und exit manipuliert werden. Sie ist nach der Initialisierung wäh-
rend der gesamten Simulation konstant und kann in allen Abschnitten
verwendet werden. Wird die Variable in den Gleichungen des step-
Abschnittes verwendet, so geht sie in die Koeffizientenmatrix des Op-
timierungsproblems ein, im init sowie im exit-Abschnitt kann sie
als Variable in einem der algebraischen Gleichungssysteme verwen-
det werden. parameter-deklarierte Variablen sollten in den folgenden
Fällen Verwendung finden:
• Für Auslegungsparameter der abgebildeten Komponenten, de-
ren Werte im init-Abschnitt aus dem Primitivenbaum der Mo-
dellkomponente geladen werden,
• für TimeSeries-Objekte mit dem zeitlichen Verlauf einer Einga-
begröße,
• für Ergebnisgrößen, die durch statistische Auswertung der
Zustands- oder Ausgabegrößen im exit-Abschnitt berechnet
werden sowie
• für Zustandsgrößen, die über den gesamten Betrachtungszeit-
raum als konstant angenommen werden können.
ohne Modifizierer (variable): Die deklarierte Variable kann in allen Ab-
schnitten mit Ausnahme des step-Abschnitts manipuliert werden.
Wird die Variable in den Gleichungen des step-Abschnittes verwen-
det, so geht sie in die Koeffizientenmatrix des Optimierungsproblems
ein. Sie kann als Variable in allen algebraischen Gleichungssysteme
verwendet werden. Typische Anwendungsfälle sind:
• Für Speichergrößen,
• für Attribute, also Zustandsgrößen, die zeitlichen Veränderun-
gen unterliegen aber bezüglich der Optimierung im Zeitschritt
als konstant angesehen werden,
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• für TimeSeries-Objekte zur Speicherung der zeitlichen Folge
einer Ausgabegröße.
linear: Die deklarierte Variable ist eine Optimierungsvariable und wird nur
durch den Optimierer gesetzt. Ihr Wert kann im epilogue-Abschnitt
gelesen, jedoch nicht verändert werden. In allen anderen Abschnitten
ist der Wert der Variablen nicht definiert.
quadratic: Die deklarierte Variable ist eine quadratische Optimierungs-
variable. Sie geht in das Genom des evolutionsstrategischen Op-
timierers ein und wird nur durch diesen gesetzt. Ihr Wert kann im
epilogue-Abschnitt gelesen, jedoch nicht zugewiesen werden. In al-
len anderen Abschnitten ist der Wert der Variablen nicht definiert.
4.5.8 Funktionsabschnitte
Funktionsabschnitte bestehen jeweils aus zwei algorithm-Umgebungen,
die durch eine equation-Umgebung getrennt werden. Alle drei Elemente
sind optional, soll jedoch ausschließlich die zweite algorithm-Umgebung
verwendet werden, so ist ihr eine leere equation-Umgebung voranzustel-
len.
4.5.8.1 algorithm-Umgebungen
algorithm-Umgebungen enthalten eine Anweisungsfolge, die prozedural
abgearbeitet wird. Dazu stehen verschiedene einfache Kontrollstrukturen,
z.B. für Fallunterscheidungen und Schleifen zur Verfügung. Viele der ein-
gebauten Typen besitzen Methoden zur Unterstützung typischer Aufgaben,
z.B. zur Auswertung tageszeitabhängiger Tarife:
begin algorithm
// hole die Tageszeit der aktuellen Simulationszeit und
// pruefe, welcher Tarif (HT / NT) gilt:
if .system.time.getDayTime() < TurnOnTimeHT
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or .system.time.getDayTime() >= TurnOnTimeLT then
NetEnergyRate := NetEnergyRateLT;
else
NetEnergyRate := NetEnergyRateHT;
end if
end algorithm
Zuweisungen auf linear- oder quadratic-deklarierte Variablen sind nicht
zulässig. Sie dürfen als R-Werte (also auf der rechten Seite von Zuwei-
sungen) verwendet werden, allerdings ist ihre Gültigkeit nur im epilogue-
Abschnitt garantiert.
4.5.8.2 equation-Umgebungen
Innerhalb der equation-Umgebungen können Gleichungen zu einem der al-
gebraischen Gleichungssysteme hinzugefügt werden. Für jeden der Funk-
tionsabschnitte generiert der Simulator jeweils ein Gleichungssystem, wel-
ches zur Ausführungszeit des jeweiligen Funktionsabschnittes gelöst wird
(vgl. Abschnitt 4.4). Dabei kann durch Angabe des speziellen Zeichens
@ vor einer Modellvariablen erreicht werden, dass diese als Variable be-
züglich des Gleichungssystems betrachtet wird. Alle nicht markierten Mo-
dellvariablen werden innerhalb des Gleichungssystems als Konstanten
behandelt. Eine Verwendung von Optimierungsvariablen in equation-
Umgebungen ist nicht zulässig:
// Deklaration:
linear Real x;
parameter Real a;
Number m [kg];
// init-Abschnitt:
begin algorithm
a := 2;
end algorithm
begin equation
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@ x == a; // Fehler: x ist linear deklariert
@ m == a * 2 [kg] // -> m = 4 kg
end equation
4.5.9 Constraints und Zielfunktionsbeiträge
Zur Spezifikation des Optimierungsproblems können innerhalb des step-
Abschnitts Constraints und Zielfunktionsbeiträge angegeben werden. Da-
bei werden die darin verwendeten Modellvariablen entsprechend ihres Mo-
difizierers behandelt. linear-deklarierte Variablen repräsentieren ein Ele-
ment des Variablenvektors xV LP des MILP-Problems V LP (siehe Gl.
4.55). Entsprechend stellen quadratic-deklarierte Variablen Elemente des
Vektors x˜ (Gl. 4.35) dar. Alle weiteren Variablen werden bezüglich des
Optimierungsproblems als konstant betrachtet. Soweit sie als Faktoren in
Produkten mit Optimierungsvariablen verwendet werden, gehen sie, eben-
so wie konstante Faktoren, in die Koeffizientenmatrix des MILP-Problems
V LP (Gln. 4.48 bis 4.54) bzw. in die Constraintmatrix des evolutionsstrate-
gischen Problems EP (Gl. 4.36) ein. Terme, die keine Optimierungsvaria-
blen enthalten, werden der rechten Seite b(s) bzw. b(q) der entsprechenden
Probleme zugeordnet. Beispiele:
// Deklaration:
quadratic Real q;
linear Real x; linear Real y;
parameter Real a; parameter Real b;
// step-Abschnitt:
a * x + b * y >= 0.0; // ok, a und b sind Koeffizienten
a + b == 0; // Fehler: Constraint enthält nur Konstanten
a * x * y <= q; // Fehler: Produkt x * y ist nicht erlaubt
q * x >= y; // Produkt linear * quadratic ist ok
q >= 1.0; // ok, Constraint beschränkt
// den Lösungsraum für q
106 Modul zur Simulation von Energieversorgungssystemen
Zur stückweise linearen Näherung nichtlinearer, eindimensionaler Funktio-
nen können Char1D-Objekte verwendet werden. Mit Hilfe der associate-
Anweisung kann eine entsprechende Beziehung zwischen zwei linear-
deklarierten Variablen hergestellt werden. Im folgenden Beispiel wird ei-
ne Kennlinie zur Beschreibung des Zusammenhangs zwischen der thermi-
schen Nutzleistung und der Brennstoffleistung eines Kessels verwendet:
// Deklaration:
linear Real relativeFuelPower;
linear Real relThermalPower;
parameter Char1D characteristic {[],[]};
// Kennlinie aus den Komponentendaten laden:
characteristic.load("Global/Common/...");
// step-Abschnitt:
associate relativeFuelPower, relThermalPower
with characteristic;
Durch die associate Anweisung wird die in ch abgelegte Kennlinie als
stückweise lineare Beziehung zwischen den Variablen x und y nach der
λ-Formulierung [41] in V LP abgebildet. Die dazu notwendigen binären Va-
riablen werden automatisch generiert [28].
Zielfunktionsbeiträge der Modellkomponente können mit Hilfe der
target-Anweisung angegeben werden. Die einzelnen Terme des verwen-
deten Ausdrucks müssen jeweils eine linear- oder quadratic-deklarierte
Variable enthalten. Zielfunktionsbeiträge müssen stets in der Einheit € an-
gegeben werden, zum Beispiel:
// Deklaration:
parameter Number c [EUR/kW];
linear Number P [MW];
// step-Abschnitt
...
target P * c;
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Entsprechend können Beiträge zur virtuellen Zielfunktion mit Hilfe des
Schlüsselworts virtual target angegeben werden (vgl. S. 83).
4.6 Verwendete Algorithmen
4.6.1 Algorithmen zur Modelltransformation
4.6.1.1 Verarbeitung der Modellbeschreibungssprache
Für die Transformation der in der Modellbeschreibungssprache formulierten
Modelle in Gleichungen bzw. ausführbare Algorithmen wurde eine Überset-
zungsmodul auf Basis des Scanner- bzw. Parsergenerators Flex/Bison er-
stellt. Die dabei verwendete Symboltabelle ist mit der während der Simula-
tion verwendeten identisch. Die in der EML deklarierten Variablen werden,
ebenso wie die während der Strukturanalyse generierten, in der Symbolta-
belle eingetragen und stehen dort für die Simulation zur Verfügung.
Die innerhalb von equation- und step-Abschnitten angegebenen Glei-
chungen und Ungleichungen werden in Ausdrucksbäume übersetzt und an
die jeweiligen Löser-Module zur weiteren Verarbeitung übergeben. Dabei
werden Einheitenangaben durch entsprechende Umrechnungsfaktoren er-
setzt. Die in EML formulierten Algorithmen werden in C-Code übersetzt
und später kompiliert und als dynamische Bibliothek gegen den Simula-
tor gelinkt. Die notwendigen Zugriffe auf die Symboltabelle des Simula-
tors erfolgen über eine entsprechende Schnittstelle der Simulatorbibliothek.
Diese ermöglicht sowohl das Lesen und Schreiben von Variablen als auch
das Ausführen der eingebauten Funktionen. Da die in der Modellbeschrei-
bungssprache vorhandenen Kontrollstrukturen semantische Entsprechun-
gen in der C-Programmiersprache haben, kann die Übersetzung unmittel-
bar, d.h. ohne Aufbau eines Syntaxbaumes geschehen.
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Abbildung 4.5: Darstellung der Transformation des Netzmodells in Graphen der
einzelnen Transportnetze: 1) Technisches Schaltbild, 2) Netzmodell, 3) reduziertes
Netzmodell, 4) resultierender Graph. Es ist nur das thermische Netz dargestellt. Die
Netzanschlusspunkte (Pins) sind durch graue Rauten angedeutet.
4.6.1.2 Analyse der Netzstrukturen
Während die inneren Wirkungszusammenhänge der Modelle mit Hilfe der
Modellbeschreibungssprache definiert werden, repräsentiert das Struktur-
modell die Kopplungen zwischen den einzelnen Komponenten (vgl. Ab-
schnitt 4.5). Zu den für die Simulation aus dem Strukturmodell benötigten
Informationen gehören neben den Pins und ihrer Verknüpfung durch Netze
auch die Komponenten und ihre Bezeichner.
Zur netztypabhängigen Validierung der Netzstrukturen und Generierung
von Bilanzgleichungen wird das Strukturmodell wie in Abbildung 4.5 darge-
stellt in einzelne Graphen transformiert. In einem ersten Schritt werden alle
Komponenten, die keine Konnektoren (Basismodelle) sind, sowie die auf
ihnen liegenden Pins entfernt, sodass ein reduziertes Netzmodell entsteht.
Anschließend wird jedes verbliebene Hypernetz auf je einen Knoten des
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Graphen abgebildet, während die Zustandsänderungen in den Konnekto-
ren (Basismodellen) durch die Kanten des Graphen repräsentiert werden.
Für die im reduzierten Netzmodell verbliebenen Pins werden die Variablen
des Netzvektors in der Symboltabelle des Simulators registriert (vgl. auch
Abschnitt 4.7).
4.6.2 Algorithmus zur Lösung des MIQQ-Problems
Selektion durchführen
EP-Constraints
Startgeneration erzeugen
Individuencache
Rekombination und Mutation durchführen
Generation
[Individuen bestimmt]
VLP für alle Individuen lösen
Generation
[Individuen ausgewertet]
Existieren Lösungen, deren 
virtuelle Zielfunktion 0 ist ?
Abbruchkriterium erreicht ?
Lösung in Individuencache aufnehmen
Individuencache
Lösung zurückgeben
Symboltabelle
Symboltabelle
[Nein] 
[Nein] 
Abbildung 4.6: Aktivitätsdiagramm zum Algorithmus des Step-Abschnittes
Zur Lösung des Optimierungsproblems innerhalb eines jeden Zeit-
schritts τi wird der in Abschnitt 4.3.3 entwickelte Ansatz verwendet. Abbil-
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dung 4.6 zeigt die Grundstruktur des zur Ausführung des step-Abschnittes
verwendeten Algorithmus:
In einem ersten Schritt wird eine Startgeneration von Individuen für
den evolutionsstrategischen Optimierer erzeugt. Für den Fall, dass bereits
Lösungen aus vorangegangenen Zeitschritten τ < τi vorliegen, werden
aus diesen geeignete Individuen ausgewählt. Als Bewertungskriterium wird
die Ähnlichkeit der Optimierungsprobleme in den Zeitschritten τ = τi und
τ < τi herangezogen:
ε = |vτ=τi − vτ<τi | (4.65)
Darin ist v der Vektor aller instanten Größen und Zustandsgrößen des Sy-
stems, also derjenigen Variablen, die ohne speziellen Modifizierer deklariert
wurden. Je kleiner ε, desto höher ist die Wahrscheinlichkeit, dass die Lö-
sung eines Zeitschritts τ < τi einen guten Startwert für den Zeitschritt τi
darstellt.
Nach der Erstellung einer neuen Generation durch Anwendung des
Rekombinations- und Mutationsoperators wird für jedes Individuum das zu-
gehörige Problem VLP gelöst. Bedingung für ein Individuum, das eine gül-
tige Lösung repräsentiert, ist, dass der Wert der virtuellen Zielfunktion 0 ist
(vgl. Abschnitt 4.3.3.2). Um die bisher beste erreichte Lösung als „optimal“
zu bewerten, muss darüber hinaus das allgemeine Abbruchkriterium erfüllt
sein. Hier wird gefordert, dass seit einer Anzahl von n Generationen kein
Optimierungsfortschritt mehr stattgefunden hat. Dabei hat sich n ≈ 20 als
günstiger Wert für typische Probleme herausgestellt.
Nach Abschluss der Optimierung wird die für den Zeitschritt gefundene
Lösung im Individuencache abgelegt und die ermittelten Werte Optimie-
rungsgrößen in die zentrale Symboltabelle des Simulators übertragen. Für
den Fall, dass das Modell keine quadratischen Variablen enthält, reduziert
sich der gesamte Algorithmus auf die Lösung des MILP-Problems (VLP).
Bei der Erzeugung neuer Individuen des evolutionsstrategischen Opti-
mierers muss sichergestellt sein, dass die linearen Constraints gemäß Gl.
4.36 bezüglich der Wahl der quadratischen Variablen eingehalten werden.
Dies wird durch zwei Maßnahmen erreicht:
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Zunächst wird der Vektor der Genomvariablen x˜ nur aus den quadrati-
schen Variablen xi ∈ F˜∪B˜ gebildet, welche bezüglich der Gleichheitscons-
traints des OptimierungsproblemsEP linear unabhängig sind. Darüber hin-
aus wird durch einen modifizierten Mutationsoperator sichergestellt, dass
auch alle =-Bedingungen bei der Wahl neuer Genomwerte eingehalten
werden. Dabei wird das Streuungsintervall für jede einzelne Genomvariable
xEP,i in Abhängigkeit der bereits gewählten Variablen nach dem folgenden
Algorithmus festgelegt:
1. Erzeuge ein LP-System mit allen quadratischen Variablen als Opti-
mierungsvariablen x˜i ∈ F˜ ∪ B˜ und den Constraints laut Gl. 4.36.
2. Setze den Zähler i auf 1.
3. Löse das LP-Problem min(+xEP,i). Das Ergebnis für xEP,i ist die
untere Grenze des Streuungsintervalls für xEP,i.
4. Löse das LP-Problem min(−xEP,i). Das Ergebnis für xEP,i ist die
obere Grenze des Streuungsintervalls für xEP,i.
5. Führe den Mutationsoperator für xEP,i mit den ermittelten Streuungs-
grenzen aus und füge den ermittelten Wert als Gleichheitsconstraint
für die Variable xEP,i zum LP-System hinzu.
6. Erhöhe den Zähler i um 1. Falls i ≤ |F˜ ∪ B˜|, gehe nach 3.
7. Ende.
Der Algorithmus garantiert die Einhaltung aller Constraints. Die dafür be-
nötigte Rechenzeit ist gegenüber der Lösung des MILP-Problems VLP (Gl.
4.48) vernachlässigbar.
Der verwendete evolutionsstrategische Optimierer basiert auf der Imple-
mentierung EPO 0.9 von P. Roosen [55]. Das Paket wurde bereits für ver-
schiedene wissenschaftliche Anwendungen erfolgreich eingesetzt [25, 63].
Für die vorliegende Arbeit wurde der Algorithmus den speziellen Erforder-
nissen angepasst. Zur Lösung der LP- und MILP-Probleme wurde das Gnu
Linear Programming Kit (GLPK) verwendet [40].
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4.7 Netz- und Basismodelle
Dieser Abschnitt beschreibt die Modellierung der im Simulator implemen-
tierten Netztypen und ihre Verwendung in Systemmodellen. Der Aufbau der
Basismodelle (Konnektoren) wird anhand eines Beispiels erläutert.
4.7.1 Modellierung der Transportnetze
4.7.1.1 Elektrische Netze
Stromnetze (Typkennung elac) repräsentieren die Übertragung elektri-
scher Leistung. Das verwendete Modell beschränkt sich auf die Betrach-
tung der Wirkleistung, Phasendrehung und Blindleistung bleiben also un-
berücksichtigt. Das Netz ist bidirektional, d.h. der Leistungsfluss kann ein
beliebiges Vorzeichen annehmen. Seine Struktur muss, da das Modell nur
den Leistungsfluss, nicht jedoch die einzelnen Leiter und ihre Ströme be-
trachtet, stets zyklenfrei sein. Tabelle 4.1 zeigt den Variablenvektor des Net-
zes.
Variable Einheit Bez. Modifikator Beschreibung
P kW P linear flow Elektrische Wirkleistung
U V U parameter Spannung
Tabelle 4.1: Variablenvektor von elektrischen Netzen (elac)
Während die übertragene elektrische Wirkleistung eine lineare Optimie-
rungsgröße darstellt, besitzt die Angabe der Spannung lediglich informa-
tiven Charakter. Verzweigungen von elac-Netzen sind zulässig solange
die Zyklenfreiheit gewahrt bleibt. Für Netzknoten mit n abgehenden Netzen
werden während der Strukturanalyse die folgenden Gleichungen generiert:
n∑
i=1
Pi = 0 (4.66)
Ui = Ui+1 ∀ i ∈ {1, 2, . . . , n− 1} (4.67)
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4.7.1.2 Flüssige Wärmeträger
Flüssige Wärmeträger werden zum Transport thermischer Energie ver-
wendet. Neben Wasser kommen Thermoöle und Glykolmischungen, ins-
besondere in Temperaturbereichen unterhalb von 5°C und oberhalb von
120°C zum Einsatz. Das Wärmeträgermedium wird als ideale Flüssigkeit
mit konstanter Wärmekapazität modelliert. Damit ist das Modell wegen der
vergleichsweise starken Temperaturabhängigkeit der Wärmekapazität bei
Thermoölen nur in begrenzten Temperaturbereichen gültig.
Var. Einheit Bez. Modifikator Beschreibung
m˙ kg/s m dot quadratic
flow
Massenstrom
p kPa p linear Druck
h kJ/kg h linear spezifische Enthalpie
cil kJ/(kgK) c il parameter spezifische
Wärmekapazität
ρ kg/m3 rho parameter Dichte
Tabelle 4.2: Variablenvektor von Netzen für flüssige Wärmeträger (lhc)
Tabelle 4.2 zeigt den Variablenvektor des Netzmodells (Typkennung
lhc). Durch die Verwendung einer quadratischen Variablen für die Fluss-
größe Massenstrom wird die Kopplung von Energie- und Massenbilanz er-
möglicht. Die für das Modell notwendigen Stoffwerte Dichte und Wärmeka-
pazität werden als Parameter über das Netz propagiert, sodass ihre Fest-
legung in einer Modellkomponente ausreicht.
lhc-Netze sind gerichtet, d.h. das Vorzeichen des Massenstroms ist
festgelegt. Sie dürfen beliebig verzweigt werden und zyklische Strukturen
aufweisen. Für jeden Verzweigungspunkt mit n abgehenden Netzen wer-
den die folgenden Gleichungen generiert:
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Massenbilanz:
n∑
i=1
m˙i = 0 (4.68)
Energiebilanz:
n∑
i=1
him˙i = 0 (4.69)
Identität der Stoffwerte:
cil,i = cil,i+1 ∀ i ∈ {1, 2, .., n− 1} (4.70)
ρi = ρi+1 ∀ i ∈ {1, 2, .., n− 1} (4.71)
Zur Berücksichtigung der Druckverluste im Netz wird eine vereinfachte Im-
pulsbilanz verwendet, die ausschließlich die Reibung in Rohrleitungen und
Einbauten sowie die daraus entstehenden Druckdifferenzen berücksich-
tigt (Gl. 4.15). Bei der Generierung der entsprechenden Gleichungen für
die Netzknoten muss jedoch eine Besonderheit berücksichtigt werden. Zu-
nächst muss in einem Netzknoten mit a austretenden und e eintretenden
Strömen für alle austretenden Ströme Druckgleichheit gelten:
pi = pi+1 = pa ∀ i ∈ {1, 2, .., a− 1} (4.72)
Würde man nun fordern, dass auch die eintretenden Ströme den Druck pa
annehmen müssen, so wäre bei einer Parallelschaltung zweier oder meh-
rerer Komponenten über Gl. 4.15 auch das Verhältnis der parallel geführ-
ten Massenströme festgelegt, was der Idee der Optimierung dieser Ströme
widerspricht. Also kann nur gefordert werden, dass die Drücke der einflie-
ßenden Ströme mindestens den Austrittsdruck erreichen:
pj >= pa ∀ j ∈ {1, 2, .., e− 1} (4.73)
Da höhere Druckverluste größere Pumpkosten zur Folge haben, wird sich
im Zuge der Optimierung automatisch der minimal mögliche Druckverlust
über den Netzknoten mit
min(pj) = pa ∀ j ∈ {1, 2, .., e} (4.74)
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einstellen. Dieses mathematische Modell entspricht einem durch die Anla-
genregelung gesteuerten Schieber in jeder Zuleitung einer Sammelschie-
ne: Durch Erzeugen der Druckdifferenz pj − pa über das Ventil kann der
entsprechende Massenstrom durch die Anlagenregelung auf seinen Soll-
wert eingestellt werden.
In vielen Fällen, z.B. Kesselanlagen, besteht faktisch kein Einfluss der
Medientemperaturen auf die Effizienz des Systems. Wegen der erheblich
höheren Rechenzeit bei der Verwendung quadratischer Variablen wird ein
alternativ einsetzbares, lineares Netzmodell für flüssige Wärmeträger zur
Verfügung gestellt. Tabelle 4.3 zeigt den Variablenvektor des linearen Netz-
Var. Einheit Bez. Modifikator Beschreibung
m˙ kg/s m dot linear flow Massenstrom
p kPa p linear Druck
T K T parameter Temperatur
cil kJ/(kgK) c il parameter spezifische
Wärmekapazität
ρ kg/m3 rho parameter Dichte
Tabelle 4.3: Variablenvektor von Netzen für flüssige Wärmeträger in Modellen ohne
quadratische Anteile (lhc)
modells. Hierin wird die Temperatur im Sinne einer Auslegungstemperatur
als konstant betrachtet und legt das Verhältnis zwischen Massen- und Ent-
halpiestrom fest. Infolgedessen sind Massen- und Energiebilanz linear ab-
hängig, sodass die quadratische Kopplung entfällt. Allerdings muss durch
die verwendeten Komponentenmodelle sichergestellt sein, dass nur Ströme
identischer Temperaturen zusammengeführt werden. Als für die Netzkno-
ten zu generierende Gleichungen ergibt sich analog:
Massenbilanz:
n∑
i=1
m˙i = 0 (4.75)
Druckgleichungen:
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pi = pi+1 = pa ∀ i ∈ {1, 2, .., a− 1} (4.76)
pj >= pa ∀ j ∈ {1, 2, .., e− 1} (4.77)
Identitäten:
Ti = Ti+1 ∀ i ∈ {1, 2, .., n− 1} (4.78)
cil,i = cil,i+1 ∀ i ∈ {1, 2, .., n− 1} (4.79)
ρi = ρi+1 ∀ i ∈ {1, 2, .., n− 1} (4.80)
4.7.1.3 Luft und Verbrennungsgase
Abbildung 4.7: Typische Modellstruktur für die Verwendung von Brennstoff-, Luft-
und Verbrennungsgasnetzen
Ziel bei der Modellierung der Netztypen Luft, Verbrennungsgase und
Brennstoffe ist es, für den Standardfall vollständig lineare Modelle bereit-
zustellen, um die zur Optimierung notwendige Rechenzeit gering zu hal-
ten. In den meisten Fällen sind Situationen abzubilden, in denen eine oder
mehrere Umwandlungskomponenten Luft aus der Umgebung ansaugen,
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diese zur Verbrennung einsetzen und das Abgas ohne Nachbehandlung
durch weitere Komponenten wie z.B. Abhitzekessel in die Umgebung ab-
geben. Abbildung 4.7 zeigt ein solches Schema. Während die Brennstoff-
und Luftnetze ausschließlich verzweigt werden, erlaubt das Verbrennungs-
gasnetz nur Zusammenführungen. Für diese typische Struktur lässt sich ein
vollständig lineares Modell angeben, ohne dass auf die Berechnung rele-
vanter Ausgabegrößen wie z.B. Abgastemperatur und -zusammensetzung
verzichtet werden muss. Sonderfälle, z.B. nachgeschaltete Abhitzekessel,
können unter Verwendung von quadratischen Variablen abgebildet werden.
Aus der Umgebung entnommene Luft wird als ideales Gas-Dampf-Gemisch
Var. Einheit Bez. Modifikator Beschreibung
m˙l kg/s m dot l linear flow Massenstrom der
trockenen Luft
x x variable Wasserbeladung
T K T variable Temperatur
p MPa p parameter Druck
Tabelle 4.4: Variablenvektor von Luftnetzen (air)
aus trockener Luft und Wasserdampf betrachtet [39], die Zusammenset-
zung der trockenen Luft wird nach ISO 2533 modelliert [31]. Tabelle 4.4
zeigt der Variablenvektor der Netze vom Typ Luft: Als lineare Flussgröße
wird der Massenstrom verwendet. Temperatur und Wasserbeladung wer-
den als von der Umgebung aufgeprägte Störgrößen betrachtet und daher
als Attribute modelliert. Da die vergleichsweise kleinen Schwankungen des
Umgebungsdrucks vernachlässigbare Auswirkungen auf die energetische
Effizienz der betrachteten Umwandlungsprozesse hat, wird der Druck als
über den Betrachtungszeitraum konstanter Parameter modelliert. Dieses
Modell erlaubt eine Verzweigung eines Luftstroms e in n Ströme, da in die-
sem Fall für alle Zustandsgrößen Identitäten gelten
xe = xi ; Te = Ti ; pe = pi ∀ i ∈ {1, 2, . . . , n} (4.81)
118 Modul zur Simulation von Energieversorgungssystemen
und als einzige Bilanz die Massenbilanz
m˙0 +
∑
i
m˙i = 0 (4.82)
zu berücksichtigen ist. Ein Zusammenführen der so modellierten Ströme ist
in einem linearen Modell nicht möglich, sobald eine der Identitäten aus Gl.
4.81 verletzt ist.
Var. Einheit Bez. Modifikator Beschreibung
n˙N2 mol/s n dot N2 linear flow Stoffmengenstrom
Stickstoff
n˙O2 mol/s n dot O2 linear flow Stoffmengenstrom
Sauerstoff
n˙Ar mol/s n dot Ar linear flow Stoffmengenstrom
Argon
n˙H2O mol/s n dot H2O linear flow Stoffmengenstrom
Wasser
n˙CO2 mol/s n dot CO2 linear flow Stoffmengenstrom
Kohlendioxid
n˙CO mol/s n dot CO linear flow Stoffmengenstrom
Kohlenmonoxid
n˙SO2 mol/s n dot SO2 linear flow Stoffmengenstrom
Schwefeldioxid
H˙ kJ/s H dot linear flow Gesamtenthalpiestrom
p kPa p parameter Druck
Tabelle 4.5: Variablenvektor von Verbrennungsgasnetzen (afg)
Tabelle 4.5 zeigt den Variablenvektor des Netztyps Verbrennungsgase
(Typkennung afg). Die Auswahl der berücksichtigten Gaskomponenten er-
folgte in Anlehnung an die VDI 4670 [70]. Durch die Modellierung der Zu-
sammensetzung als Stoffmengenströme der einzelnen Komponenten sind
Zusammenführungen mehrerer Ströme ohne ein nichtlineares Mischungs-
modell möglich. Für Netzknoten mit n eintretenden und einem austretenden
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Strom generiert der Simulator die folgenden Gleichungen:
H˙a +
n∑
i=1
H˙i = 0 (4.83)
n˙x,a +
n∑
i=1
n˙x,i = 0 ∀ x ∈ {N2, O2, . . . , SO2} (4.84)
pa ≤ pi ∀ i ∈ {1, 2, . . . , n} (4.85)
In Kombination mit dem o.g. Netzmodell für Verbrennungsluft ist die Formu-
lierung linearer Verbrennungsmodelle unter der Annahme einer konstanten
Luftzahl möglich. Zur Berechnung stoffwerteabhängiger Größen (z.B. der
thermomechanischen Exergie des Abgases sowie die nachträgliche Be-
rechnung der Abgastemperatur aus der Gesamtenthalpie und der Zusam-
mensetzung) wurden entsprechende Funktionen nach VDI 4670 implemen-
tiert, die aus der Modellbeschreibungssprache heraus verwendet werden
können.
4.7.1.4 Brennstoffe
Brennstoffnetze (Typkennung fuel) repräsentieren den Transport und die
Verteilung von Brennstoffen. Dieser Netztyp wurde so modelliert, dass so-
wohl gasförmige und flüssige als auch feste Brennstoffe abgebildet werden
können. Da viele Brennstoffe chemisch nicht definiert sind, erfolgt die An-
gabe der Brennstoffzusammensetzung in Form von Massenanteilen der im
Brennstoff befindlichen Elemente bezogen auf die Gesamtmasse.
Tabelle 4.6 zeigt den Variablenvektor dieses Netztyps. Einzige Flussva-
riable ist der Brennstoffmassenstrom. Die chemische Enthalpie des Brenn-
stoffes wird durch seinen Heizwert bezogen auf den Referenzzustand an-
gegeben, wobei mit Hilfe der Massenanteile des Wassers wH2O und des
Wasserstoffs wH2 auf seinen Brennwert geschlossen werden kann. Die An-
gabe der Brennstoffbestandteile weicht im Sinne einer vereinfachten Hand-
habung in den Modellen von der für Elementaranalysen von Brennstoffen
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Var. Einheit Bez. Modifikator Beschreibung
m˙ kg/s m dot linear flow Massenstrom
Hu,ref kJ/kg Hu parameter (unterer) Heizwert des
Brennstoffes
p kPa p parameter Druck
T K T parameter Temperatur
cp kJ/(kgK) c p parameter spezifische
Wärmekapazität
ρ kg/m3 rho parameter Dichte
wC w C parameter Massenanteil elementa-
rer Kohlenstoff
wS w S parameter Massenanteil elementa-
rer Schwefel
wH2O w H2O parameter Massenanteil Wasser
wO2 w O2 parameter Massenanteil elementa-
rer Sauerstoff
wN2 w N2 parameter Massenanteil elementa-
rer Stickstoff
wH2 w H2 parameter Massenanteil elementa-
rer Wasserstoff
Tabelle 4.6: Variablenvektor von Brennstoffnetzen (fuel)
üblichen Form ab4. Der Wasseranteil des Brennstoffes wird jedoch geson-
dert angegeben, sodass Modelle zur Brennstofftrocknung z.B. bei biogenen
Brennstoffen den zur Trocknung notwendigen Energieaufwand bestimmen
können. Die als Parameter deklarierten Zustandsgrößen Druck, Temperatur
und Dichte sowie die spezifische Wärmekapazität können zur Abschätzung
des Aufwands der Brennstoffaufbereitung z.B. durch Trocknung oder Ver-
dichtung bei Brenngasen herangezogen werden.
4Die Angabe für feste Brennstoffe erfolgt in ähnlicher Form, jedoch bezogen auf den
wasser- und aschefreien Brennstoff, nicht auf seine Gesamtmasse. Wasser und Ascheanteil
werden zusätzlich angegeben. [32]
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fuel-Netze sind gerichtet, d.h. das Vorzeichen des Massenstroms ist
eindeutig festgelegt. Die Modellierung erlaubt die Verzweigung von Brenn-
stoffnetzen ohne spezielle, nichtlineare Splitmodelle, jedoch nicht deren Zu-
sammenführung (siehe auch Abschnitt 4.7.1.3). Für einen Netzknoten mit
einem eintretenden Strom e und n austretenden Strömen ergeben sich die
Massenbilanz
me +
n∑
i=1
m˙i = 0 (4.86)
sowie Identitäten für alle anderen Größen:
Xi = Xe ∀ i ∈ {1, 2, .., n} (4.87)
4.7.2 Beispiel eines Basismodells
Als Beispiel für das Modell eines Konnektors wird hier das Modell „Wärme-
übertragung an einen flüssigen Wärmeträger“ (ConLhcHX) vorgestellt. Die
Darstellung aller Konnektoren würde den Rahmen dieser Arbeit sprengen
und erscheint nicht notwendig, da sie strukturell ähnlich und die verwende-
ten thermodynamischen Modelle vergleichsweise einfach sind.
Das Modell ConLhcHX beschreibt die Wärmeübertragung an ein flüssi-
ges Wärmeträgermedium (s. Abschnitt 4.7.1.2) unter Berücksichtigung ei-
nes Druckverlustes beim Durchströmen des Bauteils. Abbildung 4.8 zeigt
die Modellkomponente während der Bearbeitung im Editor. Der Konnektor
besitzt zwei lhc-Pins (in und out) zum Anschluss an entsprechende äu-
ßere Netze. Die im Konnektor deklarierten Variablen sind dem übergeord-
neten Modell zugänglich und können dort in Bilanzen verknüpft oder durch
Ungleichungen in ihrem Wertebereich begrenzt werden:
begin model
begin declaration
// Konstante Dichte und Waermekapazitaet
parameter Number rho [kg/m^3];
parameter Number c_il [kJ/kg K];
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Abbildung 4.8: Ansicht des Basismodells ConLhcHX im Vorlageneditor
// Ein- und Austrittstemperaturen
linear Number T_out ['K];
linear Number T_in ['K];
// Parameter zur Berechnung des Druckverlusts
parameter Number A_hyd [m^2];
parameter Real xi [];
// Grenzen fuer die quadratische Variable m_dot
parameter Number m_dot_min [kg/s];
parameter Number m_dot_max [kg/s];
// Waermestrom in das Fluid
linear Number Q_dot [kJ/s];
// Schlupfvariablen
linear Number Q_dot_p [kJ/s];
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linear Number Q_dot_n [kJ/s];
// Massenstrom
linear Number m_dot [kg/s];
end declaration
Bei der Modellinitialisierung werden die Variablen Dichte und Wärmeka-
pazität mit den entsprechenden Pinvariablen über das algebraische Glei-
chungssystem verknüpft. Das @-Symbol markiert rho und c il als Varia-
blen des Gleichungssystems:
begin init
begin equation
in.rho == out.rho;
in.rho == @ rho;
in.c_il == out.c_il;
in.c_il == @ c_il;
end equation
end init
Der Konnektor besitzt keine prologue- und epilogue-Abschnitte, da we-
der Eingabegrößen auftreten noch Attribute, Zustände oder Ausgabegrö-
ßen zu berechnen sind. Der Optimierungsabschnitt verknüpft die Fluss- und
Zustandsgrößen des Modells. Zur Relaxierung des Systems werden zwei
Schlupfvariablen Q dot p und Q dot n wie in Abschnitt 4.3.3.2 beschrie-
ben eingeführt und in die virtuelle Zielfunktion eingetragen. Zur Begrenzung
des Suchraums des evolutionsstrategischen Optimierers wird die Variable
m dot in ihrem Wertebereich eingeschränkt.
begin step
// Massenbilanz:
in.m_dot == m_dot;
in.m_dot + out.m_dot == 0 [kg/s];
// Begrenzung des Suchraums des
// evolutionsstrategischen Optimierers:
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m_dot <= m_dot_max;
m_dot >= m_dot_min;
// Relaxierung des Systems durch Schlupfvariablen
Q_dot_p >= 0 [kW];
Q_dot_n >= 0 [kW];
// Energiebilanz:
Q_dot + Q_dot_p - Q_dot_n
== in.m_dot * out.h - in.m_dot * in.h;
// Eintrag der Schlupfvariablen in
// die virtuelle Zielfunktion
virtual_target (Q_dot_p + Q_dot_n) * 100 [EUR/kW];
...
Um im übergeordneten Modell Einschränkungen hinsichtlich zulässiger, ge-
forderter oder erreichbarer Temperaturen formulieren zu können, werden
diese durch das Basismodell über die Enthalpie des Fluidstroms berech-
net. Schließlich wird der Druckverlust über das Bauteil bestimmt (s. auch
Gl. 4.15 und Abschnitt 4.7.1.2).
// Bestimmung der Temperaturen, sodass die Begrenzung
// des Temperaturbereichs durch uebergeordnete
// Modelle moeglich ist.
(T_out - .prop.lhc.T_0) * c_il == out.h;
(T_in - .prop.lhc.T_0) * c_il == in.h;
// Druckverlust über das Bauteil
in.p - out.p >= xi * rho / 2 * in.m_dot * in.m_dot
/ (rho * A_hyd) / (rho * A_hyd);
end step
end model
Das vorgestellte Basismodell kann nun zur Modellierung der Wärmeüber-
tragung an einen Fluidstrom innerhalb von komplexeren Modellen verwen-
det werden. Dabei werden die durch das Basismodell definierten Varia-
blen durch das übergeordnete Modell mit anderen Größen verknüpft. Ent-
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sprechende Basismodelle wurden u.a. für Verbrennung, Druckänderung in
flüssigen Wärmeträgern sowie für Quellen und Senken der verschiedenen
Netztypen erstellt.
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Kapitel 5: Anwendungsbeispiel
In diesem Kapitel wird eine typische Anwendung von TOP-Energy und ins-
besondere des Simulationsmoduls eSim dargestellt. Dabei wird zunächst
auf die Erstellung des Modells eines Energieversorgungssystems mit Hilfe
der Komponentenbibliothek eingegangen. Die Anwendung der Modellbe-
schreibungssprache EML selbst wird an dem Beispiel des Modells einer
Kompressionskältemaschine demonstriert. Anschließend wird gezeigt, wie
durch die Erstellung von Varianten in TOP-Energy Verbesserungsmaßnah-
men identifiziert und ihre Auswirkungen quantifiziert werden. Abschließend
wird auf die Qualität des hier vorgestellten Simulationsverfahrens hinsicht-
lich Modellgenauigkeit, Konvergenz und Stabilität eingegangen.
5.1 Beschreibung des untersuchten Systems
Betrachtet wird die Kältezentrale eines großen metallverarbeitenden Betrie-
bes. Insgesamt fünf wassergekühlte Kompressionskältemaschinen erzeu-
gen Kaltwasser zur Prozess- und Gebäudekühlung. Die Rückkühlung der
Maschinen erfolgt über zwei verschiedene Kühlwassersysteme mit offenen
Verdunstungskühltürmen zur Rückkühlung.
Abbildung 5.1 zeigt die geordnete Jahresdauerlinie des Kältebedarfs.
Der Kältelastgang der Anlage ist durch einen großen prozessbedingten
Grundlastanteil geprägt, die Leistungsspitzen bis zu 3.500 kW entstehen
im Wesentlichen durch die Gebäudekühlung. Ziel ist es nun, das System
in TOP-Energy abzubilden und das Einsparpotenzial verschiedener gering
investiver Verbesserungsmaßnahmen zu beziffern.
Das System zur Kältebereitstellung besteht aus zwei Gruppen von Käl-
temaschinen, die jeweils einem Rückkühlsystem zugeordnet sind. Während
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Abbildung 5.1: Geordnete Jahresdauerlinie des Kältebedarfs
Kurzname Hersteller / Typ Kälte-
leistung
elektrische
Leistung
kW kW
KKM_Carrier_1 Carrier 30 HXC 375-331 1.249 245
KKM_Carrier_2 Carrier 30 HXC 375-331 1.249 245
KKM_Carrier_3 Carrier 30 HXC 375-331 1.249 245
KKM_Trane_5 Trane RTHDE3D2E2 1.323 263
KKM_Trane_6 Trane CVGF0500 1.800 319
Tabelle 5.1: Technische Daten der wichtigsten Komponenten im System zur Kälte-
bereitstellung
die erste Gruppe von drei Maschinen mit einer Kältenennleistung von je-
weils 1249 kW über ein eigenes Kühlturmsystem mit drei offenen Nassküh-
lern besitzen, ist die zweite Gruppe bestehend aus zwei Kältemaschinen
mit 1323 und 1800 kW Kälteleistung an ein größeres Rückkühlsystem ange-
schlossen, welches zusätzlich verschiedene Produktionseinrichtungen mit
Kühlwasser versorgt. Die Verschaltung des Systems ist in Abbildung 5.2
dargestellt, die wesentlichen Leistungsgrößen der Anlage sind in Tabelle
5.1 wiedergegeben.
Sowohl Kühl- als auch Kälteseite werden mit Wasser betrieben. Der
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Zentrale
Kühlwasser-
versorgung
36 / 26 °C
Abbildung 5.2: Vereinfachtes Schaltschema des untersuchten Kälteversorgungssy-
stems
Rücklauf des Kühlwassers aus den Kühltürmen wird mit Hilfe von Drei-
wegemischern auf 26 ◦C nach unten begrenzt. Das weit verzweigte Ver-
brauchernetz kann zur Untersuchung der Kälteversorgung als ein summa-
rischer Verbraucher betrachtet werden, zumal die verwendeten Messda-
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ten durch einen Wärmemengenzähler an der zentralen, drehzahlgeregelten
Netzpumpe erfasst wurden. Verdampfer und Verflüssiger der Kältemaschi-
nen werden im Betrieb durch je eine Pumpemit einem konstanten Volumen-
strom versorgt. Leistungsungleichgewichte zwischen Kälte- bzw. Kühlturm-
netz und den Verdampfer bzw. Verflüssiger der Kältemaschinen werden
durch entsprechende Dreiwegeventile hydraulisch ausgeglichen. So führt
ein abnehmender Kältebedarf zur Verringerung des Massenstroms über
die Netzpumpen und damit zu einem Überströmen kalten Vorlaufwassers
in den Rücklaufsammler, sodass die durch die Kältemaschinen zu erzeu-
gende Temperaturdifferenz gegenüber der Vorlaufsolltemperatur sinkt und
damit ihre Kälteleistung entsprechend der geringen Anforderung abnimmt.
Aus der für alle Kältemaschinen vorgegebene Vorlauftemperatur von 6 ◦C
und den konstanten verdampferseitigen Volumenströmen ist außerdem die
Leistungsverteilung zwischen allen in Betrieb befindlichen Kältemaschinen
festgelegt.
5.2 Abbildung des Systems in TOP-Energy
Das beschriebene System wurde in TOP-Energy abgebildet und verschie-
dene Verbesserungsmaßnahmen mit Hilfe des Simulationsmoduls eSim
evaluiert. Abbildung 5.3 zeigt das im Flussschemaeditor zusammengestell-
te Systemmodell. Zur besseren Orientierung wurden einzelne Modelle zu-
sätzlich mit nummerierten Markierungen versehen. Die einzelnen im Mo-
dell verwendeten Modellkomponenten wurden aus der Vorlagenbibliothek
in das Schema eingefügt und anschließend parametriert und durch Netze
zu einem Systemmodell verbunden. Das Modell ist ähnlich einem gängigen
Anlagenschema zu lesen, es enthält allerdings nur die für die energetische
Betrachtung relevanten Komponenten. Allerdings werden zusätzliche Ele-
mente verwendet, z.B. um die Umgebungsbedingungen oder Medieneigen-
schaften abzubilden.
Da der Fokus der Untersuchung auf der Kälteerzeugung liegt, wird das
in der Realität weit verzweigte Verbrauchernetz als summarischer Verbrau-
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cher abgebildet (vgl. Markierung (1) in Abbildung 5.3). In dieser Modellkom-
ponente ist der zeitliche Verlauf des Kältebedarfs sowie die Temperaturan-
forderung an den Kaltwasservorlauf sowie die maximale Rücklauftempera-
tur hinterlegt.
Der Aufwand für den Transport des Wassers in den verschiedenen
Kreisläufen wird durch Pumpenmodelle erfasst (2). Die Funktion der hy-
draulischenWeichen zur Trennung der Primär- und Sekundärkreisläufe (3a)
sowie der Regelventile zur Begrenzung der Verflüssigervorlauftemperatur
(3b) wurde durch Ventilmodelle nachgestellt. Sie enthalten als einzige Mo-
dellgleichung eine Beschränkung auf positive Massenströme (m˙ ≥ 0). Wel-
cher Massenstrom sich schließlich über das Ventil ergibt, ist Ergebnis der
Optimierungsrechung und hängt z.B. von den gesetzten Minimal- oder Ma-
ximaltemperaturen und der geforderten Übertragungsleistung der Netzes
ab.
Die Kaltwassersätze werden durch insgesamt drei Modellkomponenten
abgebildet. Die drei baugleichen Maschinen sind in einer Komponente zu-
sammengefasst (4), was neben der besseren Übersichtlichkeit des Sche-
mas auch eine Vereinfachung des mathematischen Modells und damit eine
Verkürzung der Rechenzeit zur Folge hat. Das Modell der Kältemaschi-
nen ist ausführlich in Abschnitt 5.3 diskutiert. Auch die drei baugleichen
Rückkühlwerke der Kältemaschinen 1-3 wurden in einer Modellkomponen-
te zusammengefasst (5). Da die Leistungsdaten der Rückkühler nur für den
Auslegungspunkt vorlagen, wird für das Modell vereinfachend angenom-
men, dass die erreichbare Kühlturmaustrittstemperatur um eine konstante
Temperaturspanne über der sich aus den Wetterdaten ergebenden Kühl-
grenztemperatur liegt.
Zur Abbildung der wirtschaftlichen Randbedingungen dient das Modell
des Strombezugstarifs (6). Da alle Strom verbrauchenden Komponenten
über Netze mit der Tarifkomponente verbunden sind, kann hier der Ge-
samtstrombezug aus dem öffentlichen Versorgungsnetz (7) erfasst werden.
Durch die Modellierung der lastabhängigen Stromkosten als Zielfunktions-
beitrag gehen die Strombezugskosten in die Optimierungsrechnung für je-
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Abbildung 5.3: Modell des untersuchten Kälteversorgungssystems
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den Zeitschritt ein.
Schließlich enthält das Systemmodell weitere Komponenten zur Defini-
tion verschiedener Randbedingungen: Zu nennen ist hier insbesondere das
Umgebungsmodell (8), welches die zeitlich veränderlichen Temperatur- und
Feuchtigkeitswerte der Außenluft liefert und darüber hinaus zur Bilanzie-
rung der an die Umgebung abgegebenen Abwärme dient. Außerdem ent-
halten die hydraulischen Netze jeweils eine Komponente, die die Stoffwerte
des verwendeten Mediums vorgibt (9).
Soweit das System in seinem Betriebsbereich eingeschränkt ist, müs-
sen weitere Randbedingungen in das Modell eingeführt werden. Im vor-
liegenden Fall ist dies die Begrenzung der Verflüssigungstemperatur auf
minimal 26 ◦C. Dies wird durch das Einfügen von Komponenten erreicht,
die eine entsprechende Begrenzung der Medientemperatur einführen (10).
Da die Leistungsverteilung zwischen den Kältemaschinen durch die Hy-
draulik vorgegeben ist, verbleiben als Freiheitsgrade die Auswahl der einge-
schalteten Maschinen, die Massenströme durch die geregelten Pumpen der
Rückkühlwerke und des Verbrauchernetzes sowie die über die Überstrom-
ventile fließenden Massenströme. Neben den rein hydraulischen Grenzen
ist der Raum der möglichen Betriebszustände insbesondere durch die ge-
forderten bzw. erreichbaren Temperaturen beschränkt. Den wesentlichen
Zielfunktionsbeitrag für die Optimierung liefert das Modell des Strombezug-
starifs. Dementsprechend wird die Optimierung die Massenströme des Sy-
stems sowie die Einschaltreihenfolge der Kältemaschinen so einstellen,
dass sich für das Gesamtsystem eine minimale Leistungsaufnahme ergibt.
Für die Abbildung des Ist-Falls wurde zusätzlich die im tatsächlichen
Betrieb verwendeten Steuerungsregeln in EML formuliert und in der Modell-
beschreibung der Flussschemakomponente umgesetzt. Nach dieser Steue-
rungsregel werden die Kältemaschinen in einer vorgegebenen Reihenfolge
zugeschaltet. Das Einschalten der jeweils nächsten Maschine erfolgt erst
dann, wenn die derzeit betriebenen Maschinen 85% ihrer Kältenennleistung
erreicht haben. Die Formulierung dieser Regel in EML kann jedoch nicht di-
rekt in Form einer Fallunterscheidung umgesetzt werden, sondern erfordert
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die Formulierung als Constraints des Lösungsraums:
// Einschaltreihenfolge: 1 - 6 - 2 - 3 - 5
(KKM_Trane_6.isOn - 1) * 10000.0 [kW]
<= V1.Q_dot - 0.85 * KKM_Carrier_1_3.Q_dot_0_N;
(KKM_Carrier_1_3.nOn - 2) * 10000.0 [kW]
<= V1.Q_dot - 0.85 * (KKM_Carrier_1_3.Q_dot_0_N
+ KKM_Trane_6.Q_dot_0_N);
(KKM_Carrier_1_3.nOn - 3) * 10000.0 [kW]
<= V1.Q_dot - 0.85 * (2 * KKM_Carrier_1_3.Q_dot_0_N
+ KKM_Trane_6.Q_dot_0_N);
(KKM_Trane_5.isOn - 1) * 10000.0 [kW]
<= V1.Q_dot - 0.85 * (3 * KKM_Carrier_1_3.Q_dot_0_N
+ KKM_Trane_6.Q_dot_0_N);
Darin beschreibt die Variable isOn bzw. nOn den Betriebszustand der Kälte-
maschinen (ein / aus bzw. Anzahl der eingeschalteten Maschinen), die Va-
riable V1.Q_dot den aktuellen Kältebedarf und die Variable Q_dot_0_N die
Nennkälteleistung der jeweiligen Maschine. Ist eine Maschine eingeschal-
tet, nimmt isOn den Wert 1 an, sodass die linke Seite der Ungleichung null
wird. Der Constraint ist also nur dann erfüllt, wenn die rechte Seite größer
null, d.h. der Kältebedarf V1.Q_dot größer als 85 % der Kältenennleistung
aller Maschinen mit höherer Priorität ist.
5.3 Modell der Kältemaschine
Die Anwendung der Modellbeschreibungssprache EML wird exemplarisch
an der Modellierung der Kompressionskältemaschine demonstriert. Um
Wiederholungen zu vermeiden, wird nur auf ausgewählte Modellteile ein-
gegangen, der vollständige Modellcode findet sich in Anhang B.
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5.3.1 Grundlegende Modellgleichungen
Die hier modellierten Kaltwassersätze finden in der Industrie breite An-
wendung zur Versorgung von Produktionsprozessen und Klimaanlagen mit
Kaltwasser. Dementsprechend sind diese Maschinen in einem weiten Lei-
stungsbereich und verschiedenen Bauartvarianten verfügbar. Zwar ist die
Einbindung in das Versorgungssystem bei allen Maschinen nahezu iden-
tisch, je nach Ausführung der Verdichter sowie der Verdampfer- und Ver-
flüssigereinheit ergibt sich für jedes Modell jedoch ein individuelles Teillast-
verhalten, welches für eine Bewertung des Gesamtsystems berücksichtigt
werden muss. Für die im untersuchten System verwendeten Kaltwasser-
sätze ist das Teillastverhalten in Abbildung 5.4 dargestellt. Dabei ist die
Leistungszahl des Kaltwassersatzes über der mit der Nennkälteleistung
normierten Kälteleistung aufgetragen. Zunächst fällt der unterschiedliche
Verlauf der Teillastkurven auf. Die Trane-Maschinen weisen eine zu hohen
Leistungen ansteigende Leistungszahl auf, die im oberen Teillastbereich ihr
Maximum erreicht und zur Volllast hin wieder leicht abfällt. Im Gegensatz
dazu weist die Teillastkurve der Carrier-Maschine starke Sprünge auf, wo-
bei ihr Maximum im unteren Teillastbereich bei ca. 40 % Last auftritt. Dies
ist darauf zurückzuführen, dass diese Maschine mit vier Verdichtern aus-
gestattet ist, die von der internen Regelung einzeln zugeschaltet werden
können. Beim Vergleich der Kennlinien untereinander ist allerdings zu be-
achten, dass sich die Angaben der verschiedenen Maschinenhersteller auf
unterschiedliche Kühl- und Kaltwassertemperaturen beziehen, ein direkter
Vergleich der erreichten Leistungszahlen also erst nach der Umrechnung
auf einheitliche Temperaturniveaus gezogen werden kann. Bei der Umset-
zung im Simulationsmodell muss also einerseits die sich mit der Teillast
ändernde Umwandlungsgüte der Kältemaschine, andererseits die sich aus
der Thermodynamik ergebende Abhängigkeit der Leistungszahl von dem
Verhältnis der Kühl- und Kaltwassertemperaturen berücksichtigt werden.
Da für die abzubildenden Kältemaschinen nur in wenigen Fällen ein voll-
ständiges Kennfeld, welches beide Effekte berücksichtigt, vorliegt, muss
die Teillastabhängigkeit der Leistungszahl über die in der Regel verfüg-
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Abbildung 5.4: Teillastkennlinien der verwendeten Kaltwassersätze, jeweils bezo-
gen auf 6 / 12 ◦C Kaltwasser- und 27 / 32 ◦C Kühlwassertemperaturen.
bare Kennlinie, die Temperaturabhängigkeit jedoch über einen thermody-
namischen Ansatz beschrieben und beide Effekte im Modell superponiert
werden. Als thermodynamischer Ansatz eignet sich die Annahme eines
vom Temperaturverhältnis unabhängigen thermodynamischen Gütegrades
ξ. Dieser beschreibt das Verhältnis zwischen realer Leistungszahl und der
Leistungszahl der reversiblen Kältemaschine und ist nun nur noch abhän-
gig vom Teillastgrad q0 = Q˙0Q˙0,N der Kältemaschine:
ξ =
real
rev
= f(q0) (5.1)
Zur Umsetzung dieses im Modell werden die elektrische Leistung und die
im Verflüssiger übertragene Wärmeleistung in jeweils einen Anteil Prev
bzw. Q˙c,rev, der der Leistung der reversiblen Maschine entspricht, und
einen Anteil Pirr bzw. Q˙c,irr, der auf die Umwandlungsverluste der realen
Maschine zurückzuführen ist, aufgespalten:
P = Prev + Pirr und Q˙c = Q˙c,rev + Q˙c,irr (5.2)
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Nach dem ersten Hauptsatz für die reversible und die reale Kältemaschine
ergibt sich damit:
Q˙0 + Prev + Q˙c,rev = 0 (5.3)
Q˙0 + P + Q˙c = 0
Pirr + Q˙c,irr = 0 (5.4)
Zur Bestimmung der Verflüssigerleistung der reversiblen Maschine wird der
zweite Hauptsatz formuliert und entsprechend der in Abschnitt 4.3.1 be-
schriebenen Näherung durch die Medientemperaturen und -massenströme
auf der Kalt- und Kühlwasserseite ausgedrückt:
Q˙0,rev
Tm,0
+
Q˙c,rev
Tm,c,rev
= 0 (5.5)
⇒ m˙0 cif,0
[
ln
(
T 0,2
T 0,1
)
+
T0,2
T 0,2
− T0,1
T 0,1
]
+m˙c cif,c
[
ln
(
T c,2
T c,1
)
+
Tc,2
T c,2
− Tc,1
T c,1
]
= 0 (5.6)
Die mechanische Leistung der reversiblen Maschine Prev ist damit über Gl.
5.3 bestimmt. Der auf die Umwandlungsverluste zurückzuführende Teil Pirr
hängt mit Prev über den exergetischen Gütegrad zusammen:
Pirr = P − Prev = Q˙0
ξrev
− Prev = Prev(1
ξ
− 1) (5.7)
Da ξ vom Teillastgrad der Maschine abhängt, muss der Zusammenhang
zwischen Pirr und Prev über eine Kennlinie ausgedrückt werden. Zur ihrer
Berechnung aus der Teillastkennlinie P (Q˙0) siehe Anhang B.2.
5.3.2 Modellstruktur
Wie in Abschnitt 4.5 erläutert, werden die strukturellen Eigenschaften der
Modellkomponente, z.B. die Anzahl und Art der Netzanschlusspunkte, nicht
in der Modellbeschreibungssprache, sondern im Objektmodell des Frame-
works festgelegt. In Abbildung 5.5 ist die Modellstruktur der Komponen-
te in verschiedenen Ansichten dargestellt. Die Komponente besitzt je zwei
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Netzanschlusspunkte, die die Schnittstelle zum Kühl- bzw. Kaltwassernetz
repräsentieren sowie einen Netzanschlusspunkt für Zuleitung der elektri-
schen Energie. Die Netzanschlusspunkte der Kühl- und Kaltwasserseite
sind intern mit den in Abschnitt 4.7.2 beschriebenen Basismodellen zur
Wärmeübertragung (ConQC und ConQ0), der Netzanschlusspunkt der elek-
trischen Zuleitung mit einem Basismodell einer elektrischen Energiesenke
(ConElAc) verbunden. Netzanschlusspunkte und aggregierte Komponen-
ten finden sich mit den ihnen zugewiesenen Namen im links dargestellten
Objektbaum der Komponente wieder.
Abbildung 5.5: Ansicht der Modellstruktur in TOP-Energy: Komponentensymbol mit
Netzanschlusspunkten (rechts oben), aggregierte Komponenten und innere Verbin-
dungen (rechts unten) sowie deren Darstellung im Objektbaum der Modellkompo-
nente (links).
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5.3.3 EML-Code
5.3.3.1 Deklarationsabschnitt
Der Abschnitt declaration umfasst die Deklarationen aller im Modell ver-
wendeten Variablen. Aufgrund der zahlreichen technischen und ökonomi-
schen Auswertungen ergibt sich hier eine umfangreiche Liste, für den ei-
gentlichen Modellkern sind jedoch vornehmlich die Optimierungsgrößen
von Bedeutung:
begin model
begin declaration
[...]
// Optimierungsgrößen:
linear Number Q_dot_0 [kW];
linear Number Q_dot_c_rev [kW];
linear Number Q_dot_c_irr [kW];
linear Number P_el [kW];
linear Number w_el_rev [];
linear Number w_el_irr [];
linear Number T_c_rev ['K];
quadratic Bool isOn;
[...]
Die in die Kältemaschine ein- bzw. austretenden Energieströme sind die
Kälteleistung Q_dot_0, die aufgenommene elektrische Leistung P_el so-
wie die an das Kühlwasser abgegebene Wärmeleistung. Letztere wird
im Modell in zwei Anteile aufgespalten, nämlich (Q_dot_c_rev) und
(Q_dot_c_irr). In der gleichen Weise wird die eingesetzte elektrische Lei-
stung aufgeteilt und mit der elektrischen Nennleistung der Maschine nor-
miert ( w_el_rev, w_el_irr). T_c_rev ist dementsprechend die Kühlwas-
seraustrittstemperatur, die sich für eine reversible Maschine ergäbe.
Zur Abbildung des Zusammenhangs zwischen wrev und wirr wird ei-
ne Kennlinie charPP verwendet, welche zunächst aus der Teillastkennlinie
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charPQ0 berechnet werden muss.
[...]
parameter Char1D charPQ0{[],[]};
parameter Char1D charPP{[],[]};
[...]
5.3.3.2 Initialisierungsabschnitt
Der Initialisierungsabschnitt dient dazu, die Parameter der Maschine aus
den Modelldaten zu laden, Variablen zu initialisieren und die Umrechnung
der Kennlinien auszuführen. Das Einlesen der Parameterwerte geschieht
durch die load-Methode der Parametervariablen:
begin init
begin algorithm
[..]
// Modellparameter aus den Komponentendaten laden:
// Nennbetriebspunkt:
P_el_N.load("Global/Common
/ctxDesignChill:NominalOperatingPoint
/stdDesignEl:NominalPowerIn");
Q_dot_0_N.load("Global/Common
/ctxDesignChill:NominalOperatingPoint
/stdDesignChill:NominalRefrigeratingCapacity");
[..]
Neben zahlreichen Initialisierungen und einfachen Berechnungen ist die
Kennlinie wirr(wrev) zu berechnen. Dazu wird zunächst der Wertebereich
der Kennlinie definiert und ein Linienzug (Polygon) angelegt1. Anschließend
erfolgt die punktweise Berechnung der Kennlinie (vgl. Anhang B.2). Zu-
1Grundsätzlich können Kennlinien unterbrochen sein, also aus mehreren Linienzügen be-
stehen. Jeder Linienzug ist daher einzeln im Kennlinienobjekt anzulegen.
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sätzlich wird über die Methode addOffState() der Kennlinie der separate
Punkt (0, 0) hinzugefügt, welcher den Zustand „aus“ repräsentiert.
[..]
charPP.setDefArea(0.0, 1.0, 0.0, 1.0);
charPP.appendPolygon();
nPairs := charPQ0.getNumberOfPairs(0);
[..]
for (iPair := 0, iPair < nPairs,
iPair := iPair + 1 ) loop
xVal := xi_ex * charPQ0.getX(0, iPair);
yVal := charPQ0.getY(0, iPair)
- xi_ex * charPQ0.getX(0, iPair);
charPP.appendPair(0, xVal, yVal);
if Q_dot_0_min
> Q_dot_0_N * charPQ0.getX(0, iPair) then
Q_dot_0_min := Q_dot_0_N
* charPQ0.getX(0, iPair);
end if
end for
charPP.addOffState();
end algorithm
end init
5.3.3.3 Optimierungsabschnitt
Der Optimierungsabschnitt beschreibt den Betriebsbereich der Kältema-
schine als Constraints und die Kosten, die mit dem Betrieb entstehen
als Beiträge zur Zielfunktion der Optimierung. Zunächst werden durch die
associate-Anweisung die Variablen w_el_rev und w_el_irr über die
Kennlinie charPP miteinander verknüpft.
begin step
// Teillast
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associate w_el_rev, w_el_irr with charPP;
[..]
Zusätzlich wird der Lösungsraum über Constraints, die die Grenzen des
Betriebsbereichs abbilden, beschränkt. Die folgenden Zeilen definieren den
Betriebsbereich der Kaltwasserseite.
//Kaltseite: ConQ0.T_in > ConQ0.T_out
ConQ0.T_out >= T_0_2_min;
ConQ0.T_out <= T_0_2_max;
ConQ0.in.m_dot <= isOn * V_dot_0_max * ConQ0.rho;
ConQ0.in.m_dot >= isOn * V_dot_0_min * ConQ0.rho;
[..]
Die oben entwickelten Modellgleichungen werden in Form von Gleichheits-
Constraints umgesetzt:
[..]
// ENERGIEBILANZ (Qo + Qc + P = 0)
// reversibler Anteil (Gl. 5.3)
Q_dot_0 + Q_dot_c + w_el_rev * P_el_N == 0 [kW];
// Verlustanteil (Gl. 5.4)
Q_dot_c_irr + w_el_irr * P_el_N == 0 [kW];
// Strom (Gl. 5.2)
P_el == P_el_N * (w_el_rev + w_el_irr);
// Kühlwasser
ConQc.m_dot * ConQc.c_il * (ConQc.T_out - T_c_rev)
+ Q_dot_c_irr == 0 [kW];
// ENTROPIEBILANZ der reversiblen
// Kältemaschine (Gl. 5.6)
ConQ0.m_dot * ConQ0.c_il *
( ln_T_0_avg + (ConQ0.T_out - T_0_2_avg) / T_0_2_avg
- (ConQ0.T_in - T_0_1_avg) / T_0_1_avg )
+ ConQc.m_dot * ConQc.c_il *
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( ln_T_c_avg + (T_c_rev - T_c_2_avg) / T_c_2_avg
- (ConQc.T_in - T_c_1_avg) / T_c_1_avg )
== 0 [kW/K];
[..]
Schließlich werden ggf. angesetzte laufzeitgebundene Betriebskosten in
die Zielfunktion der Optimierung eingetragen:
[..]
target OpCostsPerOpHour * isOn * stepWidth;
end step
5.3.3.4 Epilog- und Exit-Abschnitt
Der Epilog-Abschnitt dient zur Auswertung des Zeitschritts. Dazu wer-
den integrale Größen aufsummiert und die Maximalwerte der Kältelei-
stung festgehalten. Beispielhaft ist hier die Berechnung der aufgenomme-
nen elektrischen Arbeit und der Betriebsstunden angegeben. Die Funktion
.system.stepWidth liefert die für die Simulation gewählte Zeitschrittweite.
begin epilogue
begin algorithm
[..]
W_el := W_el + P_el * .system.stepWidth.toNumber();
[..]
if isOn > 0 then
OpHours := OpHours + isOn
* .system.stepWidth.toNumber();
end if
end algorithm
end epilogue
Nach Berechnung aller Zeitschritte wird der Exit-Abschnitt des Modellcodes
ausgeführt. Zur besseren Vergleichbarkeit werden die erfassten Energie-
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größen auf eine mittlere Leistung umgerechnet und als pro Jahr umgesetzte
Energie in den Modelldaten abgelegt.
begin exit
begin algorithm
[..]
W_el_pa := W_el / .system.simDuration.toNumber();
[..]
W_el_pa.save("Local/eSim
/eSimIfLocal:EnergyConversionIn
/stdEnergy:InputEnergyPerPeriod");
[..]
end algorithm
end exit
end model
5.4 Simulation des Ist-Falls
Abbildung 5.6 zeigt die Verteilung der Kältelast auf die Kältemaschinen, die
Stromaufnahme der gesamten Kältezentrale sowie den Verlauf der Außen-
temperatur. Entsprechend der Steuerungsregeln werden die Kältemaschi-
nen in der Reihenfolge 6 - 1 - 2 - 3 - 5 zugeschaltet. Neben dem Kältebedarf
hat die Außentemperatur einen Einfluss auf den Strombedarf der Anlage,
sobald die Rückkühlwerke die vorgegebene Rücklauftemperatur von 26 ◦C
nicht mehr einhalten können. So steigt z.B. der Strombedarf von der 13.
zur 14. Stunde mit der Außentemperatur an, obwohl der Kältebedarf leicht
sinkt.
Da für den Einsatz der Pumpen, Ventile und Kühltürme keine Steue-
rungsregeln sondern nur zulässige Betriebsbereiche vorgegeben wurden,
sind die entsprechenden Variablenwerte, insbesondere Massenströme und
Temperaturen der thermischen Netze, Bestandteil der Optimierung. Abbil-
dung 5.7 zeigt den Verlauf der Medientemperaturen auf der Kühlseite für
die Kältemaschine sechs. Zusätzlich sind die Außentemperatur sowie die
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Abbildung 5.6: Verteilung der geforderten Kälteleistung auf die einzelnen Kältema-
schinen im Ist-Fall
Kühlgrenztemperatur aufgetragen. Wie wegen des großen Einflusses der
Temperaturen auf die Leistungszahl des Kälteprozesses zu erwarten ist,
stellen sich infolge der Optimierung der Massenströme über das Rückkühl-
werk und das Überstromventil die minimal möglichen Temperaturen ein. Da
die Eintrittstemperatur der Verflüssiger auf 26 ◦C nach unten begrenzt ist,
wird warmes Vorlaufwasser zugemischt sobald der Kühlturmrücklauf diese
Grenze unterschreitet. Für diesen Fall ist außerdem zu beobachten, dass
der Verlauf der Kühlturmaustrittstemperatur gewissen Schwankungen un-
terliegt anstatt der Kühlgrenze in äquidistantem Abstand zu folgen. Die Ur-
sache für diese Abweichungen ist in dem unscharfen Abbruchkriterium des
Optimierungsverfahrens zu suchen: Zwar ist eine niedrige Kühlturmrück-
lauftemperatur wegen der dann geringeren Massenströme und damit auch
geringeren Leistungsaufnahme der geregelten Kühlturmpumpe vorteilhaft,
allerdings ist ihr Einfluss auf die Zielfunktion gegenüber den die Effizienz
der Kältemaschinen beeinflussenden Größen so gering, dass das Abbruch-
kriterium trotz des nicht vollständig erreichten Optimums erfüllt wird.
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Abbildung 5.7: Verlauf der Medientemperaturen auf der Kühlseite der Kältemaschi-
ne 6
5.5 Simulation und Vergleich der Varianten
Für das beschriebene System wurden verschiedene Verbesserungsmaß-
nahmen untersucht, die im Folgenden kurz diskutiert werden. Jede unter-
suchte Variante stellt eine Erweiterung der jeweils vorangegangenen dar,
d.h. sie schließt die in den früheren Varianten untersuchten Maßnahmen
ein. Zur Beurteilung der Auswirkungen der einzelnen Maßnahmen sind in
Abbildung 5.8 die Verläufe der bezogenen elektrischen Leistung als Abwei-
chungen gegenüber dem jeweiligen Wert des Ist-Falls dargestellt.
5.5.1 Optimierte Steuerung
Zunächst wurde untersucht, in wie weit die verwendeten Steuerungsregeln
eine sinnvolle Wahl darstellen. Dazu wurden die die Steuerungsregeln be-
schreibenden Constraints aus der Modellbeschreibung entfernt und so Ein-
schaltreihenfolge und Schaltpunkte zur Optimierung freigegeben. In Abbil-
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Abbildung 5.8: Vergleich der zur Bereitstellung der Kälte benötigten elektrischen
Leistung für die untersuchten Varianten, aufgetragen als Abweichung in % gegen-
über dem Ist-Fall
dung 5.9 ist die Verteilung der Kältelast auf die einzelnen Maschinen ana-
log zu Abbildung 5.6 dargestellt. Es zeigt sich, dass die optimale Lastver-
teilung deutlich von der im Ist-Fall vorgegebenen abweicht. Aufgrund des
durch die Hydraulik vorgegebenen Leistungsverhältnisses zwischen den in
Betrieb befindlichen Kältemaschinen und dem stark unterschiedlichen Teil-
lastverhalten der verschiedenen Kältemaschinentypen ergibt sich jedoch
keine eindeutige Einschaltreihenfolge. Vielmehr zeigt das Resultat einzel-
ne Lastbereiche, in denen bestimmte Maschinenkombinationen besonders
günstig ist. Relativ große Abweichungen vom Ist-Fall ergeben sich in den
unteren Leistungsbereichen, die besonders in der kühlen Jahreszeit häufig
anzufahren sind.
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Abbildung 5.9: Verteilung der geforderten Kälteleistung auf die einzelnen Kältema-
schinen in der Variante 1
5.5.2 Abgleich der Hydraulik
Der Enthalpietransport in den thermischen Netzen wird sowohl durch die
Temperaturen des Wärmetransportmediums als auch durch deren Massen-
ströme bestimmt. Sollen für einen effizienten Betrieb der Kältemaschinen
auf der Kälteseite möglichst hohe und auf der Kühlseite möglichst niedrige
Mitteltemperaturen der Wärmeübertragung eingestellt werden, so ist dies
durch eine entsprechende Auslegung der Pumpen zu realisieren. Während
auf der Verflüssigerseite ein höherer Massenstrom die mittlere Tempera-
tur der Wärmeübertragung absenkt, kann mit einem verringertem Massen-
strom die mittlere Temperatur im Verdampfer erhöht werden. Jedoch muss
sichergestellt sein, dass unter Beachtung der maximal zulässigen Tempe-
raturen in Vor- und Rücklauf eine ausreichende Leistung der Kältemaschi-
ne in das Verbrauchernetz abgegeben werden kann. Im vorliegenden Fall
kann eine Verbesserung durch Austausch der Pumpen zwischen der Kalt-
und der Kühlseite erzielt werden. Die Simulation zeigt, dass dadurch der
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Temperaturhub der Kältemaschinen im Mittel um 1,3 K abgesenkt werden
kann. Entsprechend ergeben sich Einsparungen in der Stromaufnahme um
6 % im Mittel des Betrachtungszeitraums.
5.5.3 Absenkung der Verflüssigereintrittstemperatur
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Abbildung 5.10: Verteilung der geforderten Kälteleistung auf die einzelnen Kälte-
maschinen für die Variante 3
Da die Kältemaschinen 1 bis 3 über eigenständige Rückkühlwerke ver-
fügen, ist eine Absenkung der Rücklauftemperatur aus dem Kühlturm mög-
lich. Diese Maßnahme reduziert die durch die Kältemaschinen zu überwin-
dende Temperaturdifferenz, und hat so einen erheblichen Effekt auf die
erreichbare Kälteziffer der Anlage. Der Temperaturabsenkung sind aller-
dings Grenzen gesetzt, da bei zu niedrigem Druck auf der Verflüssigerseite
die Drosselventile der Kältemaschinen nicht mehr korrekt arbeiten. In dem
hier untersuchten Fall wurde entsprechend der Herstellerangaben eine Ab-
senkung der Verflüssigereintrittstemperatur auf 20 ◦C untersucht. Wie zu
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erwarten ist, zeigt das Ergebnis in Abbildung 5.8 eine erhebliche Redu-
zierung des Strombedarfs für die Zeiten, in denen die minimal erreichbare
Rücklauftemperatur der Rückkühler unterhalb von 26 ◦C liegt. Wie der in
Abbildung 5.10 dargestellten Leistungsverteilung zu entnehmen ist, wer-
den nun die unter günstigeren Bedingungen arbeitenden Maschinen 1 bis
3 bevorzugt eingesetzt.
5.5.4 Variantenvergleich
Variante Strombedarf Strombedarf Jährliche
Sommertage Jahr Einsparung
kWh kWh %
Ist-Fall 23.203 2.880.598 0,0
Optimierte Steuerung 22.083 2.416.216 12,4
Hydraulischer Abgleich 20.756 2.250.446 18,5
Absenkung Kühlturmrück-
lauftemperatur
18.630 1.911.662 36,0
Tabelle 5.2: Vergleich des Strombedarfs für die betrachteten Varianten
Tabelle 5.2 zeigt zusammenfassend den in den einzelnen Varianten be-
nötigten Strombezug sowie die erreichten Einsparungen, wie sie sich für
ein Betriebsjahr ergeben.
Die Resultate zeigen, dass in dem untersuchten System erhebliche Ein-
sparungen durch Änderung der Anlagensteuerung sowie die Anpassung
von Betriebsparametern erreichbar sind. Die größte Einsparung ergibt sich
erwartungsgemäß durch Absenkung der Kühlturmrücklauftemperatur. Ins-
gesamt werden durch die vorgeschlagenen Maßnahmen Einsparungen im
Strombedarf von 36 % erreicht.
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Kapitel 6: Allgemeine Bewertung
6.1 Bewertung des Simulationsmoduls
Praktische Anwendbarkeit
Das in Kapitel 5 dargestellte Anwendungsbeispiel zeigt, dass das hier
vorgestellte Simulationsmodul sinnvoll auf praktische Fragestellungen an-
gewandt werden kann. Die verwendete Modellbeschreibungssprache er-
laubt eine flexible Anpassung einzelner Komponentenmodelle auf den je-
weiligen Anwendungsfall, sodass spezielle Gegebenheiten ohne großen
Aufwand im Systemmodell abgebildet werden können. Als besonders vor-
teilhaft erweist sich die Möglichkeit, bei der Untersuchung von Verbesse-
rungsmaßnahmen den Einfluss der Anlagensteuerung auf das Betriebser-
gebniss mit Hilfe der Optimierung ausblenden zu können. Die durch die
Simulation errechneten Ergebnisse sind plausibel und, soweit dies durch
Handrechnungen nachzuvollziehen ist, korrekt.
Als Nachteil des hier vorgeschlagenen Verfahrens ist der hohe Rechen-
aufwand bei der Simulation temperatursensitiver Systeme zu sehen. So
können sich bei quadratischen Optimierungsproblemen und typischen Sy-
stemgrößen von 30 bis 40 Komponenten Rechenzeiten von mehreren Minu-
ten pro Zeitschritt ergeben1. Zwar lässt sich das hier verwendete Verfahren
zur Optimierung quadratischer Probleme gut parallelisieren und damit die
notwendige Rechenzeit prinzipiell um ein bis zwei Größenordnungen redu-
zieren, jedoch scheint dieser Aufwand in der Praxis kaum gerechtfertigt.
Durch die Verwendung evolutionsstrategischer Optimierungsverfahrens
ergibt sich außerdem das Problem der Angabe geeigneter Strategiepara-
1Die Angabe bezieht sich auf einen PC mit 3,2 GHz CPU und 3 GB RAM unter Windows
XP
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meter. Neben dem Abbruchkriterium haben die Populationsgröße, der ein-
gestellte Selektionsdruck sowie die Strategie zum allmählichen Ausblenden
guter Individuen aus der Population (Welken) einen erheblichen Einfluss auf
die Güte der Optimierung. Weiterhin besteht die Möglichkeit, Lösungen aus
bereits berechneten Zeitschritten, welche ähnliche Randbedingungen be-
sitzen, als Startwerte des Optimierungsvorgangs zu wählen. Allerdings be-
steht hier die Gefahr, dass die bereits guten, aus vorhergehenden Schritten
übernommenen Lösungen, neu generierte Individuen dominieren und aus
der Population verdrängen. Insbesondere bei einem hohen Anteil ganzzah-
liger Variablen, wie er in dem vorgestellten Beispiel auftritt, kann die Op-
timierung bei ungünstig gewählten Parametern in lokalen Minima „hängen
bleiben“. Während eine geeignete Populationsgröße automatisiert über die
Anzahl der Optimierungsvariablen bestimmt werden kann, bleibt der An-
wender bei den anderen Strategieparametern auf Erfahrungswerte ange-
wiesen.
Die bisherigen Erfahrungen mit dem hier vorgestellten Simulator ha-
ben gezeigt, dass es bei der Beantwortung praktischer Fragestellungen zur
Gestaltung von Energieversorgungssystemen eine sinnvolle Unterstützung
bietet. Wie in den vorangegangenen Abschnitten bereits diskutiert, stellt
das Werkzeug einen guten Kompromiss zwischen einfacher Anwendbar-
keit einerseits und Flexibilität und Modellgenauigkeit andererseits dar. Als
für die praktische Anwendung kritisch sind allerdings die hohen Rechen-
zeiten bei der Verwendung von Modellen mit quadratischen Anteilen, d.h.
mit variablen Temperaturen, einzuschätzen. Sie ermöglichen allenfalls die
Simulation weniger Typtage nicht aber eines gesamten Jahres.
Modellgenauigkeit
Die grundsätzliche Einschränkung bezüglich der Modellgenauigkeit be-
steht in der Beschränkung der Modellgleichungen und -constraints auf li-
neare bzw. quadratische Zusammenhänge. Zwar können durch stückwei-
se Linearisierung auch nichtlineare Funktionen näherungsweise abgebildet
werden, jedoch lassen sich dabei nur Zusammenhänge zwischen jeweils
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zwei Variablen mit vertretbarem Aufwand herstellen. Insofern ist bei der
Entwicklung von Modellkomponenten zu prüfen, in wie weit das Verhalten
der realen Komponente auf ein solches Modell mit vertretbaren Abweichun-
gen abgebildet werden kann. Am Beispiel des vergleichsweise komple-
xen Kennfeldes einer Kompressionskältemaschine, welches die Abhängig-
keit der Stromaufnahme von insgesamt fünf Optimierungsgrößen, nämlich
der geforderten Kälteleistung sowie den Ein- und Austrittstemperaturen auf
Kalt- und Kühlseite beschreibt, konnte gezeigt werden, dass eine Wieder-
gabe im Modell mit einem mittleren Fehler von 2,2 % und einer maximalen
Abweichung von 5,0 % möglich ist [73]. Allgemein ist festzustellen, dass ei-
ne ausreichend exakte Abbildung physikalischer Gesetzmäßigkeiten wegen
der darin enthaltenen Nichtliniearitäten in der Regel nicht erreicht werden
kann, während rein verhaltenstreue Modelle, welche z.B. den Energieum-
satz anhand von Kennlinien beschreiben in den meisten Fällen umsetzbar
sind. Hier hängt die Modellgenauigkeit im wesentlichen von der Qualität der
verfügbaren Kennlinien ab.
Eine weitere mögliche Fehlerquelle ist in dem vergleichsweise groben
Zeitraster von einer Stunde zu sehen. Viele energietechnische Komponen-
ten wie z.B. nicht modulierende Kessel können in bestimmten Teillastbe-
reichen nicht betrieben werden, sodass die Bereitstellung einer bestimm-
ten angeforderten Leistung nur durch taktenden Betrieb möglich ist. Solche
An- und Abfahrvorgänge können dann ggf. mehrfach innerhalb eines Zeit-
schritts auftreten, ohne dass die dabei auftretenden Effekte wie z.B. Anfahr-
verluste direkt im Modell beschrieben werden können. Auch hier ist jedoch
eine Berücksichtigung dieser Effekte durch entsprechende Kennlinien mög-
lich.
Zusammenfassend kann gesagt werden, dass mit dem hier vorgestell-
ten System keine physikalische Modellierung im eigentlichen Sinne möglich
ist, wohl aber eine ausreichend genaue Beschreibung des Verhaltens von
Energieversorgungssystemen bezüglich der stündlichen Energieumsätze.
Geht man davon aus, dass die stückweise Linearisierung von Kennlinien
in der Regel auf mindestens 5 % genau gelingt, so liegt der dadurch ver-
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ursachte Fehler unterhalb der Ungenauigkeiten, die in der Regel bei der
Prognose der Lastprofile und Umwelteinflüsse entstehen.
Auffinden des globalen Optimums, Konvergenz
In allen bisher betrachteten Anwendungsfällen erwies sich das System
als unempfindlich gegenüber den abgebildeten Systemstrukturen. Auch
Optimierungsprobleme mit quadratischen Constraints werden, soweit nicht
Unbeschränktheit vorliegt oder der Lösungsraum leer ist, zuverlässig ge-
löst. Soweit ausschließlich lineare Systeme zum Einsatz kommen, kann
auch das Auffinden des globalen Optimums garantiert werden. Bei ge-
mischt ganzzahligen Problemen wird zur Verkürzung der Rechenzeit im
Branch-And-Bound-Verfahren eine wählbare Abweichung vom globalen
Optimum in Kauf genommen.
Werden quadratische Optimierungsmodelle verwendet, so kann wegen
des Einsatzes des evolutionsstrategischen Verfahrens das Erreichen des
globalen Optimums nicht mehr garantiert werden. Einzig mögliches Kriteri-
um zum Abbruch der Optimierung ist hier der Optimierungsfortschritt. Das
in dargestellte Anwendungsbeispiel zeigt, dass die Güte der Optimierung
wesentlich von der Wahl geeigneter Strategieparameter abhängt. Nach den
bisherigen Erfahrungen muss jedoch auch bei guter Wahl der Strategie-
paramter mit einer durchschnittlichen Abweichung vom tatsächlichen Opti-
mum von etwa 1 % gerechnet werden.
Modellbeschreibungssprache
Die Modellbeschreibungssprache EML hat sich als insgesamt praxisge-
recht erwiesen. Sie schöpft die numerischen Möglichkeiten des Simulators
aus und führt im Allgemeinen zu übersichtlichen Modellen. Insbesonde-
re verhaltenstreue Modelle, bei denen die wesentlichen Zusammenhänge
über Kennlinien wiedergegeben werden können, lassen sich effizient er-
stellen. Besonders einfach gelingt es, die Betriebsgrenzen einer Maschine
abzubilden. Allerdings hat sich gezeigt, dass die Formulierung des Modells
als Optimierungsproblem für den Benutzer gewöhnungsbedürftig ist. So
6.2. Bewertung des Frameworks 157
müssen z.B. Fallunterscheidungen im step-Abschnitt in Constraints ausge-
drückt werden, was zu zwar kompakten aber unanschaulichen Konstrukten
führt. So ist z.B.
if b == true then
a = c;
else
a = d;
end if
auszudrücken als
a == b * c + (1-b) * d;
Besonders macht sich dieser Nachteil bemerkbar, wenn Steuerungsregeln,
z.B. die wärmegeführte Fahrweise einer Kraft-Wärme-Kopplungsanlage,
abgebildet werden sollen, da diese kaum mit Hilfe von vorgefertigten Mo-
dellkomponenten zur Verfügung gestellt werden können.
6.2 Bewertung des Frameworks
Gesamtkonzept
Das Framework ist inzwischen in einer Reihe anderer Projekte eingesetzt
worden [79]. Obwohl die Anforderungen teils sehr unterschiedlicher Natur
waren, ließen sich die jeweils gestellten Anforderungen mit vertretbarem
Aufwand mit TOP-Energy realisieren. zeigt sich, dass der größte Aufwand
bei der Umsetzung eines Moduls nun nicht mehr in der Implementierung
sondern in der Analyse und der Rückführung der fachlichen Aufgabenstel-
lung auf analytische, durch den Rechner lösbare Probleme besteht. Als
problematisch hat sich jedoch die Umsetzung von Projekten erwiesen, die
eine statistische Auswertung zahlreicher durchgeführter Projekte erfordern.
Für diesen Zweck erweist sich die Organisation der Projekte in einzelnen
XML-Dateien und die Strukturierung der Projektdaten in Objektbäumen ge-
genüber klassischen datenbankbasierten Lösungen als sperrig.
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Datenmodell
Eine Gestaltungsmerkmal des Objektmodells ist es, dass alle in einem
Projekt verwendeten Modellkomponenten in einer Modellbibliothek zusam-
mengefasst werden. Bei Verwendung einer Modellkomponente in einem
Modul wird dort eine Kopie angelegt. Werden Daten in der Modellkompo-
nente verändert, so werden diese mit dem „Original“ in der Komponenten-
bibliothek sowie allen anderen Kopien abgeglichen. Dagegen werden kom-
ponentenbezogene Ergebnisdaten, welche durch die Berechnungen eines
Moduls erzeugt werden, als „lokale Daten“ im Sinne eines Attributs der As-
soziation zwischen Modell- und Modulkomponente abgelegt und sind nur
in in diesem Zusammenhang sichtbar (vgl. Abschnitt 3.2.1). Hinter diesem
Mechanismus steht die Modellvorstellung, dass eine Modellkomponente
genau eine reale Komponente repräsentiert. Diese hat bestimmte intrinsi-
sche Eigenschaften (z.B. eine elektrische Nennleistung), die sich nicht än-
dern, gleich in welchem Zusammenhang diese Komponente genutzt oder
betrachtet wird. Demgegenüber entstehen extrinsische Daten durch die
Verwendung oder Betrachtung einer Komponente in einem bestimmten Zu-
sammenhang, z.B. beim Betrieb der Komponente in einem System unter
bestimmten Randbedingungen. Dieser Ansatz hat sich insbesondere bei
der Variantenrechnung, also z.B. der Simulation verschiedener technischer
Möglichkeiten zur Energieversorgung, bewährt: Die Zahl der für den Benut-
zer in einem Projekt zu verwaltenden Modellkomponenten verringert sich
erheblich. Zudem wird durch den Abgleich der Daten die inhaltliche Konsi-
stenz des Projektes unterstützt.
Vorlagenbasiertes Konzept
Die Erstellung von Modell- und Modulkomponenten in einem Projekt
durch Kopie einer entsprechenden Komponentenvorlage. Nach der Er-
zeugung ist die Komponente – im Gegensatz zu einer Klasse-Objekt-
Beziehung – vollständig unabhängig von Ihrer Vorlage und enthält sämtli-
che Informationen selbst, so z.B. auch ihre EFL-Spezifikation (vgl. Abschnitt
3.2.1). Nachteil dieses Konzepts ist der hohe Speicherbedarf für redundan-
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te Daten. Demgegenüber steht der Vorteil der vollständigen Unabhängig-
keit der erzeugten Komponenten. So wirken sich die Überarbeitung einer
Vorlage nicht auf aus ihr erzeugte und bereits verwendete Komponenten
und damit auf die Konsistenz bereits bearbeiteter Projekte aus, sodass hier
Versionierungsprobleme vermieden werden.
Identifikation von Attributen
TOP-Energy nutzt zur Identifikation von Attributen (Primitive, vgl. Ab-
schnitt 3.2.1) eindeutige Bezeichner der Form Namensraum:Identifikator.
Die Eindeutigkeit der Bezeichner wird dadurch sichergestellt, dass alle Pri-
mitive unter Spezifikation von Typ, Namen, fachlicher Definition der Bedeu-
tung sowie typspezifischer Angaben wie Wertegrenzen in einer zentralen
Datenbank angelegt und bei der Erstellung neuer Komponentenvorlagen
von dort aus importiert werden. Ziel dieses Mechanismus ist es, Bezeich-
nung und Bedeutung eines Attributs systemweit – also für alle Modell- und
Modulkomponenten – eindeutig zu definieren, sodass neben der Vermei-
dung von Unklarheiten durch die Verwendung von Synonymen oder Hom-
onymen, auch eine automatisierte Interpretation der Bedeutung von Attri-
buten einer Komponente möglich ist. Dies kann z.B. ein fachliches Modul in
die Lage versetzen, in Modellkomponenten enthaltene Informationen aus-
zuwerten, ohne dass besondere Konventionen zur Strukturierung der Attri-
bute vereinbart werden müssen. In der Praxis zeigt sich, dass ein solches
Vorgehen nur in einfachen Fällen möglich ist, z.B. bei der Aufsummierung
von Kosten oder Investitionen. In komplexeren Fällen spielt jedoch der Kon-
text, in dem ein Begriff und das dazugehörige Datum verwendet wird, für
die korrekte Interpretation eine wesentliche Rolle. Z.B. müssen zur Bewer-
tung der Leistungszahl einer Kältemaschine mehrere Temperaturen her-
angezogen werden. Neben der Zuordnung zu einem die Bilanzgrenze der
Maschine übertretenden Ströme (Vor- bzw. Rücklauf der Kalt- bzw. Kühl-
wasserseite) muss auch eine zeitliche Einordnung des Auftretens (Momen-
tanwert am 1.1. um 12 Uhr, jährliches Mittel) erfolgen. Eine Einbeziehung
dieses Kontextes in die Bedeutungsdefinition würde zu einer nicht handhab-
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baren Anzahl von Primitiven führen. Eine aussichtsreichere Möglichkeit ist
es, den Kontext durch Gruppierung mehrerer Primitive in einem Bundle her-
zustellen (z.B. Bundle „Vorlauf Kühlwasser“ mit den Einträgen „Temperatur“
und „Massenstrom“) und die dazugehörigen Daten grundsätzlich als zeit-
lich veränderlich anzunehmen und entsprechend als Zeitreihe anzulegen,
mit Hilfe derer durch entsprechende Verfahren wie Interpolation oder Mittel-
wertbildung der gewünschte zeitliche Kontext bei der Informationsabfrage
hergestellt werden kann. Grundvoraussetzung für die automatisierte Inter-
pretation von Inhalten bleibt jedoch eine exakte und konsequente inhaltliche
Definition und Verwendung von Daten und Kontexten über alle Modul- und
Modellkomponenten hinweg. In so fern ist die praktische Umsetzbarkeit bei
einem offenen System wie TOP-Energy in Frage zu stellen.
Modulschnittstelle
Bei der Programmierung fachlicher Module Zugriff auf das Objektmodell
erfolgt über Programmierschnittstelle der TOM-Bibliothek, die u.A. die At-
tribute der Komponenten als ETL-Objekte liefert bzw. entgegennimmt (vgl.
Abschnitt 3.2.2). Bei der Implementierung von Modulen, die durch häufi-
gen Zugriff auf die Komponentendaten und vergleichsweise einfache Be-
rechnungsvorgänge geprägt sind, hat sich gezeigt, dass etwa 80 % des
Codes zur Fehlerbehandlung aufgewendet werden müssen. Trotz der Mög-
lichkeiten Wertebereiche der Daten sinnvoll einzugrenzen und der Unter-
stützung für das Rechnen mit physikalischen Einheiten, sind typischerweise
umfangreiche Konsistenzprüfungen sowie die Generierung entsprechender
Fehlermeldungen zur Laufzeit notwendig. Soll zusätzlich der gesamte Be-
rechnungsweg aus Gründen der Nachvollziehbarkeit protokolliert werden,
wächst der Aufwand gegenüber dem eigentlichen Berechnungscode wei-
ter. Hier ist die Ergänzung des Frameworks durch eine zusätzliche Typ-
bibliothek notwendig, deren Objekte die zu bearbeitenden Daten kapseln
und die gängigen Rechenoperation so implementieren, dass diese wäh-
rend der Ausführung einschließlich der aufgetretenen Fehler protokolliert
werden. Die sich daraus ergebenen Protokolle können anschließend in den
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Meta-Daten der Primitivenobjekte (vgl. Abschnitt 3.2.1) abgelegt werden,
sodass sie dem Benutzer zur Verfügung stehen. Eine entsprechende Im-
plementierung einer solchen Bibliothek erfolgte inzwischen durch Herbergs
[79].
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Kapitel 7: Zusammenfassung
In der vorliegenden Arbeit wurde das Konzept und die Umsetzung eines
Softwaresystems zur Analyse und Konzeption industrieller Energiesysteme
vorgestellt. Zentrales Element des Systems ist ein Framework, welches ein
domainspezifisches Objektmodell zur Beschreibung von Energiesystemen
und -analyseprojekten sowie verschiedene Editoren zur Erstellung und Be-
arbeitung von Energiesystemmodellen bereitstellt. Die verschiedenen fach-
lichen Analyse-, Bewertungs- und Optimierungsmethoden werden dagegen
durch Module realisiert, die in das Framework eingebunden werden.
Das Objektmodell, dessen Definition auf Grundlage eines Metamodells
erfolgt, erlaubt den Aufbau von aus miteinander vernetzten Komponenten
bestehenden Energiesystemmodellen ebenso wie die Anordnung der inner-
halb eines Projekts durchgeführten Arbeitsschritte in einer Baumstruktur.
Um die Austauschbarkeit von Informationen zwischen den einzelnen Modu-
len zu gewährleisten, wurden Konventionen zur Bilanzierung von Systemen
eingeführt. Darüber hinaus basieren alle in Modulen und Modellkomponen-
ten verwendeten Datenfelder auf einer zentralen Definition, welche neben
dem Datentyp und der zulässigen Wertebereiche auch eine eindeutige De-
finition ihrer Bedeutung umfasst.
Die einzelnen fachlichen Module werden in das Framework eingebun-
den und nutzen dessen Benutzerschnittstelle zur Kommunikation mit dem
Anwender sowie dessen Objektmodell zur Verarbeitung und Speicherung
der Modelldaten. Die bisher umgesetzten Module bilden eine Lösung zur
Unterstützung industrieller Energieberatungsprojekte. Die Integration ver-
schiedener Methoden in ein Framework birgt gegenüber mehreren Einzel-
lösungen den Vorteil, dass durch die Einbindung verschiedener Software-
module z.B. zur Ist-Analyse oder vergleichenden ökonomischen Auswer-
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tung und Sensitivitätsanalyse mehrerer untersuchter Varianten, Gesamtlö-
sungen zur Bearbeitung komplexer energietechnischer Fragestellungen ge-
schaffen werden können. Insbesondere die gemeinsame Nutzung von Ob-
jekten zur Beschreibung von Energiesystemkomponenten ermöglicht ein
gegenüber getrennten Einzellösungen erheblich verbesserten Informati-
onsaustausch.
Als Beispiel für ein komplexes Modul wurde ein Simulator zur Berech-
nung industrieller Energieversorgungssysteme vorgestellt. Ziel dieses Mo-
duls ist es, Energieversorgungssysteme mit möglichst geringem Aufwand
zu modellieren und ihre jährlichen Kosten, ihre Energieeffizienz sowie ih-
re Emissionen durch eine Simulationsrechnung bestimmen zu können. Ne-
ben den technischen Komponenten zur Energiewandlung und -speicherung
sind dazu auch andere maßgebliche Elemente wie z.B. Energiebezugsta-
rife abbildbar. Als Eingabegrößen für die Simulationsrechnung dienen die
zeitlichen Bedarfsprofile der verschiedenen Zielenergieformen. Da die Er-
hebung detaillierter Daten im praktischen Einsatz in der Regel aufwändig
oder in der laufenden Produktion nicht möglich ist, werden die für die Ver-
wendung der Komponentenmodelle notwendigen Parameter auf leicht zu-
gängliche Daten, z.B. den typischen Umfang technischer Datenblätter be-
schränkt. Ebenso liegen die Bedarfsprofile in der Regel nur in stündlicher
oder viertelstündlicher Auflösung vor, sodass auf die Berücksichtigung dy-
namischer Effekte unterhalb dieses Zeitrasters verzichtet wird.
Zudem erweist es sich als vorteilhaft, Systemstruktur und -steuerung
getrennt von einander betrachten und beurteilen zu können, also über
die Möglichkeit zu verfügen, die wesentlichen Betriebsparameter eines Sy-
stemmodells während der Simulation zur Optimierung freigeben zu können.
Dieser Ansatz birgt außerdem den Vorteil, dass Regeln zur Systemsteue-
rung nur dann angegeben werden müssen, wenn eine wesentliche Aus-
wirkung auf das Betriebsergebnis zu erwarten ist. Um auch Komponen-
ten wie Kältemaschinen, deren Effizienz stark von den Temperaturen der
ein- und ausfließenden Medien abhängig ist, ausreichend genau abbilden
zu können, wurde ein Verfahren zur Lösung von Optimierungsproblemen
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mit quadratischen Constraints entwickelt. Da klassische nichtlineare Opti-
mierungsverfahren in der Regel für jede Systemstruktur angepasst werden
müssen, wurde hier auf eine Kombination von evolutionären Algorithmen
und gemischt ganzzahlig linearer Programmierung zurückgegriffen.
Der Aufbau von Systemmodellen erfolgt durch Zusammenstellen und
Vernetzen von Modellkomponenten aus einer Vorlagenbibliothek. Durch die
Verwendung des Objektmodells des übergeordneten Frameworks steht ein
entsprechender grafischer Editor zur Verfügung. Einzelne Modellkompo-
nenten können selbst Subsysteme enthalten, sodass sich insgesamt eine
hierarchische Modellstruktur ergibt. Zur Definition des Betriebsverhaltens
einer Komponente wurde eine an dem gewählten mathematischen Modell
orientierte Modellbeschreibungssprache entwickelt.
Die Anwendung des Simulationsmoduls für die Optimierung einer be-
stehenden Kaltwasserversorgung zeigt, dass eine Lösung geschaffen wur-
de, die flexibel zur Bearbeitung verschiedener Fragestellungen eingesetzt
werden kann. Neben dem Vergleich von strukturell verschieden Energie-
versorgungssystemen eignet sich das System auch zur Ermittlung optima-
ler Steuerungsstrategien. Allerdings benötigt das hier vorgestellte Verfah-
ren zur Optimierung quadratischer Probleme erhebliche Rechenzeiten und
kann bei falscher Wahl der Optimierungsparameter zu suboptimalen Lö-
sungen führen.
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Anhang

Anhang A: Anwendungsbeispiele für die
Verwendung des Frameworks
A.1 Aufbau einer Modellkomponente im Vorlageneditor
Die Entwicklung von Modellkomponenten erfolgt in einem Vorlageneditor,
mit Hilfe dessen die Attribute einer Komponente erstellt und verändert wer-
den können. Abbildung A.1 zeigt die Benutzerschnittstelle des Vorlagenedi-
tors mit der fertiggestellten Modellkomponente einer Kompressionskältema-
schine. In der links angezeigten Baumansicht sind die einzelnen Elemente
der Komponente dargestellt. Jeweils das im Baum ausgewählte Element
wird im rechten Fenster abhängig von seinem Typ in einem speziellen Edi-
tor dargestellt und kann dort bearbeitet werden:
Symbol : Der Symboleditor erlaubt das Erstellen des Komponentensym-
bols zur Verwendung im Flussschemata. Dazu können mit Hilfe von
geometrischen Primitiven und den gängigen Zeichenoperationen ein-
fache grafische Darstellungen erzeugt werden.
Pins : Im Pineditor können der Komponente Netzanschlusspunkte hinzu-
gefügt und auf dem Komponentensymbol angeordnet werden. Zur
Repräsentation der verschiedenen Stoff- bzw. Energieströme werden
unterschiedliche Pintypen zu Verfügung gestellt. Über diese Netz-
anschlusspunkte kann die Komponente später grafisch mit anderen
Komponenten zu Energiesystemen verknüpft werden.
Subschema : Der Subschemaeditor dient zum Einfügen von Komponen-
ten, z.B. Basismodellen, und deren Verknüpfung mit Hilfe von Net-
zen. Um Netze, die von außen an die Komponente angeschlossen
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Abbildung A.1: Ansicht des Vorlageneditors bei der Erstellung einer Komponente.
Der angezeigte Editor in der rechten Bildhälfte dient zur Bearbeitung der Netzan-
schlusspunkte (Pins)
werden an aggregierte Komponenten weiterleiten zu können, wer-
den im Subschemaeditor auch die Pins der Komponente selbst dar-
gestellt. Abbildung A.2 zeigt dies am Beispiel der Kältemaschinen-
Modellkomponente.
General, Slot und Targets : über diese Editoren werden verschiedene
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Abbildung A.2: Ansicht des Subschemaeditors im Vorlageneditor
Grundeigenschaften der Komponente festgelegt. Insbesondere kann
über die Slot- und Target-Einstellungen festgelegt werden, in welchen
Modulen eine erstellte Modellkomponente verwendet werden kann.
Primitive : Der Primitiveneditor ermöglicht den Aufbau des Datenbaumes.
Die Primitive können nicht im Editor selbst definiert werden, sondern
werden über eine Webanwendung aus einer zentralen Datenbank im-
portiert.
Formulare : Die Definition von Formularen ermöglicht die Darstellung aus-
gewählter Komponentendaten in Bildschirmdialogen. Der Aufbau ei-
nes solchen Formulardialogs wird, wie in Abbildung A.3 an einem
verkürzten Beispiel gezeigt, durch eine XML-basierte Sprache (EFL,
vgl. Abschnitt 3.2) beschrieben. Die zur Adressierung verwendeten
Pfade (z.B. „Global/Common/ctxDesignChill...“) entsprechen der Po-
sition der Primitive in der Baumdarstellung.
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<Tab name="Nennbetrieb">
<Headline>Nennbetriebspunkt</Headline>
<NumberExpression primitivePath="Global/Common
/ctxDesignChill:NominalOperatingPoint
/stdDesignChill:NominalRefrigeratingCapacity"/>
<NumberExpression primitivePath="Global/Common
/ctxDesignChill:NominalOperatingPoint
/stdDesignEl:NominalPowerIn"/>
<Line/> [...]
</Tab>
Abbildung A.3: Beschreibung eines Formulars und seine Darstellung durch das
Framework
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A.2 Anwendung des Frameworks
Abbildung A.4: Ansicht der Benutzungsoberfläche von TOP-Energy mit dem in Ab-
schnitt 5.1 dargestellten Anwendungsbeispiel für den Simulator
Abbildung A.4 zeigt die Benutzungsoberfläche von TOP-Energy bei der
Bearbeitung des in Abschnitt 5.1 dargestellten Anwendungsbeispiels. Die
Baumansicht im linken oberen Fenster dient zur Navigation durch das be-
arbeitete Beratungsprojekt. Unterhalb des Wurzelknotens befindet sich die
Komponentenbibliothek mit der Sammlung aller im Projekt verwendeten
Modellkomponenten. Darunter wurden die verschiedenen im Beratungspro-
jekt betrachteten Varianten angelegt. Die Variante „Absenkung der Kühl-
turmrücklauftemperatur“ ist mit expandiertem Teilbaum dargestellt, welcher
das Simulationsmodul mit Flussschema sowie Verweise auf alle darin ver-
wendeten Modellkomponenten enthält. Das Arbeitsfenster rechts der Bau-
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mansicht zeigt den Eingabedialog der im Baum markierten Kältemaschi-
nenkomponente, deren Struktur im Vorlageneditor erstellt wurde (vgl. Ab-
schnitt A.1).
Anhang B: EML-Modell einer
Kompressionskältemaschine
B.1 Modellcode
begin model
// *** Deklarationsteil ***
begin declaration
parameter String Medium;
parameter String Source;
// Optimierungsgrößen:
linear Number Q_dot_0 [kW]; // Kälteleistung
// Verflüssigerleistung:
linear Number Q_dot_c_rev [kW]; // reversibler Anteil
linear Number Q_dot_c_irr [kW]; // verlustverursachter Anteil
linear Number P_el [kW]; // el. Leistungsaufnahme
// Mit Nennleistung normierte Leistungsaufnahme:
linear Number w_el_rev []; // reversibler Anteil
linear Number w_el_irr []; // verlustverursachter Anteil
// Kühlwasseraustrittstemperatur
linear Number T_c_rev ['K]; // der reversiblen Kältemaschine
quadratic Bool isOn; // Betriebszustand (ein / aus)
// Teillastkennlinen
parameter Char1D charPQ0{[],[]}; // el. Leistung vs. Kälteleistung
parameter Char1D charPP{[],[]}; // verlustverursachter Anteil
// vs. rev. Anteil d. mech. Arbeit
// Nennbetriebspunkt:
parameter Number P_el_N [kW];
parameter Number Q_dot_0_N [kW];
parameter Number T_0_1_N ['K]; // Eintritt Kaltwasser
parameter Number T_0_2_N ['K]; // Austritt Kaltwasser
parameter Number T_c_1_N ['K]; // Eintritt Kühlwasser
parameter Number T_c_2_N ['K]; // Austritt Kühlwasser
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// Grenzen des Betriebsbereichs:
//Massenstromgrenzen:
parameter Number V_dot_c_max [l/s];
parameter Number V_dot_c_min [l/s];
parameter Number V_dot_0_max [l/s];
parameter Number V_dot_0_min [l/s];
// Temperaturgrenzen:
parameter Number T_c_2_min ['K];
parameter Number T_c_2_max ['K];
parameter Number T_0_2_min ['K];
parameter Number T_0_2_max ['K];
//Leistungsgrenzen:
parameter Number P_el_max [kW];
parameter Number Q_dot_0_min [kW];
// Druckverluste bei Nennvolumenstom
parameter Number delta_p_c_N [Pa];
parameter Number delta_p_0_N [Pa];
parameter Number V_dot_c_N [l/s];
parameter Number V_dot_0_N [l/s];
// Exergetischer Gütegrad, wird aus Nennbetriebspunkt ermittelt
// und als vom Temperaturhub unabhängig angenommen
parameter Number xi_ex [];
// Hilfsgrößen der Näherungsrechnung
parameter Number T_0_1_avg ['K];
parameter Number T_c_1_avg ['K];
parameter Number T_0_2_avg ['K];
parameter Number T_c_2_avg ['K];
parameter Number ln_T_0_avg [];
parameter Number ln_T_c_avg [];
// Parameter zu Bestimmung der Betriebskosten
parameter Number FixedOpCostsPa [EUR/a];
parameter Number OpCostsInvestRatio [%/a];
parameter Number OpCostsPerOpHour [EUR/h];
parameter Number OpCostsPerWork [EUR/kWh];
parameter Number Investment [EUR];
// Integrale Werte (Ergebnisse)
Number Q_c [MW h]; // abgegebene Kühlwasserwärme
Number Q_0 [MW h]; // aufgenommene Kaltwasserwärme
Number W_el [MW h]; // aufgenommene el. Arbeit
B.1. Modellcode 177
Number E_0 [MW h]; // Exergie der Nutzkälte
Number Tm_0 [K kg];
Number Q_dot_0_max [kW]; // max. Kälteleistung
Number m_0 [kg]; // Kaltwassermenge
Number OpHours [h]; // Betriebsstunden
Number E_dot_0 [kW]; // Exergiestrom der Nutzkälte
// Ergebniswerte: Jahresmengen, Mittelwerte
parameter Number NullEurPa [EUR/a];
parameter Number NullMWhPa [MW h/a];
parameter Number Q_c_pa [MW h/a];
parameter Number Q_0_pa [MW h/a];
parameter Number W_el_pa [MW h/a];
parameter Number E_0_pa [MW h/a];
parameter Number epsilon_avg [];
parameter Number T_0_avg ['K];
parameter Number OpHoursPa [h/a];
parameter Number UtilizationNominalPower [h/a];
parameter Number UtilizationMaxPower [h/a];
parameter Number ThermalAverageEfficiency [];
parameter Number ElectricalAverageEfficiency [];
parameter Number ExergeticAverageEfficiency [];
parameter Number AverageFuelUtilisation [];
parameter Number ExergyLossPa [kWh/a];
parameter Number WaterMassPa [kg / a];
parameter Number WaterVolumePa [l /a];
parameter Number OperationCostsPa [EUR/a];
parameter Number stepWidth [h];
// Hilfsgrößen
parameter Integer nPairs [];
parameter Integer iPair [];
parameter Number xVal [];
parameter Number yVal [];
end declaration
// *** Modellinitialisierung ***
begin init
begin algorithm
Medium := "Wasser";
Source := "(Q_0) Kälte";
// Modellparameter aus den Komponentendaten laden:
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// Nennbetriebspunkt:
P_el_N.load("Global/Common/ctxDesignChill:NominalOperatingPoint
/stdDesignEl:NominalPowerIn");
Q_dot_0_N.load("Global/Common/ctxDesignChill:NominalOperatingPoint
/stdDesignChill:NominalRefrigeratingCapacity");
T_0_1_N.load("Global/Common/ctxDesignChill:NominalOperatingPoint
/stdDesignChill:NominalColdWaterInletTemperature");
T_0_2_N.load("Global/Common/ctxDesignChill:NominalOperatingPoint
/stdDesignChill:NominalColdWaterOutletTemperature");
T_c_1_N.load("Global/Common/ctxDesignChill:NominalOperatingPoint
/stdDesignChill:NominalCoolingWaterInletTemperature");
T_c_2_N.load("Global/Common/ctxDesignChill:NominalOperatingPoint
/stdDesignChill:NominalCoolingWaterOutletTemperature");
// Durchflussgrenzen:
V_dot_c_max.load("Global/Common
/ctxDesignChill:VolumeFlowLimitsColdAndCoolingWater
/stdDesignChill:MaximumCoolingWaterVolumeFlow");
V_dot_c_min.load("Global/Common
/ctxDesignChill:VolumeFlowLimitsColdAndCoolingWater
/stdDesignChill:MinimumCoolingWaterVolumeFlow");
V_dot_0_max.load("Global/Common
/ctxDesignChill:VolumeFlowLimitsColdAndCoolingWater
/stdDesignChill:MaximumColdWaterVolumeFlow");
V_dot_0_min.load("Global/Common
/ctxDesignChill:VolumeFlowLimitsColdAndCoolingWater
/stdDesignChill:MinimumColdWaterVolumeFlow");
// Temperaturgrenzen
T_c_2_min.load("Global/Common
/ctxDesignChill:TemperatureLimitsColdAndCoolingWater
/stdDesignChill:MinimumCoolingWaterOutletTemperature");
T_c_2_max.load("Global/Common
/ctxDesignChill:TemperatureLimitsColdAndCoolingWater
/stdDesignChill:MaximumCoolingWaterOutletTemperature");
T_0_2_min.load("Global/Common
/ctxDesignChill:TemperatureLimitsColdAndCoolingWater
/stdDesignChill:MinimumColdWaterOutletTemperature");
T_0_2_max.load("Global/Common
/ctxDesignChill:TemperatureLimitsColdAndCoolingWater
/stdDesignChill:MaximumColdWaterOutletTemperature");
// Leistungsgrenze
P_el_max.load("Global/Common
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/stdDesignChill:MaximumElectricalPowerIn");
// Teillastverhalten
charPQ0.load("Global/Common/stdDesignConversion
:CharacteristicRefrigeratingPowerVsNominalPowerUptake");
// Druckverlust
delta_p_c_N.load("Global/Common
/ctxDesignChill:NominalPressureLossColdAndCoolingWater
/stdDesignChill:NominalPressureLossCoolingWater");
delta_p_0_N.load("Global/Common
/ctxDesignChill:NominalPressureLossColdAndCoolingWater
/stdDesignChill:NominalPressureLossColdWater");
V_dot_c_N.load("Global/Common
/ctxDesignChill:NominalVolumeFlowsColdAndCoolingWater
/stdDesignChill:NominalVolumeFlowCoolingWater");
V_dot_0_N.load("Global/Common
/ctxDesignChill:NominalVolumeFlowsColdAndCoolingWater
/stdDesignChill:NominalVolumeFlowColdWater");
// Betriebskosten:
Investment.load("Global/Common
/ctxDesignEconomy:StdAsset/stdEcon:Investment");
FixedOpCostsPa.load("Global/Common
/ctxDesignEconomy:StdDataOperationCost
/stdEcon:FixedOperationCostsPerPeriod");
OpCostsInvestRatio.load("Global/Common
/ctxDesignEconomy:StdDataOperationCost
/stdEcon:OperationCostsInvestmentRatio");
OpCostsPerOpHour.load("Global/Common
/ctxDesignEconomy:StdDataOperationCost
/stdEcon:OperationCostsPerHourOfOperation");
OperationCostsPa := FixedOpCostsPa + OpCostsInvestRatio * Investment;
// Initialisierungen:
// Integrale
Q_c := 0 [kW h]; Q_0 := 0 [kW h]; W_el := 0 [kW h];
E_0 := 0 [MW h]; Tm_0 := 0 [K kg]; Q_dot_0_max := 0 [kW];
m_0 := 0 [kg]; OpHours := 0 [h];
// Ergebnisse
NullEurPa := 0 [EUR/a]; NullMWhPa := 0 [MW h/a];
Q_c_pa := 0 [kW]; Q_0_pa := 0 [kW]; W_el_pa := 0 [kW];
epsilon_avg := 0[];
// Temperaturen
180 EML-Modell einer Kompressionskältemaschine
T_0_1_avg := T_0_1_N; // mittlere Betriebstemperaturen
T_c_1_avg := T_c_1_N; // für Taylornäherung
T_0_2_avg := T_0_2_N; // hier: Nennbetriebspunkt
T_c_2_avg := T_c_2_N;
ln_T_0_avg := .math.log(T_0_2_avg / T_0_1_avg);
ln_T_c_avg := .math.log(T_c_2_avg / T_c_1_avg);
// Simulationsschrittweite
stepWidth := .system.stepWidth.toNumber();
end algorithm
begin equation
end equation
begin algorithm
// Maximale Massenströme
ConQ0.m_dot_min := 0 [kg/s];
ConQ0.m_dot_max := V_dot_0_max * ConQ0.rho;
ConQc.m_dot_min := 0 [kg/s];
ConQc.m_dot_max := V_dot_c_max * ConQc.rho;
//Berechnung der Druckverlustkoeffizienten
ConQ0.A_hyd := 1 [m^2]; // beliebig
ConQc.A_hyd := 1 [m^2]; // beliebig
ConQ0.xi := 2 * delta_p_0_N * ConQ0.A_hyd * ConQ0.A_hyd
/ ( (V_dot_0_N * V_dot_0_N * ConQ0.rho) );
ConQc.xi := 2 * delta_p_c_N * ConQc.A_hyd * ConQc.A_hyd
/ ( (V_dot_c_N * V_dot_c_N * ConQc.rho) );
// Berechnung des exergetischen Gütegrades im Nennbetriebspunkt
// xi = epsilon_real / epsilon_reversibel = Q_0/P * T_m_c - T_m_0/T_m_0
xi_ex := (Q_dot_0_N / P_el_N)
* ((T_c_2_N - T_c_1_N) / .math.log(T_c_2_N / T_c_1_N)
- (T_0_2_N - T_0_1_N) / .math.log(T_0_2_N / T_0_1_N))
/ ((T_0_2_N - T_0_1_N) / .math.log(T_0_2_N / T_0_1_N));
// Berechung der Kennlinie P_el_irr = f(P_el_rev)
charPP.setDefArea(0.0, 1.0, 0.0, 1.0);
charPP.appendPolygon();
nPairs := charPQ0.getNumberOfPairs(0);
Q_dot_0_min := Q_dot_0_N;
for (iPair := 0, iPair < nPairs, iPair := iPair + 1 ) loop
xVal := xi_ex * charPQ0.getX(0, iPair);
yVal := charPQ0.getY(0, iPair) - xi_ex * charPQ0.getX(0, iPair);
charPP.appendPair(0, xVal, yVal);
if Q_dot_0_min > Q_dot_0_N * charPQ0.getX(0, iPair) then
Q_dot_0_min := Q_dot_0_N * charPQ0.getX(0, iPair);
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end if
end for
charPP.addOffState();
end algorithm
end init
// *** Optimierung im Zeitschritt ***
begin step
// Teillast
associate w_el_rev, w_el_irr with charPP;
//Kaltseite: ConQ0.T_in > ConQ0.T_out
ConQ0.T_out >= T_0_2_min;
ConQ0.T_out <= T_0_2_max;
ConQ0.in.m_dot <= isOn * V_dot_0_max * ConQ0.rho;
ConQ0.in.m_dot >= isOn * V_dot_0_min * ConQ0.rho;
//Kühlseite: ConQc.T_out > ConQc.T_in
ConQc.T_out >= T_c_2_min;
ConQc.T_out <= T_c_2_max;
ConQc.in.m_dot <= isOn * V_dot_c_max * ConQc.rho;
ConQc.in.m_dot >= isOn * V_dot_c_min * ConQc.rho;
// Konnektoren
ConElAc.P + P_el == 0 [kW];
ConQ0.Q_dot + Q_dot_0 == 0 [kW];
ConQc.Q_dot + Q_dot_c + Q_dot_c_irr == 0 [kW];
// Leistungsbegrenzung
P_el >= 0 [kW];
P_el <= isOn * P_el_max;
Q_dot_0 >= isOn * Q_dot_0_min;
Q_dot_0 <= isOn * Q_dot_0_N * 10 [];
// ENERGIEBILANZ (Qo + Qc + P = 0)
// reversibler Anteil
Q_dot_0 + Q_dot_c + w_el_rev * P_el_N == 0 [kW];
// Verlustanteil
Q_dot_c_irr + w_el_irr * P_el_N == 0 [kW];
// Strom
P_el == P_el_N * (w_el_rev + w_el_irr);
// Kühlwasser
ConQc.m_dot * ConQc.c_il
* (ConQc.T_out - T_c_rev) + Q_dot_c_irr == 0 [kW];
// ENTROPIEBILANZ der reversiblen Kältemaschine
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// (Q0_rev/Tm_0 + Qc_rev/Tm_c = 0)
ConQ0.m_dot * ConQ0.c_il *
( ln_T_0_avg + (ConQ0.T_out - T_0_2_avg) / T_0_2_avg
- (ConQ0.T_in - T_0_1_avg) / T_0_1_avg )
+ ConQc.m_dot * ConQc.c_il *
( ln_T_c_avg + (T_c_rev - T_c_2_avg) / T_c_2_avg
- (ConQc.T_in - T_c_1_avg) / T_c_1_avg )
== 0 [kW/K];
// Zielfunktionsbeitrag
target OpCostsPerOpHour * isOn * stepWidth;
end step
// *** Auswertung des Zeitschritts ***
begin epilogue
begin algorithm
Q_c := Q_c + Q_dot_c * .system.stepWidth.toNumber();
Q_0 := Q_0 + Q_dot_0 * .system.stepWidth.toNumber();
W_el := W_el + P_el * .system.stepWidth.toNumber();
if ConQ0.T_out != ConQ0.T_in then
E_dot_0 := Q_dot_0 * (1 - .system.T_amb.getActualValue()
/ ((ConQ0.T_out - ConQ0.T_in)
/ .math.log(ConQ0.T_out / ConQ0.T_in)));
Tm_0 := Tm_0 + ConQ0.m_dot * .system.stepWidth.toNumber()
* (ConQ0.T_out - ConQ0.T_in)
/ .math.log(ConQ0.T_out / ConQ0.T_in);
end if
E_0 := E_0 + E_dot_0.fabs() * .system.stepWidth.toNumber();
if Q_dot_0 > Q_dot_0_max then
Q_dot_0_max := Q_dot_0;
end if
m_0 := m_0 + ConQ0.m_dot * .system.stepWidth.toNumber();
if isOn > 0 then
OpHours := OpHours + isOn * .system.stepWidth.toNumber();
end if
end algorithm
end epilogue
// *** Ergebnisauswertung ***
begin exit
begin algorithm
Q_c_pa := Q_c / .system.simDuration.toNumber();
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Q_0_pa := Q_0 / .system.simDuration.toNumber();
W_el_pa := W_el / .system.simDuration.toNumber();
epsilon_avg := Q_0 / W_el;
WaterMassPa := m_0 / .system.simDuration.toNumber();
WaterVolumePa := WaterMassPa / ConQ0.rho;
T_0_avg := Tm_0 / m_0;
E_0_pa := E_0 / .system.simDuration.toNumber();
OpHoursPa := OpHours / .system.simDuration.toNumber();
UtilizationNominalPower := Q_0_pa / Q_dot_0_N;
UtilizationMaxPower := Q_0_pa / Q_dot_0_max;
ThermalAverageEfficiency := 0 [];
ElectricalAverageEfficiency := 0 [];
if W_el_pa > 0 [kW h/a] then
ExergeticAverageEfficiency := E_0_pa / W_el_pa;
AverageFuelUtilisation := Q_0_pa / W_el_pa;
else
ExergeticAverageEfficiency := 0 [];
AverageFuelUtilisation := 0 [];
end if
ExergyLossPa := W_el_pa - E_0_pa;
// operation costs
OperationCostsPa := OperationCostsPa
+ OpCostsPerOpHour * OpHours / .system.simDuration.toNumber();
// save results
NullMWhPa.save("Local/eSim/eSimIfLocal:EnergyConversionIn
/stdResourceFuel:FuelConsumptionPerPeriod");
W_el_pa.save("Local/eSim
/eSimIfLocal:EnergyConversionIn/stdEnergy:InputEnergyPerPeriod");
W_el_pa.save("Local/eSim
/eSimIfLocal:EnergyConversionIn/stdEnergy:InputExergyPerPeriod");
W_el_pa.save("Local/eSim
/eSimIfLocal:EnergyConversionIn/stdEnergyEl:InputWorkPerPeriod");
Q_0_pa.save("Local/eSim
/stdEnergyThermal:RefrigeratingCapacityPerPeriod");
Q_c_pa.save("Local/eSim/stdEnergyThermal:CoolingCapacityPerPeriod");
UtilizationMaxPower.save("Local/eSim/eSimIfLocal:ComponentUse
/stdTechnics:UtilisationAsToMaximumPower");
UtilizationNominalPower.save("Local/eSim/eSimIfLocal:ComponentUse
/stdTechnics:UtilizationAsToNominalPower");
OpHoursPa.save("Local/eSim/eSimIfLocal:ComponentUse
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/stdTechnics:OperationHoursPerPeriod");
ThermalAverageEfficiency.save("Local/eSim
/eSimIfLocal:ConversionEfficiency
/stdEfficiency:ThermalAverageEfficiency");
AverageFuelUtilisation.save("Local/eSim
/eSimIfLocal:ConversionEfficiency
/stdEfficiency:AverageFuelUtilisation");
ExergeticAverageEfficiency.save("Local/eSim
/eSimIfLocal:ConversionEfficiency
/stdEfficiency:ExergeticAverageEfficiency");
ExergyLossPa.save("Local/eSim/eSimIfLocal:ConversionEfficiency
/sciThermodynamics:ExergyLossPerPeriod");
epsilon_avg.save("Local/eSim/stdEfficiency:AverageFigureOfMerit");
Source.save("Local/eSim
/eSimIfLocal:EnergyConversionOut/stdEnergy:FormOfEnergy");
Medium.save("Local/eSim
/eSimIfLocal:EnergyConversionOut/stdMedium:Identifier");
T_0_avg.save("Local/eSim/eSimIfLocal:EnergyConversionOut
/stdMedium:AverageTemperature");
Q_0_pa.save("Local/eSim/eSimIfLocal:EnergyConversionOut
/stdEnergy:TargetEnergyPerPeriod");
E_0_pa.save("Local/eSim/eSimIfLocal:EnergyConversionOut
/stdEnergy:TargetExergyPerPeriod");
WaterMassPa.save("Local/eSim/eSimIfLocal:EnergyConversionOut
/sciMechanics:MassPerPeriod");
WaterVolumePa.save("Local/eSim/eSimIfLocal:EnergyConversionOut
/sciMechanics:VolumePerPeriod");
OperationCostsPa.save("Local/eSim/eSimIfLocal:EconomyAsset
/stdEcon:OperationCostsPerPeriod");
end algorithm
end exit
end model
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B.2 Umrechnung der Teillastkennlinie
In der Regel ist für Kaltwassersätze eine Teillastkennlinie in der Form
Pˆ = f0(
ˆ˙Q0) verfügbar. Diese bezieht sich auf den Auslegungspunkt der
Maschine, also insbesondere bestimmte Kühl- und Kaltwassertemperatu-
ren (Tˆc1, Tˆc2 bzw. Tˆ01, Tˆ02). In TOP-Energy wird diese Kennlinie in den mit
der Nennleistung im Auslegungspunkt PˆN bzw.
ˆ˙Q0,N normiert in der Form
wˆ = f1(qˆ0) (B.1)
in den Modelldaten der Komponente abgelegt. Für das in Abschnitt 5.3 be-
schriebene EML-Modell des Kaltwassersatzes muss diese als Funktion der
normierten, auf die Umwandlungsverluste zurückzuführenden Leistungs-
aufnahme Pirr in Abhängigkeit der normierten Leistungsaufnahme der re-
versiblen Maschine Prev ausgedrückt werden:
wirr = f2(wrev) mit wirr =
Pirr
PˆN
und wrev =
Prev
PˆN
(B.2)
Dabei wird von der Annahme Gebrauch gemacht, dass der exergetische
Gütegrad ξ der Maschine nur eine Funktion der Teillast, also unabhängig
von den Temperaturen von Kühl- und Kaltwasser ist:
ξ(q˙0) = ξˆ(q˙0) (B.3)
Im Auslegungszustand ist
wˆrev =
Q˙0
PˆN ˆrev
= q0
ˆN
ˆrev
= q0ξˆN (B.4)
und mit
wirr = w − wrev = f1(q0)− wrev. (B.5)
gilt für die Berechnung der nWertepaare der Kennlinie wirr(wrev) die Um-
rechnungsvorschrift
wrev,i = ξˆNq0,i und (B.6)
wirr,i = f1,i(q0,i)− ξˆNq0,i ; i = 1, 2, ..., n (B.7)
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Anhang C: EML-Grammatik
C.1 Lexikalische Konventionen
Fett gedruckte Wörter zeigen Schlüsselwörter an. Schlüsselwörter dürfen
nicht als Namen für Variablen oder Objekte verwendet werden. Die Notation
erfolgt in der erweiterten Backus-Naur-Form [16].
C.2 Lexikalische Einheiten
IDENTIFIER =
NONDIGIT { DIGIT | NONDIGIT }
NONDIGIT =
” ” | Buchstaben ”a” bis ”z” | Buchstaben ”A” bis ”Z”
STRING =
””” { S CHAR | S ESCAPE } ”””
UNIT STRING =
”[” { U CHAR } [ ”/” U CHAR { U CHAR } ] ”]”
U CHAR =
” ” | ”*” | ” ” | ”%” | ”‘” | NONDIGIT
S CHAR =
Alle Zeichen außer doppelte Anführungszeichen ”””, und
Backslash ”\”
C CHAR =
Alle Zeichen außer Zeilenumbruch (CR,LF)
LINEFEED =
Zeilenumbruch (CR,LF)
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S ESCAPE =
”\’” | ”\”” | ”\?” | ”\\” | ”\a” | ”\b” | ”\f” | ”\n” | ”\r” | ”\t” | ”\v”
DIGIT =
”0” | ”1” | ”2” | ”3” | ”4” | ”5” | ”6” | ”7” | ”8” | ”9”
UNSIGNED INTEGER =
DIGIT { DIGIT }
UNSIGNED REAL =
UNSIGNED INTEGER [ ”.” [ UNSIGNED INTEGER ] ]
[ ( ”e” | ”E” ) [ ”+” | ”-” ] UNSIGNED INTEGER ]
UNSIGNED NUMBER =
UNSIGNED REAL { ” ” } UNIT STRING
COMMENT =
( ”//” { C CHAR } LINEFEED ) | ( ”/*” { C CHAR | LINEFEED }
”*/” )
C.3 Grammatik
C.3.1 Modelldefinition
begin model section definitions end model .
C.3.2 Abschnittsdefinitionen
section definitions =
[structure section] [declaration section] [init section]
[prestep section] [step section] [poststep section]
[exit section] .
C.3.2.1 Deklarationsabschnitt
declaration section =
begin declaration declaration specifier end declaration .
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declaration specifier =
{ const declaration | param declaration | var declaration |
opt declaration | quadratic declaration |
protected declaration } .
const declaration =
const type specifier IDENTIFIER [ unit specifier ] ”:=”
logical expression ”;” .
param declaration =
parameter type specifier IDENTIFIER [ unit specifier ] ”;” .
var declaration =
type specifier IDENTIFIER [ unit specifier ] ”;” .
opt declaration =
linear simple type IDENTIFIER [ unit specifier ] ”;” .
quadratic declaration =
quadratic simple type IDENTIFIER [ unit specifier ] ”;” .
C.3.2.2 Initialisierungsabschnitt
init section =
begin init init specifier end init .
init specifier =
[algorithm environment] [equation environment
[algorithm environment]] .
C.3.2.3 Zeitschritt-Prolog
prestep section =
begin prologue prologue specifier end prologue .
prologue specifier =
[algorithm environment] [equation environment
[algorithm environment]] .
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C.3.2.4 Optimierungsabschnitt
step section =
begin step step specifier end step .
step specifier =
{ linear relation clause | virtual target function clause |
target function clause | association clause } .
C.3.2.5 Zeitschritt-Epilog
poststep section =
begin epilogue poststep specifier end epilogue .
poststep specifier =
[algorithm environment] [equation environment
[algorithm environment]] .
C.3.2.6 Auswertungsabschnitt
exit section =
begin exit exit specifier end exit .
exit specifier =
[algorithm environment] [equation environment
[algorithm environment]] .
C.3.3 Typen
unit specifier =
UNIT STRING | unit list .
unit list =
”{” UNIT STRING [ ”,” UNIT STRING] ”}” .
type specifier =
simple type | complex type .
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simple type =
Number | Real | Integer | Bool .
complex type =
TimeSeries | Char1D | Option | String .
C.3.4 Algorithmen
algorithm environment =
begin algorithm { algorithm } end algorithm .
algorithm =
( assignment | conditional algorithm | for clause |
while clause ) .
assignment =
component reference ”:=” ( logical expression | function call
) ”;” .
conditional algorithm =
if logical expression then { algorithm } { else if
logical expression then { algorithm } } [ else { algorithm } ]
end if .
for clause =
for ”(” assignment ”,” logical expression ”,” assignment ”)”
loop { algorithm } end for .
while clause =
while logical expression loop { algorithm } end while .
C.3.5 Algebraische Gleichungen
equation environment =
begin equation { algebraic equation } end equation
algebraic equation =
algebraic expression ”==” algebraic expression .
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C.3.6 Lineare Relationen
linear relation clause =
linear expression linear rel op linear expression ”;” .
target function clause =
target linear expression ”;” .
virtual target function clause =
virtual target linear expression ”;” .
association clause =
associate component reference { ”,” component reference }
with component reference ”;” .
C.3.7 Operatoren
linear rel op =
”<=” | ”>=” | ”==” .
rel op =
”<” | ”<=” | ”>” | ”>=” | ”==” | ”<>” .
add op =
”+” | ”−” .
mul op =
”∗” | ”/” .
C.3.8 Ausdrücke
C.3.8.1 Ausdrücke in algebraischen Gleichungen
algebraic expression =
[add op] algebraic term { add op algebraic term } .
algebraic term =
algebraic factor { mul op algebraic factor } .
algebraic factor =
algebraic primary [”ˆ” algebraic primary] .
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algebraic primary =
UNSIGNED NUMBER | ”(” algebraic expression ”)” |
”@” component reference |
component reference [ algebraic function call ] .
algebraic function call =
”(” [ algebraic function arguments ] ”)” .
algebraic function arguments =
algebraic expression [ ”,” function arguments ]
C.3.8.2 Ausdrücke in linearen Relationen
linear expression =
linear term [ add op linear expression ] .
linear term =
linear primary [ mul op linear term ] .
linear primary =
component reference | UNSIGNED NUMBER .
C.3.8.3 Logische Ausdrücke
logical expression =
logical term { or logical term } .
logical term =
logical factor { and logical factor } .
logical factor =
[ not ] relation .
relation =
arithmetic expression [rel op arithmetic expression] .
C.3.8.4 Arithmetische Ausdrücke
arithmetic expression =
[add op] term { add op term } .
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term =
factor { mul op factor } .
factor =
primary [”ˆ” primary] .
primary =
UNSIGNED NUMBER | STRING |
false | true |
”(” logical expression ”)” |
component reference [ function call ] .
function call =
”(” [ function arguments ] ”)” .
function arguments =
logical expression [ ”,” function arguments ] .
C.3.9 Symbolreferenzen
component reference =
( global reference | local reference ) .
global reference =
”.” IDENTIFIER [ ”.” local reference ] .
local reference =
IDENTIFIER [ ”.” local reference ] .
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