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Gleason [A.M. Gleason, The definition of a quadratic form, Amer.
Math. Monthly 73 (1966) 1049–1066] determined all functionals Q
on K-vector spaces satisfying the parallelogram law Q(x + y) +
Q(x−y) = 2Q(x)+2Q(y) and the homogeneityQ(λx) = λ2Q(x).
AssociatedwithQ is a unique symmetric bi-additive form S such that
Q(x) = S(x, x) and 4S(x, y) = Q(x+ y)−Q(x− y).Homogeneity
ofQ corresponds to that of S: S(λx, λy) = λ2S(x, y). The associated
S is not necessarily bi-linear.
Let V be a vector space over a field K , char(K) = 2, 3. A tri-additive
form T on V is a map of V3 into K that is additive in each of its
three variables. T is homogeneous of degree 3 if T(λx, λy, λz) =
λ3T(x, y, z) for all λ ∈ K, x, y, z ∈ V .
We determine the structure of tri-additive forms that are homo-
geneous of degree 3. One of the keys to this investigation is to find
the general solution of the functional equation
F(t) + t3G(1/t) = 0,
where F : K → K is additive andG : K → K is quadratic. It is shown
that T is not necessarily tri-linear, even if it is supposed in addition
that T is symmetric.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let K be a (commutative) field, and let V be a vector space over K . A bi-additive form on V is a map
of V × V into K that is additive in each of its two vector variables. Let n ∈ N. A map f : V → K is
homogeneous of degree n if f (λx) = λnf (x) for all λ ∈ K, x ∈ V .
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Gleason [2] determined all functionals Q on K-vector spaces such that Q obeys the parallelogram
law Q(x + y) + Q(x − y) = 2Q(x) + 2Q(y) and is homogeneous of degree 2. There is a one-to-one
correspondence between functionals Q satisfying the parallelogram law and symmetric bi-additive
forms S that is provided by Q(x) = S(x, x) and 4S(x, y) = Q(x + y) − Q(x − y). Thus the result of
Gleason could be framed in terms of symmetric bi-additive forms that are homogeneous of degree 2.
There aremany other related results, descriptions ofwhich can be found in [4,5,1] and their references.
Our purpose in this paper is to seek similar results when the degrees of additivity and homogeneity
are raised to 3. A tri-additive form on V is a map of V × V × V into K that is additive in each of its three
variables. We investigate the structure of tri-additive forms that are homogeneous of degree 3. We do
not suppose that our tri-additive forms are symmetric.
One of the keys to this investigation is to find the general solution of the functional equation
F(t) + t3G(1/t) = 0, (1)
where F : K → K is additive and G : K → K is quadratic. We assume throughout that K is of
characteristic different from 2, and eventually we will exclude characteristic 3 as well. We find that
derivations and second order derivations play an important role in the structure of homogeneous
tri-additive forms.
Let R be a commutative ring. A (first order) derivation is an additive map A from R into itself which
satisfies also A(xy) = xA(y) + yA(x), or equivalently A(x2) = 2xA(x). A map D : R → R is called a
second order derivation if D is additive and satisfies
D(xyz) = xD(yz) + yD(xz) + zD(xy) − [xyD(z) + xzD(y) + yzD(x)]
for all x, y, z ∈ R. Clearly, D(1) = 0 follows if R has a unity 1.
2. General solution of Eq. (1)
Lemma 2.1. If additive F and quadratic G satisfy (1), then there exists an additive map A : K → K such
that
F(t) = 2A(t) − 3tA(1), (2)
G(t) = 3t2A(1) − 2t3A(t−1), (3)
and
A(t2) − 3tA(t) + 3t2A(1) − t3A(t−1) = 0. (4)
Moreover the unique symmetric bi-additive form S associated with G is given by
S(t, u) = 3tA(u) + 3uA(t) − 2A(tu) − 3tuA(1). (5)
Proof. We begin with the simple algebraic identity
(1 − t)−1(1 − u)−1 − (1 − t)−1 = (1 − t)−1tu(1 − u)−1 + u(1 − u)−1,
valid for all t, u = 1 in K . Applying F to this identity we get
F((1 − t)−1(1 − u)−1) − F((1 − t)−1) = F((1 − t)−1tu(1 − u)−1) + F(u(1 − u)−1),
which by (1) yields
(1 − t)−3(1 − u)−3G((1 − t)(1 − u)) − (1 − t)−3G(1 − t)
= (1 − t)−3t3u3(1 − u)−3G((1 − t)t−1u−1(1 − u)) + u3(1 − u)−3G(u−1(1 − u))
for all t, u = 0, 1. Multiplying by (1 − t)3(1 − u)3 we get
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G((1 − t)(1 − u)) − (1 − u)3G(1 − t)
= t3u3G((1 − t)t−1u−1(1 − u)) + u3(1 − t)3G(u−1(1 − u))
for all t, u different from 0 and 1. Note, however, that it is also true for t, u equal to 1 since G(0) = 0
for any quadratic G. Replacing G by the diagonal of S, we have thus
S(1 − t − u + tu, 1 − t − u + tu) − (1 − u)3S(1 − t, 1 − t)
= t3u3S(t−1u−1 − t−1 − u−1 + 1, t−1u−1 − t−1 − u−1 + 1)
+ u3(1 − t)3S(u−1 − 1, u−1 − 1),
for all tu = 0.Nowweexpand this equationusing thebi-additivity and symmetryof S. Since char(K) =
2, we can separate the odd and even parts of maps on K . Considering terms that are even in both t and
u in this equation, we get
S(1, 1) + S(t, t) + S(u, u) + S(tu, tu) − (1 + 3u2)[S(1, 1) + S(t, t)]
= t3u3[2S(1, t−1u−1) + 2S(t−1, u−1)] + u3(1 + 3t2)[−2S(1, u−1)]. (6)
Defining the additive map A by A(t) = S(1, t), we note that G(1) = S(1, 1) = A(1) and rewrite
(6) as
G(u)−3u2[A(1)+G(t)]+2u3(1+3t2)A(u−1) = t3u3[2A(t−1u−1)+2S(t−1, u−1)]−G(tu). (7)
Observe that the right hand side of this equation is symmetric in t and u. Hence the same is true of the
left side and therefore
G(u)−3u2[A(1)+G(t)]+2u3(1+3t2)A(u−1) = G(t)−3t2[A(1)+G(u)]+2t3(1+3u2)A(t−1).
Putting u = 1 here yields (3). Inserting this form for G back into (7), we obtain after simplification
S(t−1, u−1) = −2A(t−1u−1) + 3t−1A(u−1) + 3u−1A(t−1) − 3t−1u−1A(1),
which yields (5) for all tu = 0. Note, however, that (5) is trivially true for tu = 0 by additivity of the
maps involved. Putting u = t there, recalling that S(t, t) = G(t), and comparing the result to (3)
yields (4).
Finally, inserting (3) into (1) and computing F gives (2) and completes the proof of the lemma. 
Now we explore further the properties of the kind of additive map A encountered in the previous
lemma.
Proposition 2.2. Let R be a commutative ring with 1, and assume the characteristic of R is different from
2 and 3. For an additive map A : R → R, the following are equivalent:
(1) A satisfies
A(t4) − 6t2A(t2) + 8t3A(t) − 3t4A(1) = 0, (8)
(2) A satisfies
A(t3) − 3tA(t2) + 3t2A(t) − t3A(1) = 0, (9)
(3) A satisfies
A(xyz)−[xA(yz)+ yA(xz)+ zA(xy)]+ [xyA(z)+ xzA(y)+ yxA(x)]− xyzA(1) = 0. (10)
Furthermore, if R is a field, then it is also equivalent that A satisfy (4).
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Proof. We show first that (8) implies (9). “Polarize” (8) by letting t = x + y there and expand using
the additivity of A. The part of the resulting equation that is odd in x and also odd in y is, after division
by 4,
A(x3y + xy3) − 3[xyA(x2 + y2) + (x2 + y2)A(xy)] + 2[(3x2y + y3)A(x) + (x3 + 3xy2)A(y)]
−3(x3y + xy3)A(1) = 0.
With y = 1 this simplifies to (9).
Second we show that (9) is equivalent to (10). For this we first polarize (9) by letting t = x + y+ z
there and again expand using the additivity of A. Choosing the part of this equation that is odd in
all three variables x, y, z we get (10) after dividing by 6. Conversely, putting x = y = z = t in (10)
immediately yields (9).
Third we prove that (9) and (10) together imply (8). Putting x = y = t and z = t2 in (10) results in
A(t4) − 2tA(t3) + 2t3A(t) − t4A(1) = 0.
Using (9) to replace the second term, this simplifies to (8).
Finally, we demonstrate that (4) implies (8) and that (4) follows from (10). Given (4), we write it in
the form
A(t−1) = t−3A(t2) − 3t−2A(t) + 3t−1A(1)
and replace the terms A(t2) and A(t) herein according to the same identity. That is,
A(t−1) = t−3[t6A(t−4) − 3t4A(t−2) + 3t2A(1)]
−3t−2[t3A(t−2) − 3t2A(t−1) + 3tA(1)] + 3t−1A(1)
= t3A(t−4) − 6tA(t−2) + 9A(t−1) − 3t−1A(1).
Thus A(t−4) − 6t−2A(t−2) + 8t−3A(t−1) − 3t−4A(1) = 0. Replacing t by t−1 here, this is (8).
Conversely, starting with (10) and putting x = y = t = z−1, we obtain (4), and this completes the
proof. 
Additive maps satisfying any of the equations listed in the previous proposition look very similar
to derivations. Indeed, Proposition 2.2 shows that solutions of Eq. (8) are intimately connected with
second order derivations.
It is easy to see that any derivation is a second order derivation, but the converse is not true.
Example 2.3. Let R be any commutative ring with 1, and let R[X, Y] be the polynomial ring over
R in two commuting indeterminates X, Y . Let ∂X, ∂Y be the formal partial derivative operators with
respect toX andY onR[X, Y]. DefineD : R[X, Y] → R[X, Y]byD(f ) := ∂X∂Y f . ThenD is a secondorder
derivation but not a derivation. Indeed, a simple calculation shows that D(fg) − [fD(g) + gD(f )] =
(∂Y f )(∂Xg) + (∂X f )(∂Yg).
Now we are ready for the main result of this section.
Theorem 2.4. Let K be a (commutative) field of characteristic different from 2 and 3. An additive map
F : K → K and a quadratic map G : K → K satisfy (1) if and only if
F(t) = D(t) − ct, (11)
G(t) = ct2 − t3D(t−1), (12)
where D : K → K is a second order derivation and c ∈ K.
Proof. By Lemma 2.1 and Proposition 2.2 we have F given by (2), G given by (3), where A satisfies (10).
Define D by D(t) := 2[A(t) − tA(1)]. Then D is a second order derivation, and A(t) = 2−1D(t) + ct
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with c = A(1). With this, (2) and (3) become (11) and (12). Conversely, any such F and G satisfy (1) by
a direct substitution. 
3. Tri-additive homogeneous forms
3.1. Some induced functions and their implied properties
Now suppose K is a field of characteristic different from 2 and 3, V is a vector space over K , and T
is a tri-additive form on V into K such that
T(λx, λy, λz) = λ3T(x, y, z)
for all x, y, z ∈ V and all λ ∈ K . Replacing (y, z) by (λ−1y, λ−1z), we have
T(λx, y, z) = λ3T(x, λ−1y, λ−1z).
Fixing (x, y, z) = (x0, y0, z0), temporarily and defining F(λ) := T(λx0, y0, z0), G(λ) := −T(x0,
λy0, λz0), we have equation (1) with F additive and G quadratic. The forms of F and G are given by
Theorem 2.4. Hence for each fixed (x, y, z) ∈ V3 we have
T(λx, y, z) = D1(λ, x, y, z) − λC(x, y, z),
T(x, λy, λz) = −λ2C(x, y, z) + λ3D1(λ−1, x, y, z),
for somemap C : V3 → K and amap D1 : K ×V3 → K such that D1(·, x, y, z) is a derivation of order
two on K for each (x, y, z) ∈ V3. Moreover, with λ = 1 in these two equations we see that C = −T .
Therefore we have
T(λx, y, z) = λT(x, y, z) + D1(λ, x, y, z), (13)
T(x, λy, λz) = λ2T(x, y, z) + λ3D1(λ−1, x, y, z).
From (13) we infer that D1 is additive in all variables, and homogeneous of degree 3 in (x, y, z) by
the corresponding properties of T .
In parallel there exist maps D2 and D3 which are second order derivations in the first variable such
that
T(x, λy, z) = λT(x, y, z) + D2(λ, x, y, z), (14)
T(λx, y, λz) = λ2T(x, y, z) + λ3D2(λ−1, x, y, z),
T(x, y, λz) = λT(x, y, z) + D3(λ, x, y, z), (15)
T(λx, λy, z) = λ2T(x, y, z) + λ3D3(λ−1, x, y, z).
Like D1, both D2 and D3 are additive in all variables, and homogeneous of degree 3 in (x, y, z).
Consider two ways in computing T(λμx, y, z):
T(λ(μx), y, z) = λT(μx, y, z) + D1(λ, μx, y, z)
= λ[μT(x, y, z) + D1(μ, x, y, z)] + D1(λ, μx, y, z),
and
T((λμ)x, y, z) = λμT(x, y, z) + D1(λμ, x, y, z).
Comparing the right hand sides we get
D1(λμ, x, y, z) = λD1(μ, x, y, z) + D1(λ, μx, y, z). (16)
Let
E1(μ, λ, x, y, z) := D1(λ, μx, y, z) − μD1(λ, x, y, z). (17)
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Wesee that E1 is additive in all variables, and homogeneous of degree 3 in (x, y, z). Using E1 we rewrite
(16) as
D1(λμ, x, y, z) = μD1(λ, x, y, z) + λD1(μ, x, y, z) + E1(μ, λ, x, y, z). (18)
Proposition 3.1. The map E1 defined by (17) satisfies (18) and is a symmetric bi-derivation in the first two
variables:
E1(μ, λ, x, y, z) = E1(λ, μ, x, y, z), (19)
E1(β, λμ, x, y, z) = λE1(β, μ, x, y, z) + μE1(β, λ, x, y, z),
E1(μβ, λ, x, y, z) = μE1(β, λ, x, y, z) + βE1(μ, λ, x, y, z). (20)
E1(μ, λ, x, y, z) is linear in the variable x:
E1(μ, λ, βx, y, z) = βE1(μ, λ, x, y, z), (21)
and there exists a function F1 having the properties
E1(μ, λ, x, αy, z) = αE1(μ, λ, x, y, z) + F1(α, μ, λ, x, y, z), (22)
E1(μ, λ, x, y, αz) = αE1(μ, λ, x, y, z) − F1(α, μ, λ, x, y, z). (23)
Finally, F1(α, μ, λ, x, y, z) is additive in all arguments, is symmetric in μ and λ, is a derivation in each of
the variables α,μ, λ, and is linear in each of the variables x, y, z.
Proof. The symmetry, (19), is seen readily from (18). Decomposing D1(λμβ, x, y, z) as
D1((λμ)β, x, y, z) using (18) twice in succession we get
D1(λμβ, x, y, z) = λμD1(β, x, y, z) + λβD1(μ, x, y, z) + βμD1(λ, x, y, z)
+ βE1(μ, λ, x, y, z) + E1(β, λμ, x, y, z).
Using (18) thrice termwise we get
λD1(μβ, x, y, z) + βD1(μλ, x, y, z) + μD1(λβ, x, y, z)
− [λμD1(β, x, y, z) + βλD1(μ, x, y, z) + μβD1(λ, x, y, z)]
= λμD1(β, x, y, z) + βλD1(μ, x, y, z) + μβD1(λ, x, y, z)
+ λE1(β, μ, x, y, z) + μE1(β, λ, x, y, z) + βE1(λ, μ, x, y, z).
As D1 is a second order derivation in the first variable, the right hand sides of the previous two calcu-
lations must be equal. Comparing, and taking into account the symmetry (19) of E1 in its two scalar
variables, we get (20).
Next, the linearity of E1(μ, λ, x, y, z) in the variable x is established by the following computation:
E1(μ, λ, βx, y, z) = D1(λ, μ(βx), y, z) − μD1(λ, βx, y, z)
= D1(λ, (μβ)x, y, z) − μD1(λ, βx, y, z)
= (μβ)D1(λ, x, y, z) + E1(μβ, λ, x, y, z) (by (17))
− μ[βD1(λ, x, y, z) + E1(β, λ, x, y, z)]
= E1(μβ, λ, x, y, z) − μE1(β, λ, x, y, z)
= βE1(μ, λ, x, y, z) (by (20)).
This gives (21).
Because D1(μ, x, y, z) is homogeneous of degree 3 in (x, y, z), (17) yields the corresponding prop-
erty for E1:
E1(μ, λ, αx, αy, αz) = α3E1(μ, λ, x, y, z).
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In view of (21), we see that E1(μ, λ, x, y, z) is homogeneous of degree 2 in the variable (y, z):
E1(μ, λ, x, αy, αz) = α2E1(μ, λ, x, y, z). (24)
We see from (24) that for temporarily fixed μ, λ, x, the function (y, z) → E1(μ, λ, x, y, z) is a
homogeneous quadratic formof degree 2. Its structure is given by (22) and (23)where F1 is a derivation
in the first variableα and linear in y and z through a known theorem [5, Theorem6.2]. The first relation
(22) can be regarded as the definition of F1 through E1. Other stated properties of F1 are inherited from
those of E1 when we let μ, λ, x vary. 
We have in fact shown that, under (17) and (18), D1 is a second order derivation if and only if E1 is
a derivation in its first scalar variable.
We present the following results without proof, as they parallel the results of the previous propo-
sition.
Corollary 3.2. Let
E2(μ, λ, x, y, z) : = D2(λ, x, μy, z) − μD2(λ, x, y, z), (25)
E3(μ, λ, x, y, z) : = D3(λ, x, y, μz) − μD3(λ, x, y, z). (26)
Then E2 and E3 are additive in all variables, are homogeneous of degree 3 in (x, y, z), and are symmetric
bi-derivations in their first two variables. Also we have
D2(λμ, x, y, z) = μD2(λ, x, y, z) + λD2(μ, x, y, z) + E2(μ, λ, x, y, z), (27)
D3(λμ, x, y, z) = μD3(λ, x, y, z) + λD3(μ, x, y, z) + E3(μ, λ, x, y, z),
E2(μ, λ, x, y, z) is linear in the variable y, and E3(μ, λ, x, y, z) is linear in the variable z.Moreover, there
exist maps F2 and F3 such that
E2(μ, λ, αx, y, z) = αE2(μ, λ, x, y, z) − F2(α, μ, λ, x, y, z), (28)
E2(μ, λ, x, y, αz) = αE2(μ, λ, x, y, z) + F2(α, μ, λ, x, y, z), (29)
E3(μ, λ, αx, y, z) = αE3(μ, λ, x, y, z) + F3(α, μ, λ, x, y, z), (30)
E3(μ, λ, x, αy, z) = αE3(μ, λ, x, y, z) − F3(α, μ, λ, x, y, z). (31)
Finally, for i = 2, 3, Fi(α, μ, λ, x, y, z) is additive in all arguments, is symmetric inμ andλ, is a derivation
in each of the variables α,μ, λ, and is linear in each of the variables x, y, z.
Now we seek relations between D1,D2 and D3, and the ramifications of such relations. Consider
(13) and the corresponding equation with y replaced by μy:
T(λx, y, z) = λT(x, y, z) + D1(λ, x, y, z),
T(λx, μy, z) = λT(x, μy, z) + D1(λ, x, μy, z).
Multiplying the first by μ and subtracting the resulting expression from the latter and using (14) we
get
D2(μ, λx, y, z) = λD2(μ, x, y, z) + D1(λ, x, μy, z) − μD1(λ, x, y, z). (32)
Similarly we have
D3(μ, λx, y, z) = λD3(μ, x, y, z) + D1(λ, x, y, μz) − μD1(λ, x, y, z), (33)
D3(μ, x, λy, z) = λD3(μ, x, y, z) + D2(λ, x, y, μz) − μD2(λ, x, y, z). (34)
Define
E12(μ, λ, x, y, z) : = D1(λ, x, μy, z) − μD1(λ, x, y, z), (35)
E21(λ, μ, x, y, z) : = D2(μ, λx, y, z) − λD2(μ, x, y, z), (36)
E13(μ, λ, x, y, z) : = D1(λ, x, y, μz) − μD1(λ, x, y, z), (37)
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E31(λ, μ, x, y, z) : = D3(μ, λx, y, z) − λD3(μ, x, y, z), (38)
E23(μ, λ, x, y, z) : = D2(λ, x, y, μz) − μD2(λ, x, y, z), (39)
E32(λ, μ, x, y, z) : = D3(μ, x, λy, z) − λD3(μ, x, y, z). (40)
The relations (32)–(34) give the pairing
E12(μ, λ, x, y, z) = E21(λ, μ, x, y, z), (41)
E13(μ, λ, x, y, z) = E31(λ, μ, x, y, z), (42)
E23(μ, λ, x, y, z) = E32(λ, μ, x, y, z). (43)
Letting Etij(μ, λ, x, y, z) := Eij(λ, μ, x, y, z) the above pairing can be recorded as Eij = Etji.
Proposition 3.3. In addition to Eqs. (41)–(43), the maps Eij defined by (35)–(40) also satisfy
E12(μ, λ, βx, y, z) = βE12(μ, λ, x, y, z) + F1(μ, β, λ, x, y, z), (44)
E13(μ, λ, βx, y, z) = βE13(μ, λ, x, y, z) − F1(μ, β, λ, x, y, z), (45)
E12(μ, λβ, x, y, z) = βE12(μ, λ, x, y, z) + λE12(μ, β, x, y, z) + F1(μ, β, λ, x, y, z), (46)
E13(μ, λβ, x, y, z) = βE13(μ, λ, x, y, z) + λE13(μ, β, x, y, z) − F1(μ, β, λ, x, y, z), (47)
E12(μ, λ, x, βy, z) = βE12(μ, λ, x, y, z) − F2(λ, β, μ, x, y, z), (48)
E13(μ, λ, x, y, βz) = βE13(μ, λ, x, y, z) + F3(λ, β, μ, x, y, z), (49)
E23(μ, λ, x, y, βz) = βE23(μ, λ, x, y, z) − F3(λ, β, μ, x, y, z), (50)
E23(μβ, λ, x, y, z) = μE23(β, λ, x, y, z) + βE23(μ, λ, x, y, z) − F3(λ, β, μ, x, y, z), (51)
E23(μ, λ, x, βy, z) = βE23(μ, λ, x, y, z) + F2(μ, β, λ, x, y, z), (52)
E23(μ, λβ, x, y, z) = λE23(μ, β, x, y, z) + βE23(μ, λ, x, y, z) + F2(μ, β, λ, x, y, z), (53)
E12(μβ, λ, x, y, z) = μE12(β, λ, x, y, z) + βE12(μ, λ, x, y, z) − F2(λ, β, μ, x, y, z), (54)
E13(μβ, λ, x, y, z) = μE13(β, λ, x, y, z) + βE13(μ, λ, x, y, z) + F3(λ, β, μ, x, y, z), (55)
E13(μ, λ, x, βy, z) = βE13(μ, λ, x, y, z) + F1(μ, β, λ, x, y, z) − F3(λ, β, μ, x, y, z), (56)
E23(μ, λ, βx, y, z) = βE23(μ, λ, x, y, z) − F2(μ, β, λ, x, y, z) + F3(λ, β, μ, x, y, z), (57)
E12(μ, λ, x, y, βz) = βE12(μ, λ, x, y, z) − F1(μ, β, λ, x, y, z) + F2(λ, β, μ, x, y, z). (58)
Proof
E12(μ, λ, βx, y, z) = D1(λ, βx, μy, z) − μD1(λ, βx, y, z) by (35)
= βD1(λ, x, μy, z) + E1(β, λ, x, μy, z)
− μ[βD1(λ, x, y, z) + E1(β, λ, x, y, z)] by (17)
= βE12(μ, λ, x, y, z) + F1(μ, β, λ, x, y, z) by (35), (22).
This proves (44). Similarly
E13(μ, λ, βx, y, z) = D1(λ, βx, y, μz) − μD1(λ, βx, y, z) by (37)
= βD1(λ, x, y, μz) + E1(β, λ, x, y, μz)
− μ[βD1(λ, x, y, z) + E1(β, λ, x, y, z)] by (17)
= βE13(μ, λ, x, y, z) − F1(μ, β, λ, x, y, z) by (37), (23)
proving (45). On the other hand we also have
E12(μ, λ, βx, y, z) = E21(λ, μ, βx, y, z) by (41)
= D2(μ, λβx, y, z) − λD2(μ, βx, y, z) by (36)
= [λβD2(μ, x, y, z) + E12(μ, λβ, x, y, z)]
− λ[βD2(μ, x, y, z) + E12(μ, β, x, y, z)] by (36), (41)
= E12(μ, λβ, x, y, z) − λE12(μ, β, x, y, z).
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Comparing that with (44) we get
E12(μ, λβ, x, y, z) − λE12(μ, β, x, y, z) = βE12(μ, λ, x, y, z) + F1(μ, β, λ, x, y, z).
This proves (46). In parallel,
E13(μ, λ, βx, y, z) = E31(λ, μ, βx, y, z) by (42)
= D3(μ, λβx, y, z) − λD3(μ, βx, y, z) by (38)
= [λβD3(μ, x, y, z) + E13(μ, λβ, x, y, z)]
− λ[βD3(μ, x, y, z) + E13(μ, β, x, y, z)] by (38), (42)
= E13(μ, λβ, x, y, z) − λE13(μ, β, x, y, z).
Comparing that with (45) we get (47).
E12(μ, λ, x, βy, z) = D2(μ, λx, βy, z) − λD2(μ, x, βy, z) by (41), (36)
= [βD2(μ, λx, y, z) + E2(β, μ, λx, y, z)]
− λ[βD2(μ, x, y, z) + E2(β, μ, x, y, z)] by (25)
= βE12(μ, λ, x, y, z) − F2(λ, β, μ, x, y, z) by (36), (41), (28).
This proves (48). The calculation
E13(μ, λ, x, y, βz) = E31(λ, μ, x, y, βz) by (42)
= D3(μ, λx, y, βz) − λD3(μ, x, y, βz) by (38)
= βD3(μ, λx, y, z) + E3(β, μ, λx, y, z)
− λ[βD3(μ, x, y, z) + E3(β, μ, x, y, z)] by (26)
= βE31(λ, μ, x, y, z) + F3(λ, β, μ, x, y, z) by (38), (30)
= βE13(μ, λ, x, y, z) + F3(λ, β, μ, x, y, z) by (42)
gives (49).
E23(μ, λ, x, y, βz) = E32(λ, μ, x, y, βz) by (43)
= D3(μ, x, λy, βz) − λD3(μ, x, y, βz) by (40)
= βD3(μ, x, λy, z) + E3(β, μ, x, λy, z)
− λ[βD3(μ, x, y, z) + E3(β, μ, x, y, z)] by (26)
= βE23(μ, λ, x, y, z) − F3(λ, β, μ, x, y, z) by (40), (43), (31)
gives (50). Comparing that with
E23(μ, λ, x, y, βz) = D2(λ, x, y, μβz) − μD2(λ, x, y, βz) by (39)
= μβD2(λ, x, y, z) + E23(μβ, λ, x, y, z)
− μ[βD2(λ, x, y, z) + E23(β, λ, x, y, z)]
= E23(μβ, λ, x, y, z) − μE23(β, λ, x, y, z)
we get (51).
E23(μ, λ, x, βy, z) = D2(λ, x, βy, μz) − μD2(λ, x, βy, z) by (39)
= βD2(λ, x, y, μz) + E2(β, λ, x, y, μz)
− μ[βD2(λ, x, y, z) + E2(β, λ, x, y, z)] by (25)
= βE23(μ, λ, x, y, z) + F2(μ, β, λ, x, y, z) by (39), (29).
This proves (52). We also have
E23(μ, λ, x, βy, z) = E32(λ, μ, x, βy, z) by (43)
= D3(μ, x, λβy, z) − λD3(μ, x, βy, z) by (40)
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= λβD3(μ, x, y, z) + E32(λβ, μ, x, y, z)
− λ[βD3(μ, x, y, z) + E32(β, μ, x, y, z)]
= E32(λβ, μ, x, y, z) − λE32(β, μ, x, y, z)
= E23(μ, λβ, x, y, z) − λE23(μ, β, x, y, z)
which, when compared with (52), yields (53).
E12(μ, λ, x, βy, z) = D1(λ, x, μβy, z) − μD1(λ, x, βy, z) by (35)
= μβD1(λ, x, y, z) + E12(μβ, λ, x, y, z)
− μ[βD1(λ, x, y, z) + E12(β, λ, x, y, z)]
= E12(μβ, λ, x, y, z) − μE12(β, λ, x, y, z).
Comparing that with (48) we get (54).
E13(μ, λ, x, y, βz) = D1(λ, x, y, μβz) − μD1(λ, x, y, βz) by (37)
= μβD1(λ, x, y, z) + E13(μβ, λ, x, y, z)
− μ[βD1(λ, x, y, z) + E13(β, λ, x, y, z)]
= E13(μβ, λ, x, y, z) − μE13(β, λ, x, y, z).
Comparing that with (49) we get (55). Now,
E13(μ, λ, βx, βy, βz) = βE13(μ, λ, x, βy, βz) − F1(μ, β, λ, x, βy, βz) by (45)
= β[βE13(μ, λ, x, βy, z) + F3(λ, β, μ, x, βy, z)]
− F1(μ, β, λ, x, βy, βz) by (49)
= β2[E13(μ, λ, x, βy, z) + F3(λ, β, μ, x, y, z) − F1(μ, β, λ, x, y, z)]
using the linearity of F1 and F3 stated in Proposition 3.1 andCorollary 3.2. Hence, as E13 is homogeneous
of degree 3 in (x, y, z),
β3E13(μ, λ, x, y, z) = β2[E13(μ, λ, x, βy, z) + F3(λ, β, μ, x, y, z)
− F1(μ, β, λ, x, y, z)]. (59)
Removing the factor β2 we obtain (56). Similarly,
E23(μ, λ, βx, βy, βz) = βE23(μ, λ, βx, y, βz) + F2(μ, β, λ, βx, y, βz) by (52)
= β[βE23(μ, λ, βx, y, z) − F3(λ, β, μ, βx, y, z)]
+ F2(μ, β, λ, βx, y, βz) by (50)
= β2[E23(μ, λ, βx, y, z) − F3(λ, β, μ, x, y, z) + F2(μ, β, λ, x, y, z)]
and hence
βE23(μ, λ, x, y, z) = E23(μ, λ, βx, y, z) − F3(λ, β, μ, x, y, z) + F2(μ, β, λ, x, y, z)
which proves (57). Likewise,
E12(μ, λ, βx, βy, βz) = βE12(μ, λ, βx, y, βz) − F2(λ, β, μ, βx, y, βz) by (48)
= β[βE12(μ, λ, x, y, βz) + F1(μ, β, λ, x, y, βz)]
− F2(λ, β, μ, βx, y, βz) by (44)
= β2[E12(μ, λ, x, y, βz) + F1(μ, β, λ, x, y, z)] − F2(λ, β, μ, x, y, z)]
and hence (58) follows. 
Proposition 3.4
μE1(μ, λ, x, y, z) + μE13(μ, λ, x, y, z) + μE12(μ, λ, x, y, z)
= F1(μ,μ, λ, x, y, z) − F2(λ, μ,μ, x, y, z), (60)
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μE2(μ, λ, x, y, z) + μE12(λ, μ, x, y, z) + μE23(μ, λ, x, y, z)
= F1(λ, μ,μ, x, y, z) − F2(μ,μ, λ, x, y, z), (61)
F2(μ,μ, λ, x, y, z) − F3(λ, μ,μ, x, y, z)
= F1(λ, μ,μ, x, y, z) − F2(μ,μ, λ, x, y, z), (62)
μE3(μ, λ, x, y, z) + μE23(λ, μ, x, y, z) + μE13(λ, μ, x, y, z)
= −F1(λ, μ,μ, x, y, z) + F3(μ,μ, λ, x, y, z). (63)
Proof. Consider
D1(λ, μx, μy, μz) = μD1(λ, x, μy, μz) + E1(μ, λ, x, μy, μz) by (17)
= μ2D1(λ, x, y, μz) + μE12(μ, λ, x, y, μz)
+ μ2E1(μ, λ, x, y, z) by (35), (24)
= μ3D1(λ, x, y, z) + μ2E13(μ, λ, x, y, z) + μ2E12(μ, λ, x, y, z)
+ μ[−F1(μ,μ, λ, x, y, z) + F2(λ, μ,μ, x, y, z)]
+ μ2E1(μ, λ, x, y, z) by (37), (58).
The homogeneity of D1 of degree 3 in the variable (x, y, z) leads to
μ2E13(μ, λ, x, y, z) + μ2E12(μ, λ, x, y, z)
+ μ[−F1(μ,μ, λ, x, y, z) + F2(λ, μ,μ, x, y, z)] + μ2E1(μ, λ, x, y, z) = 0
which implies (60).
Consider
D2(λ, μx, μy, μz) = μD2(λ, x, μy, μz) + E21(μ, λ, x, μy, μz) by (36)
= μ2D2(λ, x, y, μz) + μE2(μ, λ, x, y, μz)
+ E21(μ, λ, x, μy, μz) by (25)
= μ3D2(λ, x, y, z) + μ2E23(μ, λ, x, y, z)
+ μE2(μ, λ, x, y, μz) + E21(μ, λ, x, μy, μz) by (39).
Homogeneity of D2 in the variable (x, y, z) gives
μ2E23(μ, λ, x, y, z) + μE2(μ, λ, x, y, μz) + E21(μ, λ, x, μy, μz) = 0. (64)
As
E2(μ, λ, x, y, μz) = μE2(μ, λ, x, y, z) + F2(μ,μ, λ, x, y, z) by (29)
and
E21(μ, λ, x, μy, μz) = E12(λ, μ, x, μy, μz)
= μE12(λ, μ, x, y, μz) − F2(μ,μ, λ, x, y, μz) by (48)
= μ[μE12(λ, μ, x, y, z) − F1(λ, μ,μ, x, y, z) + F2(μ,μ, λ, x, y, z)]
− F2(μ,μ, λ, x, y, μz) by (58)
= μ2E12(λ, μ, x, y, z) − μF1(λ, μ,μ, x, y, z) by z-linearity of F2
(cf. Corollary 3.2), (64) gives (61).
Consider below another calculation following a different order of extraction:
D2(λ, μx, μy, μz) = μD2(λ, μx, μy, z) + E23(μ, λ, μx, μy, z)
= μ2D2(λ, μx, y, z) + μE2(μ, λ, μx, y, z) + E23(μ, λ, μx, μy, z)
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= μ3D2(λ, x, y, z) + μ2E21(μ, λ, x, y, z) + μE2(μ, λ, μx, y, z)
+ E23(μ, λ, μx, μy, z).
Homogeneity of D2 in the variable (x, y, z) gives
μ2E21(μ, λ, x, y, z) + μE2(μ, λ, μx, y, z) + E23(μ, λ, μx, μy, z) = 0. (65)
As
E2(μ, λ, μx, y, z) = μE2(μ, λ, x, y, z) − F2(μ,μ, λ, x, y, z) by (28)
and
E23(μ, λ, μx, μy, z) = μE23(μ, λ, μx, y, z) + F2(μ,μ, λ, μx, y, z) by (52)
= μ[μE23(μ, λ, x, y, z) − F2(μ,μ, λ, x, y, z) + F3(λ, μ,μ, x, y, z)]
+ F2(μ,μ, λ, μx, y, z) by (57)
= μ2E23(μ, λ, x, y, z) + μF3(λ, μ,μ, x, y, z),
(65) gives
μE2(μ, λ, x, y, z) + μE21(μ, λ, x, y, z) + μE23(μ, λ, x, y, z)
= F2(μ,μ, λ, x, y, z) − F3(λ, μ,μ, x, y, z).
Comparing with (61) we get (62).
D3(λ, μx, μy, μz) = μD3(λ, x, μy, μz) + E31(μ, λ, x, μy, μz)
= μ2D3(λ, x, y, μz) + μE32(μ, λ, x, y, μz) + E31(μ, λ, x, μy, μz)
= μ3D3(λ, x, y, z) + μ2E3(μ, λ, x, y, z) + μE32(μ, λ, x, y, μz)
+ E31(μ, λ, x, μy, μz).
Homogeneity of D3 in (x, y, z) yields
μ2E3(μ, λ, x, y, z) + μE32(μ, λ, x, y, μz) + E31(μ, λ, x, μy, μz) = 0. (66)
As
E32(μ, λ, x, y, μz) = E23(λ, μ, x, y, μz)
= μE23(λ, μ, x, y, z) − F3(μ,μ, λ, x, y, z) by (50)
and
E31(μ, λ, x, μy, μz) = E13(λ, μ, x, μy, μz)
= μE13(λ, μ, x, y, μz) + F1(λ, μ,μ, x, y, μz)
− F3(μ,μ, λ, x, y, μz) by (56)
= μ2E13(λ, μ, x, y, z) + μF3(μ,μ, λ, x, y, z)
+ F1(λ, μ,μ, x, y, μz) − F3(μ,μ, λ, x, y, μz) by (49)
= μ2E13(λ, μ, x, y, z) + μF1(λ, μ,μ, x, y, z),
(66) gives (63). 
Proposition 3.5
λD1(λ, x, y, z) + λD2(λ, x, y, z) + λD3(λ, x, y, z)
+ E12(λ, λ, x, y, z) + E13(λ, λ, x, y, z) + E23(λ, λ, x, y, z) = 0. (67)
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Proof. We begin with
T(x, λy, λz)
= λT(x, y, λz) + D2(λ, x, y, λz) by (14)
= λ[λT(x, y, z) + D3(λ, x, y, z)] + D2(λ, x, y, λz) by (15)
= λ2T(x, y, z) + λD3(λ, x, y, z) + λD2(λ, x, y, z) + E23(λ, λ, x, y, z).
Replacing x by λx and continuing with the extraction we get
T(λx, λy, λz)
= λ2T(λx, y, z) + λD3(λ, λx, y, z) + λD2(λ, λx, y, z) + E23(λ, λ, λx, y, z)
= λ3T(x, y, z) + λ2D1(λ, x, y, z) + λ2D3(λ, x, y, z) + λE31(λ, λ, x, y, z)
+ λ2D2(λ, x, y, z) + λE21(λ, λ, x, y, z)
+ λE23(λ, λ, x, y, z) − F2(λ, λ, λ, x, y, z) + F3(λ, λ, λ, x, y, z). (by (57))
Homogeneity of T in (x, y, z) of degree 3 yields
λ2D1(λ, x, y, z) + λ2D2(λ, x, y, z) + λ2D3(λ, x, y, z)
+ λE31(λ, λ, x, y, z) + λE21(λ, λ, x, y, z) + λE23(λ, λ, x, y, z)
= F2(λ, λ, λ, x, y, z) − F3(λ, λ, λ, x, y, z). (68)
Taking the pairing rule (41)–(43) into account, the left side is symmetric in the indices 1, 2 and 3,
so must the right hand side. This implies
F1(λ, λ, λ, x, y, z) = F2(λ, λ, λ, x, y, z) = F3(λ, λ, λ, x, y, z). (69)
With that, (68) in turn yields (67). 
Lemma 3.6.
F2 = F3 = F1. (70)
Proof. We shall hide the vector component (x, y, z), which is treated as a parameter in the proof.
Letting λ = μ in (60) and using (69) we get
E1(λ, λ) + E13(λ, λ) + E12(λ, λ) = 0.
Polarizing (i.e. replacingλ byα+β and expanding under additivity) and recalling that E1 is symmetric
in its scalar variables we get
2E1(α, β) + E13(α, β) + E13(β, α) + E12(α, β) + E12(β, α) = 0. (71)
We notice that E1(α, β) is a derivation in the variable β . Adding (46) and (47), we see that E12(α, β)+
E13(α, β) is also a derivation in the variable β . (This can also be seen in (60).) Hence from (71) we
infer that β → E13(β, α) + E12(β, α) is a derivation. Comparing that with (55) and (54) we arrive at
F2 = F3. As the Fi’s play parallel roles, this proves (70). 
Proposition 3.7. Let F := F1 (= F2 = F3). Then F is symmetric in its scalar variables. Moreover we have
also
E1 + E12 + E13 = 0, (72)
E2 + E21 + E23 = 0, (73)
E3 + E31 + E32 = 0. (74)
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Proof. From (62) we get
F(μ,μ, λ, x, y, z) = F(λ, μ,μ, x, y, z). (75)
Recall also that F is symmetric in its second and third variables.
Moving forward, in the rest of the proof, we shall again hide the vector component (x, y, z).
Now we polarize (75): replace μ by α + β and get
F(α + β, α + β, λ) = F(λ, α + β, α + β).
Expanding under additivity we get
F(α, α, λ) + F(β, β, λ) + F(α, β, λ) + F(β, α, λ)
= F(λ, α, α) + F(λ, β, β) + F(λ, α, β) + F(λ, β, α).
By (75), the above is reduced to
F(α, β, λ) + F(β, α, λ) = F(λ, α, β) + F(λ, β, α).
Adding F(λ, α, β) to both sides and recalling that F is symmetric in its second and third variables, we
can rewrite the previous equation as
F(λ, α, β) + F(α, β, λ) + F(β, λ, α) = 3F(λ, α, β).
Since the left hand side is symmetric under the permutation (1 2 3) of its variables, the same is true
of F . Now, since the permutations (1 2 3) and (2 3) generate the whole symmetric group S3, we see
that F is a symmetric function of its scalar variables.
Now (72)–(74) are immediate consequences of Proposition 3.4 together with (41)–(43) and the fact
that F = F1 = F2 = F3 is symmetric in its scalar variables. 
Now it follows from Eqs. (41)–(43) and (72)–(74) that
E21(α, β, ·, ·, ·) = E12(β, α, ·, ·, ·), (76)
E13(α, β, ·, ·, ·) = −E1(α, β, ·, ·, ·) − E12(α, β, ·, ·, ·), (77)
E31(α, β, ·, ·, ·) = −E1(α, β, ·, ·, ·) − E12(β, α, ·, ·, ·), (78)
E23(α, β, ·, ·, ·) = −E2(α, β, ·, ·, ·) − E12(β, α, ·, ·, ·), (79)
E32(α, β, ·, ·, ·) = −E2(α, β, ·, ·, ·) − E12(α, β, ·, ·, ·), (80)
E3(α, β, ·, ·, ·) = E1(α, β, ·, ·, ·) + E2(α, β, ·, ·, ·) + E12(α, β, ·, ·, ·)
+ E12(β, α, ·, ·, ·). (81)
Note also that, parallel to (72)–(74), we have
E1 + E21 + E31 = 0, (82)
E2 + E12 + E32 = 0, (83)
E3 + E13 + E23 = 0, (84)
since E1, E2, E3 are symmetric in their scalar variables.
Proposition 3.8.
∑3
i=1 Di =
∑3
i=1 Ei = 0, and
Ei = 1
2
[
Ejk + Etjk
]
(85)
for each distinct triple (i, j, k); that is, each Ei is the symmetric part of Ejk.
Proof. Hiding the vector component and polarizing (67) we get
3∑
i=1
[λDi(β) + βDi(λ)] + E12(λ, β) + E13(λ, β) + E23(λ, β)
+ E12(β, λ) + E13(β, λ) + E23(β, λ) = 0. (86)
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Since each Eij is a bi-second order derivation, it vanishes when either of its scalar variables is equal to
1. Similarly Di(1) = 0 since each Di is a derivation. Therefore at β = 1 (86) yields
3∑
i=1
Di(λ) = 0.
Putting that back into (86) we get
E12(λ, β) + E13(λ, β) + E23(λ, β)
+ E12(β, λ) + E13(β, λ) + E23(β, λ) = 0, (87)
which is the skew symmetry of E12 + E13 + E23. By (82)–(84) that leads to
3∑
i=1
Ei = 0. (88)
Now we can rewrite (81) as
2E3(α, β, ·, ·, ·) = E12(α, β, ·, ·, ·) + E12(β, α, ·, ·, ·),
which is (85) for the triple (3, 1, 2). In parallel, adding (76) and (82), we have
2E1 + E12 + E21 + E13 + E31 = 0,
which by (87) yields 2E1 = E23 + E32. Similarly we get 2E2 = E13 + E31. 
As a consequence of all these relations among the Ei and the Eij , only two of these functions may
be chosen freely. For example, we may choose E12 to be an arbitrary bi-second order derivation in its
scalar variables, tri-additive in its vector variables. We may choose E1 to be an arbitrary symmetric
bi-derivation in its scalar variables, and tri-additive in its vector variables. Then all remaining Ei and
Eij are completely determined.
3.2. General construction
LetBbe a basis for V over K . Elements inBwill be called basic vectors, and will be denoted by b,
possibly indexed as bi, bj and b.
Stage 1: Let (bi, bj, b) be any ordered triple of basic vectors. For each such triple,
• let T(bi, bj, b) be an arbitrarily chosen value in the field K;• let F(·, ·, ·, bi, bj, b) be a symmetric tri-derivation;• let E12(·, ·, bi, bj, b) be a bi-additive function satisfying also (cf. (46), (54), (70) and Proposition
3.7)
E12(μ, λβ, bi, bj, b) = βE12(μ, λ, bi, bj, b) + λE12(μ, β, bi, bj, b)
+ F(μ, β, λ, bi, bj, b), (89)
E12(μβ, λ, bi, bj, b) = μE12(β, λ, bi, bj, b) + βE12(μ, λ, bi, bj, b)
− F(λ, β, μ, bi, bj, b); (90)
then E12(·, ·, bi, bj, b) is a bi-second order derivation, and (β, λ) → E12(β, λ, bi, bj, b) +
E12(λ, β, bi, bj, b) is a bi-derivation; given F , the existence and the general construction of E12
are covered in the next section;
• let E1(·, ·, bi, bj, b) be a symmetric bi-derivation, and define
E2(λ, μ, bi, bj, b) := −E1(λ, μ, bi, bj, b) − 1
2
[E12(λ, μ, bi, bj, b)
+ E12(μ, λ, bi, bj, b)];
then E2(·, ·, bi, bj, b) is also a symmetric bi-derivation;
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• define E21(·, ·, bi, bj, b), E13(·, ·, bi, bj, b), E31(·, ·, bi, bj, b), E23(·, ·, bi, bj, b),
E32(·, ·, bi, bj, b) by Eqs. (76)–(80), and define E3(·, ·, bi, bj, b) := −E1(·, ·, bi, bj, b)− E2(·, ·, bi, bj, b); then each Eij(·, ·, bi, bj, b) is a bi-second order derivation, and
E3(·, ·, bi, bj, b) is a symmetric bi-derivation;• let D1(·, bi, bj, b) and D2(·, bi, bj, b) be additive functions on K satisfying (cf. (18), (27) and the
next section)
D1(λμ, bi, bj, b) =μD1(λ, bi, bj, b) + λD1(μ, bi, bj, b) + E1(μ, λ, bi, bj, b), (91)
D2(λμ, bi, bj, b) =μD2(λ, bi, bj, b) + λD2(μ, bi, bj, b) + E2(μ, λ, bi, bj, b); (92)
thenDi(·, bi, bj, b) are second order derivations (i = 1, 2); given Ei, the existence and the general
construction of Di are covered by Theorem 2 of Jessen et al. [3];• define D3 by D3(·, bi, bj, b) = −D1(·, bi, bj, b) − D2(·, bi, bj, b); then D3(·, bi, bj, b) is a
second order derivation.
Stage 2: Now for each triple (α, β, γ ) of elements of K ,
• extend F(α, β, γ, ·, ·, ·) from basic vectors to general vectors by linearity;
• motivated by Proposition 3.3, we extend E12(μ, λ, ·, ·, ·) from basic vectors to general vectors by
the following rules and additivity:
E12(μ, λ, βx, y, z) = βE12(μ, λ, x, y, z) + F(μ, β, λ, x, y, z),
E12(μ, λ, x, βy, z) = βE12(μ, λ, x, y, z) − F(λ, β, μ, x, y, z),
E12(μ, λ, x, y, βz) = βE12(μ, λ, x, y, z);
• according to Proposition 3.1 and Corollary 3.2, we extend E1 and E2 from basic vectors to general
vectors by the following rules and additivity:
E1(μ, λ, αx, y, z) = αE1(μ, λ, x, y, z),
E1(μ, λ, x, αy, z) = αE1(μ, λ, x, y, z) + F(α, μ, λ, x, y, z),
E1(μ, λ, x, y, αz) = αE1(μ, λ, x, y, z) − F(α, μ, λ, x, y, z),
E2(μ, λ, αx, y, z) = αE2(μ, λ, x, y, z) − F(α, μ, λ, x, y, z),
E2(μ, λ, x, αy, z) = αE2(μ, λ, x, y, z),
E2(μ, λ, x, y, αz) = αE2(μ, λ, x, y, z) + F(α, μ, λ, x, y, z);
• extend E21, E13, E31, E23, E32 and E3 by Eqs. (76)–(81); then all remaining identities in Proposi-
tion 3.3 and Corollary 3.2, (82)–(85) and (88) are satisfied;
• extend Di from basic vectors to general vectors using additivity and the rules:
D1(λ, μx, y, z) = μD1(λ, x, y, z) + E1(μ, λ, x, y, z),
D1(λ, x, μy, z) = μD1(λ, x, y, z) + E12(μ, λ, x, y, z),
D1(λ, x, y, μz) = μD1(λ, x, y, z) + E13(μ, λ, x, y, z),
D2(λ, μx, y, z) = μD2(λ, x, y, z) + E21(μ, λ, x, y, z),
D2(λ, x, μy, z) = μD2(λ, x, y, z) + E2(μ, λ, x, y, z),
D2(λ, x, y, μz) = μD2(λ, x, y, z) + E23(μ, λ, x, y, z),
D3(λ, μx, y, z) = μD3(λ, x, y, z) + E31(μ, λ, x, y, z),
D3(λ, x, μy, z) = μD3(λ, x, y, z) + E32(μ, λ, x, y, z),
D3(λ, x, y, μz) = μD3(λ, x, y, z) + E3(μ, λ, x, y, z);
then, because of the above properties and relations among the Eij and Ei, the extended Di indeed
satisfy D1 + D2 + D3 = 0 as asserted in Proposition 3.8;• finally, extend T from basic vectors to general vectors using additivity and the rules (13)–(15):
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T(λx, y, z) = λT(x, y, z) + D1(λ, x, y, z),
T(x, λy, z) = λT(x, y, z) + D2(λ, x, y, z),
T(x, y, λz) = λT(x, y, z) + D3(λ, x, y, z).
We summarize the main result as follows.
Theorem 3.9. Suppose K is a field of characteristic different from 2 and 3, and V is a vector space over K.
A map T : V × V × V → K is a tri-additive form on V into K such that
T(λx, λy, λz) = λ3T(x, y, z)
for all x, y, z ∈ V and all λ ∈ K, if and only if for each triple (bi, bj, b) of basic vectors in V there exist
constant T(bi, bj, b) andmaps E12(·, ·, bi, bj, b), E1(·, ·, bi, bj, b), E2(·, ·, bi, bj, b), D1(·, bi, bj, b),
D2(·, bi, bj, b), D3(·, bi, bj, b) constructed as in Stage 1 above, such that
T
⎛
⎝
m∑
i=1
λibi,
n∑
j=1
μjbj,
p∑
=1
νb
⎞
⎠
=
m∑
i=1
n∑
j=1
p∑
=1
{λiμjνT + λiμjD3(ν) + λiνD2(μj) + μjνD1(λi)
− λi[E12(μj, ν) + E2(μj, ν)] − μj[E12(ν, λi) + E1(ν, λi)] + νE12(μj, λi)}. (93)
The dependence of each term of the right hand side on the basic triple (bi, bj, b) has been omitted.
3.3. Supporting construction for (89)–(92)
Consider the pair of Eqs. (89) and (90):
E12(μ, λβ, bi, bj, b) = βE12(μ, λ, bi, bj, b) + λE12(μ, β, bi, bj, b)
+ F(μ, β, λ, bi, bj, b), (95)
E12(μβ, λ, bi, bj, b) = μE12(β, λ, bi, bj, b) + βE12(μ, λ, bi, bj, b)
− F(λ, β, μ, bi, bj, b). (96)
It is natural to ask the following.
Question: Given F which is a symmetric tri-derivation in its scalar variables, how is E12 found? In
particular, does E12 exist?
We shall now give an answer. For simplicity, in the course of our deliberations, we shall omit the
subscripts for E12 and just write E; and we shall omit the vector component which is held fixed. Prop-
erties mentioned will refer to the scalar variables only. For instance, “F is a symmetric tri-derivation”
has themore precisemeaning of “for fixed basic vectors bi, bj and b, F(·, ·, ·, bi, bj, b) is a symmetric
tri-derivation ”.
Given F , (95) and (96) is a non-homogeneous system in the unknown E. If E0 is a particular solution,
then the general solution is E = E0 + a bi-derivation.
We shall strive to find a skew symmetric bi-additive E0 which satisfies (95):
E0(μ, λβ) = βE0(μ, λ) + λE0(μ, β) + F(μ, β, λ). (97)
The second equation, (96), will then follow from the skew symmetry of E0 and the symmetry of F .
Let U be the vector space of all derivations from K into K . Applying a result of Jessen et al. [3,
Theorem 2], we get the existence of an additive map 	 : K → U satisfying
	(λβ) = β	(λ) + λ	(β) + F(·, β, λ)
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for all λ, β ∈ K . Let ψ : K × K → K be defined by ψ(μ, λ) := 	(λ)(μ). Then the above can be
written as
ψ(μ, λβ) = βψ(μ, λ) + λψ(μ, β) + F(μ, β, λ) (98)
which holds for allμ, λ, β ∈ K . Notice thatψ is a derivation in its first variable by the definition of U,
so
ψ(λβ,μ) = βψ(λ,μ) + λψ(β,μ). (99)
Subtracting (99) from (98) we get
ψ(μ, λβ) − ψ(λβ,μ) = β[ψ(μ, λ) − ψ(λ,μ)] + λ[ψ(μ, β) − ψ(β,μ)] + F(μ, β, λ).
Letting
E0(μ, λ) := ψ(μ, λ) − ψ(λ,μ)
it becomes
E0(μ, λβ) = βE0(μ, λ) + λE0(μ, β) + F(μ, β, λ).
Hence E0 is a solution of (97). It is clearly skew symmetric and bi-additive.
Given E1, the existence of D1 satisfying (91) follows from Theorem 2 of [3] more readily. The same
can be said for (92).
3.4. An example
It is desirable to see a non-trivial example. For each basic triple (bi, bj, b) let d0(·, bi, bj, b),
d1(·, bi, bj, b), d2(·, bi, bj, b) be derivations of K . We suppress the dependence on basic vectors and
write d(λ) for d(λ, bi, bj, b). For any derivation d let d
(2) denote its second iterate. Define
F(μ, β, λ) := 2d0(μ)d0(β)d0(λ),
E12(μ, λ) := d0(μ)d(2)0 (λ) − d(2)0 (μ)d0(λ) − 2d1(μ)d1(λ) − 2d2(μ)d2(λ),
E1(μ, λ) := 2d1(μ)d1(λ),
D1(λ) := d(2)1 (λ), D2(λ) := d(2)2 (λ).
(For some results concerning second order derivations and their decomposability as superpositions of
first order derivations, see [6].) Then necessarily
E3(μ, λ) = 1
2
[E12(μ, λ) + E12(λ, μ)] (cf. (85))
= −2d1(μ)d1(λ) − 2d2(μ)d2(λ),
E13(μ, λ) = −E1(μ, λ) − E12(μ, λ) (cf. (77))
= −d0(μ)d(2)0 (λ) + d(2)0 (μ)d0(λ) + 2d2(μ)d2(λ),
E23(μ, λ) = −E2(μ, λ) − E12(λ, μ) (cf. (79))
= d0(μ)d(2)0 (λ) − d(2)0 (μ)d0(λ) + 2d1(μ)d1(λ),
E2(μ, λ) = 1
2
[E13(μ, λ) + E13(λ, μ)] (cf. (85)) or use (88))
= 2d2(μ)d2(λ),
D3(λ) = −D1(λ) − D2(λ) (cf. (86))
= −d(2)1 (λ) − d(2)2 (λ),
E21 = Et12, E31 = Et13, E32 = Et23. (cf. (41)-(43))
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Then T defined by (93), or equivalently by
T
⎛
⎝
m∑
i=1
λibi,
n∑
j=1
μjbj,
p∑
=1
νb
⎞
⎠ =
m∑
i=1
n∑
j=1
p∑
=1
{λiμjνT + λiμjD3(ν) + λiνD2(μj)
+ μjνD1(λi) + λiE32(μj, ν) + μjE13(ν, λi)
+ νE21(λi, μj)}, (100)
is tri-additive and homogeneous of degree 3.
4. Symmetric tri-additive homogeneous forms
Nowweconsider the consequences of adding the requirement that T be symmetric in its arguments.
We begin with the following.
Proposition4.1. Let T be ahomogeneous tri-additive form. Suppose that T is symmetric. Then the functions
Di, Ei, Eij and F induced by T satisfy the following additional relations:
D2(λ, x, y, z) = D1(λ, y, x, z),
D3(λ, x, y, z) = D1(λ, z, y, x), (101)
D2(λ, x, y, z) = D3(λ, x, z, y);
D1(λ, x, y, z) = D1(λ, x, z, y),
D2(λ, x, y, z) = D2(λ, z, y, x), (102)
D3(λ, x, y, z) = D3(λ, y, x, z);
Di(λ, x, y, z) + Di(λ, y, z, x) + Di(λ, z, x, y) = 0, (i = 1, 2, 3); (103)
E2(·, ·, x, y, z) = E1(·, ·, y, x, z),
E3(·, ·, x, y, z) = E1(·, ·, z, y, x), (104)
E2(·, ·, x, y, z) = E3(·, ·, x, z, y);
E1(·, ·, x, y, z) = E1(·, ·, x, z, y),
E2(·, ·, x, y, z) = E2(·, ·, z, y, x), (105)
E3(·, ·, x, y, z) = E3(·, ·, y, x, z);
Ei(·, ·, x, y, z) + Ei(·, ·, y, z, x) + Ei(·, ·, z, x, y) = 0, (i = 1, 2, 3); (106)
E12(·, ·, x, y, z) = E13(·, ·, x, z, y),
E21(·, ·, x, y, z) = E23(·, ·, z, y, x), (107)
E31(·, ·, x, y, z) = E32(·, ·, y, x, z);
E21(·, ·, x, y, z) = E31(·, ·, x, z, y),
E12(·, ·, x, y, z) = E32(·, ·, z, y, x), (108)
E13(·, ·, x, y, z) = E23(·, ·, y, x, z);
E21(·, ·, x, y, z) = E12(·, ·, y, x, z),
E31(·, ·, x, y, z) = E13(·, ·, z, y, x), (109)
E32(·, ·, x, y, z) = E23(·, ·, x, z, y);
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F(·, ·, ·, x, y, z) = −F(·, ·, ·, y, x, z),
F(·, ·, ·, x, y, z) = F(·, ·, ·, y, z, x). (110)
Furthermore, E1 and E12 satisfy the relations:
E1(α, β, x, y, z) = −E12(α, β, x, z, y) − E12(α, β, x, y, z), (111)
E12(α, β, x, z, y) + E12(α, β, x, y, z) = E12(α, β, z, x, y) + E12(α, β, y, x, z), (112)
E12(α, β, x, z, y) + E12(α, β, x, y, z) + E12(α, β, y, z, x)
+ E12(α, β, y, x, z) + E12(α, β, z, x, y) + E12(α, β, z, y, x) = 0. (113)
Remark. The relations listed above are clearly not independent. For instance, the first and second rela-
tions in (101) imply the third. The fuller listing is more for the convenience in tracking and supporting
assertions that certain relations are obtained in parallel.
Proof. Consider the rules (13)–(15):
T(λx, y, z) = λT(x, y, z) + D1(λ, x, y, z),
T(x, λy, z) = λT(x, y, z) + D2(λ, x, y, z),
T(x, y, λz) = λT(x, y, z) + D3(λ, x, y, z).
Computing T(x, λy, z) via symmetry of T and (13) we get
T(x, λy, z) = T(λy, x, z)
= λT(y, x, z) + D1(λ, y, x, z)
= λT(x, y, z) + D1(λ, y, x, z).
Comparing that with (14) we get the first relation in (101). The other two follow in parallel.
The invariance (102) is clear from (13), (14) and (15), respectively, given the symmetry of the T
terms.
Recall from Proposition 3.8 that
D1(λ, x, y, z) + D2(λ, x, y, z) + D3(λ, x, y, z) = 0.
Replacing the D2 and D3 terms by D1 terms using (101) we get
D1(λ, x, y, z) + D1(λ, y, x, z) + D1(λ, z, y, x) = 0.
By (102), we may further replace D1(λ, y, x, z) by D1(λ, y, z, x) and D1(λ, z, y, x) by D1(λ, z, x, y).
This gives (103) for i = 1. For i = 2, 3, the deductions are in parallel.
Because E1 is determined by D1 via (18) and E2, E3 are determined by D2,D3 likewise via (27), we
obtain (104) from (101), (105) from (102), and (106) from (103) respectively.
Next we recall the definitions (35)–(40):
E12(μ, λ, x, y, z) = D1(λ, x, μy, z) − μD1(λ, x, y, z),
E21(λ, μ, x, y, z) = D2(μ, λx, y, z) − λD2(μ, x, y, z),
E13(μ, λ, x, y, z) = D1(λ, x, y, μz) − μD1(λ, x, y, z),
E31(λ, μ, x, y, z) = D3(μ, λx, y, z) − λD3(μ, x, y, z),
E23(μ, λ, x, y, z) = D2(λ, x, y, μz) − μD2(λ, x, y, z),
E32(λ, μ, x, y, z) = D3(μ, x, λy, z) − λD3(μ, x, y, z).
Using the symmetry of D1 stated in (102) we get
E12(μ, λ, x, y, z) = D1(λ, x, μy, z) − μD1(λ, x, y, z)
= D1(λ, x, z, μy) − μD1(λ, x, z, y)
= E13(μ, λ, x, z, y).
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This leads to the first relation in (107). The other two follow in kind. Transposing the scalar variables
in (107) and applying the pairing relations (41)–(43) we get (108). The computation
E12(μ, λ, x, y, z) = D1(λ, x, μy, z) − μD1(λ, x, y, z) (by (35))
= D2(λ, μy, x, z) − μD2(λ, y, x, z) (by (101))
= E21(μ, λ, y, x, z) (by (36))
yields the first relation in (109), and the other two follow similarly.
Recall from (46), (54), (70) and Proposition 3.7 the relations:
E12(μ, λβ, x, y, z) = βE12(μ, λ, x, y, z) + λE12(μ, β, x, y, z) + F(μ, β, λ, x, y, z), (114)
E12(μβ, λ, x, y, z) = μE12(β, λ, x, y, z) + βE12(μ, λ, x, y, z) − F(λ, β, μ, x, y, z). (115)
Applying the pairing rule (41) to (114) we get
E21(λβ, μ, x, y, z) = βE21(λ, μ, x, y, z) + λE21(β, μ, x, y, z) + F(μ, β, λ, x, y, z).
Applying the first relation in (109) to the above we get
E12(λβ, μ, y, x, z) = βE12(λ, μ, y, x, z) + λE12(β, μ, y, x, z) + F(μ, β, λ, y, x, z).
Interchange λ with μ and then compare the result with (115) to get F(λ, β, μ, y, x, z) = −F(λ, β,
μ, x, y, z). In parallel we get that F is skew symmetric in all vector pairs, thus (110) holds.
Now consider the relations (77) and (78):
E13(α, β, ·, ·, ·) = −E1(α, β, ·, ·, ·) − E12(α, β, ·, ·, ·),
E31(α, β, ·, ·, ·) = −E1(α, β, ·, ·, ·) − E12(β, α, ·, ·, ·).
Computing E1 from (77) and using (107) we get
E1(α, β, x, y, z) = −E13(α, β, x, y, z) − E12(α, β, x, y, z)
= −E12(α, β, x, z, y) − E12(α, β, x, y, z)
which is (111).
Computing E1 from (78) we get
E1(α, β, x, y, z) = −E31(α, β, x, y, z) − E12(β, α, x, y, z)
= −E31(α, β, x, y, z) − E21(α, β, x, y, z) (by (41))
= −E21(α, β, x, z, y) − E21(α, β, x, y, z) (by (108))
= −E12(α, β, z, x, y) − E12(α, β, y, x, z). (by (109))
Comparing that with (111) we get (112).
Applying (104) to (111) we get
E2(α, β, x, y, z) = −E12(α, β, y, x, z) − E12(α, β, y, z, x),
E3(α, β, x, y, z) = −E12(α, β, z, x, y) − E12(α, β, z, y, x). (116)
Finally, the relation E1 + E2 + E3 = 0 (cf. Proposition 3.8) translates into condition (113) by adding
(111) and (116). 
We characterize symmetric 3-homogeneous tri-additive forms in the following.
Corollary 4.2. Suppose K is a field of characteristic different from 2 and 3, and V is a vector space over K.
A map T : V × V × V → K is a symmetric tri-additive form on V into K such that
T(λx, λy, λz) = λ3T(x, y, z)
2752 B. Ebanks, C.T. Ng / Linear Algebra and its Applications 435 (2011) 2731–2755
for all x, y, z ∈ V and all λ ∈ K, if and only if T has the form
T
⎛
⎝
m∑
i=1
λibi,
n∑
j=1
μjbj,
p∑
=1
νb
⎞
⎠ =
m∑
i=1
n∑
j=1
p∑
=1
{λiμjνT(bi, bj, b)
+ λiμjD(ν, b, bi, bj) + λiνD(μj, bj, bi, b) + μjνD(λi, bi, bj, b)
+ λiE(μj, ν, b, bj, bi) + μjE(ν, λi, bi, b, bj) + νE(μj, λi, bi, bj, b)}, (117)
where on basic vector triples D and E (with F) satisfy the relations
D(λ, bi, bj, b) = D(λ, bi, b, bj), (118)
D(λ, bi, bj, b) + D(λ, bj, b, bi) + D(λ, b, bi, bj) = 0, (119)
D(λμ, bi, bj, b) − μD(λ, bi, bj, b) − λD(μ, bi, bj, b)
= −E(λ, μ, bi, bj, b) − E(λ, μ, bi, b, bj), (120)
E(λ, μ, bi, bj, b) = E(μ, λ, bj, bi, b), (121)
E(λ, λ, bi, bj, b) + E(λ, λ, bj, b, bi) + E(λ, λ, b, bi, bj) = 0 (122)
E(β, λμ, bi, bj, b) = μE(β, λ, bi, bj, b) + λE(β, μ, bi, bj, b)
+ F(λ, β, μ, bi, bj, b), (123)
E(λμ, β, bi, bj, b) = μE(λ, β, bi, bj, b) + λE(μ, β, bi, bj, b)
− F(λ, β, μ, bi, bj, b), (124)
F(·, ·, ·, bi, bj, b) = F(·, ·, ·, bj, b, bi) = F(·, ·, ·, b, bi, bj)
= −F(·, ·, ·, b, bj, bi) = −F(·, ·, ·, bi, b, bj) = −F(·, ·, ·, bj, bi, b), (125)
and as before F(·, ·, ·, bi, bj, b) is a symmetric tri-derivation, E(·, ·, bi, bj, b) is bi-additive, and
D(·, bi, bj, b) is additive. [Note: The discussion in Section 3.3 speaks to the existence of such D satisfying
(120) and such E satisfying (123) and (124).]
Proof. Suppose T is tri-additive, 3-homogeneous and symmetric. By Theorem 3.9, for each triple
(bi, bj, b) of basic vectors in V there exist a constant T(bi, bj, b) and maps E12(·, ·, bi, bj, b),
E1(·, ·, bi, bj, b), F(·, ·, ·, bi, bj, b),D1(·, bi, bj, b),D2(·, bi, bj, b), constructed as in Stage1 above,
such that
T(λibi, μjbj, νb) = λiμjνT + λiμjD3(ν) + λiνD2(μj) + μjνD1(λi)
− λi[E12 + E2](μj, ν) − μj[E12 + E1](ν, λi) + νE12(μj, λi). (126)
Now in addition T is assumed to be symmetric, so we may use the results of Proposition 4.1. In
particular,we shall use those results to replace the terms involvingD2,D3, E1, E2 in (126). First observe
that
D3(ν, bi, bj, b) = D1(ν, b, bj, bi) = D1(ν, b, bi, bj)
by (101) and (102). Next (101) also gives
D2(μ, bi, bj, b) = D1(μ, bj, bi, b).
By (111) we have
[E12 + E1](ν, λ, bi, bj, b) = −E12(ν, λ, bi, b, bj).
Also, by (104), (111) and (112) we get
[E12 + E2](μ, ν, bi, bj, b) = E12(μ, ν, bi, bj, b) + E1(μ, ν, bj, bi, b)
= E12(μ, ν, bi, bj, b) − E12(μ, ν, bj, bi, b)
−E12(μ, ν, bj, b, bi)
= −E12(μ, ν, b, bj, bi).
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Replacing the designated terms in (126), and defining
D := D1, E := E12,
we arrive at (117).
Furthermore, Eqs. (102), (103), (114), (115), (110) yield respectively (118), (119), (123), (124), (125).
To get (120) we start with (91):
D(λμ, bi, bj, b) − μD(λ, bi, bj, b) − λD(μ, bi, bj, b) = E1(λ, μ, bi, bj, b),
then apply (111). For (121) we must go back to (76):
E(μ, ν, bi, bj, b) = E21(ν, μ, bi, bj, b)
and combine this with (109).
Finally, applying (121) to terms number one, four and six in Eq. (113), with (x, y, z) = (bi, bj, b)
we get
E12(β, α, b, bi, bj) + E12(α, β, bi, bj, b) + E12(α, β, bj, b, bi)
+ E12(β, α, bi, bj, b) + E12(α, β, b, bi, bj) + E12(β, α, bj, b, bi) = 0.
Putting α = β = λ, this becomes (122).
The converse is a direct verification, realizing the implicit symmetry of T(bi, bj, b) in the base
vectors. 
4.1. Some symmetric examples
We conclude with a discussion of symmetric tri-additive homogeneous forms for various dimen-
sions. First we note that in the case of one-dimensional vector spaces all such forms are trivial.
Remark 4.3. If dimK V = 1, then T must be tri-linear. Indeed, suppose that b is the only ba-
sic vector. Then (119) yields D(λ, bi, bj, b) = 0 because bi = bj = b = b. Similarly from
(122) we get E(λ, λ, bi, bj, b) = 0. From (121) we see that E is symmetric: E(λ, μ, bi, bj, b) =
E(μ, λ, bi, bj, b), again because bi = bj = b = b. Together with the vanishing on the diagonal,
polarization yields E(λ, μ, bi, bj, b) = 0. The vanishing of all D and E terms in (117) means that T is
tri-linear.
We conclude with three examples of non-trivial symmetric tri-additive homogeneous forms, two
in the case of two-dimensional vector spaces and one for dimension at least three.
Example 4.4. Suppose that dimK V = 2with basic vectors b1 and b2. The following specifications de-
fine two non-trivial examples of symmetric tri-additive homogeneous forms through (117), assuming
the existence of non-trivial derivations of K .
(a) On basic vectors let E := 0, F := 0, T := 0. Let d1, d2 be any first order derivations of K , and
define
D(·, b1, b1, b2) := d1, D(·, b2, b2, b1) := d2.
Further define
D(·, b1, b2, b1) := D(·, b1, b1, b2), D(·, b2, b1, b1) := −2D(·, b1, b1, b2), (127)
D(·, b2, b1, b2) := D(·, b2, b2, b1), D(·, b1, b2, b2) := −2D(·, b2, b2, b1), (128)
D(·, b1, b1, b1) := 0, D(·, b2, b2, b2) := 0. (129)
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Then all conditions of Corollary 4.2 are satisfied and
T
⎛
⎝
2∑
i=1
λibi,
2∑
j=1
μjbj,
2∑
=1
νb
⎞
⎠
:=
2∑
i=1
2∑
j=1
2∑
=1
{λiμjD(ν, b, bi, bj) + λiνD(μj, bj, bi, b) + μjνD(λi, bi, bj, b)}
is a non-trivial example generated by two arbitrary derivations.
(b) On basic vectors let F := 0, T := 0. Let d1, d2 be any first order derivations of K , and define
D(·, b1, b1, b2) := d1 ◦ d1, D(·, b2, b2, b1) := d2 ◦ d2,
E(λ, μ, b2, b1, b1) := 2d1(λ)d1(μ), E(λ, μ, b1, b2, b2) := 2d2(λ)d2(μ).
Further invoke (127)–(129) and also define
E(λ, μ, b1, b2, b1) := E(λ, μ, b2, b1, b1),
E(λ, μ, b1, b1, b2) := −2E(λ, μ, b2, b1, b1),
E(λ, μ, b2, b1, b2) := E(λ, μ, b1, b2, b2),
E(λ, μ, b2, b2, b1) := −2E(λ, μ, b1, b2, b2),
E(λ, μ, b1, b1, b1) := 0, E(λ, μ, b2, b2, b2) := 0.
Then all conditions of Corollary 4.2 are satisfied and
T
⎛
⎝
2∑
i=1
λibi,
2∑
j=1
μjbj,
2∑
=1
νb
⎞
⎠
:=
2∑
i=1
2∑
j=1
2∑
=1
{λiμjD(ν, b, bi, bj) + λiνD(μj, bj, bi, b) + μjνD(λi, bi, bj, b)
+ λiE(μj, ν, b, bj, bi) + μjE(ν, λi, bi, b, bj) + νE(μj, λi, bi, bj, b)}
is a non-trivial example generated by two arbitrary derivations.
Example 4.5. Suppose dimK V  3. For each basic triple let T(bi, bj, b) := 0 and let d(·, bi, bj, b)
be a derivation of K . Moreover, let d also satisfy the conditions
d(λ, bi, bj, b) = −d(λ, bj, bi, b) = −d(λ, bi, b, bj).
Let d(2) denote the second iterate of d with respect to its scalar variable, holding the same basic unit
vectors. That is,
d(2)(λ, bi, bj, b) := d(d(λ, bi, bj, b), bi, bj, b).
Note that as a consequence we have
d(2)(λ, bi, bj, b) = d(2)(λ, bj, bi, b) = d(2)(λ, bi, b, bj).
Temporarily suppressing the vector variables, define
F(μ, β, λ) := 2d(μ)d(β)d(λ),
E(μ, λ) := d(μ)d(2)(λ) − d(2)(μ)d(λ),
D(λ) := 0.
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Then D, E, F fulfill all the conditions (118)–(125). Thus T defined by (117), that is by
T
⎛
⎝
m∑
i=1
λibi,
n∑
j=1
μjbj,
p∑
=1
νb
⎞
⎠
=
m∑
i=1
n∑
j=1
p∑
=1
{λiE(μj, ν, b, bj, bi) + μjE(ν, λi, bi, b, bj) + νE(μj, λi, bi, bj, b)},
is tri-additive, symmetric and homogeneous of degree 3. If d(·, b1, b2, b3) is a non-trivial derivation
of K , then the expression λ1E(μ2, ν3, b3, b2, b1)+μ2E(ν3, λ1, b1, b3, b2)+ν3E(μ2, λ1, b1, b2, b3)
does not vanish. Therefore T is not tri-linear.
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