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Abstract
Elliptic curves are a mathematical object that has been studied by mathematicians since
Diophantus. Even though in some cases it was in disguise, a lot of problems in number
theory, analisis or geometry presented by an enormous number of mathematicians invol-
ved elliptic curves. Some names that can not be overlooked are Diophantus, Fibonacci,
Fermat, Euler, Newton, Jacobi, Weierstrass or Poincare´ (even though there are a lot of
other names worth mentioning).
Riemann surfaces are yet another object of great interest that can be observed from
a lot of different perspectives. When they were first introduced by Riemann, Klein and
Weyl, it was made visible that they could be observed as one-dimensional complex mani-
folds or algebraic curves. Although there has been other interpretations (for exemple to
see them as two-dimensional real manifolds), we will center around these first two.
If we observe a Riemann surface as an algebraic curve, an interesting question arises;
is there any relation between Riemann surfaces and elliptic curves? The purpose of this
project is to see that the answer is yes. Furthermore, we will see that an elliptic curve is
equivalent to some kind of Riemann Surfaces and its properties.
Resum
Les corbes el.l´ıptiques so´n un objecte matema`tic que ha estat estudi dels matema`tics
des dels temps de Diofant. Encara que en alguns casos era de forma encoberta, molts
problemes en teoria de nombres, ana`lisi o geometria realitzats per un gran nombre de ma-
tema`tics involucraven les corbes el.l´ıptiques. Alguns noms que podem destacar so´n (entre
molts d’altres) Diofant, Fibonacci, Fermat,Euler, Newton, Jacobi, Weierstrass o Poincare´.
Les superf´ıcies de Riemann so´n un altre objecte de gran intere`s que es pot veure des
de mu´ltiples perspectives. Quan van ser introdu¨ıdes per primer com per Riemann, Klein i
Weyl, ja es fa fer visible la seva possible interpretacio´ com a varietat topolo`gica complexa i
com a corba algebraica. Encara que hi han hagut altres interpretacions (com ara la d’una
varietat topolo`gica real de dues dimensions), ens centrarem en aquestes dues possibles
interpretacions.
Quan observem una superf´ıcie de Riemann com a corba algebraica, ens sorgeix una
pregunta molt interessant; tenen alguna relacio´ les superf´ıcies de Riemann i les corbes
el.l´ıptiques? El propo`sit d’aquesta memo`ria e´s veure que la resposta e´s que s´ı. De fet,
veurem que una corba el.l´ıptica e´s equivalent a certs tipus de superf´ıcies de Riemann i en
veurem les seves propietats.
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1 Introduccio´
1.1 Corbes el.l´ıptiques i integrals el.l´ıptiques
Les corbes el.l´ıptiques van apareixer per primer cop a la histo`ria en un problema de Dio-
fant (probablement al segle II d.C.). Encara que, o`bviament, Diofant no tenia les nocions
de notacions algebraiques modernes i, encara menys, de corbes el.l´ıptiques, aquestes apa-
reixen de manera encoberta en un problema de l’Aritme`tica. Aquest consistia en ”dividir
un nombre en dos nombres tal que el seu producte e´s cub menys el seu costat”. Diofant
ho expressa` de la segu¨ent manera: y(a − y) = x3 − x. Diofant ho va transformar, per
exemple, en el cas a = 6 en y2 = −x3+x−9 (que per ara direm que e´s una corba el.l´ıptica).
No va ser fins molts segles me´s tard que van tornar a apare`ixer. Fibonacci les va fer
famoses al plantejar el segu¨ent problema: ”trobar un nombre racional r tal que tant
r2−5 com r2 +5 so´n quadrats racionals”. Breument, Fibonacci anomena` al nombre enter
n un nombre congruent si r2 − n i r2 + n eren quadrats racionals diferents de zero per a
un nombre racional r. La connexio´ amb les corbes el.l´ıptiques e´s que, si n e´s un nombre
congruent, el producte dels tres quadrats racionals r2,r2−n i r2 +n tambe´ e´s un quadrat
racional. Si escrivim r2 = x obtenim y2 = x(x − n)(x + n) que, altre cop, podem dir de
moment que e´s una corba el.l´ıptica.
Me´s endavant, Fermat aconsegu´ı una versio´ al llat´ı de l’Aritme`tica de Diofant i va fer
diversos estudis i congrue`ncies. Tot i aix´ı, va ser Euler que, a partir del treball iniciat per
Fermat, expand´ı el marc de visio´ de les corbes el.l´ıptiques en teoria de nombres.
Encara que Newton clarifica` l’estudi de corbes el.l´ıptiques introduint eines de geometria
anal´ıtica, el nom de corba el.l´ıptica no aparegue´ fins que Jacobi i Weierstrass van acon-
seguir connectar tots aquests resultats amb les integrals el.l´ıptiques. Finalment, pero`, a
principis del segle XX, Poincare´ va unificar tota aquesta feina en el marc de les corbes
algebraiques.
El nom de corba el.l´ıptica prove´ de l’estudi de les integrals el.l´ıptiques. Aquestes inte-
grals sorgeixen en diversos problemes, pero`, per poder observar d’on prove´ el nom, ens
quedarem amb el cas del ca`lcul de la longitud d’arc d’un fragment d’una el.lipse. Si inten-
tem fer aquest ca`lcul, veurem que sorgeixen molts problemes i, de fet, s’obte´ una integral
que no es pot solucionar a partir de funcions elementals. Concretament, podem plantejar
el problema de la segu¨ent manera.
Siguin a i b nombres reals positius, considerem una el.lipse {(acos(ϕ), bsin(ϕ)) ∈ R2|ϕ ∈
R} i sigui ϕ0, ϕ1 ∈ [0, pi], llavors la longitud d’arc l del segment de l’el.lipse ϕ0 6 ϕ 6 ϕ1
e´s de la forma;
l = 12
∫ x1
x0
1− cx√
x(x− 1)(1− cx)dx amb xi = xi(ϕi) ∈ R i c = 1−
a2
b2
,
on hem fet el canvi de variable x = sin2(ϕ). Aquest resultat pot ser observat fa`cilment
desenvolupant la integral sobre els complexos usant la integracio´ sobre camins, recurs
usat en ana`lisi complexa. Pero`, per si el lector vol quedar convenc¸ut que un resultat com
aquest e´s correcte, adjuntarem el ca`lcul a l’Annex.
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Una integral d’aquest tipus e´s anomenada integral el.l´ıptica. Pero`, de fet, podem fer una
definicio´ me´s general.
Definicio´ 1.1. Una integral el.l´ıptica e´s una funcio´ que pot ser expressada de la segu¨ent
manera,
F (v) =
∫ v
u
R(x,
√
f(x))dx
On R e´s una funcio´ racional en dues variables i f e´s un polinomi cu´bic o qua`rtic sense
zeros mu´ltiples.
Si observem la definicio´ sobre C, la integral requereix la tria d’un camı´. E´s a dir, nome´s
estara` ben definida mo`dul integrals sobre camins tancats (que sempre assumim que evi-
ten els pols de l’integrand). L’integrand e´s ara una funcio´ ”multivaluada”ja que no hi ha
una tria uniforme del signe de l’arrel, ±√f(x). Per tant, en comptes d’integrar al llarg
de camins al pla complex, integrarem al llarg camins en el conjunt E0, que definirem com a,
E0 := {(x, y) ∈ C2|y2 = f(x)}
En el llenguatge de la geometria algebraica, aixo´ e´s la part af´ı d’una corba el.l´ıptica. El
conjunt E0 ∩ R2 e´s una imatge dels seus punts reals, i es tenen els segu¨ents casos;
on el primer cas es tracta de quan el polinomi f te´ 3 arrels reals i el segon quan el polinomi
te´ nome´s una arrel real (notem que si el polinomi te´ una arrel complexa llavors n’ha de
tenir una segona).
Una corba el.l´ıptica sera` aquest conjunt unio´ l’infinit (com que ens trobem merament
en la introduccio´ esperem que el lector s’agafi aquesta ”definicio´”me´s aviat com a una
idea).
Tot i aix´ı, les propietats topolo`giques i anal´ıtiques de E0 seran me´s visibles al treballar
amb les superf´ıcies de Riemann.
1.2 Introduccio´ a les superf´ıcies de Riemann
Les superf´ıcies de Riemann foren introdu¨ıdes per primer cop per Riemann, Klein i Weyl.
Remarcaren que podien ser observades com a varietats topolo`giques complexes 1-dimensionals
i com a corbes algebraiques. En aquesta memo`ria, com que volem veure la relacio´ amb
les corbes el.l´ıptiques, ens centrarem en aquests dos punts de vista, pero`, histo`ricament,
han estat analitzades des de mu´ltiples perspectives. Gauss les estudia` com a varietats
topolo`giques reals 2-dimensionals, i, me´s endavant, Klein, Poincare´ i Koebe mostraren a
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partir del teorema d’uniformitzacio´ de Riemann que tota superf´ıcie de Riemann tambe´
admet una me`trica de Riemann. Tot i aix´ı, com ja hem mencionat, nosaltres ens centra-
rem en la visio´ de corba algebraica i varietat topolo`gica 1-dimensional.
Un cop vista una breu introduccio´, procedim a definir formalment que` e´s una superf´ıcie
de Riemann.
Definicio´ 1.2. Una superf´ıcie de Riemann ve donada per la segu¨ent informacio´;
• Un espai topolo`gic Hausdorff X.
• Una col.leccio´ de conjunts oberts de X, {Uα}α tal que cobreixen X, on α pertany a un
conjunt indexat.
• Per a cada α, hi ha un homeomorfisme
ψα : Uα → U˜α
on U˜α e´s un obert de C, amb la propietat que ∀α, β la composicio´ ψα ◦ ψ−1β e´s holomorfa
en el seu domini de definicio´.
Les aplicacions ψα les anomenarem cartes, cartes coordenades, o coordenades locals i tota
la col.leccio´ d’informacio´ (Uα, U˜α, ψα) l’anomenarem atles de cartes.
En altres assignatures, com ara ”Geometria diferencial de corbes i superf´ıcies”, hem
treballat amb els conceptes de cartes i atles, aix´ı que no ens entretindrem gaire a debatre
el concepte. Tot i aix´ı, e´s necessari comentar que quan es treballa amb superf´ıcies de Ri-
emann, rarament s’observa l’u´s de la seva definicio´ en tot el seu pes. Per contra, usarem
el segu¨ent recurs. Sigui un punt p ∈ X, aquest punt es troba dins almenys un dels Uα,
per tant, n’escollim un. Ara, l’aplicacio´ ψα e´s tan sols una aplicacio´ en valors complexos
en un entorn del punt p, i denotarem aquest fet amb un s´ımbol com ara z. Llavors, quan
fem ca`lculs a prop de p, treballarem amb punts en funcio´ de z, per tant, estem realitzant
ca`lculs amb notacio´ d’ana`lisi complexa.
D’altra banda, podr´ıem haver escollit una altra carta ψβ, que anomenarem w. Llavors,
l’aplicacio´ composada ψα ◦ ψ−1β , expresa z, en la notacio´ que ens interessa, com a funcio´
holomofa de w.
La propietat essencial de la teoria de superf´ıcies de Riemann e´s que hem d’estudiar el
comportament dels nostres ca`lculs sobre aquests canvis de variable holomorfs, per tal
d’obtenir resultats que no depenen de la nostra tria de la carta.
Observacio´: Si en la definicio´ de superf´ıcie de Riemann canviem la paraula holomorfa
per diferenciable, obtenim la definicio´ de superf´ıcie diferenciable.
1.3 Corbes el.l´ıptiques, superf´ıcies de Riemann de ge`nere 1 i tors com-
plexos
Finalment, un cop introdu¨ıda la nocio´ de superf´ıcie de Riemann i la idea de corba el.l´ıptica,
podem explicar que` pretenem estudiar i demostrar en aquest treball. El nostre objectiu
e´s principalment estudiar la relacio´ entre corbes el.l´ıptiques, superf´ıcies de Riemann de
ge`nere 1 i superf´ıcies de Riemann que s’originen a partir de C/Λ on Λ e´s un reticle.
Observacio´: Per ara, entendrem superf´ıcie de Riemann de ge`nere 1 com una superf´ıcie
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de Riemann que, topolo`gicament parlant, te´ ge`nere 1. Per fer-nos-en una idea, podem
pensar en el concepte de superf´ıcie topolo`gica de ge`nere 1.
Definirem un reticle en els complexos Λ com a un subgrup discret dels complexos, amb
l’operacio´ addicio´, que e´s isomorf com a grup a Z2. Per tant, fixats dos generadors
λ1, λ2 ∈ C, podem construir el que anomenarem paral.lelogram fonamental; que sera` el
format per λ1, λ2 ∈ C, e´s a dir, amb ve`rtexos definits per 0, λ1, λ2 i λ1 + λ2. Quan fem el
quocient per un reticle, ens referim, en realitat, a la nocio´ que tenim entesa de quocients
de superf´ıcies topolo`giques, on z + λi ∼ z per i = 1, 2.
En altres paraules, aquest quocient el podem veure com un tor complex.
1.4 Objectius i Plantejaments del treball
Volem estudiar la relacio´ entre aquests tres objectes. De fet, volem veure que so´n equi-
valents com a superf´ıcies de Riemann (definirem me´s endavant aquest concepte d’equi-
vale`ncia). En particular, volem veure les implicacions del segu¨ent diagrama;
Corbes
El.l´ıptiques
Tors
complexos
C/Λ
Superf´ıcies
de
Riemann
de ge`nere 1
Aquesta demostracio´ s’allargara` gairebe´ tot el treball, i no farem totes sis implicacions
ja que n’hi ha que les obtindrem per composicio´ de dues altres. De tota manera, podem
donar una senzilla idea o mencio´ de les que farem.
Per tal de relacionar les corbes el.l´ıptiques amb els tors complexos, necessitarem la intro-
duccio´ de formes diferenciables en superf´ıcies de Riemann, mentre que pel rec´ıproc intro-
duirem les funcions el.l´ıptiques i la funcio´ ℘ de Weiertrass. La implicacio´ de superf´ıcie de
Riemann de ge`nere 1 a tor complex sera` una de les me´s llargues, ja que requerirem desen-
volupar molta teoria abans. Tot i aix´ı, la idea principal e´s usar les formes meromorfes
en superf´ıcies de Riemann i usar el Teorema principal per a superf´ıcies de Riemann com-
pactes. Veure que un tor complex e´s equivalent a una superf´ıcies de Riemann de ge`nere 1
e´s un exercici quasi immediat, per tant, el mencionarem dintre d’altres implicacions. El
primer que veurem sera` com passar de corba el.l´ıptica a superf´ıcie de Riemann de ge`nere
1. Sera` la demostracio´ que, intuitivament, ens mostrara` la idea darrere d’aquesta relacio´
entre corbes el.l´ıptiques, tors complexos i superf´ıcies de Riemann de ge`nere 1.
Observacio´: Fem notar que, com a consequ¨e`ncia, nome´s hi haura` una implicacio´ que
no demostrarem pro`piament en aquesta memo`ria (l’obtindrem, pero`, per composicio´ de
les altres) que e´s passar de superf´ıcie de Riemann de ge`nere 1 a corba el.l´ıptica. De totes
maneres, mencionarem que es necessita un teorema conegut com a Teorema de Riemann-
Roch, pero` no el veurem en aquesta memo`ria.
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Observacio´: Un cop demostrades totes aquestes equivale`ncies, com que el tor com-
plex el podem observar com a un grup abelia` (observat com a grup additiu), ens podriem
preguntar com podem observar aquesta propietat en una corba el.l´ıptica. Amb l’objectiu
de mostrar-ho, demostrarem el que s’anomena llei de grup en una corba el.l´ıptica a partir
d’introduir una addicio´ en ella que il.lustrarem de forma geome`trica.
De fet, la llei de grup no aparegue´ del no res, sino´ que apargue´ en el context de les integrals
abelianes. Si considerem una corba el.l´ıptica E definida pel polinomi P (y, x) = y2 − f(x)
(de la forma que ja hem mencionat), aleshores les integrals el.l´ıptiques so´n de la forma∫ b
a
1√
f(x)
dx.
Al llarg dels segles XVII i XVIII, els matema`tics s’adonaren que; si s’aplicaven certes
substitucions a x, es podia doblar el valor de la integral, o que, si aplicaven una substitu-
cio´ de la forma x = φ(x1, x2), la integral resultant e´s la suma de les integrals individuals
per a x1 i x2.
Me´s endavant, els estudis d’Abel i Jacobi mostraren que, si fixem el punt base a i deixem
que b vari¨ı, llavors la integral el.l´ıptica ens dona una aplicacio´ multivalorada de E a C
i la fo´rmula φ(x1, x2) ens dona una forma de sumar punts en la corba el.l´ıptica tal que
aquesta aplicacio´ sigui, en realitat, un homomorfisme de grups (multivalorat). De fet, po-
dem prendre la inversa d’aquesta aplicacio´ (C→ E) i, enviant (x1, x2) a φ(x1, x2), podem
veure que el nucli d’aquesta aplicacio´ resulta ser un reticle i la fo´rmula φ coincideix amb
l’addicio´ geome`trica que donarem en la corba el.l´ıptica.
En definitiva, podem observar que hi ha una estreta relacio´ entre tots aquests conceptes,
no solament entre superf´ıcies de Riemann, tors complexos i corbes el.l´ıptiques, sino´ tambe´
entre corbes el.l´ıptiques i integrals el.l´ıptiques (cosa que no ens hauria d’estranyar, ja que
el nom de les corbes el.l´ıptiques prove´ de les integrals el.l´ıptiques).
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2 De corba el.l´ıptica a Superf´ıcie de Riemann de ge`nere 1
Per desenvolupar aquesta implicacio´, abans necessitarem introduir conceptes ba`sics quan
parlarem de superf´ıcies de Riemann, alguns conceptes topolo`gics i tambe´ entendre la
corba el.l´ıptica com a superf´ıcie de Riemann. Comenc¸arem per estudiar me´s a fons les
superf´ıcies de Riemann.
2.1 Definicions ba`siques i exemples
Definicio´ 2.1. Sigui X una superf´ıcie de Riemann i (Uα, U˜α, ψα) el seu atles, i sigui
Y una altra superf´ıcie de Riemann i ( Vi, V˜i, φi) el seu atles; una aplicacio´ f : X → Y
e´s anomenada holomorfa si ∀α i ∀i , la composicio´ φi ◦ f ◦ ψ−1α e´s holomorfa en el seu
domini de definicio´.
Definicio´ 2.2. Direm que dues superf´ıcies de Riemann X i Y so´n equivalents, si hi ha
una bijeccio´ holomorfa f : X → Y amb inversa holomorfa.
Exemple 2.3. Primer de tot, podem observar que, clarament, qualsevol conjunt obert
de C e´s una superf´ıcie de Riemann, com, per exemple, el disc unitat D. Pero`, de moment,
ens interessa me´s introduir i aprofundir en altres exemples de superf´ıcies de Riemann que
ens resultaran u´tils per a l’estudi que ens interessa.
Primer de tot, tractarem el cas de l’esfera de Riemann. Com a conjunt, no e´s altra cosa
que el pla complex amb un punt addicional que anomenarem∞. Topolo`gicament parlant,
es tracta de la compactificacio´ d’un punt del pla complex. E´s a dir, els conjunts oberts
en l’esfera de Riemann (que denotarem per P1(C)) so´n conjunts oberts del pla complex o
unions de la forma {∞} ∩ (C \K), on K e´s un subconjunt compacte de C. Podem veure
P1(C), com a una superf´ıcie de Riemann, amb un atles de dues cartes:
U0 = {z ∈ C : |z| < 2}, U1 = {z ∈ C : |z| > 1/2} ∪ {∞}
Prenem U˜0 = U˜1 = U0 i prenem ψ0 : U0 → U˜0 com a l’identitat. Definim ψ1 com a
ψ1(∞) = 0 i ψ1(z) = 1/z per a z ∈ C i |z| > 1/2.
Llavors, les aplicacions ψ0 ◦ ψ−11 i ψ1 ◦ ψ−10 so´n, cadascuna, l’aplicacio´ z 7→ 1/z de la
corona {z ∈ C : 1/2 < |z| < 2} a ella mateixa, per tant totes dues so´n holomorfes i la
condicio´ de superf´ıcie de Riemann es compleix.
Exemple 2.4. Ara tractarem un altre exemple que sera` un altre dels objectes d’intere`s
d’aquest treball: les corbes algebraiques i, en concret, les corbes el.l´ıptiques.
Comenc¸arem parlant de corbes afins. Sigui P (z, w) un polinomi en dues variables com-
plexes, definim l’espai topolo`gic X com a;
X = {(z, w) ∈ C2 : P (z, w) = 0}
Suposem ara que per a tot p ∈ X, alguna de les derivades parcials Pz o Pw no s’anul.len.
Llavors podem entendre X com a superf´ıcie de Riemann de la segu¨ent manera. Suposem
que p e´s un punt on Pw no s’anul.la. Llavors, usant el teorema de la funcio´ impl´ıcita en
variable complexa, podem trobar discos D1 i D2 i una aplicacio´ holomorfa f : D1 → D2
tal que X∩(D1×D2) e´s la gra`fica de la forma (z, f(z)). Per tal de fer la carta coordenada,
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definirem Uα := X ∩ (D1 × D2), U˜α := D1 i ψα com a la restriccio´ de la projeccio´ de
D1×D2 a D1. Sime`tricament, farem unes definicions semblants si e´s Pz la que no s’anul-
la. D’aquesta manera, podem trobar una col.leccio´ de cartes de la primera forma o de
la segona. Ara sols faltara` comprovar que les aplicacions de composicio´ entre cartes so´n
holomorfs.
Ara be´, per a dues cartes del primer tipus, aquesta aplicacio´ sera` simplement la identitat
en una interseccio´ apropiada de discs de C. De la mateixa manera, per a dues cartes del
segon tipus.
Per al cas d’una carta del primer tipus i una del segon, l’aplicacio´ en qu¨estio´ sera`;
z 7→ (z, f(z)) 7→ f(z),
e´s a dir, l’aplicacio´ holomorfa f . Per tant, podem veure aquest conjunt X com a una
superf´ıcie de Riemann (encara que no compacte). Notem que en la idea que hem donat
de corba el.l´ıptica, esta`vem treballant ba`sicament amb el conjunts de zeros del polinomi
P (z, w) = w2 − f(z), on f(z) era un polinomi cu´bic o qua`rtic sense arrels mu´ltiples. Per
tant, tot i que hav´ıem definit la corba el.l´ıptica com aquest conjunt de zeros E0 unio´ el
punt de l’infinit, com que el fet que f no tingui arrels mu´ltiples implica que P no te´ punts
en que` s’anulen les dues derivades parcials, almenys podem veure que la part af´ı d’una
corba el.l´ıptica e´s una superf´ıcie de Riemann. De totes maneres, abans de veure el cas
de la corba el.l´ıptica, ens interessa introduir aquest concepte de punt de l’infinit. Amb
l’objectiu de veure aquesta idea, introduirem el concepte de corbes projectives.
L’addicio´ del punt de l’infinit a la superf´ıcie de Riemann C e´s simplement l’esfera de
Riemann (superf´ıcie de Riemann compacta). Considerem ara l’espai projectiu complex
CPn (es pot veure que e´s compacte en la seva topologia natural). Podem obtenir el
subconjunt definit a partir dels zeros d’un polinomi P (z0, ..., zn) de CPn. Treballar amb
aquests tipus de conjunts on P e´s un polinomi homogeni, o amb un conjunts de polinomis
homogenis, forma part de la geometria algebraica, i, tot i que necessitar´ıem la introduc-
cio´ de molts altres conceptes previs, els podr´ıem anomenar varietats algebraiques. Tot
i aix´ı, nosaltres ens centrarem en el cas en que` n = 2 i considerarem un u´nic polinomi
p(z0, z1, z2) de grau d. E´s a dir, treballarem amb el que anomenarem corbes projectives.
Sigui P l’homogeneitzat del polinomi p, e´s a dir,
P (z, w) = p(1, z, w)
Anomenem X el seu conjunt de zeros en CP2. Per definicio´, la interseccio´ de X amb
U0 = C2 e´s el conjunt de zeros de p que hem considerat abans (l’anomenem X), e´s a dir,
e´s la corba af´ı. Llavors tenim,
X = X ∪ (X ∩ L∞),
on L∞ e´s la recta de l’infinit.
Excepte el cas en que P sigui el polinomi zd0 , el conjunt X ∩ L∞ sera` un conjunt finit de
punts i X sera` una compactificacio´ de X afegint aquest conjunt finit de punts.
Per tant, hem constru¨ıt X com a superf´ıcie de Riemann. Fent el mateix procediment
substitu¨ınt z0 per z1 o z2, podem construir X∩U1 i X∩U2 com a superf´ıcies de Riemann.
Es pot veure fa`cilment que les tres superf´ıcies de Riemann so´n equivalents en les seves
regions comuns de definicio´, per tant, hem constru¨ıt X com a superf´ıcie de Riemann
compacte.
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Exemple 2.5. Ara veurem com podem considerar quocients de superf´ıcies de Riemann.
Comenc¸arem amb un cas molt senzill, el cas de C/2piZ (observem que amb la seva topo-
logia quocient e´s homeomorf a un cilindre).
Si el volem veure com a superf´ıcie de Riemann, per a cada punt z ∈ C, considerem el
disc de radi 1/2 centrat a z, Dz. Siguin z1, z2 ∈ Dz, si z1 = z2 + 2pin, per a n ∈ Z,
llavors haurem de tenir n = 0 i z1 = z2 (Ja que 1/2 < pi). En altres paraules, la projeccio´
pi : C→ C/2piZ envia bijectivament Dz al quocient.
Usem aquest fet per construir una carta local al voltant de pi(z) ∈ C/2piZ agafant
U := pi(Dz), U˜ := Dz i ψz la inversa local de pi. Llavors cobrim C/2piZ amb una col.leccio´
de cartes d’aquest tipus. Les aplicacions de canvi de carta seran de la forma z 7→ z+ 2pin
per a una n ∈ Z apropiada, i aquestes so´n, per tant, holomorfes.
Ara volem veure un altre quocient que, com hem vist en la introduccio´, ens interessa
me´s. El cas de C quocient amb un reticle Λ a C (que e´s un subgrup additiu discret). En
particular, considerem el cas del reticle Λ = Z ⊕ Zλ, on λ e´s un nombre complex fixat
amb part imagina`ria positiva.
Podem repetir l’argument de l’anterior exemple sense problemes. Solament hem d’escollir
el radi r de Dz tal que 2r < minn,m|n + λm|, on n,m so´n enters i no tots dos zero. Si
escollim r d’aquesta manera, ja que |n+ λm| > Im(λ) si m 6= 0 i |n+ λm| > 1 si m = 0
i n 6= 0, e´s suficient prendre r de la segu¨ent manera,
2r < min(1, Im(λ)
Aix´ı doncs, podem observar C/Λ com a superf´ıcie de Riemann, clarament homeomorfa a
un tor S1 × S1 i, en particular, compacte.
Aquest procediment es pot aplicar en un cas molt me´s general i me´s interessant que
usarem en els propers cap´ıtols.
Suposem un grup Γ que actua sobre una superf´ıcie de Riemann X via automorfismes
holomorfs. Suposem que per a cada p ∈ X podem trobar un entorn obert N tal que
si tenim q1, q2 ∈ N i γ ∈ Γ tal que γ(q1) = q2, llavors per forc¸a γ = 1 i q1 = q2.
Llavors, si es compleix aquesta condicio´, podem obtenir, fent servir la mateixa contruccio´
anterior, el quocient X/Γ com a superf´ıcie de Riemann. En realitat, la condicio´ demanada
implica que Γ actua lliurement sobre X. I rec´ıprocament, en moltes situacions, el fet que
actu¨ı lliurement implicara` que la condicio´ mencionada se satisfa`.
2.2 Aplicacions entre superf´ıcies de Riemann
2.2.1 Propietats generals
En aquesta seccio´, ens basarem principalment en dos lemes importants d’ana`lisi complexa,
que ens serviran me´s endavant per completar aquesta idea general que tenim de tornar
una corba algebraica en una superf´ıcie de Riemann.
Lema 2.6. Sigui f una funcio´ holomorfa en un entorn obert U de 0 ∈ C amb f(0) = 0.
Suposem que la derivada f ′(0) no s’anul.la. Llavors, hi ha un altre entorn U ′ ⊂ U de 0
tal que f e´s tambe´ un homeomorfisme de U ′ a f(U ′) ⊂ C i l’aplicacio´ inversa e´s tambe´
holomorfa.
Notem que aquest lema e´s un cas particular del teorema de la funcio´ inversa en vari-
able complexa. No ens centrarem en la seva demostracio´, pero` mencionarem que es pot
desmotrar usant arguments estudiats a Ana`lisi Complexa.
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Lema 2.7. Sigui f una funcio´ holomorfa en un entron obert U de 0 en C amb f(0) = 0,
pero` amb f no ide`ntica a zero. Llavors, hi ha un u´nic enter k ≥ 1 tal que en algun entorn
me´s petit U ′ de 0 podem trobar una funcio´ holomorfa g amb g′(0) 6= 0 i f(z) = g(z)k en
U ′.
Per tal de veure-ho, considerem la se`rie de pote`ncies de f al voltant de 0 i sigui k
l’ordre del primer terme no nul
f(z) = akz
k + ak+1z
k+1 + ..., amb ak 6= 0. ⇒ f(z) = akzk(1 + b1z + b2z2 + ...),
on bi = ak+i/ak. Per a z suficientment petita, hi ha una funcio´ holomorfica ben definida
h(z) = (1 + b1z + b2z
2 + ...)1/k
(en concret necessitem |Σbizi| < 1). Llavors, f(z) = g(z)k on g(z) = a1/kk zh(z), prenent
qualsevol tria de l’arrel a
1/k
k . La derivada e´s g
′(0) = a1/kk , per tant, diferent de zero. E´s a
dir, hem demostrat l’existe`ncia. La unicitat de k tambe´ e´s clara.
Notem que; n = 1 ⇔ f ′(0) 6= 0, i notem que si no fos aix´ı, la multiplicitat de 0 com a
arrel de f ′ seria k − 1.
A partir d’aquests lemes, podrem obtenir finalment una descripcio´ local completa de
les aplicacions entre superf´ıcies de Riemann.
Proposicio´ 2.8. Siguin X i Y superf´ıcies de Riemann connexes i F : X → Y una
aplicacio´ holomorfa no constant. Per a tot x ∈ X, hi ha un u´nic enter k = kx ≥ 1 tal que
podem trobar cartes al voltant de x a X i al voltant de F (x) a Y en que` F e´s representada
per l’aplicacio´ z 7→ zk.
El que volem dir amb aquesta afirmacio´ e´s que hi ha una carta (U, U˜ , ψ) al voltant
de x ∈ X, amb ψ(x) = 0 ∈ U˜ ⊂ C i una carta (V, V˜ , φ) al voltant de F (x) ∈ Y , amb
φ(F (x)) = 0 ∈ V˜ ⊂ C, tal que la composicio´ φ ◦ F ◦ ψ−1 e´s igual a l’aplicacio´ z 7→ zk en
el seu domini de definicio´.
Per veure la demostracio´, comenc¸arem escollint cartes arbitra`ries al voltant de x i de
F (x). En aquestes cartes, F e´s representada per una funcio´ holomorfa que denotarem
com a f , i , per tant, podem expresar-la com a gk per a una funcio´ holomorfa g com
indica en el segon lema. Llavors, la derivada a 0 no s’anul.la, per tant podem aplicar
el primer lema i veiem que, despre´s de restringir al domini de definicio´, g ens dona un
homeomorfisme holomorf amb inversa tambe´ holomorfa. Per tant, canviant la carta al
voltant de x per la carta obtinguda composant amb g. Altre cop la unicitat de k e´s obvia.
Definicio´ 2.9. Ara definirem les aplicacions holomorfes pro`pies entre superf´ıcies de Ri-
emann. Recordem primer, pero`, que d’una aplicacio´ F : S → T entre espais topolo`gics
en diem pro`pia si per a tot conjunt compacte K ⊂ T , l’antiimatge F−1(K) tambe´ e´s
compacta (notem que si S e´s compacta, llavors tota aplicacio´ F e´s pro`pia).
Recordem tambe´ que un subconjunt ∆ d’un espai topolo`gic S e´s discret si per a tot punt
δ ∈ ∆ hi ha un entorn U de δ a S tal que ∆ ∩ U = {δ}.
Proposicio´ 2.10. Sigui F : X → Y una aplicacio´ holomorfa no constant entre superf´ıcies
de Riemann, tenim les segu¨ents implicacions;
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1. Sigui R ⊂ X el conjunt de punts x on kx > 1, llavors R e´s discret com a subconjunt
de X.
2. F pro`pia ⇒ La imatge ∆ = F (R) e´s discreta en Y .
3. F e´s pro`pia ⇒ Per a tot y ∈ Y , l’antiimatge F−1(y) e´s un conjunt finit de X.
Per veure la demostracio´ de 1., podem observar que, en coordenades locals, R ve donat
pel conjunt de zeros de la derivada i, fent servir el fet que els zeros d’una funcio´ holomorfa
no constant so´n discrets. Les altres dos so´n consequ¨e`ncies que es poden observar fa`cilment
a partir de la propietat de ser aplicacio´ pro`pia.
Suposem ara que tenim una aplicacio´ holomorfa no constant de superf´ıcies de Riemann
F : X → Y , on Y e´s connexa. Per a cada y ∈ Y definim l’enter d(y) com a
d(y) = Σx∈F−1(y)kx
Usant 3. de la proposicio´ anterior podem observar que la suma e´s sobre un conjunt finit,
per tant, la suma e´s finita. Notem que si y no pertany a ∆, llavors d(y) e´s solament el
nombre de punts de F−1(y).
En general, ens referirem a aquest d(y) com al nombre de punts de F−1(y) comptats amb
multiplicitat.
Proposicio´ 2.11. L’enter d(y) no depe`n de y ∈ Y .
Per veure-ho, podem observar que e´s cert pel cas ba`sic on X = Y = C i F e´s l’aplicacio´
F (z) = zn per algun n ≥ 1.
El cas general podem reduir-lo a aquest de la segu¨ent manera. Sigui y ∈ Y , podem trobar
cartes Ux ⊂ X al voltant de cada punt x ∈ F−1(y) i l’entorn corresponent Vx ⊂ Y de y,
respecte al qual F e´s expressada localment com a z 7→ zkx . Sigui V = ∩x∈F−1(y)Vx, V
e´s un entorn obert de y (ja que nome´s hi ha un nombre finit de x). Com que F e´s una
aplicacio´ pro`pia, podem fer que F−1(V ) ⊂ ⋃Ux. Per tant, si tenim un altre punt y′ ∈ V ,
podem estudiar el conjunt F−1(y′) fent servir els models locals. Mirant el cas ba`sic que
ja hem considerat, obtenim que d(y) = d(y′), per tant, d(y) e´s localment constant en Y ,
i per tant e´s constant ja que Y e´s connexa.
Definicio´ 2.12. Gra`cies a aquesta u´ltima proposicio´, hem aconseguit una invariant en-
tera que anomenarem el grau d’una aplicacio´ holomorfa pro`pia de superf´ıcies de Riemann
connexes, e´s a dir, d := d(y) per a qualsevol y ∈ Y (en el cas d’una aplicacio´ constant
definim d = 0).
Tots aquests resultats ens porten a un resultat sorprenent un cop haguem definit que`
e´s una funcio´ meromorfa.
Definicio´ 2.13. Una funcio´ meromorfa F en una superf´ıcie de Riemann e´s una aplicacio´
holomorfa cap a l’esfera de Riemann que no e´s ide`nticament igual a ∞. En coordenades
locals farem servir la notacio´ local de la funcio´ expressada en se`rie de Laurent vist a
ana`lisi complexa. Els pols de F so´n justament els punts de F−1(∞) i si tenim un pol x,
llavors el seu ordre e´s kx.
Coro lari 2.14. Sigui X una superf´ıcie de Riemann compacta. Si hi ha una funcio´ me-
romorfa en X que te´ exactament un pol, i aquest pol e´s d’ordre 1, llavors X e´s equivalent
a l’esfera de Riemann.
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Si F : X → P1(C) e´s aquesta funcio´ meromorfa, podem observar que, clarament, e´s
una aplicacio´ pro`pia (ja que X e´s compacta per hipo`tesi). Com que F te´ exactament un
pol d’ordre 1, obtenim que el grau d = 1. E´s a dir, que prenem cada valor de Y una
sola vegada. Per tant, F e´s una bijeccio´. L’aplicacio´ inversa e´s cont´ınua, per tant, e´s un
homeomorfisme. Pel primer lema obtenim que tambe´ e´s holomorfa, e´s a dir, obtenim que
X e´s equivalent a l’esfera de Riemann.
2.2.2 Monodromia d’aplicacions de recobriment
Abans d’introduir el concepte de monodromia, que ens sera` molt u´til a l’hora de demos-
trar que una corba el.l´ıptica e´s equivalent a una superf´ıcie de Riemann de ge´nere 1, farem
una breu introduccio´/repa`s d’alguns conceptes topolo`gics que usarem me´s endavant.
Sigui F : P → Q una aplicacio´ entre espais topolo`gics, podem establir les segu¨ents
definicions.
Definicio´ 2.15. • F e´s un homeomorfisme local si, per a cada punt x ∈ P , hi ha un
entorn obert U ⊆ P de x, tal que F |U e´s un homeomorfisme amb la seva imatge en Q.
• F e´s una aplicacio´ de recobriment si, per a cada punt y ∈ Q, ∃V ⊆ Q un entron obert
de y, tal que F−1(V ) e´s una unio´ disjunta de conjunts oberts Uα ⊂ P , i F |Uα e´s un
homeomorfisme de Uα a V .
Clarament, una aplicacio´ de recobriment e´s un homeomorfisme local, pero` l’invers no
e´s cert, generalment. De totes maneres, tenim la segu¨ent proposicio´.
Proposicio´ 2.16. Un homeomorfisme local propi e´s una aplicacio´ de recobriment.
De fet, un homeomorfisme local propi e´s el mateix que una aplicacio´ de recobriment
finita, on ]{f−1(y)} e´s finit per a tot y ∈ Q.
Hem de fer un recordatori de la relacio´ entre aquests conceptes i el grup fonamental.
Proposicio´ 2.17. Sigui Q una superf´ıcie connexa i q0 un punt base a Q. Hi ha una
corresponde`ncia 1 : 1 entre:
• Classes d’equivale`ncia de recobriments F : P → Q, on P e´s connex;
• Classes de conjugacio´ de subgrups de pi1(Q, q0).
On direm que dos recobriments F : P → Q i F ′ : P ′ → Q so´n equivalents, si hi ha un
homeomorfisme g : P → P ′ tal que F = F ′ ◦ g.
La corresponde`ncia s’estableix de la segu¨ent manera. Qualsevol aplicacio´ F : P → Q
indueix un homomorfisme de grups:
F∗ : pi1(P, p0)→ pi1(Q,F (p0))
El subgrup corresponent al recobriment F : P → Q e´s la imatge de F∗ : pi1(P, p0) →
pi1(Q, q0), per a qualsevol tria de p0 ∈ F−1(q0). Tries diferents de p0 canviaran el subgrup
de conjugacio´.
Per a construir el subgrup de pi1(Q), podem comenc¸ar en el cas del subgrup trivial. El
recobriment G : Q˜ → Q que correspon a aquest cas queda caracteritzat per la propietat
que pi1(Q˜) e´s trivial. Definim ara Q˜ com el conjunt de parells (q, A) on q e´s un punt de Q
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i A e´s una classe d’homotopia de camins a Q de q0 a q. Aleshores, definim G(q, A) := q.
Per tal de posar una topologia a aquest espai de forma que G sigui una aplicacio´ de
recobriment, es pot reco`rrer a llibres com ara Hatcher (2002), pero` en aquest treball no
ho veurem. Tambe´ tenim una accio´ de pi1(Q, q0) a Q˜ donada per la composicio´ d’un camı´
amb un camı´ tancat amb base al punt q0, i
Q = Q˜/pi1(Q, q0).
Un cop establerta aquesta idea, per a tot subgrup H ⊂ pi1(Q, q0) definim l’espai de
recobriment associat SH com a Q˜/H. Aix´ı doncs tenim la factoritzacio´ del recobriment
universal com a
Q˜→ SH = Q˜/H → Q = Q˜/pi1(Q, q0).
La demostracio´ d’aquestes afirmacions te´ a veure amb les elevacions de camins. Vegem
ara una proposicio´ que ens donara` una idea de quan existeixen elevacions de camins.
Proposicio´ 2.18. 1. Si F : P → Q e´s un homeomorfisme local, llavors una elevacio´ d’un
camı´ (amb un punt inicial determinat) sera` u´nica (si existeix). Si F e´s una aplicacio´ de
recobriment, llavors les elevacions de camins (amb un determinat punt inicial) sempre
existeixen.
2. Si F : P → Q e´s un homeomorfisme local i γ0, γ1 so´n camins a Q amb els mateixos
punts final i inicial que so´n homo`tops a trave´s de camins elevables, i amb elevacions γ˜s
que tenen el mateix punt inicial a P . Llavors, γ˜s(1) = γ˜0(1), ∀s ∈ [0, 1].
Un cop definits i repassats aquests conceptes topolo`gics podem disposar-nos a definir
el concepte de monodromia.
Monodromia:
Sigui F : X → Y una aplicacio´ holomorfa de superf´ıcies de Riemann amb grau d ≥ 1,
pels resultats obtinguts a l’apartat 2.2.1., podem observar que la restriccio´ de F a X \R
e´s un homeomorfisme local. Tot i aix´ı, aquesta restriccio´ no te´ perque` ser una aplicacio´
pro`pia. Pero`, si definim R+ := F−1(∆) = F−1(F (R)), llavors la restriccio´ de F a X \R+
e´s una aplicacio´ pro`pia. Per tant, tenim una aplicacio´ de recobriment
F : X \R+ → Y \∆.
Aquesta aplicacio´ de recobriment, com hem vist en les nostres observacions topolo`giques,
ve classificada per un subgrup (o una classe de conjugacio´ de subgrups) H ⊂ pi1(Y \∆).
Podem observar que H te´ un ı´ndex finit en el grup fonamental, ja que e´s el nombre de
fulles del recobriment, que e´s el grau d.
En general, subgrups d’´ındex d en un grup pi corresponen a representacions de permuta-
cions transitives
ρ : pi → Sd,
on Sd denota el grup sime`tric de permutations del conjunt {1, ..., d}.
En el nostre cas, per tant, tenim que l’aplicacio´ de recobriment F ens dona una represen-
tacio´ transitiva ρ : pi1(Y \∆)→ Sd (mo`dul conjugacio´).
12
Definicio´ 2.19. Aquesta aplicacio´ ρ obtinguda e´s la monodromia de l’aplicacio´ de reco-
briment.
Per tal de fer-nos-en una idea me´s clara, ho veurem me´s detalladament.
Sigui γ un camı´ tancat en Y \ ∆ amb punt final i inicial y0 ∈ Y . Com que el grau de
l’aplicacio´ e´s d, per hipo`tesi, sabem que a F−1(y0) hi ha d punts, que anomenarem (etique-
tarem) 1, ..., d. Ara, movent-nos al llarg del camı´ γ ”transportem”els punts a F−1(γ(t)) de
forma cont´ınua en X. Quan retornem a y0 el conjunt de punts antiimatge sera` el mateix
pero` les etiquetes que hem anomenat 1, ..., d poden haver canviat. Concretament, hauran
canviat seguint una permutacio´ de Sd, que en termes de monodromia no e´s me´s que ρ([γ]).
Ara posarem un exemple concret que potser recordara` al cas que ens interessa. De fet,
e´s el cas d’una corba el.l´ıptica amb un polinomi qua`rtic. Tot i que en aquest treball ens
centrarem me´s en el cas del polinomi cu´bic, en algunes implicacions veurem que tambe´
podem desenvolupar el mateix argument per a un polinomi qua`rtic (ja que la difere`ncia
vindra` donada pel paper que juga el punt de l’infinit).
Sigui X la superf´ıcie de Riemann definida per els zeros del polinomi w2 = f(z), on
f(z) = (z− a1)(z− a2)(z− a3)(z− a4), i sigui F : X → C la projeccio´ al factor z, llavors,
tenim que ∆ = {a1, ..., a4} i tambe´ que pi1(C \∆) esta` generat per quatre camins tancats
γ1, ..., γ4 on γi e´s un camı´ tancat esta`ndard al voltant de ai. El grau e´s 2, i la monodromia
ρ envia cada camı´ γi a la permutacio´ no trivial de S2, en aquest cas, una transposicio´ dels
dos punts de l’antiimatge. Hi ha una forma de veure aquest cas de forma me´s visual pero`
la guardarem per me´s endavant, ja que ens interessara` per tal de dur a terme l’explicacio´
de la demostracio´ de que una corba el.l´ıptica e´s equivalent a una superf´ıcie de Riemann
de ge`nere 1.
Ba`sicament, el que hem fet e´s; a partir d’una aplicacio´ holomorfa entre les superf´ıcies
de Riemann X,Y , hem aconseguit un grau d, un conjunt discret ∆ i una representacio´ de
permutacio´ transitiva ρ : pi1(Y \∆) → Sd. Ara be´, podem anar en l’altre direccio´? E´s a
dir, a partir d’una superf´ıcie de Riemann Y , un subconjunt discret d’aquesta, un enter d
i una representacio´ d’una permutacio´ transitiva ρ, podem obtenir una u´nica superf´ıcie de
Riemann X i una u´nica aplicacio´ holomorfa entre superf´ıcies de Riemann F : X → Y tal
que ρ sigui la seva monodromia? El Teorema d’existe`ncia de Riemann ens diu que s´ı.
2.3 Teorema d’existe`ncia de Riemann
Teorema 2.20. Sigui Y una superf´ıcie de Riemann connexa i sigui ∆ un subconjunt
discret de Y . Donat d ≥ 1 i una representacio´ d’una permutacio´ transitiva ρ : pi1(Y \
∆)→ Sd, llavors hi ha una u´nica superf´ıcie de Riemann connexa X i una u´nica aplicacio´
holomorfa de superf´ıcies de Riemann F : X → Y (mo`dul equivale`ncia) tal que la seva
monodromia e´s precisament ρ.
Anem a veure’n una demostracio´. Les nocions topolo`giques que hem repassat, ens
donen una aplicacio´ de recobriment F0 : X0 → Y \∆. Es pot veure que hi ha una u´nica
manera de veure X0 com a superf´ıcie de Riemann. Al final de la demostracio´, aquest X0
es correspondra` a X \ R+, per aquest motiu, hem de veure com ”afegir”els punts de R+
que es troben sobre ∆.
Sigui y1 ∈ ∆, escollim un disc centrat en y1, D1 ⊂ Y , tal que no contingui altres punts
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de ∆. La frontera del disc defineix un element de pi1(Y \∆). L’homomorfisme que tenim
envia aquest element a una permutacio´ σ de les etiquetes (com hem fet en l’explicacio´
anterior). Ara be´, ja que F−10 (∆\{y1}) podria no ser connex, la permutacio´ no te´ perque`
actuar de forma transitiva en el conjunt d’etiquetes. Podem escriure la permutacio´ com
a producte de cicles disjunts, i podem veure que cada un d’aquests cicles actua sobre una
de les components connexes de F−10 (∆ \ {y1}).
Sigui Z un d’aquests components connexos, que correspon al cicle de llarga`ria d′, llavors
la restriccio´ de F0 a Z ens dona un recobriment connex de ∆\{y1}, que queda determinat
per l’homomorfisme que envia el generador de pi1(Y \∆) al cicle de llarga`ria d′ de Sd′ .
Pero`, precisament, coneixem una aplicacio´ de recobriment que compleix aquests requisits.
Si identifiquem D1 \ {y1} amb el disc perforat D∗ ⊂ C, aquesta aplicacio´ de recobriment
ve donada per l’aplicacio´ z 7→ zd′ de D∗ a D∗. Per tant, podem concloure que Z e´s
equivalent com a superf´ıcie de Riemann a D∗ a partir d’un isomorfisme φ : D∗ → Z, per
exemple.
Ara definim un conjunt X+ com a
X+ = X0 ∪φ D,
on D e´s el disc unitat en els complexos. El que estem fent e´s identificar z ∈ D∗ ⊂ D
amb φ(z) ∈ Z ⊂ X0. Construirem X+ com a superf´ıcie de Riemann de la segu¨ent forma.
Agafem un atles de cartes de X0. Aquest atles de cartes sera` l’atles de cartes de X
+, pero`
en aquest u´ltim atles hi afegirem una carta me´s; la inversa de l’aplicacio´ de D a X+.
Hi ha una u´nica manera d’introduir una topologia a X+, pero` faltaria veure que aquesta
topologia e´s Hausdorff. De tota manera, no farem aquesta demostracio´ a la memo`ria del
treball ja que e´s me´s aviat de caire topolo`gic i ens estariem desviant en exce´s del que ens
interessa.
Per consegu¨ent, X+ e´s una superf´ıcie de Riemann. A me´s a me´s, l’aplicacio´ F0 es pot
extendre a una aplicacio´ holomorfa de X+ a Y . Repetint aquest procediment per a cada
punt de ∆ i per a cada cicle de la corresponent monodromia obtenim una superf´ıcie de
Riemann X amb una aplicacio´ holomorfa F de X a Y i es pot comprobar que e´s pro`pia.
2.4 De corba el.l´ıptica a superf´ıcie de Riemann de ge`nere 1
Finalment, podem plantejar l’exemple que ens interessa de la corba el.l´ıptica amb un
polinomi cu´bic.
Considerem el conjunt E0 que hem introdu¨ıt a la seccio´ 2.2. Recordem que e´s el conjunt
de zeros del polinomi P (w, z) = w2−f(z) on f e´s un polinomi cu´bic sense arrels mu´ltiples.
Siguin ai on i = 1, 2, 3 les arrels d’aquest polinomi, i sigui pi : X → C la projeccio´ al factor
z. Llavors, ∆ = {a1, a2, a3} i, com a l’exemple en el cas del polinomi qua`rtic, pi1(Y \∆)
esta` generat per tres llac¸os γi on i = 1, 2, 3, i on γi e´s un llac¸ esta`ndard al voltant de ai.
Si provem de fer el procediment tradicional de fer talls per cada dos d’aquests punts de ∆,
agafar dues co`pies del pla complex tallat, i ajuntar-les al llarg dels talls, podem observar
que pel fet de no ser parell el nombre de punts en ∆, no podem fer talls de forma que
continguin tots els punts de ∆. Ens quedara` un punt, per exemple a3, que no tindra` cap
tall.
Per a poder fer un argument semblant al que hem fet en el cas d’un polinomi f qua`rtic,
necessitarem abans introduir i realitzar de forma expl´ıcita, com compactificar una corba
algebraica (que tindra` molt a veure amb considerar la corba projectiva, i no solament
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l’af´ı).
2.4.1 Compactificar una corba algebraica
La construccio´ usada en la demostracio´ del teorema d’existe`ncia de Riemann ens sera`
molt u´til. Considerem altre cop un polinomi P (w, z) en dues variables complexes, i sigui
X el seu conjunt de zeros. Considerem la projeccio´ pi al factor z. Suposem ara que P e´s
un polinomi irreductible (no veurem criteris d’irreductibilitat ja que e´s particular d’altres
assignatures).
Ara be´, recordem que hav´ıem treballat amb la superf´ıcie de Riemann que venia donada
pels zeros d’un polinomi d’aquest tipus, pero` ten´ıem una condicio´ que feia refere`ncia al
fet que en tot punt almenys una de les derivades parcials del polinomi no s’anul.le´s. Ara
no considerem aquesta condicio´. Anomenem S ⊂ X al conjunt de punts en que` s’anul.len
totes dues derivades parcials (pels propo`sits d’aquest treball assumirem que sabem que,
per la irreductibilitat del polinomi P , aquests punts so´n finits). Com hav´ıem vist, X \ S
e´s una superf´ıcie de Riemann.
Sigui ara F el conjunt finit en C format per aquells valors de z pels quals el terme de P
de grau me´s gran en w s’anula i sigui ara
S+ = pi−1(pi(S) ∪ F ) ⊂ X,
s’observa que S+ e´s finit (ja que pi(S) ∪ F e´s finit). Sigui ara E el subconjunt discret
pi(S) ∪ F ∪∞ de l’esfera de Riemann P1(C).
Obtenim una aplicacio´ holomorfa pro`pia
pi : X \ S+ → P1(C) \ E
L’hem obtingut usant el teorema d’existe`ncia de Riemann, ja que tenim una superf´ıcie de
Riemann P1(C) \ E, i un conjunt de ramificacio´ ∆ ⊂ P1(C) \ E, podem obtenir X \ S+
de la monodromia ρ : pi1(P1(C) \ (∆ ∪ E))→ Sd.
Per altra banda, aquesta informacio´ defineix una superf´ıcie de Riemann compacta X∗,
que conte´ X \ S+ com a conjunt dens obert, que va de forma holomorfa a P1(C).
Recordem ara que en l’argument que hav´ıem fet de corbes projectives, tenim un conjunt
compacte X ⊂ CP2 definida per el polinomi homogenitzat. Aquesta superf´ıcie conte´ X (i
per tant X \ S+) com a conjunts oberts densos.
Proposicio´ 2.21. La inclusio´ de X \ S+ a X es pot extendre a una aplicacio´ holomorfa
de X∗ a CP2, que te´ com a imatge X.
Notem que quan parlem d’aplicacio´ holomorfa a CP2 ens referim a una aplicacio´ con-
tinua que e´s holomorfa respecte a les tres cartes que cobreixen CP2(equivalents cada una
a C2). El que hem de veure e´s que quan ”afegim”discos a X \ S+, com hem fet en la
demostracio´ del teorema d’existe`ncia de Riemann, la inclusio´ del disc perforat D∗ es pot
extendre de forma meromorfa a 0. Per tant, necessitem el segu¨ent lema per veure la
proposicio´.
Lema 2.22. Sigui P un polinomi irreductible en dues variables complexes, n un enter
positiu i sigui f una funcio´ holomorfa en el disc perforat D∗ tal que P (zn, f(z)) = 0 per
a tot z ∈ D∗. Llavors, f e´s una funcio´ meromorfa.
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Ja que el polinomi e´s irreductible, nome´s tenim un nombre finit de solucions de l’e-
quacio´ P (0, w) = 0, que en direm ωi on i = 1, ..., N per a cert natural N . Per tant, si z
e´s petita en mo`dul, f(z) e´s pro`xima a un dels ωi.
Recordem ara d’ana`lisi complexa que que si f te´ una singularitat essencial en 0, llavors
∀w ∈ C i per , δ > 0, hi ha un z de mo`dul me´s petit que δ tal que |f(z)− w| < . Aixo`
no es compleix en el nostre cas si w no e´s un dels ωi i  i δ so´n suficientment petits. Per
tant, f e´s meromorfa com vol´ıem veure.
Un cop vist el lema, sabem que per a un m adequat, zmf(z) e´s holomorfa i no s’a-
nul.la per z petits en mo`dul. Per aquest motiu, l’aplicacio´ z 7→ [zn : f(z) : 1] del disc
perforat a CP2, e´s igual a l’aplicacio´ z 7→ [zn+m : zmf(z) : zm] i es pot extendre de forma
holomorfa a una aplicacio´ de D a CP2.
E´s a dir, a qualsevol polinomi irreductible li hem associat una superf´ıcie compacte de
Riemann X∗.
2.4.2 De corba el.l´ıptica a superf´ıcie de Riemann de ge`nere 1
Un cop explicat com obtenir una superf´ıcie compacta de Riemann a partir d’una corba
algebraica, podem tornar al nostre cas d’una corba el.l´ıptica amb un polinomi cu´bic. Ara
ja sabem com obtenir la seva superf´ıcie de Riemann compacta, i per tant, ara s´ı que te-
nim per primera vegada definida una corba el.l´ıptica. Fins ara treballa`vem amb el que en
podr´ıem dir la corba af´ı E0, que era el conjunt de zeros del polinomi P (w, z) = w
2− f(z)
on f era un polinomi cu´bic (sense arrels mu´ltiples). Pero` ara podem obtenir la seva su-
perf´ıcie de Riemann compacta associada E, que en direm corba el.l´ıptica.
Es pot observar que el que hem fet a aquesta corba e´s afegir el punt de l’infinit, o en altres
paraules, e´s equivalent a dir que mirem la corba algebraica del polinomi P homogenitzat,
e´s a dir, la corba projectiva.
Ara be´, ens preguntem si aquesta corba el.l´ıptica te´ ge`nere 1, e´s a dir, si e´s topologi-
cament homeomorfa a un tor. Per tal de veure-ho, usarem el procediment tradicional que
es va fer a l’introduir les superf´ıcies de Riemann.
En qualsevol subconjunt obert simplement connex de C \ {a1, a2, a3} podem escollir una
branca del logaritme i definir
√
f(z) = exp( log f(z)2 )
Intentar fer continuacio´ anal´ıtica al llarg d’un camı´ tancat petit al voltant de qualsevol
dels punts a1, a2, a3 fara` que el logaritme var¨ı en 2pii i, per tant, l’arrel canviara` de signe:
exp(2pii+log(f(z))2 ) = −exp( log(f(z))2 ).
En canvi, si fem que el camı´ tancat sigui al voltant de dos dels zeros, els signes es cancela-
ran. En altres paraules, considerant la superf´ıcie de Riemann C i el conjunt de ramificacio´
∆ = {a1, a2, a3}, la monodromia ρ : pi1(C \∆)→ S2 enviara` cada generador de pi1(C \∆)
(e´s a dir cada llac¸ petit al voltant de cada ai) a l’element no trivial de S2. Per tant, si fem
un llac¸ que vagi al voltant de dos dels ai, la monodromia enviara` la seva classe a l’element
16
trivial (ja que apliquem dues vegades una transposicio´). Pero` com hem plantejat anterior-
ment, al ser els ai un nombre imparell de punts, ens queda un tercer punt que, per a llac¸os
llargs que vagin al seu voltant, l’arrel seguira` canviant de signe, e´s a dir, la monodromia
no sera` trivial. De manera que si fixem una semirecta [a3,+∞) ⊂ C \{a1, a2}, llavors per
a
S := [a1, a2] ∪ [a3,+∞)
tenim una funcio´ holomorfa ben definida en U := C \ S,
h : U → C tal que h(z)2 = f(z),∀z ∈ U
Pero` ens queda el problema dels camins tancats que travessen S. Hem vist que quan
creuem S, l’arrel canvia de signe. Per tant, considerem la unio´ disjunta de dos co`pies de
U amb la funcio´
√
f : U unionsq U −→ C definida com a +h(z) en la primera co`pia i −h(z)
en la segona. Ara unim aquestes dues co`pies posant dues co`pies de S i identificant com
s’ensenya a la figura 2 i anomenarem a l’espai topolo`gic resultant X0.
Gra`cies a aquesta contruccio´, veiem que, en realitat, hi ha una funcio´ cont´ınua a l’espai
X0 que restringida a la unio´ disjunta de les dues co`pies de U e´s realment
√
f . Podem
observar-ho en el segu¨ent diagrama:
On la composicio´ de la inclusio´ de la unio´ disjunta a X0 composada amb la funcio´ cont´ınua
de X0 99K C e´s h unionsq h, per tant tal aplicacio´ cont´ınua existeix.
Per tal de visualitzar millor l’espai topolo`gic X0 podem girar una de les co`pies de U
i observar la figura 3. Podem veure que es poden dibuixar els camins tancats, obtenint
la forma segu¨ent:
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Notem que, de fet, X0 e´s una superf´ıcie de Riemann, ja que e´s la unio´ identificada de dos
subconjunts de U ⊂ C que so´n clarament superf´ıcies de Riemann.
Ara observem que la projeccio´ U unionsq U → U es pot extendre a una aplicacio´ cont´ınua
p : X0 → C. De fet, es pot observar que p e´s una aplicacio´ holomorfa de superf´ıcies
de Riemann a partir d’escollir un atles en X0 i veure que el fet de fer la projeccio´ ens
do´na una funcio´ holomorfa. De fet, aquesta aplicacio´ ens dona una aplicacio´ holomorfa,
considerant el punt de l’infinit,
p : X0 → P1(C) \ {∞},
on estem simplement considerant P1(C)\{∞} en comptes de C. Ara be´, ja que ara tenim
una superf´ıcie de Riemann, un conjunt de ramificacio´ ∆, un grau d = 2 i una aplicacio´
de monodromia, podem obtenir, efectivament, el nostre espai X0 com a superf´ıcie de
Riemann.
De forma similar a l’apartat de compactificacio´ de corbes algebraiques, aquest procediment
ens defineix una superf´ıcie compacta X (que no e´s me´s que la compactificacio´ de X0 amb
el punt de l’infinit), i podem veure que l’aplicacio´ p : X0 → P1(C) \ {∞}, s’exte´ a una
aplicacio´ holomorfa (que seguirem anomenant p fent un abu´s de notacio´) p : X → P1(C).
Observant la construccio´ que hav´ıem fet de X0, podem veure en la Figura 4 que al
compactificar i obtindre X, hem aconseguit una superf´ıcie de Riemann compacte de ge`nere
1,
on la primera imatge e´s la compactificacio´ mostrant les identificacions als talls i la segona
representa la compactificacio´ un cop realitzades aquestes identificacions.
Ara be´, donada l’esfera de Riemann, un grau d = 2, un conjunt de ramificacio´ ∆∪{∞} i la
monodromia ρ : pi1(P1(C) \ (∆∪{∞}))→ S2 en que cada generador e´s enviat a l’element
no trivial de S2, sabem, pel teorema d’existe`ncia de Riemann, que existeix una u´nica
superf´ıcie de Riemann i una u´nica aplicacio´ holomorfa d’aquesta a l’esfera de Riemann
mo`dul equivale`ncia.
Pero` observem que tenim dues superf´ıcies compactes de Riemann; X i la nostra corba
el.l´ıptica E, i dues aplicacions holomorfes de superf´ıcies de Riemann pi : E → P1(C), la
projeccio´ al factor z, i p : X → P1(C) la projeccio´ que hem constru¨ıt. Per tant, aquestes
dues superf´ıcies de Riemann X i E so´n equivalents com a superf´ıcies de Riemann. E´s
a dir, com que X e´s una superf´ıcie de Riemann compacte de ge`nere 1, llavors hem vist
que la nostra corba el.l´ıptica E, tambe´ e´s una superf´ıcie compacte de Riemann de ge`nere 1.
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3 De corba el.l´ıptica a C/Λ
Un cop feta la primera demostracio´, procedirem a demostrar la implicacio´ que ens porta
de una corba el.l´ıptica a la superf´ıcie de Riemann C mo`dul un reticle Λ. Per tal de veure-
ho, haurem d’introduir alguns altres conceptes sobre superf´ıcies de Riemann com ara les
1-formes i les 2-formes, aix´ı com aprofitar per introduir la cohomologia de De Rham i
altres conceptes que potser no usarem precisament en aquesta implicacio´ pero` que ens
seran molt u´tils a l’hora de fer la resta d’equivale`ncies plantejades a la introduccio´.
3.1 1-formes, 2-formes i cohomologia de De Rham
Tot i que l’objecte d’intere`s en aquest treball so´n les superf´ıcies de Riemann, primer de
tot, volem introduir el concepte de 1-formes i 2-formes en superf´ıcies diferenciables. Es
pot fer notar que almenys el concepte de 1-forma l’hem vist a l’assignatura de geometria
diferencial, pero` ens interessa introduir-lo a fons ja que tambe´ ens sera` u´til per quan
traslladem aquests ca`lculs i conceptes a les superf´ıcies de Riemann.
3.1.1 1-formes
Definicio´ 3.1. Considerem f una funcio´ real diferenciable definida en un entorn obert
U de 0 ∈ R2, i γ1 : (−1, 1) → U i γ2 : (−2, 2) → U dues aplicacions diferenciables tal
que γ1(0) = γ2(0) = 0 i sigui χ : U → V un difeomorfisme a un altre conjunt obert de R2
tal que χ(0) = 0, si definim γ˜i = χ ◦ γi per i = 1, 2 i f˜ = f ◦ χ−1. Llavors,
• Si totes dues derivades parcials de f s’anul.len en 0, llavors tambe´ e´s cert per a f˜ .
• Si les derivades de γi so´n iguals en 0 per i = 1, 2, llavors tambe´ e´s cert per a γ˜i.
Notem que el resultat es pot veure fa`cilment usant la regla de la cadena. Ara veurem
un resultat semblant per a superf´ıcies diferenciables.
Definicio´ 3.2. Sigui S una superf´ıcie diferenciable, p ∈ S un punt, f una funcio´ diferenci-
able en S i γi : (−i, i)→ S per i = 1, 2 dos camins diferenciables amb γ1(0) = γ2(0) = p.
Direm que f e´s constant de primer ordre a p si la derivada de la funcio´ que representa f
en coordenades locals al voltant de p s’anul.la al punt que correspon a p (notem que gra`cies
al primer resultat del lema, aquesta definicio´ e´s independent de la tria de la carta).
Definicio´ 3.3. De forma similar, diem que γ1 i γ2 so´n iguals a primer ordre en p si les
derivades dels camins que els representen en coordenades locals so´n iguals.
Un cop fetes aquestes definicions, podem establir unes relacions d’equivale`ncia ∼ i ≈,
on f1 ∼ f2 si f1 − f2 e´s constant a primer ordre (siguent f1 i f2 funcions diferenciables
com les que acabem de definir) i on γ1 ≈ γ2 si γ1 i γ2 so´n iguals a primer ordre. Es pot
compovar que, efectivament, aquestes relacio´ns so´n d’equivale`ncia.
Definicio´ 3.4. • L’espai tangent TSp de S en p e´s el conjunt de classes d’equivale`ncia
d’aplicacions γ : (−, )→ S amb γ(0) = p sota la relacio´ d’equivale`ncia ≈.
• L’espai cotangent (real) T ∗Sp e´s el conjunt de classes d’equivale`ncia de funcions dife-
renciables en un entorn obert de p en S sota la relacio´ d’equivale`ncia ∼.
Es pot observar que l’espai cotangent te´ una estructura d’espai vectorial que prove´ de
l’estructura de les funcions diferenciables. Gra`cies a la definicio´ feta, notem que tenim
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una aplicacio´ C∞(U)→ T ∗Sp que denotarem com a f 7→ [df ]p.
Analitzem-ho de forma local; siguin x1, x2 les coordenades locals al voltant de p, aquestes
so´n funcions diferenciables, per tant, usant l’aplicacio´ anterior, obtenim [dx1]p, [dx2]p ∈
T ∗Sp. Sigui f una funcio´ diferenciable en un entorn de p, podem escriure-la usant les
nostres coordenades locals f = f(x1, x2). Llavors tenim,
[df ]p =
∂f
∂x1
[dx1]p +
∂f
∂x2
[dx2]p.
En consequ¨e`ncia, veiem que [dx1]p i [dx2]p formen una base de l’espai vectorial T
∗Sp.
Si tenim un camı´ diferenciable γ : (−, ) → S amb γ(0) = 0 i f una funcio´ real diferen-
ciable en un entorn de p, la composicio´ f ◦ γ esta` definida com a funcio´ real diferenciable
en un interval me´s petit, i la derivada e´s idependent de la tria de f i de γ (en les classes
d’quivale`ncia de l’espai tangent i espai cotangent). Per tant, la derivada indueix una
aplicacio´
TSp × T ∗Sp → R.
De fet, aquesta aplicacio´ indueix una dualitat entre TSp i T
∗Sp, e´s a dir, hi ha un iso-
morfisme cano`nic T ∗Sp ∼= Hom(TSp,R). En altres paraules, l’espai cotangent e´s el dual
del tangent.
Definicio´ 3.5. Definim el feix cotangent T ∗S com a T ∗S = ∪p∈ST ∗Sp.
Finalment, podem definir el concepte d’intere`s que e´s el de les 1-formes diferenciables.
Definicio´ 3.6. Definirem una 1-forma diferenciable α en S com a una aplicacio´ α : S →
T ∗S, on α(p) ∈ T ∗Sp per a tot p ∈ S, i que varia de forma diferenciable amb p en el
sentit segu¨ent.
Siguin x1 i x2 coordenades locals a prop d’un punt p0, podem escriure
α = α1dx1 + α2dx2,
On α1, α2 so´n funcions de x1 i x2 i on, com a recurs de notacio´, hem escrit dxi en
comptes de [dxi]p. Per tant, quan ens referim a que α varia de forma diferenciable amb
p ens referim a que α1 i α2 so´n funcions diferenciables de les coordenades locals.
Notem que ens faltaria comprovar que aquesta definicio´ no depe`n de la tria de les
coordenades locals. No ho farem en detall, pero`, tot i aix´ı, donarem la idea que a partir
d’usar les derivades parcials de les coordenades locals en funcio´ d’unes altres coordenades
locals, obtenim que α en les segones coordenades locals vindra` determinada per,
α1(x1(y1, y2), x2(y1, y2))(
∂x1
∂y1
dy1 +
∂x1
∂y2
dy2) +α2(x1(y1, y2), x2(y1, y2))(
∂x2
∂y1
dy1 +
∂x2
∂y2
dy2)
Una forma de veure les 1-formes e´s a partir de la derivada d’una funcio´: sigui f una funcio´
en S, llavors definim la 1-forma df com a df(p) = [df ]p. En coordenades locals aquesta
definicio´ e´s equivalent a
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df =
∂f
∂x1
dx1 +
∂f
∂x2
dx2
De totes maneres, ens interessa donar un enfoc diferent al resultat obtingut quan hem fet
el canvi de coordenades locals.
Sigui F : S → Q una aplicacio´ diferenciable entre superficies diferenciables, podem definir
per a tot p ∈ S, aplicacions lineals naturals,
dF : TSp → TQF (p)
dF ∗p : T ∗QF (p) → T ∗Sp
Definicio´ 3.7. Sigui α una 1-forma diferenciable en Q, definim el ”pull-back”F ∗(α) com
a F ∗(α)(p) = dF ∗(α(F (p)).
Notem que el ”pull-back”e´s una 1-forma en S, i ara, si x1, x2 so´n coordenades locals a
prop de F (p) en Q i y1, y2 so´n coordenades locals a prop de p en S, la representacio´ local
de F ∗(α) ve donada per l’expressio´ anterior de canvi de coordenades locals.
Per tant, si definim Ω0S com el conjunt de funcions diferenciables en S i Ω
1
S com el conjunt
de 1-formes, podem obtenir la definicio´ segu¨ent que ens sera` molt u´til per estudiar la
cohomologia de de Rham.
Definicio´ 3.8. Hem obtingut l’aplicacio´ d : Ω0S → Ω1S que te´ les segu¨ents propietats;
• d(fg) = fd(g) + gd(f).
• Si F : S → Q e´s diferenciable, llavors d(F ∗f) = F ∗(df), on f ∈ Ω0Q i F ∗(f) = f ◦ F .
Una popietat important de les 1-formes e´s que les podem integrar sobre conjunts 1-
dimensionals. El que podem fer e´s treballar amb camins γ : [0, 1]→ S.
Suposem que la imatge del camı´ es troba dins un sistema de coordenades locals x1, x2. Si
α e´s una 1-forma en S, definim la integral de α sobre γ com a∫
γ
α =
∫ 1
0
(α1
dγ1
dt
+ α2
dγ2
dt
),
on γ1 i γ2 so´n les representacions en coordenades locals de γ i α1 i α2 so´n els coeficients
de dx1 i dx2 en la representacio´ local de α. Altre cop, es podria comprovar que aquesta
definicio´ no depe`n de la tria de coordenades locals.
Si la imatge de γ no es troba en una u´nica carta, podem dividir l’interval [0, 1] en subinter-
vals i fer el ca`lcul de la integral en cada subinterval corresponent a una carta determinada.
Notem ara una propietat d’invaria`ncia. Suposem que ψ : [0, 1] → [0, 1] envia 0 a 0 i
1 a 1, llavors obtenim un altre camı´ diferenciable donat per la composicio´ i,∫
γ◦ψ
α =
∫
γ
α.
Un cop vistes aqestes propietats, podem definir finalment la integral sobre una corba C
orientable inclosa en S, a partir de descompondre la corba en parts que podrem parame-
tritzar amb camins diferenciables. De totes maneres, pero`, no entrarem en detalls ja que
e´s un procediment vist en altres assignatures.
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3.1.2 2-formes
En aquest apartat procedirem a definir el concepte de 2-forma diferenciable en una su-
perf´ıcie. Aquesta definicio´ ve motivada per la pregunta segu¨ent: donada una 1-forma
diferenciable α en una superf´ıcie S podem trobar una funcio´ diferenciable en S tal que
α = df?
Al estudiar aquesta pregunta en el cas de R2, ens trobem que el problema es redueix
a trobar una f tal que
∂f
∂x1
= α1 i
∂f
∂x2
= α2, on α1 i α2 e´s la representacio´ en coordena-
des locals de α, i x1 i x2 so´n les coordenades locals.
Es pot observar que una condicio´ necessa`ria e´s que R = 0, on R =
∂α1
∂x2
− ∂α2
∂x1
. Pero`, de
fet, de l’invers (el fet que si tenim R = 0 llavors la nostra pregunta te´ resposta afirmativa)
se’n diu el criteri d’una diferencial exacta i la seva demostracio´ utilitza el Teorema de
Stokes vist en altres assignatures. No en veurem la demostracio´ en aquest treball pero`
ens quedarem amb el resultat que, per tal de poder trobar una f desitjada, necessitem
que R = 0, i aquesta condicio´ e´s suficient.
El que podem veure e´s que les nocions del criteri d’una diferencial exacta, la integra-
cio´ sobre regions de dues dimensions, i el teorema de Stokes tenen molt en comu´ i estan
relacionades. La nostra definicio´ de 2-formes diferenciables estara` motivada per a poder
extendre aquestes nocions a superf´ıcies.
Definicio´ 3.9. Sigui E un espai vectorial real, definim Λ2E∗ com el conjunt d’aplicacions
bilineals B : E × E → R, que so´n antisime`triques (B(e, f) = −B(f, e)). Definim el
producte ∧ com a,
∧ : E∗ × E∗ → Λ2E∗
(α ∧ β)(e, f) = α(e)β(f)− β(e)α(f)
Per tant, aquest producte e´s lineal en cada variable i α ∧ β = −β ∧ α.
Ara suposem que E te´ dimensio´ 2, llavors, es pot comprvar que Λ2E∗ e´s un espai vectorial
de dimensio´ 1, i, si α1, α2 e´s una base de E
∗, α1∧α2 e´s l’element que forma la base de Λ2E∗.
Aplicant aquest procediment al cas en que` E = TSp sent S una superf´ıcie, per cada
punt p ∈ S tenim un espai de dimensio´ 1; Λ2T ∗Sp. Si x1, x2 so´n coordenades locals, obte-
nim un element de la base dx1∧dx2 de Λ2T ∗Sp. Com a notacio´ escriurem solament dx1dx2.
Ara podem introduir la nocio´ de 2-forma diferenciable, i la descriurem usant una de-
finicio´ forc¸a semblant a la donada pel cas de les 1-formes.
Definicio´ 3.10. Definim una 2-forma diferenciable ρ en una superf´ıcie S com a l’a-
plicacio´ ρ : S → ⋃p∈S Λ2T ∗Sp, tal que ρ(p) ∈ Λ2T ∗Sp i varia de forma diferenciable
amb p en el segu¨ent sentit. En les coordenades locals x1, x2 , podem expressar ρ com
ρ = R(x1, x2)dx1dx2 on R e´s una funcio´ diferenciable.
Usant les definicions i un procediment com el que hem fet en el cas de les 1-formes, si
tenim un altre sistema de coordenades locals y1, y2, ρ queda representada per,
ρ = R(x1(y1, y2), x2(y1, y2))J(y1, y2)dy1dy2,
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on J e´s
J(y1, y2) =
∂x1
∂y1
∂x2
∂y2
− ∂x1
∂y2
∂x2
∂y1
,
i notem que aquesta J e´s el Jacobia`.
Altre cop, com en el cas de les 1-formes, tambe´ tenim una altra manera de veure aquest
resultat; donada una aplicacio´ F : S → Q, podem trobar una manera de definir la 2-forma
”pull-back”F ∗(ρ) en S. No entrarem en detall, pero` el resultat e´s el mateix, i s’hi arriba
per un raonament semblant al que hem fet en el cas de les 1-formes.
Definicio´ 3.11. Definim Ω2S com el conjunt de 2-formes diferenciables en una superf´ıcie
S.
Lema 3.12. Hi ha una u´nica manera de definir una aplicacio´ R-lineal d : Ω1S → Ω2S tal
que;
• Si α1 = α2 en un obert U ⊂ S, llavors dα1 = dα2 sobre U .
• Si f e´s una funcio´ en S, llavors ddf = 0.
• Si f e´s una funcio´ en S i α e´s una 1-forma en S, llavors d(fα) = df ∧ α+ fdα.
Per demostrar-ho, primer veurem la unicitat. Suposem que tenim una definicio´ de
l’aplicacio´ lineal tal que compleixi les condicions. Per la primera condicio´ podem calcular
dα en coordenades locals. Llavors tenim,
d(α1dx1 + α2dx2) = dα1 ∧ dx1 + dα2 ∧ dx2
usant la segona i la tercera condicio´, i, expl´ıcitament,
d(α1dx1 + α2dx2) = (
∂α2
∂x1
− ∂α1
∂x2
)dx1dx2.
Ara be´, si agafem aquesta fo´rmula com a la definicio´ de dα, podem veure que e´s indepen-
dent de la tria de coordenades locals.
Durant la demostracio´ del lema, el que veiem e´s que en coordenades locals, dα e´s Rdx1dx2,
on R e´s la funcio´ que hem comentat anteriorment que entra en el criteri d’una diferencial
exacta. E´s a dir, reformulant el resultat obtingut al comenc¸ament d’aquest apartat, po-
dem dir que donada una 1-forma α en una superf´ıcie S = R2, podem trobar una funcio´ f
tal que α = df si i nome´s si dα = 0.
Abans de posar-nos a parlar d’integracio´ en una superf´ıcie, ens interessa introduir (o
recordar) un concepte que ens sera` u´til: el suport compacte.
Definicio´ 3.13. El suport d’una funcio´ f e´s el subconjunt del domini que no e´s enviat a
0. En cas que el domini sigui un espai topolo`gic, el suport e´s el conjunt tancat me´s petit
que conte´ tots els punts que no so´n enviats a 0.
Definim una funcio´ amb suport compacte en un espai topolo`gic X com a una funcio´ que
el seu suport e´s un subconjunt compacte de X.
Ara anem a veure la integracio´. Sigui S una superf´ıcie orientable i ρ una 2-forma en
S amb suport compacte i suportada en el domini d’una carta coordenada a S. Escrivim
ρ = R(x1, x2)dx1dx2 en aquestes coordenades locals.
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Definicio´ 3.14. Definim la integral de ρ en S amb la segu¨ent fo´rmula,∫
S
ρ =
∫
R2
R(x1, x2)dx1dx2,
on ens referim a la integral de Lebesgue habitual. Podem comprovar tambe´ que aquesta
definicio´ no canvia quan escollim una coordenada local diferent, ja que el Jacobia` e´s positiu
per definicio´, i la integral sera` el mateix.
Per definir la integral de forma me´s general, usarem el segu¨ent lema.
Lema 3.15. Sigui K un subconjunt compacte d’una superf´ıcie S i siguin U1, · · · , Un
conjunts oberts de S amb K ⊂ U1 ∪ · · · ∪ Un. Llavors hi han funcions diferenciables no
negatives f1, · · · , fn a S, cadascuna amb suport compacte i el suport de fi contingut a Ui,
tal que f1 + · · ·+ fn = 1 a K.
Un conjunt de funcions com aquestes s’anomena particio´ de la unitat subordinada al
recobriment Ui. Per motius d’extensio´, no veurem la demostracio´ d’aquest lema dins la
memo`ria. Tot i aix´ı, podem fer notar que la demostracio´ en si e´s de caire topolo`gic i no era
particularment il.lustrativa pel que ens interessa aquest cap´ıtol. Per tant, ens prendrem
la llibertat d’incloure-la a l’Annex.
Donat aquest lema i qualsevol 2-forma ρ amb suport compacte en una superf´ıcie orienta-
ble S, farem el segu¨ent procediment per tal de definir l’integracio´. Cobrim K = supp(f)
(el suport d’f) per oberts Ui, cada un el domini d’una carta coordenada. Com que K e´s
compacte, podem recobrir-l’ho amb un conjunt finit d’oberts. Sigui ara fi el sistema de
funcions com al lema, llavors, per a cada i, el suport de fiρ esta` contingut en una carta
coordenada i podem definir la integral de fiρ com hem fet anteriorment. Per tant, ara
definim, ∫
S
ρ =
∑
i
∫
S
fiρ.
Aquesta fo´rmula ha de ser certa si tenim una integral amb les propietats lineals ba`siques
(ja que el fet que
∑
fi = 1 en el suport de ρ, vol dir que ρ =
∑
fiρ).
De forma inversa, fem notar que la linealitat de la integral de Lebesgue implica que el
valor de la integral de ρ e´s independent de la tria de les funcions fi.
Podem observar que cal vigilar quan usem 2-formes i funcions i s’ha d’intentar no con-
fondre els conceptes. Tot i aix´ı, hi ha una nocio´ clara d’una 2-forma positiva, que e´s
simplement una 2-forma que, en coordenades locals, e´s donada per l’expressio´ que co-
neixem i R > 0. Altre cop, per la definicio´ de superf´ıcie orientable i els ca`lculs fets
anteriorment, aquesta definicio´ no depe`n de la tria de la carta coordenada. Si ρ e´s una
2-forma positiva amb suport compacte, llavors la integral de ρ e´s tambe´ positiva.
Ara be´, si la 2-forma positiva no e´s de suport compacte, podem definir la integral de ρ
agafant valors en R ∪ {∞} com a, ∫
X
ρ = sup
∫
X
χρ
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on χ es mou per les funcions diferenciables amb suport compacte en X amb 0 6 χ 6 1 a
tot arreu.
Notem que les 2-formes no tenen perque` ser necessa`riament diferenciables, sent conti-
nues (en el sentit obvi) tambe´ podem aplicar el mateix resultat. E´s a dir, si tenim una
2-forma ρ, podem definir una 2-forma positiva continua |ρ| amb la condicio´ que a cada
punt, |ρ| = ±ρ. Per tant, per a qualsevol 2-forma ρ en una super´ıcie S, podem definir la
integral ∫
S
|ρ|
agafant valors en [0,∞].
Definicio´ 3.16. A una 2-forma estrictament positiva en una superf´ıcie S l’anomenarem
forma d’a`rea.
Si tenim una forma d’a`rea fixada, llavors podem identificar les 2-formes en S amb
funcions, i la nocio´ d’integracio´ anterior esdeve´ la integracio´ de funcions respecte una
mesura. Finalment, nome´s ens falta introduir la forma general del Teorema de Stokes.
Proposicio´ 3.17. Sigui ρ una 1-forma amb suport compacte en una superf´ıcie orientable
S amb vora, llavors ∫
∂S
α =
∫
S
dα.
3.1.3 Cohomologia de De Rham
Resumim primer el que hem fet fins ara. Hem definit:
• Els espais de les 0-formes (funcions diferenciables), 1-formes i 2-formes en una superf´ıcie
S; Ω0S , Ω
1
S , Ω
2
S respectivament. Tambe´ hem definit les aplicacions d1 i d2 (que per notacio´
anomenarem a totes dues d) segu¨ents:
Ω0S → Ω1S → Ω2S
• La integral
∫
C
α d’una 1-forma α sobre una corba C en una superf´ıcie.
• El producte ∧ : Ω1S × Ω1S → Ω2S .
• Si S e´s orientable, hem definit la integral
∫
S
ρ d’una 2-forma ρ amb suport compacte.
• La forma general del teorema de Stokes.
El que volem ara e´s establir una teoria de cohomologia amb els conceptes que hem obtin-
gut fins ara, que ens permetra` aconseguir la demostracio´ desitjada de corbes el.l´ıptiques
a C/Λ.
Definicio´ 3.18. Sigui S una superf´ıcie diferenciable, definim els grups de cohomologia
de De Rham H i(S) per i = 0, 1, 2, com a la cohomologia de la sequencia:
Ω0S → Ω1S → Ω2S
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Pensant en termes de topologia algebraica, e´s a dir, en teories de cohomologia i homo-
logia, es pot observar que el que tenim amb els conjunts de 0-formes, 1-formes i 2-formes,
e´s una cadena i les aplicacions d so´n precisament l’operador vora (notem que hem vist,
precisament, que ddf = 0). Per tant, te´ sentit fer la cohomologia d’aquesta cadena, i els
grups de cohomologia seran els segu¨ents:
H0(S) = ker(d : Ω0S → Ω1S)
H1(S) = ker(d : Ω1S → Ω2S)/Im(d : Ω0S → Ω1S)
H2(S) = Ω2S/Im(d : Ω
1
S → Ω2S
Clarament, H0(S) = R, e´s a dir, les funcions constants (si S e´s connexa). El criteri d’una
diferencial exacta que hem discutit a l’apartat anterior, en realitat significa que S sigui
una superf´ıcie difeomorfa a R2, llavors H1(S) = 0 i, en tal cas, es pot comprovar que
H2(S) tambe´ sera` 0.
Podriem fer alguns exemples de ca`lculs de grups de cohomologia, pero` no ens interessa
discutir-ho en exce´s. Per veure’n alguns, es pot treballar pensant en altres teories de
cohomologia i s’obte´ uns resultats semblants.
El que s´ı que ens interessa remarcar e´s que, com en moltes d’altres teories de coho-
mologia, per a una superf´ıcie de ge`nere g (orientable), el primer grup de cohomologia e´s
R2g, e´s a dir que te´ dimensio´ 2g. Per tant, podem veure que el ge`nere g d’una superf´ıcie
orientable, e´s en realitat
g =
dim(H1(S))
2
3.2 Ca`lculs en superf´ıcies de Riemann
Un cop introdu¨ıts els conceptes de 1-formes, 2-formes i la cohomologia de De Rham en
superf´ıcies diferenciables, ara, finalment, podem treballar sobre els objectes d’intere`s d’
aquest treball: les superf´ıcies de Riemann.
3.2.1 Descomposicio´ de les 1-formes
Sigui ara X una supef´ıcie de Riemann, i per tant , una superf´ıcie diferenciable orientable.
Per a tot punt p ∈ X, tenim un espai tangent TXp (espai vectorial real de dimensio´
2). Tambe´ tenim un espai cotangent T ∗Xp = HomR(TXp,R) tal que la derivada de
tota funcio´ real en X, ens dona un element de l’espai cotangent. Considerem ara l’espai
cotangent complex,
T ∗XCp = HomR(TXp,C)
tal que la derivada de tota funcio´ complexa en X determina un element de T ∗XCp .
Definicio´ 3.19. Quan parlem d’una estructura complexa en un espai vectorial real V ens
referim a una aplicacio´ R-lineal J : V → V tal que J2 = −1.
Lema 3.20. Hi ha una u´nica manera de definir una estructura complexa en TXp tal que
la derivadada de tota funcio´ holomorfa, definida en un entorn de p ∈ X, e´s C-lineal.
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Per veure l’existe`ncia, escriurem A = A′ +A′′, on
A′(v) =
1
2
(A(v)− iA(Jv))
i
A′′(v) =
1
2
(A(v) + iA(Jv))
i comprovem que A′ i A′′ so´n C-lineals i antilineals respectivament. Per tal de veure
la unicitat, notem que podem escriure l’espai cotangent complex com la segu¨ent suma
directa
T ∗XCp = T ∗X ′p ⊕ T ∗X ′′p ,
de tal manera que si f e´s una funcio´ holomorfa local, llavors la derivada de f es troba en
T ∗X ′p i la derivada de f es troba en T ∗X ′′p .
Ara podem descompondre les 1-formes complexes en X en
Ω1X,C = Ω
1,0
X ⊕ Ω0,1X ,
on els elements de Ω1,0X es troben en T
∗X ′p, per cada p i Ω
0,1
X e´s el conjugat complex.
Ara descomponem les aplicacions d, i obtenim el diagrama
Per fer-nos-en una idea me´s clara, ho veurem me´s expl´ıcitament en una coordenada local
complexa z = x+ iy. E´s a dir, que x i y so´n coordenades reals com en la seccio´ anterior.
Tenim
dz = dx+ idy
dz = dx− idy
i aquests elements formen una base de T ∗X ′ i de T ∗X ′′ respectivament.
Per tant, una (1,0)-forma s’expressa localment com a αdz i una (0,1)-forma s’expres-
sa localment com a βdz per a funcions α i β. Si f e´s una funcio´ complexa, llavors
df =
∂f
∂x
dx+
∂f
∂y
dy
Escrivim
dx =
1
2
(dz + dz)
dy =
1
2i
(dz − dz)
Per tant,
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df =
1
2
(
∂f
∂x
− i∂f
∂y
)dz +
1
2
(
∂f
∂x
+ i
∂f
∂y
)dz.
Aixo` significa que
∂f =
∂f
∂z
dz, i ,∂f =
∂f
∂z
dz
on definim
∂f
∂z
=
1
2
(
∂f
∂x
− i∂f
∂y
) i ,
∂f
∂z
=
1
2
(
∂f
∂x
+ i
∂f
∂y
)
L’equacio´ ∂f = 0 en coordenades locals no e´s me´s que l’equacio´ de Cauchy- Riemann vista
a ana`lisi complexa, i, per tant, si tenim una funcio´ holomorfa f , llavors, en coordenades
locals, df = ∂f = f ′(z)dz, on f ′ denota la derivada usual en ana`lisi complexa.
Fins ara hem vist els operadors ∂ i ∂ en funcions holomorfes, e´s a dir, aplicats sobre
Ω0. Pero`, com indica el diagrama, tambe´ els podem estudiar aplicats sobre Ω0,1 i en Ω1,0.
Seguint les definicions, trobem que, en coordenades locals,
∂(Adz) =
∂A
∂z
dzdz = 2i
∂A
∂z
dxdxy
∂(Bdz) =
∂B
∂z
dzdz = −2i∂B
∂z
dxdxy
Definicio´ 3.21. A una (1,0)-forma β en direm una 1-forma holomorfa si ∂β = 0.
Per tant, en coordenades locals, una 1-forma holomorfa e´s de la forma Bdz on B e´s una
funcio´ holomorfa.
Sigui S ⊂ X una superf´ıcie compacta amb vora i α una 1-forma holomorfa en un en-
torn de S. Llavors, en particular, α e´s una 1-forma i, pel teorema de Stokes, la integral
de α sobre la vora de S e´s 0.
Definicio´ 3.22. Definim una 1-forma meromorfa α en X com a una 1-forma holomorfa
en X \D, on D e´s un subconjunt discret de X, que pot ser escrita localment com a f(z)dz,
on f e´s una funcio´ meromorfa.
Els punts del conjunt D so´n els pols de la 1-forma meromorfa. Sigui p un pol i γ un
llac¸ petit al voltant de p, definim el residu d’α a p com a
Resp(α) =
1
2pii
∫
γ
α.
Aixo` e´s el mateix que escriure en la coordenada local z centrada a p, α = f(z)dz, on
f(z) =
∑i=∞
i=−k aiz
i e´s una funcio´ meromorfa, i agafar el residu de f com a a−1.
Proposicio´ 3.23. Sigui α una 1-forma meromorfa en una superf´ıcie de Riemann com-
pacta X. Llavors, la suma dels residus d’α, al llarg de tots els pols, e´s zero.
Per tal de veure la proposicio´, usarem el resultat vist just abans de definir les 1-formes
meromorfes. Per cada pol p d’α, agafem un disc petit centrat a p. Llavors, la superf´ıcie X
menys tots aquests discos e´s una superf´ıcie compacta amb vora, i, pel teorema de Stokes,
la integral a sobre de la vora, que esta` formada per cada un dels llac¸os al voltant dels pols
(que e´s la vora de cada un dels discs), e´s zero. Per tant, veient la definicio´ que tenim del
residu, la suma de tots els residus e´s 0.
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3.3 De corba el.l´ıptica a C/Λ
Finalment, ens podem endinsar en la demostracio´ que una corba el.l´ıptica e´s equivalent a
C/Λ.
Recuperem ara el concepte de corba el.l´ıptica que hav´ıem introdu¨ıt al Cap´ıtol 2. Recor-
dem que esta`vem tractant amb el conjunt de zeros del polinomi P (z, w) = w2−f(z) on f
e´s un polinomi cu´bic o qua`rtic en variables complexes sense arrels mu´ltiples. El fet que f
no tingui arrels mu´ltiples, com hav´ıem vist, implicava que en tot punt alguna de les dues
derivades parcials no s’anul.la, per tant, e´s una superf´ıcie de Riemann. Recordem tambe´
que n’hav´ıem definit una compactificacio´ i que, en realitat, era a aquesta superf´ıcie de
Riemann compacta a qui anomena`vem corba el.l´ıptica.
Per construccio´, tenim funcions holomorfes z i w en X amb derivades dz i dw respec-
tivament. Com que en la nostra superf´ıcie de Riemann w2 − f(z) = 0, derivant obtenim
2wdw = f ′(z)dz.
Ara, pero`, podem observar que
dz
w
e´s una 1-forma holomorfa lluny dels punts en que`
w = 0. En discs petits (entorns) perforats d’aquests punts, podem escriure
dz
w
=
2dw
f ′(z)
,
i sabem que f ′(z) no s’anul.la, ja que no te´ arrels mu´ltiples. Per tant, podem concloure
que
dz
w
es pot extendre a una 1-forma holomorfa α en X. A me´s a me´s, veiem que α no
s’anul.la enlloc en X, e´s a dir, que quan escrivim∫ z1
z0
dz√
f(z)
,
al que en realitat ens referim e´s que escollim un camı´ γ en una superf´ıcie de Riemann X
que vagi d’un punt amb z = z0 a un altre amb z = z1 i formem
∫
γ
α.
Ara el que volem considerar e´s l’extensio´ de α a la compactificacio´ X∗ de X.
Tornem a la nostra construccio´ cla`ssica de les dues co`pies del pla complex i les aplicacions
de monodromia. Com ja hem vist, en el cas de ser f un polinomi cu´bic, la monodromia
del punt de l’infinit e´s no trivial, mentre que si f e´s un polinomi qua`rtic, la monodromia
en aquest punt e´s trivial (remarquem que quan diem monodromia ce l’infinit ens referim
a enviar la classe de llac¸os grans al grup de permutacions).
Considerem primer el cas en que` f e´s cu´bic. Al compactificar, com hem vist al Cap´ıtol
2, el que fem e´s afegir un disc, que afegeix un punt extra p (en la nostra notacio´ del
cap´ıtol anterior, el punt ∞). Suposem que f(z) = z3 + a1z2 + a2z + a3, llavors, en
termes de la coordenada esta`ndard τ en el disc que afegim, z = τ−2, w =
√
f(z) =
τ−3
√
1 + a1τ2 + a2τ4 + a3τ6. On l’arrel esta` ben definida per τ petit. Llavors tenim
dz
w
= (
−2dτ
τ3
)(
τ3√
1 + a1τ2 + a2τ4 + a3τ6
) =
−2dτ√
1 + a1τ2 + a2τ4 + a3τ6
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Per tant, notem que α e´s holomorfa prop de p i no s’anul.la en p.
Ara considerem el cas d’un polinomi qua`rtic. Aquest cop, ajuntem dos punts adicio-
nals que en direm p± per tal de fer la compactificacio´. Usant un procediment semblant a
l’anterior, obtenim que α e´s holomorfa vora p± i no s’anul.la en cap dels dos punts.
Nota: Per donar un resultat me´s general, haur´ıem pogut observar el cas en que` f e´s
un polinomi de grau n. Llavors, depenent de si n e´s parell o imparell, hague´ssim obtingut
la segu¨ent classificacio´ usant els mateixos arguments.
Sigui n imparell; si n = 1 llavors α te´ un pol d’ordre 2 al punt p, si n = 3 e´s el cas
mencionat, i si n > 3 llavors α tambe´ e´s holomorfa vora p pero` te´ un zero d’ordre n − 3
a p.
Sigui n parell; si n = 2 llavors α te´ pols simples a p±, si n = 4 e´s el cas mencionat, i si
n > 4 llavors α tambe´ e´s holomorfa vora p± i te´ zeros d’ordre (n− 4)/2 en p±.
Notem que, en realitat, no hi ha difere`ncia entre els casos n = 3 i n = 4, ja que, com hem
fet notar al Cap´ıtol 2, en tots dos casos, la compactificacio´ ens do´na una superf´ıcie de
Riemann compacta de ge`nere 1. La u´nica difere`ncia e´s que, en el cas de n = 3, hem afegit
un u´nic punt (punt de l’infinit) que e´s un punt cr´ıtic del recobriment doble de l’esfera de
Riemann, mentre que en n = 4, hem afegit dos punts, pero`, aquest cop, el punt de l’infinit
no e´s un punt cr´ıtic del recobriment.
Ara volem donar, finalment, el teorema que completara` la demostracio´ d’aquest cap´ıtol.
Com hem vist, si tenim una corba el.l´ıptica (e´s a dir, tant en el cas n = 3 com n = 4), vis-
ta com a superf´ıcie de Riemann, podem trobar una 1-forma holomorfa α que no s’anul.la
enlloc.
Teorema 3.24. Sigui X una superf´ıcie compacta de Riemann i sigui α una 1-forma
holomorfa en X sense zeros. Llavors, hi ha un reticle Λ ⊂ C i un isomorfisme ϕ : C/Λ→
X tal que pi∗ϕ∗(α) = du, on u e´s la identitat en C i pi e´s la projeccio´ pi : C→ C/Λ.
Primer de tot intentarem definir una integral indefinida de la 1-forma holomorfa α.
Podem fer la integral al llarg d’un camı´ en X, pero` el seu valor dependra` dels punts
inicials i finals del camı´. Per tant, en realitat, aquesta integral indefinida no esta` definida
com una funcio´ avaluada en C, sino´ com una funcio´ avaluada en C/Λ per a un Λ apropiat,
i aquesta aplicacio´ resultara` ser la inversa de l’isomorfisme desitjat.
Vegem , pero`, la demostracio´ detallada. Considerem el recobriment universal p : X˜ → X.
L’elevacio´ p∗(α) e´s una 1-forma holomorfa en X˜ i, ja que la cobertura universal e´s simple-
ment connexa, la integral de p∗(α) al voltant del camı´ depe`n u´nicament dels punts finals
i inicials. Per tant, obtenim una aplicacio´ holomorfa F : X˜ → C amb dF = p∗(α). Com
que α no te´ zeros, F e´s un homeomorfisme local. Afirmem, pero`, que F e´s en realitat una
aplicacio´ de recobriment.
Per a cada punt x ∈ X, podem trobar un radi r > 0 i una aplicacio´ holomorfa injectiva
jx : Dr → X, on Dr e´s el disc de radi r en C tal que jx(0) = x i j∗x(α) = du. E´s a dir,
que jx e´s la inversa d’una integral indefinida localment definida de α. Com que X e´s
compacte, podem trobar una r tal que funcioni per a tot x ∈ X.
Suposem ara que x˜ e´s un punt de X˜. Ja que el disc e´s simplement connex, podem elevar
jp(x˜) per tal d’obtenir una aplicacio´ injectiva
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j˜x˜ : Dr → X˜
amb j˜x˜(0) = x˜ i j˜
∗
x˜(p
∗(α)) = du. Sigui ara ∆x˜ la imatge sota j˜x˜ del disc de radi r/2.
Llavors, per construccio´, F (∆x˜) e´s el disc de radi r/2 centrat a F (x˜) en C. Observem que
per a tot x˜, y˜ ∈ X˜,
y˜ ∈ ∆x˜ ⇔ x˜ ∈ ∆y˜.
Ja que si y˜ ∈ ∆x˜, tal que y˜ = j˜x˜(v) per alguna |v| < r/2, llavors tot el conjunt ∆y˜ pot ser
descrit com a j˜x˜({w : |v − w| < r/2}) i, per tant, conte´ x˜, ja que j˜x˜(0) = x˜.
Ara, sigui z un punt qualsevol de C, considerem el disc de radi r/2 centrat a z. Suposem
que y˜ e´s un punt de F−1(Dr/2,z). Llavors, z es troba en el disc de radi r/2 centrat a F (y˜),
en consequ¨e`ncia, hi ha un punt x˜ ∈ ∆y˜ amb F (x˜) = z. De la mateixa manera, y˜ ∈ ∆x˜,
on F (x˜) = z. Per tant, tenim que
F−1(Dr/2,z) =
⋃
x˜∈F−1(z) ∆x˜.
Suposem que x˜1 i x˜2 so´n dos punts en F
−1(z) i que ∆x˜1 ∩ ∆x˜2 no e´s buit. Llavors, hi
ha un punt y˜ en la interseccio´. De l’argument anterior, n’obtenim que x˜1, x˜2 ∈ ∆y˜, pero`
aixo` e´s una contradiccio´ amb el fet que F e´s injectiva en ∆y˜. Aixo` implica que la unio´
anterior e´s en realitat una unio´ disjunta, i, per tant, F e´s una aplicacio´ de recobriment.
Ara be´, com que C e´s simplement connex, no te´ recobriments connexos no trivials. Per
aquest motiu, F e´s un isomorfisme de X˜ a C. Pero` sabem que X e´s un quocient de X˜
per una accio´ de pi1(X) a X˜. Per tant, concluim que X e´s isomorfa a un quocient de C
per a un grup d’automorfismes holomorfs.
Per la classificacio´ d’aquests quocients, veiem que l’u´nica possibilitat e´s que X sigui iso-
morfa a C/Λ per algun reticle Λ. La identificacio´ de la 1-forma α ve donada per la
construccio´.
Per tant, hem obtingut l’isomorfisme desitjat. Tambe´ podem entendre aquest isomor-
fisme com una aplicacio´ Λ-perio`dica de C a X∗, que pot ser escrita com a w(u)2 = f(z(u)).
Aquesta aplicacio´ te´ la propietat que envia la ”pull-back”forma holomorfa dz/w = dz/
√
f(z)
a la forma constant du a C, o, en altres paraules,
dz
du
= w =
√
f(z).
En conclusio´, arribat a aquest punt ja hem demostrat que una corba el.l´ıptica e´s equiva-
lent com a superf´ıcie de Riemann a C/Λ per a un reticle Λ com vol´ıem.
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4 De C/Λ a corba el.l´ıptica
Un cop vist que una corba el.l´ıptica e´s equivalent a una superf´ıcie de Riemann de ge`nere
1 i tambe´ ho e´s a C/Λ on Λ e´s un reticle, procedirem a demostrar que donat un reticle
Λ, C/Λ e´s equivalent com a superf´ıcie de Riemann a una corba el.l´ıptica.
Per tal de veure-ho, necessitarem la introduccio´ de les funcions el.l´ıptiques i la funcio´ ℘
de Weierstrass.
Sigui Λ ⊂ C un reticle. Ens preguntem si podem trobar una funcio´ meromorfa en C/Λ.
Com que C/Λ e´s compacte, no hi haura` cap funcio´ holomorfa no trivial, per tant, neces-
sitem que tingui algun pol. D’altra banda, pero`, ja que C/Λ no e´s homeomorf a l’esfera
de Riemann, hem de tenir me´s d’un pol simple o un pol mu´ltiple (a causa del resultat
vist al Cap´ıtol 2 que afirma que si tenim una superf´ıcie de Riemann compacta i una
funcio´ meromorfa en ella amb exactament un pol d’ordre 1, llavors aquesta e´s equivalent
a l’esfera de Riemann).
Per veure-ho, usarem alguns conceptes que ja hem estat mencionant i que, sobretot,
van ser treballats amb profunditat a l’assignatura d’ana`lisi complexa. Donada una funcio´
meromorfa en un obert de C, usarem l’ordre de la funcio´ en un punt i tambe´ el residu.
Recordem que ba`sicament so´n definicions que venen donades gra`cies a l’expansio´ en se`rie
de Laurent. E´s convenient tambe´ recordar el teorema dels residus, que afirma que donada
una funcio´ meromorfa en un entron obert U de C se satisfa`
1
2pii
∫
γ
f(z)dz =
n∑
i=1
wai(γ)Resai(f),
on γ e´s un llac¸ que no passa per cap dels pols, ai so´n els pols i wai(γ) e´s l’index.
Definicio´ 4.1. Una funcio´ el.l´ıptica f respecte el reticle Λ e´s una funcio´ meromorfa en el
pla complex Λ-perio`dica. E´s a dir que si λ1 i λ2 so´n els dos nombres complexos que defi-
neixen el paral.lelogram fonamental del reticle Λ, llavors f e´s doblement perio`dica respecte
aquests dos nombres complexos. De manera equivalent, tenim una aplicacio´ holomorfa de
superf´ıcies de Riemann f : C/Λ→ P1(C).
Donada una funcio´ el.l´ıptica, podem suposar sense pe`rdua de generalitat que, si P e´s el
paral.lelogram fonamental associat a Λ, llavors ∂P no conte´ ni pols ni zeros de la funcio´.
Aleshores, gra`cies al teorema dels residus, tenim el segu¨ent teorema.
Teorema 4.2. Sigui f una funcio´ el.l´ıptica, es compleixen les segu¨ents afirmacions:
(1) Si f no te´ pols en ∂P , llavors
∑
a∈P\∂P Resa(f) = 0.
(2) Si f e´s no constant i no te´ ni pols ni zeros en ∂P , llavors
∑
a∈P\∂P orda(f) = 0
i
∑
a∈P\∂P orda(f)a ∈ Λ.
(3) Les funcions el.l´ıptiques no constants f : C/Λ→ P1(C), prenen cada valor c ∈ P1(C)
el mateix nombre de vegades comptant amb multiplicitat.
El primer resultat s’obte´ clarament gra`cies al teorema dels residus (ja que hem assumit
que no tenim pols en ∂P i, a me´s, la integral sobre costats oposats es cancel.la perque`
aquests estan orientats oposats entre ells).
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Podem veure (2) usant la propietat que, si f e´s una funcio´ el.l´ıptica, llavors f ′/f tambe´
ho e´s. Per tant, el primer resultat prove´ d’aplicar (1) tenint en compte que els pols de
f ′/f e´s la unio´ dels zeros i els pols de f . Per veure el segon resultat, notem que
f ′(z)
f(z)
=
∑
a
orda(f)
z − a + g(z)
on g e´s una funcio´ holomorfa. Si multipliquem per la funcio´ z = (z − a) + a obtenim:
z
f ′(z)
f(z)
=
∑
a
orda(f)
z − a + h(z),
on h(z) = g(z) +
∑
a orda(f)a e´s holomorfa. Ara, pel teorema dels residus, obtenim
1
2pii
∫
∂P
z
f ′(z)
f(z)
dz =
∑
a∈P\∂P
orda(f)a.
Nome´s falta veure que la integral de la banda esquerra es troba dins de Λ. No ho farem
en tot detall, pero` es tractaria de dividir la integral en la suma de les integrals sobre cada
costat del paral.lelogram fonamental, tenint en compte l’orientacio´ dels costats. Si es fan
els ca`lculs, es pot obtenir que efectivament la integral pertany a Λ.
Finalment, per veure (3), definirem g(z) = f(z)− c on c e´s un nombre complex arbitrari.
Llavors, el nombre de vegades que f pren el valor c es pot calcular com a∑
a,g(a)=0 orda(g(z)) = −
∑
a,g(a)=∞ orda(g(z)) = −
∑
a,f(a)=∞ orda(f(z))
i pel primer resultat de (2) ja estem.
Definicio´ 4.3. Definim ara la funcio´ ℘ de Weierstrass en C com
℘(u) =
1
u2
+
∑
λ∈Λ\{0}(
1
u− λ2 −
1
λ2
)
Per u ∈ C \ Λ, notem que la suma convergeix, ja que
1
(u− λ)2 −
1
u2
= O(|λ|−3)
Per veure que la suma convergeix absolutament, podem comparar la suma per λ grans en
el reticle amb la integral ∫
|λ|>1
|λ|−3dpdq
on λ = p+ iq.
Lema 4.4. ℘ e´s una funcio´ el.l´ıptica amb pols en Λ, on l’ordre del pol e´s 2 i el residu e´s
zero. A me´s a me´s, e´s una funcio´ parella i ℘′ e´s una funcio´ el.l´ıptica senar amb pols en
Λ d’ordre 3 i residu zero.
33
La periodicitat de ℘′ esta` clara (i tambe´ el fet que e´s una funcio´ imparella), e´s a dir,
que e´s una funcio´ el.l´ıptica, i tambe´ podem observar fa`cilment que ℘ e´s una funcio´ parella.
Per tant, la derivada de l’aplicacio´ z 7→ ℘(z) − ℘(z + λi) e´s 0, on λi so´n els complexos
que defineixen Λ. E´s a dir, que l’aplicacio´ e´s constant, i usant el fet que ℘ e´s parella i
posant z = λi/2, obtenim que ℘ tambe´ e´s Λ-perio`dica, e´s a dir, que tambe´ e´s una funcio´
el.l´ıptica.
deg℘′ = 3 i podem observar que
λ1
2
,
λ2
2
,
λ1 + λ2
2
so´n tres zeros diferents mod Λ. Ales-
hores, com que sabem que ℘′ te´ un u´nic pol mod Λ i aquest pol te´ ordre 3, pel teorema
anterior, ja que pren 3 vegades ∞, ha de prendre tres vegades el 0, per tant, te´ nome´s
aquests tres zeros.
Teorema 4.5. Sigui X = C/Λ i sigui ℘ la funcio´ de Weierstrass associada al reticle Λ.
Llavors tenim,
(1) Tota funcio´ el.l´ıptica parella F amb pols com a ma`xim en Λ pot ser expressada de
forma u´nica com a F (z) = f(℘(z)), on f e´s un polinomi de grau deg(F )/2.
(2) De forma me´s general, tota funcio´ el.l´ıptica parella F pot ser expresada de forma
u´nica com a F (z) = h(℘(z)), on h e´s una funcio´ racional h(z) =
f(z)
g(z)
.
(3) Per a tota funcio´ el.l´ıptica F , hi ha u´nics hi funcions racionals tal que,
F (z) = h1(℘(z)) + h2(℘(z))℘
′(z)
Per veure (1), notem que podem suposar que F no e´s constant i que te´ un pol a z = 0.
Usant l’expansio´ en series de Laurent, obtenim que F (z) =
∑
i≥−d c2iz
2i on d = deg(F )/2.
Llavors la funcio´ F˜ (z) := F (z)− c−2d℘(z)d e´s una funcio´ el.l´ıptica parella amb pols com
a molt en Λ. Per tant, usant induccio´ obtenim el polinomi de grau d.
Per tal de veure (2), suposem que a no pertany a Λ pero` que e´s un pol de la funcio´
el.l´ıptica F . Ja que els u´nics pols de la funcio´ de Weierstrass so´n punts del reticle, tenim
que ℘(a) 6= ∞, per consegu¨ent, ℘(z) − ℘(a) e´s una funcio´ el.l´ıptica parella que s’anul.la
en a. Llavors, per N suficientment gran, podem definir F1(z) := (℘(z)−℘(a))NF (z) que
no tindra` un pol en a. Si tenim me´s pols que no pertanyen al reticle, podem repetir el
procediment i podem obtenir
Fn(z) = F (z)
∏n
i=1(℘(z)− ℘(ai))Ni ,
on els ai so´n els n pols pels quals hem fet el procediment n vegades. Ara be´, podem
observar que Fn(z) ja no te´ pols que no estiguin al reticle (si ja no hem de tornar a repetir
el procediment) , e´s a dir, per (1), podem expresar Fn(z) = f(℘(z)) per algun polinomi
f . Dividint pel producte, obtenim F (z) com a funcio´ racional de ℘(z).
Finalment, veurem (3) escrivint F (z) =
F (z) + F (−z)
2
+
F (z)− F (−z)
2
i observant que
la primera e´s una funcio´ el.l´ıptica parella (per tant, podem trobar-ne una expressio´ po-
lino`mica de ℘) i la segona e´s una funcio´ el.l´ıptica imparella i, multiplicant per
℘′(z)
℘′(z)
,
podem obtenir l’expressio´ desitjada.
Un cop arribats a aquest punt, podem anunciar finalment el corol.lari que ens donara`
la nostra implicacio´ de tor complex a corba el.l´ıptica per finalitzada.
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Coro lari 4.6. Tenim que (℘(z))2 = f(℘(z)) per el polinomi cu´bic f donat per
f(x) = 4(x− ℘(λ1
2
))(x− ℘(λ2
2
))(x− ℘(λ1 + λ2
2
))
Com a consequ¨e`ncia, la superf´ıcie de Riemann C/Λ e´s isomorfa a la corba el.l´ıptica donada
a partir del polinomi f .
Anem a veure-ho. Com que (℘′(z))2 e´s una funcio´ el.l´ıptica parella, notem que, gra`cies
al teorema anterior, ha d’existir un polinomi cu´bic f tal que (℘(z))2 = f(℘(z)).
Per comprovar la forma espec´ıfica del polinomi, notem que la funcio´ el.l´ıptica
h(z) = (℘′(z))2 − 4(z − ℘(λ1
2
))(z − ℘(λ2
2
))(z − ℘(λ1 + λ2
2
))
nome´s pot tenir pols a punts del reticle. Si fem l’expansio´ en se`ries de Laurent tenim:
℘(z) = z−2 + . . .
℘′(z) = −2z−3 + . . .
Per tant, els pols d’ordre 6 dels dos sumands de h es cancelen. Llavors, tenim que
ord0(h) ≥ −4 (h e´s parella). Com que h no te´ pols fora del reticle, aleshores o e´s constant
o pren cada valor exactament 4 vegades (comptant multiplicitat), pero` sabem que
λ1
2
,
λ2
2
i
λ1 + λ2
2
so´n zeros de h i cada un d’ells almenys d’ordre 2 perque` h e´s parella. En altres
paraules, la multiplicitat del valor 0 e´s almenys 6, per tant, h ≡ 0. E´s a dir, el polinomi
cu´bic e´s de la forma que hem afirmat.
En definitiva, hem aconseguit una aplicacio´ holomorfa
ϕ0 : X \ {0} → E0 = {(x, y) ∈ C2|y2 = f(x)}
z 7−→ (℘(z), ℘′(z))
La composicio´ d’aquesta aplicacio´ amb la projeccio´ al factor x de E0 es pot extendre a
l’aplicacio´ holomorfa
℘ : X → P1(C)
Fem notar que la funcio´ de Weiertrass agafa cada valor dues vegades i, com hem vist al
Cap´ıtol 2, compactificant obtenim que la corba el.l´ıptica e´s un recobriment de l’esfera
de Riemann de grau 2. Per tant, si tenim l’esfera de Riemann, el grau 2, la monodromia
definida al Cap´ıtol 2, obtenim, pel teorema d’existe`ncia de Riemann, que hi ha una
u´nica superf´ıcie de Riemann X ′ i una u´nica aplicacio´ holomorfa F : X ′ → P1(C) mo`dul
equivale`ncia de superf´ıcies de Riemann. Com que tenim dues superf´ıcies de Riemann i
dues aplicacions holomorfes, notem que han de ser equivalents. Per tant, X = C/Λ ha de
ser equivalent com a superf´ıcie de Riemann a la corba el.l´ıptica E.
Per tant, ja hem vist la implicacio´ del treball que vol´ıem en aquest cap´ıtol.
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5 De superf´ıcie de Riemann de ge`nere 1 a C/Λ
Als dos u´ltims cap´ıtols, hem vist que una corba el.l´ıptica e´s equivalent, com a superf´ıcie
de Riemann, a C/Λ i viceversa. A me´s, tambe´ vam veure al Cap´ıtol 2 que una corba
el.l´ıptica e´s equivalent a una superf´ıcie de Riemann compacta de ge`nere 1. Com es pot
observar, per completar el triangle de conceptes plantejat a la introduccio´, nome´s ens
falta demostrar que una superf´ıcie de Riemann compacta de ge`nere 1 e´s equivalent a
una corba el.l´ıptica o a un tor complex. Podriem seguir qualsevol dels dos camins pero` en
aquest treball demostrarem que e´s equivalent a un tor complex i deixarem l’altre camı´ per
composicio´ del resultat d’aquest Cap´ıtol 5 i al resultat vist al Cap´ıtol 4. En particular,
un cop vist que e´s un tor complex, podrem usar el Cap´ıtol 4 i veure que e´s equivalent a
una corba el.l´ıptica.
Recordem que, en realitat, per fer aquest altre camı´ necessitar´ıem el Teorema de Riemann-
Roch, pero` , malhauradament, no podrem veure’l en aquesta memo`ria.
Notem que no estem comentant, altre cop, la implicacio´ de tor complex a superf´ıcie
de Riemann de ge`nere 1. Aquesta implicacio´ tambe´ surt per la combinacio´ d’arguments
anteriors (observant el triangle de conceptes), pero`, tot i aix´ı, podem observar que e´s un
simple exercici: hem vist al Cap´ıtol 2 que C/Λ e´s una superf´ıcie de Riemann compacta;
per tant, nome´s caldria veure que el seu ge`nere e´s 1. Podem obtenir-ho fa`cilment calculant
la dimensio´ del primer grup de cohomologia de de Rham i fer servir la fo´rmula obtinguda
al Cap´ıtol 3 per tal d’obtenir el ge`nere ( C/Λ e´s una superf´ıcie orientable).
De tota manera, centrem-nos en el que ens interessara` en aquest cap´ıtol: com arribar
de superf´ıcie de Riemann compacta de ge`nere 1 a tor complex. Per veure-ho, usarem
principalment el que anomenarem Teorema principal de les superf´ıcies de Riemann com-
pactes. Aquest teorema te´ una demostracio´ molt llarga i no en podrem donar tot el detall
pero`, me´s endavant, intentarem donar el ma`xim d’idees possibles per tal d’intuir-ne una
demostracio´ (inclourem la demostracio´ detallada a l’Annex).
Tanmateix, abans d’anunciar-lo, necessitarem la introduccio´ d’alguns conceptes previs;
l’operador de Laplace, les funcions harmo`niques i la norma de Dirichlet.
Per tant, tornem enrere un moment i parlem, altre cop, de 1-formes holomorfes i els
conceptes amb els quals hem treballat al Cap´ıtol 3.
5.1 L’operador de Laplace i funcions harmo`niques
En una superf´ıcie de Riemann, tenim el segu¨ent operador diferencial de segon ordre.
Aquest operador sera` ba`sic en l’enunciat del Teorema Principal.
Definicio´ 5.1. En una superf´ıcie de Riemann, definim l’operador de Laplace com a
∆ = 2i∂∂ : Ω0 → Ω2
En coordenades locals,
∆f = 2i
1
4
(
∂
∂x
+ i
∂
∂y
)(
∂
∂x
− i ∂
∂y
)f(dzdz) = −(∂
2f
∂x2
+
∂2f
∂y2
)dxdy
Nota: Observem que si en unes coordenades locals determinades, identifiquem una
2-forma amb una funcio´ usant la forma d’a`rea dxdy, ∆ esdeve´ precisament l’operador de
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Laplace conegut. Per tant te´ sentit el nom que hem donat a ∆ encara que potser fent un
abu´s de notacio´.
Definicio´ 5.2. D’una funcio´ f que satisfaci l’equacio´ diferencial ∆f = 0 se’n diu funcio´
harmo`nica.
Si f e´s una funcio´ harmo`nica, notem que les parts reals i imagina`ries de f so´n
harmo`niques, ja que
∂∂(f ± f) = −∂∂f ± ∂(∂f) = 0± 0 = 0
Per veure el sentit contrari podem fer notar el segu¨ent lema.
Lema 5.3. Si tenim una funcio´ harmo`nica real φ en un entorn N d’un punt p ∈ X amb
X una superf´ıcie de Riemann. Llavors, hi ha un entorn obert U ⊂ N de p i una funcio´
holomorfa f en U amb φ = Re(f).
Podem observar que aquest resultat e´s bastant similar al conegut per a funcions holo-
morfes en entorns oberts de C com vam veure en ana`lisi complexa, ja que estem treballant
amb coordenades locals. Tot i aix´ı, podem mostrar com funciona la demostracio´ en la
nostra notacio´:
Considerem A una 1-forma real i∂φ + (i∂φ). Aleshores, la hipo`tesi que φ e´s harmo`nica
(∂∂φ = 0) ens diu que dA = 0. Llavors, per a un entorn obert de p que anomenarem
U , podem trobar una funcio´ ψ definida en U tal que A = dψ (ja que, en parcticular,
H1(U) = 0 i tenim una 1-forma A ∈ Ker(d), per tant, A ∈ Im(d : Ω0 → Ω1)).
En altres paraules, ∂ψ = −i∂φ i ∂ψ = i∂φ. Llavors,
∂(φ+ iψ) = ∂φ+ i∂ψ = 0
e´s a dir que si prenem f = φ+ iψ, obtenim el resultat que busca`vem en aquest lema.
Lema 5.4. Sigui φ una funcio´ harmo`nica real no constant en un obert connex U d’una
superf´ıcie de Riemann X. Aix´ı doncs, per a x ∈ U , hi ha un altre punt x′ ∈ U tal que
φ(x′) > φ(x).
Ho podem veure escrivint φ a prop de x com la part real d’una funcio´ holomorfa i fent
servir que les aplicacions holomorfes so´n aplicacions obertes (envien oberts a oberts).
5.2 La norma de Dirichlet
Sigui X una superf´ıcie de Riemann i sigui α una (1,0)-forma en X. Considerem la 2-forma
iα ∧ α. En una coordenada local z = x+ iy, si l’expressio´ de α en la coordenada local e´s
α = pdz, llavors
iα ∧ α = i|p|2dzdz = 2|p|2dxdy
Per tant, la nostra 2-forma e´s en realitat una 2-forma positiva. E´s a dir, podem fer
integracio´ sobre ella i podem definir la norma,
||α||2 :=
∫
X
iα ∧ α ∈ [0,∞]
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Podem comprovar que, si α te´ suport compacte, llavors la integral e´s finita i, efectivament,
defineix una norma en l’espai de (1,0)-formes de suport compacte.
Es pot observar que aquesta norma es deriva del producte
< α, β >=
∫
X
iα ∧ β.
Si tenim una forma d’a`rea ω en X, podem definir la nostra norma a partir de la funcio´
iα ∧ α = |α|2ω
Aleshores, podem reescriure la nostra norma com
||α||2 =
∫
X
|α|2ω
Aquesta norma, llavors, ens e´s me´s familiar. Tot i aix´ı, volem remarcar que la ”L2-
norma”no depe`n de la tria de la forma d’a`rea.
Podem identificar les 1-formes que hem vist al comenc¸ament del Cap´ıtol 3 amb les (1,0)-
formes, gra`cies a que podem enviar una 1-forma A al seu component (1,0): A1,0. Per
tant, notem que en realitat podem definir una norma en les 1-formes,
||A||2 = 2||A1,0||2
Lema 5.5. Siguin A,B 1-formes reals en una superf´ıcie de Riemann X. Llavors,∫
X
|A ∧B| ≤ ||A|| · ||B||
Aquest lema sera` usat en les demostracions del teorema principal a l’Annex. Tot i aix´ı,
no en veurem una demostracio´.
Definicio´ 5.6. Siguin f i g funcions reals i almenys una d’elles amb suport compacte en
X, definim el producte intern de Dirichlet com a
< f, g >D=< df, dg >
Definicio´ 5.7. Tambe´ podem definir la norma de Dirichlet com a
||f ||D = ||df ||
Tinguem en compte que aquesta norma segueix podent ser ∞.
Lema 5.8. Siguin f i g funcions reals i almenys una d’elles amb suport compacte en la
superf´ıcie X. Llavors,
< f, g >D=
∫
X
g∆f =
∫
X
f∆g
Veiem-ne la demostrcio´ en la nostra notacio´ de superf´ıcies de Riemann.
< f, g >D=< df, dg >= 2i
∫
X
∂ ∧ ∂g = 2i
∫
X
∂(f∂g)− f∂∂g =
∫
X
f∆g,
on hem fet servir el teorema de Stokes per veure que 2i
∫
X
∂(f∂g) = 0.
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5.3 Caracter´ıstica d’Euler i formes meromorfes
Abans d’endinsar-nos en la demostracio´ principal d’aquest Cap´ıtol 5, ens interessa fer
un petit estudi de la relacio´ de la caracter´ıstica d’Euler (i per tant el ge`nere) amb les
formes meromorfes en una superf´ıcie de Riemann.
Recordem primer de tot la definicio´ que ten´ıem de la caracter´ıstica d’Euler en altres
assignatures. Donada una triangulacio´ en una superf´ıcie, la caracter´ıstica d’Euler de la
triangulacio´ sera` χ = V −A+C on V,A i C so´n el nombre de ve`rtex, arestes i cares res-
pectivament. Recordem tambe´ que hem vist en assignatures com ara Topologia global de
corbes i superf´ıcies que aquesta definicio´ era independent de la triangulacio´ i que pod´ıem
definir el ge`nere d’una superf´ıcie tancada i orientable com a g = 1 − χ(S)/2. Aquesta
definicio´ del ge`nere, en realitat, coincideix amb la nostra definicio´ del ge`nere d’una su-
perf´ıcie de Riemann orientable vista al Cap´ıtol 3. Aquest fet resulta immediat assumint
el teorema de classificacio´ de superf´ıcies.
Considerem S una superf´ıcie compacta orientable i sigui α una 1-forma real en S, sigui ∆
el conjunt on α s’anul.la i suposem que aquest e´s discret. Sigui un punt p ∈ ∆, escollim
coordenades locals centrades en p, i representem α localment com a α = α1dx1 + α2dx2.
Per a un r petit, l’u´nic zero del vector (α1, α2) en el disc de radi r centrat a l’origen e´s
el propi origen. Per tant, la restricio´ d’aquesta funcio´ al cercle de radi r ens do´na una
aplicacio´ del cercle a R2 \ {0} que te´ un nombre enter com a ı´ndex. Es pot comprovar
que aquesta definicio´ no depe`n de la r escollida. Definim la multiplicitat mp(α) del zero
p de α com a aquest ı´ndex.
Proposicio´ 5.9. En la situacio´ que acabem de descriure,∑
p∈∆mp(α) = −χ(S).
Anomenarem la suma del costat esquerre la ”suma del zeros de α comptats amb
multiplicitats”. Assumirem pel que fa a aquest treball que aquesta proposicio´ es compleix,
almenys per a qualsevol 1-forma diferenciable α amb un conjunt de zeros discret i tal que
χ(S) = 2− 2g, on g e´s el ge`nere definit al Cap´ıtol 3.
5.3.1 Formes meromorfes i el ge`nere
Suposem ara que X e´s una superf´ıcie de Riemann compacta i que α e´s una 1-forma holo-
morfa en X que no e´s ide`nticament zero. Li associem la 1-forma real A = α+ α. En una
coordenada local podem escriure α com a α = f(z)dz. Els zeros d’A so´n els zeros de f ,
per tant, el conjunt de zeros e´s discret. La proposicio´ de l’apartat anterior ens diu que el
nombre de zeros comptats amb multiplicitat e´s 2g− 2. En particular, notem que si g = 0
llavors no hi pot haver aquest α i que si g = 1 una forma holomorfa no trivial no s’anul.la
enlloc.
Podem extendre aquesta discussio´ a les formes meromorfes. Fixem una forma d’a`rea
ω en X. Aleshores, podem definir una me`trica hermitiana en T ∗X ′,
ξ ∧ ξ = |ξ|2ω
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Sigui ara α una 1-forma meromorfa en X, escollim una funcio´ real ρ en R amb ρ(t) = 1
per a t petits i ρ(t) =
1
t
per a t grans i definim α˜ com a,
α˜ = ρ(|α|2)α
lluny dels pols de α i α˜ = 0 en els pols. Localment, vora un pol d’α, tenim que,
α˜ =
1
|f(z)|2 f(z)Rdz =
1
f(z)
Rdz,
on R e´s una funcio´ diferenciable estrictament positiva determinada per la forma d’a`rea
ω. Per tant, α˜ e´s diferenciable i els seus zeros so´n la unio´ dels zeros i els pols de α i,
clarament, la multiplicitat dels zeros d’α˜ (que corresponen als pols d’α) e´s igual a menys
l’ordre del pol. Aleshores, tenim la segu¨ent proposicio´.
Proposicio´ 5.10. Si α e´s una 1-forma meromorfa no trivial en una superf´ıcie com-
pacta de Riemann X, el nombre de zeros d’α menys el nombre de pols (comptant amb
multiplicitat) e´s igual a 2g − 2.
5.4 Teorema principal per a superf´ıcies de Riemann compactes
En aquest apartat, podrem enunciar finalment el Teorema principal per a superf´ıcies de
Riemann compactes i demostrar que una superf´ıcie de Riemann de ge`nere 1 e´s equivalent
com a superf´ıcie de Riemann a un tor complex.
El procediment que seguirem sera` el segu¨ent. En primer lloc, demostrar que a una su-
perf´ıcie de Riemann de ge`nere 1 X hi podem trobar una 1-forma holomorfa que no s’anul.la
enlloc. Per tant, usant el resultat vist al Cap´ıtol 3, tindrem que X e´s equivalent a C/Λ
on Λ e´s un reticle.
E´s a dir, el que ens interessa e´s estudiar be´ l’existe`ncia de 1-formes holomorfes en una
superf´ıcie de Riemann. Per tal de veure-ho, usarem el que podr´ıem considerar un cas
particular de la cohomologia de Dolbeault.
5.4.1 Cohomologia de Dolbeault
Recordem que al Cap´ıtol 3 hem vist els operadors diferencials ∂ i ∂ en una superf´ıcie
de Riemann X, i hav´ıem vist, mitjanc¸ant un diagrama, que aquests poden ser aplicats
a funcions holomorfes (Ω0) o a (0,1)-formes i (1,0)-formes (Ω0,1 i Ω1,0 respectivament).
Usant el diagrama mencionat, podem obtenir els segu¨ents grups que anomenarem de
cohomologia.
H0,0X = ker∂ : Ω
0 → Ω0,1
H1,0X = ker∂ : Ω
1,0 → Ω2
H0,1X = coker∂ : Ω
0 → Ω0,1
H1,1X = coker∂ : Ω
1,0 → Ω2
Podem observar que els espais H0,0X i H
1,0
X so´n els espais de funcions holomorfes i 1-formes
holomorfes respectivament. Pero` no tenim una idea tan clara del que representen els
altres dos grups.
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De fet, el grup H0,1X apareix quan intentem construir funcions meromorfes. Anem a veure-
ho.
Sigui p un punt de X, ens preguntem si hi ha una funcio´ meromorfa en X amb un pol
simple en p. Notem que, en realitat, ja sabem la resposta, perque` hem vist que la resposta
sera` afirmativa si i nome´s si X e´s equivalent a l’esfera de Riemann. Aix´ı que, me´s aviat, el
que haur´ıem de preguntar-nos e´s: donat X, com podem saber si X e´s equivalent a l’esfera
de Riemann?
Si considerem z una coordenada local al voltant de p, llavors
1
z
pot ser considerada
com una funcio´ meromorfa en un entorn de U . Introdu¨ım una cut-off function β com a
una funcio´ diferenciable amb suport en U i igual a 1 prop de p. Llavors, β
1
z
pot ser vista
com una funcio´ en X \ {p}, que l’extenem a 0 fora de U . Trobar una funcio´ meromorfa
amb un pol en p e´s equivalent a trobar una funcio´ diferenciable g en X tal que g+ β
1
z
e´s
holomorfa en X \ {p}.
Ara be´, si considerem
A = ∂(β
1
z
) = (∂β)
1
z
podem observar que te´ suport compacte (ja que β e´s igual a 1 prop de p). Per tant, podem
veure A com una (1, 0)-forma en X que s’exte´ en p amb 0. Per tant, el nostre problema
e´s equivalent a solucionar l’equacio´
∂g = −A
per l’element donat A ∈ Ω0,1X i g ∈ Ω0X desconeguda. Per definicio´, la solucio´ existeix si
i nome´s si la classe de A en el quocient H0,1X = coker∂ = Ω
0,1/Im∂ e´s zero (ja que sera`
zero si A ∈ Im∂). En particular, una solucio´ sempre existira` si H0,1X = 0.
Encara que no existeixi una solucio´, la classe d’A e´s un element ben definit de H0,1X associat
a un punt p en X. Com que si φ e´s una funcio´ diferenciable en X \ {p} que restringida
en un entorn de p e´s una funcio´ meromorfa amb un pol en p, llavors, per a un λ ∈ C,
φ− λβ 1
z
es pot extendre a una funcio´ diferenciable en X (holomorfa prop de p). E´s a dir
que,
[∂φ] = λ[A] ∈ H0,1X .
Suposem ara que tenim d punts diferents enX que anomenarem p1, . . . , pd. Ens preguntem
si podem trobar una funcio´ meromorfa i no holomorfa en X amb pols solament en el
conjunt de pi. Usant el mateix procediment anterior, obtenim que podem trobar tal
funcio´ holomorfa si podem trobar escalars tal que
λ1[A1] + · · ·+ λd[Ad] = 0 ∈ H0,1X
Aquesta afirmacio´ e´s deguda a que donada aquesta relacio´ lineal, obtenim una funcio´
meromorfa amb pols en els punts pi tal que λi 6= 0.
Usant aquests arguments, obtenim el segu¨ent resultat.
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Proposicio´ 5.11. Si H0,1X te´ dimensio´ finita h, llavors donats h+ 1 punts qualsevols en
X, hi ha una funcio´ meromorfa no holomorfa en X amb pols simples en algun subconjunt
del conjunt dels h+ 1 punts.
Es pot comprobar que efectivament e´s aix´ı ja que, com hem vist, es pot obtenir una
relacio´ lineal entre h + 1 elements qualsevols de H0,1X , i aquesta relacio´ sera` la condicio´
que necessita`vem.
5.4.2 Teorema principal per a superf´ıcies de Riemann compactes
Tots els arguments que hem usat fins ara han intentat il.lustrar el significat dels grups
H0,1X i H
1,1
X . Fins al moment, hem pogut formular el nostre problema a partir del grup
H0,1X , pero` no hem arribat gaire lluny. Per tal d’estudiar el nostre problema me´s a fons,
necessitarem el ja mencionat Teorema principal de superf´ıcies compactes de Riemann
(terminologia no esta`ndard).
Teorema 5.12. Sigui X una superf´ıcie de Riemann compacta i connexa i sigui ρ una
2-forma en X, llavors hi ha una solucio´ f de l’equacio´ ∆f = ρ si i nome´s si la integral
de ρ sobre X e´s zero i la solucio´ e´s u´nica (mo`dul addicio´ d’una constant).
La demostracio´ la farem me´s endavant, tal i com hem mencionat anteriorment. De
moment, veiem primer uns resultats que ens ajudaran a entendre perque` necessitem de-
mostrar aquest teorema per passar de superf´ıcies de Riemann compactes de ge`nere 1 a
un tor complex.
5.4.3 De superf´ıcie de Riemann de ge`nere 1 a tor complex i altres con-
sequ¨e`ncies del teorema principal
Al comenc¸ament d’aquest cap´ıtol, hem introdu¨ıt el que podr´ıem entendre com a coho-
mologia de Dolbeault i hem intentat il.lustrar el significat dels seus grups. Tot i aix´ı, no
hem arribat gaire lluny. Intentem ara donar una relacio´ entre aquesta cohomologia i la
cohomologia de De Rham.
Tenim les segu¨ents aplicacions naturals:
• Una aplicacio´ σ : H1,0 → H0,1 indu¨ıda per α 7→ α.
• Una aplicacio´ bilineal B : H1,0 ×H0,1 → C definida per B(α, [φ]) =
∫
X
α ∧ φ.
Notem que esta` ben definida ja que si canviem el representant φ per φ + ∂f , la integral
varia pel factor
∫
X
α ∧ ∂f = −
∫
X
∂(fα), que s’anul.la pel teorema de Stokes. Notem
tambe´ que l’aparellament e´s no degenerat.
• Una aplicacio´ i : H1,0 → H1 que es pot definir enviant 1-formes holomorfes a la seva
classe de cohomologia.
• Una aplicacio´ ν : H1,1 → H2 que definim com a l’aplicacio´ natural indu¨ıda per la
inclusio´ Im(∂ : Ω1,0 → Ω2) ⊂ Im(d : Ω1 → Ω2)
Teorema 5.13. Sigui X una superf´ıcie de Riemann compacta i connexa. Llavors es
compleixen les segu¨ents afirmacions:
1. L’aplicacio´ σ indueix un isomorfisme de H1,0 a H0,1.
2. L’aparellament B indueix un isomorfisme entre H0,1 ∼= (H1,0)∗.
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3. L’aplicacio´ H1,0⊕H0,1 → H1 definida com a (α, φ) 7→ i(α) + i(σ−1(φ)) e´s un isomor-
fisme.
4. L’aplicacio´ ν : H1,1 → H2 e´s un isomorfisme.
La demostracio´ d’aquest teorema so´n consequu¨e`ncies directes del teorema principal.
Per veure que σ e´s exhaustiva, comencem amb una classe [φ] ∈ H0,1. Volem trobar un
representant φ′ = φ+∂f tal que ∂φ′ = 0, ja que aixo` voldra` dir que α = φ′ e´s una 1-forma
holomorfa i la classe de φ e´s −σ(α). Per tant, volem trobar una solucio´ a l’equacio´
∂∂f = −∂φ
Com que ∂∂ =
1
2
i∆, pel teorema principal, podrem trobar una solucio´ d’aquesta equacio´
si la integral de ∂φ s’anul.la, i ho fa pel teorema de Stokes.
La composicio´ de σ amb l’aparellament bilineal B e´s,
< α, β >=
∫
X
α ∧ β
que sabem que e´s definida positiva. Per aquest motiu, σ ha de ser injectiva i B una
aplicacio´ dual. Com que si σ no fos injectiva, e´s a dir, no fos un isomorfisme, podr´ıem
trobar un α tal que l’aparellament amb β sigui 0 per a tot β, que contradiu el fet que
l’aparellament e´s no degenerat.
De les dues afirmacions que falten, nome´s en demostrarem la primera (e´s a dir l’afir-
macio´ 3.), ja que, de fet, l’afirmacio´ 4. no la farem servir.
Per tal de veure que l’aplicacio´ de 3. e´s un isomorfisme, usarem 1., que ens diu que σ e´s
un isomorfisme. Si tenim un (α, φ) ∈ H1,0 ⊕ H0,1 tal que e´s enviat al 0 de H1, llavors,
per ser σ un isomorfisme i el conjugat de 0 e´s 0, tenim que α i φ han de ser 0 (en els seus
grups respectius). Per tant, l’aplicacio´ e´s injectiva. Ara, usant el resultat 2., obtenim que
els generadors de H1,0 ⊕H0,1 so´n els generadors de H0,1 i (H0,1)∗ (que sabem que tenen
dimensio´ igual). Per tant, la dimensio´ de la imatge de l’aplicacio´ e´s la dimensio´ de H1 i
obtenim l’ exhaustivitat.
Del teorema en podem extreure que tant H1,0 com H0,1 so´n espais vectorials comple-
xos de dimensio´ g. Per tant, veiem que aqu´ı entra en joc altre cop el ge`nere g com a
invariant nume`rica (i no nome´s topolo`gica) de la geometria complexa d’una superf´ıcie de
Riemann.
Finalment, podem expresar alguns corol.laris com a consequ¨e`ncia del teorema.
Coro lari 5.14. Qualsevol superf´ıcie de Riemann connexa de ge`nere 0 e´s equivalent a
l’esfera de Riemann.
Podem veure clarament que si X te´ ge`nere 0, llavors la dimensio´ de H1 e´s 0 (e´s a
dir que H1 = 0). Per consegu¨ent, pel teorema, H0,1 = 0. Com hem vist anteriorment,
aquesta e´s condicio´ suficient per tal que existeixi una funcio´ meromorfa amb un u´nic pol
simple, i com a consequ¨e`ncia X sera` equivalent a l’esfera de Riemann.
Finalment, podem donar el corol.lari que ens permetra` demostrar el pas de superf´ıcie
de Riemann de ge`nere 1 a tor complex.
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Coro lari 5.15. Qualsevol superf´ıcie de Riemann compacta de ge`nere 1 e´s equivalent a
un tor complex C/Λ per a cert reticle Λ.
Notem que si el ge`nere e´s 1 llavors la dimensio´ del primer grup de cohomologia e´s 2 i,
per la tercera afirmacio´ de l’anterior teorema, la dimensio´ de H1,0 e´s 1. Per tant, notem
que tenim una 1-forma holomorfa α no trivial. Falta veure que aquesta no s’anul.la enlloc:
com que la nostra superf´ıcie e´s compacta i orientable, pels resultats vistos al Cap´ıtol 5.3,
obtenim que α no pot tenir zeros (ja que al ser 1-forma holomorfa no te´ pols i 2g− 2 = 0
perque` g = 1).
Per tant, hem trobat una 1-forma holomorfa que no s’anul.la enlloc i podem aplicar el
resultat final del Cap´ıtol 3 per tal de veure que ha de ser equivalent a un tor complex.
Observem que, encara que no ens interessi pels propo`sits d’aquest cap´ıtol, podem do-
nar un resultat me´s general.
Coro lari 5.16. Sigui X una superf´ıcie de Riemann compacte de ge`nere g i siguin p1, · · · , pg+1
punts diferents en X. Llavors hi ha una funcio´ meromorfa no constant en X amb pols
en algun subconjunt del conjunt de punts pi.
Podem observar que aquest u´ltim corol.lari es deriva directament del teorema i de la
proposicio´ anteriors.
5.5 Demostracio´ del teorema principal
Finalment, en aquest apartat demostrarem exclusivament el teorema principal que hem
introdu¨ıt anteriorment. Notem que e´s l’u´nic que ens falta per demostrar la nostra impli-
cacio´ de superf´ıcies de Riemann de ge`nere 1 a tor complex, ja que hem vist el corol.lari
de l’apartat anterior (que assumia el teorema principal).
Com hem mencionat anteriorment, la demostracio´ d’aquest teorema e´s molt llarga, pero`
en aquest apartat intentarem explicar (o almenys donar una idea) de tots els conceptes
involucrats i deixar la part me´s anal´ıtica de la demostracio´ per a l’annex.
Podem fer notar que el teorema consisteix en les tres afirmacions segu¨ents:
• Si hi ha una solucio´ de l’equacio´ ∆φ = ρ, llavors la integral de ρ e´s zero.
• Si hi ha una solucio´, llavors aquesta e´s u´nica mo`dul l’addicio´ d’una constant.
• Si ρ e´s una forma d’integral zero, llavors podem trobar una solucio´.
En realitat, la complicacio´ de la demostracio´ d’aquest teorema es troba en la tercera
afirmacio´, ja que les dues primeres es poden veure fa`cilment.
Notem que la primera afirmacio´ prove´ del teorema de Stokes, ja que per a tot φ,∫
X
∆φ = 2i
∫
X
∂∂φ = 2i
∫
X
d(∂φ) = 0.
La segona afirmacio´ e´s equivalent a l’afirmacio´ que les u´niques funcions harmo`niques
(solucions de l’equacio´) so´n les constants. Encara que podriem veure aquesta afirmacio´ a
partir del principi del mo`dul ma`xim, nosaltres usarem la integral de Dirichlet. Escrivim
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∫
X
|df |2 =
∫
X
f∆f = 0
quan ∆f = 0. Per tant, df s’anul.la a tot arreu en X. E´s a dir, f e´s constant.
Aleshores, ja tenim demostrades les dues primeres afirmacions i, com hem dit, la part
llarga de la demostracio´ sera` la tercera afirmacio´. Per veure-la necessitarem mencionar
un teorema molt important i conegut anomenat el Teorema de representacio´ de Riesz.
5.5.1 Teorema de representacio´ de Riesz
Com que voldrem usar l’integral de Dirichlet per veure la demostracio´, ens e´s u´til estudiar
els espais de Hilbert. Recordem que hem definit la norma i el producte intern de funcions
de Dirichlet en la superf´ıcie X. Tant la norma com el producte so´n invariants respecte
a constants. Per tant, sigui C∞(X)/R l’espai vectorial que obtenim al dividir per les
funcions constants, la norma i el producte descendeixen en aquest quocient.
Proposicio´ 5.17. La norma de Dirichlet i el producte intern fan que C∞(X)/R sigui un
espai pre-hilbertia`.
Fem notar primer que a nivell notacional sovint confondrem una funcio´ en X i la seva
classe d’equivale`ncia en C∞(X)/R. Aixo` e´s degut al fet que si fixem una me`trica (una
forma d’a`rea) en X, podem identificar C∞(X)/R amb l’espai de funcions en X d’integral
zero.
Anem a veure pero` la demostracio´ de la proposicio´. Suposem que ρ e´s una 2-forma
en X. Per a totes funcions φ, ψ en X, tenim∫
X
ψ(ρ−∆φ) =
∫
X
ψρ−
∫
X
ψ∆φ =
∫
X
ψρ−
∫
X
5φ5 ψ =
∫
X
ψρ− < φ,ψ >D.
Notem que l’equacio´ ∆φ = ρ e´s equivalent a que per a tota funcio´ ψ,
∫
X
ψ(ρ−∆φ) = 0.
Per tant, observant els ca`lculs anteriors, notem que e´s equivalent a,∫
X
ψρ =< ψ, φ >D,
per a tot ψ ∈ C∞(X).
Podem defir ρ˜ com a
ρ˜(ψ) =
∫
X
ρψ.
Llavors, si la integral de ρ e´s 0, ρ˜ indueix una aplicacio´,
ρ˜ : C∞(X)/R→ R
i el nostre problema e´s trobar un φ tal que ρ˜ =< ψ, φ >D per a tot ψ. Aquesta reformulacio´
del resultat que volem aconseguir e´s deguda a que ara ens sera` molt u´til el teorema conegut
com a Teorema de representacio´ de Riesz de teoria d’espais de Hilbert.
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Teorema 5.18. Sigui H un espai real de Hilbert i sigui σ : H → R una aplicacio´ lineal
acotada (e´s a dir que hi ha una constant C tal que |σ(x)| ≤ C||x|| per a tot x ∈ H).
Llavors hi ha una z ∈ H tal que
σ(x) =< z, x >,
per a tot x ∈ H.
Es notara` que ens estem endinssant en teoria d’espais de Hilbert, que no e´s precisa-
ment l’a`rea que ens interessa aprofundir en aquest treball. Per aquest motiu, no veurem
una demostracio´ del teorema de representacio´ de Riesz. Tot i aix´ı, la seva demostracio´ es
pot trobar en molts llibres d’ana`lisi funcional.
Amb aquesta reformulacio´, notem que la demostracio´ del teorema principal per a su-
perf´ıcies compactes de Riemann consistira` en dues parts. Primer ens interessara` poder
aplicar el teorema de representacio´ de Riesz, per tant, necessitem posar-nos en un context
d’espai de Hilbert (i no solament d’espai pre-Hilbertia`). Ens interessa treballar amb el
que s’anomena complecio´ d’un espai pre-Hilbertia`, pero`, altre cop, no entrarem en ex-
cessiu detall (recordem que ja hem mencionat que el nostre objectiu era donar almenys
les idees principals de la demostracio´ del teorema principal i no tant totes les parts amb
tots els detalls). Sigui H la complecio´ del nostre espai pre-Hilbertia` C∞/R sota la norma
de Dirichlet, un punt de H e´s una classe d’equivale`ncia de se`ries de Cauchy (ψi) sota la
relacio´ d’equivale`ncia (ψi)∼(ψ′i) si ||ψi − ψ′i||D → 0.
El que necessitem saber principalment e´s el segu¨ent teorema (que, almenys per ara dona-
rem per assumit):
Teorema 5.19. ρ˜ : C∞(X)/R → R e´s acotat. E´s a dir, hi ha una constant C tal que
|ρ˜(ψ)| ≤ C||ψ||D per a tot ψ en C∞(X)/R.
D’aquest teorema n’obtenim que ρ˜ es pot extendre a una aplicacio´ lineal acotada de
H a R (que denotarem encara com a ρ˜). Aquest fet e´s degut al fet que per a tota se`rie
de Cauchy (ψi) en C
∞(X)/R, la se`rie ρ˜(ψi) e´s Cauchy en R, per tant, podem definir la
extensio´ prenent el l´ımit.
Com que hem obtingut un espai de Hilbert H, llavors podem aplicar el teorema de repre-
sentacio´ de Riesz i obtenim que existeix un φ en H amb ρ˜(ψ) =< φ,ψ >D per a tot ψ.
Anomenarem un φ d’aquest tipus solucio´ feble del nostre problema.
La segona part de la demostracio´ del teorema principal, sera` demostrar el segu¨ent te-
orema.
Teorema 5.20. Si ρ e´s una 2-forma diferenciable en X d’integral 0, llavors una solucio´
feble φ en H d’equacio´ ρ˜ =< ψ, φ >D e´s diferenciable. E´s a dir, es troba dins del
subconjunt C∞(X)/R de H.
Per tant, com hem anat argumentant, el que ens falta per veure so´n les demostraci-
ons d’aquests dos u´ltims teoremes. No les inclourem dins d’aquest cap´ıtol sino´ que les
inclourem en l’Annex, ja que la demostracio´ e´s de caire fortament anal´ıtic i ens des-
viar´ıem excessivament del nostre punt de mira que so´n les superf´ıcies de Riemann. En
definitiva, en aquest cap´ıtol donem per finalitzada la demostracio´ del teorema principal,
i, com a consequ¨encia, del principal objectiu d’aquest cap´ıtol: veure que una superf´ıcie
de Riemann compacta de ge`nere 1 e´s equivalent a un tor complex.
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6 Llei de grup
Finalment, ja hem vist totes les equivale`ncies entre corbes el.l´ıptiques, superf´ıcies de Rie-
mann de ge`nere 1 i tors complexos.
Per acabar, l’u´ltima cosa que ens falta veure e´s la propietat mencionada a l’Introduccio´
que s’anomena la llei de grup. Per tal de veure-la plantegem el segu¨ent problema.
Un tor complex e´s, additivament parlant, un grup, i, de fet, e´s un grup abelia`. Pero`, com
hem vist durant els u´ltims cap´ıtols, una corba el.l´ıptica e´s equivalent com a superf´ıcie de
Riemann a un tor complex. Per tant, e´s lo`gic preguntar-se de quina forma podem veure
una corba el.l´ıptica com a grup abelia`. Aqu´ı e´s on entra en joc la llei de grup.
Abans d’endinsar-nos a veure-la, cal fer notar al lector que el nostre objectiu e´s donar el
concepte darrere d’aquesta llei de grup (ja que sembla una pregunta natural que sorgeix
al haver demostrat que tor complex i corba el.l´ıptica so´n conceptes equivalents). En cap
cas pretenem definir detalladament tots els conceptes que impliquen el llenguatge que
usarem. Ens recolzem fortament en coneixements de corbes algebraiques, que es poden
estudiar a l’assignatura Geometria Algebraica.
Recordem que a l’introduir les corbes el.l´ıptiques hem parlat de corba af´ı i projectiva
sense donar un enfoc gaire geome`tric. El concepte en si de corba algebraica e´s similar al
que vam definir per a corba el.l´ıptica, aix´ı que ens prendrem la llibertat de tractar amb
aquest vocabulari.
Definicio´ 6.1. Donada una corba algebraica C, direm que e´s una cu´bica si el polinomi
que la defineix e´s un polinomi cu´bic.
Definicio´ 6.2. Donada una corba algebraica C, direm que e´s una corba irreductible si el
polinomi que la defineix e´s un polinomi irreductible.
Notem que, en particular, una corba el.l´ıptica e´s una cu´bica irreductible. Cal fer notar,
tambe´, que hav´ıem dit que de la irreductibilitat del polinomi f en la definicio´ de corba
el.l´ıptica (definida per P (w, z) = w2 − f(z)) n’obtenim que no hi ha cap punt on totes
tres derivades parcials s’anul.lin. D’aquest fet, encara que no l’hem definit pro`piament,
se’n diu que la cu´bica no sigui singular (e´s a dir que no tingui cap punt singular).
Donades dues corbes projectives, podem obtenir els seus punts d’interseccio´ fa`cilment
a trave´s de la resolucio´ d’un sistema (notem que al treballar amb corbes projectives tre-
ballem amb polinomis homogenis, per tant, en el cas de la corba el.l´ıptica, treballem amb
el nostre polinomi homogene¨ıtzat). Tot i aix´ı, hi ha dos resultats molt importants dels
quals no en veurem una demostracio´: el Teorema de`bil de Be´zout i el Teorema de Be´zout.
Teorema 6.3. Considerem κ un cos infinit i F,G ∈ κ[x0, x1, x2] polinomis homogenis de
graus d i e respectivament. Si F i G so´n coprimers, llavors ](V (F ) ∩ V (G)) ≤ d · e (on
V (F ) i V (G) so´n les corbes que defineixen els polinomis F i G respectivament).
Aquest teorema s’anomena Teorema de`bil de Be´zout, pero`, de fet, hi ha un teorema
que ens diu que aquesta desigualtat e´s en realitat una igualtat comptant multiplicitats
d’interseccio´ (Teorema de Be´zout).
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Recordem altre cop que no en veurem una demostracio´. De totes maneres, es tracta de
demostracions fetes a l’assignatura de Geometria Algebraica, i, per a detalls me´s expl´ıcits,
es pot trobar a diversos llibres de geometria algebraica com ara el llibre Algebraic Curves
de Fulton. Pel que fa al teorema de Be´zout (e´s a dir, no solament al de`bil), necessitariem
introduir el concepte de multiplicitat d’interseccio´ entre corbes algebraiques i suposaria
un volum de teoria que no podr´ıem assolir en aquesta memo`ria. Ens prendrem la llibertat
de suposar que sabem el resultat obtingut pel teorema encara que solament donem una
idea del concepte de multiplicitat d’interseccio´.
Per fer-nos-en almenys una idea farem una breu explicacio´. Podem pensar que si la mul-
tiplicitat d’interseccio´ entre una cu´bica i una recta en un determinat punt e´s 2, llavors
aquesta recta e´s tangent a la corba en aquest punt, i, si la multiplicitat e´s 3, llavors aquest
punt e´s un punt d’inflexio´. Per tant, si tenim dues corbes, calcular la multiplicitat d’in-
terseccio´ seria com aproximar localment una corba i calcular la multiplicitat localment
en cada punt (en concret, ens referim a les arrels de Puiseux). De totes maneres, no ens
volem entretindre me´s amb aquest concepte. Notem que estem treballant amb una cu´bica
(la nostra corba el.l´ıptica), per tant, no ens entretindrem a explicar altres multiplicitats
me´s altes de 2 i 3.
Ara, pero`, podem observar que la interseccio´ de dues cu´biques sera` de 9 punts (comptant
multiplicitats).
Definicio´ 6.4. Considerem F i G corbes projectives planes de graus m i n respectivament
sense components comuns (els seus polinomis no tenen components comuns). Llavors,
definim el cicle d’interseccio´ com la ”suma ponderada”
F ·G =∑p∈F∩G I(p, F ∩G)p,
on I(p, F ∩G) e´s la multiplicitat de p en la interseccio´.
Per tal de demostrar la llei de grup necessitarem el segu¨ent resultat.
Proposicio´ 6.5. Considerem C una cu´bica irreductible i C ′, C ′′ cu´biques. Suposem ara
que C ′ · C = ∑9i=1 pi, on els pi so´n punts simples (no necessa`riament diferents) de C i
suposem que C ′′ · C =∑8i=1 pi +Q. Llavors, Q = p9.
Sigui L una recta que passi per p9 i que no passi per Q, aleshores L · C = p9 +R+ S
per a certs punts R,S de la cu´bica. Amb uns instants de reflexio´, observem que el cicle
d’interseccio´ de C amb la unio´ de L i C ′′ (que denotarem per LC ′′ · C) e´s LC ′′ · C =
C ′ · C +Q+ R + S. Com que el cicle d’interseccio´ de C amb la unio´ d’una cu´bica i una
recta ens dona el cicle d’interseccio´ de C amb una cu´bica i Q+R+ S, hi ha d’haver una
recta L′ tal que L′ ·C = Q+R+ S. Pero`, com que L i L′ tallen a la cu´bica en dos punts
iguals i despre´s en un tercer punt p9 i Q respectivament, tenim que aquests dos punts han
de ser iguals. E´s a dir, que p9 = Q.
6.1 Addicio´ en una cu´bica i llei de grup
Considerem una corba no singular, per exemple, la nostra corba el.l´ıptica E. Per a dos
punts qualsevol P i Q hi ha una u´nica recta L tal que L · E = P + Q + R per a algun
punt R ∈ E (si P = Q, llavors L e´s tangent a E al punt P ). Definim ara l’operacio´
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ϕ : E × E → E,
on ϕ(P,Q) = R.
Podr´ıem entendre ϕ com una addicio´ en la nostra corba el.l´ıptica, pero` ens falta la iden-
titat. Per tal de solucionar aquest problema, escollim un punt que anomenarem 0 en E.
Llavors, definim l’addicio´ en la corba com a
P ⊕Q = ϕ(0, ϕ(P,Q))
Finalment, ja podem anunciar la proposicio´ que coneixerem com a llei de grup en el nostre
cas de corba el.l´ıptica.
Proposicio´ 6.6. La corba E amb l’addicio´ ⊕ e´s un grup abelia` on 0 n’e´s la identitat.
Notem que, clarament, si tenim P i Q d’E, P ⊕ Q ∈ E, ja que l’addicio´ e´s un ca`lcul
d’interseccio´ de rectes amb la corba E. La commutativitat tambe´ e´s clara per definicio´.
L’element neutre e´s el 0 i l’element invers d’un punt P e´s el punt que anomenarem −P
tal que ϕ(P,−P ) sigui el punt d’interseccio´ entre la corba i la recta tangent al 0.
Solament ens falta l’associativitat. Fixem-nos en la segu¨ent imatge.
Considerem L1 ·E = P +Q+ S′, M1 ·E = 0 + S′ + S, L2 ·E = S +R+ T ′ i considerem
M2 · E = Q+R + U ′, L3 · E = 0 + U ′ + U , M3 · E = P + U + T ′′. Observant la imatge,
notem que P ⊕ (Q ⊕ R) = ϕ(0, T ′) i (P ⊕ Q) ⊕ R = ϕ(0, T ′′), per tant, el que hem de
veure e´s que T ′ = T ′′.
Considerem les cu´biques C ′ i C ′′ on C ′ e´s la unio´ de les rectes L1, L2, L3 i C ′′ e´s la
unio´ de les rectes M1,M2,M3. Ara podem aplicar la proposicio´ anterior agafant la cu´bica
irreductible E (la nostra corba el.l´ıptica) i les cu´biques C ′ i C ′′ i obtenim que T ′ = T ′′. En
definitiva, hem vist la propietat d’associativitat de l’addicio´ en la cu´bica i hem demostrat
la llei de grup.
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7 Conclusions
En aquesta memo`ria hem aconseguit; introduir els conceptes de corbes el.l´ıptiques i su-
perf´ıcies de Riemann i treballar amb algunes de les seves propietats, l’equivale`ncia entre
corbes el.l´ıptiques, superf´ıcies de Riemann de ge`nere 1 i tors complexos i, finalment, la llei
de grup dins d’una corba el.l´ıptica.
D’aquesta equivale`ncia n’hem estat parlant durant tota la memo`ria, pero`, cal mencio-
nar que, en realitat, el que hem fet e´s aconseguir demostrar un cas particular de teoremes
importants com ara Riemann-Roch o el teorema d’uniformitzacio´ de Riemann. Clara-
ment, com que el tema central eren les corbes el.l´ıptiques, no hem pogut parlar d’aquests
teoremes me´s generals i amb aplicacions molt importants en l’a`rea de la geometria al-
gebraica i de les superf´ıcies de Riemann. Tot i aix´ı, ens ha quedat una memo`ria molt
completa que abarca l’introduccio´ de les superf´ıcies de Riemann i les corbes el.l´ıptiques i
en treu propietats molt interessants.
Una altra mencio´ important a fer e´s que ens hem centrat en les corbes el.l´ıptiques sobre
els nombres complexos. L’estudi de les corbes el.l´ıptiques sobre cossos no necessa`riament
algebraicament tancats dona lloc a resultats molt sorprenents. Com per exemple, l’estudi
de les corbes el.l´ıptiques sobre els nombres enters o racionals ens dona una demostracio´
d’alguns primers casos del conegut teorema de Fermat. Per tant, com es pot observar,
les corbes el.l´ıptiques juguen un paper molt important en diverses branques de les ma-
tema`tiques i ens permeten tenir una visio´ panora`mica englobant diverses a`rees com ara
la geometria algebraica, la topologia, la teoria de nombres i l’ana`lisi.
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8 Annex
En aquesta seccio´ inclourem algunes demostracions i ca`lculs que hav´ıem deixat per me´s
endavant. Primer farem el ca`lcul de la integral al intentar calcular la longitud d’arc d’u-
na el.lipse i mostrarem que ens dona una integral el.l´ıptica, com hem donat per fet a la
memo`ria.
Llavors, demostrarem el Lema 3.15 que parlava de la particio´ de la unitat i ens havia
servit per definir la integral d’una 2-forma (recordem que hav´ıem deixat la demostracio´
per l’Annex).
Per u´ltim, inclourem les demostracions dels dos teoremes que ens faltaven per veure
en la demostracio´ del teorema principal. D’aquesta manera, haurem, finalment, acabat
la demostracio´ de la memo`ria per complet.
8.1 Ca`lcul de la longitud d’arc d’una el.lipse
Procedirem a fer el ca`lcul de l’integral que hav´ıem donat a l’Introduccio´. Recordem que
ten´ıem l’el.lipse {(acos(ϕ), bsin(ϕ)) ∈ R2|ϕ ∈ R} i sigui ϕ0, ϕ1 ∈ [0, pi] i vol´ıem calcular la
longitud d’arc l del segment de l’el.lipse ϕ0 6 ϕ 6 ϕ1. Hav´ıem dit que la integral sortia
de la forma
l = 12
∫ x1
x0
1− cx√
x(x− 1)(1− cx)dx amb xi = xi(ϕi) ∈ R i c = 1−
a2
b2
.
Anem a comprovar-ho. Podem veure el ca`lcul a partir del cas ba`sic on ϕ0 = 0 i ϕ1 ∈
[0, pi/2]. La longitud d’arc l pot ser calculada com a
l(ϕ1) =
∫ ϕ1
0
√
(
d
dϕ
(a cosϕ))2 + (
d
dϕ
(b sinϕ))2dϕ =
∫ ϕ1
0
√
a2 sin2 ϕ+ b2 cos2 ϕdϕ =
b
∫ ϕ1
0
√
1− (b
2 − a2
b2
) sin2 ϕdϕ.
Si anomenem c a
b2 − a2
b2
i fem el canvi de variable t = sinϕ, e´s a dir,
dt = cosϕdϕ
dϕ =
dt√
1− t2
tindrem que la integral sera`
b
∫ sinϕ1
0
√
1− ct2√
1− t2 dt.
Fent, altre cop, el canvi de variable x = t2 (dx = 2t dt i dt =
dx
2
√
x
), tindrem la integral
b
2
∫ sin2 ϕ1
0
√
1− cx√
1− x
1√
x
dx =
b
2
∫ sin2 ϕ1
0
1− cx√
x(x− 1)(1− cx)dx,
que e´s la forma de la integral a la que vol´ıem arribar.
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8.2 Demostracio´ del Lema 3.15
Primer recordem l’enunciat del lema en particular.
Lema 8.1. Sigui K un subconjunt compacte d’una superf´ıcie S i siguin U1, · · · , Un con-
junts oberts de S amb K ⊂ U1 ∪ · · · ∪ Un. Llavors hi han funcions diferenciables no
negatives f1, · · · , fn a S, cadascuna amb suport compacte i el suport de fi contingut a Ui,
tal que f1 + · · ·+ fn = 1 a K.
Per tal de veure-ho comenc¸arem amb en cas en que` n = 1, i, dins d’aquest cas conside-
rem el cas especial en que` S = U1, aquest e´s el disc unitat en R2 i K e´s el disc tancat de
radi 1/2. Llavors, prenem la funcio´ (no negativa) f(x1, x2) = F (
√
x21 + x
2
2), on F e´s una
funcio´ d’una variable amb F (r) = 1 per a r ≤ 1/2 i F (r) = 0 per a r ≥ 3/4, per exemple.
Considerem ara el cas general on n = 1. Per a cada punt p ∈ K, agafem una carta
coordenada local que envia un disc Dp centrat a p al disc obert unitat en R2 i la clausura
Dp al disc unitat tancat. Sigui
1
2
Dp l’antiimatge del disc obert de radi 1/2 en R2. Podem
suposar (reescalant la carta coordenada) que la clausura de Dp es troba dins de U1. El
conjunt de discs oberts
1
2
Dp on p ∈ K forma un recobriment obert de K, per tant, podem
trobar un subrecobriment finit (per ser K compacte) que correspon als punts p1, · · · , pN .
Per a cada j ≤ N tenim una funcio´ gj amb suport compacte a Dpj i igual a 1 a la clausura
de
1
2
Dpj (fent servir el cas especial anterior). Extenem gj en el 0 per tal de veure-la com
a una funcio´ en S. Si definim g com a g =
∑
gj , aquesta te´ les segu¨ents propietats:
• g ≥ 1 a K, ja que cada punt de K es troba en almenys un disc 1
2
Dpj , al qual gj = 1.
• g te´ suport compacte contingut a U1, ja que el suport de g e´s la unio´ finita dels suports
de gj , que estan continguts en els discs compactes
1
2
Dpj ⊂ U1.
Ara prenem una funcio´ diferenciable no negativa H d’una variable tal que H(t) = 1
si t ≥ 1 i tal que H(t) = 0 si t ≤ 1/2. Llavors, f1 := H ◦g te´ la propietat desitjada (f1 = 1
a K i el suport de f1 e´s un conjunt compacte de U1).
Un cop vist el cas inicial n = 1, considerem el cas general on K ⊂ U1 ∪ · · · ∪ Un. Fent el
mateix procediment que en el primer cas, obtenim discs
1
2
Upi ⊂ Upi per a i = 1, . . . , N ,
on
• K ⊂ 1
2
Upi ∪ · · · ∪
1
2
DpN .
• per a cada j hi ha un i(j) tal que el disc tancat (compacte) Dpj esta` contingut a Ui(j).
Ara, per a i = 1, . . . , N , siguin
Ki =
⋃
i(j)=i
1
2
Dpj ,
Ni =
⋃
i(j)=iDpi
i
Ji =
⋃
i(j)=iDpj ,
llavors Ki i Ji so´n compactes, Ni e´s obert, tenim
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Ki ⊂ Ni ⊂ Ji ⊂ Ui
i K ⊂ ⋃iKi. Aplicant els arguments anteriors a cada Ji ⊂ Ui, trobem funcions dife-
renciables hi en S amb hi = 1 en Ji i amb hi amb suport compacte en Ui. Per tant, si
h =
n∑
i=1
hi, tenim h ≥ 1 en J1 ∪ · · · ∪ Jn. Sigui N el conjunt obert de S
N = N1 ∪ · · · ∪Nn.
Aplicant, altre cop, els arguments anteriors podem trobar una funcio´ A amb suport com-
pacte en N i amb A = 1 en K. Per tant, h ≥ 1 en el suport d’A, e´s a dir, la rao´ A/h
s’exte´ a una funcio´ diferenciable en S. Finalment, escrivim
fi =
Ahi
h
.
Aleshores, fi te´ suport compacte en Ui i
∑
fi = 1 en K, ja que A = 1 all´ı.
8.3 Demostracio´ del teorema principal
Abans d’endinsar-nos en la demostracio´, recordem, per un moment, els enunciats dels dos
teoremes que volem demostrar.
Teorema 8.2. ρ˜ : C∞(X)/R → R e´s acotat. E´s a dir, hi ha una constant C tal que
|ρ˜(ψ)| ≤ C||ψ||D per a tot ψ en C∞(X)/R.
Teorema 8.3. Si ρ e´s una 2-forma diferenciable en X d’integral 0, llavors una solucio´
feble φ en H d’equacio´ ρ˜ =< ψ, φ >D e´s diferenciable. E´s a dir, que es troba dins del
subconjunt C∞(X)/R de H.
Per veure el Teorema 8.2 ens recolzarem en el ca`lcul de dues variables reals. Sigui Ω
un conjunt acotat, convex i obert de R2 (considerarem un disc), sigui A l’a`rea de Ω i d el
seu dia`metre, llavors, tenim el segu¨ent teorema.
Teorema 8.4. Sigui ψ una funcio´ diferenciable real en un obert que contingui la clausura
Ω i sigui ψ la mitjana
ψ =
1
A
∫
Ω
ψdµ,
on dµ e´s la mesura de Lebesgue esta`ndard a R2. Aleshores, per a x ∈ Ω, tenim
|ψ(x)− ψ| ≤ d
2
2A
∫
Ω
1
|x− y| | 5 ψ(y)|dµy,
on la notacio´ indica que la variable d’intgracio´ e´s y ∈ Ω.
Aplicant una translacio´, podem suposar que el punt x e´s l’origen de R2 i que ψ(0) = 0
(ja que podem cambiar ψ per l’addicio´ d’una constant). Si treballem en coordenades
polars (r, φ) esta`ndard al pla, podem escriure
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ψ =
1
A
∫ 2pi
0
∫ R(φ)
0
ψ(r, φ)rdrdφ,
on R(φ) e´s la llarga`ria de la part del raig a l’angle φ que cau a Ω (usem que Ω e´s convex).
Si introdu¨ım una altra variable radial obtenim, per a cada (r, φ),
ψ(r, φ) =
∫ r
0
∂ψ
∂ρ
dρ,
ajudant-nos del fet que ψ s’anul.la a l’origen. Per tant, podem observar que tenim,
ψ =
1
A
∫ 2pi
0
∫ R(φ)
0
∫ r
ρ=0
r
∂ψ
∂ρ
dρdrdφ.
Intercanviant l’ordre de les integrals de r i ρ obtenim,
ψ =
∫ 2pi
0
∫ R(φ)
ρ=0
(
∫ R(φ)
r=ρ
rdr)
∂ψ
∂ρ
dρdφ.
La integral entre pare`ntesi e´s ∫ R(φ)
r=ρ
rdr =
1
2
(R(φ)2 − ρ2),
que e´s positiu i menor o igual que R(φ)2/2, i, per definicio´, R(φ) ≤ d. Per tant,
|ψ| ≤ d
2
2A
∫ 2pi
0
∫ R(φ)
0
1
ρ
|∂ψ
∂ρ
|ρdρdφ.
El mo`dul de la derivada radial, e´s a dir |∂ψ
∂ρ
|, e´s, com a ma`xim, el mo`dul de la derivada
∇ψ, per tant, canviant altre cop a una notacio´ lliure de coordenades, obtenim
|ψ| ≤ d
2
2A
∫
Ω
1
|y| |∇ψy|dµy,
tal i com vol´ıem veure.
Coro lari 8.5. Sota la mateixa hipo`tesi que l’anterior teorema tenim,∫
Ω
|ψ(x)− ψ|2dµx ≤ (d
3pi
A
2
)
∫
Ω
|∇ψ|2dµ.
Per tal de verure-ho, necessitarem introduir la nocio´ de la convulucio´ de funcions en
R2. Siguin f i g funcions, definim la convulucio´ com a
(f ∗ g)(x) =
∫
R2
f(y)g(x− y)dµy.
La convulucio´ e´s commutativa i associativa i, si considerem una norma invariant per a
translacions en R2, ‖ ‖T , llavors tenim
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‖f ∗ g‖T ≤ ‖f‖L1‖g‖T ,
on ‖f‖L1 e´s la norma L1 habitual ‖f‖L1 =
∫
R2
|f |dµ.
De fet, aquest fet e´s cert quan ‖ ‖T e´s la norma L2 segu¨ent,
‖g‖2L2 =
∫
R2
|g|2dµ.
Un cop introdu¨ıda la nocio´ de convulucio´, podem retornar a la prova del nostre corol.lari.
Definim
K(x) =
d2
2A
1
|x| , per a |x| < d,
i definim K(x) = 0 per a |x| ≥ d. Tot i que te´ una singularitat a l’origen, aquesta funcio´
e´s integrable, i
‖K‖L1 = 2pi
d2
2A
∫ d
0
dr =
d3pi
A
.
Si definim una funcio´ g en R2 com a g(y) = |∇ψ(y)| si y ∈ Ω i g(y) = 0 si no hi pertany,
llavors la convulucio´ K ∗ g e´s una funcio´ positiva en el pla real i el Teorema 8.3 ens diu
que per a tot x ∈ Ω,
|ψ(x)− ψ| ≤ |(K ∗ g)(x)|.
Per tant, ∫
Ω
|ψ(x)− ψ|2dµx ≤ ‖K ∗ g‖2L2 ≤ ‖K‖2L1‖g‖2L2 ≤ (
d3pi
A
)2‖∇ψ‖2L2 ,
tal i com vol´ıem veure.
Un cop aconseguits aquests resultats podem demostrar el nostre Teorema 8.2. Co-
menc¸arem pel cas en que` ρ te´ el suport en una sola carta coordenada en la nostra su-
perf´ıcies de Riemann , que identifiquem amb un conjunt acotat convex Ω en C = R2.
Treballant en aquest sistema de coordenades locals, usem la forma d’a`rea de Lebesgue
per tal d’identificar funcions amb 2-formes (recodem que pod´ıem fer aquesta identificacio´
si ten´ıem una forma d’a`rea). Aleshores, podem veure ρ com a una funcio´ d’integral 0 amb
suport en Ω. De la mateixa manera, una funcio´ ψ en X pot ser vista com una funcio´ en
un entron de Ω ⊂ C (que seguirem anomenant ψ), i, per tant, podem escriure
ρ˜(ψ) =
∫
Ω
ρ ψ dµ.
Com que la integral de ρ e´s zero, tambe´ tenim
ρ˜(ψ) =
∫
Ω
ρ(ψ − ψ)dµ,
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i, per la desigualtat de Cauchy-Schwartz,
|
∫
Ω
ρ(ψ − ψ)dµ |≤ ‖ρ‖L2(Ω)‖ψ − ψ‖L2(Ω).
Fent servir el Corol.lari 8.5, podem obtenir que,
|ρ˜(ψ)| ≤ C‖∇ψ‖L2(Ω),
on C = d3piA‖ρ‖L2(Ω). Per acabar,
‖∇ψ‖L2(Ω) ≤ ‖∇ψ‖L2(X) = ‖ψ‖D,
que e´s el que necessita`vem per acabar la demostracio´ del Teorema 8.2.
Arribats a aquest punt, nome´s ens falta demostrar el Teorema 8.3. Per tal de trac-
tar amb una 2-forma en X, recordem del Cap´ıtol 3 que la integracio´ sobre X defineix
un isomorfisme de H2(X) a R, e´s a dir, podem escriure ρ com a ρ = dφ per a alguna
1-forma φ en X. Fixem un recobriment d’X que consisteixi en un nombre finit de cartes
Uα ⊂ X del tipus considerat en aquests u´ltims ca`lculs. Escollim una particio´ de la unitat
subordinada a aquest recobriment i escrivim ρα = d(χαφ). Llavors, cada ρα te´ suport en
la carta coordenada corresponent Uα i∫
X
ρα =
∫
X
d(χαφ) = 0.
D’altra banda,
ρ = dφ = d((
∑
χα)φ) =
∑
ρα.
Els arguments que hem fet anteriorment ens diuen que cada una de les aplicacions lineals
ρ˜α e´s acotat, i, per tant, ρ˜ =
∑
ρ˜α tambe´ e´s acotat (ja que e´s una suma finita d’aplicacions
lineals acotades).
8.3.1 El lema de Weyl
Sigui φ un element de H que e´s una solucio´ feble del nostre problema (veure Cap´ıtol
5.5.1), llavors, en realitat, tenim una se`rie de Cauchy de funcions φi en X respecte la
norma de Dirichlet i, per a qualsevol ψ,
< φ,ψ >→ ρ˜(ψ) quan i tendeix a infinit.
Primer volem veure que aquest element abstracte φ pot ser idenificat amb una funcio´ en
X(mo`dul una constant). Inicialment aquesta funcio´ sera` nome´s localment L2, e´s a dir,
sera` representada per una funcio´ L2 en qualsevol coordenada local.
Per tal d’aconseguir-ho, considerem una coordenada local fixada amb Ω ⊂ C com abans.
Podem suposar (despre´s de canviar els φi per l’addicio´ de les constants adecuades) que
les integrals dels φi sobre Ω s’anul.len, i, llavors, pel Corol.lari 8.5, tenim
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‖φi − φj‖L2(Ω) ≤ C‖φi − φj‖D.
En consequ¨e`ncia, els φi ens donen una se`rie de Cauchy en L
2(Ω) que convergeix a un
l´ımit L2 (per completitud de L2). Afirmem que aquesta se`rie convergeix localment sobre
tot X. Anem a veure-ho. Sigui A el conjunt de punts x ∈ X tal que hi ha una carta
coordenada al voltant de x en que` φi convergeix a φ en L
2, aleshores A 6= ∅. Aquest fet
e´s degut als arguments fets i a que A e´s obert a X. Com que X e´s connex, el complement
d’A no e´s obert (excepte si es el conjunt buit), per tant, tindrem que A = X o hi ha un
punt y que es troba en la clausura d’A pero` no en A. Pero`, en aquest segon cas, podr´ıem
trobar un entorn coordenat Ω′ al voltant de y i una sequ¨e`ncia de nombres reals c′i tals
que φi − c′i convergiria en L2 sobre Ω′. Ara, per tant, tindr´ıem un punt x ∈ A ∩ Ω′ i, en
un entorn petit de x, tant φi com φi − c′i convergirien en L2, e´s a dir, que c′i tendiria a 0
quan la i→∞. Per tant, obtenim que y ∈ A, que e´s una contradiccio´.
En definitiva, tenim una funcio´ φ en X que e´s localment L2 i que e´s una solucio´ feble
de l’equacio´ ∆φ = ρ. Necessitem veure que φ e´s diferenciable. Com que la diferenciabi-
litat e´s una propietat local, podem fixar-nos en una sola carta coordenada, i, per tant,
necessitarem una versio´ del lema conegut com a lema de Weyl com ens diu la segu¨ent
proposicio´.
Proposicio´ 8.6. Considerem Ω un conjunt obert acotat a C i sigui ρ una 2-forma dife-
renciable en Ω. Suposem que φ e´s una funcio´ L2 en Ω tal que, per a qualsevol funcio´ χ
amb suport compacte en Ω, ∫
Ω
∆χφ =
∫
Ω
χρ.
Llavors, φ e´s diferenciable i satisfa` l’equacio´ ∆φ = ρ.
La demostracio´ consistira` en diversos passos. El primer sera` reduir el problema al cas
en que` ρ e´s zero. Com ja hem argumentat, ens sera` suficient analitzant el problema en
coordenades locals, e´s a dir, voldrem veure que φ e´s diferenciable sobre qualsevol conjunt
interior donat Ω′, on suposem que l’entorn de radi  de Ω′ esta` contingut a Ω. Llavors,
podem escollir una ρ′ igual a ρ en un entorn de la clausura de Ω′ i de suport compacte a Ω.
Suposem que podem trobar una solucio´ diferenciable φ′ de l’equacio´ ∆φ′ = ρ′ sobre
Ω. Llavors ψ = φ − φ′ sera` una solucio´ feble de l’equacio´ ∆ψ = 0 en Ω′. Si podem
demostrar que ψ e´s diferenciable, aleshores φ tambe´ ho sera`.
Per trobar una solucio´ diferenciable ψ′ farem servir el potencial de Newton en dues di-
mensions. E´s a dir, usarem
K(x) =
1
2pi
log |x|.
Clarament, aquest potencial no esta` definit en x = 0, pero`, tot i aix´ı, esta` definit com a
una funcio´ localment integrable en C.
Per a qualsevol funcio´ diferencibale de suport compacte en C, la convulucio´
K ∗ f(x) =
∫
K(y)f(x− y)dµy
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esta` definida i K ∗ f e´s diferenciable.
Lema 8.7. • Si σ te´ suport compacte a C, llavors K ∗ (∆σ) = σ.
• Si f te´ suport compacte, llavors ∆(K ∗ f) = f .
Aquest lema ens mostra el fet que la convulucio´ amb K ens construeix un invers de
l’operador de Laplace.
Per tal de veure la primera afirmacio´ podem calcular al punt x = 0 (per invaria`ncia
de translacio´). Aleshores,
(K ∗∆σ)(0) =
∫
1
2pi
K(y)f(x− y)dµy.
Ara, ∆ log |y| s’anul.la a C \ {0}. Escrivim la integral com el l´ımit quan δ tendeix a 0 de
la integral sobre el conjunt on |y| ≥ δ. Podem usar la identitat de Green per escriure aixo`
com integral de frontera i prendre el l´ımit quan δ tendeix a 0.
Per tal de veure la segona afirmacio´ escriurem
(K ∗ f)(x) =
∫
K(y)f(x− y)dµy.
Si prenem el laplacia` respecte x, podem moure l’operador diferencial dins l’integral (ja
que f e´s diferenciable i x no apareix dins l’argument de K). Per tant,
∆(K ∗ f) =
∫
K(y)∆xf(x− y)dµy,
on hem pres el laplacia` respecte x. Pero` aixo` e´s el mateix que K ∗∆f , que e´s igual a f
per la primera part.
Per tant, hem redu¨ıt el problema al cas en que` ρ = 0 i, canviant la notacio´, suposem
que φ e´s una solucio´ feble de ∆φ = 0 a Ω i volem demostrar que φ e´s diferenciable a
l’interior del domini Ω′ (amb l’entorn de radi  de Ω′ contingut a Ω). Ho veurem usant
la propietat del valor mitja` de funcions harmo`niques diferenciables; que ens diu que, si ψ
e´s una funcio´ harmo`nica diferenciable en un entorn d’un disc tancat, aleshores el valor de
ψ al centre del disc e´s igual al valor mitja` en el cercle (la frontera del disc). Fixem una
funcio´ diferenciable β en R amb β(r) constant per r petita, que s’anul.li per r ≥  i tal
que
2pi
∫ ∞
0
rβ(r) dr = 1.
Ara, si agafem B que sigui la funcio´ tal que B(z) = β(|z|) a C, llavors B e´s diferenciable i
te´ integral 1 sobre C (respecte la mesura ordinaria de Lebesgue). Primer suposarem que
ψ e´s una funcio´ harmo`nica diferenciable en un entorn del disc tancat de radi  centrat a
l’origen. Aleshores tindrem∫
C
B(−z)ψ(z) dµz =
∫ ∞
0
∫ 2pi
0
rβ(r)ψ(r, φ)dφ dr = ψ(0)
∫ ∞
0
rβ(r) dr = ψ(0),
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on hem canviat a coordenades polars i usat la porpietat del valor mitja` segu¨ent:∫ 2pi
0
ψ(r, φ)dφ = 2piψ(0).
Pero` podem observar que la integral calculada e´s simplement la que defineix la convulucio´
B ∗ ψ en el 0. Per tant, podem obtenir el segu¨ent resultat.
Proposicio´ 8.8. Considerem ψ una funcio´ diferenciable en C i suposem que ∆ψ te´ suport
en un conjunt compacte J ⊂ C. Llavors, B ∗ ψ − ψ s’anul.la fora de l’entorn de radi  de
J .
Arrel d’aquest resultat podem fer notar que si la nostra funcio´ φ en Ω e´s diferenciable,
llavors haurem de tenir que B ∗ ψ = ψ en Ω′. Rec´ıprocament, per a qualsevol funcio´ L2
la convulucio´ B ∗φ e´s diferenciable. Per tant, demostrar la diferenciabilitat de φ en Ω′ e´s
equivalent a establir l’identitat B ∗ φ = φ en Ω′, i, per veure-ho, usarem el procediment
segu¨ent. Sera` suficient comprovar que per a tota funcio´ test diferenciable χ amb suport
compacte a Ω′ tenim
< χ, φ−B ∗ φ >= 0,
on escrivim < , > pel producte intern
< f, g >=
∫
fg dµ.
Usem el fet que ∀ f, g, h funcions en una classe adequada,
< f, g ∗ h >=< g ∗ f, h >,
que podem comprovar fa`cilment reorganitzant les integrals.
Si considerem h = K ∗ (χ − B ∗ χ) = K ∗ χ − B ∗K ∗ χ, aleshores K ∗ χ e´s una funcio´
diferenciable en C i ∆K ∗ χ = χ pel lema anterior. Per tant, ∆K ∗ χ s’anul.la fora del
suport de χ i, en consequ¨e`ncia, per la proposicio´ anterior, B ∗K ∗ χ e´s igual a K ∗ χ fora
de l’entorn de radi  del suport de χ. Aleshores, h te´ suport compacte contingut a Ω i,
per tant, podem usar h com a funcio´ test en la hipo`tesi ∆φ = 0 de`bilment, e´s a dir, tenim
< ∆h, φ >= 0.
Pero` ∆h = ∆K ∗ (χ−B ∗χ) = χ−B ∗χ pel lema anterior (ja que χ i B ∗χ tenen suport
compacte). Per tant, podem observar que
< χ−B ∗ χ, φ >= 0.
Pero`, aplicant l’identitat anterior altre cop, obtenim
< χ, φ−B ∗ φ >= 0,
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tal i com vol´ıem.
Finalment, podem donar per demostrat el Teorema 8.3, ja que hem vist que φ e´s di-
ferenciable i, pels arguments que hem anat donant, aixo` significa que hem obtingut el
nostre resultat.
Per acabar, al haver ja demostrat el Teorema 8.2 i havent acabat de demostrar el Teore-
ma 8.3 hem acabat definitivament la demostracio´ del teorema principal per a superf´ıcies
compactes de Riemann.
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