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WEAK POLYNOMIAL IDENTITIES FOR A VECTOR SPACE
WITH A SYMMETRIC BILINEAR FORM
VESSELIN S. DRENSKY, PLAMEN E. KOSHLUKOV
Abstract. Let Vk be a k-dimensional vector space with a non-degenerate
symmetric bilinear form and let Ck be the Clifford algebra on Vk. The weak
polynomial identities of the pair (Ck , Vk) are investigated. It is proved that
all they follow from [x2
1
, x2] = 0 when k = ∞ and from [x21, x2] = 0 and
Sk+1(x1, . . . , xk+1) = 0 when k < ∞. The Specht property of the weak
identity [x2
1
, x2] = 0 is established as well.
1. Introduction
The weak polynomial identities have been introduced by Razmyslov [6] in his
studying of the 2 × 2 matrix algebra. They can be successfully applied in the
investigation of the polynomial identities for algebras close to associative [7], [4].
All our considerations are made over a fixed field K of characteristic 0. Let
R be an associative algebra and let G be a vector subspace of R generating R as
an algebra. The polynomial f(x1, . . . , xn) of the free associative algebra K〈X〉 is
called a weak identity for the pair (R,G) if f(g1, . . . , gn) = 0 for all g1, . . . , gn ∈ G.
The weak identities of (R,G) form an ideal T (R,G) of K〈X〉.
There are various possibilities for defining consequences of a weak identity de-
pending on the properties of G. Generally let Ω ⊂ K〈X〉 be a family of polynomials
such that ω(g1, . . . , gn) ∈ G for every ω(x1, . . . , xn) ∈ Ω and for all g1, . . . , gn ∈ G.
The weak identity f2(x1, . . . , xm) is an Ω-consequence of f1(x1, . . . , xn) if f2 belongs
to the ideal of K〈X〉 generated by {f1(ω1, . . . , wn) | ωi ∈ Ω, i = 1, . . . , n}.
Examples: 1. When G = R and Ω = K〈X〉 we obtain the ordinary polynomial
identities with the usual rules for finding consequences of an identity.
2. Let [G,G] ⊆ G, i.e., let G ⊂ R be a subalgebra of the adjoint Lie algebra
R(−) of R and let Ω = L(X) ⊂ K〈X〉 be the free Lie algebra canonically embedded
into K〈X〉. Then the weak Lie identities are obtained [6].
3. Assume G is closed with respect to the operation g ◦ h =
1
2
(gh+ hg), i.e., G
is a subalgebra of the Jordan algebra R(+). In this case we obtain the weak Jordan
identities.
4. Let Ω = sp(X) be the vector subspace of K〈X〉 spanned by X . The
ideal T (R,G) of the weak identities for every pair (R,G) is Ω-closed. Hence if
f(x1, . . . , xn) ∈ T (R,G) then f
(∑
α1jxj , . . . ,
∑
αnjxj
)
∈ T (R,G) for every
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2αij ∈ K. The free algebra K〈X〉 is isomorphic to the tensor algebra of sp(X) and
the general linear group GL = GL(sp(X)) acts canonically on K〈X〉. Obviously
T (R,G) is a GL-invariant ideal. Assume H = {hi(x1, . . . , xni) | i ∈ I} is a subset
of K〈X〉. The ideal generated by {hi(ω1, . . . , ωni) | i ∈ I, ωj ∈ sp(X)} is called a
GL-ideal generated by H and its elements are GL-consequences of H .
Let G = Vk be a k-dimensional vector space with a non-degenerate symmetric
bilinear form 〈 , 〉, and let R = Ck be the Clifford algebra of Vk. Furthermore we
set V = V∞ and C = C∞.
The investigation of the weak identities for the pair (Ck, Vk) has been initiated
by Il’tyakov [4]. Our main purpose is to find a basis for the identities of (C, V ).
Theorem 1. The GL-ideal T (C, V ) of all weak identities in the pair (C, V ) is
generated by [x21, x2].
The proof of this result uses the technique of the representations of the general
linear group and it is in the spirit of [2].
Corollary 1. The weak identities for the pair (Ck, Vk) are GL-consequences of
(1) [x21, x2]
and of the standard polynomial
Sk+1(x1, . . . , xk+1) =
∑
(−1)σxσ(1) · · ·xσ(k+1).
AssumeM2 is the 2×2 matrix algebra and sl2 is its Lie subalgebra of all traceless
matrices. Razmyslov [6] found a basis for the weak Lie identities of (M2, sl2). As a
consequence of Theorem 1 we obtain
Corollary 2. (i) The GL-ideal T (M2, sl2) is generated by
[x21, x2] and S4(x1, x2, x3, x4).
(ii) [6] The weak Lie identities of (M2, sl2) follow from (1).
Applying ideas from [5] we prove that the weak identity (1) satisfies the Specht
property.
Theorem 2. Every GL-ideal of K〈X〉 containing the polynomial [x21, x2] is
finitely generated.
The results of this note are very close related to the problems for finding the
bases of the ordinary and the weak identities for the Jordan algebra of a symmetric
bilinear form. We hope they represent a step to the solution of these important
problems in the theory of Jordan algebras with polynomial identities.
2. Identities in the pair (C, V )
Let us denote by U the GL-ideal of K〈X〉 generated by the polynomial [x21, x2],
F = K〈X〉/U , and Fm = K〈x1, . . . , xm〉/(K〈x1, . . . , xm〉 ∩ U). In the sequel we
shall work in the algebras F and Fm. We shall also use other letters, e.g., y1, y2, . . .
for the generators of F .
Lemma 1. For each n > 1 an equality of the form
(2) x1y1 · · · ynx2 − x2y1 · · · ynx1 =
∑
i
Ani [x1, x2]Bni
3holds for F . Here Ani and Bni are homogeneous polynomials in the variables
y1, . . . , yn and degAni > 0. In particular for n = 2
(3) x1y1y2x2 − x2y1y2x1 =
1
2
{(y1y2 + y2y1)[x1, x2] + y1[x1, x2]y2 − y2[x1, x2]y1}
holds.
Proof. The linearization of (1) is
f1(x1, x2, y) = [x1 ◦ x2, y] = 0.
Hence we obtain
0 = f1(x1, x2, y) + 2f1(x1, y, x2) = x1yx2 − x2yx1 + [x1, x2] ◦ y,
i.e.,
(4) x1yx2 − x2yx1 = −[x1, x2] ◦ y.
Bearing in mind that
f2(x1, x2, y1, . . . , yn) = [x1 ◦ y1, y2]y3 · · · ynx2 = 0
we deduce
2{f2(x1, x2, y1, . . . , yn)− f2(x2, x1, y1, . . . , yn)} = x1y1 · · · ynx2 − x2y1 · · · ynx1
+y1(x1y2 · · · ynx2 − x2y2 · · · ynx1)− y2(x1y1y3 · · · ynx2 − x2y1y3 · · · ynx1)
−y1y2(x1y3 · · · ynx2 − x2y3 · · · ynx1) = 0.
Hence we can express x1y1 · · · ynx2 − x2y1 · · · ynx1 as a linear combination of poly-
nomials beginning with y1 or y2 and skew-symmetric in x1 and x2. Using (4) we
establish (3). The equality (2) follows by obvious induction on n. 
Lemma 2. Weak identities of the following form are GL-consequences of (1):∑
(−1)σxσ(1) · · ·xσ(k)yxσ(k+1) · · ·xσ(n)
= αnkySn(x1, . . . , xn) + βnkSn(x1, . . . , xn)y,
(5)
where αnk, βnk ∈ K, αnk = βn,n−k, k = 1, . . . , n− 1, furthermore
αn1 = −
n− 1
n
, βn1 =
(−1)n−1
n
;
(6) xiSn(x1, . . . , xn) = (−1)
n−1Sn(x1, . . . , xn)xi for i = 1, . . . , n.
Proof. (i) An involution ∗ is defined in the algebra K〈X〉 by(∑
αixi1 · · ·xin
)∗
=
∑
αixin · · ·xi1 .
Since [x21, x2]
∗ = −[x21, x2], the action of ∗ is carried over to F . Thus if we apply ∗
to (5) we obtain ∑
(−1)σxσ(n) · · ·xσ(k+1)yxσ(k) · · ·xσ(1)
=
∑
(−1)σ{αnkxσ(n) · · ·xσ(1)y + βnkyxσ(n) · · ·xσ(1)}.
Replacing the positions of σ(n) and σ(1), σ(n − 1) and σ(2), etc. we change
simultaneously the sign of all summands. Hence we obtain that αnk = βn,n−k
holds in (5).
4First we shall prove (5) by induction on n for k = 1 (and therefore for k = n−1)
and then we shall examine the case of an arbitrary k. For n = 2 and k = 1 the
equality (4) gives∑
(−1)σxσ(1)yxσ(2) = −
1
2
yS2(x1, x2)−
1
2
S2(x1, x2)y.
For n = 3, k = 1 we obtain from (3)∑
(−1)σxσ(1)(yxσ(2))xσ(3)
=
1
2
∑
(−1)σ{(yxσ(2) + xσ(2)y)xσ(1)xσ(3) + yxσ(1)xσ(2)xσ(3) − xσ(1)xσ(2)xσ(3)y}
= −
1
2
∑
(−1)σxσ(1)yxσ(2)xσ(3) − yS3(x1, x2, x3) +
1
2
S3(x1, x2, x3)y.
Therefore it holds∑
(−1)σxσ(1)yxσ(2)xσ(3) = −
2
3
yS3(x1, x2, x3) +
1
3
S3(x1, x2, x3)y.
Let n > 3, k = 1. Then∑
(−1)σ(xσ(1)yxσ(2) · · ·xσ(n−1))xσ(n)
=
∑
(−1)σ
{
−
n− 2
n− 1
yxσ(1) · · ·xσ(n) +
(−1)n−2
n− 1
xσ(1)(xσ(2) · · ·xσ(n−1)yxσ(n))
}
= −
n− 2
n− 1
ySn(x1, . . . , xn)
+
(−1)n−2
n− 1
∑
(−1)σ
{
(−1)n−2
n− 1
xσ(1)yxσ(2) · · ·xσ(n) −
n− 2
n− 1
xσ(1) · · ·xσ(n)y
}
and (
1−
1
(n− 1)2
)∑
(−1)σxσ(1)yxσ(2) · · ·xσ(n)
= −
n− 2
n− 1
ySn(x1, . . . , xn)−
(−1)n−2(n− 2)
(n− 1)2
Sn(x1, . . . , xn)y,
∑
(−1)σxσ(1)yxσ(2) · · ·xσ(n) = −
n− 1
n
ySn(x1, . . . , xn)+
(−1)n−1
n
Sn(x1, . . . , xn)y.
Now we assume 1 < k < n. We shall suppose that (5) holds for all smaller values
of n. Then we have∑
(−1)σxσ(1)(xσ(2) · · ·xσ(k)yxσ(k+1) · · ·xσ(n))
=
∑
(−1)σαn−1,k−1xσ(1)yxσ(2) · · ·xσ(n) + βn−1,k−1Sn(x1, . . . , xn)y
= (αn−1,k−1αn1ySn(x1, . . . , xn) + (αn−1,k−1βn1 + βn−1,k−1)Sn(x1, . . . , xn)y.
(ii) It suffices to prove the equality (6) for i = 1 only. Obviously
x1Sn(x1, . . . , xn) = x
2
1
∑
σ(1)=1
(−1)σxσ(2) · · ·xσ(n) + x1
∑
σ(1) 6=1
(−1)σxσ(1) · · ·xσ(n).
Similarly,
Sn(x1, . . . , xn)x1 =
∑
τ(n)=1
(−1)τxτ(1) · · ·xτ(n−1)x
2
1 +
∑
τ(n) 6=1
(−1)τxτ(1) · · ·xτ(n)x1.
By (1) x21 lies in the center of F , hence
(−1)σx21xσ(2) · · ·xσ(n) = (−1)
σxσ(2) · · ·xσ(n)x
2
1 = (−1)
n−1(−1)τxτ(1) · · ·xτ(n−1)x
2
1,
5where σ(1) = τ(n) = 1, τ(1) = σ(2), . . . , τ(n − 1) = σ(n). Now it follows from (5):
x1
∑
(−1)σxσ(1) · · ·xσ(k−1)x1xσ(k+1) · · ·xσ(n)
= (−1)kx1{αn−1,kx1Sn−1(x2, . . . , xn) + βn−1,kSn−1(x2, . . . , xn)x1},∑
(−1)τxτ(1) · · ·xτ(n−k−1)x1xτ(n−k+1) · · ·xτ(n)x1
= (−1)n−k−1{αn−1,n−1−kx1Sn−1(x2, . . . , xn)x1 + βn−1,n−1−kSn−1(x2, . . . , xn)x
2
1}
and we establish (6) from the conditions αn−1,n−1−k = βn−1,k and βn−1,n−1−k =
αn−1,k. 
Lemma 3. (i) Let Y1, . . . , Yn−1 be monomials in y1, y2, . . .. Then there exist
monomials Dni , Eni in y1, y2, . . . such that it holds in F
(7)
∑
(−1)σxσ(1)Y1xσ(2)Y2 · · ·Yn−1xσ(n) =
∑
i
DniSn(x1, . . . , xn)Eni .
(ii) Let Y1, . . . , Yn−1 be monomials in x1, . . . , xn. Then there exists a polynomial
D(x1, . . . , xn) such that in F
(8)
∑
(−1)σxσ(1)Y1xσ(2)Y2 · · ·Yn−1xσ(n) = Sn(x1, . . . , xn) ·D(x1, . . . , xn).
Proof. (i) We shall carry out an induction on n and on d = deg Y1+ · · ·+deg Yn−1.
The basis for the induction n = 2 follows from (2). For each n and for d = 1 (7)
is a consequence of (5). We assume that (7) holds for n− 1 and for all values of d.
When d > 1 we obtain ∑
(−1)σxσ(1)Y1(xσ(2)Y2 · · ·Yn−1xσ(n))
=
∑
i,σ
(−1)σxσ(1)Y1Dn−1,ixσ(2) · · ·xσ(n)En−1,i.
We apply the induction to the summands with degEn−1,i > 0. When degEn−1,i =
0 we use (2) for xσ(1)Y1Dn−1,ixσ(2) − xσ(2)Y1Dn−1,ixσ(1). Then some variable in
Y1Dn−1,i appears on the left-hand side of the sum and we can apply again the
induction on d.
(ii) The equality (8) is a direct consequence of (6) and (7). 
Proof of Theorem 1. First we note that the pair (C, V ) satisfies the identity (1)
since for each vector v ∈ V , v2 = 〈v, v〉 ∈ K and v2 lies in the center of C. Now
let λ = (λ1, . . . , λr), λ1 ≥ · · · ≥ λr > 0, be a partition and let the columns of
the diagram [λ] have lengths r = r1, r2, . . . , rp, respectively. We choose an integer
m ≥ r. Since the ideal U of K〈X〉 is GL-invariant, the algebra Fm is a GLm-
module. Assume Nm(λ) is an irreducible GLm-submodule of Fm corresponding
to the partition λ. It is known that Nm(λ) is generated by a multihomogeneous
polynomial fλ(x1, . . . , xr) of degree λi in xi. Furthermore
fλ(x1, . . . , xr) =
∑
Y
∑
σ
(−1)σY0xσ(1)Y1xσ(2) · · ·Yr−1xσ(r)Yr,
where Y0, Y1, . . . , Yr are monomials in x1, . . . , xr. By (8)
fλ(x1, . . . , xr) = Sr(x1, . . . , xr) ·D(x1, . . . , xr)
holds in Fm and the polynomial D(x1, . . . , xr) generates the irreducible GLm-
module Nm(λ1 − 1, λ2 − 1, . . . , λr − 1).
6Applying several times the equality (8) we obtain that in Fm
fλ(x1, . . . , xr) = α
∏
Sri(x1, . . . , xri), α ∈ K.
Therefore all isomorphic irreducible submodules of Fm are glued together. Hence
Fm is a submodule of
∑
Nm(µ) where the summation is over all partitions µ =
(µ1, . . . , µr), µ1 ≥ · · · ≥ µr ≥ 0. Assume e1, e2, . . . is a basis of V such that
〈ei, ei〉 6= 0, 〈ei, ej〉 = 0, i 6= j.
Then Sn(e1, . . . , en) = n!e1 · · · en and
∏
Sri(e1, . . . , eri) 6= 0 in C. The polynomial∏
Sri(x1, . . . , xri) generates a submodule Nm(λ) of Fm and it does not vanish on
(C, V ). Hence all submodules Nm(λ) do participate in Fm and U coincides with the
GL-ideal of the weak identities for (C, V ). The proof of the theorem is completed.

Proof of Corollary 1. It follows from the proof of Theorem 1 that Fm =∑
Nm(λ1, . . . , λm). Each of the modules Nm(λ1, . . . , λm) is generated by a poly-
nomial
fλ(x1, . . . , xr) =
∏
Sri(x1, . . . , xri),
where r = r1, r2, . . . , rp are the lengths of the columns of [λ]. Since dimVk = k, for
r > k we have that Sr(x1, . . . , xr) = 0 is a weak identity for the pair (Ck, Vk). On
the other hand Sr(e1, . . . , er) 6= 0 in Cr for r ≤ k and for every basis e1, . . . , ek of
Vk with 〈ei, ei〉 6= 0, 〈ei, ej〉 = 0, i 6= j. Therefore
K〈x1, . . . , xm〉/(K〈x1, . . . , xm〉 ∩ T (Ck, Vk)) =
∑
Nm(λ1, . . . , λk)
and the GL-ideal T (Ck, Vk) is generated by [x
2
1, x2] and Sk+1(x1, . . . , xk+1). 
Proof of Corollary 2. It is known [6] that the pair (M2, sl2) satisfies the weak
identity (1). Besides (see [1])
K〈x1, . . . , xm〉/(K〈x1, . . . , xm〉 ∩ T (M2, sl2) =
∑
Nm(λ1, λ2, λ3).
The elements of the submoduleNm(λ1, . . . , λm) of Fm follow from S4(x1, x2, x3, x4) =
0 when λ4 6= 0. This gives the assertion (i). The assertion (ii) follows immediately
from (i) since one can easily obtain that the Lie weak identity S4(x1, x2, x3, x4) = 0
is a consequence of (1). 
Proof of Theorem 2. It follows easily from (3) that the Young diagrams form
a partially well-ordered set with respect to the inclusion. Therefore each set P of
diagrams has a finite subset P0 = {[λ
(1)], . . . , [λ(s)]} such that for every [λ] ∈ P there
exists a [λ(i)] ∈ P0 with [λ
(i)] ⊆ [λ]. Assume I is a GL-ideal of K〈X〉 containing
[x21, x2] and I is the homomorphic image of I under the canonical homomorphism
K〈X〉 → F = K〈X〉/U . Let N(λ) be the irreducible GL-module related to λ. It
follows from the decomposition F =
∑
N(λ) that I =
∑
N(λ), where [λ] ranges
over some set P .
Denote by P0 the finite subset of the elements of P minimal with respect to the
inclusion. The theorem will be proved if we establish that all elements of I are
consequences of fλ ∈ N(λ) where [λ] ∈ P0.
As in [5] it suffices to show that fµ follows from fλ in F when [µ] is obtained from
[λ] by adding a box. Let λ = (λ1, . . . , λr) and m > r. We define a homomorphism
of GL-modules ϕ : Nm(λ)⊗Nm(1)→ F in the following way:
ϕ
(∑
fi ⊗ xi
)
=
∑
fixi, fi ∈ Nm(λ).
7By the Branching Theorem Nm(λ) ⊗ Nm(1) =
∑
Nm(µ), where [µ] is obtained
from [λ] by adding a box. The explicit form of the generators fµ(x1, . . . , xm) of
Nm(µ) is found in [5]. As in [5] we can verify that fµ(e1, . . . , em) 6= 0 for every
basis e1, e2, . . . of V , 〈ei, ei〉 6= 0, 〈ei, ej〉 = 0, i 6= j. Thus we obtain that fµ is a
consequence of fλ in F . 
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