Abstract. We obtain an explicit representation for the Laplace transform of the waiting time for a wide class of distributions by solving the WienerHopf factorization problem via the Hadamard product theorem. Under broad conditions it is shown that this representation is invertible by an infinite partial fraction expansion. Computational schema illustrated by a variety of examples demonstrate the feasibility of numerically solving a rich class of G/G/1 queue possessing either bounded service or arrival times. In particular very tractable computations are derived for the M/M/1 queue with gated arrivals.
Unfinished Workload Computation
The steady-state unfinished workload V of the queue prior to an arrival satisfies the equation where A(θ) = E[exp(−θX)] is the Laplace transform of the interarrival times, B(θ) = E[exp(−θY )] is the Laplace transform of the service times, and ψ(θ) = E[exp(−θV )]. For a variety of interesting models we are able to characterize the asymptotic behavior of zeroes of χ and the poles of ψ. Moreover, in special cases we give explicit representations for χ and ψ that are computationally tractable, with detailed computations for gated M/M/1 and uniform/D/1 processes.
Wiener-Hopf Factorization Results
In this section we present summary results for representing the unfinished workload's Laplace transform for a rich class of G/G/1 queues. Results are also given for inverting these transforms to obtain the tail probabilities.
Theorem 2.1. Let A(θ) = E[exp(−θX)] and B(θ) = E[exp(−θY )] be analytic in the non-null strip {θ : −ǫ < ℜθ < ǫ} with either X or Y non-lattice, and set F (θ) = B(θ)A(−θ) − 1 then F may be factored as θχ(θ)/ψ(θ) where χ is analytic and non-vanishing on {θ : ℜθ < ǫ 1 } and ψ is analytic and non-vanishing on {θ : −ǫ 1 < ℜθ} for some ǫ 1 > 0.
Moreover, the zeroes of χ are co-extensive with all the zeroes of F that have positive real part and the poles of ψ are co-extensive with the zeroes of F that have negative real part.
If A has no essential singularities and its poles are nowhere dense then the poles of χ are co-extensive with the poles of F having positive real part. If B has no essential singularities and its poles are nowhere dense then the zeroes of ψ(θ) are co-extensive with all the poles of F having negative real part.
Proof This theorem is proved in Smith [10] . Remark The gated M/M/1 queue model analyzed in Section 3 provides an example of a service time transform which has an essential singularity at −µ. In this case the singularity appears in ψ as a infinite product of terms of the form (θ + µ)/(θ − s n ) where s n = −µ + cn −1 + O(n −2 ).
Theorem 2.2. Let F, A, and B satisfy the conditions of Theorem 2.1, with A an entire function such that |A(θ)| < C exp(λ|θ|). Moreover suppose the right-hand zeroes of F have the enumeration {z n , z n , 0 < n < ∞} and ℜz n = o(n 1/2 ) and ℑz n = 2πα −1 n + β + o(1). Then
Proof Theorem 2.1 implies χ is an entire function whose zeroes occur with the same position and multiplicity as those of F in the strict right plane. The rest of the proof consists of showing χ(θ) satisfies the exponential bounds of Theorem 8.2. Smith [10] proves that χ(θ) is bounded and analytic on ℜθ ≤ 0. Since χ = F ψ/θ holds in the right plane, the exponential bound on A implies the existence of a constants C and M for which |χ(θ)| ≤ C exp(M | θ |). This completes the proof. Theorem 2.3. Let F, A, and B be as defined above, with A analytic around a neighborhood zero, and B an entire function, and where F is of exponential order −α at −∞ where α < 0. Moreover suppose the left-hand zeroes have the enumeration {z n , n = −∞, ∞} such that z −n = z n , ℜz n = o(n 1/2 ) and ℑz n = −2πn/α + β + o(1), and that there exists an η-sublinear (cf. Definition 8.4) sequence of radii {r n , n ≥ n 1 } for which |F (θ)| > ǫ > 0 whenever ℜθ < 0 and |θ| = r n then (2.2) ψ(θ) = exp{−αθ/2}(1 − θ/z 0 )
Proof The proof proceeds by showing that ψ satisfies the conditions of Theorem 8.5. Marshall [8] shows that ψ may be written in terms of I, the transform of the idleness distribution, as (2.3) ψ(θ) = c 0 (1 − I(−θ))F (θ)
where c 0 is a normalization constant. The conditions on r n together with (2.3) imply |ψ(θ)| ≤ max(2c 0 ǫ −1 , 1) for |θ| = r n .
Since F is of exponential order |α| at −∞, and 1 − I(−θ) is of exponential order 0 at −∞, it follows from Proposition 7.8 that ψ is of exponential order −|α| at −∞. This shows that ψ satisfies the conditions of Theorem 8.5.
Remark With slight adjustment to Theorem 8.5 one may loosen the conditions on B to permit its possessing a finite number of simple poles. In this case the representation of ψ would be modified by adding a polynomial factor whose zeroes would be the poles of B. An example of such a transform B, would be the transform of shifted exponential distribution, ie, B(θ) = exp(−bθ)(1 + θ/µ) −1 .
Theorem 2.4. Let F, A, and B be as in Theorem 2.3 then
where A n,j is the coefficient of (θ − z n ) −j in the Laurent expansion of ψ around z n , and k n is the multiplicity of z n .
Proof Theorem 2.3 implies ψ is the ratio of the two analytic functions, exp{αθ/2} and γ respectively, with γ not identically zero. Thus ψ is globally meromorphic. Mittag-Leffler integrability follows from the boundness of ψ on |θ| = r n . Thus ψ satisfies the conditions of Theorem 8.9. where a n,j = A n,j (−z n ) −j and ν > 0 Theorem 2.6. Let F, A, and B be as in Corollary 2.5 and suppose that there exist M 1 finite and γ > 0 such that |a n,j | ≤ M 1 |n| −1 and ℜz n = −γ log |n| + γ 0 + o(1) then the tail waiting probability for t > 0 is given by exp(z n t)(−tz n ) l /l! Proof Observe by Lemma 8.14 the expansion holds for positive t that are points of continuity for the distribution. The l.h.s. of (2.7) is a monotone decreasing right continuous function, so it has at most a countable number of discontinuities. By Lemma 2.7 it suffices to show that the r.h.s. of (2.7) is continuous on [u, ∞] for all u > 0.
Denote the right hand side by Q(t). We proceed by showing Q(t) belongs to C 0 [u, ∞] for u > 0. The hypothesis ℜz n < 0 for all n implies that each summand is a continuous function converging to zero as t → ∞ . Define Q 0 (t) as follows (2.8) Q 0 (t) = |n|>0 a n,1 exp(z n t)
and Q 1 (t) = Q(t) − Q 0 (t).
The hypotheses on z n show that at most a finite number of them can repeat. Thus Q 1 is a finite sum of C 0 [u, ∞] functions, implying Q 1 belongs to C 0 [u, ∞] . By the hypotheses on z n for t ≥ u we may choose M sufficiently large so that ℜz n < −γ log |n| + M . Thus (2.9) |a n,1 exp(ℜz n t) < |a n,1 | exp(ℜz n u) < M 1 |n| −1−γu exp(M u) Define U = {t ∈ [a, b] : f (t) = g(t)}. Suppose U has at most a countable set of points, then f is continuous on [a, b).
Proof Let W = {w ∈ [a, b) : f (w) = g(w)}. The set W is by hypothesis dense in [a, b), hence for t ∈ [a, b) there exists a strictly monotone decreasing sequence in W that converges to t. By right continuity of f and the continuity of g it follows that f (t) = g(t). Since t is arbitrary, it follows that f = g on [a, b).
2.1.
Formulas for computing the A n,j . We conclude this section by deriving a product representation of A n,j . We begin by noting that A n,j may be computed as (2.11) A n,j (k n − j)! = lim
where D is the derivative operator with respect to θ. If we introduce the helping functions ψ(θ, n) = ψ(θ)(θ − z n ) kn , and Υ(θ, n) = log(ψ(θ, n)), then (2.12) A n,j = ψ (kn−j) (z n , n)/(k n − j)! Equations 2.2 and 2.11 jointly imply that A n,kn may be computed as (2.13) A n,kn = (−z n ) kn exp(αz n /2)
A n,kn−1 = Υ (1) (z n , n)A n,kn where (2.14) Υ (1) (z n , n) = α/2 + m =n
A n,kn−2 = (Υ (2) (z n , n) + Υ (1) (z n , n) 2 )A n,kn where
It is a straight forward task to to derive formulas for k n ≥ 3 akin to deriving moments from the cumulant function. Computational experience suggests that even a single repeated root is unusual.
Examples
In this part we give five examples that illustrate the results of the previous section. In particular we consider the time-gated M/M/1 queue where Poisson arrivals are only admitted only at the end of each unit time interval.
The next two examples study the E m /D/1 queue culminating in an alternative representation of Takacs' formula for the M/D/1 unfinished workload tail distribution. In the final two examples we consider U/D/1 and U/U/1 queues.
We study the unfinished work process of the gated M/Cox/1 queue. This is equivalent to D/G/1 system where A(θ) = exp(θ), B(θ) = exp{−λ + λR(θ)}, and F (θ) = exp{−λ + λR(θ) + θ} − 1 and R(θ) is the Laplace transform of the Cox service time distribution.
It is helpful to recall that
We then see that
where H(θ) = −λ + λR(θ) + θ It follows from the previous equation that θ is a zero of F if and only there exists an integer n such that
Note that H(θ) = H(θ) so that we may restrict attention to nonnegative n in 3.3.
Using Rouche's Theorem one can show that for all but a finite number of n's there is only one root θ to 3.3 with ℜθ > 0.
Specializing to the case of exponential service times with rate µ we find that 3.3 simplifies to
Solving for θ yields
1/2 ), and d n = ℑ((x n + iy n ) 1/2 ) The formula for the principal square root of x n + iy n for x n < 0 is given
and by x n ≥ 0 is given
For the remainder of this discussion we limit attention to n > (µ − λ)2 −1 π −1 . By employing the local expansions
we obtain
The zeroes r n with nonnegative real parts are given by
The zeroes s n with negative real parts are given by
Simple algebra shows that c n > |a| for n = 0 yielding ℜr n > 0 > ℜs n for n = 0. Moreover r 0 = 0 and s 0 = λ − µ.
We may now rewrite 3.2 as
where H(θ) = (θ + µ − λ)θ(θ + µ) −1 . The power series substitution theorem (cf Apostol [3] , Theorem 13-27) implies that a function formed from the exponentiation of a function analytic around zero is in turn a function analytic around zero. Therefore since R is analytic in a neigborhood of zero so must B. In light of 3.14 we may apply Theorem 2.2 to show (3.17)
We may divide F (θ) by θχ(θ) to get
where
n ). Using s n r n = −i2nµπ it is easy to show that ψ(0) = 1.
Letting θ → +∞ shows the idle probability is given by (3.20)
The latter equation may be efficiently computed using the approximation given in 9.3 and by noting that
Now observe that asymptotically for θ fixed
It follows from the previous equation that the product appearing in 3.19 is absolutely convergent. Surprisingly this transform is invertible as will be demonstrated henceforth.
We proceed by reparameterizing 3.17 and 3.19 in terms of w = (θ + µ) −1 and
n . Reparameterizing 3.17 in terms of w yields
where φ 0 (w) = (1−ρ)(w −1 −µ)χ(w −1 −µ) and φ 1 (w) = (exp{λµw−λ+w −1 −µ}−1) Observe that as |w| → ∞ φ 0 (w) → (λ − µ)χ(−µ). One can show that φ 1 (w) remains bounded below by from 0.5 on R n = {w : |w| = ((2n + 1)π + λ + µ)/λµ} for n sufficiently large. Equation 3.24 may be used to prove Ψ is analytic at zero.
It thus follows that Ψ(w) satisfies the conditions of Theorem 8.9. Thus
or reparameterizing in terms of θ and simplifying yields
which may be reduced to
One may invert 3.27 term by term to get These computations were implemented in Python. The sums appearing in 3.30 were truncated after the first = 60 terms with the residues approximated by computing the first 2000 factors. The finite queue Markov chain approximation was computed iteratively starting from a queue of 0 and with a maximum queue length of 200, where the iterative threshold was 10 −10 with a maximum of 10000 iterative steps.
Computing The Mean Unfinished Workload. By differentiating the log of 3.19 we get the mean unfinished workload
We may extrapolate the infinite sum in 3.31 by leveraging (3.32)
and the Eulerian identity (3.33)
to get the following computationally tractable formula for the unfinished workload
Using 9.2 we may extrapolate the previous equation by
where q n = λ/(4(nπ) 2 + a), a = λ 2 + 2λµ. and where
The following tables give an indication of accuracy and the computational tractability of the above formulas. 
The equation F (θ) = 0 is equivalent to σ(z) = 0 where z = λ − θ, β = m ln(λ) − λ and σ is defined by 6.1. Since λ < m it follows that σ(m) = 0, and therefore by Corollary 6.9 it follows that F has only simple zeroes. For the remainder of this example we will consider the case that m = 2 and λ = 1 Equation 3.38 simplifies to
where By rescaling we can take the service time to be 1 with the arrival rate λ < 1. The exact formula for waiting time distribution is given by (cf. Takacs [12] ) 
We now restrict attention to the case where a, b, D respectively equal 0, 6, 1 with a traffic intensity of 1/3. We computed the value for t = 0 using equation 4.22 to compute the probability of zero waiting and then subtracting that from one instead of using 2.7 because the convergence of the spectral expansion at zero is at most conditional and in any case would be very slow. 
Comparison of Cumulant Computational Methods
. We now will introduce the following auxiliary functions to F , H the component of F that does not uniformly vanish on the lefthand side of the complex plane, T the dominant term of H needed for proving that ψ has a partial fraction expansion.
Setting
, and α 0 = a 0 − b 1 . Observe α 2 > 0 to satisfy the stability equation. Similarly α 0 ≥ 0 would imply waiting time is always zero. If α 1 < 0 the helper function is given 0.045736 Note that the value for t = 0 was computed using equation 4.22 because the convergence of the spectral expansion at zero is at best conditional.
Computational Schema
The computation of the waiting time probabilities, idleness probability, and cumulants requires evaluating infinite products and sums involving the poles of ψ. The key to telescoping these computations is to find closed form functions whose zeroes grow asymptotically close to the poles of ψ. Fortunately we may obtain such functions from F , by removing those parts of F which vanish as θ → ∞ with re(θ) < 0. The generation of such helper functions from F is analyzed in detail in Section 5.
To motivate the discussion below we reintroduce Example 3.5 of Section 3. where the constants for p are given by w 1 = −0.32917573710410553 and w 2 = −1.107062156887795.
Notice that for F and H we have defined computationally convenient stand-ins f and h that are more easily differentiated and are well behaved around zero. It is these versions which we use to compute the zeroes necessary for computing the waiting time moments and distribution. 4.1. Finding the Roots of F and H. The availability of interesting quantities of the waiting time distribution is predicated on the ability to extract the zeroes of F which lie in the left half of the complex plane. Moreover, computationally efficient formulas require extracting a large number of H's zeroes. Fortunately, asymptotic considerations show that except for a very small number of zeroes of F and H lying near the origin all the zeroes of H are very close to all the left hand zeroes of F as illustrated by the table of zeroes given above.
We first address the finding of zeroes z n+1 and w n+1 given zeroes z n and w n of F and H respectively. We assume that the sequences {z k } and {w k } satisfy the following typical asymptotic equations ℑz k = (2k + m/2)πα The iterative root computation is given in Algorithm 1 using a Pascal like syntax.
Algorithm 1 Estimate z n+1 and w n+1 given w n to within ǫ using at most N Newton-Raphson iterations
if |h(w)| < ǫ then 5:
end if 7: end for 8: if j== N then 9: return error 10: end if 11: w n+1 = w 12: z = w 13: for 0 ≤ j < N do 14:
if |f (z)| < ǫ then [11] provide a systematic approach to computing all required zeroes near the origin. The author has also tried using a homotopic approach with indifferent results.
4.2.
Computing Waiting Time Probabilities. The exploitation of formula 2.7 requires the efficient computation of a n,j . But since a n,j = A n,j (−z n ) −j it suffices to focus attention on computing A n,j through the use of equation 2.11. Computational experience suggests that poles are rarely repeated, so we simplify the presentation by stipulating that all k n = 1, but we note that this same framework can be easily extended to the case of repeated poles, and in any case there are only a finite number of repeated poles in the general case as well.
The key to computing 4.1 is estimating the bilateral tail product a
Computing the partial product a
n is a straightforward task. To compute the tail product a 
We may compute h
One may robustly compute H(z n )/(1 − z n /w n ) using a Taylor expansion of H around w n by exploiting the identity
n We estimate a n byâ n where (4.9)â n = a
We now estimate the relative error that results from replacing a
. By virtue of the asymptotic hypotheses on z j and w j we may deduce
Combining the three above equations we get
Setting j = n + k in equations 4.11 and 4.15 yields
Computing The Idle Probability. Motivated by the inequality 8.42 we sketch how the idle probability can be efficiently computed given the existence of closed form helping function H(x). where
where q is the ratio of the polynomials d 0 to the polynomial
Assuming the existence of a function H as given by equation 5.10 such that lim x→∞ H(x) = −1 we may rewrite the idleness probability as
Exploiting the representations of H and ψ respectively given by 4.17 and 2.2 we may deduce
where r(x) is defined by
Lemma 8.18 can now be applied to equation 4.20 to show
We now study the computation of waiting time moments via the product expansion given in Theorem 2.3. It is very convenient to use the cumulant function of K(θ) = log(ψ(−θ) to derive the waiting time moments. The cumulants defined by κ j = d j (K(t))/(dt) j | t=0 satisfy the following relationship to the moments (Cf. Cramer [5] , p 186).
The equation for K is given by
Differentiating the previous equation once and setting θ to zero yields (4.27)
and in for j > 1
Typically ℜz k = O(log(k)) and ℑz k = 2kπ/α, so that the series for κ 1 , κ 2 and
, and O(log(k)k −3 ) respectively. The curious result is that low order cumulants are trickier to compute than higher order cumulants. Assuming the existence of a closed form function h as given in equations 4.3 and 4.4 one can easily compute cumulants κ 1 and κ 2 as shown below.
Let
Using the binomial theorem on the asymptotic estimate
It then follows that
and approximate κ j with an error of O(n −j−l ) by
where δ 1 (j) is 1 for j = 1 and 0 otherwise.
Moments Via Spectral Expansion.
The following expansion for the ν-th waiting time moment µ ν may be derived by setting θ to zero in equation 2.6.
Asymptotic Computation of the Spectral Coefficients. In order to exploit equation 2.7 it is a necessity to compute the spectral coefficients a n,j for j ≤ k n . For all but a finite number of poles k n = 1 hence we restrict attention to those n for which k n = 1 and simplify notation by setting a n = a n,1 . Keeping in mind that z n a n = A n it suffices to compute A n via 2.11 which simplifies to (4.37)
We may rewrite the previous equation using 2.3 to obtain (4.38)
Since the idleness distribution is concentrated on the interval [0, c] where c = a 1 − b 0 it is heuristically suggestive to develop I(z n ) as as follows (cf 5.2 of Section 5)
where N is a small integer say no more than 3 and
where d j,0 and d j,c are unknown constants to be determined by least squares fit relative to exactly computed coefficients.
Helper Functions and Transform Asymptotics
We present the asymptotics needed to justify Theorem 2.3 and to obtain the closed form helper functions for telescoping the series and products which arise in the tail probability and moment computations. We also provide estimates of how well the helper functions' zeroes approximate those of F .
Results for Smooth Densities on Finite Intervals.
We begin by developing an asymptotic formula for P (θ) the Laplace transform of a probability density function p of a non-negative variable concentrated on [p 0 , p 1 ] having N + 1 continuous derivatives. By iteratively integrating by parts we find (cf Bleistein and Handelsman [4] )
Moreover if p has derivatives bounded by powers of K, ie, |p
5.2. Decomposing F . In the following section we are motivated by the case that both the service time distribution and the arrival time distributions have polynomial densities or are the result of a number of familiar operation on those densities such as convolution, order statistics or randomization. Moreover the analysis given below will still hold even if the arrival time distribution is the transform of a Cox phase distribution or one convolved with that of polynomial density.
For a large number of such cases it is possible to decompose F as the sum of H and G where G is analytic except at zero and bounded in the left half plane and where H is an analytic except at zero and bounded in the right half plane with a limit of -1 as x approaches infinity. In this section we present results that illustrate how H can be decomposed at different levels facilitating its analysis and that of ψ. These decompositions allow us to apply Theorem 2.3 and the telescoping methods of Section 4 to greatly accelerate the computation of average waiting time quantities of interest.
With the usual notation let 
where Φ j is analytic around 0 with Φ j (0) = 0, k j ≥ 2, and where
Observe α 3 > 0 to satisfy the stability equation. Similarly α 0 < 0 to prevent null waiting times. Define the partial sum approximations to Φ j (w) by
n w n and its tail by
Let j p be defined by α jp ≤ 0 < α jp+1 . For technical reasons we need to add the assumption that k 0 ≤ k j for j ≤ j p .
With this notation define the helping functions H and h by (5.10)
where κ p = min(k np+1 , ..k 3 ) and h(θ) = H(θ)θ mp where m p is the order of H's pole at 0.
Observe that the core term of H is given by
0 and that H may be put into the form (5.12)
is not a constant j 0 = 0 and m 0 = 1 otherwise
Theorem 5.1.
where q = q 0 /q 1 and q i are polynomials such that deg(q 0 ) − deg(q 1 ) = 2n 0 − 1, where α = α 0 , and where
Proof If j p = 0 and Φ (κp) 0 is constant then T = H and the theorem follows from Corollary 6.3. Observe that H's representation given by equation 5.12 satisfies the conditions of Lemma 6.6 from which the theorem now follows.
Theorem 5.2. Let F and T be respectively defined by equations 5.6 and 5.11 then the waiting time Laplace transform ψ has a product representation given by
where Z 0 and Z 1 are defined in Lemma 5.3. Moreover |u n − z n | = O(n −λ ) where λ > 0 and the u n are zeroes appearing in equation 6.4.
Proof The theorem will follow by proving that F satisfies the conditions of Theorem 2.3. Lemma 5.3 conclusions cover all the premises of Theorem 2.3 except for the premise that F is of exponential order −α at −∞, and the set of zeroes in the strict left plane have not been mustered in the requisite form.
Since F and T satisfy the assertions of Lemma 5.3 we only need prove the missing assertions.
Observe that as T (z) + 1 is of exponential order −α at −∞ and that lim x→−∞ F (x)/(T (x) + 1) = 1. These two limits imply that F is of exponential order −α at −∞.
Lemma 5.3 shows that Z the set of F 's zeroes in the strict left hand plane may be written as the disjoint union of Z 0 and Z 1 where Z 0 = {ζ n , |n| < n 0 } where ζ n = ζ −n , and Z 1 = {z n , z n , n ≥ n 1 } where ℑz n = 2mπα −1 n + O(1) and ℜz n = O(n b ) for b < 1. From Z 0 and Z 1 we will define a new sequence of zeroes that satisfies the premises of Theorem 2.3.
Set m = n 1 − n 0 , and for 0 ≤ j < n 0 define v j = ζ j while for j ≥ n 0 define v j = z j+m , and for j < 0 define v j = v −j .
Note that the asymptotic estimates for v j still hold true since the estimates are invariant under finite index shifts.
Lemma 5.3. Let F and T be respectively defined by equations 5.6 and 5.11 then Z, the zeroes of F in the strict left plane, may be expressed as disjoint union of multisets Z 0 and Z 1 , where Z 0 = {ζ n , ζ n , n < n 0 } and
where u n are the zeroes of T and λ > 0. Moreover let E n (a) be the semi-circular curves as defined in Lemma 6.8, then n ≥ n 1 implies |F | > 0.2 on E n (0). Furthermore the radii {r n } of E n (0) satisfy the asymptotic relationship r n+1 = r n + 2π/|α| + o(1)
Proof We begin by showing that we may choose a 1 , a 2 , N 1 and λ that satisfy the premises of Lemma 6.8.
Set ξ(z) = (F (z) − T (z))/(T (z) + 1) then by identifying Ψ with ξ and γ with −m/α in Lemma 8.23 we may infer that ξ satisfies equation 6.21 and the existence of an a 1 for which ℜz ≤ a 1 implies |ξ(z)| < 0.1.
Using easy asymptotic arguments one may show there exists an N 1 such that |z| ≥ N 1 and a 1 ≤ ℜz ≤ 0 jointly imply
Identifying F with Υ and setting a 2 = 0, we now see that F , T , ξ, a 1 , a 2 and N 1 satisfy the premises of Lemma 6.8. From this we may deduce the existence of Z 1 with the specified properties and the existence of semi-circular curves E n (a 1 ) for n ≥ n 0 such that |F | > 0.2 on E n (a 1 ) and that z ∈ E n (a 1 ) implies |z| ≥ N 1 . From this we may deduce that |F | > 0.2 on E n (0). Also note that the asymptotic estimates for u n given in Corollary 6.27 can be used to show r n+1 = r n + |2π/α| + o(1).
Define B − = {z ∋ |z| < r n1 , ℜz < 0}. Since F is an entire function it may vanish only a finite number of times on the bounded domain B − . Set Z 0 to the zeroes of F in B − . Observe that since B − is symmetric relative to imaginary axis and that F (z) = F (z) it follows that Z 0 is closed under conjugation. Note that F is convex on the negative half-line with one negative real root z 0 . Since Z 1 has only complex zeroes, z 0 must belong to Z 0 . Because Z 0 is finite, closed under conjugation and has only one real root it must have an odd number of elements.
Observe by Corollary 6.22 if n > n 0 , |w n − u n | < δ 1 (α 0 ) and |η| < δ(α 0 ) then
, and ν(α 0 ) are positive constants. By Prop 8.25 we see that if |u n | > 3 max(1/|α 0 |, 1) and |u n − w n | < |β| where β = − log |c| then |ℜw n − k 0 log |w n |/α 0 − β| < 2|β| or that ℜw n − log |w n |/α 0 > −3|β|.
If ℜw n − k 0 log(|w n |)/α 0 > 3|β| and |w
From the last inequality and 5.16 we deduce by the triangle inequality
We can complete the proof by setting
The next theorem in conjunction with Theorems 5.2 and 5.13 show why we can approximate statistics of ψ distribution with related quantities of H. 
and by
and whereΦ j (κ p , w) and Φ j (θ) are respectively defined by 5.9 and 5.7.
By applying Lemma 8.23 to 5.21 and noting that k j ≥ k 0 and β j ≥ 0 we deduce |θ| tending to ∞ in such a way that x(θ) = −γ log |θ| + O(1) implies
By applying Lemma 8.23 to 5.23 and noting that k j ≥ k 0 and β j > −α 0 we can infer that |θ| → ∞ in such a way that x(θ) = −γ log |θ| + O(1) implies 2 )/15. In this case B(θ) = 22θ
. As ℜθ → −∞ it is easily shown that G(θ) → 0. Moreover we can also see that the |4 exp(−θ/2)θ −1 | dominates H(θ) as ℜθ → −∞ which leads to T (θ) = −4 exp(−θ/2)θ −1 − 1.
Comparison Functions
In this section we study the function σ, defined by 6.1 and three other closely related functions S(θ) = σ(θ)θ −m , t(θ) = c exp(αθ) − θ m , and T (θ) = t(θ)θ −m . The latter function T provides the estimates needed to prove the expansion given by 2.5. Note that T is linearly equivalent to F for D/E k /1 and E k /D/1 queues (cf Proposition 6.1), and forms the dominant term for a number of other F . Moreover, through T one may compute the zeroes of F corresponding to D/E k /1 and E k /D/1 queues via straightforward real valued computations (cf 6.27). Theorem 6.2.
where p is a polynomial of degree m + 1 whose roots occur in complex conjugates except for at most 3 real roots, and where ℑz n = (2n + m/2)π + o(n η−1 ) and 
where ξ is a polynomial of degree m + 1 whose roots occur in complex conjugates except for at most 3 real roots, and where
, and β = m ln |α| + ln |c|.
Furthermore u is a root of t if and only if there exists a unique integer n u such that 
where ζ is a polynomial of degree m whose roots occur in complex conjugates except for at most 1 real root, and where ℑw n = (2n + 1 + m/2)πα
Proof One could recapitulate the detailed arguments for proving the expansion of t(z) in slightly modified form to derive the above expansion for τ but a cleaner way is to leverage the known expansion for t with a bit of algebra.
Observe
where t d,a,j (z) = d exp(az) − z j . As per Corollary 6.3 we introduce the following expansions
As per equations 6.5 and 6.6 we see that if u is a root of t c 2 ,2α,2m it follows that there exists n u for which (6.12) ℑu = 2n u π + 2m arg(u) − arg(c 2 ) /2α = (n u π + m arg(u) − arg(c)) /α and that (6.13) ℜu = 2m log |u| − log(c 2 ) /2α = (m log |u| − log |c|) /α
The two previous equations imply u is a root of t c,α,m for n u even, and for odd n u simple algebra shows that u is a root of τ . In particular if we select u 2,n for u we find that ℑu 2,n = (nπ + m arg(u 2,n ) − arg(c))/α. According to Corollary 6.3 if n is even then u 2,n = u 1,n/2 otherwise we have u 2,n is a zero of τ . If we define w n to be u 2,2n−1 and we see that γ 2 (z) = γ 1 (z)γ 0 (z). By cancellation we can deduce that ζ(z) = ξ 2 (z)/ξ 1 (z) which proves that ζ is a polynomial of degree m.
The asymptotic estimates for w n follow from those of u 2,n given by Corollary 6.3 and some algebraic simplifications.
The claim that τ has at most one real root may be inferred by applying cα m > 0 to equation 6.12.
Proposition 6.5. Let c and α be non-zero reals and m be integer. Suppose z is non-zero complex number such that (6.14) αℜz = m log |z| − log |c| 6.1. Analysis of a T Extension. We introduce T an extended form of T that figures prominently in providing sharp approximations.
and 0 ≤ β j ≤ −α, m j − β j /α > 0, and cα m > 0, and the ξ j are polynomials nonvanishing at zero. Lemma 6.6. Let T be defined as above then the following expansion holds
where q is a rational function whose numerator is a polynomial of degree 2n 0 −1+M and denominator is a monomial of degree M , where M is the order of the pole of T at 0, and where
We begin by showing that t satisfies the conditions of Corollary 8.3. M has been selected so that t(0) = 0. Observe that t is an analytic function for which there exists a constant C such that |t(z)| < C exp(2α|z|). Moreover it may be shown that t's exponential limit at ∞ is 0.
From Lemma 6.7 we deduce that t's zeroes may be partitioned into the requisite disjoint sets W b and W d where W b is finite and W d = {n ≥ n 0 , w n , w n } with ℑw n = 2πα −1 n + O(1) and ℜw n = O(n a ) for a < 1. Thus t satisfies the conditions of Corollary 8.3 implying that t has the following representation. T (z) = exp(αz/2)q t (z)
(1 − z/u n )(1 − z/ū n ). where ξ is polynomial of degree m + 1 We may now apply Corollary 8.17 to the representations of T and T to deduce
The following lemma facilitates the analysis of T's zeroes by dividing the plane into three regions, defined by D(a, N ) = {z : ℜz ≤ a and |z| ≥ N }, B(N ) = {z : |z| < N } and C(a, b, N ) = {z : a ≤ ℜz < b and |z| ≥ N }.
Lemma 6.7. Let T , T and M be as defined in Lemma 6.6, then we may choose a and N such that T is non-vanishing on C(a, ∞, N ), T vanishes only on a finite number of points of B(N ), and on D(a, N ) the zeroes of T and T may be put into a bijective relationship. In particular if we denote the zeroes of T and those of T on D(a, N ) by U d and W d respectively, then U d and W d may be expressed as U d = {u n , u n , n ≥ n 1 } and W d = {w n , w n , n ≥ n 1 } where the u n are the zeroes of T as given by Corollary 6.3. Moreover |u n − w n | = O(n −λ ) with λ as defined by Lemma 6.6. Finally the ℑw n = 2πα
Proof We begin by observing that since T(z)z M is an entire function it vanishes at most a finite number of times on the bounded domain defined by B(R) for any finite R.
The rest of proof consists of showing that we can find a 1 , a 2 , N 1 and λ that satisfy the premises of Lemma 6.8.
Applying Lemma 8.23 with γ set to m/α shows that |ξ(z)| satisfies equation 6.21, and that we may choose a 1 for which ℜz ≤ a 1 implies |ξ(z)| < 0.1 satisfying equation 6.20.
Observe if ℜz ≥ a 1 and |z| ≥ 1 then |T(z) + 1| ≤ K(a 1 )|z −1 | where K(a 1 ) = |c| exp(|αa 1 |)(1+K ′ ) and K ′ is equal to the sum of the absolute values of each of the coefficients of ξ 0 , ξ 1 and ξ 2 . Set N = 4K(a 1 ) so that |z| ≥ N and ℜz ≥ a 1 jointly imply |T (z) + 1| ≤ 0.25. We see by the triangle inequality that for z ∈ C(a 1 , ∞, N ) that |T(z)| ≥ 0.75.
The remaining conclusion of this lemma now follow from those of Lemma 6.8. If |z| tends to ∞ in such a way that x(z) = m log |z|/α + O(1) then
and if a 1 ≤ ℜz < a 2 and |z| ≥ N 1 then |F (z)| > 0.2. With these assumptions the following conclusions hold. We may choose N ≥ N 1 such that on D(a 1 , N ) = {z : ℜz ≤ a 1 and |z| ≥ N } the zeroes of T and Υ may be put into a bijective relationship. In particular if we denote the zeroes of T and those of Υ on D(a 1 , N ) by U d and W d respectively, then U d and W d may be expressed as U d = {u n , u n , n ≥ n 1 } and W d = {w n , w n , n ≥ n 1 } where the u n are the zeroes of T as given by Corollary 6.27. Define the semi-circular curves C ′ n (a 1 ) = {|z| = r n and ℜz ≤ a 1 } where r n = (|u n | + |u n+1 )/2. Then there exists n 1 for which n ≥ n 1 implies Υ is bounded below by 0.20 on C 
and its interior we find that Υ must also have exactly two roots in the interior of this region. It is convenient to introduce the half open, half closed disjoint regions E n (a 1 ) = {r n ≤ |z| < r n+1 and ℜz ≤ a 1 } and their partial unions E n,m (a 1 ) = {r n ≤ |z| < r n+m+1 and ℜz ≤ a 1 }. Observing that lim m→∞ E n1,m (a 1 ) = D(a 1 , r n1 ) provides a means for inductively constructing a bijective mapping on D(a, N ) of the zeroes of T to the zeroes of Υ where N = r n1 .
Observe if |w n − u n | = O(n −λ ) then the asymptotic estimates for ℜw n and ℑw n follow from those for ℜu n and ℑu n given in Corollary 6.27. Corollary 6.21 implies that for n 1 sufficiently large there exist µ > 0, ν > 0 and δ > 0 such that if n ≥ n 1 and |η| < δ we have (6.22) µ|η| < |T (u n + η)| < ν|η| Corollary 6.3 yields u n = m ln(n)/α + O(1) and thus by equation 6.21 we may deduce |ξ(u n + η)| = O(n −λ ) for |η| < δ. Lemma 8.19 may be applied to T and u n to deduce |w n − u n | = O(n −λ ).
Analysis of σ's Roots.
To simplify the analysis of the roots we introduce the multisets where the multiplicity of each element b is equal to b's multiplicity as a root of σ. Define Z as {z ∋ σ(z) = 0} and define U as {z ∋ ℑz ≥ 0 and σ(z) = 0}. Since σ(z) = σ(z) and similarly for all of σ's derivatives it follows that a root b has the same multiplicity as its conjugate, hence Z = U ∪ U . Thus it suffices to characterize the elements of U. Moreover according to Lemma 6.9 there is at most one zero of σ with a multiplicity of two and none higher. The equation σ(z) = 0 with ℑz ≥ 0 is equivalent to the following set of simultaneous equations in the real variable ρ which is the main focus of the rest of this section.
where h(ρ) = y(ρ) − mω(ρ), n is an integer, and the square root and arccos are taken to be the principal branches.
The constants r 0 , r 1 , r 2 and set A m,β are defined in Lemma 6.14, and are used in the remainder of this subsection.
Lemma 6.9. The function σ has at most one zero of order 2 and none higher. Moreover σ has zero of order 2 at θ = m only if σ(m) = 0.
Proof Differentiate σ to deduce the following equations. Proof The lemma is jointly implied by Lemmas 6.13 and 6.14 . Proof Setting z(ρ) = x(ρ) + iy(ρ) we may define Z 1 = {z(ρ n ), z(ρ n ), n > 0}. Notice that the definition of ρ n is equivalent to equation 6.3 since arg(z n ) = arccos(ℜz n /|z n |) = arccos(x(ρ n )/ρ n ).
Let 
Lemma 6.13. The function h ′ is strictly positive on the interior of A m,β .
Note that h ′ is positive since |x(ρ)| < ρ on the interior of A m,β and A (1) m,β . Lemma 6.14. There exists a set A m,β such that |x(ρ)| ≤ ρ if and only if ρ ∈ A m,β . Moreover |x(ρ)| < ρ whenever ρ ∈ A o m,β . Proof Since the function x(ρ) + ρ maps (0, ∞) continuously and injectively onto (−∞, ∞), define by r 0 the positive real number for which x(r 0 ) = −r 0 . Note x(ρ) < −ρ whenever 0 < ρ < r 0 and x(ρ) > −ρ whenever ρ > r 0 .
Setting η(ρ) = ρ − x(ρ) we see that η(ρ) is convex on (0, ∞) since its second derivative is positive with a unique minimum at ρ = m.
If η(m) > 0 then x(ρ) < ρ on (0, ∞) so that |x(ρ)| ≤ ρ on [r 0 , ∞). In this case set r 1 and r 2 equal to r 0 . Otherwise there exist r 1 , r 2 such that r 0 ≤ r 1 ≤ r 2 and η(r 1 ) = η(r 2 ) = 0. Moreover x(ρ) > ρ for ρ ∈ (r 1 , r 2 ) and |x(ρ)| < ρ whenever ρ ∈ (r 0 , r 1 ) (r 2 , ∞).
If for r sufficiently large.
Proof Simple asymptotic arguments show that there exists an R for which if r > R then 2m < (ln(r)) 1/2 < x δ (r) < r 1/4 , y δ (r) > r − r −1/2 , and thus also x δ (r)y δ (r) > mr. If r > R it follows that
and (6.37) r − x δ (r) 2 r −1 < y δ (r) < r Inequalities 6.36 and 6.37 jointly imply
Subtracting r − mπ/2 from the previous inequality yields 6.35.
Corollary 6.16. Let δ 0 be a fixed positive number and suppose {r n , ǫ n , n > 0} where 0 < r n = (2n + 1 + m/2)π + ǫ n , and ǫ n = o(1). Then uniformly for δ ∈ [0, δ 0 ] there exists n 0 for which cos(v(x δ (r n ), y δ (r n )) < 0 whenever n > n 0 .
Proof By Proposition 6.15 we may choose n 1 sufficiently large so that |v(x δ (r n ), y δ (r n ))− r n +mπ/2| < x δ (r n ) 2 r −1 n whenever n 1 < n. Substituting for r n we find |v(x δ (r n ),
n . We may choose n 0 ≥ n 1 such that x δ (r n ) 2 r −1 n + |ǫ n | < π/2. Thus if n > n 0 we have π/2 < v(x δ (r n ), y δ (r n )) − 2nπ < 3π/2. The last inequality implies cos(v(x δ (r n ), y δ (r n ))) < 0 whenever n > n 0 . Lemma 6.17. Let ρ n be as defined in Lemma 6.11. For any η > 0 the sequences
n and y(ρ n ) satisfy the following set of asymptotic relations To establish 6.42 note whenever |b| < a, a − b 2 a −1 < (a 2 − b 2 ) 1/2 < a. Applying this inequality to the definition of y(ρ) we find
n < y(ρ n ) < ρ n To complete the proof of the lemma we now justify 6.43. Noting that if we set δ to zero in inequality 6.36 we get
Lemma 6.18. The sequences ρ n , x(ρ n ) and y(ρ n ) satisfy the follow set of asymptotic equations as n → ∞.
Proof Note 6.46 and Lemma 6.17 in combination show 6.47. Lemma 6.17 and h(ρ)'s definition jointly imply
Using the identity h(ρ n ) = 2nπ in 6.49 yields
The last inequality and Lemma 6.17 jointly yield 6.46. Observe (6.51) ln(ρ n ) = ln((2n + m/2)π + o(n η−1 )) = ln(2nπ) + m4
The last equality and the definition of x(ρ) together imply 6.48.
Proposition 6.19. Set σ 0 (w) = exp(w) − 1 and w = x + iy, then σ 0 satisfies the following inequalities
Proof To verify the first inequality note that for u ≥ 0, | exp(−u) − 1| ≥ min(1/2, |u|/2) which may be proved by a Taylor series expansion with remainder argument. Substituting this inequality into |σ 0 (w)| ≥ || exp(w)|− 1| ≥ | exp(−|x|)− 1| ≥ min(1/2, |x|/2) yields the first inequality.
The second inequality follows from (6.56) 0.5|w| ≤ |w| − |w|
for |w| < 1/2. All of which may be justified by substituting each term with its Taylor series expansion. The third inequality is proved by observing |σ 0 (w)| ≥ |ℜw| = 1 + | cos(y)| exp(x) > 1.
To prove the last inequality note that exp(2x) + 1 − 2 cos(y) exp(x) ≥ exp(2x) + 1 − 2| cos(y)| exp(x) which reaches an absolute minimum of 1 − cos(y)
2 at x = − ln | cos(y)|.
Lemma 6.20. Let h(ω, η, ξ, m) = exp(ωη)(1 + η/ξ) −m − 1 for ω = 0 and m a positive integer then
whenever |η| < δ(ω) and |ξ| > M 0 (m, ω), where δ(ω) = min(0.5, |1.5ω|
where g(η, ξ) = exp(ωη)(1 + η/ξ) −m − exp(ωη) and where σ 0 as defined in Proposition 6.19. Proposition 6.19 implies
It follows from inequality 6.59 that | exp(ωη)| < 2 whenever |η| < δ(ω). By setting k = 8|ω −1 | and v = η in Proposition 6.25 we may deduce that for |ξ| > M 0 (m, ω) 
Proof By simple algebra we see that
Choose n 0 so large that n > n 0 we have |u n | > (8|α| −1 + 1)m, and apply Lemma 6.20 where ξ = u n and ω = α to complete the proof.
Our next result shows that the linear growth bounds on T at a zero holds in neighborhood of the zero.
Corollary 6.22. Let ν(α), δ(α), n 0 and u n be those of Lemma 6.21. Set δ 1 (α) = min(δ(α), 1/4ν(α)) and suppose n > n 0 , |w − u n | < δ 1 (α) and |η| < δ(α) then
Proof We have from Corollary 6.21 that
By the triangle inequality we deduce that (6.66) 0.75 < |c exp(αw)w −m | < 1.25
Observe that |T (w + η) − T (w)| = |c exp(αw)w −m h(α, η, w, m)| which by Lemma 6.20 and inequality 6.66 implies 6.64. 
applying Corollary 6.23 to each individual term on the right hand side we get for |z| > M 0 and |η| 
Proof Applying the binomial theorem in conjunction with triangle inequality yields (6.70)
Using the inequality m + n − 1 ≤ mn for n ≥ 1 one may prove
Substituting 6.71 into 6.70 we have
Lemma 6.26. Let S(z) = exp(z + β)z −m − 1 and a be a real fixed number then there exist an integer n 0 (a) and horseshoe shaped curves D n (a) for n ≥ n 0 (a) such that if n ≥ n 0 (a) and z ∈ D n (a) then |S(z)| ≥ 1/2 where D n (a) is defined by C n (a) A n (a) C n+1 (a) and where C k (a)
Proof We may assume w.l.o.g. that ℑz ≥ 0 which follows from S(z) = S(z), next we may rewrite S as |S(z)| = | exp(u(x, y) + iv(x, y)) − 1| where z = x + iy, u(x, y) = x − m ln |z| − β and v(x, y) = y − m arctan(x, y).
Since by Lemma 6.18 we have r j = (2j + 1 + m/2)π + o(1), we can choose an n 1 such that a < m ln(r j ) + β − 1 whenever j > n 1 , hence by definition |u(x, y)| ≥ 1 when z ∈ A n (a) and n > n 1 . We may now apply inequality 6.52 of Lemma 6.19 to complete the proof for A n (a).
For z ∈ C n (a) C n+1 (a) it suffices by Proposition 6.19 to prove that if |u(x, y)| < 1 then cos(v(x, y)) < 0). We may assume w.l.o.g. that z ∈ C n (a). By Corollary 6.16 if we set δ 0 = 1 we may select n 0 (a) ≥ n 1 for which cos(v(x δ (r n ), y δ (r n )) < 0 whenever n > n 0 (a) and δ < 1. If we set δ = |u(x, y)| we find by definition that x δ (r n ) = m ln(r n ) − β + u(x, y) = x which in turn implies y δ (r n ) = |y| = y and that cos(v(x, y)) < 0 Lastly the assertion for the roots z n follows from Theorem 6.2 and the fact that for n 0 (a) sufficiently large guarantees that r n < |z n+1 | < r n+1 . 
Proof Observe that T (z) = S(αz) for S defined by S(z) = exp(z + β)z −m − 1 where β = m log(|α|) + log(|c|). Let C n (αa), A n (αa), r n and n 0 (a) be those defined in Lemma 6.26. If we set r ′ n = r n /|α| and n ′ 0 (a) = n 0 (αa) it is easy to show that if z ∈ C ′ n (a) and n ≥ n ′ 0 (a) then αz ∈ C n (aα), and if z ∈ A ′ n (a) then αz ∈ A n (aα). The proof now follows from Lemma 6.26 by setting u k = z k /α and applying the identity T (z) = S(αz).
6.3. Possible Generalizations. As we will see in the next section there are G/G/1 systems for which σ as defined by 6.1 doesn't dominate F (θ) as ℜθ → −∞.
The function σ may be varied by adding θ n instead of subtracting it:σ(θ) = exp(θ + β) + θ n . One may use methods detailed above to proveσ has canonical form very similar to that of σ given by Theorem 6.2.
In some instances the dominant term of F will have multiple exponents such as One may express T (θ) as T 0 (θ)T 1 (θ)+β 0 exp(α 0 θ) where T 0 (θ) = β 0 exp(α 0 θ)θ −m0 + 1 and T 1 (θ) = β 1 exp(α 1 θ)θ −m1 − 1 The inequality on α i and m i simplifies to m 0 /α 0 < m 1 /α 1 . This last inequality guarantees that when T 0 (θ) is close to 0 for large θ that T 1 (θ) grows large with θ. Also for T 1 (θ) close to zero for θ large implies that β 0 exp(α 0 θ)θ −m0 will be decreasingly small compared to
allowing one to use Lemma 8.20 We will now illustrate these generalizations with the following example. 
−1 + 1 Computational evidence and the heuristics given above suggest that H(θ) = q(θ)T 1 (θ)T 0 (θ) where q(θ) is the ratio of low degree polynomials, and theT i have the same form as T i with asymptotically convergent zeroes.
For example solving the simultaneous equations 6.14 and 6.15 for k = 10, 100 when the target function is T 0 and T 1 respectively and then solving for H's and F 's associated zeroes we find that 
Exponential Asymptotics
The notion of exponential order introduced in this section is the key to obtaining an exact mathematical formula for ψ, the waiting time Laplace transform. An exponential order computation plays a key role in pinning down the exponential term in ψ's Hadamard product representation. Definition 7.1. A real function f is said to be of exponential order a at b if for ∀ǫ > 0
Note that we omit b if the exponential order is the same for ±∞. It is easy to prove that all non-null polynomials are of order 0 for b = ±∞. Lemma 7.2. Suppose that {a n , n = 1, 2, ...} is sequence for which (7.2) a n = O(n −1−η ) where 0 < η < 1 and {b n , n = 1, 2, ..} is a sequence of positive numbers for which
Then γ(x) defined by
is of exponential order π.
, where ξ(x) = ⌈|x| α ⌉ with α = 1 + η, and Γ(x) = γ(x)/ζ(x). We will now show that ζ is of exponential order π. Let 0 < ǫ < 1 be given.
2 ). It follows that by making |x| sufficiently large we can ensure that |a n /(b n x)| < ǫ for 1 ≤ n ≤ ξ(x), and thus
The last equation and Corollary 7.9 jointly imply that ζ is of exponential order π. Proposition 7.6 shows that Γ is of exponential order 0. Applying the multiplicative law (cf. Proposition 7.8) for exponential orders to the product of ζ(x)Γ(x) completes the proof. Corollary 7.4. Let a n , b n and γ(x) be as in Corollary 7.3 then for every ǫ > 0 a constant C(ǫ) such that
Proof Without loss of generality we may assume that a n > 0 (7.7) |1 + a n θ + b n θ 2 | ≤ 1 + a n |θ| + b n |θ| 2
Forming the product of 7.7 over n yields |γ(θ)| ≤ γ(|θ|). By Corollary 7.3 there exists M > 0 such that if x > M then |γ(x)| < exp(x(α/2 + ǫ)). Choosing C(ǫ) to be the maximum of |γ(θ)| on |θ| ≤ M completes the proof.
Proposition 7.5. Suppose that {b n , n = 1, 2, ..}. is a sequence for which
Proof Note that sinh(πx) = (exp(πx) − exp(−πx))/2 is of exponential order π and has product form (7.10) sinh(πx) = πx
Observe by virtue of 7.8 there exists an n 0 for which n ≥ n 0
Thus for n > n 0
Since the leftmost term in 7.12 is positive we may form the product over n 0 < n < ∞ to get
. Since sinh(πx)/(πx) and sinh(πx)/p n (x) have order π it follows from 7.13 and Proposition 7.8 that γ(x)/γ n0 (x) has exponential order π. Because γ n0 (x) is of order 0, γ(x) must be of exponential order π. Proposition 7.6. Suppose {a n } and {b n } satisfy 7.2 and 7.3 respectively and set Q(x) = ⌈|x| 1+η ⌉ + 1, then Γ(x) defined by
is of exponential order 0.
2.37 of [1] we have exp(−2|c|) ≤ 1 + c ≤ exp(|c|) when |c| ≤ 1/2 . Take |x| sufficiently large so that if n ≥ Q(x) implies |a n x| + |b n |x 2 < 1/2 and thus
Applying 7.15 to the factors of Γ(x) yields
The estimates A n = O(n −η ) and B n = O(n −1 ) jointly imply that h(x) = O(|x| 1−η ). Consequently exp(−2h(x)) and exp(h(x)) are both of exponential order 0. The result now follows from Proposition 7.7. Corollary 7.9. Let {b n } satisfy 7.3, and let ξ(x) = ⌈|x| 1+η ⌉ where 0 < η < 1, then ζ(x) defined by
Auxiliary Results from Complex Analysis
The following theorem is a simplification of the more general form given Ahlfors [2] , Chapter 5, Section 1.5, equation 19.
Theorem 8.1. Hadamard Factorization Theorem. Let H be analytic function satisfying
and
where {u n , n ≥ 0} is an enumeration of the zeroes of H in with their full multiplicity, and µ is a complex constant.
Theorem 8.2. Let G be an entire function, nonvanishing at zero, which satisfies G(θ) = G(θ) and inequality 8.1 with zeroes Z is equal to the disjoint union of Z 0 and Z 1 where Z 1 = {z n , z n , 0 ≤ n 1 < n < ∞} such that ℑz n = 2π|α| −1 n + O(1) and ℜz n = O(n η ) where α < 0 and η < 1, and where Z 0 = {w n , 0 ≤ n < n 0 }. In addition suppose either G is of exponential order 0 as x → −∞, or M = |α| in inequality 8.1 and G(θ) is of exponential order is less than or equal to zero as
(1 − θ/u n ) Proof By virtue of Theorem 8.1 there exists a constant µ such that
n we may simplify the above equation to
The assumption that G(θ) = G(θ) implies that Z 0 = Z 0 and in turn that p(θ) = p(θ), and from that it may be inferred λ is real valued. Corollary 7.3 indicates that γ is of exponential order |α|/2 as |θ| → ∞. We conclude by showing that λ = |α|/2 = −α/2. If G has exponential order 0 at −∞ then Proposition 7.8 may be applied to show that λ = |α|/2. Otherwise we may use Proposition 7.8 in conjunction with hypothesis that the exponential order of G(θ) at −∞ is no greater than 0 and the exponential order of γ at −∞ equals |α|/2 to show λ ≥ |α|/2. Conversely we may show that λ ≤ |α|/2 by applying Proposition 7.8 in conjunction with the fact that the exponential order of γ at ∞ is |α|/2 and the hypothesis that |G(θ)| ≤ C exp(|αθ|). Corollary 8.3. Let H be an entire function, nonvanishing at zero, which satisfies H(θ) = H(θ) and inequality 8.1 and whose multiset of zeroes is the union of the disjoint multisets W 0 and W 1 where W 1 = {w n , w n , 0 ≤ n 1 < n < ∞} such that ℑw n = 2πα −1 n + O(1) and ℜw n = O(n η ) where α < 0 and η < 1, and where W 0 = {v n , 0 ≤ n < n 0 }. In addition suppose either H is of exponential order 0 as x → ∞, or M = |α| in inequality 8.1 and H(θ) is of exponential order is less than or equal to zero as x → ∞.
Then
To conclude the proof notice that simple algebra shows H(0) = G(−0), p(−θ) = p(θ) and γ(−θ) =γ(θ). Definition 8.4. A non-decreasing sequence {r n , n > 0} is η-sublinear if there exists n 0 for which r n+1 − r n < η whenever n ≥ n 0 . Theorem 8.5. Let f be a globally meromorphic non-vanishing function satisfying the following conditions.
(1) There exists a sequence of circles ρ n centered around 0 of radius r n such that r n ↑ ∞ and lim sup r n+1 − r n < η and for which |f (z)| is bounded by C exp(λ|z|) on ρ n (2) All poles occur in conjugate pairs except for one non-zero real pole. (3) The poles {z n } of the upper plane have asymptotic form
Proof Observe that F = f γ is an analytic non-vanishing function. By Corollary 7.4 (8.10) |γ(θ)| < C 2 exp(|θ|(|α|/2 + ǫ))
where M = α/2 + ǫ + λ and C 3 = CC 2 . The last inequality and Lemma 8.6 jointly imply that the existence of
Since f is of exponential order α at −∞ and γ is of exponential order −α/2 at −∞ it follows from Proposition 7.8 that κ = −α/2, completing the proof.
Lemma 8.6. Let h be a holomorphic function bounded by C exp(λ|z|) with λ > 0 on ρ n where ρ n are concentric circles centered around 0 of radius r n such that r n ↑ ∞ and lim sup r n+1 − r n < η. Then h is bounded by C 1 exp(λ|z|) on the complex plane.
Proof The limit supremum condition implies the existence of n 0 such that r n+1 − r n < η whenever n ≥ n 0 . Set C 1 = C exp(λ max(η, r n0 )). Let z be given. If |z| ≤ r n0 then by the maximum principle |h(z)| ≤ C 1 ≤ C 1 exp(λ|z|).
For |z| > r n0 there exists m > n 0 for which r m ≥ |z| > r m−1 . Applying the maximum principle to the circle ρ m yields
Definition 8.7. f is said to be globally meromorphic if all its poles {ξ n , −∞ < n < ∞} are of finite order k n and are isolated, ie, there exists r 0 > 0 such that f may be represented around ξ n by
where |z − ξ n | < r n .
Definition 8.8. f is said to satisfy Mittag-Leffler Integrability if there exist a sequence {r n , n = 1, 2, ...} increasing to ∞ and a sequence {ǫ n , n = 1, 2, ...} decreasing to zero for which (8.14) |z| = r n ⇒ |f (z)| < ǫ n |z| Theorem 8.9. Let f satisfy definitions 8.7 and 8.8 and analytic at 0 then uniformly for all bounded sets
where z is an analytic point of f .
Proof Define ρ n = {ζ : |ζ| = r n } and g(ζ, z) = f (ζ)((ζ − z)ζ) −1 . 
where L n = A n D n with A n = {z : |z| = r n and ℜz < c} and D n = {z = c + iu :
Proof By virtue of Lemma 8.12 it suffices to show that the integral on A n vanishes as n grows large. ) and ω 2 = 2π − ω 1 , we find that cos(ω) is dominated on B n by cos(ω 1 ) and Ω n − B n by cos(ω 0 ) respectively. Noting that cos(ω 1 ) = −r −1/2 n and that cos(ω 0 ) = cr −1 n we deduce the following inequality.
Noting the concavity of sin on the interval [0, π/2] one may show that arcsin(x) < xπ/2 for x ∈ (0, π/2). From this we see that the arc length of Ω n − B n is bounded by r
Combining the bounds on the integrands and arc lengths shows the integral over B n is no more than πM exp(−r 1/2 n t), and the integral over Ω n − B n is dominated by πM exp(ct)(r exp(z n t)(−tz n ) l /l! where a n,j = A n,j (−z n ) A n,j
Substituting a n,j = A n,j (−z n ) −j into 8.33 and simplifying yields (8.34) The limit condition implies that R has neither a pole or zero at ∞. The lemma then follows from a comment of Ahlfors [2] in section 1.3, page 44. Proof Since the limit of a ratio is equal to the ratio of the limits whenever the denominator limit is non-zero, we have lim x→∞ R(x) = a where a = b/c. Since b and c are non-zero finite so is a.
where h 1 , h 2 , g 1 , g 2 are all polynomials, and
such that w n = z n + O(n −η ) for η > 0 and |z n | > M n > 0 and ℜz n < 0 for n sufficiently large. If
Proof Notice H(x)/G(x) can be expressed as R(x)A(x) where R(x) = h 1 (x)g2(x)h Suppose f has a sequence of simple zeroes {z n ∈ D, n > 0} for which there exist positive constants δ > 0, µ > 0, ν > 0, λ > 0, M > 0 for which |η| < δ implies z n + η ∈ D, µ|η| < |f (z n + η)| < ν|η|, and |g 0 (z n + η)| < M n −λ . Then there exist n 0 and a sequence {w n ∈ D, n > n 0 } such that g(w n ) = 0 and |w n − z n | < 2M µ −1 n −λ .
Proof Let n 0 be so large that if n > n 0 then δ n < δ and δ n ν < 1, where δ n = 2M µ −1 n −λ . We claim that if |η| = δ n then |f 0 (z n + η)g 0 (z n + η)| < µδ n . By hypothesis |η| < δ then |f 0 (z n + η)| < 1 + ν|η| , and |g 0 (z n + η)| < M n −λ . Thus |f 0 (z n + η)g 0 (z n + η)| < (1 + ν|η|)M n −λ < 2M n −λ = δ n µ. Since f , and f g 0 are analytic in D, and |f (z n + η)| > µδ n we may deduce from Rouche's Theorem the existence of w n such that |z n − w n | < δ n . QED
The following lemma complements Lemma 8.19
Lemma 8.20. Let f = f 0 − 1 and g = f + f 0 g 0 be analytic on a simply connected domain D containing a Jordan curve C. Suppose |f (z)| > 4δ and |g 0 (z)| < δ ≤ 0.1 for z ∈ C, then f and g have the same number of zeroes inside of C.
Proof By Rouche's theorem it suffices to prove that |f | > |f − g| on C which is implied by Prop 8.21. wheren = (n 0 , ..., n J−1 ) andβ = (β 0 , ..., β J−1 ) and m(β,n) = min 0≤j<J γβ j + n j . Moreover if β j ≥ 0, n j ≥ 0 and β j + n j > 0 for j < J then for every ǫ > 0 there exists an a < such that if ℜθ ≤ a then |Ψ(θ)| < ǫ.
Proof From Proposition 8.24 we find that Since the last term has a negative exponent the term can be made as small as possible by letting a tend to −∞ thus proving the proposition's last claim.
Proposition 8.25. Let z = x(z) + iy(z) where x(z) = −γ log |z| + β where γ > 0 and β is real then for every δ < 1/2 and for |z| > 3 max(γ, 1)/2 then if |θ − z| < δ we have |x(θ) + γ log |θ| − β| < 2δ Proof (8.52) log |θ| = log |z| + log |1 + (θ − z)/z| = log |z| + u(z, θ)
where |u(θ, z)| < 3|(θ − z)/2z| by virtue of Proposition 8.26. Multiplying the previous equation by −γ we find (8.53) − γ log |θ| = −γ log |z| − γu(z, θ) = x(z) − γu(z, θ)
Now subtracting x(θ) from both sides we get (8.54) − γ log |θ| − x(θ) = x(z) − x(θ) − γu(z, θ)
Now taking absolute values and applying the triangle inequality we find (8.55) |x(θ) + γ log |θ| − β| ≤ |x(z) − x(θ)| + γ|u(z, θ)| < δ + 3δγ/(2z)
The desired inequality now follows from the assumption on z.
Proposition 8.26. | log |1 + u|| ≤ − log(1 − |u|) ≤ 3|u|/2 for |u| < 1/2
Proof If |1 + u| < 1 then by the monotonicity of the log function and the triangle inequality we find that log(1 − | − u|) ≤ log |1 + u| < 0 or reversing signs we find | log |1 + u|| ≤ − log(1 − |u|). Conversely, if |1 + u| ≥ 1 then also by monotonicity and the triangle inequality we have 0 < log |1 + u| ≤ log(1 + |u|) Inequality (4.1.38) of [1] yields log(1 + |u|) < | log(1 − |u|), and inequality (4.1.35) ibid gives | log(1 − |u|) ≤ 3|u|/2 when |u| < 1/2.
Utility Summation and Product Formulas
The following formulas are due to Euler. We may employ the last identity to telescope the following infinite product. 
Conclusions and Remaining Challenges
This paper furnishes a variety of computationally efficient means to determine the steady-state unfinished workload statistics for an uncommon set of G/G/1 models. (An alternative approach of great power is given in [14] .) In particular the formulas derived for the the gated M/M/1's unfinished workload statistics should have interesting implications for investigations into queues with non-homogeneous Poisson arrival processes (cf [9] ).
This new class of solved G/G/1 queues should also be valuable to those studying sensitivity of waiting times to distributional assumptions.
Within the current scope there still remain some interesting challenges. For example, expansion given by equation 2.7 converges very slowly for small values of t, so a way to accelerate this convergence or replace it with some other inversion formula would be useful. One potentially fruitful approach would be finding a more computationally efficient way to compute the spectral coefficients a n,1 for n large.
A promising idea is given in Section 4.5 where it shown that the spectral coefficients depend on the asymptotic behavior of the idle distribution. In the case of bounded interarrival times the idleness transform should be amenable to asymptotic expansion since the idle times will also be bounded.
Another challenge is dealing with the case where F is not dominated on the left plane by a term of the form c exp(αθ)θ −m − 1 but rather by a product of such terms. The analysis of such F was briefly considered in Section 6.3.1
