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Abstrakt
Tato diplomová práce se zabývá návrhem a implementací simulátoru programovatelných polí
neuronových sítí (FPNN) v jazyce C++. Jako jejich základ je v práci úvod do neuronových
sítí a FPGA. Pro FPNN jsou zde uvedeny příslušné definice a metody výpočtu. Dále práce
popisuje speciální vlastnosti FPNN a jejich odlišnosti oproti klasickým neuronovým sítím.
Také se zabývá modely FPNN odolnými proti poruchám. To vše je využito pro implementaci
a následné experimenty.
Abstract
This master’s thesis deals with the design and the C++ implementation of the Field Progra-
mmable Neural Networks (FPNNs) simulator. It briefly introduces the concept of artificial
neural networks as it is the base of the FPNN concept. It presents the concept formal de-
finitions and its calculation methods. The thesis also describes the special features of the
FPNNs and the differences between the FPNNs and the classic neural networks. Further-
more, it deals with models of fault tolerant FPNNs. All the presented principles are used
as the base of the developed implementation and the subsequent experiments.
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Kapitola 1
Úvod
Umělá inteligence je v dnešní době využívána v řadě různých odvětví. Jedním z jejich vý-
početních modelů jsou například neuronové sítě. Ty si můžeme představit jako vzájemné
předem definované uspořádání neuronů, výpočetních uzlů, které mezi sebou komunikují
předáváním si svých hodnot. Ovšem čím složitější problém řešíme, tím zpravidla rozsáhlejší
síť potřebujeme. Je zřejmá neustálá snaha o počítání náročnějších problémů, kde je navíc
kladen důraz na získávání výsledku v rozumném nebo i reálném čase. Aby bylo možné splnit
tyto požadavky, je výhodné využít pro výpočet místo procesoru specializovaný hardware.
U něj je ale problém s cenou, která je vysoká a také není flexibilní na rozdíl od proce-
soru. Proto je vhodné využít programovatelná hradlová pole (FPGA, Field Programmable
Gate Array), která mají přednosti specializovaného hardware z hledisky výkonu a procesoru
z hlediska flexibility.
Právě spojením FPGA a neuronových sítí se zabývají pole programovatelných neuro-
nových sítí (FPNN, Field Programmable Neural Networks). Jedná se tedy o přístup, kdy
je neuronová síť vytvořena na FPGA čipu. V takovém případě mohou všechny neurony
počítat současně a výsledek by tudíž měl být znám rychleji než při sekvenčním počítání na
procesoru. Ovšem tento přístup přináší i různé problémy, které je potřeba řešit. Například
jsme limitováni velikostí FPGA čipu, kdy v něm můžeme vytvořit jen určitý počet neuronů
a také máme k dispozici jen omezený počet propojů mezi nimi. Znamená to tedy, že je
potřeba tuto problematiku rozšířit a nahlížet na ni i z hlediska návrhu obvodů.
V rámci práce je popsán teoretický základ zabývající se neuronovými sítěmi v kapi-
tole 2. Kapitola 3 stručně charakterizuje FPGA čipy. Tyto kapitoly sloužily k uvedení do
problematiky, kterou jsou FPNN, protože těm se důkladně věnuje celá kapitola 4. Kapi-
tola 5 se zabývá paralelizací pomocí OpenMP. Tím je shrnut teoretický základ pro návrh
a implementaci simulátoru FPNN, který je popsán v kapitole 6. V další kapitole 7 je vý-
sledný simulátor otestován a porovnán s předchozí implementací [6]. Je v ní také ilustrováno
rozšíření v podobě simulování poruch neurálních zdrojů.
Diplomová práce navazuje na semestrální projekt v kapitolách 2, 3 a 4, které sloužily
jako teoretický základ pro vývoj simulátoru.
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Kapitola 2
Neuronové sítě
Neuronové sítě [8] jsou součástí vědního oboru umělá inteligence. Jsou inspirovány vědec-
kými poznatky o fungování centrální nervové soustavy u živých organismů. Zejména způ-
sobem komunikace mezi sebou. Samotný výpočet je odlišný. U živých organismů probíhají
elektrochemické reakce, které byly pro výpočet nahrazeny matematickými operacemi. Jedná
se tedy o graf vzájemně propojených jednoduchých procesů, který se též nazývá topologie
sítě.
2.1 Perceptron
Základní stavební jednotkou je jeden neuron, z historických důvodů je též nazýván per-
ceptron [7], který je zobrazen na obrázku 2.1. Na jeho vstupu je n hodnot, příznaků
vyjádřených reálným číslem, které jsou buď výstupy jiných neuronů nebo vstupy z okol-
ního prostředí. Jedná-li se o vnější vstupy, pak je daná zkoumaná situace reprezentována
vektorem 𝑥 = [𝑥1, . . . , 𝑥𝑛]. Každý spoj má definovánu také svoji váhu 𝑤𝑖, míru význam-
nosti hodnot přicházejících po tomto spoji, která je též reprezentována hodnotami z oboru
reálných čísel. Dále má každý neuron definován práh 𝜃.
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Obrázek 2.1: Perceptron
Činnost neuronu spočívá v určování vlastního potenciálu, který je vyjádřen váženým
součtem 𝜉 =
𝑛∑︀
𝑖=1
𝑤𝑖𝑥𝑖 − 𝜃. Pro zjednodušení se můžeme setkat s možností, že je práh repre-
zentován jako speciální případ nultého spoje od fiktivního neuronu s hodnotou -1 a váhou
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rovnou velikosti prahu (𝑥0 = −1, 𝑤0 = 𝜃). Pak je hodnota potenciámu rovna 𝜉 =
𝑛∑︀
𝑖=0
𝑤𝑖𝑥𝑖,
což odpovídá skalárnímu součinu vektoru stimulů a vah. Odezva neuronu je dána přenosovou
funkcí 𝑧 = 𝑆(𝜉), která reaguje na jeho aktuální potenciál. Přenosová funkce je libovolně
zvolená diferencovatelná funkce, ale obvykle má tvar sigmoidy se dvěma nevlastními ex-
trémy např. -1 a 1. Tím dokáže rozdělit prostor na dva doplňkové nadprostory rozdělené
nadrovinou wx = 0 tzn. jeden, když podnět převýší práh wx > 0 a druhý je jeho doplňkem.
Mezi takové typické aktivační funkce patří patří následující funkce:
∙ Sigmoida s definicí 2.1, která je na obrázku 2.2 zobrazena s parametrem 𝜆 = 0, 5.
𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1
1 + 𝑒−𝜆𝑥
(2.1)
Obrázek 2.2: Sigmoida
∙ Hyperbolický tangens je funkce 2.2, jejíž graf je znázorněn na obrázku 2.3
𝑡𝑎𝑛ℎ(𝑥) (2.2)
Obrázek 2.3: Hyperbolický tangens
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∙ Skoková funkce s definicí 2.3 má na obrázku 2.4 vyobrazen graf pro parametry
𝑎 = 0, 𝑏 = 1, 𝑢 = 0, kde 𝑎 a 𝑏 jsou výstupní hladiny funkce a 𝑢 místo změny těchto
výstupních hladin „skok“.
𝑠𝑡𝑒𝑝(𝑥) =
{︃
𝑎 pro 𝑥 ≤ 𝑢
𝑏 pro 𝑥 > 𝑢
(2.3)
Obrázek 2.4: Skoková funkce
∙ Rampová funkce s definicí 2.4, jejíž graf je zobrazen na obrázku 2.5 s následujícími
parametry 𝑎 = −1, 𝑏 = 1, 𝑐 = −1, 𝑑 = 1, kde 𝑎 a 𝑏 jsou výstupní hladiny funkce, které
jsou v intervalu ⟨𝑎, 𝑏⟩ projeny lineární funkcí přímé úměrnosti.
𝑟𝑎𝑚𝑝(𝑥) =
⎧⎪⎨⎪⎩
𝑎 pro 𝑥 < 𝑐
𝑏 pro 𝑥 > 𝑑
𝑎 + (𝑏−𝑎)(𝑥−𝑐)𝑑−𝑐 pro 𝑐 ≤ 𝑥 ≤ 𝑑
(2.4)
Obrázek 2.5: Rampová funkce
Z výše uvedených funkcí a jejich grafů je zřejmé, že neuron je tedy primárně schopen
lineárně klasifikovat vektory do dvou vzájemně oddělených tříd.
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Na složitější členění je potřeba využít složitější struktury a to sítě neuronů. Existuje
mnoho způsobů jak dělit sítě, např. z hlediska topologie na rekurentní, jejichž graf obsa-
huje cyklus, a vrstvené, jejichž neutrony jsou rozděleny do vrstev a jsou propojeny tak, že
přijímají informace vždy jen z nejbližší nižší vrstvy. Dalším možným hlediskem dělení je
způsob učení a to s učitelem nebo samoorganizace. Učení s učitelem znamená, že máme
nachystánu množinu dvojic vstupní vektor a očekávaná hodnota, kterou nazveme trénovací
množina. Síť učíme pomocí této trénovací množiny, aby nám vracela požadované výstupy.
Tento přístup je možné použít např. pro klasifikaci dat. Oproti tomu pro samoorganizaci
nemáme k dispozici trénovací množinu a tak síť dává výstupy jen podle vlastností vstupního
vektoru. Tento přístup se využívá např. pro shlukování dat, kdy požadujeme, aby shluky
měli např. co nejmenší vzdálenosti mezi prvky.
2.2 Vrstvené sítě
Vrstvená síť [4] se skládá z několika vrstev neuronů, které tvoří úplný bipartitní graf. Vrstvy
neuronů dělíme na vstupní, které přijímají podněty z okolí, tj. vstupní vektory. Dále na
libovolný počet skrytých vrstev, přičemž první skrytá vrstva přijímá podněty od vstupní
vrstvy, druhá skrytá od první skryté atd. A nakonec vrstvu výstupní, která přijímá podněty
od poslední skryté vrstvy a poskytuje nám výsledek sítě. Příklad takové neuronové sítě je
na obrázku 2.6. Počty neuronů v jednotlivých vrstvách a také počet vrstev jsou parametry
sítě, které se v praxi určují pomocí heuristik. Jsou to důležité parametry, protože příliš malý
počet neuronů povede na síť, která nepostihne daný vzor z trénovacích dat. A naopak příliš
velký počet povede na stav přetrénování (overfitting), při kterém síť špatně generalizuje,
tzn. na trénovacích datech má vysokou úspěšnost, na rozdíl od reálných dat.
Obrázek 2.6: Vrstvená neuronová síť
Pomocí nastavování vah u jednotlivých spojů jsme schopni vytvořit zobrazení 𝜑 ze vstup-
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ního m-rozměrného prostoru [0, 1]𝑚 do n-rozměrného výstupního prostoru [0, 1]𝑛 pro m
neuronů vstupní a n výstupní vrstvy. Ovšem jak nastavit tyto váhy? Vhodné jsou adap-
tační metody, které využívají odchylku daného výsledku od očekávaného, tzv. chybu. S její
pomocí poté upravují váhy a prahy neuronů tak, aby chyba postupně klesala. Tento pro-
ces probíhá ve značném množství iterací a bez záruky úspěchu. Známá je např. metoda
back-propagation, zpětné šíření chyby, kdy jsou postupně upravovány váhy neuronů od
výstupní vrstvy přes skryté až po vstupní na základě spočítání přírůstku chyby na jednot-
livých spojích.
Vrstvené sítě je možné využít např. pro klasifikaci, kdy rozdělujeme vstupní vektory
do předem definovaných tříd tak, aby v rámci třídy byly co nejpodobnější prvky a mezi
třídami naopak co nejrozdílnější. Dalším využitím je predikce, kdy naučíme síť na časové
posloupnosti historických dat, abychom pro ně následně dostali budoucí předvídané hod-
noty. Je možné předpovídat teplotu nebo i vývoj na burze. Pro řízení jsou neuronové sítě
také použitelné. Mohou řídit robota na základě dat ze senzorů nebo kontrolovat kvalitu
výrobků na lince.
2.3 Hopfieldova síť
Kontrastem k vrstveným sítím je Hopfieldova síť, jejíž neurony jsou v úplném, plně propo-
jeném grafu se symetrickými vahami 𝑤𝑖𝑗 = 𝑤𝑗𝑖 bez smyček 𝑤𝑖𝑖 = 0. Je inspirována fyzikou
částic, které se vždy snaží zaujmout postavení s nejnižší možnou energií. O to se snaží i
tato síť, jen je energie vyjádřena pomocí potenciálu sítě. Při učení energie vždy klesá, až se
dostane do minima, což znamená, že na rozdíl od vrstvených sítí v konečném čase konver-
guje. Možným využitím Hopfieldovy sítě je asociativní paměť. Po naučení vzorů si dokáže
i z jeho části vybavit řešení. Vzor je tedy vybavován na základě svého obsahu i částečného.
2.4 Samoorganizace
Pokud se síť adaptuje na vnější podněty bez vnějšího hodnocení, mluvíme o samoorganizaci.
Znamená to, že síť si neupravuje váhy jednotlivých spojů neuronů podle chyby, ale přibližuje
se vstupnímu vektoru, který je jí nejbližší. Váhy ostatních neuronů se nemění. Pokud je
vstupnímu vektoru nejblíže neuron s váhami w, pak si je upraví podle následujícího vzorce:
wi+1 = wi+𝛼(x−wi), kde 𝛼 je koeficient učení, který je na začátku blíže jedné a postupně
se snižuje k nule. Což odpovídá přírodním procesům, kdy se mladý organismus rychle
přizpůsobuje podnětům z okolí, ale s rostoucím časem více spoléhá na svoje již získané
životní zkušenosti. Ovšem pokud počáteční váhy neuronu budou podobné a měnily by se
váhy jen „vítězného“ neuronu, nemusela by se síť při vítězství vždy stejného neuronu dobře
adaptovat. Proto byly zavedeny techniky, kdy se společně s váhami „vítězného“ neuronu,
mění i váhy sousedních neuronů se snižujícím koeficientem.
Někdy se vyplatí i kombinace s učením s učitelem. Například můžeme spodní vrstvy
nechat samoorganizovat a vrchní učit s učitelem. Sice nemusíme dostat tak kvalitní výsledky,
ale zase může být takové řešení o dost rychlejší. Což je vhodné použít při hledání vhodné
sítě a až ji nalezneme, vyměnit ji za takovou, která využívá učení s učitelem celá a dá nám
přesnější finální výsledky.
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Kapitola 3
FPGA
Programovatelná hradlová pole (FPGA, field programmable gate array) [1][12] jsou logická
zařízení, čipy, skládající se ze dvou základních částí. Těmi jsou logické buňky a programova-
telné přepínače, které jsou na jejich vzájemných propojích. Logické buňky jsou uspořádány
v pravidelné dvourozměrné mřížce. Je možné je nakonfigurovat, aby představovaly jedno-
duché funkce. Programovaní FPGA spočívá v přípravě bitstreamu s jeho konfigurací, kde je
určeno, jakou funkci budou jednotlivé logické buňky vykonávat, a jsou zde určené propoje
těchto funkcí pomocí nakonfigurování programovatelných propojů.
Programovatelné buňky obvykle obsahují malý konfigurovatelný kombinační obvod, nej-
častěji vyhledávací tabulku (LUT, look-up table) a flip-flop registr typu D, což je znázorněno
na obrázeku 3.1. N -vstupá LUT je malá paměť s 2𝑛 adresami a pro každou z nich jedním
uloženým bitem. Tudíž ji lze použít pro reprezentaci libovolné n-vstupé kombinační funkce
definované pravdivostní tabulkou.
clk
𝑎1
𝑎2
...
𝑎𝑛
LUT
y
 
@ clk
d q
t
q
Obrázek 3.1: Logická buňka
Logických buněk je v FPGA velké množství. Jeho struktura se dělí následovně. Podle
konkrétní FPGA rodiny je poté několik logických buněk zařazeno v jedné slice a několik
slice je seskupeno do konfigurovatelného logického bloku (CLB, configurable logic block).
Takovéto členění má tu vlastnost, že prvky, které jsou umístěny vždy v daném celku, mají
mezi sebou kratší vodiče, a tak mohou komunikovat rychleji, na vyšší frekvenci než prvky
z různých celků. Např. pro Xilinx Spartan-3 jeden CLB obsahuje čtyři slice, z nichž každý
má dvě logické buňky. Na obrázku 3.2 je znázorněn výřez FPGA čipu právě s tímto roz-
dělením. Kromě CLB a slice jsou zde po okrajích znázorněny ještě vstup–výstupní bloky
(IOBs, input–output blocks), které slouží k propojení FPGA čipu s okolními periferiemi.
Je to dáno tím, že umožňuji konfigurovat propojení mezi vstup–výstupní piny čipu a jeho
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konfigurovatelnou propojovací sítí. Nejmenším možným konfigurovatelným prvkem FPGA
čipu je, jak už název napovídá, CLB.
Obrázek 3.2: Struktura FPGA čipu [12]
FPGA dále mohou také obsahovat předpřipravené větší komponenty, které jsou často
využívány, a tudíž je není nutné vytvářet pomocí LUT. Jsou jimi např. paměťové bloky,
násobičky, vstup/výstupní rozhraní aj. Na FPGA jsou vytvořeny přímo na úrovni hradel,
a tak jsou rychlejší a zabírají méně prostoru na čipu, než kdybychom je museli vytvářet
pomocí LUT. Některá FPGA mohou mít takto na svém čipu i procesor jako komponentu.
Všechny informace o konkrétní rodině FPGA čipů najdeme v dokumentu nazvaném
Data Sheet. Příkladem takového dokumentu je [12]. V něm je přesně specifikováno, kolik
jakých zdrojů se na čipu nachází, kolik vývodů je na pouzdře čipu, jaké mají vlastnosti
a mnoho dalšího potřebného k programování a následnému využívání FPGA čipů v koneč-
ných produktech.
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Kapitola 4
FPNN (FPNA)
Koncept programovatelných neuronových polí [9] (FPNA, field programmable neural Arrays)
nám udává základní model pro popis neuronové sítě. Ten spočívá v definici neuronových
zdrojů a specifikaci jejich relace sousednosti. Konkrétní použití takto definovaných zdrojů
je popsáno pomocí naprogramovaného pole neuronovou sítí [9] (FPNN, field programmed
neural network). Pokud jsou dvě rozdílné implementace FPNN založené na stejném FPNA,
budou vyžadovat stejné mapování do FPGA.
4.1 FPNA
Základní snahou FPNA [3] konceptu je vytvořit neuronovou strukturu, která půjde jedno-
duše mapovat do číslicových obvodů díky své topologii, která bude zjednodušená a flexibilní.
Tedy složité funkce vytvářet pomocí jednoduchých programovatelných zdrojů atd.
Samozřejmě musí splňovat standardní neuronový model, který byl popsán dříve. Tedy
aplikovat danou funkci nad váženou sumu vstupů: 𝑓𝑖(xi,wi) pro vektor vstupů i-tého neu-
ronu xi a jeho vektor vah wi. Podle grafu propojení může být vstup jednoho neuronu
výstupem jiných neuronů sítě. Oproti přesně definovaným propojům jsou neuronové zdroje
v FPNA samostatné, jejich závislosti volně nastaveny a výsledky zpracování komplexnější
než ve standardním neuronovém modelu. Konfigurace FPNA obsahuje, stejně jako pro
FPGA, informace o funkci zdrojů a jejich propojení.
4.1.1 Zdroje FPNA
FPNA obsahuje programovatelné neuronové zdroje, které provádí výpočet ekvivalentní se
standardní vícevrstvou neuronovou sítí. Mezi tyto zdroje patří aktivátory, které jsou výpo-
četně shodné se standardním neuronem, a spoje obsahující nezávislý afinní operátor.
Nejjednodušší schéma umožňuje připojovat libovolné spoje k libovolnému aktivátoru.
Což ovšem vede na topologický problém, protože model obsahuje velké množství vstupů
jednotlivých prvků. Proto FPNA zavádí princip, při kterém libovolný spoj může být připo-
jen k libovolnému lokálnímu zdroji. Tedy na rozdíl od standardní neuronové sítě umožňuje
vzájemně propojovat i spoje.
Pro lepší představu využijme orientovaný graf, kde spoje propojují uzly, z nichž každý
obsahuje jeden aktivátor. Specialitou FPNA je volné spojení libovolných lokálních zdrojů
u daného uzlu. A proto spoj může být připojen nebo nepřipojen k lokálnímu aktivátoru
a také k dalším místním spojům. Právě propojení více spojů nám vytváří virtuální spo-
11
jení neuronů s řadou afinních transformací. Tím je redukováno potřebné množství vah na
spojích.
4.1.2 Definice FPNA
Struktura FPNA (orientovaný graf) je specifikována přes funkce jednotlivých neuronových
zdrojů, což je využito v následující definici, převzaté z [3].
FPNA je definována pomocí:
∙ Orientovaný graf (𝒩 , ℰ), kde 𝒩 je uspořádaná množina uzlů a ℰ je množina oriento-
vaných hran bez smyček. ℰ ⊆ 𝒩 2
Pro každý uzel n, existuje množina přímých předchůdců (resp. následníků) n, která
je definována následovně: 𝑃𝑟𝑒𝑑(𝑛) = {𝑝 ∈ 𝒩 | (𝑝, 𝑛) ∈ ℰ} (resp. 𝑆𝑢𝑐𝑐(𝑛) = {𝑠 ∈
𝒩 | (𝑛, 𝑠) ∈ ℰ}). Množina vstupních uzlů je 𝒩𝑖 = {𝑛 ∈ 𝒩 | 𝑃𝑟𝑒𝑑(𝑛) = ∅}.
∙ Množina afinních operátorů 𝛼(𝑝,𝑛) pro všechny (𝑝, 𝑛) ∈ ℰ .
∙ Množina aktivátorů (𝑖𝑛, 𝑓𝑛), pro každý 𝑛 ∈ 𝒩 −𝒩 𝑖: 𝑖𝑛 je operátor iterace (funkce
R2 → R) a 𝑓𝑛 je aktivační funkce (R→ R).
Zjednodušeně: (𝑝, 𝑛) nyní odpovídá spoji a (𝑛) aktivátoru.
4.1.3 Interpretace
Pro každý uzel 𝑛 ∈ 𝒩 je zde jeden aktivátor a tolik komunikačních spojů, kolik má daný
uzel předchůdců. Ke každému spoji je přidělen afinní operátor. Aktivátor je definován jako
(𝑖𝑛, 𝑓𝑛), takže se každý neuron bude počítat jako v sekvenčním programu. Standardní neu-
ron počítá svůj vnitřní potenciál tak, že postupně přičítá jednotlivé vstupy a následně z nich
určí výstup. Toto postupné počítání nám zastává iterační funkce 𝑖𝑛 a pro konečné spočítání
výstupu je funkce 𝑓𝑛. Příklady pro reprezentaci nejrozšířenějších standardních neuronů:
∙ D-vstupý sigmoidální neuron z vícevrstné perceptronové sítě se počítá pomocí funkce
𝜎
⎛⎝𝜃 + 𝑑∑︁
𝑗=1
𝑤𝑗𝑥𝑗
⎞⎠ (4.1)
kde 𝜎 je sigmoidální funkce (ohraničená a monotóní) a 𝜃 je práhová hodnota.
∙ D-vstupá radiální bázová funkce z RBF sítí se počítá pomocí funkce
𝛾
⎛⎝⎯⎸⎸⎷ 𝑑∑︁
𝑗=1
(𝑤𝑗(𝑥𝑗 − 𝑡𝑗))2
⎞⎠ (4.2)
kde 𝛾 je Gaussova funkce a t je posuvný vektor.
Nyní máme definován FPNA graf a potřebné operátory pro zdroje a tak můžeme přejít
k obecné implementaci. V níž každý zdroj odpovídá základnímu bloku a ty jsou uspořádány
právě podle nadefinovaného grafu. Taková implementace je možná použít libovolným FPNN
odvozeným z daného FPNA. I když některé z nich počítají velké komplexní funkce, stejně
jako standardní neuronové sítě, je FPNA graf vytvořen jednoduše. To znamená, že redukuje
počet hran, omezuje počet vstupů a výstupů prvků, takže jej lze jednodušeji mapovat do
hardware zařízení.
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4.2 FPNN
FPNN [3] je nakonfigurované FPNA, neboli všechny zdroje jsou spojeny určitým způsobem,
který je dán FPNA grafem, i když některé parametry je potřeba ještě dospecifikovat. FPNN
nám navíc umožňuje specifikovat interakce mezi zdroji pomocí definice funkčního chování.
Především nám chybí způsob propojení samotných neurálních zdrojů. Nejen tomu se věnuje
následující definice.
4.2.1 Definice FPNN
Konfigurace FPNA vyžaduje lokální propoje (spoje a spoje, spoje a aktivátoru nebo akti-
vátoru a spoje), stejně jako upřesnění opakovaného chování každého aktivátoru (počáteční
hodnota, počet iterací).
FPNN je tedy definováno pomocí následujících:
∙ FPNA – dostupné neuronové zdroje
∙ pro všechny uzly 𝑛 ∈ 𝒩 −𝒩 𝑖
– reálné číslo 𝜃𝑛 (počáteční hodnota proměnné, která je upravována iterační funkcí
𝑖𝑛)
– přirozené číslo 𝑎𝑛 (počet iterací, než aktivátor aplikuje svoji aktivační funkci)
– pro všechny 𝑝 ∈ 𝑃𝑟𝑒𝑑(𝑛), dvě reálná čísla 𝑊𝑛(𝑝) a 𝑇𝑛(𝑝) (koeficienty afinního
operátoru 𝑎(𝑝,𝑛)(𝑥) = 𝑊𝑛(𝑝)𝑥 + 𝑇𝑛(𝑝))
– pro všechny 𝑝 ∈ 𝑃𝑟𝑒𝑑(𝑛), binární hodnotu 𝑟𝑛(𝑝) (která je nastavena na 1, pokud
jsou spoj (𝑝, 𝑛) a aktivátor (𝑛) propojeny)
– pro všechny 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛), binární hodnotu 𝑆𝑛(𝑠) (která je nastavena na 1, pokud
jsou aktivátor (𝑛) a spoj (𝑛, 𝑠) propojeny)
– pro všechny 𝑝 ∈ 𝑃𝑟𝑒𝑑(𝑛) a všechny 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛), binární hodnotu 𝑅𝑛(𝑝, 𝑠) (která
je nastavena na 1, pokud jsou spoje (𝑝, 𝑛) a (𝑛, 𝑠) propojeny)
∙ pro všechny uzly 𝑛 ∈ 𝒩𝑖
– přirozené číslo 𝑐𝑛 (počet vstupů odeslaných přes daný uzel)
– pro všechny 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛), binární hodnotu 𝑆𝑛(𝑠) (stejná jako výše)
4.2.2 Výpočet v FPNN
Principy výpočtu mají následující vlastnosti. Všechny zdroje pracují nezávisle. Pro hodnoty,
které přijímají zdroje platí, že zdroj na ni aplikuje svůj/svoje operátor(y) a výsledek je
poslán všem sousedním zdrojům, se kterými je lokálně propojen. Aktivátor musí počkat na
𝑎𝑛 hodnot než může spočítat svůj výsledek a odeslat ho dále.
Hlavní rozdíly od standardních neuronových sítí jsou následující. Zdroje mohou, ale
nemusí být, propojeny se sousedními zdroji. Záleží na nastavení hodnot 𝑟𝑛(𝑝), 𝑆𝑛(𝑠) a
𝑅𝑛(𝑝, 𝑠). Další významnou odlišností je možnost přímého propojení spojů, což umožňuje
spoji poslat hodnotu rovnou na vstup jiného komunikačního spoje. Všechny zdroje, takže i
spoje, mohou zpracovat několik hodnot během jednoho FPNN výpočetního procesu.
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4.2.3 Sekvenční výpočet
Metoda sekvenčního výpočtu je založena na FIFO frontě úloh ℒ. Každá úloha má tvar
[(𝑝, 𝑛), 𝑥], což odpovídá odeslané hodnotě 𝑥 po spoji (𝑝, 𝑛). Také je potřeba splnit násle-
dující pravidla. Vstupní uzel musí posílat vstupní hodnoty všem svým následníkům. Na
příchozí hodnotu se nejdříve aplikuje afinní operace a hned poté je předána sousednímu
uzlu, pokud existuje přímý spoj mezi nimi. Také je proveden proces na aktivátoru, pokud
existuje propojení mezi příchozím spojem a jeho aktivátorem. Výstupní hodnota je gene-
rována později, teprve až jsou přijaty všechny vstupní hodnoty. Následně je odeslána všem
připojeným sousedům.
Algoritmus, z publikace o FPNN [3], je následující:
Inicializace:
Vstupy
Pro všechny vstupní uzly 𝑛 ∈ 𝒩𝑖 a 𝑐𝑛 jsou hodnoty
(︁
𝑥
(𝑖)
𝑛
)︁
𝑖=1..𝑐𝑛
dány vstupy
celého FPNN a také odpovídajících úloh [(𝑛, 𝑠), 𝑥(𝑖)𝑛 ] jsou zařazeny do fronty ℒ
pro všechny 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛) pro které platí 𝑆𝑛(𝑠) = 1. Počáteční pořadí úloh je
dáno lexikograficky podle (𝑛, 𝑖, 𝑠) tak, jak jsou seřazeny v 𝒩 .
Proměnné
Pro všechny uzly 𝑛 ∈ 𝒩 −𝒩 𝑖, jsou využívány dvě lokální proměnné: 𝑐𝑛 pro počet
hodnot přijatým místním aktivátorem a 𝑥𝑛 pro hodnotu, která je upravována
iterační funkcí 𝑖𝑛. Na začátku jsou nastaveny na hodnoty 𝑐𝑛 = 0 a 𝑥𝑛 = 𝜃𝑛.
Sekvenční zpracování:
while ℒ není prázdná do
Vyjmi první prvek z ℒ, nechť je to [(𝑝, 𝑛), 𝑥];
𝑥′ = 𝑊𝑛(𝑝)𝑥 + 𝑇𝑛(𝑝);
forall 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛) takové, že 𝑅𝑛(𝑝, 𝑠) = 1 do
vytvoř [(𝑛, 𝑠), 𝑥′] a zařaď do ℒ v pořadí, v jakém jsou 𝑠 v 𝒩 ;
end
if 𝑟𝑛(𝑝) = 1 then
Inkrementuj 𝑐𝑛 a uprav 𝑥𝑛: 𝑥𝑛 = 𝑖𝑛(𝑥𝑛, 𝑥′);
if 𝑐𝑛 = 𝑎𝑛 then
𝑦 = 𝑓𝑛(𝑥𝑛);
Znovu nastav proměnné: 𝑐𝑛 = 0 a 𝑥𝑛 = 𝜃𝑛;
forall 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛) takové, že 𝑆𝑛(𝑠) = 1 do
Vytvoř [(𝑛, 𝑠), 𝑦] a zařaď do ℒ v pořadí, v jakém jsou 𝑠 v 𝒩 ;
end
end
end
end
Algoritmus 1: Sekvenční výpočet
Pokud 𝑟𝑛(𝑝) = 1 pak říkáme, že aktivátor (𝑛) je příjemcem hodnoty úlohy [(𝑝, 𝑛), 𝑥].
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4.2.4 Příklad
Uveďme jednoduchý příklad z knihy [3], který sice nepřináší užitek, nemá žádný jasný glo-
bální výstup, ale ukážeme si na něm některá specifika počítání FPNN. Hodnota, která je
zpracována spojem, nemusí být přijata příslušným aktivátorem. Některé spoje a místní pro-
poje nemusí být užitečné, pokud po nich není odesílána žádná hodnota. Některé aktivátory
mohou přijímat hodnoty bez toho, aby odesílaly výstupy. Ovšem hlavním aspektem FPNN
počítání je, že některé hodnoty zpracovávané spoji jsou přímo poslány na jiné spoje, čímž
vznikají virtuální spoje.
Tyto charakteristiky jsou nastíněny v detailním popisu příkladu.
Nechť Φ je FPNA definován:
∙ 𝒩 = (𝑛1, 𝑛2, 𝑛3, 𝑛4, 𝑛5)
∙ ℰ = {(𝑛1, 𝑛3), (𝑛2, 𝑛3), (𝑛2, 𝑛4), (𝑛3, 𝑛4), (𝑛3, 𝑛5), (𝑛4, 𝑛5), (𝑛5, 𝑛3)}
∙ 𝑖𝑛3 = 𝑖𝑛4 = 𝑖𝑛5 = ((𝑥, 𝑥′) ↦→ 𝑥 + 𝑥′)
∙ 𝑓𝑛3 = 𝑓𝑛4 = (𝑥 ↦→ tanh(𝑥)) a 𝑓𝑛5 = (𝑥 ↦→ 𝑥)
Na obrázku 4.1 jsou zobrazeny aktivátory, spoje a nakonfigurované místní přípojky FPNN
𝜑 odvozeného z FPNA Φ. FPNN 𝜑 je přesněji definován:
∙ 𝜃3 = 2, 1; 𝜃4 = −1, 9; 𝜃5 = 0
∙ 𝑎𝑛3 = 3, 𝑎𝑛4 = 2, 𝑎𝑛5 = 2
∙ ∀(𝑛𝑖, 𝑛𝑗) ∈ ℰ 𝑊𝑛𝑖,𝑛𝑗 = 𝑖· 𝑗 𝑇𝑛𝑖,𝑛𝑗 = 𝑖 + 𝑗
∙ 𝑟𝑛3(𝑛1) = 0, 𝑟𝑛3(𝑛2) = 𝑟𝑛3(𝑛5) = 1, 𝑟𝑛4(𝑛2) = 𝑟𝑛4(𝑛3) = 1, 𝑟𝑛5(𝑛3) = 𝑟𝑛5(𝑛4) = 1
∙ 𝑆𝑛1(𝑛3) = 1, 𝑆𝑛2(𝑛3) = 𝑆𝑛2(𝑛4) = 1, 𝑆𝑛3(𝑛4) = 𝑆𝑛5(𝑛3) = 0, 𝑆𝑛3(𝑛5) = 𝑆𝑛4(𝑛5) = 1
∙ 𝑅𝑛3(𝑛1, 𝑛4) = 1, 𝑅𝑛3(𝑛1, 𝑛5) = 𝑅𝑛3(𝑛2, 𝑛4) = 𝑅𝑛3(𝑛2, 𝑛5) = 0,
𝑅𝑛4(𝑛2, 𝑛5) = 𝑅𝑛4(𝑛3, 𝑛5) = 0, 𝑅𝑛5(𝑛3, 𝑛3) = 𝑅𝑛5(𝑛4, 𝑛5) = 0
∙ 𝑐1 = 2, 𝑐2 = 1
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Obrázek 4.1: FPNN 𝜑
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Inicializace: Zvolme vstupy FPNN: 𝑥(1)𝑛1 = 1, 5; 𝑥
(2)
𝑛1 = −0, 8; 𝑥(1)𝑛2 = 1, 1. Pak počáteční
úlohy jsou [(𝑛1, 𝑛3); 1, 5], [(𝑛1, 𝑛3);−0, 8], [(𝑛2, 𝑛3); 1, 1] a [(𝑛2, 𝑛4); 1, 1]. Nastavení
proměnných: 𝑐𝑛3 = 𝑐𝑛4 = 𝑐𝑛5 = 0, 𝑥𝑛3 = 𝜃3 = 2, 1; 𝑥𝑛4 = 𝜃4 = −1, 9 a 𝑥𝑛5 = 𝜃5 = 0
Sekvenční zpracování:
1. První zpracovaná úloha [(𝑛1, 𝑛3); 1, 5]:
𝑥′ = 1, 5𝑊𝑛3(𝑛1) + 𝑇𝑛3(𝑛1) = 8, 5, je vytvořena úloha [(𝑛3, 𝑛4); 8, 5], protože
𝑅𝑛3(𝑛1, 𝑛4) = 1, hodnota 8, 5 není předána aktivátoru (𝑛3), protože 𝑟𝑛3(𝑛1) = 0.
2. Úloha [(𝑛1, 𝑛3);−0, 8] zpracovávána po stejné cestě:
je vytvořena úloha [(𝑛3, 𝑛4); 1, 6].
3. Úloha [(𝑛2, 𝑛3); 1, 1] je zpracována:
𝑥′ = 11, 6 je přijato aktivátorem (𝑛3), 𝑐𝑛3 = 1, 𝑥𝑛3 = 13, 7, (𝑐𝑛3 < 𝑎𝑛3).
4. Úloha [(𝑛2, 𝑛4); 1, 1] je zpracována:
𝑥′ = 14, 8 je přijato aktivátorem (𝑛4), 𝑐𝑛4 = 1, 𝑥𝑛4 = 12, 9.
5. Úloha [(𝑛3, 𝑛4); 8, 5] je zpracována:
𝑥′ = 109 je přijato aktivátorem (𝑛4), 𝑐𝑛4 = 2, 𝑥𝑛4 = 121, 9. Nyní (𝑐𝑛4 = 𝑎𝑛4):
𝑦 = 𝑡𝑎𝑛ℎ(121, 9) ≃ 1, znovu nastavení (𝑐𝑛4 = 0, 𝑥𝑛4 = −1, 9), je vytvořena
úloha [(𝑛4, 𝑛5); 1].
6. . . .
Jak již bylo řečeno výše, příklad nemá užitečnou funkčnost, neboť slouží pouze k ilustraci
specifik počítání FPNN. Jako např. spoj (𝑛5, 𝑛3) není použit, aktivátory (𝑛3) a (𝑛5) pouze
přijímají hodnoty a neposílají výstupy, atd. Příklad také ukázal virtuální spoj (𝑛1, 𝑛4),
který je dán přímým propojením spojů (𝑛1, 𝑛3) a (𝑛3, 𝑛4). Virtuální afinní koeficienty tedy
jsou 𝑊𝑛4(𝑛1) = 𝑊𝑛4(𝑛3)𝑊𝑛3(𝑛1) a 𝑇𝑛4(𝑛1) = 𝑊𝑛4(𝑛3)𝑇𝑛3(𝑛1) + 𝑇𝑛4(𝑛3).
4.2.5 Asynchronní paralelní výpočet
Schéma asynchronního paralelního výpočtu mám názorně ukazuje nezávislost jednotlivých
výpočetních zdrojů. Na rozdíl od sekvenčního výpočtu, zde není žádná fronta úloh čekajících
na zpracování. Místo ní, se tvoří požadavek 𝑟𝑒𝑞[𝜚1, 𝜚2, 𝑥] vždy, když hodnota 𝑥 je předá-
vána mezi dvěma propojenými zdroji 𝜚1 a 𝜚2. Lokální paralelní výpočet je tedy prováděn
na úrovni zdrojů, místo na úrovni uzlů, jak tomu bylo při sekvenčním výpočtu. Samotný
výpočet je ovšem shodný s jedinou odlišností a to, že je prováděn nezávisle na jednotlivých
zdrojích (aktivátorech nebo spojích). Každý z typů zdrojů má samozřejmě vlastní způsob
výpočtu.
Algoritmus paralelního výpočtu, který byl uveden v knize [3], je tedy následující:
Inicializace:
∙ Pro všechny vstupní uzly 𝑛 ∈ 𝒩𝑖 a 𝑐𝑛 jsou hodnoty
(︁
𝑥
(𝑖)
𝑛
)︁
𝑖=1..𝑐𝑛
dány vstupy
celého FPNN a také odpovídající požadavky 𝑟𝑒𝑞[(𝑛), (𝑛, 𝑠), 𝑥(𝑖)𝑛 ] jsou vytvořeny
pro všechny 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛) pro které platí 𝑆𝑛(𝑠) = 1.
∙ Všechny uzly 𝑛 ∈ 𝒩 −𝒩 𝑖 mají místní čítač 𝑐𝑛 a místní proměnnou 𝑥𝑛 iniciali-
zovány následovně: 𝑐𝑛 = 0 a 𝑥𝑛 = 𝜃𝑛.
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Paralelní zpracování:
Všechny zdroje pracují souběžně tak, že postupně zpracovávají všechny přijaté žá-
dosti. Zdroj 𝜚2 si vybere žádost 𝑟𝑒𝑞[𝜚1, 𝜚2, 𝑥] z množiny ještě nezpracovaných přija-
tých žádostí. Tento výběr probíhá spravedlivě. Tato vybraná žádost je na zdroji 𝜚2
zpracována následovně:
zdroji 𝜚1 je posláno potvrzení;
if zdroj 𝜚2 je aktivátor (𝑛) then
jsou upraveny 𝑐𝑛 a 𝑥𝑛: 𝑐𝑛 = 𝑐𝑛 + 1 a 𝑥𝑛 = 𝑖𝑛(𝑥𝑛, 𝑥);
if 𝑐𝑛 = 𝑎𝑛 (místní aktivátor počítá výstup) then
forall 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛) takové, že 𝑆𝑛(𝑠) = 1 do
vytvoř 𝑟𝑒𝑞[(𝑛), (𝑛, 𝑠), 𝑓𝑛(𝑥𝑛)];
end
čekej na všechna potvrzení;
znovu nastav: 𝑐𝑛 = 0 𝑥𝑛 = 𝜃𝑛;
end
else
(zdroj 𝜚2 je spoj (𝑝, 𝑛));
spočítej 𝑥′ = 𝑊𝑛(𝑝)𝑥 + 𝑇𝑛(𝑝);
forall 𝑠 ∈ 𝑆𝑢𝑐𝑐(𝑛) takové, že 𝑅𝑛(𝑝, 𝑠) = 1 do
vytvoř 𝑟𝑒𝑞[(𝑝, 𝑛), (𝑛, 𝑠), 𝑥′];
end
if 𝑟𝑛(𝑝) = 1 then
vytvoř 𝑟𝑒𝑞[(𝑝, 𝑛), (𝑛), 𝑥′];
end
čekej na všechna potvrzení;
end
Algoritmus 2: Paralelní výpočet
4.2.6 Dopředná FPNN
FPNN jsou dopředná, pokud jejich místní konfigurovatelné přípoje zdrojů netvoří mezi
sebou žádné vzájemné cyklické závislosti. Graf celého FPNN tudíž neobsahuje žádný cyklus.
Dopředná FPNN mají pár zajímavých vlastností. První je, že výpočet na nich vždy
skončí, což je dáno tím, že nemohou nikde do nekonečna cyklit. Další vlastností je, že při
paralelním způsobu vyhodnocování nemohou skončit v deadlock stavu. To je dáno tím, že
neobsahují žádnou cyklickou závislost, při které by vzájemně čekaly na potvrzení přijetí
hodnot. Navíc právě deadlock je jedinou možností, při které by paralelní výpočet neskončil.
4.2.7 Mřížové uspořádání FPNN
Další možností je uspořádat aktivátory do pravidelné mřížky. Příklad řádku takové mřížky
je zobrazen na obrázku 4.2. Takové uspořádání odpovídá vrstvené síti, neboť aktivátory
mohou přijímat hodnoty od libovolných aktivátorů z předchozí vrstvy a poskytují své vý-
sledky vrstvě následující. Mezi jednotlivými vrstvami je umožněn jen jednosměrný přenos
hodnot postupně od vstupů až na výstupy celé sítě. Ovšem aby se omezily spoje mezi vrst-
vami každého aktitvátoru s každým z předchozí vrstvy, využívá se vzájemného propojování
spojů, které FPNN umožňuje. Tyto propoje jsou oběma směry v každém řádku mezi všemi
sousedními aktivátory. Můžeme si je představit jako dvě sběrnice, každou jedním směrem
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v daném řádku, do které přispívají všechny aktivátory předchozí vrstvy a následně z ní
vybírají hodnoty aktivátory současné vrstvy. Na obrázku 4.2 jsou barevně znázorněny cesty
hodnot od jednoho aktivátoru předchozí vrtvy všem aktivátorům té současné. Obdobně
jsou posílány výsledky všech ostatních aktivátorů mezi vrstvami (na obrázku z důvodu
přehlednosti neznázorněny).
Obrázek 4.2: Mřížová struktura FPNN
Právě mřížové uspořádání je obzvlášť výhodné pro implementaci v FPGA. Je to dáno
tím, že FPGA má výpočetní logiku také uspořádánu v pravidelné mřížce a mezi ní konfigu-
rovatelnou propojovací síť. Nalezení mapování mezi FPNN s aktivátory uspořádanými do
mřížky a FPGA bude výrazně jednodušší než z FPNN bez tohoto omezení. I když u FPNN
potřebujeme výpočetní logiku i pro spoje, stále se pohybujeme na pravidelné mřížce a tak
můžeme mapovat aktivátory a spoje do logických buněk. Následně pomocí konfigurovatelné
propojovací sítě FPGA vytvořit místní nakonfigurované přípojky.
4.3 FPNN odolné proti poruchám
Ve všech zařízeních, těch výpočetních nevyjímaje, dochází časem k poruchám. Ať už jsou
dány opotřebením daného zařízení, nebo nejrůznějšími vnějšími vlivy jako je např. radio-
aktivní záření, musíme s nimi počítat. Při návrhu obvodů se využívá metoda TMR (triple-
modular redundancy), ale obecně je možné využít n redundantních výpočetních jednotek
a konečný výsledek brát přes majoritu jejich výsledků. Tím si zaručíme, že dokud bude
správně pracovat aspoň polovina výpočetních jednotek, budeme dostávat správné výsledky.
Pro FPNN odolné proti poruchám [5] využijeme následující rozšířené definice aktivátorů
a spojů:
Spoj odolný proti poruchám je množina 𝑟𝐿𝑖𝑛𝑘𝑛 = {𝑆, 𝑠,𝑅, 𝑈, 𝐼,𝑚,𝐷}, kde:
∙ 𝑆 je množina nastavení spoje (množina parametrů)
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∙ 𝑅 = {𝑙𝑖𝑛𝑘1, 𝑙𝑖𝑛𝑘2, . . . , 𝑙𝑖𝑛𝑘𝑛} je množina 𝑛 totožných spojů s nastavením 𝑠 ∈ 𝑆
∙ 𝑈 = {0, 1}𝑛 je množina binárních příznaků udávajících aktivitu spojů
∙ 𝐼 je operátor identity: 𝐼(𝑥) = 𝑥, 𝑥 ∈ R (𝑥 je vstup spoje)
∙ 𝑚 je úroveň majority
∙ 𝐷 ∈ {𝑓, 𝑟, 𝑖} je režim spoje:
∘ f – výstup je dán prvním aktivním spojem
∘ r – výstup je dán většinou (majoritou) z prvních 𝑚 aktivních spojů
∘ i – výstup je dán operátorem identity
Aktivátor odolný proti poruchám je množina 𝑟𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑜𝑟𝑛 = {𝑆, 𝑠,𝑅, 𝑈,𝐶,𝑚, 𝑐,𝐷},
kde:
∙ 𝑆 je množina nastavení aktivátoru (množina parametrů)
∙ 𝑅 = {𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑜𝑟1, 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑜𝑟2, . . . , 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑜𝑟𝑛} je množina 𝑛 totožných aktivátorů
s nastavením 𝑠 ∈ 𝑆
∙ 𝑈 = {0, 1}𝑛 je množina binárních příznaků udávajících aktivitu aktivátorů
∙ 𝐶 je konstantní operátor: 𝐶(𝑥) = 𝑐, 𝑐, 𝑥 ∈ R (𝑥 je vstup aktivátoru)
∙ 𝑚 je úroveň majority
∙ 𝐷 ∈ {𝑓, 𝑟, 𝑡} je režim aktivátoru:
∘ f – výstup je dán prvním aktivním aktivátorem
∘ r – výstup je dán většinou (majoritou) z prvních 𝑚 aktivních aktivátorů
∘ t – výstup je dán konstantním operátorem
Díky předchozím definicím můžeme přistupovat k ochraně proti poruchám pomocí tech-
nik s redundancí, jako má TMR, nebo bez redundance. Definice zavedly místo jednoho
zdroje množinu 𝑅 obsahující 𝑛 totožných zdrojů se stejným nastavením 𝑠. Nastavením 𝑠
je myšlena množina parametrů zdrojů. Pro spoje jsou to hodnoty 𝑊 a 𝑇 , pro aktivátory
funkce 𝑓 , 𝑖 a hodnoty 𝑎 a 𝜃. Množina binárních příznaků 𝑈 mám říká pozitivním přízna-
kem, které konkrétní zdroje z 𝑅 jsou aktivní. Ovšem výstup jednotlivých zdrojů z 𝑅 je dán
jejich režimem. Pro oba typy zdrojů, jak spoje tak aktivátory, máme dvě stejné možnosti.
První z nich je režim f, při kterém bereme výstup z prvního aktivního zdroje z 𝑅. Tudíž
máme v záloze další stejné zdroje, které můžeme využít při selhání toho prvního tak, že je
vyměníme. Druhou možností je režim r, při kterém výstupy z prvních 𝑚 (úroveň majority)
aktivních zdrojů porovnáme a nakonec použijeme ten, který dávala většina z nich. Což je
technika odpovídající principům TMR.
Technika bez redundantních jednotek je založena na principu možnosti výměny na-
stavení 𝑠 jednotlivých zdrojů. Přičemž množina 𝑆 obsahuje potenciálně možná nastavení
jednotlivých zdrojů, která můžeme využít pro kompenzaci chyby. Ovšem nemusíme měnit
jen zdroj, který způsobuje chybu, ale také různé okolní zdroje tak, aby chybu dále nepro-
pagovaly, nebo aby i s ní počítaly správně.
Druhá technika bez redundantních jednotek je založena na dvou nových operátorech
a to identitě a konstantním operátoru. Tyto operátory nám umožní chránit FPNN před
neočekávaným dopadem při poruše zdroje tím, že ustálí jeho stav. Tato technika samotná
sice poruchu nevyřeší, ale sníží její dopad do doby, než se síť zotaví. K tomuto účelu slouží
spoji operátor identity, který se aktivuje v režimu i. Spoj tedy pouze předává data dál,
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což má negativní dopad a to, že parametr 𝑊 je odstraněn z násobící posloupnosti. Tento
dopad můžeme snížit změnou nastavení ostatních zdrojů. Pokud předpokládáme poruchu
nějakého konkrétního spoje, měla by se tato předpověď projevit v konečném FPNN. A to
tak, že v době mapování neuronové sítě na něj, musí zůstat tento poškozený spoj nevyužit.
Tato metoda je využitelná jen v některých případech.
Aktivátor odolný proti poruchám využívá konstantní operátor, který je aktivován v re-
žimu t. Aktivátor pak na výstup vždy dává hodnotu 𝑐, která může být dána statistickými
hodnotami jako nejčastější hodnota, průměr častých hodnot, nebo mezní hodnota aktivační
funkce. Dobře zvolené 𝑐 může v některých případech zajistit, že data nebudou postižena
chybou.
Další výhodou při asynchronním komunikačním modelu je, že můžeme využít předešlé
techniky pro vyřešení nebo kompenzaci chyby v průběhu jednoho kroku. Přičemž během
zotavování není zbytek zdrojů nijak ovlivněn a není ani ztracena synchronizace. Jedinou
nevýhodou je, že všechny zdroje musí počkat na dokončení zotavení. Sice je prodloužen čas
výpočtu, ale aspoň je výsledek správný.
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Kapitola 5
Paralelizace OpenMP
OpenMP [10] je API pro multiplatformní paralelní programování, které podporuje jazyky
C, C++ a Fortran. Umožňuje paralelní programování architektur se sdílenou pamětí. Tedy
nejčastěji vícejádrových procesorů jak stolních počítačů tak i superpočítačů. Výsledný pro-
gram je typu SPMD (single program, multiple data), volně přeloženo jeden program mnoho
dat. Tzn., že vstupní data jsou rozdělena mezi jednotlivá vlákna, která nad nimi provádí to-
tožný výpočet. API je složeno s knihovny funkcí a direktiv pro překladač, které dohromady
zajistí paralelní výpočet ve vláknech.
Základní direktivou je
#pragma omp parallel
která zajistí vytvoření paralelní oblasti s několika vlákny. Počet vláken lze specifikovat
knihovní funkcí. Jednotlivá vlákna vykonávají stejný kód. Velice užitečné je paralelizovat
cyklus for, kdy si vlákna rozdělí jednotlivé běhy cyklu a každé z nich provede jen jejich
předem daný počet. K tomu je možné použít zkrácenou direktivu
#pragma omp parallel for
Podle potřeby můžeme definovat způsob rozdělení práce mezi vlákna pomocí schedule(typ ),
kde typ je např. static pro rovnoměrné rozdělení, tzn. všechny vlákna dostanou stejně běhů
cyklu nebo dynamic, kdy se jednotlivé běhy přidělují postupně podle toho, jak vlákno dopo-
čítá předchozí příděl atd. Při paralelizaci cyklů je nutné zajistit, aby nedocházelo k datovým
závislostem mezi jednotlivými průchody. Typickým problémem může být, že pro současný
běh potřebujeme výsledek předchozího běhu, ale ten má na starosti jiné vlákno a v této
době ještě není spočítán.
Aby bylo možné rozlišit data mezi vlákny, potažmo běhy cyklů, je podle potřeby k di-
rektivě parallel možné přidat specifikaci pro jednotlivé proměnné. Všechny proměnné,
které jsou deklarovány mimo paralelní oblast, jsou implicitně sdílené. Toto nastavení lze
změní přidáním následujícího předeklarování:
∙ shared(seznam ) proměnné v seznamu budou sdílené mezi vlákny.
∙ private(seznam ) proměnné v seznamu budou privátní, pro každé vlákno bude vy-
tvořena jeho vlastní.
∙ firstprivate(seznam ) proměnné v seznamu budou privátní, ovšem iniciálizovány
na hodnotu, která byla v dané proměnné před vstupem do paralelní oblasti.
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∙ lastprivate(seznam ) proměnné v seznamu budou privátní, ale po skončení paralelní
oblasti bude v proměnné poslední vložená hodnota.
Velice zajímavou funkčnost má direktiva reduction(operátor:seznam ), která zajistí, že
se do daných proměnných budou přidávat hodnoty s aplikací daného operátoru. Takto lze
například sečíst paralelně pole hodnot.
Někdy může být potřeba synchronizovat vlákna nebo zajisti výlučný přístup např. ke
zdrojům. Pro výlučný přístup jsou v OpenMP dvě direktivy. První z nich je kritická sekce
critical a druhá, která slouží pro zajištění atomického provedení, je atomic. Kritická sekce
zajistí, že daný kód bude provádět současně maximálně jedno vlákno. Atomické provádění
oproti tomu chrání dané paměťové místo, aby do něj nezapisovalo více vláken současně. Pro
synchronizaci se používají direktivy barrier a master. Pro bariéru platí, že za sebe nepustí
žádné vlákno, dokud se k ní všechna nedostanou. Master udává, že daný kód musí provést
pouze hlavní vlákno a žádné jiné. Ostatní vlákna tento kód přeskočí a pokračují dále.
Největší výhodou paralelizace pomocí OpenMP je možnost doplnění direktiv do stávají-
cího sekvenčního kódu a tím z něj vytvořit paralelní. Samozřejmě je potřeba, aby byl dobře
napsaný, a také je nutné ošetřit případné datové závislosti.
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Kapitola 6
Simulátor FPNN
I když samotný výpočet prováděný na čipu FPGA je velmi rychlý, jeho příprava už tolik
není. Překlad zdrojového kódu, mapování na jednotlivé komponenty a následné rozmístění
po čipu zaberou nemalé množství času. Proto odzkoušení samotné neuronové sítě na FPGA
čipu pomocí FPNN by bylo značně zdlouhavé. Řešením problému, který by zkrátil čas pří-
pravy vždy nové konfigurace čipu, je možnost výpočet odsimulovat na procesoru. V takovém
případě nám bude stačit popis příslušného FPNN a data, se kterými se má provést výpočet.
Procesor je lépe připraven na různé změny v době vývoje na úkor rychlosti výpočtu. Ovšem
to je přesně ten způsob, který potřebujeme.
V rámci této práce byl navržen a implementován simulátor FPNN v jazyce C++. Jedná
se o pokračování a rozšíření současného projektu PyFPNN [6], který je vyvíjen na fakultě
informačních technologií Vysokého učení technického v Brně.
6.1 Specifikace
Jelikož nový simulátor vychází z předchozího projektu, je potřeba, aby zachovával formát
konfiguračních souborů. S tím je spojená i interpretace jednotlivých konfiguračních příkazů.
Zároveň nám všechny možnosti předurčují potřebnou funkcionalitu, kterou musí nový si-
mulátor mít. Příklad takového souboru s konfigurací FPNN je k nalezení v příloze B.1.
V následující části si vysvětlíme jednotlivé konfigurační příkazy.
6.1.1 Konfigurační soubor s FPNN
Konfigurační soubor je členěn tak, že každý řádek má vždy specifický deklarační význam.
Na jeho začátku je uveden typ parametru, který rozvíjí, nebo název neurálního zdroje. Dále
následuje dvojtečka (:) a za ní jsou specifikovány jednotlivé rozvíjející vlastnosti typické pro
daný parametr. Druhou možností jsou dvě dvojtečky (::), které jsou povoleny jen pro neu-
rální zdroje, protože se za nimi specifikuje redundantní chování daného neurálního zdroje,
které by mělo zlepšit odolnost proti poruchám. Popis redundantního chování je volitelný
a tudíž nemusí být vůbec uveden pokud FPNN např. takové chování umožňující odolnost
proti poruchám nepřipouští. V souboru mohlou být také komentáře, ty začínají znakem #
a jsou od tohoto znaku do konce řádku.
Celý soubor tedy můžeme rozdělit na 4 části:
∙ globální nastavení povinné
∙ deklarace spojů povinná
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∙ deklarace aktivátorů povinná
∙ deklarace redundantního chování volitelná
Nyní si jednotlivé části blíže přiblížíme.
Globální nastavení
Globální nastavení nám určuje základní vlastnosti celého FPNN a také základní nastavení
pro všechny spoje a aktivátory. Globální nastavení neurálních zdrojů se využije, pokud
nebude specifikováno u konkrétního zdroje jiné nastavení. Mezi globální nastavení patří:
∙ fpnn_type nám udává typ FPNN. Pro simulaci máme na výběr ze dvou typů a to
light a full. Základním rozdílem mezi nimi je, že pro typ light má každý spoj
jen jeden parametr afinního operátoru, pro všechny hodnoty, které mu přijdou na
vstup. Oproti tomu u typu full může mít spoj definováno více parametrů afinních
operátorů a to různé, pro hodnoty od různých aktivátorů. Pro simulaci je tedy potřeba,
aby si každá hodnota s sebou nesla informatici o aktivátoru, jehož byla výsledkem.
Na základě této informace se určí, jaké parametry bude daný afinní operátor spoje
mít.
∙ Ni nám specifikuje počet vstupů tím, že zde musí být uvedeno pojmenovaní jednot-
livých vstupních hodnot oddělené středníkem. Tím vznikne množina vstupních uzlů,
kterou je poté možné navázat na vstupy jednotlivých aktivátorů.
∙ activators udává globální nastavení pro aktivátory. Tím je iterační operátor i, akti-
vační funkce f, počet iterací a a počáteční hodnota akumulátoru theta. Ke konkrét-
nímu přiřazení hodnoty daným parametrům je využit znak rovnítko (=).
Iterační operátory jsou následují: +,−, *, /,𝑚𝑒𝑑𝑖𝑎𝑛 všechny ve standartním matema-
tickém významu.
Aktivační funkce využívá ty, které byly uvedeny v kapitole 2 o neuronových sítích.
Bez přidaných parametrů jsou to přesně ty uvedené, ale je možné uvést parametry
vlastní. Tyto parametry jsou tedy volitelné a budou uvedeny ve hranatých závorkách.
Zde jsou příkazy pro jednotlivé aktivační funkce:
– sigmoid[𝜆] s definicí funkce 2.1
– tanh s definicí funkce 2.2
– step[a,b,u] s definicí funkce 2.3
– ramp[a,b,c,d] s definicí funkce 2.4
– none nic nepočítá, jen kopíruje vstup na výstup. Což je obzvlášť užitečné pro
vstupní aktivátory, které přijímají vstupní data.
Počet iterací a udává, kolik hodnot musí přijmout aktivátor, než spočítá svůj výstup
a odešle jej dále. Je dán přirozeným kladným číslem.
Počáteční hodnota akumulátoru theta je dána reálným číslem.
∙ inputs s jediným parametrem c, který udává, kolik vstupních hodnot má přijímat
vstupní aktivátor během jednoho výpočetního běhu sítě. Zde uvedeno jen pro zpětnou
kompatibilitu, protože simulátor počítá pouze s jednou hodnotou pro každý vstupní
aktivátor a tudíž s parametrem 𝑐 = 1.
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∙ links definuje globální nastavení spojů a tedy parametry afinního operátoru. Ten je
určen parametry W a T, oba mohou nabývat hodnot z oboru reálných čísel.
∙ number_format udává, v jakém datovém typu se bude výpočet provádět. Možné jsou
dva a to typ real pro počítání v plovoucí řádové čárce a typ FX pro výpočet s pevnou
řádovou čárkou. Při výpočtu s pevnou řádovou čárkou jsou navíc potřeba ještě dva
parametry oddělené středníkem. Těmi jsou počet bitů před desetinou čárkou i_part
a počet bitů za desetinou čárkou f_part. U obou se počítá s hodnotou z oboru
nezáporných celých čísel. Ovšem tyto hodnoty nejsou neomezené a teoretická rozsah
je asi 40 bitů s tím, že počet desetinných míst by neměl přesáhnout 30 bitů. Tato
omezení jsou dána operacemi, které se nad hodnotami mohou provádět. Problém
je hlavně u násobení, kde bychom ideálně potřebovali pro každý výsledek operace
dvojnásobný rozsah. Což nemáme a proto muže dojít k přetečení nebo podtečení a je
potřeba poté hodnoty dostat zpět na potřebný počet bitů před a za desetinou čárkou.
Deklarace spojů
Dalším oddílem souboru s konfigurací FPNN je deklarace spojů. Každý spoj musí být na
samostatném řádku a začínat svým jménem. Pro pojmenování spojů je zavedena notace,
kdy toto jméno je v kulatých závorkách a je složeno ze dvou jmen aktivátorů oddělených
čárkou (act1,act2). Přitom tyto jména nám udávají, které dva aktivátory spoj propojuje.
Už nám ovšem nic neříkají, jestli spolu také komunikují. V našem případě vede spoj od
aktivátoru act1 k aktivátoru act2. To by bylo vše k pojmenování. Dále je, jak bylo řečeno
výše, dvojtečka a následují definice místních nakonfigurovaných přípojek, které nám už
říkají s jakými neurálními zdroji je daný spoj propojen. Jsou zde uvedena jejich jména
oddělená středníkem. Nakonec můžeme předefinovat parametry afinního operátoru W a T.
Navíc můžeme pro full typ FPNN nadefinovat hodnoty afinních operátorů pro jednotlivé
aktivátory. Ty se definují hranatými závorkami se jménem aktivátoru, na jehož hodnoty se
mají aplikovat. Např. W[act1]=5 říká, že pro hodnoty od aktivátoru act1 se má aplikovat
parametr 𝑊 = 5.
Deklarace aktivátorů
Aktivátory se deklarují obdobně jako spoje. Začínají jménem, pak následuje dvojtečka a po-
kračují definice místních konfigurovatelných přípojek. Zde jsou ovšem povoleny jen spoje,
protože aktivátory spolu nemohou komunikovat přímo, nebo názvy z množiny deklarova-
ných vstupních hodnot pro vstupní aktivátory. Dále je možné předefinovat pro daný spoj
nastavení iteračního operátoru i, aktivační funkce f, počtu iterací před aplikací aktivační
funkce a a také počáteční hodnoty akumulátoru theta. Vše se stejnými pravidly, které byly
uvedeny výše u globálního nastavování aktivátorů.
Deklarace redundantního chování
Redundantní chování vychází z části 4.3, kde byl přesně nadefinován význam jednotlivých
parametrů. Zde jen shrneme, jak jsou očekávány v konfiguračním souboru. Konfigurace pro
daný neurální zdroj je na jednom řádku a začíná názvem neurálního zdroje odděleného
dvěma dvojtečkami. Název zdroje musí být shodný s jeho předchozí deklarací. Následují
jednotlivé parametry:
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∙ R udává celkový počet redundantních zdrojů se stejnou funkčností, tudíž nabývá hod-
not z oboru přirozených čísel.
∙ U ve složených závorkách pro každý z redundantních zdrojů očekává jedničku nebo
nulu podle toho, zda je daný zdroj funkční. Např. pro 𝑅 = 3, první nefunkční zdroj
a ostatní funkční bude 𝑈 = {011}.
∙ Malé s zaznamenává, jaké nastavení bude redundantní zdroj mít. Jednička je pro
původně definované výše a vyšší čísla udávají jedno z následujících nastavení.
∙ S nebo také sets specifikují další nastavení, kdy ve složených závorkách jsou jednotlivá
z nich uvedena. Těmi je myšleno, že můžeme libovolné parametry neurálního zdroje
předefinovat. Např. S={{theta = 50.0},{f = tanh;theta = -3.0}} nám říká, že
2. nastavení má 𝜃 = 50 a při 3. nastavení je aktivační funkce hyperbolický tangens
a 𝜃 = −3. Ostatní parametry jsou dány předchozí deklarací.
∙ C nebo také const je nastavení, které je možné jen pro aktivátory. Definuje nám
hodnotu, jakou aktivátor odolný proti poruchám vrací, pokud je v módu t.
∙ m nebo také majority nám udává hodnotu majority.
∙ D nebo také mode specifikuje, v jakém módu neurální zdroj pracuje. K dispozici jsou
módy f pro práci prvního funkčního zdroje, r pro využití majority, u aktivátoru mód
t pro konstantní výstup a u spoje mód i jenž pouze kopíruje vstup na výstup.
6.1.2 Simulace
Pro simulování chování FPNN jsou potřeba vstupní hodnoty a také očekávaný výstup. Si-
mulátor podporuje dva módy. První, kdy pouze ze zdrojových dat počítá výstup, který
vypisuje po řádcích na standartní výstup, a druhý, kdy svůj výstup porovnává s očekáva-
nými hodnotami. Ve druhém módu navíc počítá vektor diferencí od očekávaných hodnot
a také střední kvadratickou chybu (MSE, mean squared error) se vzorcem 6.1 pro vektor
výstupních hodnot 𝑎 a vektor očekávaných hodnot 𝑡.
𝑀𝑆𝐸 =
1
𝑛
𝑛∑︁
𝑖=1
(𝑡𝑖 − 𝑎𝑖)2 (6.1)
Jeden řádek výstupu na standartní výstup je ve formátu:
[vstupní vektor oddělený čárkami] => [výstupní vektor sítě];
target=[očekávaný vektor]; diff=[vektor diferenci]; error=MSE.
Soubor se vstupními daty má na prvním řádku 3 čísla, které po řadě udávají: počet
vstupních vektorů, počet vstupů sítě a počet výstupů sítě. Na dalších řádcích jsou postupně
uváděny vstupní vektory oddělené mezerami a hned na dalším řádku vždy očekávané vý-
stupní vektory atd. Neboli po prvním řádku, který specifikuje počty následujících hodnot
je postupně řádek s 1. vstupy, řádek s 1. výstupy, řádek s 2. vstupy, řádek s 2. výstupy atd.
bez žádného volného řádku.
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6.1.3 Poruchy
Simulátor také umožňuje modelovat výskyt poruch neurálních zdrojů během provádění
výpočtu. Tyto poruchy jsou specifikovány ve zvláštním souboru, jehož příklad je v příloze
B.2. Každá porucha, která se týká vždy jednoho neurálního zdroje, je specifikována na
jednom řádku ve formátu:
[pravděpodobnost poruchy] porucha neurální_zdroj parametry.
Pravděpodobnost poruchy ve hranatých závorkách je hodnota z intervalu ⟨0, 1⟩. Jedná se
o nepovinný parametr, pokud není uvedeno pravděpodobnost poruchy se rovná jedné, tudíž
vždy nastane. Neurální zdroj udává jméno postiženého zdroje, tzn. aktivátoru nebo spoje,
který byl deklarován v souboru s konfigurací FPNN. Seznam možných jednotlivých poruch
i s jejich parametry je následující:
∙ stuck značí, že neurální zdroj bude bez ohledu na vstupní hodnoty na svůj výstup
vždy dávat hodnotu specifikovanou parametrem. Např. stuck act -1 říká, že akti-
vátor act bude mít vždy výstup −1.
∙ remove je pro odebrání daného neurálního zdroje. Odebraný zdroj se projevuje tím,
že jeho výstup je vždy na nule. Např. remove (act1,act2) znamená, že výstup spoje
mezi aktivátory act1 a act2 bude vždy nula.
∙ saturate_high udává, že výstup daného neurálního zdroje je dán maximální hod-
notou aktivační funkce pro aktivátor anebo maximální hodnotou datového typu pro
spoj.
∙ saturate_low je obdobné jako předchozí, jen výstup bude minimální hodnota akti-
vační funkce pro aktivátor anebo minimální hodnota datového typu pro spoj.
∙ limit omezuje rozsah hodnot, které může neurální zdroj mít za výstup. Parametrem
jsou tedy 2 čísla oddělená znakem –. Např. limit act 0.2-0.8 udává, že hodnoty
výstupu jsou z intervalu ⟨0, 2; 0, 8⟩. Pokud by měl být výstup větší nebo menší než
udává rozsah, tak bude omezen hranicí tohoto intervalu. Na výstupu tedy bude hra-
niční hodnota.
∙ change umožňuje změnit libovolný parametr neurálního zdroje. Pro aktivátory to
jsou parametry i – iterační operátor, f – aktivační funkce, theta – počáteční hodnota
akumulátoru a pro spoje hodnoty parametrů afinního operátoru W a T. Např. change
(act1,act2) W 20.1 změní hodnotu W na 20, 1 pro spoj mezi příslušnými aktivátory.
∙ noise přidává šum k výstupním hodnotám neurálních zdrojů. Šum muže být přidán
dvěma způsoby a to přičtením při parametru add nebo přinásobením při parametru
mult k výstupním hodnotám zdroje. Jsou podporovány následující šumy:
– N(𝜇, 𝜎) je náhodný šum s normálním rozložením.
– R(𝑎, 𝑏) je náhodný šum s rovnoměrným rozložením.
– LN(𝜇, 𝜎) je náhodný šum s logaritmickým rozložením.
– Exp(𝜆) je náhodný šum s exponenciálním rozložením.
Např. noise act R(0.1, 0.5) add je aditivní šum s rovnoměrným rozložením hodnot
z intervalu ⟨0, 1; 0, 5⟩, který bude přičten k výstupu aktivátoru act.
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Jeden neurální zdroj může být postižen i více poruchami. Pokud jsou ovšem protichůdné,
jako např. odebrání daného zdroje a nastavení tohoto zdroje na konstantní výstup, bude
aplikována vždy ta porucha, která byla definovaná jako poslední. Oproti tomu poruchy jako
např. změna konkrétního parametru a konstantní výstup se provedou sice obě, ale změna
parametru se neprojeví do výstupu, který bude konstantní. Pro více definovaných šumů pro
jeden neurální zdroj platí, že se na jeho výstup postupně aplikují všechny přesně tak, jak
byly zadány v příslušném souboru.
6.2 Implementace
Simulátor byl implementován v jazyce C++ ve standardu c++11. Pro možnou multiplat-
formní přenositelnost byly k implementaci využity jen standardní knihovny jazyka. Simulá-
tor splňuje všechny požadavky, které byly uvedeny v části 6.1. Těmi jsou formáty souborů
s konfigurací FPNN, se vstupními nebo testovacími daty a také s poruchami. Všechny de-
finované parametry umí zpracovat a provést výpočet stejný jako na FPNN.
Pro výpočet v plovoucí řádové čárce je využit datový typ long double. Výpočet nad
pevnou řádovou čárkou využívá datový typ long long int. Kde horní bity přestavují vý-
plň, dále jsou bity celé části čísla a spodní bity představují desetinná místa. Pro tento
způsob reprezentace byly v rámci práce přizpůsobeny základní matematické operace. Sčí-
tání a odčítání je využito standardní, jen je doplněno o maskování případného přetečení
výsledku. U násobení a dělení je to komplikovanější, protože zde dochází k posunu dese-
tinných míst. Proto je výsledek násobení vždy posunut o příslušný počet desetinných míst
doprava. U dělení je naopak. Před samotným dělením je nutné dělenec posunut doleva, aby
výsledek vyšel správně i s desetinnými místy. Tyto modifikace způsobí, že 64 bitů velmi
dlouhého přirozeného čísla nelze využít úplně. Pro pevnou řádovou čárku tedy musí platit
následující výraz:
64 > 𝐶 + 2 ·𝐷 (6.2)
kde C je počet bitů před desetinou čárkou a D je počet bitů za desetinou čárkou. Pokud
bude tato podmínka nesplněna, může dojít k přetečení při matematických operacích i když
by k nim v reálné hardware nedošlo. Výsledky jsou opět maskovány na příslušný počet
platných míst, který je definovaný počtem bitů, což je parametr sítě.
Konfigurační soubory s FPNN a poruchami jsou načteny do vnitřní reprezentace, která
je pomocí struktur a unií zobrazena v příloze C.1. Jsou zde např. uloženy ve strukturách pa-
rametry jednotlivých aktivačních funkcí, parametry načtených poruch s pravděpodobností
výskytu, struktury s informacemi o jednotlivých neurálních zdrojích atd. Struktura nej-
vyšší úrovně, která v sobě uchovává všechny další je tFPNNspecification, která obsahuje
kompletní informace o daném FPNN. Na konci jsou ještě definovány některé potřebné pří-
znaky. Když je potřeba uchovat více hodnot, jako například FPNN obsahuje více aktivátorů
nebo spojů, každý z nich několik místních nakonfigurovaných propojek nebo si spoj musí
uchovat různé hodnoty parametrů pro hodnoty od různých aktivátorů, jsou využity C++
kontejnery. Pro aktivátory a spoje je využit map, protože jsou uloženy pod svým jménem.
Využívá se také pro hodnoty afinního operátoru spojů, když chceme pro různé aktivátory,
od kterých přicházejí hodnoty, různé, které se identifikují právě jménem příslušného aktivá-
toru. Pro uložení nastavení redundantních neurálních zdrojů je využit vector, protože se
identifikují číslem podle pořadí nahrání a následně při výpočtu potřebujeme přístup k li-
bovolné položce. Pro uchování místních nakonfigurovaných propojek zdrojů je využit set,
protože nemusíme znát pořadí, jen nás zajímá, zda tam daná hodnota je či nikoliv. Pro šum
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je využit kontejner deque, protože nový šum se přidává na konec FIFO fronty a aplikují se
při výpočtu od začátku.
Kromě kontejnerů jsou využity i některé standardní knihovny. Např. random pro ge-
nerování náhodných čísel s různými potřebnými rozloženími. Pro načtení dat ze souborů
a výpis jsou využity stream. Knihovna string je využita pro práci z řetězci při zpracování
vstupních dat. Z matematické knihovny cmath jsou použity matematické funkce potřebné
pro výpočet aktivačních funkcí například. Při poruše, která se projevuje saturací, je potřeba
minimální a maximální hodnota datového typu, ty jsou zjištěny z knihovny limits a jiné.
6.2.1 Objektový model
Aby mohl simulátor provést výpočet, musí si zpracovaný konfigurační soubor s FPNN pře-
vést na výpočetní model. Pro modelování sítě je využita objektová orientace jazyka C++.
Každý neurální zdroj FPNN představuje jeden objekt. Společnou funkcionalitou všech ob-
jektů s neurálními zdroji je příjem hodnot od ostatních neurálních zdrojů, objektů a ná-
sledné odeslání svého výsledku ostatním objektům, neurálním zdrojům. Kterým přesně
zdrojům se má výsledek odeslat, je dáno místními nakonfigurovanými přípojkami, které jsou
součástí specifikace sítě. Naopak rozdílný je samotný výpočet výstupů neurálního zdroje.
Spoj využívají afinní operátor, oproti němu aktivátor nejdříve pomocí iterační funkce aku-
muluje přijaté hodnoty, dokud nezpracuje poslední přijatou. Teprve poté může pomocí
aktivační funkce spočítat vlastní výsledek, který odešle dále. Taková funkcionalita je zajiš-
těna pomocí dědičnosti, kdy společné chování je ve třídě Resource ze které dědí konkrétní
třídy pro aktivátory a spoje. Těmi jsou SimLink pro spoj a SimActivator pro aktivátor.
Vše je shrnuto v diagramu tříd na obrázku 6.1. Jsou zde také uvedeny základní metody pro
sestavení modelu. Pomocí metody addsender se neurálnímu zdroji přidávají ukazatelé na
objekty s neurálními zdroji, kam má posílat své výsledky. Odeslání výsledku se provádí tak,
že se zavolá metoda receice příslušného objektu, kam se měl výsledek předat. Ta zajistí
přijetí, spočítání výsledku a předání dále.
Obrázek 6.1: Diagram tříd
Samotný model je obalen strukturou, ve které jsou všechny neurální zdroje v kontejne-
rech a také je zde kontejner, který spravuje výstupy. Každý aktivátor o sobě ví, zda předává
hodnoty dále anebo je výstupní. Pokud je výstupní nahraje svůj výstup do kontejneru s vý-
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stupy. Po dokončení simulačního běhu jednoho vstupního vektoru hodnot, jsou výstupy sítě
uloženy v kontejneru výstupních hodnot.
6.2.2 Konkrétní model
Pro lepší představu je na obrázku 6.2 zobrazena síť z konfiguračního souboru z přílohy B.3.
Jedná se o síť se dvěma vstupy, třemi aktivátory skryté vrstvy a jedním výstupem. Pro
tuto síť je na obrázku 6.3 znázorněn diagram komunikace. Z diagramu je patrné, jak jsou
volány jednotlivé metody pro příjem hodnot. Zde je znázorněno jedno z mnoha možných
pořadí. Přesné pořadí, v jakém jsou předávány hodnoty dalším neurálním zdrojům, je dáno
tím, v jakém posloupnosti si jednotlivé zdroje uloží své následníky při inicializaci modelu.
Obrázek 6.2: Vizualizace sítě
Když si porovnáme vizualizaci sítě s jejím objektovým modelem znázorněným pomocí
diagramu komunikace, vidíme, že jsou si velice podobné. Rozdíly jsou jen ve tvarech jed-
notlivých objektů. V diagramu komunikace nejsou tvarově rozděleny aktivátory a spoje,
ovšem pokud bychom spoje modelovali tlustými šipkami a aktivátory kružnicemi, byly by
tyto obrázky naprosto shodné.
6.2.3 Paralelizace
Důkladné otestování funkčnosti návrhu daného FPNN vyžaduje značné množství vstupních
vektorů, aby bylo možné co nejvíce pokryt stavový prostor. Právě předpokládaný velký
počet vstupních vektorů je jedním z předpokladů pro využité paralelizace pro urychlení
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Obrázek 6.3: Diagram komunikace
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výpočtu. Protože budeme paralelizovat výpočet pomocí OpenMP [10], dalším předpokla-
dem je identifikace cyklu ve výpočtu, který je bez datových závislostí mezi jednotlivými
průchody.
Oba předpoklady jsou splněny, protože výpočet každého vstupního vektoru je nezá-
vislý na ostatních vektorech. Jediné co musíme zajistit je, aby každé vlákno mělo vlastní
objektový model, na kterém bude provádět výpočet nad vstupními vektory, které dostane
přidělené. Aby nemusela jednotlivá vlákna konkurenčně číst vstupní vektory ze vstupního
souboru, je celý před spuštěním výpočtu načten do sdílené paměti. Stejně tak jsou i vý-
sledky zpracovávány a vypisovány na standartní výstup sekvenčně, což má za výhodu, že
jsou vraceny ve správném pořadí. Jediné co zůstalo paralelní, je výpis do souboru s logo-
váním podmíněných poruch, který tudíž není globálně seřazen. To ovšem nevadí, protože
jednotlivé záznamy jsou opatřeny identifikátorem, tj. pořadovým číslem, ke kterému vstup-
nímu vektoru, neboli výpočetnímu cyklu, patří. A tak není v případě potřeby problém je
seřadit. Takto aspoň ilustrují, jak přesně probíhal výpočet. V rámci jednoho výpočetního
cyklu, pro daný vstupní vektor, jsou záznamy o výskytu poruch samozřejmě ve správném
pořadí podle toho, jak s nimi bylo počítáno.
Protože sekvenční kód byl napsán vhodně s ohledem na budoucí paralelizaci, nyní budou
uvedeny příslušné direktivy pro překladač, které zajistí paralelní provádění. K paralelizaci
byl identifikován for cyklus, ve kterém se provádí výpočet pro jednotlivé vstupní vektory.
Proto byl doplněn direktivou:
#pragma omp parallel for private(model, token) firstprivate(initModel)
shared(fpnn_spec, loging, modeloutputs, patternCnt)
kde:
∙ model je privátní proměnná se strukturou s výpočetním objektovým modelem sítě.
∙ token je privátní struktura, ve které se postupně předávají vstupní data vstupním
aktivátorům.
∙ initModel je proměnná typu bool, která je inicializovaná na false. Ta zajistí, aby
si každé vlákno sestavilo výpočetní model jen před prvním výpočtem.
∙ fpnn_spec je struktura s načtenou konfigurací sítě, tudíž také se všemi jejími para-
metry. Protože tyto záznamy jsou pouze ke čtení, je sdílená mezi všemi vlákny
∙ loging je proměnná typu bool, která udává, zda se má výstup poruch zaznamenávat
do souboru. Je taktéž sdílená, protože se nemění během výpočtu.
∙ modeloutputs je kontejner, do kterého se zaznamenávají výstupy jednotlivých běhu
s různými vstupními vektory. Je sdílený, protože seskupuje výsledky od všech vláken.
∙ patternCnt je proměnná uchovávající počet vstupních vektorů. Je sdílená, protože je
konstantní po celou dobu výpočtu.
Následně je v daném paralelním cyklu dvakrát použita kritická sekce, kterou může vyko-
návat současně jen jedno vlákno.
#pragma omp critical
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První je použita pro přidání spočítaných výstupních hodnot do kontejneru uchovávajícího
výstupy. Druhá pak slouží pro výlučný přístup k souboru, do kterého se v případě potřeby
vypisují záznamy z logování podmíněných poruch.
Výsledný simulátor je tedy dostupný ve dvou verzích. Jedna je klasická jednoprocesorová
a druhá paralelní s využitím vláknového paralelismu pomocí knihovny OpenMP. Zdrojový
kód obou verzí je totožný, jen jednoprocesorová verze ignoruje direktivy paralelního výpo-
čtu.
6.3 Použití
Výstupem práce jsou dva simulátory. První jednoprocesorový FPNNsim a druhý paralelní
FPNNsimParallel. Pro použití vyžadují stejné argumenty:
∙ -fpnn FPNN_konfigurace , kde FPNN_konfigurace je soubor s konfigurací FPNN
sítě v příslušném formátu. Tento argument je povinný.
∙ -test test_data spustí simulátor v testovacím režimu. Test_data je soubor s tes-
tovacími daty v příslušném formátu, tedy vstupními vektory a očekávanými výstupy.
Právě jeden režim simulátoru je povinný.
∙ -comp vstupní_data spustí simulátor ve výpočetním režimu. Vstupni_data je soubor
se vstupními vektory v příslušném formátu. Právě jeden režim simulátoru je povinný.
∙ -fault poruchy spustí výpočet s aplikací poruch. Poruchy je soubor s definicemi
poruch neurálních zdrojů. Tento argument je volitelný.
∙ -log záznamy spustí zaznamenávání podmíněných poruch, pokud je s poruchami
spuštěn výpočet. Záznamy je soubor kam se budou záznamy vypisovat.
Například spuštění pouze výpočtu nad sítí ze souboru sit.fpnn a se vstupními daty v souboru
data.test se provede příkazem:
./FPNNsim –fpnn sit.fpnn –comp data.test.
Pokud bychom chtěli stejnou síť otestovat a navíc přidat poruchy ze souboru faults.fl, které
budeme chtít logovat do souboru faults.log, a výpočet urychlit paralelním prováděním, pří-
kaz bude následující:
./FPNNsimParallel –fpnn sit.fpnn –test data.test –fault fault.fl –log
fault.log.
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Kapitola 7
Testování
V rámci testování byla porovnána rychlost výpočtu implementovaného simulátor v C++
s předchozí implementací v jazyce Python [6]. Dále bylo měřeno zrychlení, kterého dosáhla
paralelní verze. Vše je shrnuto v následujících částech a také jsou zde ukázány výstupy při
výskytu poruch neurálních zdrojů.
Veškeré experimenty byly vyhodnocovány na fakultním serveru merlin [2], jehož pa-
rametry jsou pouzdro: Supermicro SC825TQ-R700, základní deska: MB X9DRi-F, jeden
procesor Intel Xeon E5-2640 (2.5GHz, 6/12 core, 15MB cache) a operační pamět 64GB
RAM.
Jednotlivé sítě, nad kterými budeme provádět výpočet, budeme popisovat jejich struk-
turou: INxS1x...xSNxOUT, kde x je oddělovač, IN je počet aktivátorů vstupní vrstvy, počty
S1 až SN jsou počty aktivátorů v jednotlivých skrytých vrstvách a OUT je počet výstupních
aktivátorů.
7.1 Srovnání rychlosti implementací
Pro testování byly využity testovací sady Diabetes, které jsou součástí referenčních sítí
Proben1 [11]. Dále pak testovací síť xor, což je jednoduchá ukázková síť z příkladu im-
plementace s konfiguračním souborem v příloze B.3 a zobrazeními na obrázcích 6.2 a 6.3.
Potom se k porovnání využily náhodně vygenerované sítě.
7.1.1 Sada Diabetes a Xor síť
Sada Diabetes obsahuje tři sítě s vlastnostmi vypsanými v tabulce 7.1. Pro srovnání je
Síť Počet aktivátorů Struktura Typ
Xor 6 2x3x1 light
Diabetes1 72 8x64x2 full
Diabetes2 72 8x16x32x16x2 full
Diabetes3 122 8x16x32x64x2 full
Tabulka 7.1: Parametry sítí
uvedena i síť Xor. Všechny sítě Diabetes mají 8 vstupů a 2 výstupy, dále rozdílné počty
aktivátorů v různém počtu vrstev, jak ukazuje přehled jejich vlastností. Zajímavý je jen
nepatrný rozdíl mezi první a druhou sítí, protože mají stejný počet aktivátorů. Ovšem
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v první jsou uspořádány pouze do tří vrstev s jednou skrytou na rozdíl od druhé, která má
vrstev pět a tudíž tři skryté. Pro sítě Diabetes je nachystáno 384 testovacích vektorů, což
je už zajímavý vzorek. Oproti tomu síť Xor má pouze 4 testovací vektory.
Výsledky dob výpočtů jednotlivých sítí vždy z 10 běhů jsou shrnuty v tabulkách 7.2 pro
síť Xor a pro sadu Diabetes postupně 7.3, 7.4 a 7.5. Pro větší přehlednost jsou pak výsledky
shrnuty v grafu 7.3, kde jsou porovnány jednotlivé časy běhů na logaritmické ose a v grafu
7.4, kde je znázorněno zrychlení C++ implementace. Z testů na této sadě vyplývá, že C++
implementace je značně rychlejší než předchozí implantace v jazyce Python. Z výsledků
je také zřejmé, že s rostoucí velikostí sítě roste také možné zrychlení nové implementace.
Z hodnot rozptylů z tabulek je patrné, že výsledky jednotlivých běhů nebyly od sebe moc
rozdílné.
čas PyFPNN [𝑠] čas FPNNsim [𝑠]
Průměr 0,073 0,005
Směrodatná odchylka 9,03E-03 1,16E-03
Rozptyl 8,16E-05 1,34E-06
zrychlení 15,45
Tabulka 7.2: Srovnání časů výpočtu implementací na síti Xor
čas PyFPNN [𝑠] čas FPNNsim [𝑠]
Průměr 17,18 0,18
Směrodatná odchylka 0,53 8,45E-03
Rozptyl 0,28 7,14E-05
zrychlení 97,02
Tabulka 7.3: Srovnání časů výpočtu implementací na síti Diabetes1
čas PyFPNN [𝑠] čas FPNNsim [𝑠]
Průměr 24,87 0,31
Směrodatná odchylka 0,68 3,89E-03
Rozptyl 0,47 1,52E-05
zrychlení 80,61
Tabulka 7.4: Srovnání časů výpočtu implementací na síti Diabetes2
7.1.2 Porovnání různých aktivačních funkcí
V dalších experimentech bylo porovnáno, jestli je čas výpočtu závislý na aktivačních funk-
cích. K porovnání byla náhodně vygenerována síť se strukturou 8x20x40x10x2. Testovány
byly společné aktivační funkce simulátorů a to sigmoida, hyperbolický tangens, skoková
funkce a také případ, kdy aktivátory nemají žádnou aktivační funkci. Jejich výsledky vždy
z deseti běhů, každý s 384 vstupními vektory, jsou v tabulkách 7.6, 7.7, 7.8 a 7.9. Srovnání
všech těchto experimentů je v grafu porovnání časů 7.3 a zrychlení 7.4.
Z výsledků je zřejmé, že různé aktivační funkce nemají prakticky žádný vliv na dobu
běhu a tudíž ani na zrychlení nového simulátoru. Oboje hodnoty jsou téměř konstantní.
Nový simulátor je 135 krát rychlejší než původní.
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čas PyFPNN [𝑠] čas FPNNsim [𝑠]
Průměr 88,85 0,45
Směrodatná odchylka 1,33 5,36E-03
Rozptyl 1,78 2,88E-05
zrychlení 197,84
Tabulka 7.5: Srovnání časů výpočtu implementací na síti Diabetes3
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Obrázek 7.1: Graf porovnání časů běhů implementací na sadě Diabetes
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Obrázek 7.2: Graf zrychlení implementací na sadě Diabetes
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čas PyFPNN [𝑠] čas FPNNsim [𝑠]
Průměr 28,76 0,21
Směrodatná odchylka 0,74 7,07E-04
Rozptyl 0,55 5,00E-07
zrychlení 135,97
Tabulka 7.6: Srovnání časů výpočtu implementací se sigmoidální aktivační funkcí
čas PyFPNN [𝑠] čas FPNNsim [𝑠]
Průměr 28,52 0,21
Směrodatná odchylka 0,71 1,29E-03
Rozptyl 0,51 1,66E-06
zrychlení 134,44
Tabulka 7.7: Srovnání časů výpočtu implementací s aktivační funkcí hyperbolický tangens
čas PyFPNN [𝑠] čas FPNNsim [𝑠]
Průměr 28,42 0,21
Směrodatná odchylka 0,72 1,45E-03
Rozptyl 0,52 2,10E-06
zrychlení 134,11
Tabulka 7.8: Srovnání časů výpočtu implementací se skokovou aktivační funkcí
čas PyFPNN [𝑠] čas FPNNsim [𝑠]
Průměr 28,65 0,21
Směrodatná odchylka 0,64 1,62E-03
Rozptyl 0,42 2,62E-065
zrychlení 134,61
Tabulka 7.9: Srovnání časů výpočtu implementací bez aktivační funkce
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Obrázek 7.3: Graf porovnání časů běhů implementací s různými aktivačními funkcemi
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Obrázek 7.4: Graf zrychlení implementací s různými aktivačními funkcemi
7.2 Zrychlení paralelní verze
V následujících experimentech bude zjišťováno, jak moc je paralelní implementace rychlejší
než základní jednoprocesorová. Pro srovnání bude využita nejdříve stejná sada jako pro
porovnávání implementací. Následně bude zkoumána závislost počtu vstupních vektorů na
zrychlení paralelní verze.
7.2.1 Sada Diabetes a Xor síť
Zrychlení paralelní verze bylo měřeno na stejné testovací sadě Diabetes a Xor síti jako
v části 7.1.1.
Jednotlivé výstupy z experimentů jsou v tabulce 7.10 pro Xor síť a pro sítě Diabetes1-3
v tabulkách 7.11, 7.12 a 7.13. Doby běhu z těchto testů jsou shrnuty v grafu 7.5. Zrychlení
paralelní verze je pak vyneseno v grafu 7.6.
Z výsledků je patrné, že minimální počet vstupních vektorů nemá význam paralelizovat,
proto u sítě Xor došlo při paralelizaci spíše ke zpomalení, než zrychlení. Což je dáno režií
paralelního výpočtu. Ovšem při větším počtu testovacích vektorů je výsledek lepší. Při
74 aktivátorech ve třech vrstvách byl výpočet o polovinu rychlejší, síť Diabetes1. Pro sítě
Diabetes2 se 74 aktivátory a Diabetes3 se 122 aktivátory u obou v pěti vrstvách je výpočet
prakticky stejné zrychlen. Výpočetní čas paralelní verze je méně než poloviční, tzn. paralelní
verze je 2,3 krát rychlejší.
7.2.2 Závislost na počtu vstupních vektorů
Paralelní výpočet má smysl, pokud je k dispozici velké množství testovacích vektorů. Proto
v následujících experimentech, bylo zjišťováno, jaký dopad mají počty vstupních vektorů na
zrychlení paralelní verze. Za tímto účelem byla vygenerována síť se 105 aktivátory v sedmi
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čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 0,0048 0,0052
Směrodatná odchylka 1,23E-03 6,32E-04
Rozptyl 1,51E-06 4,00E-07
zrychlení 0,92
Tabulka 7.10: Srovnání časů výpočtu s paralelní verzí na síti Xor
čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 0,174 0,1208
Směrodatná odchylka 1,11E-02 4,44E-02
Rozptyl 1,22E-04 1,98E-035
zrychlení 1,44
Tabulka 7.11: Srovnání časů výpočtu s paralelní verzí na síti Diabetes1
čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 0,321 0,135
Směrodatná odchylka 2,54E-02 1,67E-02
Rozptyl 6,43E-04 2,78E-04
zrychlení 2,38
Tabulka 7.12: Srovnání časů výpočtu s paralelní verzí na síti Diabetes2
čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 0,482 0,206
Směrodatná odchylka 7,29E-03 2,69E-02
Rozptyl 5,32E-05 7,22E-04
zrychlení 2,35
Tabulka 7.13: Srovnání časů výpočtu s paralelní verzí na síti Diabetes3
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Obrázek 7.5: Graf porovnání časů běhů s paralelní verzí na sadě Diabetes
39
0,92
1,44
2,38 2,35
0,0
0,5
1,0
1,5
2,0
2,5
Xor Diabetes1 Diabetes2 Diabetes3
Zr
yc
h
le
n
í
Test
Zrychlení paralelní implementace
Obrázek 7.6: Graf zrychlení paralelní verze na sadě Diabetes
vrstvách s následující strukturou: 6x12x18x36x18x12x3. Pro každou kombinaci jsou shrnuty
výsledky z 10 běhu v tabulkách:
∙ 7.14 pro 1 000 vstupních vektorů
∙ 7.15 pro 5 000 vstupních vektorů
∙ 7.16 pro 10 000 vstupních vektorů
∙ 7.17 pro 20 000 vstupních vektorů
∙ 7.18 pro 50 000 vstupních vektorů
∙ 7.19 pro 100 000 vstupních vektorů
Všechny tyto vstupní vektory jsou složeny z náhodně vygenerovaných hodnot. Porovnání
mezi experimenty je pak zobrazeno na grafu 7.7, kde jsou vyneseny časy běhů paralelní
a jednoprocesorové implementace. A na grafu zrychlení paralelní implementace 7.8.
čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 0,751 0,219
Směrodatná odchylka 3,17E-02 3,07E-02
Rozptyl 1,01E-03 9,40E-04
zrychlení 3,42
Tabulka 7.14: Srovnání časů výpočtu s paralelní verzí pro 1 000 vektorů
Z výsledků plyne prakticky lineární závislost mezi počtem vstupních vektorů a dobou
běhu, což bylo očekávané. Ovšem doba běhu jednoprocesorové implementace stoupá rych-
leji než paralelní a tudíž zrychlení též mírně roste s rostoucí velikostí vstupních vektorů.
Tento růst ale není nikterak výrazný a tak pětinásobné zrychlení lze považovat za jedno
z největších.
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čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 3,674 0,904
Směrodatná odchylka 4,32E-02 6,01E-02
Rozptyl 1,86E-03 3,61E-03
zrychlení 4,06
Tabulka 7.15: Srovnání časů výpočtu s paralelní verzí pro 5 000 vektorů
čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 7,486 1,738
Směrodatná odchylka 0,217 0,323
Rozptyl 0,047 0,104
zrychlení 4,31
Tabulka 7.16: Srovnání časů výpočtu s paralelní verzí pro 10 000 vektorů
čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 14,919 3,072
Směrodatná odchylka 0,639 0,076
Rozptyl 0,409 0,006
zrychlení 4,86
Tabulka 7.17: Srovnání časů výpočtu s paralelní verzí pro 20 000 vektorů
čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 36,751 7,327
Směrodatná odchylka 0,417 0,217
Rozptyl 0,174 0,0472
zrychlení 5,02
Tabulka 7.18: Srovnání časů výpočtu s paralelní verzí pro 50 000 vektorů
čas FPNNsim [𝑠] čas FPNNsimParallel [𝑠]
Průměr 73,49 14,42
Směrodatná odchylka 1,259 0,265
Rozptyl 1,584 0,070
zrychlení 5,10
Tabulka 7.19: Srovnání časů výpočtu s paralelní verzí pro 100 000 vektorů
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7.3 Výstupy s poruchami
Pro demonstraci poruch využijeme jednoduchou síť Xor, která byla zmiňována už několikrát
(popis v příloze B.3, schéma na obrázku 6.2). Pro zvýšení názornosti, jsou bez újmy na
obecnosti častěji vybírány vstupní nebo výstupní aktivátory a také spoje sousedící s těmito
aktivátory. Jednotlivé experimenty jsou pro lepší ilustraci rozděleny na poruchy aktivátorů,
poruchy spojů, přidávání šumu a nakonec podmíněné poruchy.
7.3.1 Poruchy aktivátorů
Poruchy na aktivátorech s příslušným výstupním vektorem jsou uspořádány v tabulce 7.20.
V záhlaví tabulky jsou uvedeny jednotlivé kombinace vstupních hodnot. Pod nimi je pro
vstupní kombinace 1. 2. 3. 4.
aktivátor n1 (1. vstup) 0 0 1 1
aktivátor n2 (2. vstup) 0 1 0 1
aktivátor n6 (referenční výstup) 0,572 0,857 0,953 0,024
Definice poruchy příslušné výstupy
stuck n1 1.0 0,953 0,024 0,953 0,024
stuck n6 5.0 5 5 5 5
remove n2 0,572 0,572 0,953 0,953
remove n6 0 0 0 0
saturate_high n6 1 1 1 1
saturate_low n2 0,982 0,982 0,982 0,982
limit n6 0.3-0.7 0,572 0,7 0,7 0,3
change n6 theta 50.5 1 1 1 1
change n6 i - 0,060 0,014 0,004 0,777
change n6 i median 0,742 0,5 0,5 0,5
change n6 f tanh 0,524 0,998 0,999 -0,999
change n6 f ramp 0,791 1 1 0
Tabulka 7.20: Poruchy aktivátorů
srovnání uveden referenční výstup. Nyní si blíže přiblížíme, co způsobily jednotlivé poruchy.
Stuck prvního vstupního aktivátoru na jedné způsobil, že byly pouze dvě vstupní kom-
binace. Proto se výsledky lichých a sudých vstupních kombinací rovnají. Výstupní aktivátor
při uváznutí dává pořád stejný výsledek pro libovolné vstupní kombinace, který je rovem
jeho parametru.
Remove druhého vstupního aktivátoru způsobí, že jeho výstup bude na nule. Proto platí
to samé jako v případě prvního stuck. Máme pouze dvě vstupní kombinace a tudíž stejný
počet výstupních. Druhé odstranění výstupního aktivátoru způsobí jeho a také výstup celé
sítě na nulu.
Dále je v tabulce saturace výstupu u sigmoidy, což způsobí výstup roven jedné. Saturace
druhého vstupu, protože je bez aktivační funkce, způsobí, že bude roven minimu datového
typu. To tudíž převáží ostatní parametry, jak je z výstupu zřejmé.
Limit omezí výstupní hodnoty podle rozsahu.
V poslední části jsou změny jednotlivých parametrů. Při vysokém počátečním nastavení
iteračního akumulátoru 𝜃 je výstup vždy jedna. Na dalších řádcích jsou změny iteračního
operátoru spíše pro ilustraci. Následují změny aktivační funkce, které při hyperbolickém
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tangentu způsobí zvětšení rozsahu už od mínus jedné místo nuly. Z posledního řádku je
možné usuzovat, že rampovou funkci je možné považovat za aproximaci sigmoidy.
7.3.2 Poruchy spojů
Poruchy spojů jsou také sdruženy v tabulce 7.21. Pro možnost porovnání výstupů jsou opět
v záhlaví vyneseny jednotlivé vstupní kombinace a referenční výstup bez chyb.
vstupní kombinace 1. 2. 3. 4.
aktivátor n1 (1. vstup) 0 0 1 1
aktivátor n2 (2. vstup) 0 1 0 1
aktivátor n6 (referenční výstup) 0,572 0,857 0,953 0,024
Definice poruchy příslušné výstupy
stuck (n1,n3) 1.0 0,986 0,021 0,986 0,021
stuck (n2,n5) -1.0 0,999 0,999 0,992 0,992
remove (n2,n5) 0,572 0,572 0,953 0,953
remove (n5,n6) 0,056 0,033 0,953 0,024
saturate_high (n1,n3) 0,982 0,982 0,982 0,982
saturate_low (n3,n6) 0 0 0 0
limit (n5,n4) 0.2-0.4 0,596 0,920 0,959 0,959
change (n5,n4) W 50.5 0,572 0,999 0,953 0,993
change (n1,n3) T 2.5 0,989 0,012 0,987 0,010
Tabulka 7.21: Poruchy spojů
Stuck spoje z prvního vstupního aktivátoru má stejný význam, jako když uváznul ak-
tivátor sám. Omezí nám vstupní kombinace a tím i výstupní. Uváznutí spoje z druhého
vstupního aktivátoru má stejný důsledek, jen jiné výstupní hodnoty. Opět je výstup závislý
pouze na neuváznutých vstupních hodnotách.
Remove vstupního spoje má stejný dopad jako odstranění příslušného aktivátoru. Dále
vidíme, že odstranění jednoho ze vstupů výstupního aktivátoru se dotklo pouze prvních
dvou výstupů. Druhé dva zůstaly nezměněny.
Při saturaci spoje od vstupního aktivátoru, se tento výsledek nese až na výstup v podobě
rovných hodnot při libovolné kombinace vstupů. Saturace spoje do výstupního aktivátoru
na minimum má očekávaný výsledek a to výstup vždy roven nule.
Limit je zde spíše pro ilustraci, ale i tak při této poruše jednoho z vnitřních spojů, se
chyby na výstupu projevily prakticky u všech hodnot.
Poslední části jsou změny parametrů spojů a tedy afinního operátoru. Oboje se projevují
na výstupních hodnotách. Změna parametru T u spoje ze vstupního aktivátoru má zhruba
stejný význam jako jeho nastavení na příslušnou hodnotu.
7.3.3 Zašumění výstupů
Pro ilustraci co způsobuje porucha, kdy jsou výstupy neurálních zdrojů postiženy šumem, je
zvolen způsob zašumění výstupů celé sítě, protože na něm bude nejvýstižnější. Pro každou
možnost přidání šumu je v tabulce 7.22 vyčleněn jeden řádek. Vždy je daný šum aplikován
oběma způsoby a to jak aditivním, tak multiplikativním způsobem. Jsou v ní tedy postupně
šum s normálním rozložení, šum s rovnoměrným rozložením, šum s normálním logaritmic-
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kým rozložením a nakonec šum s exponenciálním rozložením. Z výsledků je patrné, že data
jsou příslušným šumem postižena.
vstupní kombinace 1. 2. 3. 4.
aktivátor n1 (1. vstup) 0 0 1 1
aktivátor n2 (2. vstup) 0 1 0 1
aktivátor n6 (referenční výstup) 0,572 0,857 0,953 0,024
Definice poruchy příslušné výstupy
noise n6 N(1.0,0.5) add 1,371 1,818 2,252 1,576
noise n6 N(1.0,0.5) mult 0,336 0,811 1,604 0,014
noise n6 R(-0.3,0.3) add 0,838 1,035 0,905 0,191
noise n6 R(-0.3,0.3) mult 0,031 -0,030 -0,174 -0,004
noise n6 LN(0.1,0.7) add 1,524 1,490 1,912 1,038
noise n6 LN(0.1,0.7) mult 0,671 0,245 1,216 0,034
noise n6 Exp(0.5) add 1,091 5,228 2,076 2,226
noise n6 Exp(0.5) mult 0,439 2,091 0,864 0,013
Tabulka 7.22: Zašumění výstupů
7.3.4 Podmíněné poruchy
V tabulce 7.23 je zobrazen výstup po aplikaci následujících podmíněných poruch neurálních
zdrojů:
[0.3] stuck (n3,n6) -1.0
[0.9] noise (n5,n4) R(0.1,0.5) mult
[0.5] noise n5 N(0.03,0.05) add
[0.72] change n5 f tanh
vstupní kombinace 1. 2. 3. 4.
aktivátor n1 (1. vstup) 0 0 1 1
aktivátor n2 (2. vstup) 0 1 0 1
aktivátor n6 (referenční výstup) 0,572 0,857 0,953 0,024
aktivátor n6 (výstup zatížený poruchami) 7,74E-05 0,969 0,964 3,17E-06
Tabulka 7.23: Podmíněné poruchy
Z příkladu je patrné, že i malé množství poruch má značný dopad na výsledek. Protože
podmíněné poruchy je možné také logovat do souboru, záznam toho příkladu je následující:
[0] noise (n5,n4) R(0.1,0.5) mult 0.497595
[0] change n5 f tanh
[0] noise n5 N(0.03,0.05) add 0.0631405
[1] noise (n5,n4) R(0.1,0.5) mult 0.261428
[1] stuck (n3,n6) -1
[2] noise n5 N(0.03,0.05) add 0.0317778
[3] noise (n5,n4) R(0.1,0.5) mult 0.470614
[3] change n5 f tanh
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Vyplývá z něj, podle očekávání, že k uváznutí s třetinovou pravděpodobností došlo jednou ze
čtyř běhů. Šum s normálním rozložením byl přidán v polovině případů a šum s rovnoměrným
rozložením byl aplikován třikrát při 90% pravděpodobnosti. Při 72% pravděpodobnosti
výskytu záměny aktivační funkce, byla ta vyměněna v polovině případů. I na tomto malém
ilustračním vzorku je patrné, že výskyty odpovídají předpokladu.
7.3.5 Kombinace poruch
Samozřejmě je možné využívat různé kombinace poruch jak už podmíněných tak i stálých
a také může být jeden neurální zdroj postižen více poruchami. Protože ale výsledky tako-
vých kombinací nejsou zdaleka tak názorné, nejsou zde uvedeny. Příklad takového souboru
s poruchami může být:
[0.33] stuck (n3,n6) -1.0
[0.21] saturate_high (n3,n6)
remove n1
[0.9] noise (n5,n4) R(0.1,0.5) mult
[0.9] noise (n5,n4) Exp(0.021) add
[0.5] noise n5 N(0.03,0.05) add
limit n5 0.2-0.8
[0.72] change n5 f tanh
change n5 theta 0.238
...
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Kapitola 8
Závěr
V rámci diplomové práce byl uveden teoretický základ pro vývoj simulátoru FPNN, který
byl rovněž navržen a následně implementován v jazyce C++.
Teoretickým základem je myšlen stručný úvod do neuronových sítí z oboru umělé inteli-
gence a také základní představení FPGA. Právě technologie FPGA a teorie neuronových sítí
je spojena pro výpočet FPNN, kdy jsou neuronové sítě implementované v hardware se všemi
důsledky. Mezi výhody patří paralelní výpočet, kdy všechny uzly sítě pracují současně, jen
si vzájemně předávají výsledky podle specifikace.
Samotným FPNN se práce věnuje důkladně. Jsou v ní uvedeny jednotlivé definice po-
třebných struktur a také potřebné algoritmy výpočtu. Asi největším rozdílem oproti klasic-
kým neuronovým sítím je možnost propojovat mezi sebou i spoje mezi neurony. A také, že
neurony nemusí přijímat hodnoty ze všech příchozích spojů a odesílat je na výstupní, ale
záleží na konkrétní specifikaci místních propojů.
Součástí práce je uveden rozšířený model FPNN, který se zaměřuje na odolnost proti
poruchám. Ta je dána buď redundancí neuronových zdrojů anebo funkcemi umožňujícími
ustálení stavu do doby, než dojde k zotavení.
Vyvinutý simulátor umožňuje odzkoušet FPNN struktury popsané předepsaným způso-
bem. Pracuje ve dvou režimech a to buď výpočetním, kdy pouze dodává výstupy, anebo
testovacím, kdy navíc porovnává vypočítané výstupy s referenčními. Dále je možné simu-
lovat výskyt různých poruch neurálních zdrojů, kdy tyto poruchy mohou být buď stálé
anebo se objevovat s určitou pravděpodobností. Byla vyvinuta také paralelní verze tohoto
simulátoru.
Rychlost simulátoru byla porovnávána s předchozí verzí vytvořenou v jazyce Python.
Nový simulátor byl 15 krát rychlejší pro malou síť s 6 aktivátory a až 200 krát rychlejší pro
pětivrstvou síť se 122 aktivátory.
Paralelní verze byla až 5 krát rychlejší než jednoprocesorová pro dostatečně velkou sadu
vstupních vektorů, několik desítek tisíc.
Dalším směřováním práce by mohlo být detekování poruch a zjednávání nápravy. Sou-
časný simulátor dokáže modelovat, co se stane při výskytu chyby a jaké výsledky v takovém
případě dostaneme. Ovšem už sám nedokáže zajistit nápravu, kterou může být například
změna nastavení daného neurálního zdroje, což ovšem už součástí simulátoru je. Zatím
pouze staticky při nastavení na začátku běhu.
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Příloha A
Obsah CD
Přiložené CD má následující strukturu:
/ ConfFPNN je složka s konfiguračními soubory FPNN (*.fpnn) a soubory s deklarací
poruch (*.f).
/ Data je složka s testovacími vstupními vektory.
/ FPNNsim je složka s implementovaným simulátorem. Obsahuje také zdrojové kódy
a Makefile pro přeložení.
/ PyFPNN je složka s původním simulátorem FPNN a generátorem sítí v jazyce Python.
/ technická zpráva je složka s touto technickou zprávou a také jejími zdrojovými kódy
v LATEXu.
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Příloha B
Konfigurační soubory
Soubor s konfiguračním popisem FPNN:
Zdrojový kód B.1: Soubor s popisem FPNN
1 #Pr ik lad FPNN:
2 #g l oba l n i d e f i n i c e
3 fpnn_type : l i g h t
4 Ni : input1 ; input0
5 a c t i v a t o r s : i = +; f = sigmoid ; a = 1 ; theta = 0 . 0 ;
6 inputs : c = 1
7 l i n k s : W = 1 . 0 ;T = 0 .0
8 number_format : r e a l
9 #d e f i n i c e spoju
10 (n1 , n3 ) : n1 ; n3 ; ( n3 , n4 ) ;W = 0.0467893588279208
11 (n2 , n5 ) : n2 ; n5 ; ( n5 , n4 ) ;W = 0.794064237211565
12 (n3 , n4 ) : n4 ; ( n4 , n5 ) ; ( n1 , n3 ) ;W = 0.4058347478186635 ;W[ n1 ] =
100.0467893588279208
13 (n3 , n6 ) : n3 ; n6 ;W = 0.0043985310703378
14 (n4 , n3 ) : n3 ; ( n5 , n4 ) ;W = 0.1818745322237
15 (n4 , n5 ) : n5 ; ( n3 , n4 ) ;W = 0.0883203118687721
16 (n4 , n6 ) : n4 ; n6 ;W = 0.9672481254301344
17 (n5 , n4 ) : n4 ; ( n4 , n3 ) ; ( n2 , n5 ) ;W = 0.07530647449707504
18 (n5 , n6 ) : n5 ; n6 ;W = 0.709157334232144
19 #d e f i n i c e akt iva to ru
20 n1 : input0 ; ( n1 , n3 ) ; a = 1 ; f = none
21 n2 : input1 ; ( n2 , n5 ) ; a = 1 ; f = none
22 n3 : (n4 , n3 ) ; ( n1 , n3 ) ; ( n3 , n6 ) ; a = 2 ; theta = 0 .0
23 n4 : (n3 , n4 ) ; ( n5 , n4 ) ; ( n4 , n6 ) ; a = 2 ; theta = 0 .0
24 n5 : (n4 , n5 ) ; ( n2 , n5 ) ; ( n5 , n6 ) ; a = 2 ; theta = 0 .0
25 n6 : (n3 , n6 ) ; ( n4 , n6 ) ; ( n5 , n6 ) ; a = 3 ; theta = 0 .0
26 #d e f i n i c e redundantniho chovani
27 n1 : : R=3; U={111}; s=1; S={{theta = 50 .0} ,{ f = tanh ; theta =
−3.0}}; const =15.2 ; major i ty=2; mode=r
28 (n3 , n4 ) : : R=3; U={111}; s=3; s e t s={{W = 50.0} ,{W[ n1 ] = 2 ;W =
−3.0}}; m=2; D=r
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Příklad souboru s možnými poruchami neurálních zdrojů:
Zdrojový kód B.2: Soubor s příklady poruch
1 stuck n5 −1.0
2 stuck (n1 , n4 ) 996 .5
3 remove n5
4 remove (n1 , n4 )
5 saturate_high n5
6 saturate_low n5
7 saturate_high (n1 , n4 )
8 saturate_low (n1 , n4 )
9 l im i t n5 0.2−0.4
10 l im i t (n1 , n4 ) 0.2−0.4
11 change (n1 , n4 ) W 50.5
12 change n5 theta 50 .5
13 [ 0 . 2 ] change n5 f tanh
14 no i s e n5 N(mi , sigma ) add
15 no i s e n5 N(mi , sigma ) mult
16 no i s e n5 R(a , b) add
17 no i s e n5 R(a , b) mult
18 no i s e n5 LN(mi , sigma ) add
19 no i s e n5 LN(mi , sigma ) mult
20 no i s e n5 Exp( lambda ) add
21 [ 0 . 0 1 ] no i s e n5 Exp( lambda ) mult
Příklad souboru s FPNN sítí, který slouží k demonstraci:
Zdrojový kód B.3: Soubor s popisem demonstračního FPNN Xor
1 fpnn_type : l i g h t #STRUCTURE = 2x3x1
2 Ni : input0 ; input1
3 inputs : c = 1
4 a c t i v a t o r s : i = +; f = sigmoid ; a = 1 ; theta = 0 . 0 ;
5 l i n k s : W = 1 . 0 ; T = 0 .0
6 number_format : r e a l
7 n1 : input0 ; ( n1 , n3 ) ; f = none ;
8 n2 : input1 ; ( n2 , n5 ) ; f = none ;
9 n3 : ( n1 , n3 ) ; ( n4 , n3 ) ; ( n3 , n6 ) ; theta = 1 . 47914 ; a = 2 .0
10 n4 : (n3 , n4 ) ; ( n5 , n4 ) ; ( n4 , n6 ) ; theta = −4.07277; a = 2 .0
11 n5 : (n2 , n5 ) ; ( n4 , n5 ) ; ( n5 , n6 ) ; theta = −1.17787; a = 2 .0
12 n6 : (n3 , n6 ) ; ( n4 , n6 ) ; ( n5 , n6 ) ; theta = −2.45468; a = 3 .0
13 (n1 , n3 ) : n1 ; n3 ; ( n3 , n4 ) ; W = 0.716308
14 (n2 , n5 ) : n2 ; n5 ; ( n5 , n4 ) ; W = 1.92729
15 (n3 , n4 ) : ( n1 , n3 ) ; n4 ; ( n4 , n5 ) ; W = 9.290486773845887523244191046
16 (n3 , n6 ) : n3 ; n6 ; W = −7.81134
17 (n4 , n3 ) : ( n5 , n4 ) ; n3 ; W = 0.001845296326552566908380650779
18 (n4 , n5 ) : ( n3 , n4 ) ; n5 ; W = −20.42164736996325987813399250
19 (n4 , n6 ) : n4 ; n6 ; W = 18.2713
20 (n5 , n4 ) : ( n2 , n5 ) ; ( n4 , n3 ) ; n4 ; W = −308.6811014429587659355883131
21 (n5 , n6 ) : n5 ; n6 ; W = 17.4159
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Příloha C
Datová struktura
Soubor se zdrojovým kódem obsahující definice struktur sloužících k popisu FPNN a poruch:
Zdrojový kód C.1: structures.h
1 typede f s t r u c t {
2 long double x1 ;
3 long double x2 ;
4 long double y1 ;
5 long double y2 ;
6 }tRampDetail ;
7
8 typede f s t r u c t {
9 long double x ;
10 long double y1 ;
11 long double y2 ;
12 } tS t epDeta i l ;
13
14 typede f union {
15 long double lambda ;
16 tRampDetail rampDetail ;
17 tS t epDeta i l s t epDe ta i l ;
18 } nAct_detai l ;
19
20 typede f s t r u c t {
21 i n t i ; // b i t s be f o r e po int
22 i n t f ; // b i t s a f t e r po int
23 unsigned long long mask ; // and mask
24 } t f x ;
25
26 typede f s t r u c t {
27 double p r obab i l i t y ;
28 long double low ;
29 long double high ;
30 } tLimit ;
31
32 typede f s t r u c t {
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33 std : : pair<double , int> i ;
34 std : : pair<double , int> f ;
35 nAct_detai l d e t a i l ;
36 std : : pair<double , long double> theta ;
37 }tActChange ;
38
39 typede f s t r u c t {
40 std : : pair<double , long double> w;
41 std : : pair<double , long double> t ;
42 std : : map<std : : s t r i ng , std : : pair<double , long double>>
w_sp ;
43 std : : map<std : : s t r i ng , std : : pair<double , long double>>
t_sp ;
44 }tLinkChange ;
45
46 typede f s t r u c t {
47 double x1mi ;
48 double x2sigma ;
49 }tDistParam ;
50
51 typede f union {
52 double lambda ;
53 tDistParam dParam ;
54 }uDistParam ;
55
56 typede f s t r u c t TNoise {
57 double p r obab i l i t y ;
58 i n t d i s t r i b u t i o n ;
59 i n t type ;
60 uDistParam nParam ;
61 } tNoise ;
62
63 typede f s t r u c t {
64 std : : pair<double , long double> stuck ;
65 std : : pair<double , int> sa tu ra t e ;
66 tLimit l im i t ;
67 tLinkChange change ;
68 std : : deque<tNoise> no i s e ;
69 } tFaultLink ;
70
71 typede f s t r u c t {
72 std : : pair<double , long double> stuck ;
73 std : : pair<double , int> sa tu ra t e ;
74 tLimit l im i t ;
75 tActChange change ;
76 std : : deque<tNoise> no i s e ;
77 } tFaultAct ;
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79 typede f s t r u c t {
80 i n t i ;
81 i n t f ;
82 nAct_detai l d e t a i l ;
83 i n t a ; // pocet i t e r a c i
84 long double theta ;
85 } tAct i va to r_de ta i l ;
86
87 typede f s t r u c t {
88 long double w;
89 long double t ;
90 } tL ink_deta i l ;
91
92 typede f s t r u c t {
93 tL ink_deta i l d e t a i l ;
94 std : : map<std : : s t r i ng , long double> w_sp ;
95 std : : map<std : : s t r i ng , long double> t_sp ;
96 std : : set<std : : s t r i ng> loca lConnec t i on s ;
97 } tLink ;
98
99 typede f s t r u c t {
100 tAct i va to r_de ta i l d e t a i l ;
101 std : : set<std : : s t r i ng> loca lConnec t i on s ;
102 } tAct iva to r ;
103
104 typede f s t r u c t {
105 unsigned i n t r ; // count redundancy un i t
106 std : : s t r i n g u ; // used
107 unsigned i n t s ; // cur rent s e t t i n g
108 unsigned i n t major i ty ;
109 long double c ; // const
110 char mode ; // opt ions ( f− f i r s t ac t ive , r−major i ty , i−
const or i d e n t i t y )
111 }tRedundancy ;
112
113 typede f s t r u c t {
114 tLink normal ;
115 tRedundancy redundancy ;
116 tFaultLink f a u l t ;
117 std : : vector<tLink> s e t s ;
118 }tRedundancyLink ;
119
120 typede f s t r u c t {
121 bool isOutput ;
122 tAct iva to r normal ;
123 tRedundancy redundancy ;
124 tFaultAct f a u l t ;
125 std : : vector<tAct ivato r_deta i l > s e t s ;
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126 } tRedundancyActivator ;
127
128 typede f s t r u c t {
129 i n t type ;
130 i n t ni_count ;
131 std : : set<std : : s t r i ng> inputs ;
132 i n t output_count ;
133 tAct i va to r_de ta i l act ;
134 tL ink_deta i l l ink_det ;
135 i n t c ;
136 i n t num_form ;
137 t f x f x_de ta i l ;
138 std : : map<std : : pa ir<std : : s t r i ng , std : : s t r i ng >,
tRedundancyLink> l i n k s ;
139 std : : map<std : : s t r i ng , tRedundancyActivator> a c t i v a t o r s ;
140 } tFPNNspec i f i cat ion ;
141
142 //FPNN_typ
143 #de f i n e LIGHT 1
144 #de f i n e NORMAL 2
145 // i t e r op
146 #de f i n e ADD 10
147 #de f i n e SUB 11
148 #de f i n e MULT 12
149 #de f i n e DIV 13
150 #de f i n e MED 14
151 // a c t i v func
152 #de f i n e SIG 20
153 #de f i n e TANH 21
154 #de f i n e RAMP 22
155 #de f i n e STEP 23
156 #de f i n e NONE 24
157 //num form
158 #de f i n e REAL 30
159 #de f i n e FX 31
160
161 // Fau l tures parameters f o r :
162 // sa tu ra t e
163 #de f i n e SATH 1
164 #de f i n e SATL −1
165 // no i s e
166 #de f i n e N 1
167 #de f i n e R 2
168 #de f i n e LN 3
169 #de f i n e EXP 4
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