Abstract. We prove that, in a m-hyperconvex domain in C n , if a non-negative Borel measure is dominated by a complex Hessian measure, then it is a complex Hessian measure of a function in the class N m (H). This is an extension of P.Åhg, U. Cegrell, R. Czyż and P.H. Hiep's result in [ACCH].
Introduction
The subsolution theorem due to Kolodziej [Ko2] says that if the Dirichlet problem (1) with nonnegative Borel measure dµ in a strictly pseudoconvex domain Ω ⊂ C n and continuous boundary data ϕ ∈ C(∂Ω):
has subsolution, then (1) is solvable. Nguc Cuong Nguyen showed in [Ngo] that the subsolution theorem for the complex Hessian equation is still true, he proved that the existence of a subsolution is a necessary and sufficient condition for the existence of a bounded solution to the Dirichlet problem for the complex Hessian equation. In the other hand,Åhg, Cegrell, Czyz and Hiep obtained in [ACCH] a generalization of Kolodziej's subsolution theorem. More precisely, they proved that if a non-negative Borel measure is dominated by a complex Monge-Ampère measure, then it is a complex Monge-Ampère measure. Throughout this paper it is always assumed that Ω is a bounded m-hyperconvex domain (see the next section for the definition of m-hyperconvex domain). The purpose of this paper is to rewrite the work of [ACCH] in the case of the complex Hessian equation. With notations introduced in the next section, our main result is the following theorem.
Main Theorem. Assume that µ is a non-negative measure. If there exists a function ω ∈ E m with µ ≤ H m (ω), then for every function H ∈ E m ∩ MSH m (Ω), there exists a function u ∈ E m , ω + H ≤ u ≤ H such that H m (u) = µ. In particular, if ω ∈ N m , then u ∈ N m (H).
Preliminaries

m-subharmonic functions
In this section, we give some basic properties of admissible functions for the complex Hessian equation. Such functions are called m-subharmonic (m-sh), they are subharmonic and non-smooth in general. Let 1 ≤ m ≤ n. Put S m (λ) = 1≤j 1 <···<jm≤n λ j 1 . . . λ jm , called the symetric function of R n of degree m, which can be determined by (λ 1 + t) · · · (λ n + t) = n m=0 S m (λ)t n−m , with t ∈ R.
We denote Γ m the closure of the connected component of {λ ∈ R n : S m (λ) > 0} containing (1, · · · , 1). Let t ≥ 0, we have Γ m = {λ ∈ R n : S m (λ 1 + t, · · · λ n + t) ≥ 0} = {λ ∈ R n :
Note that, Γ n ⊂ Γ n−1 ⊂ · · · ⊂ Γ 1 , and by the results in [Ga] , Γ m is convex in R n and (S m ) 1 m is concave in Γ m , and by the Maclaurin inequality n m
Let H be the real vector space of complex hermitian matrix n×n, For any A ∈ H, let λ(A) = (λ 1 , · · · , λ n ) ∈ R n be the vector of the eigenvalues of A. We set S m (A) = S m (λ(A)), and define the coneΓ m := {A ∈ H : λ(A) ∈ Γ m } = {A ∈ H :S k (A) ≥ 0, ∀ 1 ≤ k ≤ m}.
Let α be a (1, 1)-form such that
where A = (a jk ) is a complex hermitian matrix. After diagonalizing the matrix A we see that
where β = dd c |z| 2 is the standard Kähler form in C n , The last equality allows us to definȇ Γ m := {α ∈ C 1,1 : α ∧ β n−1 ≥ 0, α 2 ∧ β n−2 ≥ 0, · · · , α m ∧ β n−m ≥ 0}, where C (1,1) is the space of real (1, 1)-forms with constant coefficients in C n . Note that a (1, 1)-form belonging toΓ m is called m-positive and if T is a current of bidegree (n − k, n − k), with k ≤ m. Then T is called m-positive if for all m-positive (1, 1)-forms α 1 , ..., α k we have
Let M : C (1,1) −→ R be the polarized form of S m (i.e M is is linear in every variable, symmetric and M (α, · · · , α) =S m (α), for any α ∈ C (1,1) ). by the Garding inequality (see [Ga] In connection with the results above, we give the definition of a m-sh function due to Blocki (see [Blo1] ).
Definition 1.3. Let u : Ω −→ R ∪ {−∞} be a subharmonic function in Ω.
(ii) For non-smooth case, u is called m-sh if the inequality
holds in the weak sense of currents in Ω.
We denote by SH m (Ω) the set of all m-sh functions in Ω. Blocki observed that up to a point pluripotential theory can be adapted to m-sh functions. We recall some properties of m-subharmonic functions.
, where θ * denotes the upper semicontinuous regularisation of θ.
For locally bounded m-sh functions, we can inductively define a closed nonnegative current (following Bedford and Taylor for plurisubharmonic functions).
In particular, we define the nonnegative Hessian measure for a
Cegrell's classes and Approximation of m-sh functions
The following classes of m-sh functions were introduced by Chinh in [Chi1] and [Chi2] .
Definition 1.5.
• We denote E 0 m the class of bounded functions that is belong to SH
• We denote by
•
Proof. It follows from [Chi2, Theorem 3.11] that
If we suppose first that h ∈ E 0 m , then by [Chi2, Theorem 3 .13] we have lim
, then it follows from [Chi2, Theorem 3.1] that for each j, we can choose h j ∈ E 0 m ∩ C(Ω) decreasing to h. So, to finish the proof of (2) it suffices to follow the argument in [Chi2, Proposition 5.1] . For (3), take ξ ∈ C ∞ 0 (Ω), then hξ is upper semicontinuous. Thus, lim inf
Let ν be the weak limit of hdd c g 1
Theorem 1.7. [HP, Proposition 3.3] . If u 1 , ..., u m ∈ F m and h ∈ SH m (Ω) − m . Then
In particular, if u, v ∈ E m are such that u ≥ v, then we have that
(2) Let µ be a positive measure which vanishes on all m-polar subsets of Ω.
Proof. For the first inequality in (1), (2) and (3) See [HP, Proposition 5.2 & Lemma 5.6 ] . For the second inequality in (1), it follows from the first one in (1) that we have
Proof. Let u = max(v, ω), since u ∈ E 0 m and
In [Blo1] , Blocki proved that a m-maximal functions u in E m are precisely the functions with H m (u) = 0. Now we come to Characterize the class of m-sh function with the boundary values. Let [Ω j ] be the fundamental increasing sequence of strictly m-pseudoconvex subsets of Ω (that means that for each j there exists a smooth strictly m-subharmonic function ρ on some open neighborhood Ω ′ of Ω j such that [Blo1] it is m-maximal on Ω. Let u, v ∈ E m and α ∈ R, α ≥ 0, then we have that u + v ≥ u + v, αu = α u, and if moreover u ≤ v then u ≤ v. It follows from [Blo1] that E m ∩ MSH m (Ω) = {u ∈ E m : u = u}, where MSH m (Ω) is the family of m-maximal functions in SH m (Ω). Set N m := {u ∈ E m : u = 0}. Then we have that N m is a convex cone and that it is precisely the set of functions in E m with smallest m-maximal m-sh majorant identically zero. Note also that Proposition 1.14. Assume that H ∈ E m and u ∈ SH m (Ω) such that u ≤ H. Then there exists a decreasing
m (H) and decreases pointwise to u as j tends to +∞, so the first statement is completed.
, be a decreasing sequence that converges pointwise to u as j tends to +∞ and
and converges pointwise to u as j tends to +∞. Set u j = sup
.
decreases on Ω to u j , as m → +∞ and since ω m ∈ SH m (Ω), then u j ∈ SH m (Ω). Hence u j is upper semicontinuous, on the other hand, since u
Moreover, [u j ] is decreasing and converges pointwise to u as j → +∞. And the proof is completed.
Convergence in m-capacity
Let E ⊂ Ω be a Borel subset. The C m -capacity theC m -capacity of E with respect to Ω are defined by
is said to converges to u iñ C m -capacity, as s → +∞ if for every compact subset K of Ω and every ε ≥ 0 it holds that
Xing-Type Comparison Principle for E m
In this section we give the comparison principle for functions in N m (H). We shall firstly prove Xing-Type inequaliry for E m following ideas from [N-Ph].
Where
For the proof we need the following lemmas.
for all ω ∈ SH m (Ω), 0 ≤ ω ≤ 1 and all closed m-positive current T.
In the general case, for each ε > 0, we put v ε := max{u, v − ε}. Then, v ε ↑ v as ε tends to 0, v ε ≥ u on Ω, and v ε = u on Ω\K, where K ⋐ Ω, then, in one hand we have
On the other hand 0 ≤ v ε − u ր v − u and by [[Chi1] , Theorem 1.3.10], (dd c v ε ) k ∧ T converges weakly to (dd c v) k ∧ T as ε ↓ 0. sinceω 1 is lower semicontinous, then by letting ε tends to 0 we obtain the desired inequality.
Proof of proposition 2.1.
Replacing v j by max{u j , v j } and using Lemma 2.3 we have for all 1 ≤ j ≤ s.
where T = dd c ω 1 ∧ ... ∧ dd c ω m ∧ β n−m . Let s −→ +∞ in the above inequality, then by Proposition 1.6 we get
for all j ≥ 1, Finally by letting j tends to +∞, and again by Proposition 1.6 we obtain the result.
On the other hand, since u = u, v = v on W and u = v on Ω\K ⊃ Ω \ W, we obtain
For similar result we can see [Dh-Elkh] .
Proof. For each ε > 0 we put v = max(u, v − ε). By applying b) in Proposition 2.1 for u and v, we obtain
Where T= dd c ω k+1 ∧ ... ∧ dd c ω m ∧ β n−m . Since {u <ṽ} = {u < v − ε}, by lemma ??, we have
Letting ε ց 0 we obtain the desired inequality.
We now prove a Xing-type comparison principle for the class N m (H).
be the fondamental sequence of Ω and φ j defined as in Definition 1.12. Since v ≤ H this implies that for ε > 0 we have
Then by applying Theorem 2.4 for u, v + φ j − ε, r = 1 andω 1 = ω 1 + 1 (in this case 0 ≤ω 1 ≤ 1), we get
On the other hand, χ {u<v−ε+φ j } ∞ j=1
and
are two increasing sequences of functions that converges q.e. on Ω to χ {u<v−ε} and χ {u<v−ε} (v − ε − u) m respectively, as j → +∞. Theorem 3.5 implies that
converges to χ {u<v−ε} a.e. w.r.t. χ {v>−∞} H m (v) and that
Therefore, by the monotone convergence theorem we obtain
The desired inequality is obtained by letting ε → 0 + .
The Comparison and Identity Principles for the class N m (H), H ∈ E m
We give now one of the most important result which will play a crucial role later in this paper: The comparison principle. 
If one of the above conditions is satisfied, then u ≥ v on Ω.
Proof. Suppose that u, v, H ∈ E m , such that H m (u) vanishes on all m-polar sets in Ω and
(1) Let ε > 0. Suppose that lim inf
Then by Theorem 2.4 applied for
Thus, u + 2ε ≥ v. Let ε tends to 0 + , then we obtain that u ≥ v on Ω.
(2) Suppose now that u ∈ N m (H) and v ≤ H. Then there exists ϕ ∈ N m such that H + ϕ ≤ u ≤ H. Let ϕ j be defined as in Definition 1.12 and let ε > 0. By Theorem 2.5 and using the same argument as in (4) for {u + 2ε − ϕ j < v} we have u + 2ε ≥ v + ϕ j . By letting ε → 0 + , we obtain the inequality. 
Proof. Let [Ω j ] be a fondamental sequence of Ω and u ∈ N m (H), then there exists a function ψ ∈ N m such that
is an increasing sequence that converges to v q.e. on Ω, as j → +∞. On the other hand, since ϕ ∈ SH m (Ω) then by [Chi2, Theorem 3 
, that converges pointwise to ϕ as k → +∞. Hence, by the stockes Theorem we obtain for r ≥ j
By letting r → +∞ we get
Since v j converges q.e to v, then v j converges to v in C m -capacity and since ϕ k is bounded, then it follows from Corollary 1.
Inequalities (5) and (6) imply that (4) holds for ϕ k . By the monotone convergence theorem we completes the proof, when we let k → +∞.
, is a decreasing sequence that converges pointwise on Ω to a function u ∈ N m (H) as j → +∞, then
Proof. (7) holds. Therefore we can assume that 
Proof.
Step 1: Suppose first that u, v ∈ E 0 m (H). Then by definition there exists a function ϕ ∈ E 0 m such that H ≥ u ≥ H + ϕ. For each ε > 0 small enough we can choose K ⋐ Ω such that ϕ ≥ −ε on Ω \ K.
By letting ε → 0 + (8) holds.
Step 2: Let now u, v ∈ N m (H), then by Proposition 1.14 there exist two decreasing sequences
m (H) that converge pointwise to u and v respectively, so using the first part we get 1
Finally by Proposition 2.8 we get the desired inequality.
An immediate consequence of Lemma 2.9 is the following identity principle for the class N m (H), Theorem 2.10 will play a crucial role in this paper.
Theorem 2.10. (The Identity Principle). Let
In this section, we formulate one of our main results, Theorem 3.10. We shall first study the Dirichlet problem with continuous boudary data:
Where Ω is a bounded m-pseudoconvex domain, H ∈ MSH m (Ω) ∩ C(Ω) and µ is a positive measure on Ω.
Suppose that the class of the class of m-subharmonic functions
Indeed, it follows from Choquet's lemma that there exists ϕ j ∈ B m (µ, H) for j ∈ N such that (sup j∈N ϕ j ) * = U * m (µ, H), where θ * denotes the smallest upper semicontinuous majorant of θ. Thus, U * m (µ, H) ∈ SH m (Ω), and since ϕ j ≤ H, (because of the m-maximality of H), then it follows that lim sup z→ξ U * m (µ, H) ≤ H(ξ), for all ξ ∈ ∂Ω. On the other hand, it follows from [Chi1] , Theorem 1.3.16] that H m (max 1≤j≤k ϕ j ) ≥ µ, and since max 1≤j≤k (ϕ j ) ր U * m (µ, H) a.e as k → +∞, then by [[Chi1] , Theorem 1.3.10] we have H m (U * m (µ, H)) ≥ µ, so U * m (µ, H) ∈ B m (µ, H) and the proof is complete.
The Dirichlet problem with smooth boundary data
We assume in this part that Ω is smoothly bounded strictly m-pseudoconvex and that H ∈ MSH m (Ω) ∩ C ∞ (∂Ω). Note that in this case, It follows from [Li] 
Lemma 3.1. Let µ be a positive and compactly supported measure in Ω and let A > 0 a conctant such that 
In particular, sup
s Ω −u s dµ < +∞, so it is enough to prove that (− max{u s , −N })dµ → − max{u, −N }dµ, or we can assume that [u j ] is uniformly bounded. Then the sequence is also bounded in L 2 (dµ) and passing to a subsequence one can find v ∈ L 2 (dµ) and a subsequence u st so that (1 M )
* ց u everywhere, and (sup r≥q f r ) * dµ = sup r≥q f r dµ −→ vdµ as q −→ +∞. Now since µ puts no mass on an m-polar sets and f r −→ v a.e. dµ, then udµ = vdµ = lim u st dµ.
Lemma 3.2. Suppose that µ is a positive measure with compact support in Ω such that µ satisfies (10)
Proof. Since u j ∈ E 0 m (H), then as shown above we have that u j +H − ∈ E 0 m , then H m (u j +H − ) satisfies (10), so it is the same for H m (u j ). Then, it follows from [Chi2, Theorem 6.2] that there is ϕ j := U m (H m (u j ), 0). Hence, using the comparison principle (Corollary 2.6) for u j and ϕ j + H, we get u j ≥ ϕ j + H, so u j + H − ≥ ϕ j + H + H − . For simplicity put υ j =: Chi2, (c) 
where C δ,m is a constant depending on δ and m. Thus, sup
Finally, by Proposition 3.1 we obtain lim
which proves the lemma.
Proof. We can assme that
But,
On the other hand, it follows from the construction of G j that max(G j , −N )) converges to max(u, −N ) in C m -capacity, then by Corollary 1.16 we conclude that
Then Γ 1 → 0 as j → +∞. Furtheremore, the same argument gives that H m (max(u, −N )) converges weakly to H m (u), as N → +∞, so Γ 2 → 0, as N → +∞, which completes the proof. Proof. Step 1 
, then by [Chi2, (c) 
Now, let prove that the sequence [u k s ] is locally uniformly convergent on Ω. Take K ⋐ Ω, ε > 0 and let k 0 be such that K ⊂ Ω k 0 and Aψ ∂Ω k 0 ≤ ε. Then by (12) and again the comaparison principle [Chi2, (c) in Corollary 1.15 ] for k, j ≥ k 0 one has
which converges weakly to µ. Using the super mean-value proprety for m-superharmic functions, we have 
, as s → +∞, a.e dV, and again since
where B(r) is the volume of the ball with radius r. Then
Now, denote by ζ = x + ξ and U j (ζ) := sup j≥s u j (ζ). We have
Then it follows from monotone convergence and Lemma 3.2 that Ω Θ s (x)dµ(x) → 0, as s → +∞, and using Lemma 3.3 we obtain that H m (u s ) tends weakly to H m (u), as s → +∞.
Step 2. Now, assume that p ≥ 1. Let [K j ] be an increasing sequence of compact subsets of Ω with ∪ ∞ j=1 K j = Ω. By Theorem 3.5 there exists
Let µ s j := inf(g j , s)H m (ψ j ), then by Theorem 3.5 there exists ϕ ∈ E 0 m ⊂ F p m such that H m (ϕ) = µ s j , this implies by [Chi2, Theorem 6 .2] that µ s j satisfies (10) for p > m/(m − 1), therefore, We have by the first part that there exists u s j ∈ E 0 m (H) with H m (u s j ) = µ s j , and
Since U 
The Dirichlet problem with continuous boundary data
We start this section by recalling the decomposition theorem for positive measures. For the proof of Theorem 3.5 we use the Radon-Nikodym theorem in [Ceg1] and the same arguments in [Chi2, Theorem 5.3] . 
Proof. Since ν can be approximated by an increasing sequence of compactly supported measures, so, it is no restriction in considering ν compactly supported. Assume first that Ω is smoothly bounded strictly mpseudoconvex, that H ∈ C ∞ (∂Ω) and that 0 0) ), however, by [Chi2, Lemma 3 .5] U m (ν, 0) satisfies (10) for any 1 ≤ p ≤ +∞, so is ν. By Theorem 3.4 there is a uniquely determined function ϑ, namely ϑ = U m (ν, H) and lim z→ξ ϑ(z) = H(ξ), ∀ξ ∈ ∂Ω.
Assume now that Ω is m-pseudoconvex and let [Ω k ] ∞ k=1 be an increasing sequence of smoothly bounded strictly m-pseudoconvex domains with ∪ ∞ k=1 Ω k = Ω, where suppν ⋐ Ω 1 . Since each
By the first part of the proof, there exists a uniquely determined functions
Since u k,j ց u k , as j → +∞, by continuity of the Hessian Operator H m (·) for a decreasing sequences we have H m (u k ) = ν and
where the last equality follows from the comparison principle.
Finally,
k=1 is a decreasing sequence; then by leting k → +∞ the proof of the theorem is complete. Proof. The case H = 0 is [Chi2, Theorem 1.2] . For the general case, we proceed with the same argument as in [A, Theorem 3.4] . We start with the existance part. Since µ vanishes on m-polar sets and has a finite total mass, it follows from Theorem 3.5 that there exist functions φ ∈ E 0 m and 0 ≤ f ∈ L 1 Loc (H m (φ)), such that µ = f H m (φ). For each j ∈ N, let µ j := min{φ, j}H m (φ). We have µ j ≤ H m (j 1/m φ), so by [Ngo] , there exists a uniquely determined function ψ j ∈ E 0 m such that
This construction implies that
for every ξ ∈ ∂Ω, and that U m (H m (ψ j + H), H) = ψ j + H. Equality (13) implies that H m (ψ j + H) ≥ µ j . Therefore, by Theorem 3.6 there exists U j := U m (µ j , H) such that
Namely, U j ∈ E 0 m (H), and [U j ] j is a decreasing sequence. Since µ(Ω) < +∞ by assumption, it follows that
so ψ := lim j→+∞ ψ j ∈ F a m . Now let u := lim j→+∞ U j , then u ∈ SH m (Ω) and by letting j → +∞ in (14) we get H ≥ u ≥ ψ + H. and the proof is completed.
such that H k decreases to H and φ k to φ, and let [Ω j ] be a fondamental sequence such that Supp(H m (φ)) ⋐ Ω 1 ⋐ . . . ⋐ Ω j ⋐ . . . ⋐ Ω. Note firstly that by Theorem 3.7 there exists
We have the following key facts: FACT 1. u j = ψ j on Ω j . Indeed: it is clear that ψ j ≥ u j , however we have that lim sup
Hence, u j ≥ φ + H on Ω j and the FACT 1 is proved, In particular,
On the other hand there exists an exaustive function ρ and A >> 1 such that Aρ | W ≤ U j | W , this implies that lim z→∂Ω U j (z) = 0. Note also that U j ց u on W , as j → +∞, so it follows from Lemma 2.7 and (15) that sup
this is for all W ⋐ Ω, therefore u ∈ E m . Hence by continuity of the Hessian Operator for a decreasing sequences we have H m (U m (µ j , 0)) → H m (u) weakly, as j → +∞ then µ = H m (u) and since µ vanishes on m-polar sets then u ∈ E a m , and u = U m (µ, 0)
Step 2. Now we prove that We have the following elementary propreties:
(1) If u, v ∈ E m such that u ≤ v, then u τ ≤ v τ .
(2) if u ∈ E m , then u τ ∈ E m , since τ 1/m
(3) If τ 1 , τ 2 are bounded lower semicontinuous functions such that τ 1 ≤ τ 2 , then u τ 1 ≥ u τ 2 . Since z 0 is arbitrary, thenû τ < 0 on Ω\Suppτ ,and we derive thatû τ ≤ u τ on Ω, soû τ = u τ , but H m (û τ ) = 0 on B(z 0 , r) ⊂ Ω\Suppτ .
(5) If [τ j ], 0 ≤ τ j is an increasing sequence of bounded lower semicontinuous functions that converges pointwise to a bounded lower semicontinuous function τ , as j → +∞, then [u τ j ] is a decreasing sequence that converges pointwise to u τ , as j → +∞.
Let u ∈ E m , set µ u = χ {u=−∞} H m (u) and denote by Γ the class of functions f =
where E k are pairwise disjoint and µ-measurables such that f is compactly supported and vanishes outside {u = −∞}. We write T for the class of functions in Γ where the E k are compact.
Definition 4.2. Let u ∈ E m and 0 ≤ g ≤ 1 be a µ-measurable function. we define:
T ∋f ≤g (sup{u τ : f ≤ τ, τ is bounded lower semicontinuous}) * .
By Definition 4.1, we have that u ≤ u g ≤ 0 and if g 1 ≤ g 2 , then u g 1 ≥ u g 2 . Furthermore, if g ∈ T , then
Because, if g is compactly supported in O, there exists τ = χ O compactly supported such that u τ ∈ F m and Supp g ⊂ O, in this case g ≤ τ, furthermore u τ ∈ D. Hence u τ ≤ u g , and by [Chi2, Theorem 3.9] we have that u g ∈ F m .
Theorem 4.3. Let u ∈ E m and 0 ≤ g ≤ 1 be a µ u -measurable function that vanishes outside {u = −∞}. Then u g ∈ E m and we have that H m (u g ) = gH m (u).
Proof. See [HP, Proposition 5.8] .
Lemma 4.4. Assume that α, β 1 , β 2 are non-negative measures defined on Ω which satisfy the following:
(1) α vanishes on all m-polar set of Ω, Proof. See [ACCH, Lemma 4.11] Let u ∈ E m , then by Theorem 3.5 there exist ψ u ∈ E 0 m and a function 0 ≤ f u ∈ L 1 loc (H m (ψ u )) such that H m (u) = α u + ν u , where α u = f u H m (ψ u ) and ν u is a positive measure vanishing outside some m-polar set A ⊆ Ω (i.e ν u (Ω \ A) = 0). In the next Lemma we will use the notation that α u = f u H m (ψ u ) and ν u referring to this decomposition. 
