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Introduction
The purpose of this paper is to give a reciprocity between Uq(h) and Hn,r, the
Hecke algebra of (Z/rZ) ≀Sn introduced by Ariki and Koike [1].
The Schur-Weyl reciprocity was originally discovered for GL(m) and Sn [17,
p.130]. This is the first example of dual pairs and has been generalized to various
pairs of groups and algebras. Jimbo [10] proved a q-analogue of the original reci-
procity, namely that between Uq(glm) and the Hecke algebra Hn of type A. A.Ram
[14] utilizes the reciprocity to obtain a character formula of Hn.
Let K = Q(q, u1, . . . , ur) be the field of rational funcitons in variables q,
u1, . . . , ur. We adopt K as the base field for both the quantized universal en-
veloping algebra Uq(glr) and the Hecke algebra Hn.
We denote by Uq(h) theK-subalgebra of Uq(glr) generated by q
Eii ’s (1 ≤ i ≤ r).
In this paper, we show that the commutant of Uq(h) in End((K
r)⊗n) is isomorphic
to a quotient of Hn,r. We also determine the irreducible decomposition of (K
r)⊗n
under the action of Hn,r. As a consequence, we obtain the reciprocity for Uq(h)
and Hn,r.
Let us review the classical Schur-Weyl reciprocity in a modified sense, i.e., that
between U(g) and Sn,r. Here, U(g) denotes the universal enveloping algebra of
g = glm1⊕· · ·⊕glmr , and Sn,r is the group consisting of n×n permutation matrices
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whose nonzero entries are r-th roots of unity. The group Sn,r is generated by Sn
and
s1 = e
2π
√−1/rE11 + E22 + · · ·+ Enn.
The vector representation of g is Cm = Cm1 ⊕ · · · ⊕ Cmr , which has the standard
basis vij (1 ≤ i ≤ r, 1 ≤ j ≤ mi). On (C
m)⊗n, Sn acts by permuting components
of the tensor product. The action of glm on (C
m)⊗n is infinitesimally diagonal. We
can extend the action of Sn to that of Sn,r by letting s1 act on (C
m)⊗n by
s1(v
i1
j1
⊗ · · · ⊗ vinjn) = e
2π
√−1i1/rvi1j1 ⊗ · · · ⊗ v
in
jn
.
Since U(g) is a subalgebra of U(glm), we naturally have the action of U(g) on
(Cm)⊗n through that of U(glm) on it. Thereby, (Cm)⊗n is a U(g)×Sn,r-module. It
is well known that both of the irreducible representations ofSn,r and U(g) occurring
in (Cm)⊗n are indexed by the set Λm1,··· ,mr(n) of r-tuples λ = (λ
(1), · · · , λ(r)) of
Young diagrams with
∑r
i=1 | λ
(i) |= n, and l(λ(i)) ≤ mi for i = 1, · · · , r [11]. The
irreducible representation space corresponding to λ ∈ Λm1,··· ,mr(n) is denoted by
Wλ for U(g) and Vλ for Sn,r, respectively. Then we actually have,
(Cm)⊗n =
⊕
λ∈Λm1,··· ,mr (n)
Wλ ⊗ Vλ
as a U(g) × Sn,r-module. As a consequence, the each image of U(g) and of the
group ring CSn,r in EndC((C
m)⊗n) is the full centralizer algebra of the other.
The same situation also appears in a natural setting for finite fields, which will be
explained in appendix.
We will give a q-analogue of the above story for the special case that mi = 1 for
i = 1, · · · , r. It is an interesting problem to establish a q-analogue for the general
case.
§1 Preliminaries
Let Uq(g) = Uq(glr) be the quantized universal enveloping algebra of g = glr
over K = Q(q, u1, . . . , ur), defined by the following generators and relations ([10]):
Generators:


q±ǫi (1 ≤ i ≤ r),
ei (1 ≤ i < r),
fi (1 ≤ i < r).
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Relations: qǫiq−ǫi = q−ǫiqǫi = 1 , qǫiqǫj = qǫj qǫi ,
qǫiejq
−ǫi =


q−1ej (j = i− 1)
qej (j = i)
ej ( otherwise ),
qǫifjq
−ǫi =


qfj (j = i− 1)
q−1fj (j = i)
fj ( otherwise ),
eifj − fjei = δij
qǫi−ǫi+1 − q−ǫi+ǫi+1
q − q−1
,
ei±1e2i − (q + q
−1)eiei±1ei + e2i ei±1 = 0 ,
fi±1f2i − (q + q
−1)fifi±1fi + f2i fi±1 = 0 ,
eiej = ejei, fifj = fjfi (i > j + 1).
It is well-known that Uq(g) has a Hopf algebra structure with coproduct ∆ :
Uq(g)→ Uq(g)⊗ Uq(g) defined by
∆(q±ǫi) = q±ǫi ⊗ q±ǫi ,
∆(ei) = ei ⊗ 1 + q
ǫi−ǫi+1 ⊗ ei ,
∆(fi) = fi ⊗ q
−ǫi+ǫi+1 + 1⊗ fi .
On the vector space V = Kr, with the standard basis vi (1 ≤ i ≤ r), an action ρ
of Uq(g) is defined by
ρ(ei)vj =
{
vj−1 (j = i+ 1)
0 (j 6= i+ 1),
ρ(fi)vj =
{
vj+1 (j = i)
0 (j 6= i),
ρ(qǫi)vj =
{
qvj (j = i)
vj (j 6= i).
This is called the natural representation of Uq(g). Put ∆
(2) = ∆ and ∆(k) =
(∆(k−1) ⊗ id) ◦∆ for k ≥ 3. By using ∆(n) such obtained, one can make V ⊗n into
a Uq(g)-module:
ρ(x)(vi1 ⊗ · · · ⊗ vin) = ∆
(n)(x)(vi1 ⊗ · · · ⊗ vin) (for x ∈ Uq(g)).
The action is also denoted by ρ. We let Uq(h) be the K-subalgebra of Uq(g)
generated by q±ǫi (1 ≤ i ≤ r).
Denote by Hn the Hecke algebra of the symmetric group Sn. More precisely,
Hn is the K-algebra defined by the following generators and relations:
Generators: g2, · · · , gn .
Relations: (gi − q)(gi + q
−1) = 0 (2 ≤ i ≤ n),
gigi+1gi = gi+1gigi+1 (2 ≤ i < n),
gigj = gjgi (i > j + 1).
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The algebra Hn also acts on V
⊗n by
σ(gk) = id
⊗(k−2) ⊗ Rˇ ⊗ id⊗(n−k),
where Rˇ ∈ EndK(V ⊗ V ) is defined by
Rˇ(vi ⊗ vj) =


qvi ⊗ vj (i = j)
vj ⊗ vi (i > j)
vj ⊗ vi + (q − q
−1)vi ⊗ vj (i < j).
We will denote Tk = ρ(gk) for 2 ≤ k ≤ n. A q-analogue of the Schur-Weyl reci-
procity due to Jimbo asserts that each of ρ(Uq(g)) and σ(Hn) is the full centralizer
algebra of the other in EndK(V
⊗n).
We now recall the definition and properties of the Hecke algebra Hn,r for a
positive integer r. For further discussions about Hn,r, readers may refer to [1]. The
Hecke algebra Hn,r is the K-algebra defined by generators and relations as follows:
Generators: g1, g2, · · · , gn .
Relations: (g1 − u1) · · · (g1 − ur) = 0 ,
(gi − q)(gi + q
−1) = 0 (2 ≤ i ≤ n),
g1g2g1g2 = g2g1g2g1 ,
gigi+1gi = gi+1gigi+1 (2 ≤ i < n),
gigj = gjgi (i > j + 1).
Note that our Hn,r is isomorphic to Ariki-Koike’s when q is replaced by q
2 in [1].
We define tj (j = 1, · · · , n) recursively by t1 = g1, tj = gjtj−1gj (j ≥ 2) and
Tn,r to be the K-subalgbra of Hn,r generated by these elements.
For an r-tuple of Young diagrams λ = (λ(1), · · · , λ(r)) with size∑r
i=1 | λ
(i) |= n, a tableau S = (S(1), · · · , S(r)) of shape λ is said to be stan-
dard if each j (1 ≤ j ≤ n) occurs exactly once and each S(i) (1 ≤ i ≤ r) is such a
tableau that entries in each column are increasing from top to bottom and in each
row from left to right. If i is located in the intersection of the l-th row and the m-th
column of S(p), then we write τ(S; i) = p and c(S; i) = m − l. For each standard
tableau S we associate a character of Tn,r by
ϕS(ti) = uτ(S;i)q
2c(S;i) (1 ≤ i ≤ r).
Proposition 1.1 ([1]).
(1) The algebra Tn,r is commutative and semi-simple.
(2) The complete set of irreducible representations of Tn,r is
{ϕS | S is standard.}.
(3) Irreducible representations of Hn,r are parametrized by r-tuples λ of size n.
We denote by Vλ the irreducible Hn,r- module corresponding to λ.
Proposition 1.2 ([1]). Let W be an Hn,r-module. If ϕS occurs in W considered
as a Tn,r-module, then W contains Vλ as an irreducible component, where λ is the
shape of S.
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§2 The action of Hn,r on V
⊗n
We will denote the basis element vi1 ⊗ · · · ⊗ vin of V
⊗n by (i1, · · · , in). Define
the endomorphisms θ and ̟ on V ⊗n by
θ(i1, · · · , in) = (i2, · · · , in, i1),
̟(i1, · · · , in) = ui1q
µ(i1)−1(i1, · · · , in),
respectively, where µ(i) = #{j; 1 ≤ j ≤ n, ij = i} , the multiplicity of i in the set
{i1, . . . , in}.
Proposition 2.1. The action of gi on V
⊗n defined by
σ˜(g1) = T
−1
2 · · ·T
−1
n θ̟,
σ˜(gi) = Ti (2 ≤ i ≤ n),
gives a representation of Hn,r.
The rest of this section is devoted to proving Proposition 2.1. We denote T1 =
σ˜(g1). Jimbo’s result [10] shows that the endomorphisms Ti (2 ≤ i ≤ n) satisfy the
relations :
(Ti − q)(Ti + q
−1) = 0 (2 ≤ i ≤ n),
TiTi+1Ti = Ti+1TiTi+1 (2 ≤ i < n),
TiTj = TjTi (i > j + 1).
Hence, we only have to show
(T1 − u1) · · · (T1 − ur) = 0,
T1T2T1T2 = T2T1T2T1,
T1Tj = TjT1 (j ≥ 3).
We prove these relations in the following three lemmas, each of which corresponds
to each of the above relations respectively.
Lemma 2.2. For 1 ≤ j ≤ r and 1 ≤ k ≤ n, let Wj,k be the subspace of V
⊗n
spanned by {(i1, . . . , in) ∈ V
⊗n; ik ≥ j}, and put Wr+1,k = (0).
(1) For (i1, · · · , in) ∈Wj,k, we have (i1, · · · , ik, ik−1, ··, in) ∈Wj,k−1, and
T−1k (i1, · · · , in) ≡ q
−δ(k)(i1, · · · , ik, ik−1, · · · , in) mod Wj+1,k−1,
where δ(k) is 1 or 0 according to ik−1 = ik or not. In particular, we have
T−1k Wj,k ⊂Wj,k−1.
(2) For (i1, · · · , in) ∈Wj,1, we have (i2, · · · , ik−1, i1, ik, · · · , in) ∈Wj,k, and
T−1k · · ·T
−1
n (i2, · · · , in, i1) ≡q
−µi1 (k)(i2, · · · , ik−1, i1, ik, · · · , in)
mod Wj+1,k−1,
where µ(i)(k) = #{j; k ≤ j ≤ n, ij = i}.
(3) (T1 − uj)Wj,1 ⊂Wj+1,1 for 1 ≤ j ≤ r.
(4) (T1 − u1) · · · (T1 − ur) = 0.
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Proof. (1) It is a direct consequence of the definition of T−1k .
(2) Use the descending induction on k. The case k = n is nothing but the case
k = n in (1). If
T−1k · · ·T
−1
n (i2, · · · , in, i1) ≡q
−µi1 (k)(i2, · · · , ik−1, i1, ik, · · · , in)
mod Wj+1,k−1,
then we have
T−1k−1T
−1
k · · ·T
−1
n (i2, · · · , in, i1) ≡q
−µi1 (k−1)(i2, · · · , ik−2, i1, ik−1, ··, in)
mod (Wj+1,k−2 + T−1k−1Wj+1,k−1).
Since T−1k−1Wj+1,k−1 ⊂Wj+1,k−2 by (1), the induction proceeds.
(3) By putting k = 2 in (2), we have
T−12 · · ·T
−1
n θ̟(i1, · · · , in) ≡ ui1(i1, · · · , in) mod Wj+1,1.
If i1 > j, then (i1, · · · , in) ≡ 0 mod Wj+1,1. Thus we have T1(i1, · · · , in) ∈ Wj,1
and
T1(i1, · · · , in) ≡ uj(i1, · · · , in) mod Wj+1,1.
Therefore (T1 − uj)Wj,1 ⊂Wj+1,1.
(4) We have (T1−ur) · · · (T1−u1)W1,1 ⊂ (T1−ur) · · · (T1−uk)Wk,1 for 1 ≤ k ≤ r,
which means (T1 − u1) · · · (T1 − ur) = 0. 
Lemma 2.3.
(1) θTj = Tj−1θ and ̟Tj = Tj̟ for j ≥ 3.
(2) θ2T2 = Tnθ
2 and θ−1̟θ̟T2 = T2θ−1̟θ̟.
(3) T1T2T1 = (T
−1
2 · · ·T
−1
n )(T
−1
2 · · ·T
−1
n−1)(θ̟)
2.
(4) We have
(T−12 · · ·T
−1
n )(T
−1
2 · · ·T
−1
n−1)Tn
= (T−12 · · ·T
−1
k )(T
−1
2 · · ·T
−1
k−1)Tk(T
−1
k+1 · · ·T
−1
n )(T
−1
k · · ·T
−1
n−1)
for k ≥ 3.
(5) T1T2T1T2 = T2T1T2T1.
Proof. (1) and (2) are direct consequences of the definition of θ and ̟.
(3) By (1), we have
T1T2T1 = (T
−1
2 · · ·T
−1
n )θ̟(T
−1
3 · · ·T
−1
n )θ̟
= (T−12 · · ·T
−1
n )θ(T
−1
3 · · ·T
−1
n )̟θ̟
= (T−12 · · ·T
−1
n )(T
−1
2 · · ·T
−1
n−1)(θ̟)
2.
(4) Use the descending induction on k. It is obvious when k = n. For k ≥ 3, we
have
(T−12 · · ·T
−1
k )(T
−1
2 · · ·T
−1
k−1)Tk(T
−1
k+1 · · ·T
−1
n )(T
−1
k · · ·T
−1
n−1)
= (T−12 · · ·T
−1
k−1)(T
−1
2 · · ·T
−1
k−2)×
(T−1k T
−1
k−1Tk)(T
−1
k+1 · · ·T
−1
n )(T
−1
k · · ·T
−1
n−1)
= (T−12 · · ·T
−1
k−1)(T
−1
2 · · ·T
−1
k−2)×
(Tk−1T
−1
k T
−1
k−1)(T
−1
k+1 · · ·T
−1
n )(T
−1
k · · ·T
−1
n−1)
= (T−12 · · ·T
−1
k−1)(T
−1
2 · · ·T
−1
k−2)Tk−1(T
−1
k · · ·T
−1
n )(T
−1
k−1T
−1
k · · ·T
−1
n−1)
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and the induction proceeds.
(5) By putting k = 2 in (4), we have
(T−12 · · ·T
−1
n )(T
−1
2 · · ·T
−1
n−1)Tn = (T
−1
3 · · ·T
−1
n )(T
−1
2 · · ·T
−1
n−1).
Therefore, by (2) and (3), we have
T1T2T1T2 =(T
−1
2 · · ·T
−1
n )(T
−1
2 · · ·T
−1
n−1)(θ̟)
2T2
=(T−12 · · ·T
−1
n )(T
−1
2 · · ·T
−1
n−1)Tn(θ̟)
2
=(T−13 · · ·T
−1
n )(T
−1
2 · · ·T
−1
n−1)(θ̟)
2
=T2T1T2T1. 
Lemma 2.4. T1Tj = TjT1 for j ≥ 3.
Proof. Lemma 2.3 (1) shows that
T1Tj =T
−1
2 · · ·T
−1
n θ̟Tj
=T−12 · · ·T
−1
n Tj−1θ̟
=T−12 · · ·T
−1
j−1T
−1
j Tj−1T
−1
j+1 · · ·T
−1
n θ̟
=T−12 · · ·T
−1
j−2TjT
−1
j−1T
−1
j · · ·T
−1
n θ̟
=TjT
−1
2 · · ·T
−1
n θ̟
=TjT1. 
These complete the proof of Proposition 2.1.
§3 Schur-Weyl reciprocity for (Uq(h),Hn,r) on V
⊗n
We first give the irreducible decomposition of the representation σ˜ of Hn,r on
V ⊗n. Let Λ1 be the set of r-tuples of Young diagrams λ = (λ(1), · · · , λ(r)) of size∑r
i=1 | λ
(i) |= n such that each component λ(i) has length l(λ(i)) ≤ 1. We can
think λ(i) to be a non-negative integer.
Theorem 3.1. The irreducible decomposition of V ⊗n under the action σ˜ of Hn,r
is given by
V ⊗n =
⊕
λ∈Λ1
Vλ.
Proof. For each λ ∈ Λ1, we have dimVλ =
n!∏
r
i=1 λ
(i)!
, and hence the dimension of
the right hand side is equal to
∑
λ∈Λ1
n!∏r
i=1 λ
(i)!
= rn,
which coincides with dimV ⊗n. Therefore, it suffices to prove that Vλ ⊂ V ⊗n for
each λ ∈ Λ1. Because of Proposition 1.2, we only have to show that for each λ ∈ Λ1,
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there exists a simultaneous eigenvector for Tn,r in V
⊗n with eigenvalues ϕS, where
S is a certain standard tableau of shape λ.
Put pk = λ
(r) + · · ·+ λ(k) for 1 ≤ k ≤ r, and pr+1 = 0. Define vS = (i1, · · · , in)
by ij = k if pk+1 + 1 ≤ j ≤ pk.
We show that
(3.1) σ˜(tj)vS = ukq
2(j−pk+1−1)vS
if pk+1 + 1 ≤ j ≤ pk. By the descending induction on l, we see that
(3.2) Tl+1 · · ·Tpk+1+1vS = (i1, · · · , il−1, k, il, · · · , ̂ipk+1+1, · · · , in)
for 1 ≤ l ≤ pk+1. Since ipk+1 = k + 1 > k = ipk+1+1, (3.2) holds for l = pk+1.
Assume (3.2) for l. Then it is seen that
Tl · · ·Tpk+1+1vS = (i1, · · · , il−2, k, il−1, il, · · · , ̂ipk+1+1, · · · , in)
since il−1 > k, and the induction proceeds. Putting l = 1, we have
T2 · · ·Tpk+1+1vS = (k, i1, i2, · · · , ̂ipk+1+1, · · · , in).
Since
σ˜(tpk+1+1) = T
−1
pk+1+2
· · ·T−1n θ̟T2 · · ·Tpk+1+1,
we have
σ˜(tpk+1+1)vS = ukq
λ(k)−1T−1pk+1+2 · · ·T
−1
n (i1, · · · , ̂ipk+1+1, · · · , in, k).
By a similar argument as that for (3.2), we can show that
T−1l · · ·T
−1
n (i1, · · · , ̂ipk+1+1, · · · , in, k)
= (i1, · · · , ̂ipk+1+1, · · · , il, k, il+1, · · · , in)
for pk ≤ l ≤ n− 1. Hence we have
σ˜(tpk+1+1)vS =
ukq
λ(k)−1T−1pk+1+2 · · ·T
−1
pk
(i1, ··, ̂ipk+1+1, ··, ipk , k, ipk+1, ··, in).
Since ipk+1+1 = · · · = ip = k, the right hand side is equal to
ukq
λ(k)−1 · q−(pk−pk+1−1)vS = ukvS .
This shows that (3.1) holds for the case j = pk+1+1. For the case pk+1+2 ≤ j ≤ pk,
we only have to observe that TjvS = qvS to see (3.1). 
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Theorem 3.2.
(1) Each of ρ˜(Uq(h)) and σ˜(Hn,r) is the full centralizer algebra of the other in
EndK(V
⊗n).
(2) For λ = (λ(1), · · · , λ(r)) ∈ Λ1,
Vλ = {v ∈ V
⊗n | ρ˜(qǫi)v = qλ
(i)
v for 1 ≤ i ≤ r}
Proof. We first observe that ρ˜(qǫi) commutes with T1, · · · , Tn for 1 ≤ i ≤ r, which
easily follows from
ρ˜(qǫi)(i1, · · · , in) = q
µ(i)(i1, · · · , in),
and the fact that T1, · · · , Tn preserve the weight µ ∈ Λ1 of the vector (i1, · · · , in).
Let φµ be the character of Uq(h) defined by
φµ(q
ǫi) = qµ
(i)
(1 ≤ i ≤ r)
Then we have the isotypical decomposition of V ⊗n as Uq(h)-modules;
(3.3) V ⊗n =
∑
µ
(V ⊗n)µ,
where
(V ⊗n)µ = {v ∈ V ⊗n | ρ˜(qǫi)v = qµ
(i)
v for 1 ≤ i ≤ r}.
It is apparant that the characters φµ and φµ′ are inequivalent for distinct weights
µ and µ′. Therefore, dimension of ρ˜(Uq(h)) is equal to | Λ1 |.
On the other hand, by Schur’s lemma, the dimension of the commutant σ˜(Hn,r)
′
of σ˜(Hn,r) is equal to | Λ1 |. Since ρ˜(Uq(h)) ⊂ ρ˜(Hn,r)
′, we can conclude that they
coincide.
Let us recall that for any simple algebra acting on a module say, M , its image in
EndK(M) is isomorphic to the direct product of matrix algebras which correspond
to irreducible representations occurring in M . Thereby we know that
σ˜(Hn,r) ≃
⊕
λ∈Λ1
EndK(Vλ).
Hence dimσ˜(Hn,r) =
∑
λ∈Λ1
(
n
λ(1),··· ,λ(r)
)2
.
On the other hand, the decomposition (3.3) shows that the dimension of the
commutant ρ˜(Uq(h))
′ of ρ˜(Uq(h)) is equal to
∑
µ∈Λ1
(
n
µ(1), · · · , µ(r)
)2
.
Therefore, we have ρ˜(Uq(h))
′ = σ˜(Hn,r).
Since the space (V ⊗n)λ has the element (r, ··, r, r − 1, · · · ·, 1) in which each k
repeats λ(k) times, the space contains Vλ. Combining Theorem 3.1 and (3.3), we
see Vλ = (V
⊗n)λ for any λ ∈ Λ1 as desired. 
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§4 The action of certain lattices of Uq(h) on V
⊗n
If we put aside the representation theory, the story we have considered in previous
sections can be discussed not only over fields but also over A = Z[q, q−1, u1, · · · , ur].
Let us denote by V ⊗nA the A-lattice spanned by the basis elements (i1, · · · , in).
The Hecke algebraHn,r has a natural A-lattice which is the A-subalgebra generated
by g1, · · · , gn. It is obvious that σ˜(Hn,r(A)) preserves V
⊗n
A .
There are several natural ways to choose an A-lattice in Uq(h). We consider two
lattices, one is the A-subalgebra generated by qǫi ’s, and the other is analogous to
the Cartan part of the Kostant Z-form introduced by G.Lusztig [12]. These are
mapped to A-subalgebras in EndA(VA) by ρ˜, which are A-free of finite rank. In
the following, we give A-free bases of these, as well as proving that these preserve
V ⊗nA .
Let S be a set of dominant weights in an alcove as follows.
S = {ν = (ν1, · · · , νr−1) | n ≥ ν1 ≥ · · · ≥ νr−1 ≥ 0}.
Put, νr−1 = pr, νi−1 − νi = pi (2 ≤ i < r), n− ν1 = pr. Note that this bijection
ν ↔ p = (p1, · · · , pr) shows that the cardinality of S is equal to the dimension of
ρ˜(Uq(h)).
We define a polynomial of (r + 1)-variables as follows.
Fν(X0, · · · , Xr) =(X0 −X1)(X0 − qX1) · · · · · · (X0 − q
p1−1X1)
(X1 −X2) · · · · · · (X1 − q
p2−1X2)
· · · · · · · · · · · ·
(Xr−1 −Xr) · · · (Xr−1 − qpr−1Xr),
which is homogeneous of degree n. In the following, we are mainly concerned with
Fν(q
nXr, X1, · · · , Xr).
Proposition 4.1.
(1)
If Fν(q
nXr, X1, · · · , Xr) =
∑
µ∈Λ1
aµ νX
µ(1)
1 · · ·X
µ(r)
r ,
then, for any ν ′, ν in S,∑
µ∈Λ1
q(ν
′,µ)aµ ν = δν′,νFν(q
n, qν1 , · · · , qνr−1 , 1),
where, q(ν
′,µ) stands for qν
′
1µ
(1)+···+ν′r−1µ(r−1) .
(2) For any α = (α1, · · · , αr) ∈ Z
r, we have
ρ˜(qα1ǫ1+···+αrǫr) =
∑
ν∈T
Fν(q
n+αr , qα1 , · · · , qαr−1 , qαr)
Fν(qn, qν1 , · · · , qνr−1 , 1)
ρ˜(qν1ǫ1+···+νr−1ǫr−1).
(3)
Fν(q
n+αr , qα1 , · · · , qαr−1 , qαr)
Fν(qn, qν1 , · · · , qνr−1 , 1)
∈ Z[q, q−1].
(4) The A-algebra generated by ρ˜(qǫi) (1 ≤ i ≤ r) has an A-free basis
{ρ˜(qν1ǫ1+···+νr−1ǫr−1) | ν ∈ S}.
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Proof. (1) We will evaluate the left hand side, which is equal to
Fν(q
n, qν
′
1 , · · · , qν
′
r−1 , 1). Assume that it is nonzero. Then we have
ν′r−1 6= 0, 1, · · · , pr − 1,
ν′r−2 6= ν
′
r−1, ν
′
r−1 + 1, · · · , ν
′
r−1 + pr−1 − 1,
· · · · · ·
ν′1 6= ν
′
2, ν
′
2 + 1, · · · , ν
′
2 + p2 − 1,
n 6= ν′1, ν
′
1 + 1, · · · , ν
′
1 + p1 − 1,
which leads to
ν′r−1 ≥ pr, ν
′
r−2 − ν
′
r−1 ≥ pr−1, · · · , ν
′
1 − ν
′
2 ≥ p2,
n− ν′1 ≥ p1.
Since the sum of these on both sides is n, these inequalities must be equalities. It
deduces ν′ = ν, which proves (1).
(2) A conclusion of (1) is that the matrix
(
qν1µ
(1)+···+νr−1µ(r−1)) whose rows are in-
dexed by ν and columns by µ, is non-singular, which means that
{ρ˜(qν1ǫ1+···+νr−1ǫr−1) | ν ∈ S} is a K-basis of ρ˜(Uq(h)). Hence we can write
ρ˜(qα1ǫ1+···+αrǫr ) =
∑
ν∈S
bαν ρ˜(q
ν1ǫ1+···+νr−1ǫr−1)
for any fixed α = (α1, · · · , αr) ∈ Z
r. If we apply both sides to a weight vector of
V ⊗n with weight µ, we have
qα1µ
(1)+···+αrµ(r) =
∑
ν∈S
bανq
ν1µ
(1)+···+νr−1µ(r−1) .
Hence,
Fν(q
n+αr , qα1 , · · · , qαr) =
∑
µ
aµ νq
α1µ
(1)+···+αrµ(r)
=
∑
µ,ν′
aµ νbαν′q
ν′1µ
(1)+···+ν′r−1µ(r−1)
=
∑
ν′
bαν′δν′νFν(q
n, qν1 , · · · , qνr−1 , 1)
= bανFν(q
n, qν1 , · · · , qνr−1 , 1),
by which we have the required coefficients.
(3) It is obvious since the quotient
Fν(q
n+αr , qα1 , · · · , qαr−1 , qαr)
Fν(qn, qν1 , · · · , qνr−1 , 1)
is a product of q-binomial coefficients up to a power of q.
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(4) This is a direct consequence of (2) and (3). 
The next A-lattice we consider is the A-subalgebra of Uq(h) generated by q
ǫi ’s
and [
qπ
N
]
=
N∏
s=1
qπ−s+1 − q−π+s−1
qs − q−s
,
where N ≥ 0, and π ∈ P = Zǫ1 + · · ·+ Zǫn.
If π is replaced by an integer l, it is a q-binomial coefficient, which we denote by[
l
N
]
.
For comparison, we recall Lusztig’s Kostant Z-form for Uq(slr) ([12]). It is the
Z[q, q−1]-algebra generated by e(N)i = e
N
i /[N ]!, f
(N)
i = f
N
i /[N ]!, where [N ]! =∏N
s=1
qs−q−s
q−q−1 . The Cartan part of this algebra has a Z[q, q
−1]-free basis
{r−1∏
i=1
(
Kδii
[
Ki
ti
])
| ti ≥ 0, δi = 0, 1
}
,
where Ki = q
ǫi−ǫi+1 (1 ≤ i < n) and
[
Ki
N
]
=
N∏
s=1
q−s+1Ki − qs−1K
−1
i
qs − q−s
.
Proposition 4.2.
(1) Put
[
qǫ
ν
]
=
∏r
i=1
[
qǫi
ν(i)
]
for ν ∈ Λ1. Then we have,
ρ˜
([ qǫ
ν
])
(i1, · · · , in) = δµ,ν(i1, · · · , in),
where µ is the weight of (i1, · · · , in).
(2) For α = (α1, · · · , αr) ∈ Z
r, N = (N1, · · · , Nr) ∈ Z
r and πi ∈ P , we have
ρ˜
( r∏
i=1
(qαiǫi
[
qπi
Ni
]
)
)
=
∑
ν∈Λ1
( r∏
i=1
qαiν
(i)
[
(πi, ν)
Ni
])
ρ˜
([ qǫ
ν
])
.
(3) The A-algebra generated by ρ˜(
[
qπ
N
]
) and ρ˜(qπ) (π ∈ P, N ≥ 0) has an
A-free basis {ρ˜
([ qǫ
ν
])
| ν ∈ Λ1}.
Proof. (1) It is enough to evaluate
[
νi
µi
]
. If all of these are nonzero, then we must
have µi 6= 0, 1, · · · , νi − 1 for all i. But it is nothing but µi ≥ νi, and we conclude
that µ = ν, in which case the value is 1.
(2) is a direct consequence of (1). Then (3) easily follows since q-binomial coef-
ficients are Laurent polynomials in q. 
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Appendix
We explain a finite field version of the classical Schur-Weyl reciprocity in our
setting.
Let p be an odd prime such that r ≥ n, p ≥ r+n and r divides p−1. Set q = pr
and let Fq be the field of q elements. The general linear group over the field Fq,
which we denote by G = GL(r, q), admits the Frobenius actions
F1((gij)) = (g
p
ij), and Fw((gij)) = w
−1(gpij)w for g = (gij),
where w = Er,1 +
∑r−1
i=1 Ei,i+1. We denote by G
Fw the group of Frobenius fixed
points with respect to Fw, which is isomorphic to GL(r, p).
We are dealing with the following G-module:
E = V ⊗Fq V
Fw ⊗Fq · · · ⊗Fq V
Fn−1w ,
where V = Frq is the natural representation of G, and
ρˆ(g)(vi1 ⊗ · · · ⊗ vin) = gvi1 ⊗ Fw(g)vi2 ⊗ · · · ⊗ F
n−1
w (g)vin
Steinberg’s tensor product theorem [16] says that E is isomorphic to the irreducible
module with highest weight (1+· · ·+pr−1)ǫ1 as a SL(n, q)-module.(ǫ1 is the highest
weight of V .)
Note that the set of irreducible representations of SL(r,Fq) with highest weights
lying in an alcove of the weight lattice exhausts all irreducible representations of
SL(r, q).
As a GFw -module, E is nothing but V ⊗n, which admits Sn-action as before. We
also denote by ρ and σ the action of GFw and Sn on V
⊗n respectively.
Lemma. Each of σ(FqSn) and ρ(FqG
Fw) is the full centralizer algebra of the other.
Proof. Let us review results in [5]. Let λ = (λ1, · · · , λn) be a Young diagram of
size n. Then, by definition, the Weyl module Wλ is a cyclic module generated by a
highest weight vector Φ in V ⊗n. (For its definition, see [5;4.2]) This module can be
defined over Fq. Besides, the collection of Sn translations of Φ spans the Specht
module Sλ. Since all Young diagrams are p-regular under our assumption, these
Specht modules are irreducible.
Corollary 2 of [5,p.232] states that Wλ is absolutely irreducible if and only if
λ1 ≥ λ2 ≥ · · · ≥ λn, λ1 − λn + n ≤ p. Hence, under our assumption, Wλ is
irreducible, and the space of highest weights in the Wλ- isotypical component of
V ⊗n apparantly contains translation of Φ under Sn-action. This shows that V ⊗n
contains the direct sum of Wλ ⊗ Sλ’s. By counting dimensions, we have
V ⊗n =
⊕
λ
Wλ ⊗ Sλ.
Thereby, V ⊗n is a multiplicity free semi-simple GFw × Sn-module, which proves
that each of σ(FqSn) and ρ(FqG
Fw ) is the full centralizer algebra of the other. 
Let F1 be the natural Frobenius action on V . If we set s1 = F1⊗ idV ⊗· · ·⊗ idV ,
then one can extend the action of Sn on V
⊗n to that of Sn,r. We denote this
action of Sn,r by σ˜.
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Put T0 = G
F1 ∩GFw . Each element of T0 is of the form
h
(
diag(F×p , · · · ,F
×
p )
)
h−1,
where h =
∑
γ(i−1)(j−1)Eij, γ is an element in F×p whose order is precisely r. Thus
T0 is a split torus of G
Fw . By restricting ρ to T0, we have the action of T0 on V
⊗n,
which we denote by ρ˜.
Proposition. Each of σ˜(FqSn,r) and ρ(FqT0) is the full centralizer algebra of the
other. Hence, correponding to the inclusion ρˆ(G) ⊃ ρ(GFw) ⊃ ρ˜(T0), we have their
full centralizer algebras Fq ⊂ σ(FqSn) ⊂ σ˜(FqSn,r) on E.
Proof. As we have remarked in §4, each irreducible component of V ⊗nA is stable
under Hn,r(A)-action. On the other hand, we know that its reduction modulo
ui = q
i−1 and q = e2π
√−1/r remains irreducible by a result proved in [2]. Hence we
have
(A.1) E =
⊕
λ∈Λ1
Vλ.
If we choose columns of the matrix h as a basis for V , these are simultaneous
eigenvectors for T0 correponding to distinct weights of T0. Hence E is decomposed
as T0-module into
⊕
µ∈Λ1(E)µ, such that each weight space is nonzero and FqSn,r-
stable, since one can easily check that F1 and ρ˜(T0) commute on V .
Comparing this weight decomposition with (A.1), we have that these weight
spaces are irreducible FqSn,r -module. Therefore, V
⊗n is a multiplicity -free semi
-simple T0 ×Sn,r -module, by which we conclude the required result. 
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