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vRÉSUMÉ
Les proédés himiques sont onstamment soumis à la variabilité des onditions d'opération,
par exemple : la onentration des réatifs, l'ativité des atalyseurs, et. Il en résulte que les
produits de es réations exhibent une ertaine variabilité. Cette variabilité a un oût puisque
si les aratéristiques d'un produit dépassent ertaines ontraintes, il devient un risque liti-
gieux s'il est vendu au lient. Une des façons de aluler le oût de la variabilité implique
l'utilisation des fontions de densité de probabilité(FDP). Dans un autre ordre d'idées, les
ontrleurs ommutants sont fréquemment utilisés dans l'industrie pour des sénarios où il y
a une ontrainte à ne pas dépasser. Par onséquent, l'objetif de ette thèse est l'analyse des
FDP produites par des ontrleurs ommutants ave des proédés bruités.
Le premier objetif a été de développer une expression analytique de la FDP d'un système
bruité ave un ontrleur ommutant ave l'aide de l'équation de Fokker-Plank-Kolmogorov
(FPK). Cette expression analytique a été ensuite appliquée à un exemple de formage de
FDP. Ainsi, deux types de non-linéarités ont pu être omparés. Il en résulte que le ontrleur
ommutant est plus robuste qu'un ontrleur polynomial (où la variable manipulée est une
fontion polynmiale de l'éart entre le point de onsigne et l'état), mais il ne peut émuler
des FDP omplexes (omme des bimodales).
Le deuxième objetif a été d'obtenir une expression analytique d'un ontrleur ommutant
pour un système ave bruit de mesure. La diulté du problème réside dans le fait que le
bruit de mesure entre de façon non linéaire dans le système. Par onséquent, l'équation de
FPK ne peut être utilisée diretement. Il a fallu développer une nouvelle méthode analogue
à une approximation de Taylor, mais stohastique. Ce qui donne une expression analytique
qui doit être résolue numériquement, diminuant onsidérablement le temps pour obtenir une
FDP omparé au temps d'une simulation de Monte-Carlo. Cette expression analytique a été
validée et il a été possible d'analyser ertains eets du système sur la FDP, le plus important
étant que le bruit de mesure ave un ontrleur non linéaire induit une translation de la FDP.
Le troisième objetif est d'analyser l'optimalité d'une FDP asymétrique fae à une FDP sy-
métrique. Il a été plutt prouvé qu'une FDP symétrique n'est pas optimale sous ertaines
onditions. Cela veut dire que sous ertaines onditions, un ontrleur non linéaire asymé-
vi
trique va donner de meilleurs résultats qu'un ontrleur symétrique. Ces trois onditions sont
la présene de bruit de proédé, l'asymétrie de la fontion oût et la présene de la variable
manipulée dans la fontion à minimiser. Si une de es onditions n'est pas respetée, alors le
ontrleur symétrique redevient optimal.
Le quatrième objetif est l'extension du troisième objetif ave du bruit de mesure. Le pro-
blème est que l'expression analytique n'est pas intégrable omme dans le as préédent. Alors,
seulement les résultats des résolutions numériques des expressions développées sont utilisées.
Ceux-i ont permis d'armer que es mêmes onditions sont valables quand il y a du bruit de
mesure. Cependant, l'utilisation d'un ontrleur asymétrique est moins avantageuse quand le
bruit de mesure est élevé. Par la suite, l'optimalité du système a été testée sans la ondition
sur la variable manipulée. Il a été observé que le ontrleur asymétrique est optimal seule-
ment s'il est possible qu'un des deux gains soit supérieur au gain à variane minimale, e qui
va à l'enontre des théorèmes mathématiques développés à propos de la variane minimale.
Cela montre les limites de l'approximation développée.
En onlusion, il a été possible de développer une expression analytique de la forme de la FDP
d'un système ave un ontrleur ommutant, et e pour les as sans et ave bruit de mesure.
De plus, il a été possible de poser les onditions sous lesquelles un ontrleur asymétrique est
optimal.
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ABSTRACT
Chemial proesses are onstantly submitted to the variability of the operating onditions,
for example : reatants onentration, ativity of the atalysts. It results that the reations
produts also show variability. This variability has a ost sine if the produt onentration
violates ertain onstraints, it beomes a litigious risk if it is sold to the ustomer. One of
the methods to alulate the ost of variability neessitate the utilization of the probability
density funtion (PDF). Swithing ontrollers are used in the industry in senarios where
there are onstraints to satisfy. Consequently, the objetive of this thesis is the analysis of
PDF produed by swithing ontrollers with noisy proesses.
The rst objetive is to develop an analytial expression for the PDF of a system with
proess noise and a swithing ontroller. It has been obtained with the Fokker-Plank-
Kolmogorov(FPK) equation. This expression has been applied to an example of PDF shaping.
Therefore, two types of non linearity were ompared . It has ame to light that the swithing
ontroller is more robust than a polynomial ontroller (where the manipulated variable is a
funtion of a polynomial expression of the error), but it has diulties to emulate omplex
PDF like a bimodal PDF.
The seond objetive is to develop an analytial expression for a swithing ontroller and a
proess and measurement noise. The diulty of the problem omes from the fat that the
measurement noise enters the system nonlinearly, meaning that the FPK equation annot
be used diretly. It has been neessary to develop a method whih is analog to the Taylor
approximation but in a stohasti ontext. An analytial expression has been obtained, but
it it has to be resolved numerially. It redues onsiderably the omputing time to obtain
a PDF ompared to the Monte-Carlo method. The analytial expression has been validated
and it has been possible to analyze ertain eets of the system on the PDF. The most
important is that the measurement noise and a nonlinear ontroller will indue a translation
of the PDF.
The third objetive is to analyze the optimality of an asymmetrial PDF vis-à-vis the a
symmetrial one. It has been proved that, under ertain onditions, a symmetrial PDF is
not optimal, whih means that under those same onditions, an asymmetrial ontroller will
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give better results than a symmetrial one. Those onditions are the presene of proess noise,
an asymmetrial ost funtion and this ost funtion has to take aount of the manipulated
variable. If one of those ondition is absent, the symmetrial ontroller remains optimal.
The fourth objetive is the extension of the previous results to the ase with measurement
noise. The problem is that there was no analytial expression that ould be used as previously.
So, numerial solutions were used. They have allowed to arm that the three onditions
are also valid with measurement noise, but the measurement noise derease the eonomial
dierene with the symmetrial ontroller. After, the manipulated variable has been removed
to see if the swithing ontroller remains optimal. It has been observed that the asymmetrial
ontroller remains optimal only if one the the gain is higher than the minimum variane gain.
Whih goes against the minimum variane theory and shows the limits of the developed
approah.
In onlusion, it has been possible to develop an analytial expression of the shape of the PDF
of a system with a swithing ontroller, and this for the ases with and without measurement
noise. It has been possible to obtain see the eets of the measurement noise like the shift, and
also to pose onditions under a swithing ontroller is optimal vis-à-vis a onstant ontroller.
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1INTRODUCTION
Contexte
La variabilité est un phénomène intrinsèque à la nature. Cette variabilité se retrouve dans
les proédés industriels utilisant des ressoures naturelles. Par exemple, les aratéristiques
d'un papier dépendent de la qualité du bois qui le ompose. La température, la qualité du
sol et l'ensoleillement d'une région peuvent varier selon la présene de montagnes, rivières ou
marais, inuençant la omposition des arbres qui y poussent. Et elle-i inuene la qualité du
papier produit. D'un autre té, il y a un autre type de variabilité qui est induite diretement
par les hangements de onditions de proédé en modiant des paramètres d'opération an de
hanger la quantité de papier produit ou le grade du papier produit. Dans ette optique, ette
variabilité pourrait être prédite ave la modélisation du proédé. Ainsi, les proédés himiques
sont soumis à deux types de variabilité l'une probabilistique et l'autre déterministe.
La variabilité déterministe est un oxymore. Dans les faits, l'ate de hanger de grade de
produit induit des hangements dans tout le proédé. Ainsi, la qualité du produit va varier
à ause de es hangements. En d'autres mots, 'est la variabilité d'un proédé qui est due à
l'opération du proédé même. Ce type de variabilité est traité par l'optimisation en régime
permanent, la gestion de haîne d'approvisionnement et le design de proédé. Ce n'est pas
e type de variabilité qui sera traité dans e travail de reherhe.
La variabilité probabiliste d'un proédé vient de toute autre soure que elle induite par le
hangement volontaire des onditions d'opération. Elle vient des onditions météorologiques,
des onentrations des réatifs, de l'ativité des atalyseurs, et. La diérene entre la va-
riabilité dérite plus haut est que es variations ne peuvent être liées à des hangements sur
l'opération du proédé. Si seulement la moyenne est analysée, ette variabilité ne serait pas
visible. Pourtant à ause de son imprévisibilité, elle a beauoup d'impat, il faut poser les
points de onsigne relativement éloignés des ontraintes an de ne pas les dépasser. C'est de
ette variabilité qu'on traitera dans e projet de reherhe.
2Voii un exemple an de mieux omprendre la diérene entre es deux types de variabilité.
Dans une usine de ltration où la quantité de hlore injetée dans l'eau ne varie pas, la
onentration de hlore de l'eau produite dépend du débit d'eau produite. Cette onentration
est traée en fontion du temps (une journée) à la gure 1. La quantité de d'eau produite
est augmentée à 12h00. Ce qui induit une baisse de la onentration de hlore. Ainsi, la
variabilité déterministe est représentée par la baisse de la onentration de hlore à 12h00
tandis que la variabilité probabiliste est représentée par toutes les autres variations qui ne
peuvent être expliquées par l'opération du proédé.
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Figure 1 Variations de la onentration de hlore durant une journée
Cette variabilité est souvent mitigée par des boules de ontrle, voir gure 2. Leur but
prinipal est de manipuler ertains paramètres de proédé an de réduire la variabilité pour
qu'elle se retrouve le moins possible dans le produit ni. Ces boules de ontrle sont formées
d'un élément de mesure. Cet élément transforme la mesure physique en signal (életrique,
pneumatique, et) qui est relayé au ontrleur. À e signal, s'ajoute souvent une autre varia-
bilité, le bruit de mesure. Le bruit de mesure vient du fait qu'il y a toujours des variations qui
s'ajoutent à la mesure. Leur soure est diverse ; e peut être l'élément de mesure qui induit
un ourant életrique ou un équipement méanique dans l'usine qui fait vibrer le apteur.
Comme il a déjà été dit, e signal est envoyé au ontrleur. Celui-i transforme mathéma-
tiquement le signal de mesure en un signal de ommande qui est envoyé à un élément de
ontrle. Cet élément est souvent une vanne, un élément hauant ou une pompe. Et l'élé-
3ment réagit en réponse au signal envoyé. Le résultat nal est que la perturbation s'en trouve
atténuée.
Figure 2 Boule de ontrle
La détermination du gain éonomique dû à la diminution de la variabilité est une disipline
importante en ontrle de proédé. Elle onsiste à aluler le gain monétaire quand la va-
riabilité diminue. Celui-i justie l'investissement pour de meilleures stratégies de ontrle
(Senyard Sr et Senyard, 1983). Ce gain provient essentiellement de deux soures. La première
est la diminution de produits hors-spéiation, réduisant les oûts de re-transformation. La
deuxième est le rapprohement du point de onsigne vers les ontraintes, réduisant les oûts
de sur-transformation. Les méthodes les plus préises requièrent le maximum d'informations
statistiques sur le système, 'est-à-dire, la fontion de densité de probabilité du système et
la fontion oût assoiée à e système (Zhou et Forbes, 2003).
Les reherhes dans e domaine vont au-delà de la simple rédution de la variabilité. Plu-
sieurs stratégies de ontrle ont été développées an de réduire la variabilité(Ogunnaike et
Ray, 1994). La ommande préditive (Batina et al., 2002) et les ontrleurs à variane mi-
nimale (Harris et Yu, 2007) n'en sont que quelques exemples. Dans le adre de e projet de
reherhe, on s'intéresse plus partiulièrement aux ontrleurs ommutants. Les ontrleurs
ommutants sont des ontrleurs qui hangent leur paramétrisation selon l'état du système.
Ainsi, ils peuvent réagir agressivement dans ertains as (quand la variable ontrlée s'ap-
prohe d'une ontrainte du système) et douement pour d'autres (pour ménager la variable
manipulée) (Koumboulis et Tzamtzi, 2005). Par exemple, la plupart des onduteurs d'au-
tomobile appuient plus fortement sur le frein quand ils dépassent la limite de vitesse que
lorsqu'ils appuient sur l'aélérateur pour augmenter leur vitesse. C'est pourquoi e type de
ontrleur est utilisé dans les proédés himiques (Koumboulis et Tzamtzi, 2005) autant que
4pour le ontrle de trajetoire pour véhiule autonome (Garone et al., 2010). Malheureuse-
ment, peu de travaux traitent des propriétés d'une FDP résulant d'un système régulé ave
ontrleur ommutant. La plupart traitent de la stabilité du système, de l'optimalité du sys-
tème (Sun et Ge, 2005) ou de leur appliation ave des systèmes non linéaires (Ye, 2005). Il y
a les travaux de Liberzon (Liberzon, 1998), mais eux-i sont pour des variables manipulées
quantiées(quantized), e qui n'est pas le as dans e projet de reherhe.
Un autre point d'intérêt est l'analyse stohastique d'un ontrleur non linéaire (ela omprend
les ontrleurs ommutants) par rapport au oût de la variabilité. La plupart des fontions
oût sont non linéaires (Latour, 1992). C'est-à-dire que même si le oût d'opération est
linéaire, il y a souvent une ontrainte à ne pas dépasser. Par exemple, le oût d'entreposage
d'un produit se dégradant à la haleur est traé en fontion de la température à la gure
3. Si la température dépasse 11 degrés Celsius, le produit se dégrade ; ependant, plus la
température est froide, plus il oûte her d'entreposer le produit. De plus, les non-linéarités
dans les stratégies de ontrle avanées induisent une asymétrie dans la FDP de l'état (Forbes,
2003). Ce qui rend néessaire l'étude de la fontion de densité de probabilité. L'équation
de Fokker-Plank-Kolmogorov est utilisée pour relier le système à sa FDP. L'intérêt pour
l'équation de FPK a réellement ommené au milieu des années 1950 (Soong, 1973) où elle
a été appliquée à des problèmes d'aoustique, de méanique des bâtiments et de sismologie.
Cet intérêt a favorisé l'analyse mathématique de l'équation de FPK (Caughey, 1963; Wong
et Zakai, 1965). La ontribution dans e domaine la plus importante par rapport à e projet
de reherhe est elle de Stratonovih, qui lui a reformulé l'équation de FPK, pour être
solutionnée sans alul d'Îto (Stratonovih, 1966). Cet intérêt pour l'équation de FKP est
toujours présent aujourd'hui (Kumar et al., 2009b; Zhu et al., 2010).
Le dernier point d'intérêt sont les travaux exéutés ave le but d'optimiser le système proédé-
ontrleur fae à une fontion oût. La première approhe onsiste à optimiser diretement le
système fae à la fontion oût(Speyer et al., 1974; Batina et al., 2002). La deuxième approhe
onsiste à poser une fontion de densité de probabilité ible et trouver ensuite les paramètres
du système de sorte que la fontion de densité de la variable ressemble le plus à la FDP
ible. Ce domaine s'appelle le formage de fontion de densité. Son prinipe est l'ajout d'une
5−10 −5 0 5 10 15 20 25
0
20
40
60
80
100
120
140
160
180
200
température, °C
co
ût
, $
/kg
Figure 3 Fontion oût pour un produit sensible à la haleur
non-linéarité dans un système an que la FDP du système émule le mieux possible une FDP
ible. La plupart des méthodes dièrent sur la non-linéarité utilisée et sa paramétrisation.
Dénition du problème
On trouve peu de travaux liés à l'analyse d'un ontrleur ommutant dans un adre stohas-
tique. De plus, la plupart des travaux traitent le problème de l'optimisation d'une fontion
quadratique ontinue, e qui n'est pas néessairement le as quand il y a des ontraintes.
Premièrement, il y a l'absene du développement analytique d'une expression de la FDP où
il y a une disontinuité dans le système. En d'autres mots, on ne trouve pas d'expression
analytique de la FDP d'un système ave un ontrleur ommutant. Cette absene fait en
sorte qu'il n'est pas possible de vérier l'optimalité d'un système à ontrleur ommutant
fae à un système à gain simple. L'ajout de bruit de mesure omplique enore plus les hoses
ar le bruit de mesure entre de façon non linéaire dans le système et l'équation de Fokker-
Plank-Kolmogorov (FPK) ne peut être diretement utilisée, elle-i requièrant que le bruit
entre de façon linéaire. Par onséquent, il faut modier la représentation du système an
qu'il soit possible d'utiliser l'équation de FPK. Par la suite, il est possible d'avoir une expres-
sion analytique. Celle-i permet l'analyse de l'optimalité des ontrleurs ommutants dans
un adre où il y a du bruit de mesure.
Finalement, il n'y a pas d'analyse qui a été réalisée an de savoir si une FDP asymétrique est
optimale par rapport à une FDP symétrique. Certains travaux omme eux de Speyer et al.
6(1974) abordent le problème ave une approhe linéaire quadratique. Cependant, auune
preuve d'optimalité n'a été développée. Ave une telle preuve, il serait possible de voir sous
quelles onditions l'optimalité est atteinte. Cette analyse requiert des outils qui doivent être
développés pour des as de ontrleurs ommutants ave ou sans bruit de mesure. Une fois
ette analyse faite, il sera possible d'armer si une FDP asymétrique peut être optimale
fae à une FDP symétrique. L'intérêt vient du ontrleur à variane minimale qui est le
ontrleur qui a la plus petite variane pour le as où le proédé a du bruit de mesure. Il
serait intéressant de voir s'il est possible d'obtenir une variane plus petite que la variane
minimale à l'aide de ontrleurs non linéaires.
Objetif prinipal
L'objetif prinipal est l'étude de l'inuene d'un ontrleur ommutant sur l'optimalité en
présene de bruit de mesure et de bruit de proédé.
Objetifs spéiques et struture de la thèse
Par rapport à et objetif, il y a deux objetifs seondaires, le développement d'une expression
analytique de la FDP et l'analyse d'optimalité qui se divisent, selon qu'il y a du bruit de
mesure ou pas :
Système ave bruit de pro-
édé seulement
Système ave bruit de pro-
édé et bruit de mesure
Expression de la
FDP
Chapitre 3 Chapitre 4
Optimalité Chapitre 5 Chapitre 6
Tableau 2 Struture de la thèse
Chapitre 1 : Le premier hapitre porte la revue de littérature. Un état des onnaissanes est
fait pour : le oût de la variabilité, le formage de fontion de densité de probabilité, la solution
analytique de l'équation de Fokker-Plank-Kolmogorov et les ontrleurs ommutants.
Chapitre 2 : Dans e hapitre, l'équation de FPK est développée. Premièrement pour le as
ave ontrleur non linéaire et bruit de proédé seulement. Par la suite, une nouvelle méthode
d'approximation est développée an d'appliquer l'équation de FPK à un système ave ontr-
7leur non linéaire, bruit de mesure et bruit de proédé. Ave ette nouvelle approximation, il
est possible d'avoir une expression analytique de e système.
Chapitre 3 : Dans e hapitre, l'expression pour un système ave ontrleur non linéaire et
bruit de proédé est utilisée dans un adre de formage de FDP. Ainsi, on peut analyser les
non-linéarités par rapport à leurs apaités à émuler une FDP prédéterminée. Deux types
de ontrleurs non linéaires seront analysés : un ontrleur polynomial et un ontrleur
ommutant.
Chapitre 4 : Dans e hapitre, l'expression pour un système ave un ontrleur non linéaire,
bruit de mesure et bruit de proédé est utilisée. C'est ainsi que divers fateurs qui inuenent
la forme de la FDP sont analysés : le bruit de mesure, la non-linéarité et le bruit de proédé. De
plus, haque fateur est analysé sur un ontrleur quadratique et un ontrleur ommutant.
Chapitre 5 : Dans e hapitre, l'expression d'une FDP pour un système ave ontrleur
non linéaire et bruit de proédé est utilisée pour trouver les onditions où une struture
de ontrleur non linéaire est optimale par rapport à un ontrleur linéaire. Ainsi, trois
onditions sont trouvées ave lesquelles un ontrleur non linéaire va donner de meilleurs
résultats qu'un ontrleur linéaire.
Chapitre 6 : Dans e hapitre, les onditions développées au hapitre préédent sont étendues
au problème d'optimalité ave bruits de proédé et de mesure. Ainsi, les trois onditions
préédentes sont appliquées au système ave bruits de proédé et de mesure. C'est ainsi qu'on
a pu tester es onditions fae au ontrleur à variane minimale. Il en résulte qu'un ontrleur
ommutant peut donner de meilleurs résultats que le ontrleur à variane minimale sous les
mêmes onditions que le hapitre 5. D'autres tests ont été faits en modiant es onditions,
mais ils n'ont menés qu'à la déouverte des limites de l'approximation développée au hapitre
2.
Finalement, la onlusion est onsarée aux ontributions et aux travaux futurs.
8Contributions
Les prinipales ontributions de ette thèse ont été identiées omme suit :
1. Développement et analyse d'un algorithme de formage de FDP à partir de FPK pour
un ontrleur ommutant.
2. Développement et analyse de la solution analytique d'un ontrleur non linéaire pour
un système ave bruit de mesure.
3. Développement des onditions d'optimalité d'une FDP asymétrique.
9CHAPITRE 1
REVUE DE LITTÉRATURE
1.1 Introdution
Le oût de la variabilité, qui justie l'investissement en ontrle de proédé, est le premier
onept dérit. Plusieurs méthodes ont été développées. L'une d'elles lie e oût à la fontion
de densité de probabilité (FDP) d'une variable, justiant l'intérêt à hanger la forme de la
FDP. Ce domaine est le formage de FDP. C'est un onept où la forme de la fontion de
densité de probabilité d'un système est hoisie en introduisant une non-linéarité.
Considérons un exemple simple. Pour un système de séhage du papier, le pourentage d'hu-
midité ne peut pas dépasser 11 %. Sinon, le papier sera rejeté par l'imprimeur. À la suite
d'un programme d'améliorations apportées au proédé, la variane du pourentage d'humi-
dité a diminué, faisant passer la fontion de densité de probabilité de pi(x) à pm(x) (voir
g 1.1). Cette baisse peut être due à l'amélioration ou l'optimisation du proédé, omme le
remplaement d'une vanne, reparamétrisation de la boule de ontrle, utilisation de réatifs
ave des onentrations moins variables, et. Cette amélioration a diminué la fration hors
spéiation. Cependant, il demeure plusieurs questions. Quel est le gain éonomique de ette
amélioration ? Est-e qu'il est possible d'optimiser le point de onsigne ? Est-e que la forme
de la FDP est optimale ? C'est à es questions qu'il sera tenté de répondre dans e hapitre.
1.2 Coût de la variabilité
Le terme  oût de la variabilité  est déni par le gain éonomique dû à une diminution de
la variabilité d'un proédé. Le oût d'opération avant étant représenté par Javant et le oût
après améliorations étant représenté par Jopt. J est un oût d'opération, représenté par C()
optimisé par rapport à s un paramètre d'opération quelonque :
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Figure 1.1 FDP avant et après amélioration du proédé de séhage
Jopt = min
Paramètres d'opération
∞∫
−∞
C(s)ds (1.1)
Et le oût de la variabilité CV peut être vu omme :
CV = Javant − Jopt (1.2)
Ainsi, en assoiant une valeur monétaire à un hangement à la stratégie de ontrle, l'in-
vestissement en ontrle de proédé peut être justié. C'est pourquoi plusieurs auteurs se
sont intéressés au sujet du alul du gain éonomique dû à une stratégie de ontrle avanée
(Eder, 2003; Bauer et Craig, 2008).
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1.2.1 Méthode ave la rédution de variane
La première approhe est axée sur le alul du gain éonomique résultant d'une rédution de
la variane. Celle-i étant plus faible, le point de onsigne peut être approhé de la ontrainte,
e qui fait baisser le oût de prodution ou augmente les prots. Mathématiquement, le oût
de la variabilité Cdσ est alulé par le rapprohement δxsp du point de onsigne vers une
ontrainte et multiplié par un fateur éonomique Se (Brewsters, 1970).
Cdσ = δxspSe (1.3)
Par onséquent, ette méthode peut être déomposée en deux parties : la première étant
de trouver la variane ave la nouvelle stratégie de ontrle pour déterminer le fateur δxsp
et la deuxième qui onsiste à déterminer le fateur Se . Le rapprohement δxsp est alulé
de diérentes façons(Senyard Sr et Senyard, 1983) : par empirisme (expériene), ou par
modélisation. Il est à noter qu'il y a d'autres travaux qui ont une démarhe inverse, 'est-
à-dire que le gain éonomique est déterminé après que la stratégie de ontrle avanée soit
installée (Craig et Henning, 2000).
La première façon de trouver la rédution de la variane, est de l'estimer par expériene ou
par manière empirique. Elle est basée sur l'analyse de données d'opération normales. Souvent,
les données demandent un traitement avant de les analyser : ltrage, spetre de fréquene,
histogrammes (Stanton, 1990). Par la suite, il ne reste qu'à aluler le rapprohement du
point d'opération vers une ontrainte. Il existe plusieurs règles, dépendant de la tolérane
à dépasser la ontrainte, mais elles sont toutes basées sur une baisse de la variane posée
(souvent la moitié de la variane atuelle)(Martin et al., 1991). L'avantage prinipal d'utiliser
ette méthode est sa rapidité et le fait qu'elle ne néessite pas beauoup de données. Le
désavantage est que la méthode est impréise à ause des hypothèses qui sont posées, omme
une distribution normale et une diminution de variane imposée d'avane. En onlusion,
les méthodes empiriques sont bonnes pour faire une première estimation du gain possible en
utilisant une meilleure stratégie de ontrle.
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La deuxième façon de trouver la diminution de la variane est plus omplexe mais beau-
oup plus préise. Elle se base sur l'utilisation de modèles mathématiques pour simuler la
réponse du proédé à une perturbation. Ensuite, le rapprohement du point de onsigne
vers la ontrainte peut être alulé. Cet algorithme a été un des premiers à être utilisé pour
déterminer le gain éonomique de l'amélioration d'un système de ontrle (Brewsters, 1970;
Tolfo, 1983; Senyard Sr et Senyard, 1983). Plus réemment, on a utilisé le modèle diretement
pour aluler la variane après avoir amélioré la stratégie de ontrle d'un proédé (Muske,
2003). L'avantage de es méthodes est d'avoir une meilleure estimation de la rédution de la
variane que les méthodes empiriques. Cependant, le désavantage prinipal vient de l'hypo-
thèse que tous les signaux du système suivent une loi statistique normale, e qui n'est pas
néessairement le as. Lorsque le point de onsigne s'approhe d'une ontrainte, il est préfé-
rable d'avoir une ourbe de distribution asymétrique ave une longue queue du té opposé
à la ontrainte. Une autre façon est de simuler le système ave diérentes entrées aléatoires.
Pour haque entrée, un oût est alulé et mis en graphique. On peut ainsi voir l'étendue des
oûts selon la stratégie de ontrle (un meilleur ontrle donnant une distribution plus serrée)
(Di Masio, 2002). Cette méthode n'a pas été retenue étant trop subjetive et mal adaptée
pour aluler le gain résultant d'une amélioration dynamique du proédé. Don, l'approhe
utilisant un modèle est plus préise qu'une méthode empirique, sauf qu'en supposant que
toutes les distributions, de la ourbe optimale aux perturbations, sont normales, le résultat
obtenu peut s'éloigner de la réalité.
Une fois que la diminution de variane est onnue, pour y relier un oût, il faut aluler de
ombien il est possible d'approher le point de onsigne de la ontrainte, δxsp. Souvent, le
rapprohement est déterminé de sorte que la probabilité de dépasser la ontrainte demeure
la même. Ainsi, la fration de produits hors-spéiation ne hange pas. Cette fration FHS
se alule par le alul de la surfae de la fontion de densité de probabilité du système p(x)
qui dépasse la ontrainte c. Par exemple, reprenons le proédé de séhage du papier du début
du hapitre. Sauf que maintenant, à la gure 1.2, on a déplaé le point de onsigne. Ainsi,
le point de onsigne a pu passer de 10 à 10.5, sans augmenter la probabilité de dépasser 11
%, e qui fait qu'il n'y a pas plus de papier hors-spéiation, mais il y a moins d'énergie
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gaspillée à sur-séher le papier.
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Figure 1.2 Rapprohement du point de onsigne dû à une diminution de la variabilité
Mathématiquement, la fration qui dépasse la ontrainte, FHS est dénie par :
FHS =
∞∫
c
pm(x)dx =
∞∫
c
pi(x)dx (1.4)
Finalement, il ne reste qu'à multiplier le δxsp par le fateur éonomique Se dans l'équation
1.3. Ce fateur est le oût par unité de point de onsigne. Conséquemment, dans l'exemple
préédent, Se est l'énergie utilisée pour enlever un % d'humidité de point de onsigne. Don,
plus le papier est humide, moins il oûte her de le produire(tant que la ontrainte n'est pas
dépassée).
1.2.2 Méthode par utilisation de fontion de densité de probabilité
Contrairement à la méthode préédente, la méthode dérite dans ette setion utilise toute la
ourbe de fontion de densité de probabilité. Quand l'hypothèse d'une distribution normale
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est posée, seulement la moyenne et la variane sont utilisées. Négligeant les autres moments,
ela peut poser des problèmes ave les distributions non normales, et le gain éonomique s'en
trouve faussé. De plus, la fontion oût omporte souvent une pénalité P qui n'est pas tenue
en ompte dans la méthode préédente. Par onséquent, ette nouvelle méthode a besoin
d'une fontion oût qui pourra être appliquée sur tous les points de la fontion de densité de
probabilité p(x). Ainsi, on optimise le point de onsigne xsp selon :
Jopt = min
xsp
∞∫
−∞
C(x)p(x)dx (1.5)
C(x) =


Sex+ T si x < C
Sex+ T + P si x > C
(1.6)
Il est à noter que le fateur Se est le même que dans l'équation 1.3. Reprenant l'exemple de
la setion préédente, les valeurs numériques des paramètres de l'équation 1.6 sont présentées
au tableau 1.1, e qui donne la fontion éonomique présentée à la gure 1.3.
Paramètre Valeur
Se
−0.55$
%humidité
/t
T 26$ / t
P 175$ /t
C 11% humidité
Tableau 1.1 Paramètres de la fontion oût de l'exemple
La fontion oût s'applique sur toute la ourbe de distribution, 'est pourquoi le oût diminue
quand la variane diminue même si le point de onsigne n'est pas hangé. Cei est dû au fait
qu'il y a moins de produits hors spéiation, qui néessitent plus de ressoures ou qui doivent
être rejetés (Latour, 1992). Ce même auteur a développé une façon de trouver le oût de ette
distribution, la méthode CLIFFTENT (Latour, 1996). D'autres ont utilisé l'espérane E[f(x)]
d'une fontion, l'équation 1.7, et ont obtenu le même résultat (Zhou et Forbes, 2003). Quand
la méthode d'espérane de oût est appliquée sur plusieurs points x de onsigne, on obtient
la fontion espérane de oût. Son minimum est le point de onsigne optimal ompte tenu
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Figure 1.3 Fontion éonomique du proédé de séhage du papier
de la variabilité présente dans le proédé . Si elle-i diminue, le point de onsigne optimal
s'approhera naturellement de la ontrainte. Cette démarhe ne peut être appliquée que si
l'hypothèse de linéarité du proédé et de la stratégie de ontrle est posée. De e fait, la
fontion de distribution de probabilité ne hange pas selon le point de onsigne. Ensuite, il
est possible d'intégrer la fontion de distribution de probabilité à haque point de onsigne.
Dans l'exemple préédent, la fontion espérane est donnée à la gure 1.4. On y voit qu'ave
une plus faible variane, le point de onsigne est plus prohe de la ontrainte.
E[f(x)] =
∞∫
−∞
C(ξ)p(ξ)dξ (1.7)
p est la fontion de densité de probabilité de la fontion de distribution et C est une fontion
éonomique qui relie le point de onsigne ave un prot ou un oût de prodution. L'approhe
utilisée par Zhou et Forbes est de aluler l'espérane pour haque point de onsigne de la
fontion oût et de trouver le minimum de ette nouvelle fontion par optimisation probabilis-
tique. Ensuite, puisque la fontion de distribution de probabilité est onnue, une inertitude
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peut être posée sur la justesse du gain éonomique. L'avantage d'une telle méthode est que
toute la lohe de distribution de probabilité est utilisée, don l'hypothèse d'une ourbe nor-
male n'a plus à être posée. De plus, ave la fontion de l'espérane de oût en fontion de
point de onsigne, le omportement éonomique du proédé peut être analysé. Le désavan-
tage de ette méthode résulte du fait qu'elle n'optimise pas la forme de la FDP (seulement le
point de onsigne) an de faire baisser l'espérane de oût. En onlusion, la méthode dérite
est plus adaptée pour aluler le gain éonomique résultant d'une amélioration de la stratégie
de ontrle ar elle tient ompte de toute la ourbe de distribution.
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Figure 1.4 Fontion espérane de oût pour la FDP du % humidité avant et après améliora-
tions
L'approhe hoisie est basée ii sur les travaux de Zhou et Forbes qui utilise la fontion es-
pérane, tandis que la fontion éonomique s'inspire de la méthode de Latour qui englobe les
aspets éonomiques du proédé. Par onséquent, haque variable est traduite éonomique-
ment par rapport au point de onsigne. Par exemple, dans le proédé de séhage, la fontion
éonomique diminue ave une augmentation de la quantité d'eau. Sauf si le pourentage d'eau
dépasse un ertain ritère, il ne peut pas être vendu au lient et il doit être reirulé en tête
de haîne de prodution. Ces oûts sont diretement ajoutés à la fontion éonomique. La
fontion de densité de probabilité p(x) représente la ourbe de distribution fae au point de
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onsigne x. À ause de la variabilité, l'état du système se situe d'une part et d'autre du point
de onsigne. La FDP est réée à partir de données d'opération pour faire le as de base. Selon
e que l'on veut faire, on utilise des données de simulation pour évaluer un projet futur, des
données d'opération post-implantation pour évaluer la protabilité réelle d'un proédé ou
une simple ourbe ave une variane moindre pour se xer un objetif de baisse de variane.
À e point, il est important de répéter le rle important de la fontion éonomique. Comme
il a déjà été dit, elle-i présente le oût de prodution en fontion du point de onsigne.
Étant donné que les ontraintes probabilistes ne sont pas utilisées, il est important de tout
traduire en termes éonomiques, inluant les ontraintes de séurité. L'oubli d'une ontrainte
de séurité peut résulter en un point de onsigne dangereux. Don, par pénalisation éono-
mique, il faut s'assurer que le point de onsigne optimal sera susamment éloigné de ette
ontrainte de séurité. De l'autre té, si on pénalise trop ette même ontrainte, le point de
onsigne optimal sera trop loin et entraînera des pertes monétaires. Après, une nouvelle fon-
tion oût, sans ontraintes de séurité ou de qualité, peut être realulée. Cei pour aluler
une fontion d'espérane de oût de prodution qui n'a que des oûts réels pour savoir le
oût de prodution sans l'inlusion des oûts assoiés à la séurité, satisfation du lient, et.
De plus, dans plusieurs as, il faut refaire la fontion éonomique pour le as simulé. Étant
donné que la nouvelle stratégie de ontrle hange les onditions d'opération, la fontion
éonomique doit aussi hanger.
1.3 Formage de fontion de densité de probabilité
Tout d'abord, les premiers essais pour faire du formage de fontion de densité de probabi-
lité ont porté sur la diminution de la variane. Le résultat prinipal onsiste en la variane
minimale qui est la variane d'un système exité par un signal aléatoire stationnaire quand
le ontrleur est paramétré selon un problème d'optimisation stohastique (Aström, 1970).
Ainsi, ave une fontion de densité de probabilité plus étroite, le point de onsigne peut
s'approher de la ontrainte. C'est pour ette raison que le ontrleur à variane minimale a
été développé. L'approhe par la variane minimale est basée sur les théorèmes stohastiques
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ave l'hypothèse que le système est en régime permanent et que les perturbations aléatoires
suivent une loi de distribution normale. Cette variane minimale est, par onséquent, la
meilleure performane possible d'un point de vue mathématique. Cependant, il faut paramé-
trer le ontrleur à partir de données en boule ouverte pour aluler la variane minimale.
Ce fut un obstale majeur, ar les données d'opération en boule ouverte sont diiles à
obtenir dans un ontexte d'opération industrielle. Cet obstale a été surmonté en adaptant
une série hronologique aux données d'opération pour avoir la variane minimale (Harris,
1989). Par la suite, la méthode s'est développée pour des systèmes MIMO (Harris et al.,
1996; Huang et al., 1997) et pour les systèmes ave antiipation (Huang et al., 2000). Pour
plus de référenes, le leteur est invité à lire la revue de littérature d'Harris (Harris et al.,
1999). De plus, un ontrleur à variane minimale est généralement très agressif et n'est pas
souvent appliable au milieu industriel. Don, es méthodes sont bonnes pour aluler la
variane minimale résultante de l'installation d'un ontrleur à variane minimale, mais ette
borne est souvent non atteignable.
Parallèlement à la démarhe de la variane, il y a eu l'optimisation de systèmes où la fontion
oût était asymétrique (non quadratique). Ces travaux ne herhaient pas à trouver la va-
riane minimale, mais à minimiser une fontion oût pour un système bruité. C'est un onept
analogue au formage de PDF, dans l'optique qu'il y a du bruit et une struture de ontrle
de proédé à optimiser. La grande diérene, est que le hangement de forme de la fontion
de densité de probabilité ne fait pas partie de la démarhe de résolution du problème. Cepen-
dant, la struture optimale va donner la forme de fontion de densité de probabilité optimale.
Les premiers travaux reensés dans e domaine ont été faits par Jaobson (Jaobson, 1973),
où le problème a été traité ave la théorie des jeux et Speyer et al. (1974) où le problème
est traité en mettant plus d'emphase sur la fontion de densité de probabilité. Ensuite, le
problème ave bruit de proédé et un bruit dépendant de l'état est traité ave une fontion
oût quadratique où il y a des puissanes paires (Speyer, 1976). Ensuite, les travaux de Har-
ris (Harris, 1992) ont été faits pour trouver le ontrleur optimal pour des problèmes où la
fontion oût n'était pas quadratique. Le ontrleur optimal est une variante du ontrleur à
variane minimale. Liberzon (Liberzon et Brokett, 2000) traite un problème spéique où la
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fontion de densité de probabilité du système est analysable et où la variable manipulée est
quantiée. Çimen (Çimen et Banks, 2004) traite le problème où le système est non linéaire,
elui-i est linéarisé par parties et e sont es parties qui sont optimisées par la suite. Elbeyli
travaille sur des systèmes non linéaires dont la fontion de densité de probabilité est alulée
par l'équation de Fokker-Plank-Kolmogorov, et le problème d'optimisation dépend des am-
plitudes de la sortie et de la variable manipulée (Elbeyli et Sun, 2006). En résumé, la plupart
des travaux traitent le problème de l'optimisation d'une fontion quadratique ontinue, e
n'est pas le as quand il y a des ontraintes.
Par la suite, le formage de fontion de densité de probabilité a évolué an de hoisir les
moments autres que la moyenne et la variane. Cette nouvelle approhe dans le domaine de
ontrle de proédé permet de hanger la forme de la fontion de densité de probabilité. Par
onséquent, elle a un impat diret sur le oût de la variabilité puisqu'elle permet d'optimiser
le oût d'opération en hangeant la forme de la fontion de densité de probabilité. Cette
méthode est basée sur le paramétrage de la fontion de densité de probabilité désirée. C'est-
à-dire que la forme de la FDP désirée est exprimée par un ensemble de paramètres. Ensuite,
les paramètres du système sont optimisés pour que la FDP de elui-i émule la FDP désirée.
Finalement, une loi de ommande est obtenue permettant au système d'exprimer la fontion
de densité de probabilité qui va minimiser le oût d'opération. Peu de publiations ont été
érites dans e domaine. La première mention de la possibilité de former la fontion de
densité de probabilité a été faite par Kárný (Kàrn y, 1996). Ensuite, Wang a développé une
stratégie de ontrle ave les poids d'une spline neurale de type B qui paramètre la fontion de
densité de probabilité (Wang, 1998, 1999). Crespo (Crespo et Sun, 2002b) utilise l'équation
de Fokker-Plank-Kolmogorov pour trouver un ontrleur. Forbes, par un paramétrage de
Gram-Charlier, trouve l'équation d'un quotient de polynmes pour le ontrleur (Forbes,
2003; Forbes et al., 2003b, 2004). En résumé, le formage de fontion de densité de probabilité
a été réalisé ave es méthodes, mais auune méthode à date n'a été reprise par un autre
herheur.
20
1.3.1 Formage de fontion de densité de probabilité dynamique
Un seul parmi les auteurs ités dans le reensement des onnaissanes sientiques applique
le formage de FDP dynamique. Il s'agit de Wang qui utilise un paramétrage de la FDP ible
ave une spline B neurale. Le formage de FDP dynamique transforme les équations pour en
dériver la FDP à haque pas de temps. Par onséquent, la progression de la FDP originale
vers la FDP désirée peut être observée.
Ave Wang, le paramétrage de la FDP (ou de sa raine arrée) ave une spline B permet de
faire un algorithme qui aete diretement les poids multipliant les fontions de base. Ce qui
fait que la dynamique de la FDP est diretement reliée à l'algorithme. Cependant, le hoix
des fontions de base se fait par essais et erreurs, don ette méthode est diile à mettre en
pratique. Plusieurs algorithmes pour trouver le ontrleur ont été développés (Wang, 1998,
1999, 2002; Wang et Jian Hua, 2001; Wang et Wang, 2002a,b; Wang et al., 2009; Zhou et al.,
2010; Guo et Wang, 2003, 2005a,b). Voii les grandes lignes du premier algorithme (Wang,
1999).
Soit u(m) = [u1(m), u2(m), u3(m), um(m)]
T
le veteur arbitraire de ontrle en temps disré-
tisé m qui ontrle la distribution de y, un veteur aléatoire ontinu borné qui est la sortie
du proédé, y = [y1, y2, y3, ..yn]
T
. Le système stohastique peut être érit sous la forme :
{u(m)} → {y} ∀m = 0, 1, 2... (1.8)
La fontion de densité de probabilité désirée p(y, u(m)) est dénie par :
p(y, u(m)) =
N+1∑
i=1
♣i(u(m))♥i(y(m)) + e0(y, u(m)) (1.9)
qui est une spline B de réseaux neuronaux où les ♣i(u(m)) sont les poids qui multiplient les
fontions de base ♥i(y(m). Les fontions de base sont trouvées par essais et erreurs. Il n'y
21
a pas de lien entre elles et le modèle physique (Wang, 2002). Les poids étant une fontion
de la variable manipulée, un hangement dans la fontion de densité de probabilité (FDP)
provient diretement d'un hangement de la variable manipulée. La valeur e0(y, u(m)) est
l'erreur entre la FDP obtenue et elle désirée. Le ontrleur est déni par la minimisation
d'une fontion oût. Deux algorithmes ont été développés, l'un onnaissant l'entrée aléatoire
du système, l'autre plus robuste déompose la fontion oût an de minimiser l'impat de
l'entrée inonnue. Cela est fait en inorporant les termes inuenés par l'entrée inonnue dans
la fontion oût. Puisque ette méthode est diilement appliable aux proédés industriels
à ause des fontions de base, elle n'a pas été analysée plus en profondeur.
1.3.2 Formage de fontion de densité de probabilité statique
Le formage de fontion de densité de probabilité(FDP) statique est déni par le design de
ontrleur an d'avoir une FDP en régime stationnaire ; la dynamique pour faire passer la
FDP à la FDP désirée n'est pas tenue en ompte. Dans ette partie, deux méthodes sont
dérites : elle de Forbes (Forbes et al., 2004) qui utilise une approximation de Gram-Charlier
et elle de Crespo (Crespo et Sun, 2002b) qui utilise l'équation de Fokker-Plank-Kolmogorov
(FPK). Les deux utilisent des polynmes dans leurs algorithmes de formage pour réer la
non-linéarité néessaire pour former une FDP asymétrique.
1.3.2.1 Méthode ave l'équation de FPK
Selon Crespo (Crespo et Sun, 2002b), le système hoisi est un proédé de It exité par un
bruit qui est un proédé de Wiener. Ave l'équation de Fokker-Plank-Kolmogorov (FPK) et
sa solution stationnaire, une équation de la FDP du système est obtenue. Ensuite, le ontr-
leur est obtenu par la solution d'un problème d'optimisation où l'on veut minimiser l'erreur
qui est la diérene entre la FDP obtenue et la FDP désirée. Cependant, pour simplier
les aluls an d'obtenir un ontrleur, l'erreur entre la FDP ible et la FDP d'opération
est modiée. La forme du ontrleur est un polynme de la variable mesurée et e sont les
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÷ients qui multiplient la mesure. Pour en revenir à la méthode développée par Crespo,
voii les grandes lignes :
Considérant le proédé stohastique à une dimension dérit par l'équation d'It suivante
dz(t) = {Ξ(z) +K(z)}dt + dξ(t) (1.10)
où z(t) est la variable d'état, Ξ est une fontion non linéaire de z, K(z) est le ontrleur et
ξ(t) est un proédé de Wiener tel que E[dξ(t)] = 0 et E[dξ(t)dξ(t′)] = 2(t− t′). L'équation
de FPK assoiée à e système est :
∂p
∂t
=
−∂
∂x
[{Ξ(x) +K(x)}p] + 1
2
∂2p
∂x2
(1.11)
La solution stationnaire de ette équation est la FDP ps suivante :
ps(x) = D exp
2̥(x)
(1.12)
D est une onstante de normalisation et ̥(x) =
∫ {̥(x) + U(x)}dx est le potentiel de pro-
babilité. Après, une FDP ible, pˆ est posée ainsi que la struture de l'algorithme de formage.
Dans l'exemple ité par Crespo, elui-i est un polynme ave un terme de ommutation
pour tenir ompte de l'inertitude du modèle. Ensuite, une fontion d'erreur modiée, E1,
est minimisée par une optimisation des ÷ients du polynme.
E1 =
∫ ∞
−∞
pˆ(x)
N∑
r=0
[
dr
dzr
(̥− ˆ̥ )]2dz (1.13)
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1.3.2.2 Méthode ave l'approximation de Gram-Charlier
La méthode développée par Forbes (Forbes, 2003; Forbes et al., 2003a,b, 2004)) se base sur
l'équation 1.14 et les propriétés orthogonales des fontions de bases de Gram-Charlier. On se
retrouve ave un ensemble d'équations à résoudre en fontion des ÷ients qui multiplient
les fontions de base de l'approximation de la FDP par Gram-Charlier.
p(x) =
∫
ℜ
pv(x−M(ζ))p(ζ)dζ (1.14)
L'équation 1.14 relie la valeur d'une FDP en boule fermée à un point x à l'intégrale de ζ sur
ℜ de la multipliation de la FDP du bruit entrant dans le système évaluée au point x moins
la réponse du système en boule fermée évaluée à ζ par la FDP en boule fermée évaluée à ζ .
Ave l'approximation de la FDP ible pˆ par une approximation de Gram-Charlier où H(x)
est un polynme d'Hermite :
pˆ(x; c) = cTH(x)Nµ,σ(z) (1.15)
En hoisissant une réponse en boule fermée ave autant de ÷ients à déterminer qu'il y a
de fontions de base pour l'approximation de pˆ par Gram-Charlier, l'équation 1.14 devient :
cTh(x)Nµ,σ(z) =
∫
ℜ
pv(z −M(ζ))cTh(ζ)Nµ,σ(ζ)dζ (1.16)
Ensuite en invoquant la ondition d'orthogonalité des ÷ients de l'approximation de Gram-
Charlier où i est ième terme de l'approximation :
ci =
∫
ℜ
hip(ζ)dζ (1.17)
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L'équation 1.16 devient :
cT = cT
∫
ℜ
∫
ℜ
Pw(z −M(ζ))cTh(ζ)Nµ,σdζdz (1.18)
La double intégrale est une matrie ~ de dimension N x N omposée de valeurs réelles.
cT = cT~ (1.19)
Le veteur c est le veteur propre de la matrie Γ assoié à la valeur propre de 1. Il sut
de résoudre les équations pour trouver la valeur des ÷ients du paramétrage en boule
fermée et retrouver l'équation du ontrleur par la suite.
1.3.3 Solution de l'équation de Fokker-Plank-Kolmogorov
La solution de l'équation de Fokker-Plank-Kolmogorov est une partie importante de e
projet de reherhe. Un hapitre y sera onsaré. Alors, pour éviter la redondane, les déve-
loppements mathématiques seront omis dans ette partie. Don, l'équation de Fokker-Plank-
Kolmogorov (FPK) permet de aluler la forme de la fontion de densité de probabilité sans
simuler le système ave un long veteur aléatoire. Ainsi, le temps de simulation en est réduit
de beauoup pour avoir la forme de la FDP qui en plus est lisse (l'utilisation de veteurs
aléatoires fait en sorte que la ourbe de la FDP est parsemée de petites bosses qui peuvent
ompliquer (ou fausser) les algorithmes d'optimisation qui utilisent ette même FDP).
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CHAPITRE 2
FDP PAR L'ÉQUATION DE FPK
2.1 Introdution
Ce hapitre est onsaré à la solution de l'équation de Fokker-Plank-Kolmogorov (FPK).
Celle-i permet de aluler la forme de la fontion de densité de probabilité d'un système
dynamique. Cette solution peut être sous forme analytique ou numérique. De plus, la so-
lution a été développée pour plusieurs sénarios pour diérents types de bruits et types de
ontrleurs. Les sénarios hoisis sont élaborés de façon à analyser un aspet spéique du
problème des ontrleurs non linéaires ave des systèmes bruités. Ces analyses seront faites
dans les hapitres subséquents.
La struture du hapitre est la suivante. Tout d'abord, le système dynamique général y est
présenté. Cei permet aussi de disuter des limites de l'approhe hoisie. Ensuite, la dyna-
mique du système est ontrlée par un algorithme de ommande linéarisante. Cet ensemble
est ensuite développé de façon à aluler sa fontion de densité de probabilité(FDP) ave
l'équation de FPK. Finalement, la solution générale de l'équation de FPK est dérite pour
être solutionnée pour divers as. Par après, les solutions spéiques seront dérites pour
expliiter leur appliation dans le adre de e projet de reherhe.
2.2 Solution de l'équation de Fokker-Plank-Kolmogorov
La FDP d'un système peut être obtenue ave l'équation de FPK ave la formulation de
Stratonovih du terme de dérive. Le système peut être érit tel que le proédé Brownien
suivant :
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dx = f(x, t)dt+ g(x, t)dθ, t > t0 (2.1)
où x est une variable salaire, fa(x, t) est une fontion dérivant les dynamiques libres, gb(x, t)
est une fontion dérivant les dynamiques forées et θ est un proédé Brownien.
L'équation de Fokker-Plank-Kolmogorov dérit l'évolution temporelle de la fontion de den-
sité de probabilité d'un système. L'évolution de sa FDP en fontion de x est donnée par
∂p(x, t; y, τ)
∂t
= D1 +D2 (2.2)
oùD1 est la forme du ÷ient de dérive de Stratonovih (Kumar et al., 2009b; Stratonovih,
1966)
D1 =
−∂
[
p(x, t; y, τ){f(x, t) + 1
2
∂g(t,x)
∂x
g(t, x)}
]
∂x
(2.3)
et D2 est le ÷ient diusion :
D2 =
1
2
∂2 [p(x, t; y, τ)g2(x, t)]
∂x2
(2.4)
Puisqu'il est posé que le régime est permanent
∂p(x,t;y,τ)
∂t
= 0, don D1 = −D2
d
dx
[
p(x)f(x) +
1
2
∂g(x)
∂x
p(x)g(x)
]
=
1
2
d2
dx2
[
p(x)g2(x)
]
(2.5)
Chaque té est intégré et le terme de droite est développé.
p(x)f(x) +
1
2
∂g(t, x)
∂x
p(x)g(x) =
1
2
g2(x)
dp(x)
dx
+
1
2
2p(x)g(x)
dg(x)
dx
+ C (2.6)
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Ave les onditions limites suivantes
1. limx→∞ p(x) = limx→−∞ p(x) = 0
2. limx→∞
∂p(x)
∂x
= limx→−∞
∂p(x)
∂x
= 0
3.
∫∞
−∞
p(x)dx = 1
la onstante C est nulle. La dérivée dp(x)
dx
est isolée :
dp(x)
dx
=
[
p(x)
{
f(x)− 1
2
g(x)
dg(x)
dx
}]
2
g2(x)
(2.7)
Les termes sont réarrangés :
dp(x)
p(x)
=
{
2f(x)
g2(x)
− 1
g(x)
dg(x)
dx
}
dx (2.8)
La solution de l'équation préédente est :
p(x) = p0e
∫ x
0
F(ξ)dξ
(2.9)
où
F (x) =
2f(x)− g(x)∂g(x)
∂x
g2(x)
(2.10)
et p0 est la valeur de la FDP à x = xsp = 0. Puisque p0 est une onstante normalisante qui
rend l'intégrale de la FPD à 1, e paramètre peut être alulé :
1
p0
=
∫ ∞
−∞
exp
∫ x
0
F (ξ)dξ dx (2.11)
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Pour la plupart des développements qui suivront, une valeur pour p0 ne peut être obtenue
analytiquement, elle-i est alors alulée numériquement.
Il est à noter que pour haque as, la formule analytique sera validée ave un exemple. Un
veteur d'une longueur de 100000 points aléatoires est réé et est simulé par le système. S'il
y a aussi une deuxième soure de bruit, un deuxième veteur non orrélé est aussi réé. La
FDP du système est réée ave la sortie du système.
2.2.1 Modèle
Le modèle utilisé est un système salaire non linéaire ave une entrée ontrlée u et une
entrée bruitée w de variane α. La variable mesurée y est la variable d'état x à laquelle un
bruit de mesure est ajouté, v ave variane de β omme à la gure 2.1. Il est à noter que les
bruits sont deux bruits blan gaussiens et b(x) est non nul pour assurer la ommandabilité.
Le point de onsigne est à 0.
dx
dt
= a(x) + b(x)u+ w (2.12)
y = x+ v (2.13)
Figure 2.1 Système général
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2.3 Validation ave un système ave bruit de proédé seulement
On peut appliquer le système préédent diretement aux ontrleurs linéaires et même aux
ontrleurs non linéaires puisque que le bruit entre de façon linéaire. C'est ainsi que dans ette
setion la solution de la FDP est développée pour 3 types de ontrleurs : ontrleur linéaire,
ontrleur polynomial et ontrleur ommutant. Le système est un système intégrateur (a = 0
et b = 1) pour simplier les expressions analytiques. De plus, la variane du bruit de proédé
est la même pour tous les as, α = 1. Don, pour e système la dynamique f(x) devient :
f(x) = −K(y) (2.14)
Et la dynamique g(x)
g(x) =
√
α (2.15)
On peut voir que peu importe l'algorithme de ontrle, la valeur de g(x) ne variera jamais.
2.3.1 Eets non linéaires
Dans ette setion, la solution sera testée pour les non-linéarités. C'est ainsi que la solution
développée sera validée sur un système ave un ontrleur linéaire et ontrleur polynomial.
Le ontrleur linéaire est validé an de voir si le solveur numérique (Simulink de MatLab)
est able.
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2.3.1.1 Contrleur linéaire
Le as le plus simple est un ontrleur linéaire. C'est un ontrleur à rétroation à gain
simple. L'équation du ontrleur est :
K(x) = K0x (2.16)
L'équation 2.9 devient don :
p(x) = p0,1 exp
−K0x
2
α
(2.17)
où
p0,1 =
√
2√
piσ
(2.18)
ave
σ =
α√
2K0
, (2.19)
Il est à noter qu'ii la variane n'est pas bornée, ainsi il serait possible d'avoir une variane
nulle ave un gain inni.
2.3.1.2 Contrleur polynomial
Ce type de ontrleur est un ontrleur dont un polynme multiplie l'erreur par rapport au
point de onsigne :
K(x) = k1x+ k2x
2 + k3x
3 + k4x
4
(2.20)
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C'est un ontrleur dont la non-linéarité est ontinue, e qui simplie son analyse mathé-
matique. Ainsi, ontrairement au as préédent, la solution de l'équation de FPK pour e
as est ontinue. En plus, à ause de sa simpliité l'expression analytique de sa FDP peut
être analysée aisément. Pratiquement, 'est un ontrleur peu utilisé pare que que sa zone
de stabilité est limitée. Il sera omparé au ontrleur ommutant au hapitre 3 en e qui
onerne ses apaités à former une FDP donnée.
La solution analytique de l'équation 2.9 pour e type de ontrleur est :
p(x) = p0,3 exp
−2
α
{
k1
−x2
2
+k2
−x3
3
+k3
−x4
4
+k4
−x5
5
}
(2.21)
Cette équation est validée à la setion suivante.
2.3.1.3 Validation
Pour ette setion, le ontrleur linéaire ainsi que le ontrleur polynomial sont validés.
La paramétrisation du ontrleur linéaire est K = 0.35, tandis que la paramétrisation du
ontrleur polynomial est k1 = 0.0105, k2 = −0.2401, k3 = 1.3648 et k4 = 0.0507. Un veteur
de valeurs aléatoires d'une longueur de 400000 points est réé omme bruit de proédé. Celui-
i est simulé numériquement dans le système dérit au début de la setion pour en obtenir une
FDP. Ensuite, elle-i sert à valider la FDP alulée par la solution analytique. Ces FDP sont
à la gure 2.2. Il y a très peu de diérenes entre les ourbes réées ave la solution analytique
et elles réées ave la simulation Monte-Carlo. Les moments et le mode sont alulés pour
haque FDP au tableau 2.1. On peut voir que l'eet prinipal d'une non-linéarité dans le
ontrleur ajoute une omposante asymétrique à la FDP.
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Figure 2.2 Comparaison entre les FDP obtenues analytiquement et par simulation ave bruit
de proédé pour le as ontrleur linéaire (haut) et polynomial (bas)
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2.3.2 Eet de disontinuité
Pour ette partie, la solution développée préédemment sera validée pour un as où il y a
une disontinuité dans le ontrleur, omme un ontrleur ommutant. De plus, l'expression
analytique de la FDP de la variable manipulée pour e type de ontrleur sera aussi validée.
2.3.2.1 Contrleur ommutant
Ce as est analysé pare que pour plusieurs appliations en formage de FDP, il n'y a pas de
bruit de mesure, β = 0. L'absene de bruit de mesure simplie la solution de l'équation de
FPK ; ependant, le point de ommutation pose problème. Puisque la dérivée est non dénie
au point de ommutation, il faut solutionner l'équation de FPK en deux parties.
Le ontrleur a la forme suivante :
K(x) =


Ka {x− xsp} pour x ≥ xsp
Kb {x− xsp} pour x < xsp
(2.22)
Quand xsp = 0 la solution de l'équation 2.9 devient don :
Linéaire Polynomial
mode Simulé 0 0
Analytique 0 0
moyenne Simulé -0.02 -0.13
Analytique 0 -0.12
variane Simulé 1.42 1.64
Analytique 1.43 1.61
asymétrie Simulé 0 -0.33
Analytique 0 -0.33
Tableau 2.1 Mode et moments entraux pour les résultats analytiques et simulés pour le
ontrleur linéaire et polynomial ave bruit de proédé seulement.
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p(x) =


p0,2 exp
−ka
x2
2α pour x ≥ xsp
p0,2 exp
−kb
x2
2α pour x < xsp
(2.23)
Cette solution peut être interprétée omme une fontion gaussienne par partie divisée au
milieu. La variane de haque té étant diérente ; l'éart type de haque té peut être
alulé tel que :
σ1 =
α√
2ka
, σ2 =
α√
2kb
(2.24)
D'ailleurs, la onstante de normalisation peut être alulée analytiquement :
p0,2 =
1√
pi {σ1 + σ2} (2.25)
2.3.2.2 Variable manipulée ave un ontrleur ommutant
Pour une appliation subséquente, il faudra avoir la FDP de la variable manipulée. C'est
pourquoi l'expression analytique de la FDP de la variable manipulée est développée pour e
as.
Don, à partir de Borrie (1992)
pu(u) = p(K
−1(x))
∣∣∣∣dk−1(x)dx
∣∣∣∣ (2.26)
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Plus préisément ave un ontrleur ommutant où K(x) est l'équation 2.22, la solution de
l'équation devient don :
p(u) =


p0,u
ka
exp
− −u
2
2σ2ua pour > 0
p0,u
kb
exp
− −u
2
2σ2ub pour u < 0
(2.27)
Cette solution peut être interprétée omme une fontion gaussienne par partie divisée au
milieu. Cependant, ontrairement au as de la variable d'état, il y a une disontinuité au
point de ommutation. La variane de haque té étant diérente, l'éart type de la variable
manipulée de haque té peut être alulé tel que :
σua =
α√
2ka
, σub =
α√
2kb
(2.28)
D'ailleurs, la onstante de normalisation peut être alulée analytiquement :
p0,u =
1√
pi/2 {σua/ka + σub/kb}
(2.29)
Pour e as, la paramétrisation du ontrleur est ka = 0.6 et kb = 0.1 et la longueur du
veteur aléatoire est de 1200000 points. Les FDP simulées et analytiques pour la variable
manipulée et l'état sont présentées à la gure 2.3. Les deux formes analytiques représentent
bien la simulation numérique. Les queues donnent de bons résultats, e qui est important
ar elles représentent souvent la fration de la prodution qui dépasse la ontrainte. De
plus, la disontinuité observée pour la variable manipulée est bien reproduite par l'expression
analytique. Les moments sont au tableau 2.2, les résultats sont très bons pour la variable
manipulée, mais moins bons pour la variable d'état. Ce pourrait être expliqué par le fait que
le simulateur numérique a de la diulté ave le point de ommutation, elui-i hangeant
la dynamique du système.
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Figure 2.3 Comparaison entre les FDP obtenues analytiquement et par simulation ave bruit
de proédé pour la variable d'état(x) (haut) et la variable manipulée (u) (bas)
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2.4 Système ave bruit de proédé et bruit de mesure
Il a été démontré dans les setions préédentes que si le bruit entre de façon linéaire dans
les équations diérentielles, la fontion de densité de probabilité (FDP) peut être alulée
à l'aide de l'équation de Fokker-Plank-Kolmogorov(FPK). Cependant, ave l'équation du
système 2.12 et un ontrleur non linéaire de la forme K(x), le système devient :
dx
dt
= a(x)− b(x)K(x+ v) + w (2.30)
C'est ainsi qu'il est possible de voir que si un ontrleur non linéaire est utilisé, le bruit de
mesure entre de façon non linéaire dans le système. C'est pourquoi il faut linéariser le système
pour traer la FDP ave l'équation de FPK.
Deuxièmement, il y a deux bruits qui entrent dans le système tandis qu'il y en a un seul dans
le système pour lequel l'équation de FPK a été développée (voir équation 2.1). C'est ainsi que
les deux bruits sont additionnés sahant que la variane de la somme de deux distributions
gaussiennes est la somme de leur variane.
Considérons le système dynamique non linéaire 2.30 s'érit sous la forme :
état x manipulée u
mode Simulé 0 0
Analytique 0 0
moyenne Simulé -1.04 -0.02
Analytique -1.05 0
variane Simulé 2.68 0.12
Analytique 2.62 0.12
asymétrie Simulé -2.77 -0.06
Analytique -2.38 -0.06
Tableau 2.2 Mode et moments entraux de x et u pour les résultats analytiques et simulés
pour le ontrleur ommutant ave bruit de proédé seulement.
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dx
dt
= h(x, v, w) (2.31)
Il est à noter que w entre linéairement et v entre non linéairement. Le système solutionné
par l'équation de FPK, équation 2.1, a une dynamique non forée f(x) et une dynamique
forée g(x). L'idée est, à partir de h(x), d'avoir une partie non forée en faisant la moyenne
du système et une partie forée par linéarisation :
f(x) = E[h(x, v, 0)] =
∞∫
−∞
h(x, v, 0)p(v)dv (2.32)
De plus, la partie forée venant du bruit de mesure est alulée omme une approximation
de Taylor de premier ordre.
gv(x) = E
[
∂h(x, v, 0)
∂v
]
=
∞∫
−∞
∂h(x, v, 0)
∂v
p(v)dv (2.33)
La partie forée venant du bruit de proédé, elui-i entrant dans le système de façon linéaire
est donnée par :
gw = 1 (2.34)
La variane du bruit de proédé étant α et la ontribution du bruit de mesure étant βg2v(x),
la dynamique forée aura la forme de :
g2(x) = α + βg2v(x) (2.35)
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Il est à noter que pour le bruit de mesure dont la distribution est gaussienne, es deux équation
simplient le développement d'expression analytiques :
∞∫
−∞
p(v)dv = 1 et
∞∫
−∞
vp(v)dv = 0. Si
elui-i n'est pas gaussien, l'approximation tient toujours, mais il sera plus diile d'avoir
une solution analytique.
2.4.1 Cas ontrleur linéaire ave bruit de mesure et de proédé
Le as le plus simple est quand le ontrleur est linéaire et le système, un intégrateur (a = 0
et b = 1). Son développement mathématique permet de voir l'eet de la omposante linéaire
d'un ontrleur sans se souier des non-linéarités inhérentes aux ontrleurs non linéaires.
Don, l'équation d'un ontrleur linéaire est :
Développement des équations ave l'équation de FPK
K(x) = K0 (2.36)
Les paramètres f(x) et g(x) prennent la forme
f(x) = −K0x (2.37)
et
g(x) =
√
α +K20β (2.38)
L'équation 2.9 devient don :
p(x) = p0,1 exp
−K0x
2
α+K2
0
β
(2.39)
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Il est à noter que pour e type de système, il existe un gain qui donne la variane minimale
pour le système.
kmin =
√
αβ
bβ
(2.40)
Développement des équations ave la nouvelle linéarisation
Pour mieux expliquer ette linéarisation, la méthode est appliquée au système ave bruit de
proédé, bruit de mesure et un ontrleur linéaire K(y) = K0y. Dans e as :
h(x, v, w) = a(x)− b(x)K0x− b(x)K0v + w (2.41)
En appliquant la linéarisation dérite par les équations 2.34 et 2.33 au système préédent
2.41, on se retrouve ave :
f(x) = a(x)− b(x)K0x (2.42)
et
gv(x) = b(x)K0 (2.43)
don
g(x) =
√
α +K20β (2.44)
Ce qui revient aux résultats préédents : les équations 2.38 et 2.37.
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Validation
Ii, le problème est trivial, mais la formule doit être quand même validée, si e n'est que pour
prouver que le programme de validation est valide. Don, sur la gure 2.4 il y a deux FDP
traées pour le même système : intégrateur(a = 0 et b = 1),K = 0.3, α = 1 et β = 1. L'une
provient d'une simulation ave un veteur aléatoire l'autre ave un système où une solution
analytique a été alulée ave l'équation de FPK. Il y a peu de diérenes entre les deux. Les
mêmes onlusions peuvent être déduites du tableau 2.3 où les moments de haque FDP ont
été alulés.
−5 0 5
0
0.05
0.1
0.15
0.2
0.25
0.3
x
 
p(x
) 
 
 
Simulation
Analytique
Figure 2.4 Comparaison entre les FDP obtenues analytiquement et par simulation pour le
as ontrleur linéaire ave bruit de mesure et bruit de proédé.
Analytique Simulation
mode 0.00 ≈ 0.00
moyenne -0.05 -0.02
variane 1.82 1.79
asymétrie 0.08 -0.01
Tableau 2.3 Mode et moments entraux pour les résultats analytiques et simulés pour le
ontrleur linéaire ave bruit de proédé et bruit de mesure.
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2.4.2 Exemple ave ontrleur quadratique
Pour un ontrleur quadratique, qui est une variante du ontrleur polynomial, K(y) =
K0y+K1y
2
(si le point de onsigne est à 0). Le ontrleur n'a pas d'utilité industrielle, mais
d'un point de vue mathématique, il est très intéressant ar puisque sa non-linéarité est faible,
il est possible pour ertains as d'avoir une expression analytique de la solution de FPK.
Don, pour un système ontrlé par un ontrleur quadratique, l'expression h(x) devient :
h(x, v, w) = a(x)− b(x)K0 {x+ v} − b(x)K1 {x+ v}2 + w (2.45)
Toujours en appliquant la linéarisation 2.34 et 2.33, il est possible d'en extraire les dynamiques
libre(f(x)) et forée (g(x))
f(x) = a(x)− b(x)K0x− b(x)K1x2 − b(x)K1β (2.46)
et
gv(x) = −b(x)K0 − 2b(x)K1x (2.47)
et g(x) aura la forme
g(x) =
√
α + {−b(x)K0 − 2b(x)K1x}2 β (2.48)
Il est à noter que f(0) = −b0K1β 6= 0, e qui implique que le maximum de la FDP n'est pas
au point de onsigne. Il en sera disuté davantage au hapitre 4.
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Pour le as où a = 0 et b = 1 une solution analytique de la FDP a été développée. Ave les
équations préédentes, on trouve f(x) et g(x)
f(x) = −{K0 +K1x} x−K1β (2.49)
et
g(x) =
√
α + {K0 + 2K1x}2 β (2.50)
Par la suite, la solution de l'équation 2.9 est :
p(x) = p0 exp
−2[q{r1+r2+r3+r4+r5}]
(2.51)
ave
q =
−1
4
1
K21β
3/2α1/2
r1 = 2K1
√
αβx
r2 = 2K
2
1
√
αβ3 log
[
α + βK20 + 4βK0K1x+ 4βK
2
1x
2
]
r3 = 4β
2K21 atan
[√
β {K0 + 2K1x}√
α
]
r4 = −α atan
[√
β
α
{K0 + 2K1x}
]
r5 = −βK20 atan
[√
β
α
{K0 + 2K1x}
]
Cette solution analytique n'est qu'une preuve de onept. Elle est dérivable, mais non inté-
grable.
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Validation
La validation est réalisée sur un système simple où a = 0 et b = 1. Un veteur de 100 000
valeurs aléatoires gaussiennes est injeté dans le système. La FPD de la variable de sortie
est ainsi alulée. La simulation a été testée ave un as où le bruit de proédé est dominant
(α = 1, β = 0.2) et pour le as où le bruit de mesure est dominant (α = 0.2, β = 1).
Puisque les résultats de simulation sont "grossiers", le mode de la distribution est déterminé
approximativement.
Premièrement, un ontrleur quadratique ave K0 = 0.5 et K1 = 0.05 est analysé. L'expres-
sion analytique de elui-i est validé à la gure 2.5, la solution utilisant l'équation de FPK est
très prohe de la solution obtenue par simulation. Les deux ourbes sont pratiquement l'une
sur l'autre. Le tableau 2.4 montre que les moments entraux et le mode sont très prohes.
−4 −3 −2 −1 0 1 2 3
0
0.1
0.2
0.3
0.4
0.5
0.6
x
p(x
)
 
 
α=1 β=0.2 sim.
α=1 β=0.2 ana.
α=0.2 β1= sim.
α=0.2 β=1 ana.
Figure 2.5 Graphiques des FDP utilisant l'équation de FPK et simulation Monte-Carlo pour
un ontrleur quadratique.
α = 1, β = 0.2 α = 0.2, β = 1
Analytique Simulation Analytique Simulation
mode -0.03 ≈ -0.05 -0.15 ≈ -0.10
moyenne -0.15 -0.13 -0.11 -0.12
variane 1.10 1.08 0.45 0.45
asymétrie -0.23 -0.21 0.05 0.00
Tableau 2.4 Mode et moments entraux pour les résultats analytiques et simulés pour le
ontrleur quadratique ave bruit de mesure et bruit de proédé.
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2.4.3 Exemple ave ontrleur ommutant
L'avantage de la linéarisation développée est qu'elle est appliable sur des situations où K(x)
n'est pas dérivable sur un nombre ni de points, tel un ontrleur ommutant. Don, pour
un ontrleur ommutant :
h(x, w, w) =

 a(x)− b(x)Ka {x+ v}+ w si (x+ v) ≥ 0a(x)− b(x)Kb {x+ v}+ w si (x+ v) < 0 (2.52)
gv(x) est alulé :
gv(x) = − b(x)√
2piβ
{
Kb
∫ −x
−∞
e−
v2
2β dv +Ka
∫ ∞
−x
e−
v2
2β dv
}
= −b(x)
{
Ka +Kb
2
+
Kb −Ka
2
erf
[
x√
2β
]}
(2.53)
.
g(x) devient don :
g(x) =
√
α + gv(x)2β (2.54)
f(x), la dynamique libre, est dérite par :
f(x) = a(x)− b(x)√
2piβ
{
Kb
∫ −x
−∞
e−
v2
2β {x+ v} dv +Ka
∫ ∞
−x
e−
v2
2β {x+ v} dv
}
= a(x)− b(x)gv(x)x− b(x) {Kb −Ka}
√
β
2pi
e−
x2
2β
(2.55)
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Validation
En utilisant le même système que la setion préédente (a = 0, b = 1), la validation est faite
ave deux essais, l'un où le bruit de mesure est dominant, l'autre où 'est le bruit de proédé
qui est dominant. Par après, un ontrleur ommutant ave les paramètres Ka = 0.05, Kb =
0.95 a été utilisé pour valider les onepts préédents. À la gure 2.6, les résultats utilisant
FPK sont très prohes des résultats de simulation qui ont néessité 600 000 points aléatoires
ette fois-i. Les petites diérenes sont attribuables aux approximations faites pour utiliser
l'équation de FPK et aussi au solveur numérique de la simulation. À partir de es ourbes,
les 3 moments entraux et le mode ont été alulés à la table 2.5.
Il est intéressant de onstater que dans tous les as, le mode a bien été estimé. Aussi, il est
possible de voir voir l'eet du bruit de mesure sur le déplaement du mode et la diminution
de l'asymétrie sur toutes les deux gures. Ces eets seront disutés plus en profondeur au
hapitre 4.
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Figure 2.6 Graphiques des FDP utilisant l'équation de FPK et simulation Monte-Carlo pour
un ontrleur ommutant
2.4.4 Exemple ave proédé du seond ordre
Puisque l'exemple préédent est relativement simple, les onepts développés préédemment
ont été appliqués à un modèle plus ompliqué. C'est ainsi qu'un modèle analogue à elui de
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α = 1, β = 0.2 α = 0.2, β = 1
Analytique Simulation Analytique Simulation
mode -0.49 ≈ -0.30 -1.21 ≈ -1.20
moyenne -2.05 -1.98 -1.43 -1.38
variane 4.52 4.45 0.90 0.90
asymétrie -7.19 -7.40 -0.25 -0.32
Tableau 2.5 Mode et moments entraux pour les résultats analytiques et simulés pour le
ontrleur ommutant
Forbes et al. (2004) a été développé. Le modèle en question est un réateur parfaitement
mélangé en ontinu où l'on veut dégrader une onentration c de polluant. L'entrée est un
ourant d'eau ontaminée ave une onentration de polluant cin et est dégradée par une
réation du seond ordre. Cette onentration est ontrlée par le fateur de dilution D. Il
est à noter que la notation utilisée est spéique à ette setion.
dc
dt
=
D(t)
V
{cin − c} − k
V
c2 +
1
V
w (2.56)
y(t) = c+ v (2.57)
D(t) =


ka {csp − y(t)} si y ≥ csp
kb {csp − y(t)} si y < csp
(2.58)
Ainsi, pour e problème les valeurs de a(x) et b(x) sont de :
a(x) = −kc
2 − c2sp
V
(2.59)
b(x) =
cin − ct
V
(2.60)
48
Par la suite, les expressions f(x), g(x) et k(x) pour solutionner l'équation 2.9 sont données
par :
k(c) =
ka + kb
2
+
ka − kb
2
erf
[
c− csp√
2β
]
(2.61)
f(c) = a(c)− b(c)k(c) {c− csp} − b(c) {kb − ka}
√
β
2pi
exp
1
2β
{c−csp}
2
(2.62)
gv(c) = b(c)k(c) (2.63)
et g(x) :
g(c) =
√
α + gv(c)2β (2.64)
Les paramètres du modèle sont : c est la onentration dans le réateur, V est le volume du
réateur, cin est la onentration entrant dans le réateur, k est la onstante de réation et
w est un bruit blan gaussien additionné à la onstante de réation. v est le bruit de mesure,
un autre bruit blan gaussien, non orrélé ave v. Les valeurs numériques sont données au
tableau 2.6.
Par après, un ontrleur ommutant ave les paramètres Ka = 0.45, Kb = 0.05 a été utilisé.
À la gure 2.7, les résultats utilisant FPK sont très prohes des résultats de simulation faits
ave 300000 points. Cependant, la translation semble être surestimée, ela peut être attribué
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Paramètre valeur
V 3 m3
cin 5
mol
m3
csp 2.5
mol
m3
k 0.1 m
3
secmol
w moyenne=0, éart type =0.0005 mol
m3
v moyenne=0, éart type =0.0005 mol
m3
Tableau 2.6 Paramètres du modèle de réation du deuxième ordre
aux approximations faites pour utiliser l'équation de FPK et aussi au solveur numérique de la
simulation. Mais en gros, les résultats sont satisfaisants onsidérant la omplexité du système
utilisé. On obtient les mêmes onlusions en analysant le mode et moments au tableau 2.7.
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Figure 2.7 Graphiques des FDP utilisant l'équation de FPK et simulation pour un as réation
himique 2ième ordre ave ontrleur ommutant
2.5 Conlusion
Ce hapitre avait pour but de développer des outils à partir de l'équation de Fokker-Plank-
Kolmogorov (FPK) an d'analyser les eets statistiques des ontrleurs non linéaires. La
première appliation est le formage de densité de probabilité où les apaités d'un ontrleur
ommutant à émuler une fontion de densité (FDP) prédéterminée sont omparées à un
ontrleur polynomial qui a déjà été utilisé dans une appliation de formage de FDP(Forbes
et al., 2004). Ensuite, les eets d'un ontrleur non linéaire sur les moments de la FDP ont
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Analytique Simulation
mode 2.4915 ≈ 2.492
moyenne 2.487 2.4903
variane 6.02× 10−4 6.28× 10−4
asymétrie −3.59× 10−6 −2.98× 10−6
Tableau 2.7 Mode et moments entraux pour les résultats analytiques et simulés pour le as
réation himique de deuxième ordre ave ontrleur ommutant
été aratérisés. Finalement, pour analyser l'optimalité d'un ontrleur non linéaire, il a fallu
développer la solution analytique de la FDP de la variable manipulée pour le as d'un système
ave bruit de proédé et ontrleur ommutant. Pour e as, il a été prouvé qu'un ontrleur
non linéaire pouvait battre le ontrleur symétrique sous ertaines onditions.
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CHAPITRE 3
FORMAGE DE FDP
3.1 Introdution
L'un des buts du ontrle de proédé est l'atténuation des diérentes perturbations inhé-
rentes aux proédés industriels. L'approhe lassique est l'utilisation de ontrleurs linéaires
pour réduire la variane des variables de proédé aetées par les perturbations. Pour haque
variable de proédé, il existe une fontion oût qui relie la variable à un oût de produ-
tion. Si une approhe statistique est hoisie, la fontion d'espérane de ette fontion oût
est alulée par l'équation 1.7. Par onséquent, tout hangement à la stratégie ontrle in-
duit un hangement à sa fontion d'espérane de oût. Si la fontion oût est symétrique
(omme une parabole), une diminution de la variane entraînera dans le même sens la valeur
de l'espérane de oût. Cependant, pour plusieurs problèmes d'optimisation, les ontraintes
rendent la fontion oût asymétrique. Pour es problèmes, le dépassement de es ontraintes
engendre plus de oûts qu'un dépassement identique du té opposé à la ontrainte. Pour es
problèmes, l'approhe typique est de réduire la variane et de déplaer le point de onsigne
plus près de la ontrainte, e qui entraîne un gain éonomique (Brewsters, 1970; Senyard Sr
et Senyard, 1983; Tolfo, 1983).
Cependant, des études réentes ont proposé que le gain éonomique pourrait être amélioré
enore plus si la forme de la fontion de densité de probabilité (FDP) des variables d'intérêt
pouvait être modiée pour s'adapter à l'asymétrie de la fontion oût(Latour, 1992; Zhou
et Forbes, 2003; Harris, 1992). Dans e ontexte, deux approhes ont été rapportées dans la
littérature. La première approhe onsiste à maximiser le gain éonomique ave un ontrleur
non linéaire, la forme de la FPD étant impliite ; par exemple, les travaux de Speyer(Speyer
(1976) et Speyer et al. (1974)) où une fontion oût non quadratique est optimisée. La forme
de la FDP n'y est jamais prise en ompte, mais le ontrleur résultant ne fait pas que réduire
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la variane de la FDP, il hange aussi les autres moments de la FDP. La deuxième approhe
implique le hoix d'une FDP qui tient ompte de la fontion oût et un algorithme qui va faire
en sorte que la FDP de la variable émule le mieux possible une FDP prédéterminée. Pour
ette seonde atégorie, l'emphase est mise stritement sur la forme de la FDP et auunement
sur l'optimisation de la fontion oût. Toutes les méthodes de formage de FDP ont la même
struture : l'introdution d'une non-linéarité paramétrisée dans le système, le alul de la
FDP soit par paramétrisation ou approximation, et la mesure de la diérene entre la FDP
prédéterminée et la FDP venant du système ave le ontrleur non linéaire.
La plupart des méthodes répertoriées dans la littérature utilisent de simples ontrleurs poly-
nomiaux pour induire la non-linéarité. La seule exeption est présentée par Wang (1998) qui
utilise des splines de type B. L'avantage prinipal d'avoir de simples ontrleurs polynomiaux
est leur ontinuité, une propriété intéressante d'un point de vue mathématique. Cependant,
pour induire une non-linéarité signiative, il faut avoir plusieurs termes et des puissanes
élevées. Par onséquent, e type de ontrleur est moins robuste et peut devenir instable
advenant de fortes perturbations.
Deuxièmement, la solution exate de la FDP est non intuitive quand il y a un ontrleur non
linéaire. Une approhe développée par Forbes paramétrise la FDP en utilisant les fontions de
base de Gram-Charlier et dérive une expression analytique des ÷ients de Gram-Charlier
(Forbes, 2003; Forbes et al., 2003b, 2004). Une alternative développée par Crespo onsiste
travailler ave le potentiel de probabilité à travers l'équation de Fokker-Plank-Kolmogorov
(FPK) (Crespo et Sun, 2002b). Une autre approhe, par Wang, utilise une approximation de
la FDP par un réseau neuronal (Wang, 1999, 2002; Wang et Jian Hua, 2001; Wang et Wang,
2002a,b; Guo et Wang, 2003, 2005a,b).
Le dernier aspet est le hoix de la mesure de la diérene entre les deux FDP. Cela dépend
de la manière dont les expressions analytiques FDP ont été alulées. Quand e sont les
÷ients de Gram-Charlier qui sont utilisés, la somme du arré de la diérene est utilisée
omme mesure de la distane entre les FDP (Forbes et al., 2003a,b, 2004). Quand le potentiel
de probabilité est utilisé, l'intégrale de la diérene au arré entre les dérivées des potentiels
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est utilisée (Crespo et Sun, 2002b). Ave une approximation de la FDP par un réseau neuronal,
l'intégrale du arré de la diérene entre la FDP du système et la FDP prédéterminée est
utilisée (Wang, 1998). Finalement, Kàrny` (Kàrn y (1996); Kàrn y et Guy (2006)) propose
l'utilisation de la divergene de Kullbak-Leiber omme mesure de la distane entre les deux
FDP.
La justiation des travaux entrepris dans ette partie provient du fait que, pour des raisons
de stabilité, le gain des ontrleurs non linéaires ne peut hanger de signe. Pour un système
linéaire, si le gain du ontrleur hange de signe, le système aroissera l'erreur à la plae
de la diminuer. Ainsi, le gain ne peut pas beauoup varier dans la zone d'opération. Don,
la solution élaborée dans e projet de reherhe onsiste à remplaer le ontrleur polyno-
mial par un ontrleur ommutant, qui onsiste en deux ontrleurs linéaires et un point
de ommutation. Par onséquent, en ayant deux dynamiques diérentes de haque té du
point de ommutation, le ontrleur est moins agressif d'un té et le proédé restera plus
longtemps dans ette zone. Ainsi la FDP sera asymétrique en ayant une queue plus longue
du té du gain le moins agressif (le gain le plus petit). Puisqu'ave le point de ommuta-
tion, la non-linéarité est forte, il est possible d'avoir des FDP plus asymétriques sans à avoir
à utiliser des non-linéarités agressives ontinues telles que des fontions exponentielles. De
plus, un ontrleur ommutant est moins suseptible de devenir instable loin du point de
ommutation si les gains hoisis sont stables. C'est à dire que l'ation de ontrle va amener
le système à onverger vers une valeur dénie.
Deuxièmement, les ontrleurs disontinus sont rarement étudiés pare qu'il était sous-
entendu que la FDP serait plus diile à déterminer. Cependant, il a été démontré au hapitre
2 qu'une solution analytique de la FDP d'un système ave ontrleur ommutant peut être
alulée. De plus, les ÷ients de l'approximation de l'équation de Gram-Charlier d'une
FDP sont aussi développés.
Grâe à es solutions, deux options peuvent être utilisées pour déterminer la diérene entre
la FDP ible et la FDP du système : soit l'intégrale de la diérene au arré entre les deux
FDP, soit la somme de la diérene au arré entre les paramètres de l'approximation de la
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FDP par les fontions de base de Gram-Charlier. Les deux options sont omparées entre elles
et il en ressort que l'intégrale de la diérene au arré donne de meilleurs résultats et qui
sont un peu plus stables. Finalement, les ontrleurs ommutants et polynomiaux sont aussi
omparés entre eux pour analyser leur apaité à émuler une FDP.
3.2 Formage de fontion de densité de probabilité
3.2.1 Coneption des ontrleurs non linéaires
Logiquement, quand un système linéaire est perturbé par un bruit gaussien, la fontion de
densité de probabilité (FDP) du système sera aussi gaussienne. Par onséquent, si les bruits
entrant dans un système sont tous gaussiens, seul la présene de non-linéarités dans le système
peut induire des aratéristiques non gaussiennes. Comme il a déjà été dit, une FDP asymé-
trique peut être requise pour ertains problèmes d'optimisation. Une FDP asymétrique est
néessairement non gaussienne, onséquemment, le système doit ontenir une non-linéarité.
L'option la plus faile est l'utilisation des non-linéarités déjà présentes au niveau du proédé.
Cependant, la forme de la FDP déoulant de es non-linéarités ne peut pas être hoisie,
à moins que le proédé ait été élaboré ave et objetif. Don, l'approhe proposée est de
ompenser toutes les non-linéarités et en introduire d'autres ave un ontrleur non linéaire.
Celui-i est onçu pour que la FDP de la variable d'intérêt suive une FDP ible.
Pour des besoins de simpliité du développement mathématique, le problème a été développé
pour un système salaire dont le ontrleur non linéaire est ane. Le système est dérit par :
x˙ = a(x) + b(x)u + w (3.1)
où x est la variable d'état, u(t) est la variable manipulée et w est le bruit de proédé. a(x) est
une fontion non linéaire dérivant les dynamiques non forées et b(x) dérit la dynamique
forée. Pour assurer la ontrlabilité du système salaire et linéaire, il est posé que b(x) 6= 0.
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De plus, le bruit de proédé est onsidéré omme blan et gaussien.
Ensuite, un ontrleur par ommande linéarisante est dérit par l'équation suivante :
u =
f(x)− a(x)
b(x)
(3.2)
Par ette rétroation, (3.1) devient :
x˙ = f(x) + w (3.3)
Il est à noter qu'ave la ommande linéarisante, la FDP de la variable d'intérêt est indépen-
dante des dynamiques du système et ne dépend que du ontrleur f(x). C'est ainsi que le
lien entre les paramètres du ontrleur et la FDP pourront être analysés. Dans l'optique du
projet de reherhe, deux types de ontrleur seront analysés, un ontrleur polynomial et
un ontrleur ommutant.
Le ontrleur ommutant est dérit :
f(x) =


ka {xsp − x} si x > xsp
kb {xsp − x} si x < xsp
(3.4)
où xsp est le point de onsigne et le ontrleur polynomial (du quatrième ordre) est donné
par :
f(x) = k1 {xsp − x}+ k2 {xsp − x}2 + k3 {xsp − x}3 + k4 {xsp − x}4 (3.5)
Puisque que des ontrleurs non linéaires sont utilisés, la stabilité sans le bruit du système
est importante. Cependant, puisque le système étudié est salaire, une simple ondition doit
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être fournie. Le onept de stabilité de Lyapunov est utilisé, lequel dit que si une fontion
dénie positive V > 0 a une dérivée dénie négative V˙ < 0, l'équilibre est stable (Khalil,
2002). Pour le système (3.3), la fontion de Lyapunov est V = 1
2
{x− xsp}2. Par la suite,
V˙ = {x− xsp} x˙ = {x− xsp} f(x). Don, f(x) {x− xsp} < 0 est une ondition susante de
stabilité. Cela veut dire que f(x) et {xsp − x} devraient avoir le même signe. En onlusion,
pour un ontrleur ommutant, si ka > 0 et kb > 0, le ontrleur est toujours stable. Les
onditions de stabilité pour un ontrleur polynomial sont plus omplexes.
3.2.2 Méthodes utilisées pour émuler la FDP
Une fois que l'algorithme de ontrle a été hoisi, la prohaine étape est de omparer la FDP
résultante de l'algorithme à la FDP ible (ou leur approximation). C'est e qui sera dérit dans
ette partie. Par la suite, la FDP est formée par minimisation pour que la forme de la FDP de
la variable de sortie suive la FDP ible. Deux méthodes de minimisation seront dérites. La
première onsiste à minimiser diretement l'intégrale de l'erreur au arré entre la FDP de la
variable de sortie et la FDP ible. L'autre méthode utilise l'approximation d'une FDP par des
÷ients et fontions de base de Gram-Charlier. La méthode utilisée onsiste à minimiser
la somme des arrés de la diérene entre haque ÷ient. Pour haque as, les FDP sont
obtenues ave les solutions appropriées de l'équation de Fokker-Plank-Kolmogorov (FPK)
développées au hapitre 2, plus préisément les équations 2.20 et 2.21 pour le ontrleur
polynomial et les équations 2.22 à 2.25 pour le ontrleur ommutant.
3.2.2.1 Minimisation direte du arré de l'erreur
Pour ette méthode, la diérene entre la FDP ible et la FDP de la variable d'intérêt est
minimisée en manipulant le paramètre de l'algorithme de ontrle :
JISE =
−∞∫
∞
r(x) {p
intérêt
(x)− pcible(x)}2 dx (3.6)
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où r(x) ≥ 0 est une fontion oût. Il est à noter que quand r(x) = 1, toutes les parties de
la FDP ont la même importane. Cependant, en hoisissant une fontion r(x) appropriée,
il serait possible de donner plus d'emphase à ertaines parties de la FDP (par exemple, les
queues). Cela fait en sorte que l'émulation serait meilleure sur es parties au dépend d'une
émulation moins bonne pour les autres parties. Cette intégrale peut être résolue numérique-
ment.
3.2.2.2 Couplage des ÷ients de Gram Charlier
Ii, la FDP est approximée par un ensemble de fontions de base multipliées par des ÷-
ients. L'approximation de Gram-Charlier (GC) est hoisie pare que les fontions de base de
ette paramétrisation sont orthonormales. Don, les fontions de base de la paramétrisation
de Gram-Charlier sont :
Hi(x) = {−1}i σ
i
√
i!
diNµ,σ(x)
dxi
(3.7)
où Nµ,σ(x) est une distribution gaussienne ave une moyenne de µ et un éart type de σ. Le
÷ient ci multipliant la fontion de base φi(x) est alulé par :
ci =
∞∫
−∞
h(x)p(x)dx, hi(x) =
Hi(x)
Nµ,σ(x)
(3.8)
Ave un nombre q de fontions de base pour l'approximation, la FDP approximée est donnée
par :
p(x) ≈
q∑
i=1
cihi(x)Nµ,σ(x) (3.9)
Les ÷ients de GC peuvent être aussi alulés par les moments mj de la FDP originale.
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Cela est fait par multipliation matriielle (Kuznetsov et al., 1965).
ci =
i∑
j=1
Cijmj (3.10)
où les éléments de la matrie triangulaire inférieure sont donnés par
Cij =
1√
i− 1!σi−1
{j − 1}!
{i− 1}! {i− j}!P (i− j) (3.11)
où P (0) = 1, P (1) = −µ, P (2) = µ2 − σ2, P (3) = −µ {3µ2 − σ2}, P (4) = 3σ4 − 6σ2µ2 + µ4.
Il est à noter qu'à ause de la tronature, l'approximation ne sera probablement pas positive
pour toutes les valeurs de x et son intégrale ne sera pas néessairement égale à 1.
Cependant, l'intérêt de ette approximation est dans l'expression de la distane entre la FDP
du proédé et la FDP désirée en utilisant la somme des arrés de la diérene entre les ÷f-
ients des deux FDP. Les paramètres du ontrleur peuvent être déterminés en minimisant
la fontion objetive suivante :
min JGC =
N∑
i=1
{ci − ci target}2 (3.12)
Il est à noter qu'à ause de la relation linéaire entre les moments et les ÷ients de GC
(Kuznetsov et al., 1965), le pairage des ÷ients de GC est équivalent au pairage des
moments ave une matrie de pondération (CCT ) appropriée. La matrie de pondération est
déterminée par le hoix des fontions de base.
Expression analytique pour les ÷ients de Gram-Charlier pour le as d'un ontrleur om-
mutant
Dans Forbes (2003), un lien analytique est établi entre les ÷ients de GC et le ontrleur
polynomial. Dans ette partie, un lien similaire sera élaboré entre les ÷ients de GC et
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un ontrleur ommutant. La variane du bruit de proédé étant α, les intégrales suivantes
peuvent être résolues. Le proessus est long, mais les aluls sont direts et solvables ave un
logiiel. Les expressions suivantes ont été obtenues ave Matlab
TM
.
i1 =
∞∫
−∞
{x− xsp} p(x)dx =
{
η
kakb
}1/2{
k
1/2
b − k1/2a√
pi
}
(3.13)
i2 =
∞∫
−∞
{x− xsp}2 p(x)dx = η
kakb
{
k
3/2
b + k
3/2
a
k
1/2
a + k
1/2
b
}
1
2
(3.14)
i3 =
∞∫
−∞
{x− xsp}3 p(x)dx =
{
η
kakb
}3/2{
k
1/2
b − k1/2a√
pi
}
(ka + kb) (3.15)
i4 =
∞∫
−∞
{x− xsp}4 p(x)dx =
{
η
kakb
}2{
k
3/2
b + k
3/2
a
k
1/2
a + k
1/2
b
}
3
4
(3.16)
Ave es intégrales et i0 =
∞∫
−∞
p(x)dx = 1, les moments mj peuvent être alulés tel que :
mj =
j∑
n=0
j!
n! {j − n}! inx
j−n
sp (3.17)
Les ÷ients de GC peuvent être ensuite alulés ave (3.11).
Il est sous-entendu que les expressions analytiques ont une appliation limitée, puisqu'une
expression analytique ne peut pas être trouvée pour une simple extension du problème où la
dynamique forée n'est pas unitaire,g(x) 6= 1. Cependant, le but de ette démonstration est
de prouver qu'il n'est pas plus diile d'utiliser un ontrleur ommutant qu'un ontrleur
polynomial pour résoudre e type de problème.
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3.3 Exemple
Pour et exemple, les apaités de formage de FDP d'un ontrleur ommutant et d'un
ontrleur polynomial sont omparées. De plus deux types de paramétrages sont analysés : le
pairage de ÷ients de Gram-Charlier et la minimisation de l'intégrale de l'erreur au arré
(IEC).
3.3.1 Formulation du problème
L'exemple hoisi est un réateur parfaitement mélangé en ontinu. L'entrée, qui est un ourant
d'eau ontaminée ave une onentration de polluant cin, est traitée (Forbes et al., 2004). Le
modèle est obtenu par bilan molaire et la variable manipulée est le débit D. Il est à noter
que la notation utlisée est spéique à ette setion.
dc
dt
=
D
V
{cin − c} − k
V
c+
1
V
w (3.18)
Dans l'équation 3.18, c est la onentration dans le réateur, V est le volume du réateur,
cin est la onentration entrant dans le réateur, k est la onstante de réation et w est un
bruit blan gaussien ajouté à la onstante de réation. La valeur numérique des paramètres
provient de Forbes et al. (2004) et sont donnés au tableau 3.1
Paramètre valeur
V 3 m3
cin 5
mol
m3
csp 0.05
mol
m3
k 0.297 m
3
sec
w moyenne=0, éart type =0.0005 mol
m3
Tableau 3.1 Paramètres du modèle proédé réation de premier ordre
Le but est que la onentration à la sortie soit en-dessous d'une norme environnementale. La
struture de ontrle est la même qu'à la gure 2.1, mais sans bruit de mesure.
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La ommande linéarisante a la forme suivante :
D =
V
{cin − c}
{
f(c) +
k
V
c
}
(3.19)
Ce qui donne la dynamique suivante en vue de former la FDP.
dc
dt
= f(c) +
1
V
w (3.20)
Un ontrleur ommutant (3.4) ou polynomial est utilisé en vue de former la FDP.
3.3.2 Résulats pour une FDP faiblement non gaussienne
Ensuite, la FDP ible hoisie est la même que dans l'artile de Forbes (Forbes et al., 2004).
La FDP semble peu intéressante dans un ontexte de formage de FDP puisqu'elle est presque
Gaussienne. Cependant, ette même FDP a déjà été utilisée dans d'autres travaux, elle est
don hoisie par souis de ohérene et pour omparer les diérentes approhes en vue former
une FDP. Les ÷ients de GC pour ette FDP ible sont : c0 = 1, c1 = 0, c2 = 0,
c3 = −0.078, c4 = 0.048. Le troisième moment, l'asymétrie, est de 1.53× 10−10. L'asymétrie
est si faible qu'elle est à peine visible. D'autres exemples ave plus d'asymétrie seront traités
plus tard.
Pour ette FDP ible, le paramétrage du ontrleur ommutant(3.4) et du ontrleur poly-
nomial (3.5) a été fait pour les deux approhes de paramétrages. Les quatre as sont donnés
aux tableaux (3.2) et (3.3).
Sur la gure 3.1, haque méthode donne des résultats similaires. Toutes montrent un peu
d'asymétrie ave une queue qui tend vers la gauhe. Cependant, sur le gros-plan de la gure
3.2, les algorithmes qui utilisent l'approximation de GC semblent perfomer moins bien que
eux qui minimisent l'IEC. Ils sont un peu plus distants de la FDP ible que les FDP venant
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Paramètre Ave l'approximation de GC Ave la minimisation de l'IEC
k1 0.126 0.161
k2 13.28 3.051
k3 1.041 × 104 5504
k4 -5.6 × 106 1.104
Tableau 3.2 Paramètres du ontrleur polynomial pour le as ave une FDP ible faiblement
asymétrique
Paramètre Ave l'approximation de GC Ave la minimisation de l'IEC
ka 0.1451 0.1450
kb 0.1610 0.1438
Tableau 3.3 Paramètres du ontrleur ommutant pour le as ave une FDP ible faiblement
asymétrique
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Figure 3.1 FDP pour le as ave une FDP ible faiblement asymétrique (CP : ontrleur
polynomial , CC : Contrleur ommutant)
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Figure 3.2 Gros-plan sur la moyenne du graphique des FDP pour le as de la FDP ible
faiblement asymétrique(CP : Contrleur polynomial, CC : ontrleur ommutant)
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Figure 3.3 Comportement de la variable manipulée pour le as de la FDP ible faiblement
asymétrique (CP : Contrleur polynomial, CC : ontrleur ommutant)
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de ontrleurs paramétrés ave l'IEC. C'est dû au fait que l'approximation de GC s'est faite
ave seulement les 4 premiers paramètres, les autres étant négligés. Quant à la diérene
entre les ontrleurs polynomiaux et ommutants, le résultat nal est pratiquement le même
les ourbes étant l'une sur l'autre.
Cependant, il y a des grandes diérenes du point de vue de l'installation des ontrleurs. Le
pairage des paramètres de GC mènent à des valeurs élevées pour les paramètres du ontrleur
polynomial. Cela peut mener à des problèmes de robustesse puisqu'une petite erreur sur l'un
de es paramètres hangera le omportement du polynme grandement. De plus, en observant
les fontions non linéaires de la gure 3.3, il est possible de voir que tous les 4 ontrleurs ont
le même omportement aux alentours du point de onsigne. Il est à prendre en ompte que les
ontrleurs polynomiaux deviennent instables lorsque la ourbe oupe l'axe des x. C'est le as
pour les valeurs en bas de 0.046 pour le ontrleur polynomial paramétré ave l'approximation
de GC. Pour le ontrleur polynomial paramétré ave la minimisation de l'IEC, la zone de
stabilité se trouve entre 0.044 et 0.056. À l'inverse, les ontrleurs ommutants seront stables
sur toute la plage d'opération.
3.3.3 Résultats ave une FDP ible triangulaire
Pour ette partie, la FDP ible hoisie est une FDP triangulaire ave un angle droit à droite.
À part ette spéiation, les autres paramètres sont hoisis de façon à e que la moyenne et
la variane soient les mêmes que elles de l'exemple préédent. C'est ainsi qu'ave une FDP
ible beauoup plus asymétrique que l'exemple préédent, les diérenes entre les méthodes
de paramétrisation et la diérene entre le nombre de paramètres utilisés pourront être plus
évidentes.
Pour la première partie, le paramétrage utilisera la méthode par approximation de GC. Ainsi,
l'impat du nombre de ÷ients à pairer pourra être abordé. À la gure (3.4), le ontrleur
ommutant donne de meilleurs résultats que le ontrleur polynomial. C'est dû à la dérivée
non dénie au point de ommutation qui rée une non-linéarité qui rend la FDP plus asymé-
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Figure 3.4 FDP résultant de la paramétrisation ave un nombre diérent de paramètres pour
l'approximation de GC. (CP : ontrleur polynomial, CC : ontrleur ommutant)
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Figure 3.5 FDP résultant de la paramétrisation ave IEC et diérents ordres de ontrleurs
pour le ontrleur polynomial. (CP : ontrleur polynomial, CC : ontrleur ommutant)
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trique qu'ave un ontrleur polynomial. De plus, le nombre de ÷ients de GC n'inuene
pas beauoup les résultats du ontrleur ommutant. Quant au ontrleur polynomial, il y
a une diérene entre le pairage de 4 et 6 paramètres( gure 3.4). Le ontrleur qui paire
4 ÷ients de GC ave un polynme de 4 paramètres donne une forme plus triangulaire,
tandis que le ontrleur qui paire 6 ÷ients de GC ave un polynme de 6 paramètres
donne une forme plus ronde.
Par la suite, le paramétrage par minimisation de l'intégrale de l'erreur est abordé. L'impat
de l'ordre du polynme du ontrleur polynomial est analysé. Un ontrleur polynomial
du seond ordre est analysé. Celui-i a la même struture que l'équation (3.5), mais ave
les paramètres k3 et k4 nuls. À la gure 3.5, le ontrleur ommutant donne de meilleurs
résultats que le ontrleur polynomial. Quant au ontrleur polynomial, il y a une diérene
signiative entre les strutures à 2 et à 4 paramètres. Le ontrleur à 4 paramètres est plus
prohe de la ible triangulaire, mais montre une osillation. D'un autre té, le ontrleur de
seond ordre donne une forme plus ronde.
Pour en revenir aux approhes entre le pairage des ÷ients et la minimisation de l'erreur
au arré, il ne semble pas y avoir de diérene signiative.
3.3.4 Résultats ave une FDP bimodale
Pour la dernière partie, la gure 3.6, une FDP ible bimodale a été hoisie pour montrer les
limites du formage ave un ontrleur ommutant. C'est ainsi qu'une FDP ible omposée de
deux triangles est hoisie. Ce as extrême est hoisi sahant qu'auun résultat ne sera parfait
et 'est seulement pour voir omment les ontrleurs pourront approher ette forme.
La méthode hoisie est la minimisation de l'intégrale de l'erreur au arré pour les deux types
de ontrleurs. À la gure 3.6, le ontrleur polynomial a assez de exibilité mathématique
pour émuler une forme bimodale. À l'inverse, le ontrleur ommutant éhoue lamentable-
ment, il n'y a qu'une lohe. Finalement, les résultats montrent aussi qu'il est probablement
impossible d'avoir une valeur nulle entre les deux lohes omme la FDP ible.
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Figure 3.6 FDP pour ontrleur ommutant et polynomial paramétrés ave l'IEC ave FDP
ible bimodale (CO : ontrleur polynomial, CC : ontrleur ommutant)
3.3.5 Disussion
Comparaison entre un ontrleur polynomial et un ontrleur ommutant. Les raisons prin-
ipales d'utiliser un ontrleur polynomial sont : (i) la ontinuité de leur formulation ma-
thématique qui failite leur installation dans un milieu industriel et (ii) la possibilité d'ajou-
ter des termes an d'améliorer leur exibilité. Premièrement, les résultats montrent que les
ontraintes de stabilité font en sorte que le ontrleur doit avoir un omportement plus ou
moins linéaire autour de sa région d'opération. Par onséquent, un ontrleur ommutant
pourrait tout aussi bien performer qu'un ontrleur polynomial. Deuxièmement, il a été dé-
montré qu'il n'y avait pas plus de diultés à traiter mathématiquement la disontinuité
d'un ontrleur ommutant par rapport au ontrleur polynomial. De plus, le ontrleur
ommutant est plus stable et robuste sur une plus grande plage d'opération. Cela, même si
la non-linéarité est assez forte pour avoir des FDP qui sont très asymétriques. Cependant,
le défaut du ontrleur ommutant est qu'il n'y a que 3 paramètres (2 gains et le point de
onsigne), le rendant inapable d'émuler des formes de FDP ible omplexes. Dans es as, il
faudrait analyser la possibilité d'utiliser un ontrleur ave plusieurs points de ommutation
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ou un ontrleur ommuntant non linéaire.
Comparaison entre la méthode de paramétrisation par pairage des ÷ients de GC et la
minimisation de l'erreur au arré : Parmis les méthodes de paramétrage, la minimisation
a l'avantage de tenir en ompte tous les moments de la FDP, tandis qu'ave la méthode
par pairage de ÷ients de GC, seulement les moments assoiés aux ÷ients hoisis
sont émulés. Les moments supérieurs étant négligés. Par onséquent, la minimisation devrait
donner de meilleurs résultats, mais les résultats démontrent que et avantage est seulement
marginal.
3.4 Conlusion
Ce hapitre a démontré qu'un ontrleur ommutant peut être utilisé dans des appliations
de formage de fontion de densité de probabilité. Il est tout aussi eae, et dans ertains
as, plus eae, que le ontrleur polynomial. La solution analytique de la forme de la FDP
d'un système ave ontrleur ommutant peut être obtenue, même s'il y a disontinuité au
point de ommutation. Par la suite, ette solution a été utilisée pour omparer deux types
de paramétrage : le pairage de ÷ients de Gram-Charlier et la minimisation de l'intégrale
de l'erreur au arré. Il a été déterminé que la minimisation donne de meilleurs résultat pare
que tous les moments de la FDP sont utilisés.
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CHAPITRE 4
EFFETS DU BRUIT DE MESURE
4.1 Introdution
Ce hapitre va traiter spéiquement des eets du bruit de mesure dans un système lorsqu'il
y a un ontrleur non linéaire. Il utilisera les onepts mathématiques développés au hapitre
2 et plus préisément à la setion 2.4.
La fontion de densité de probabilité (FDP) est un outil important pour déterminer la varia-
bilité d'un proédé. Cette variabilité inuene la performane éonomique du proédé, ette
inuene peut être alulée ave l'aide de la FDP (Latour (1992); Zhou et Forbes (2003)). En
général, ave une FDP plus étroite, don une diminution de la variane, le proédé est plus
rentable. C'est pourquoi la plupart des études se sont onentrées sur le deuxième moment
entral (la variane) (Aström (1970); Harris (1989); Harris et al. (1999)).
Pour inuener la variane d'un système dynamique, le paramétrage d'un ontrleur linéaire
est susant. Cependant, il a été démontré que lorsqu'un ontrleur non linéaire est utilisé, il
est possible d'inuener la forme de la FDP au omplet. Ce domaine est nommé le formage de
fontion de densité de probabilité, qui traite de la struture et du paramétrage d'algorithmes
non linéaires an que la FDP de la variable d'intérêt d'un proédé émule une FDP ible.
Le problème du formage de FDP a déjà été traité au hapitre 3. Cependant, le problème
traité n'avait pas de bruit de mesure. Comme il sera démontré dans e hapitre, le bruit de
mesure a une inuene signiative sur la FDP et seulement quelques études (Liberzon et
Brokett, 2000; Speyer et al., 1974) ont abordé sommairement le problème sans l'analyser en
profondeur.
Le but prinipal de e hapitre est l'étude de la FDP d'un système dynamique ave bruit de
proédé et bruit de mesure, ave un ontrleur non linéaire. L'équation de Fokker-Plank-
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Kolmogorov est utilisée pour aluler la forme de FDP de la variable d'état du système. La
diulté prinipale vient du fait que le bruit de mesure entre de façon non linéaire dans le
système et que l'équation de FPK requiert que le bruit entre de façon linéaire. C'est pourquoi
il a fallu linéariser le système omme à la setion 2.4 du hapitre 2.
Du té de l'analyse, il y est démontré qu'ave l'absene de bruit de mesure et en présene
d'un ontrleur non linéaire, la FDP peut montrer des aratéristiques asymétriques, tandis
que le mode demeure au point de onsigne. C'est aussi le as des ontrleurs antisymétriques
(le gain du ontrleur est symétrique d'une part et d'autre du point de onsigne). Cependant,
ave du bruit de mesure et un ontrleur non linéaire, le mode de la FDP n'est plus au point
de onsigne. En plus, l'asymétrie diminue ave une augmentation du bruit de mesure.
Le hapitre se divise en deux parties. La première partie disute des propriétés de la FDP
ave un système ave un ontrleur non linéaire ave bruit de proédé et bruit de mesure. La
deuxième partie ontient des résultats de simulations. Il est à noter que les outils mathéma-
tiques pour les deux parties proviennent du hapitre 2.
4.2 Analyse des eets du bruit de mesure sur le biais
Pour ette setion, la position du mode est analysée an de quantier les eets du bruit de
mesure sur un système ave un ontrleur non linéaire. Le mode orrespond au maximum de
la FDP et représente la valeur où la probabilité de survenir est la plus élevée. Le mode est
obtenu en dérivant la FDP , p(x). Pour ette démonstration, l'équation 2.9 du hapitre 2 est
dérivée :
dp
dx
= p0e
x∫
0
2f(ξ)−g(ξ)
∂g(ξ)
∂ξ
g2(ξ)
dξ
{
2f(x)− g(x)∂g(x)
∂x
g2(x)
}
(4.1)
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Exepté pour x = −∞ et x =∞, la raine de l'équation est donnée par :
2f(x) = g(x)
∂g
∂x
(4.2)
Propriété 4.2.1. la position du mode n'est pas inuenée par le bruit de proédé , et e,
pour tous les types de ontrleurs non linéaires.
Preuve : La position du mode est déterminée par les raines de 2f(x) = g(x) ∂g
∂x
. Par dé-
nition, f(x) n'est pas inuenée par le bruit de proédé. À la setion 2.4, g(x) est dénie
par :
g2(x) = α + βg2v(x) (4.3)
Se servant de l'équation préédente :
g(x)
∂g(x)
∂x
=
1
2
∂g2(x)
∂x
= β
1
2
∂g2v(x)
∂x
= βgv(x)
∂gv
∂x
(4.4)
C'est ainsi que les parties de l'égalité ne sont pas inuenées par le bruit de proédé (α), et
par le fait même, elui-i n'inuene pas le mode.
Propriété 4.2.2. En l'absene de bruit de mesure, le mode est zéro pour tous les types de
ontrleurs non linéaires.
Preuve :
Au point de onsigne (ii 0), f(0) = a(0) − b(0)K(0). Puisque pour les système linéaires
anes, a(0) = 0, K(0) = 0, et b(0) = b0. Don, f(0) = 0. En absene de bruit de
mesure, g(x) =
√
α et ∂g
∂x
= 0. Par onséquent, à x = 0, f(x) et g(x) ∂g
∂x
sont nuls, e qui fait
que le maximum de p(x) est à x = 0.
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Propriété 4.2.3. Si (i) le ontrleur est antisymétrique, i.e., K(−x) = −K(x) et (ii)
∂b
∂x
(0) = 0, alors le mode est égal à zéro.
Preuve :
Si le ontrleur est antisymétrique, ela implique que le gain du ontrleur,
∂K
∂v
, est symétrique
et
∂2K
∂v2
est antisymétrique. Il est à noter que p(v) est symétrique puisque 'est un bruit gaussien
ave une moyenne de zéro. Don, les expressions pour les dynamiques forées et libres sont
données par :
f(0) = b0
∞∫
−∞
K(v)p(v)dv = 0 (4.5)
gv(0) = b0
∞∫
−∞
∂K
∂v
(v)p(v)dv 6= 0 (4.6)
∂gv
∂x
(0) =
∂b
∂x
(0)gv(0) + b0
∞∫
−∞
∂2K
∂v2
(v)p(v)dv = 0 (4.7)
g2(x) = α + βg2v(x) (4.8)
Considérant que
∂b
∂x
(0) = 0, les expressions de f(x) et g(x) ∂g
∂x
sont nulles au point x = 0.
Dans e qui va suivre, il sera démontré que le mode n'est pas toujours zéro.
Proposition : Dans le as où le ontrleur n'est pas antisymétrique et que le bruit de mesure
est non nul, le mode est non nul. Cependant, ave ertains hoix spéiques pour le ontrleur,
il est possible de ontrearrer et eet.
Il en résulte que le bruit de mesure peut translater la FDP quand le gain du ontrleur n'est
pas symétrique. Dans e qui va suivre, exepté pour un hoix spéique des paramètres de
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ontrleur, le mode ne sera pas à zéro.
Pour le ontrleur quadratique, f(0) = −b0K1β ou β est la variane du bruit de mesure. Il
est à noter que le terme quadratique fait en sorte que la valeur de f(0) est non nulle. De
plus, gv(0) = −b0K0 et g′v(0) = −b′(0)K0 − 2b0K1. Pour que l'égalité 2f(x) = βgv(x)∂gv∂x ait
une solution à x = 0, il faut que K1 = − K
2
0b
′(0)
2{1+b0K0}
. Tout autre hoix pour K1 résultera en
un mode non nul, une translation de la FDP. Si b(x) est une onstante, il faut que K1 = 0
pour que le mode soit à zéro. Entre d'autres mots, le ontrleur ne devrait pas avoir de partie
quadratique, soure de non-linéarité.
Une onlusion similaire, peut être obtenue ave le ontrleur ommutant. À x = 0, il est
possible de aluler :
f(0) = −b0 {Kb −Ka}
√
β
2pi
(4.9)
gv(0) = −b0Ka +Kb
2
(4.10)
g′v(0) = −b′(0)
Ka +Kb
2
− b0Kb −Ka
2
√
1
2piβ
(4.11)
Cela mène à {Kb −Ka} = −b′(0)
√
2piβ {Ka+Kb}
2
8+b0{Ka+Kb}
. Par onséquent, seul un hoix partiulier
pour Ka et Kb peut mener à un mode à 0. En partiulier, si b(x) est une onstante Kb = Ka
est le seul hoix pour avoir un mode à zéro.
Il y a d'autres propriétés intéressantes qui ne peuvent être failement démontrées analytique-
ment. La plus intriguante est l'asymétrie déroissante ave le bruit de mesure. Celle-i sera
démontrée par des simulations à la setion suivante.
En résumé, 3 eets d'un ontrleur non linéaire sur une FDP d'une variable d'état ont été dé-
rits. La omposante linéaire inuene la variane, le terme non linéaire inuene l'asymétrie
et le bruit de mesure induit une translation de la FDP.
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4.3 Résultats de simulation
Cette setion présente les résultats de simulation pour le système suivant, où v et w sont des
bruit blans gaussiens non orrélés :
x˙ = a(x)− b(x)K(x+ w) + v (4.12)
sur lequel on verra l'eet d'une non-linéarité provenant d'un ontrleur ommutant de type :
K(y) =

 Kay si y ≥ 0Kby si y < 0 (4.13)
et d'un ontrleur quadratique de la forme :
K(y) = K0y +K1y
2
(4.14)
Le système est paramétré par a(x) = 0 et b(x) = 1. En e qui onerne le as de base, la
variane du bruit de proédé est xée à α = 0.5 tout omme elle du bruit de mesure β = 0.5.
Dans le même ordre d'idées, les paramètres pour le ontrleur quadratique du as de base
sont xés à K0 = 0.5, K1 = 0.05 et eux du ontrleur ommutant à Ka = 0.35 et Kb = 0.65.
Chaque FDP est obtenue par la résolution numérique des équations pour le as ave bruit
de proédé et bruit de mesure développées au hapitre 2 à la setion 2.4.
4.3.1 Eets du bruit de mesure
Premièrement, les eets du bruit de mesure ont été analysés. Diérentes varianes ont été
onsidérées pour avoir des as où le bruit de mesures était dominant et d'autres as où le
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bruit de proédé était dominant.
Pour le as du ontrleur quadratique, le tableau 4.1 présente les moments pour diérentes
varianes du bruit de mesure (β). Pour les sénarios ayant rapport au ontrleur ommutant,
les résultats sont présentés au tableau 4.2. Les deux tableaux ont les mêmes tendanes,
quoique les eets sont plus prononés sur les as ave un ontrleur ommutant. L'aspet le
plus important est l'aroissement du mode et de la moyenne ausé par la translation disutée
plus haut. L'augmentation de la variane est attribuable à l'aroissement de la variane du
bruit de mesure. Aussi, un autre phénomène d'intérêt est la diminution de l'asymétrie ave
une augmentation de la variane du bruit de mesure. Non seulement l'asymétrie diminue,
mais elle hange de signe. Cela est attribuable au bruit de mesure : plus il est élevé, plus
le ontrleur fait des erreurs de hoix de gains. C'est-à-dire que l'erreur induite par le bruit
de mesure pousse le ontrleur dans une zone agressive alors qu'il devrait réagir douement.
Quand le ontrleur réagit agressivement, il pousse l'état dans la zone doue. Ave du bruit de
mesure, si l'état est déjà dans une zone doue, il se retrouve envoyé enore plus profondément
dans la zone doue. C'est ainsi que l'asymétrie hange de signe. Il est à noter que tous les
moments et le mode sont aetés par le bruit de mesure.
β 0 0.25 0.5 0.75 1
mode 0 -0.04 -0.08 -0.11 -0.15
moyenne -0.06 -0.08 -0.10 -0.12 -0.14
variane 0.51 0.58 0.64 0.71 0.77
asymétrie -0.06 -0.04 -0.03 0 0.03
Tableau 4.1 Variations des moments entraux et du mode par rapport au bruit de mesure
pour un système ave un ontrleur quadratique (α = 0.5, K0 = 0.5, K1 = 0.05).
β 0 0.25 0.5 0.75 1
mode 0 -0.15 -0.21 -0.26 -0.30
moyenne -0.19 -0.22 -0.25 -0.27 -0.29
variane 0.54 0.60 0.66 0.72 0.78
asymétrie -0.10 -0.07 -0.04 -0.01 0.01
Tableau 4.2 Variations des moments entraux et du mode par rapport au bruit de mesure
pour un ontrleur ommutant(α = 0.5, Ka = 0.35, Kb = 0.65).
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4.3.2 Eets du bruit de proédé
Par la suite, l'eet du bruit de proédé est analysé. Tout omme pour le as du bruit de
mesure, plusieurs varianes du bruit de proédé sont onsidérées.
Les résultats sont donnés au tableau 4.3 pour le ontrleur quadratique et au tableau 4.4
pour le ontrleur ommutant. L'aspet le plus important est qu'il n'y a pas d'inuene de
la variane du bruit de proédé sur le mode. Celui-i ne hange pas même si la variane du
bruit de proédé varie. De plus, le bruit de proédé inuene grandement l'asymétrie. Quand
elui-i est bas, la FDP est presque gaussienne même si le ontrleur est non linéaire. Don,
le bruit de proédé est plus important que le bruit de mesure quand il s'agit de l'asymétrie
de la FDP.
α 0 0.25 0.5 0.75 1
mode -0.07 -0.07 -0.07 -0.07 -0.07
moyenne -0.05 -0.08 -0.10 -0.12 -0.15
variane 0.13 0.38 0.64 0.91 1.18
asymétrie 0.01 0.01 -0.02 -0.09 -0.20
Tableau 4.3 Moments entraux et mode par rapport au bruit de proédé pour le ontrleur
quadratique(β = 0.5, K0 = 0.5, K1 = 0.05)
α 0 0.25 0.5 0.75 1
mode -0.21 -0.21 -0.21 -0.21 -0.21
moyenne -0.16 -0.20 -0.25 -0.27 -0.30
variane 0.12 0.39 0.66 0.93 1.2
asymétrie 0.01 -0.01 -0.04 -0.11 -0.19
Tableau 4.4 Moments entraux et mode par rapport au bruit de proédé pour le ontrleur
ommutant (β = 0.5, Ka = 0.35, Kb = 0.65)
4.3.3 Eet de la non-linéarité
Troisièmement, l'eet de la non-linéarité du ontrleur a été analysé. Pour y arriver, le terme
quadratique du ontrleur quadratique a été modié, tandis que pour le ontrleur ommu-
tant, 'est la diérene entre les gains qui a été modiée, mais en gardant la somme des deux
gains onstante.
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Pour le ontrleur quadratique, les résultats sont présentés au tableau Table 4.5 et eux du
ontrleur ommutant au tableau 4.6. Pour le ontrleur quadratique, le mode et la moyenne
augmentent de façon quasi-linéaire ave la valeur de la partie quadratique. Ce qui n'est pas
le as pour le ontrleur ommutant. L'asymétrie est aetée non linéairement, s'aroissant
onsidérablement quand la non-linéarité est grande.
Le dernier test a été fait pour voir si deux non-linéarités de signes diérents sont le miroir l'une
de l'autre. Par exemple, K1 = 0.1 et K1 = −0.1 pour le as quadratique et Kb −Ka = −0.8
pour le as du ontrleur ommutant. On y voit que la moyenne, le mode et l'asymétrie
ne font que hanger de signe, tandis que la variane reste la même. Puisque le système est
linéaire, il est normal que les moments impairs se reètent. Quant aux moments pairs, il est
normal qu'ils ne hangent pas puisque la FDP est l'image symétrique du gain opposé.
K1 0 0.025 0.05 0.075 0.1 -0.1
mode 0 -0.04 -0.08 -0.11 -0.15 -0.15
moyenne -0.01 -0.06 -0.10 -0.15 -0.22 0.20
variane 0.62 0.63 0.64 0.66 0.74 0.74
asymétrie 0.00 -0.01 -0.02 -0.05 -0.25 0.23
Tableau 4.5 Moment entraux et mode par rapport à la non-linéarité du ontrleur quadra-
tique (α = 0.5, β = 0.5, K0 = 0.5)
Kb −Ka 0 0.2 0.4 0.6 0.8 -0.8
mode 0 -0.13 -0.29 -0.42 -0.69 0.69
moyenne -0.01 -0.18 -0.33 -0.58 -1.04 1.01
variane 0.62 0.64 0.70 0.85 1.29 1.25
asymétrie -0.01 -0.01 -0.08 -0.18 -0.66 0.69
Tableau 4.6 Moments entraux et mode par rapport au bruit de proédé pour le ontrleur
ommutant (α = 0.5, β = 0.5, Ka +Kb = 1)
4.3.4 Eet sur les performanes éonomiques
Pour ette setion, l'importane de la translation sur la PDF induite par la non-linéarité et le
bruit de mesure sur les performanes éonomiques du proédé est analysée. Plus préisément,
la performane éonomique d'un proédé où ette translation a été prise en ompte est
omparée à elle où ette translation est ignorée. Le proédé en question est le même qu'à la
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setion préédente(a = 0 et b = 1) où la variane du bruit de proédé est α = 1. Le ontrleur
non linéaire est un ontrleur ommutant où Ka = 0.05 et Kb = 0.95. De plus, pour varier
la translation, le bruit de mesure aura des valeurs diérentes.
La fontion éonomique l(x) pour et exemple est une fontion linéaire où les oûts variables
sont représentés par Se et les oûts xes par B. De plus, il y a une pénalité P si la valeur de la
variable dépasse une ertaine valeur Z. Cependant, les oûts xes et variables ne s'appliquent
plus quand la ontrainte est dépassée à ause que les matériaux sont reylés.
l(x) =

 Sex+B si y < ZP si y ≥ Z (4.15)
Le valeurs numérique utilisées sont Se = −1, B = 5, C = 11et P = 175. Pour aluler le oût
lié à une FDP spéique p(x), la fontion d'espérane d'une variable aléatoire est utilisée :
C(x) =
∞∫
−∞
p(x)l(x)dx (4.16)
Pour ette partie, la FDP pour le système est alulée en utilisant les onepts développés
au hapitre 2. Par la suite, le point de onsigne optimal est alulé vis-à-vis la fontion oût
dérite par l'équation 4.16 prenant par le fait même la translation en ompte. Cette valeur
est appelée Cshift. Par la suite, la translation n'est pas prise en ompte et la fontion oût
est realulée, Cno,shift. Finalement l'importane de la translation est alulée :
% =
Cno,shift − Cshift
Cshift
× 100 (4.17)
Le % est alulé pour diérentes varianes du bruit de mesure à la gure 4.1. Sur ette gure,
il est possible de voir l'amélioration due au hangement de point de onsigne sahat que la
FDP est déplaée. Ainsi, même ave un faible bruit de mesure, l'amélioration due au fait
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d'avoir tenu en ompte la translation est signiative. De plus, l'avantage éonomique semble
se stabiliser plus la variane du bruit de mesure est élevée, e qui est dû au lien non linéaire
qui relie la translation à la variane du bruit de mesure.
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Figure 4.1 Graphique du pourentage d'amélioration en tenant ompte de la translation pour
diérents bruits de mesure
4.4 Conlusion
Ce hapitre a traité de l'analyse de la FDP d'un système ave bruit de mesure et ontrleur
non linéaire. Plusieurs eets ont pu être observés et liés à un paramètre du système. La
translation de la FDP qui est prinipalement ausée par le bruit de mesure. L'asymétrie est
ausée par le bruit de proédé. Celle-i diminue jusqu'à hanger de signe s'il y a trop de bruit
de mesure. Ces deux phénomènes ne sont pas intuitifs à première vue.
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CHAPITRE 5
OPTIMALITÉ D'UNE FDP ASYMÉTRIQUE
5.1 Introdution
L'optimisation dans un ontexte stohastique implique la valeur espérée d'une fontion ob-
jetif. Dans e ontexte, l'entière distribution est inlue dans la formulation du problème,
non seulement la moyenne. Typiquement, ave la présene de ontraintes, la variabilité est
réduite ave l'usage approprié des ontrleurs. Par après, le point de onsigne est approhé de
la ontrainte. L'utilisation de ontrleurs à variane minimale a été largement étudiée dans
la ommunauté sientique (Muske, 2003).
Cependant, le formage de fontion de densité de probabilité (FDP) pourrait être une al-
ternative pour réduire les oûts d'opération. La première mention de e onept a été faite
par Kàrny` (Kàrn y, 1996). Par la suite Wang (Wang, 1998) a développé un algorithme de
formage de FDP basé sur les poids d'une spline de type B qui paramétrise la FDP de la
variable d'état. Cette méthode a été améliorée depuis par les mêmes auteurs (Wang, 2002;
Wang et Wang, 2002a,b; Guo et Wang, 2005a,b). Crespo (Crespo et Sun, 2002b) a utilisé une
solution analytique de l'équation de Fokker-Plank-Kolmogorov (FPK) en régime permanent
pour faire un algorithme de formage de FDP. D'un autre té, Forbes (Forbes et al., 2004)
a développé un algorithme basé sur la paramétrisation d'une FDP ible ave des fontions
de base de Gram-Charlier. Cependant, tous les travaux ités abordent le problème d'émuler
une FDP ible, même si l'objetif prinipal est d'optimiser le système. Auune indiation sur
la manière hoisir mathématiquement une FDP ible appropriée pour la fontion oût du
proédé n'est développée.
Il a été posé dans tous les travaux préédents que l'avantage du formage de FDP est d'avoir
une FDP de forme asymétrique. La néessité d'une FDP asymétrique vient des asymétries
de la fontion oût. Celles-i proviennent des ontraintes d'opération et de proédé. Dans
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une telle situation, une approhe par barrières est adoptée pour la résolution du problème ;
un oût additionnel est ajouté lorsque qu'une ontrainte est dépassée, ausant ainsi une
asymétrie.
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Figure 5.1 Exemple d'une fontion oût asymétrique
La gure 5.1 est un exemple où une pénalité onstante est additionnée. Cette gure représente
le oût pour d'entreposage d'un produit himique, si la température est trop élevée, le pro-
duit se dégrade. Cependant, plus la température est froide, plus les oûts de refroidissement
sont élevés. Si la température dépasse la ontrainte de 11
◦
C, alors le produit est dégradé,
oasionnant une perte éonomique. De telles pénalités ausent des asymétries importantes
autour de la solution optimale. La solution optimale sans élément stohastique serait à 11
◦
C. Cependant, ave du bruit de proédé, même ave un ontrleur qui réduit la variane
du système, le point de onsigne doit être en deçà de 11
◦
C pour minimiser la fration de
la distribution qui dépasse la ontrainte. Deux approhes peuvent être utilisées, la première
étant de paramétrer le ontrleur qui donnera la variane la plus petite, l'autre est le formage
de FDP qui forme la FDP de la variable d'intérêt asymétriquement de façon à avoir le té
abrupt de la FDP du té de la ontrainte et une longue queue de l'autre té.
Même si intuitivement, les FDP asymétriques semblent optimales, à la onnaissane de l'au-
teur, auun résultat formel n'a été produit pour distinguer les as où une FDP asymétrique
donnerait de meilleurs résultats qu'une FDP symétrique. C'est de et aspet que e hapitre
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va traiter. La réponse dépend du poids aordé à la variable manipulée dans la fontion oût.
Ave un ontrleur à variane minimale, la variane de la variable d'état diminue au dépend
de la variable manipulée, e qui use prématurément les équipements. Une FDP asymétrique
permet de s'approher de la ontrainte sans une augmentation démesurée de la variane de
la variable manipulée.
Ce hapitre fera un retour sur le système utilisé et la solution de l'équation de Fokker-
Plank-Kolmogorov(FPK) pour un ontrleur ommutant. Ensuite, l'optimalité (ou la non
optimalité) de la solution symétrique est testée. La dernière setion est onsarée à un exemple
de simulation où l'amélioration de performane éonomique est due à l'utilisation d'une FDP
asymétrique.
5.2 Formulation du problème
Le modèle utilisé est un système salaire non linéaire ave une entrée ontrlée u et w est un
bruit blan gaussien de variane α.
x˙ = a(x) + b(x)u + w (5.1)
Les fontions a(x) et b(x) représentent les dynamiques libres et forées du système. Considé-
rons l'optimisation du système en régime stationnaire expliqué i-haut.
min
u
φ(x, u) (5.2)
C(x, u) ≤ 0 (5.3)
a(x) + b(x)u = 0 (5.4)
où φ est la fontion onvexe à optimiser, C les ontraintes. Il est à noter que l'optimisation
83
onsidère le système d'équations sans bruit en régime permanent omme des ontraintes
d'égalité.
Dans le ontexte de e hapitre, une fontion pénalité est introduite pour tenir ompte des
ontraintes.
min
u
[φ(x, u) +D(C(x, u))] (5.5)
a(x) + b(x)u = 0 (5.6)
D(.) représente la fontion oût augmentée, qui demeure onvexe. Comme il a déjà été dit,
D(.) étant asymétrique, ela amène une asymétrie dans la fontion oût.
Dans le ontexte de e travail de reherhe, x est onsidéré omme stohastique à ause de la
présene de bruit. Dans e hapitre il n'y aura que du bruit de proédé, v. Par onséquent,
la fontion espérane de la fontion oût doit être alulée pour solutionner le problème
d'optimisation. Celle-i devient :
J =
∫ ∞
−∞
∫ ∞
−∞
Φ(x, u)p(x, u)dxdu (5.7)
où p(x, u) est la FDP jointe.
5.3 Contrleur utilisé
Dans ette setion, le ontrleur non linéaire pour faire le formage de FDP sera présenté.
Cette non-linéarité est ruiale, puisque si le proédé et le ontrleur étaient linéaires et le
bruit entrant était gaussien, la FDP de la variable d'état serait elle aussi gaussienne.
Ii, un ontrleur ommutant est utilisé pour réer la non-linéarité, elle-i provenant de la
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ommutation entre les deux gains, il en résultera une FDP asymétrique.
K(y) =


Ka {x− xsp} si x ≥ xsp
Kb {x− xsp} si x < xsp
(5.8)
5.4 Solutions analytiques développées
Dans ette setion, un bref retour sera fait sur les équations utilisées pour développer le
problème d'optimisation. Celles-i proviennent essentiellement du hapitre 2 où le problème
d'un système ave seulement du bruit de proédé et un ontrleur ommutant a été solutionné
à la setion 2.3.2.1.
C'est ainsi que le terme f(x) est déni par :
f(x) =


−Ka {x− xsp} pour x ≥ xsp
−Kb {x− xsp} pour x < xsp
(5.9)
et le terme g(x) est déni par :
g(x) =
√
α (5.10)
Par après, es deux équations sont insérées dans la solution de l'équation de Fokker-Plank-
Kolmogorov :
p(x) = p0 exp
∫ x
0 F (ξ)ξ
(5.11)
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où
F (x) =
2f(x)− g(x)∂g(x)
∂x
g2(x)
(5.12)
Cette équation peut être solutionnée analytiquement, e qui donnera :
p(x) =


p0 exp
−Ka
{xsp−x}2
2α pour x ≥ xsp
p0 exp
−Kb
{xsp−x}2
2α pour x < xsp
(5.13)
Cette solution peut être interprétée omme une fontion gaussienne par partie divisée au
point de onsigne. La variane de haque té étant diérente, l'éart type de haque té
peut être alulé tel que :
σ1 =
α√
2Ka
, σ2 =
α√
2Kb
(5.14)
D'ailleurs, la onstante de normalisation peut être alulée analytiquement :
p0 =
1√
pi {σ1 + σ2} (5.15)
Puisque la variable manipulée est utilisée, il faut avoir l'expression analytique de la FDP de
elle-i. Cette expression a été développée à la setion 2.3.2.1 du hapitre 2 :
La solution de l'équation devient don (où usp est la valeur de la variable manipulée au point
de onsigne (ii usp = 0 )) :
p(u) =


p0,u
ka
exp
− {−u}
2
2σ2u,a pour u ≥ usp
p0,u
kb
exp
− {−u}
2
2σ2
u,b pour u < usp
(5.16)
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Cette solution peut être interprétée omme une fontion gaussienne par partie divisée au
milieu. La variane de haque té étant diérente, l'éart type de haque té peut être
alulé tel que :
σu,a =
α√
2Ka
, σu,b =
α√
2Kb
(5.17)
D'ailleurs, la onstante de normalisation peut être alulée analytiquement :
p0,u =
1√
pi {σu,a/Ka + σu,b/Kb} (5.18)
5.5 Non optimalité de la solution symétrique
Dans ette setion, il sera démontré qu'une FDP symétrique est susante même si la fontion
objetif est asymétrique. S'il n'y a pas de poids sur la pénalité de la variable manipulée, alors
la solution optimale est une FDP symétrique où le gain du ontrleur est inni. De plus, s'il
n'y a pas de bruit de proédé, alors la solution optimale est un ontrleur symétrique ave un
gain nul. Cependant, s'il y a asymétrie et un poids sur la variable manipulée pour la fontion
oût, et qu'il y a du bruit de proédé, il sera démontré que la solution symétrique n'est pas
optimale.
Considérons l'équation 5.7, u est une fontion de x, alors la fontion objetif n'est qu'une
fontion de x. Pour les besoins de la fontion éonomique, la variane de la variable manipulée
sera introduite, h2(x) (puisque u est une fontion de x). Le fateur γ représente le poids sur
h2(x). Le restant de la fontion oût, ayant rapport diretement aux oûts reliés à x, est
nommé l(x) :
φ(x, u) = l(x) + γh2(x) (5.19)
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À ause de la struture imposée, les degrés de liberté du problème d'optimisation sont : xsp,
ka et kb.
min
xsp,Ka,Kb
J =
∫ ∞
−∞
l(x)dx+ γh2(x) (5.20)
La preuve de non optimalité est développée en dérivant les onditions néessaires du pro-
blème d'optimisation i-haut en onsidérant que ka et kb sont indépendants. Par la suite,
une ondition de symétrie est imposée, i.e. ka = kb. Cela donne 4 onditions (3 néessaires
et une de symétrie) pour 3 variables. Si les 3 onditions sont onsistantes, alors la solution
symétrique est optimale. De l'autre té, si ela mène à une inonsistane mathématique,
ela montrera que la solution symétrique n'est pas optimale pour le as développé.
Théorème : Le ontrleur ommutant symétrique pour un système linéaire est loalement
optimal si et seulement si (i) l(x) est symétrique autour de l'optimum, 'est-à-dire que la
troisième dérivée est nulle. Ou, (ii) le poids sur la variane de la variable manipulée, γ est
nul.
Sans perdre de généralité, soit x = 0, l(x) = 0, J = 0 est l'optimum en absene de bruit. L'ap-
proximation de Taylor au troisième ordre est faite sur l(x) autour de x = 0. Les deux premiers
termes sont nuls puisque l(0) = 0 et la première dérivée est nulle à ause de l'optimalité. Par
onséquent, l'expansion est donnée par :
l(x) = Σx2 + Λx3 (5.21)
où Σ et Λ sont les seondes et troisièmes dérivées à l'origine, faisant en sorte que l'équation
est loalement onvexe et asymétrique. L'espérane de oût , l'équation 5.7, devient don :
J = Σ
∫ ∞
−∞
x2p(x)dx+ Λ
∫ ∞
−∞
x3p(x)dx+ γh2(x) (5.22)
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Les onditions d'optimalité requièrent que les dérivées de J par rapport à xsp,Ka et Kb
soient nulles. Ces expressions sont obtenues grâe au solveur algébrique de MatLab
TM
. Pour
analyser la solution symétrique, l'égalité Ka = Kb = K est posée. Substituant l'expression
préédent dans les dérivées, on obtient :
dJ
dxsp
=
1
2K
{
4ΣKxsp + 6ΛKx
2
sp + 3Λα
}
= 0 (5.23)
dJ
dKa
+
dJ
dKb
=
α
2K2
{−3Λxsp − Σ + γK2} = 0 (5.24)
et
dJ
dKa
− dJ
dKb
=
√
α
piK3
{
2ΣKxsp + 3ΛKx
2
sp + 2Λα
}
= 0 (5.25)
En simpliant les termes (qui sont dans le même ordre), on obtient :
2Σxsp + 3Λx
2
sp +
3Λα
2K
= 0 (5.26)
γα
2
− α
2K2
{Σ + 3Λxsp} = 0 (5.27)
2Λα
K
+ 2Σxsp + 3Λx
2
sp = 0 (5.28)
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Si l'équation 5.28 est soustraite de 5.26 :
Λα
2K
= 0 (5.29)
Cela donne 3 as où la solution numérique est optimale.
Λ = 0 . C'est le as où la fontion oût n'est plus asymétrique puisque Λ représente la partie
asymétrique de la fontion oût. Cela ressemble au as de la variane minimimale où il y a
un gain optimal, elui-i ayant la valeur de
√
α
γ
. Dans e as, le point de onsigne optimal
est à xsp = 0
K = ∞ (implique γ = 0) dans l'équation 5.27. C'est le as où la variable manipulée n'est
plus pénalisée. Sans surprise, alors le gain optimal a une valeur innie. Par onséquent, la
variane tend vers zéro et le point de onsigne est à l'optimum de la fontion oût xsp = 0.
α = 0. C'est le as où il n'y a pas de bruit de proédé. Alors, le gain peut prendre n'importe
quelle valeur et le point de onsigne est à l'optimum de la fontion oût xsp = 0.
Don, si γ 6= 0, Λ 6= 0 et α 6= 0, ela fait en sorte que l'équation 5.29 n'est pas respetée et
que la solution ave un gain symétrique n'est pas optimale.
5.6 Exemple
Dans ette setion, un exemple où un système ave bruit de mesure est optimisé par rapport
à une fontion oût asymétrique omprenant un terme pénalisant la variane de la variable
manipulée. Le ontrleur ommutant optimal est obtenu ave l'aide de la FDP de la variable
d'état qui est obtenue ave l'expression analytique développée dans les setions préédentes.
Il y sera démontré que le ontrleur optimal mène à une FDP asymétrique.
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Une fontion oût analogue à la gure 5.1 est utilisée :
φ(x) = 13− x+D(c(x)) + 0.75h2(x) (5.30)
D(c(x)) = 175 si x > 11 (5.31)
D(c(x)) = 0si x ≤ 11 (5.32)
Le système dynamique est de type intégrateur (a = 0 et b = 1) ave un bruit de proédé ave
une variane α = 0.1.
5.6.1 Design du ontrleur
Le ontrleur dérit par l'équation 5.8 est utilisé ; par onséquent, il y a 3 paramètres à hoisir :
ka, kb et xsp. Ces paramètres sont trouvés par programmation non linéaire où l'équation 5.22
est minimisée.
J = 13−
∫ ∞
−∞
xp(x)dx+ 175
∫ ∞
11
p(x)dx+ 0.75
∫ ∞
−∞
h2(x)dx (5.33)
5.6.2 Résultats
Les paramètres optimaux pour un ontrleur ommutant et pour un ontrleur à simple gain
ont été trouvés numériquement. Pour aluler les paramètres optimaux du ontrleur à simple
gain, les mêmes algorithmes que pour le ontrleur ommutant ont été utilisés, mais ave la
ontrainte supplémentaire ka = kb. Les gains optimaux et les valeurs des fontions oût sont
présentés au tableau 5.1. On peut y voir qu'ave le ontrleur ommutant, les oûts sont
réduits de 5.93%. C'est qu'ave un ontrleur ommutant, il est possible d'avoir un gain plus
grand que le gain optimal d'un ontrleur optimal à gain simple. Cei permet d'avoir un té
plus abrupt. L'autre gain étant plus petit, ela ménage la variane de la variable manipulée.
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La gure 5.2 montre la FDP pour les deux ontrleurs. La FDP pour le ontrleur à gain
simple est symétrique, tandis que la FDP du système ave un ontrleur ommutant est asy-
métrique. Cette asymétrie est inversée pour la gure 5.3 ; 'est pare que près de la ontrainte,
la variable manipulée doit travailler plus fort du té du gain élevé pour réduire la variane,
tandis que du té du gain faible, la variable manipulée est moins solliitée.
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Figure 5.2 FDP de la variable d'état pour les ontrleurs optimaux ommutant et à gain
simple.
5.7 Conlusion
Ce hapitre a démontré la non optimalité d'une FDP symétrique lorsque la fontion oût
est asymétrique et la variable manipulée est ontrainte. Cette onlusion a été obtenue en
utilisant l'expression analytique de la FDP d'un système ave un ontrleur ommutant. Fi-
nalement, un exemple numérique a été développé où une FDP asymétrique donne de meilleurs
résultats qu'une FDP symétrique.
Type de ontrleur Contrleur ommutant Contrleur gain simple
Point de onsigne 10.70 10.40
Ka 6.26 1.96
Kb 1.30 1.96
Coût 2.53 2.69
Tableau 5.1 Paramètres des ontrleurs et oût assoiés
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Figure 5.3 FDP de la variable manipulée pour les ontrleurs optimaux ommutant et à gain
simple.
La signiation de ette déouverte est qu'elle montre lairement là où il est avantageux
d'avoir une FDP asymétrique. De plus, l'utilisation d'un ontrleur ommutant permet une
implantation faile dans le milieu industriel.
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CHAPITRE 6
OPTIMALITÉ AVEC BRUIT DE MESURE
6.1 Introdution
Comme il a déjà été vu au hapitre 4, l'ajout du bruit a plusieurs eets sur la FDP. Par
onséquent, es eets se transmettent à toute fontion oût liée à ette FDP. C'est pourquoi
les résultats du hapitre 5 ne peuvent être réutilisés pour e as. De plus, à ause de la nature
des solutions analytiques, il n'a été pas possible de les intégrer analytiquement, rendant par
le fait même impossible toute approhe analytique. En plus, ontrairement au as sans bruit
de mesure, la variane du système est bornée à une valeur nie, la variane minimale, e qui
limite par le fait même toute amélioration éonomique fae à une fontion oût quelonque.
6.2 Approhe de la problématique
Ii, puisqu'il n'y a pas de solution analytique intégrable pour la FDP, seulement des résultats
de simulation seront présentés, il n'y aura pas de preuve formelle, mais plutt des extensions
aux onlusions du hapitre 5. La première approhe sera d'appliquer la fontion oût de
l'exemple numérique du hapitre 5. Ainsi, il sera possible de voir si les 3 onditions pour
qu'une FDP asymétrique soit optimale susent pour le as ave un système ave bruit de
proédé et bruit de mesure. Il en résultera qu'une FDP asymétrique est optimale aussi quand
du bruit de mesure est ajouté au système. Le deuxième as onsiste à enlever la omposante
du bruit de mesure dans la fontion oût et voir s'il est possible pour une FDP asymétrique
d'être optimale dans e as. Les résultats démontrent que la FDP asymétrique demeure
optimale même si la variable manipulée n'intervient plus dans la fontion oût. Cependant,
la solution optimale demande une plus grande fréquene d'éhantillonnage, diminuant par le
fait même la variane minimale du système. Par onséquent, il reste à débattre si la variane
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minimale est réellement battue.
6.3 Extension des 3 onditions au as ave bruit de mesure
Il a été vu au hapitre 5 que les deux onditions les plus importantes pour qu'une FDP
asymétrique soit optimale fae à une FDP symétrique sont que : premièrement, la fontion
oût doit être asymétrique et deuxièmement, la variable manipulée doit être tenue en ompte
dans la fontion oût. C'est ainsi que pour ette partie, l'exemple numérique du hapitre 5
sera utilisé ave la solution numérique de la FDP d'un système ave ontrleur non linéaire,
bruit de proédé et bruit de mesure (équations du hapitre 2). De plus, un as sera optimisé
ave une variane du bruit de mesure de 0.1 et l'autre as aura une variane du bruit de
mesure de 1. Pour les 2 as, le système est de type intégrateur a = 0, b = 1 et la variane
du bruit de proédé est 1. Finalement, la fontion oût utilisée pour ette partie est la même
que l'exemple numérique du hapitre préédent :
Une fontion oût analogue à la gure 5.1 est utilisée :
φ(x) = 13− x+D(c(x)) + 0.75h2(x) (6.1)
D(c(x)) =


175 si x > 11
0 si x ≤ 11
(6.2)
Le ontrleur qui optimisera ette fontion oût, est un ontrleur ommutant :
K(x) =


Ka {x− xsp} si x ≥ xsp
Kb {x− xsp} si x < xsp
(6.3)
Les paramètres utilisés pour le problème d'optimisation sont Ka,Kb et xsp. Ces paramètres
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sont trouvés par programmation non linéaire où le problème suivant est minimisé.
J = 13−
∫ ∞
−∞
xp(x)dx+ 175
∫ ∞
11
p(x)dx+ 0.75
∫ ∞
−∞
h2(x)dx (6.4)
6.3.1 Résultats
Le problème d'optimisation a été résolu numériquement pour deux varianes de bruit de
mesure diérentes (0.1 et 1.0) pour en voir l'eet sur l'optimalité de la solution. La variane du
bruit de proédé est xée à 1.0. Comme au hapitre préédent, e problème a été résolu pour
un ontrleur ommutant et pour un ontrleur à gain simple. Les résultats ave une variane
du bruit de mesure de 0.1 sont au tableau 6.1, les FDP de la variable d'état sont à la gure 6.1
et les FDP des variables manipulées sont à la gure 6.2. De plus, à la gure 6.3, la diérene
entre le oût optimal du système à gain simple et le système à ontrleur ommutant a été
déomposée en 3 omposantes qui proviennent de la fontion oût de l'équation 5.22. Ainsi,
la première olonne regroupe la partie linéaire de la fontion oût, la deuxième représente la
partie liée au dépassement de la ontrainte et la troisième représente la partie de la fontion
oût reliée à la variane de la variable manipulée. Quand la valeur est positive, ela veut
dire que la valeur de la omposante pour le système à ontrleur ommutant est plus petite
que la valeur de la omposante de la fontion oût du système à gain simple. Premièrement,
il est à noter que les oûts sont sensiblement plus élevés que dans l'exemple sans bruit de
mesure du hapitre préédent à la setion 5.6.2. Le gain éonomique passant de 5.93% à
1.7 %. Cependant, la tendane demeure, le ontrleur asymétrique est plus performant que
le ontrleur symétrique. Ce qui laisse à roire que les onditions développées au hapitre
préédent tiennent toujours. Il est à noter que les observations de la gure 6.3 vont dans
le même sens ; l'optimalité du oût provient en grande partie de la variane de la variable
manipulée. Cependant, si ette omposante est enlevée, le système à ontrleur ommutant
n'est plus optimal.
La deuxième série de résultats provient du même problème d'optimisation mais ave une
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Figure 6.1 FDP de la variable d'état pour les ontrleurs optimaux ommutant et à gain
simple, as β = 0.1.
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Figure 6.2 FDP de la variable manipulée pour les ontrleurs optimaux ommutant et à gain
simple, as β = 0.1.
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Figure 6.3 Diérene entre le oût optimum du système à gain simple et le système à ontr-
leur ommutant, as β = 0.1.
variane plus grande du bruit de mesure passant de 0.1 à 1.0. Ainsi, il sera plus faile de voir
les tendanes que le bruit de mesure induit fae aux performanes éonomiques. C'est ainsi
que les résultats de l'optimisation sont présentés au tableau 6.2, la FDP des variables d'état à
la gure 6.4 et elles de la variable manipulée sont à la gure 6.5. Tout omme préédemment,
la gure 6.6 divise la fontion oût en 3 parties. Enore ii, le ontrleur asymétrique donne
de meilleurs résultats. La tendane diminuant l'avantage éonomique reste, mais l'avantage
éonomique n'est que de 0.7 %. Il est à noter qu'à la gure 6.4, les deux FDP sont presque
identiques. C'est pare qu'ave autant de bruit de mesure que de bruit de proédé, il n'y
a pas beauoup de marge de man÷uvre possible. Quant à la gure 6.6, on peut y voir que
la majorité de l'optimalité du système provient du rapprohement de la ontrainte. On ne
peut rien en déduire, puisque l'optimisation est numérique, on ne peut l'utiliser pour en
déduire des tendanes. C'est ainsi que pour déterminer si la omposante liée à la variane
de la variable manipulée est néessaire, il faut hanger la fontion oût, e qui est fait à la
Type de ontrleur Contrleur ommutant Contrleur gain simple
Point de onsigne 9.10 8.93
Ka 1.50 1.18
Kb 0.68 1.18
Coût 4.82 4.91
Tableau 6.1 Paramètres des ontrleurs et oût assoiés, as β = 0.1.
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prohaine setion.
Type de ontrleur Contrleur ommutant Contrleur gain simple
Point de onsigne 8.01 7.90
Ka 0.60 0.55
Kb 0.49 0.55
Coût 5.92 5.95
Tableau 6.2 Paramètres des ontrleurs et oût assoiés, as β = 1.0.
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Figure 6.4 FDP de la variable d'état pour les ontrleurs optimaux ommutant et à gain
simple, as β = 1.0.
Ce que l'on peut onlure de es résultats, 'est que les onditions développées au hapitre
5 tiennent toujours quand du bruit de mesure est ajouté. Ces 3 onditions sont toujours
valables, sauf que le gain éonomique diminue ave le bruit de mesure. Cependant, les résul-
tats démontrent qu'il y a un intérêt à analyser le problème sans omposante de la variable
manipulée dans la fontion oût. Ce qui est fait à la prohaine setion.
6.4 Problème sans omposante de la variable manipulée
Comme il a déjà été vu au hapitre 4, l'ajout du bruit de mesure a plusieurs eets sur
la FDP. Par onséquent, es eets se transmettent à toute fontion oût liée à ette FDP.
C'est pourquoi les résultats du hapitre 5 ne peuvent être réutilisés. De plus, à ause de la
nature des solutions analytiques, il n'est pas possible de les intégrer analytiquement, il faut
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Figure 6.5 FDP de la variable manipulée pour les ontr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ommutant et à gain
simple, as β = 1.0.
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développer un nouvelle approhe. Cette nouvelle approhe est basée sur une formulation de
la solution analytique ave un ontrleur linéaire. Cette formulation est dérivable par rapport
à k¯ qui est un paramètre qui peut ajouter une non-linéarité. Si la dérivée par rapport à e
terme n'est pas nulle, ela veut dire que le ontrleur optimum est non linéaire.
6.4.1 Fontion oût
La fontion oût utilisée est dérite par :
J = Σ
∫ ∞
−∞
x2p(x)dx+ Λ
∫ ∞
−∞
x3p(x)dx (6.5)
6.4.2 Système
Le système utilisé est le même qu'au hapitre 5. Sauf que le ontrleur utilisé est un ontrleur
symétrique ave un seul gain k qui est déjà optimal fae à la fontion oût. De plus, il y a
un fateur k¯ qui représente la non linéarité du ontrleur. Les paramètres de e ontrleur
optimal symétrique sont :
ksymopt. =
√
α
β
(6.6)
xspsymopt. =
1
6Λ
+
{
−2Σ +
√
4Σ2 − 36Λ2
}
(6.7)
k¯sym. = 0 (6.8)
Étant un ontrleur symétrique, la valeur de k¯ est nulle, mais il est possible de dériver la
fontion oût par rapport à e terme. Si elle-i est nulle, ela veut dire que le ontrleur
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optimal pour e système est symétrique. Si elle-i est non nulle, un ontrleur asymétrique
est optimal. Dans e as, la non-linéarité est analogue à un ontrleur ommutant.
k¯ = {k2 − k1} /2 (6.9)
k = {k2 + k1} /2 (6.10)
La méthode est basée sur le fait qu'on dérive la fontion oût par rapport à la non-linéarité.
Cette dérivée est évaluée quand e paramètre est nul, k¯ = 0. Ainsi si la valeur de la dérivée
est nulle, ela veut dire que le ontrleur linéaire est optimal. Dans le as ontraire, ela veut
dire que le ontrleur linéaire est non optimal. i.e., un ontrleur non-linéaire est optimal.
∂J
∂k
|k¯=0= Σ
∫ ∞
−∞
x2
∂p(x)
∂k
|k¯=0 dx+ Λ
∫ ∞
−∞
x3
∂p(x)
∂k
|k¯=0 dx (6.11)
Il faut ensuite développer les équations néessaires à la résolution du système tel que vues
au hapitre 2.
gv = −
{
k + k¯erf
[
x/
√
2 ∗ vm
]}
(6.12)
g2 = α + β ∗ g2v (6.13)
f = gvx− 2k¯
√
α
2pi
e−
x2
2β
(6.14)
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Ainsi,
F =
2f − g ∂g
∂x
g2
(6.15)
Comme il a déjà été vu :
p(x) = p0 exp
∫ x
0
F (ξ)dξ
(6.16)
et sa dérivée par rapport à k est dérite par :
dp(x)
dk
|k¯=0= p0 exp
∫ x
0 F (ξ)ξ 
∫ x
0
dF
dk
|k¯=0 (ξ)dξ +
dp0
dk
|k¯=0  exp
∫ x
0 F (ξ)dξ
(6.17)
qui peut être simpliée
dp(x)
dk
|k¯=0= p(x) 
∫ x
0
dF
dk
|k¯=0 (ξ)dξ +
p(x)
p0

dp0
dk
|k¯=0 (6.18)
6.4.3 Développement de la preuve
Par la suite, l'expression est dérivée par rapport à : l'état(x), au gain(k) et à la non-
linéarité(k¯).
dg2
dx
= −4gvk¯e−
x2
2β
√
α
2pi
(6.19)
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Ensuite,
dF
dk
|k¯=0= x
−α + βk2
[α + βk2]2
(6.20)
dF
dk¯
|k¯=0= −xerf
[
x√
2β
]
− x
2
2β
− e−x
2
2β
√
β
2pi
k + 2
α + βk2
(6.21)
De la dénition de l'équation d'une FDP ave ontrleur symétrique, la variane est :
σ =
√
α+ βk2
2k
(6.22)
La onstante de normalisation est :
p0 =
1
Σ
1√
2pi
(6.23)
Ce qui donne l'équation de la FDP suivante :
p(x) = p0e
−kx2
α+βk2
(6.24)
104
Par la suite, les expressions suivantes sont alulées :
dp(x)
dk
=
α− βk2
α + βk2
p(x)
2k
− x2p(x)
α + βk2
(6.25)
dp(x)
dk¯
= p(x)
∫ ∞
−∞
dF
dk¯
dx (6.26)
Finalement, on utilise es fontions dans la fontion oût :
dJ
dxsp
= 2σxsp + 3λ
α+ βk2
2k
+ 3λx2sp (6.27)
dJ
dk
= σxsp
∫ ∞
−∞
{x+ xsp}2 dp(x)
dk
dx+ λ
∫ ∞
−∞
{x+ xsp}3 dp(x)
dk
dx (6.28)
dJ
dk¯
= σxsp
∫ ∞
−∞
{x+ xsp}2 dp(x)
dk¯
dx+ λ
∫ ∞
−∞
{x+ xsp}3 dp(x)
dk¯
dx (6.29)
On ne peut trouver de solution analytique à l'équation 6.29. Le gain optimal est trouvé
ave l'équation 6.25. Don par onstrution, l'équation 6.28 est nulle au gain de la variane
minimale. Et ave e gain, le point de onsigne optimal est alulé quand l'équation 6.27 est
nulle. Si es deux valeurs sont introduites dans la troisième équation, elui-i ne sera jamais
nulle pour la valeur de k¯ = 0. L'équation 6.21 étant toujours négative, son intégrale sera don
toujours non-nulle. Ce qui veut dire que le système symétrique n'est pas optimal.
6.4.4 Résultats
Pour ette setion, ette preuve est validée par un exemple numérique, où la fontion oût
est linéaire par partie.
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6.4.4.1 Fontion oût
J(x) =


−x si x > 11
10x si x ≤ 11
(6.30)
Le système est intégrateur (a = 0 et b = 1). La variane du bruit de proédé est 0.1 et elle du
bruit de mesure est 1.0. Ce qui fait que la valeur du gain de la variane minimale est 0.3162.
Les résultats sont au tableau 6.7. Le ontrleur ommutant donne une performane meilleur
de 3%. Cette amélioration est expliquée à la gure 6.7, elle est due au fait que la FDP ave
ontrleur ommutant est plus abrupte du té où la fontion oût est élevée. En étant plus
abrupte que la FDP de la variane minimale, il est possible d'approher la FDP plus près de
la ontrainte. Cependant, il est étonnant de voir que la pente de la variane minimale puisse
être dépassée. Une validation de e résultat est réalisée à la setion suivante.
Type de ontrleur Contrleur ommutant Contrleur gain simple
Point de onsigne -1.3717 -0.7508
Ka 0.5836 0.3162
k¯ -0.3909 0
Coût 0.979408 1.01203
Tableau 6.3 Paramètres des ontrleurs et oût assoiés, as sans omposante de la variable
manipulée.
6.4.5 Validation
Pour ette setion, les résultats préédents seront validés ave une simulation Monte-Carlo.
Ceux-i sont présentés à la gure 6.8. Contrairement au système ave un ontrleur symé-
trique, les résultats pour le ontrleur ommutant ne sont pas validés. Plusieurs tests ont été
faits pour expliquer pourquoi, seuls les plus pertinents seront présentés.
Premièrement, si la variane du bruit de proédé augmente, la solution analytique s'améliore.
À la gure 6.9, le ontrleur ommutant optimal est simulé pour deux as : le premier est
le as original, où la valeur du gain de la variane minimale est 0.3162, l'autre as est un
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Figure 6.7 FDP de la variable d'état pour les ontrleurs optimaux ommutant et à gain
simple, as sans omposante de la variable manipulée
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Figure 6.8 Validation des ontrleurs optimaux du tableau (CC Contr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ommutant et CS
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as où la valeur du gain de la variane minimale est plus élevé, 3.162. Les performanes de
e dernier sont meilleures, les queues sont bien dérites et il n'y a qu'une erreur minime au
milieu. Il semble que la variane minimale joue un rle lé pour l'expliation de l'erreur.
C'est-à-dire quand les gains sont en-dessous du gain de la variane minimale, la solution
analytique donne de bons résultats. C'est seulement quand un des deux gains est au-dessus
de la variane minimale que la solution analytique développée donne de mauvais résultats.
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Figure 6.9 FDP de la variable d'état pour les ontrleurs optimaux ommutant pour deux
valeurs de gains à variane minimale
Deuxièmement, il semble que la pente de la FDP de la variane minimale ne puisse être
dépassée. Pour vérier ette armation 4 simulations Monte-Carlo ont été faites à la gure
6.10. La première est faite ave un ontrleur simple ave le gain de la variane minimale.
Les autres sont des ontrleurs ommutants dont le gain le plus petit est elui de la variane
minimale divisé en deux. L'autre gain est plus grand que le gain de la variane minimale
et est indiqué dans la légende de la gure. Comme il est possible le voir la pente maximale
n'est jamais dépassée. Il est possible que le problème soit que les paramètres de simulation
ne peuvent pas simuler une dynamique plus rapide que le gain à variane minimale. Pour
y remédier, il faudrait augmenter la fréquene d'éhantillonnage du système. Ce faisant,
la variane diminue, ar le bruit de mesure a moins d'impat, il aurait une plus grande
fréquene et sera ltré. Don, il est fort probable que le ontrleur ommutant ne dépasse
pas la performane éonomique de ette nouvelle variane. Cette dernière armation n'a pas
108
été testée par manque de temps.
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Figure 6.10 FDP pour le ontrleur à variane minimale et ontrleur ommutants ave gains
supérieurs au gain à variane minimale
6.5 Conlusion
Ce hapitre a étendu les onditions d'optimalité au problème ave du bruit de mesure. Il a été
démontré que la présene de bruit de mesure diminuait le gain éonomique d'un ontrleur
asymétrique mais que elui-i demeurait optimal fae au ontrleur symétrique quand il y
avait une fontion oût asymétrique qui tient ompte de la variane de la variable manipulée.
Ensuite, le même problème a été analysé sans omposante touhant la variable manipulée.
Il en résulte que le ontrleur asymétrique reste quand même optimal. C'est pare qu'un
des deux gains est supérieur au gain à variane minimale. Cependant, il est probable que e
système requiert une fréquene d'éhantillonnage plus élevée, e faisant diminuant la variane
minimale.
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CHAPITRE 7
CONCLUSION
7.1 Introdution
Le but de e projet de reherhe était d'étudier les eets des ontrleurs non linéaires sur les
systèmes bruités. À l'aide de l'équation de Fokker-Plank-Kolmogorov, il a été possible de
réer des outils permettant de aluler la forme de la FDP de la variable d'état et manipulée
d'un système salaire bruité. Plus préisément, le projet est axé sur les systèmes ave ontr-
leurs non linéaires. C'est ainsi, qu'il a été possible d'analyser les apaités d'un ontrleur
ommutant à former la fontion de densité de probabilité d'un système de façon à émuler la
forme d'une FPD ible. Par la suite, une nouvelle forme de linéarisation stohastique a été
développée. Cette démarhe était néessaire pare que le bruit de mesure entre de façon non
linéaire dans le système si elui-i est régulé par un ontrleur non linéaire. C'est ainsi qu'il a
été possible de montrer les eets des ontrleurs non linéaires sur la FDP de la variable d'état.
L'eet prinipal est une translation de la FDP vers le té le moins agressif du ontrleur
non linéaire. Finalement, il a été prouvé qu'un ontrleur symétrique ne donne pas la FDP
optimale quand la fontion oût est asymétrique et que la variable manipulée est pénalisée.
Ce qui donne des onditions où il est avantageux d'avoir une FDP asymétrique néessitant
un ontrleur non linéaire.
7.2 Contributions
7.2.1 Outils
Solutions analytiques de l'équations de Fokker-Plank-Kolmogorov
An de faire les analyses requérant la solution analytique de la FDP, il a fallu développer
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l'équation de FPK pour ertains systèmes. La solution la plus importante est elle pour
le ontrleur ommutant pour un système ave bruit de proédé seulement. Premièrement,
pare que sa struture est simple, le ontrleur peut être installé failement dans un milieu
industriel. De plus, la solution analytique a une struture simple qui peut être intégrée. C'est
ainsi que ette solution a pu prouver la faisablité mathématique pour faire du formage de
FDP du ontrleur ommutant. De plus, 'est ette solution qui a permis de prouver la non
optimalité d'un ontrleur symétrique au hapitre .
Linéarisation stohastique
La linéarisation stohastique développée durant le adre de e projet de reherhe a permis
de trouver une solution numérique pour un système ave un ontrleur non linéaire ave bruit
de proédé et bruit de mesure. Elle a permis aussi de trouver une solution analytique de la
FDP d'un système ave un ontrleur quadratique ave bruit de proédé et bruit de mesure.
Ensemble, es solutions ont permis d'analyser les eets du bruit de mesure sur un proédé
ontrlé par un ontrleur non linéaire.
7.2.2 Analyses
Utilisation du ontrleur ommutant pour faire du formage de FDP
Dans la littérature sientique, plusieurs méthodes de formage de FDP ont été développées.
Cependant, auune n'utilisait le ontrleur ommutant, la diulté étant au point de om-
mutation. Une solution a été développée, et ave elle, il a été possible d'étudier le ontrleur
ommutant dans un adre de formage de FDP. C'est ainsi qu'il a été possible de déduire
que le ontrleur ommutant permet de réer de grandes asymétries, mais aussi qu'il est plus
stable que la plupart des autres ontrleurs utilisés qui ont une forme polynomiale.
Étude des eets du bruit de mesure sur un système ave un ontrleur non linéaire
Ave la nouvelle linéarisation stohastique développée, il a été possible d'avoir la solution
numérique de la FDP d'un système ave un ontrleur non linéaire, bruit de proédé et
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bruit de mesure. C'est ainsi, qu'il a été possible de voir que le bruit de mesure induisait
une translation de la FDP, omme si la FDP était poussée du té où le ontrleur était le
moins agressif. D'autre phénomènes plus prévisibles ont été aussi observés. La diminution de
l'asymétrie est due à l'erreur de ontrle induite par le bruit de mesure et l'augmentation de
la variane due au bruit de mesure.
Non optimalité d'un FDP symétrique fae à une fontion oût asymétrique pénalisant la
variable manipulée
Finalement, ave la solution analytique de la FDP de la variable d'état d'un système ave
ontrleur ommutant et bruit de mesure, il a été démontré qu'une FDP symétrique n'est
pas optimale pour le as où la fontion oût est asymétrique et la variable manipulée est
pénalisée. Ce qui revient à dire qu'une FDP asymétrique est optimale pour e as, donnant
ainsi aussi une justiation mathématique au formage de FDP. Ce qui n'avait pas été fait
auparavant. En fait, hormis la preuve mathématique, on peut expliquer l'optimalité de la
FDP par le fait que le ontrleur ommutant peut avoir un gain plus élevé que le ontrleur
symétrique (donnant à sa FDP une pente plus abrupte que la solution symétrique) et un
autre gain plus faible pour ne pas trop pénaliser la variable manipulée.
7.3 Travaux futurs
Le projet de reherhe a permis le développement de plusieurs outils menant à une multitude
d'appliations. Ce setion dérira quelques autres appliations qui n'ont pu être développées
dans le adre de e projet de reherhe :
Analyse de la limite de la variane minimale
Il semble que les équations développées pour le système ave bruit de mesure ne fontionnent
plus quand le gain dépasse le gain de la variane minimale. Cela devrait être investigué plus
en profondeur.
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Appliations pratiques du formage de FDP
À la onnaissane de l'auteur, il n'y a auune appliation du formage de FDP n'a été réalisée
sur un montage de laboratoire. C'est ainsi qu'il serait intéressant de tester un ontrleur
ommutant dans la réalité et de omparer ave la théorie. Ainsi, on pourra mieux omprendre
les obstales et diultés liés à l'installation du formage de FDP en milieu industriel.
Étude des fontions oûts dans un ontexte d'amélioration de proédé
Les diverses expérienes numériques ont montré l'importane de plusieurs fateurs reliés aux
fontions oûts : oûts xes, oûts d'opération et oûts de dépassement de ontrainte. Le
gain dû à l'optimisation dépend de es 3 fateurs. Une étude plus approfondie permettrait de
développer une méthodologie pour rendre l'optimisation d'un proédé industriel plus eae.
Étude des eets du bruit de mesure sur les haînes d'approvisionnement
La gestion des stoks et des taux de prodution de divers proédés est souvent déidée par
un opérateur. Dépendant de l'état du système, il peut réagir plus ou moins agressivement,
de façon analogue à un ontrleur non linéaire. Les informations servant à es déisions sont
quelques fois bruitées. Don, il serait possible de faire une analogie ave un système ave
bruit de mesure et ontrleur non linéaire. Le résultat de ette étude alulerait la apaité
de stokage non utilisée ou la apaité de prodution demandée en trop ausée par des
informations qui sont bruitées et des politiques d'opérations non linéaires.
Étude des eets du bruit dans un adre de séletion de la préision de l'instrumentation
L'instrumentation d'un proédé est souvent onéreuse, et souvent un instrument ave plus
de préision et moins de bruit de mesure est beauoup plus her qu'un instrument moins
préis. Ave les outils développés, il serait faile de voir dans quel ontexte il serait préférable
d'investir dans une instrumentation plus préise.
Étude des systèmes multivariables
C'est l'appliation des outils et analyses faites pour e projet de reherhe mais dans un
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adre multivariable. Cette analyse n'a pas été faite prinipalement pare que l'eet du bruit
de mesure n'avait pas été prévu au début du projet. Les bases de la solution de FPK sont
dans Aström (1970), mais elles n'ont pas été utilisées dans le adre de e projet de reherhe.
La solution de e problème pourrait faire en sorte qu'il serait possible de voir la variabilité
se propager dans un proédé ou de faire du formage de FDP sur un proédé au omplet.
Cas bruit non gaussien
Pour plusieurs proédés, le bruit entrant dans le système n'est pas gaussien. Par onséquent,
l'équation de FPK, ne peut pas être appliquée. Il faudrait développer des algorithmes an
d'analyser e as.
Analyse de stabilité dans un adre stohastique
C'est l'analyse des ontrleurs non linéaires dans un adre stohastique pour voir dans quelles
onditions la stabilité est assurée. Une nouvelle approhe pourrait être développée en tenant
ompte des zones d'instabilité du ontrleurs polynomial.
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