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ABSTRACT 
A strategy is introduced to rank and select principal component transform (PCT) and discrete transform 
(DCT) transform coefficient features to overcome the curse of dimensionality frequently encountered in 
implementing multivariate signal classifiers due to small sample sizes.  The criteria considered for 
ranking include the magnitude, variance, inter-class separation, and classification accuracies of the 
individual features. The feature ranking and selection strategy is applied to overcome the dimensionality 
problem which often plagues the implementation and evaluation of practical Gaussian signal classifiers. 
The applications of the resulting PCT- and DCT-Gaussian signal classification strategies are 
demonstrated by classifying single-channel tongue-movement ear-pressure signals and  multi-channel 
event-related  potentials.  Through these experiments, it is shown that the dimension of the feature space 
can be decreased quite significantly by means of the feature ranking and selection strategy. The ranking 
strategy not only facilitates overcoming the dimensionality curse for multivariate classifier 
implementation but also provides a means to further select, out of a rank-ordered set, a smaller set of 
features that give the best classification accuracies.  Results show that the PCT- and DCT-Gaussian 
classifiers yield higher classification accuracies than those reported in previous classification studies on 
the same signal sets.  Amongst the combinations of the two transforms and four feature selection criteria, 
the PCT-Gaussian classifiers using the maximum magnitude and maximum variance selection criteria 
gave the best classification accuracies across the two sets of classification experiments.  Most noteworthy 
is the fact that the multivariate Gaussian signal classifiers developed in this paper can be implemented 
without having to collect a prohibitively large number of training signals simply to satisfy the 
dimensionality conditions. Consequently, the classification strategies can be beneficial for designing 
personalized human-machine-interface (HMI) signal classifiers for individuals from whom only a limited 
number of training signals can reliably be collected due to severe disabilities. 
 
Key Words: Curse of dimensionality, Discrete cosine transform, Ear-pressure signal classification, Event 
related potential classification, Feature ranking, HMI, Multivariate signal classification, Principal 
component transform. 
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I. INTRODUCTION 
In signal classification problems, the dimension of the input signal space depends on the sampling rate, 
the duration over which the signal is sampled, and the number of recording channels.  It is not unusual for 
the resulting dimension to be high especially for signals that are voluntarily generated by humans for 
human-machine-interface (HMI) control and communication applications.  Examples of such signals 
include speech [1]-[3], ear pressure signals [3],[4], electromyographic signals [5],[6], 
electroencephalogram (EEG) and event-related potential (ERP) brainwaveforms[6]-[9], and gestures 
[10],[11].  Due to practical issues related to the data acquisition methods, lack of concentration, 
discomfort, and fatigue, it may not always be possible to collect enough reliable signals to exceed the 
dimension of the signal space.  Consequently,  the signal clusters are sparsely represented in the signal 
space and  the estimates of the classifier parameters are either inaccurate or cannot be computed.  One of 
the most viable options for overcoming this “curse of dimensionality” is to decrease the dimension of the 
signal space, typically, through feature selection.  We focus on features generated by the principal 
component transform (PCT) and the discrete cosine transform (DCT).  The transforms do not directly 
decrease the dimension because the transformed feature space has the same dimension as the input signal 
space.  The PCT and DCT, however, efficiently pack information into a small number of transform 
coefficients.  Consequently, dimensionality reduction in the transformed feature space can be achieved by 
discarding the coefficients that carry the least useful information. 
In this paper, we introduce a feature selection strategy based on the rankings of the features.  The 
criteria considered for ranking include the magnitude, variance, inter-class separation, and classification 
accuracies of the individual features.  Because the feature vectors are frequently assumed to be Gaussian, 
we focus on overcoming the dimensionality-related problem in the implementation of Gaussian signal 
classifiers using the PCT/DCT feature ranking and selection strategy.  The application and evaluation of 
the resulting PCT- and DCT-Gaussian signal classification strategies are demonstrated by classifying 
single-channel ear-pressure signals of eight subjects and multi-channel event-related potential (ERP) 
brain signals of three subjects. These particular signal classification problems are selected because they 
are typical of signal classification problems in which the curse of dimensionality is known to occur 
frequently.  Furthermore, the signals are also typical of signals that can be used to control HMIs [3], [4], 
[11]. 
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II.  FEATURE RANKING AND SELECTION 
Feature generation using transforms such as the PCT and DCT can be expressed, in general, as  
 ZZ DΦ=~  (1) 
where, DΦ  is the )( DD ×  transformation matrix and Z~  is the D-dimensional transformed feature vector 
whose elements are linear combinations of the elements of the D-dimensional input signal space vector 
Z .  The rows of DΦ  are the basis vectors of the transform.  The goal of the feature ranking and selection 
strategy introduced in this section is to decrease the dimension of the transformed feature space to a 
specified dimension d, ,Dd <   by selecting d rows of DΦ .   The d rows are selected as the basis vectors 
that generate the d highest ranked features according to a specified criterion.  Then, the dimensionality 
reduced feature vector is given by 
 ZZ dΦ= ˆˆ  (2) 
where dΦˆ  is the )( Dd ×  dimensionality reduction matrix consisting of the d selected basis vectors.  
The ranking of features for classification problems, however, is not straight-forward because 
classification involves multiple signal classes and multiple feature vectors in each signal class.  The 
features selected according to a given criterion are very likely to differ within each signal class (intra-
class differences) and also differ across the classes (inter-class differences).  The ranking strategy must 
yield a common ranking of the features across all signal classes.  In order to accomplish this, a 
generalized strategy consisting of intra-class ranking followed by inter-class ranking is introduced next. 
 
Feature Ranking Strategy 
We will use the following notations to facilitate the description of the ranking strategy: 
C = number of signal classes 
cN  =  number of training vectors in class Ccc ,...,2,1, =  
)(~ kz  = feature k, k=1,2,…,D,  in transformed feature vector Z~  
jcZ
~  = feature vector ,,...,2,1, cNjj =  in class c 
)(~ kz jc  = feature k in feature vector jcZ
~  
Let  
 .,...,2,1)},(~{)( DkkzRankkr jcjc ==  (3) 
be a ranking of  a feature )(~ kz jc  within each feature vector jcZ
~ .  The rank )(krjc  for each  j  may be 
different within a class c.  In order to accommodate the different rankings, the intra-class rank of each 
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feature within a class c is determined by first summing the ranks of each feature across the cN  training 
vectors of class c according to 
 .,...,2,1),()(
1
Dkkrks
cN
j
jcc ==∑
=
 (4) 
The intra-class rank )(kqc  of the feature )(~ kz  is then given by the rank of the rank-sum )(ksc .  That is,  
 .,...,2,1)},({)( DkksRankkq cc ==  (5) 
The rank )(kqc  may differ across the C signal classes.  In order to take these differences into account, the 
rank of each feature across all the C classes is summed using 
 .,...,2,1,)()(
1
Dkkqks
C
c
c ==∑
=
 (6) 
Finally, the ranking of feature )(~ kz across all C classes is determined from the rank of the rank-sum )(ks .  
That is, the final inter-class ranking  )(kr  of feature )(~ kz  is given by 
 .,...,2,1)},({)( DkksRankkr ==  (7) 
The steps of the entire ranking strategy can be summarized as 
 Inter-class Rank{Sum{Intra-class Rank{Sum{Rank{ )(~ kz jc }}}}} (8) 
Based on the ranking, the features with the d highest ranks can be selected to satisfy the 
dimensionality condition in order to facilitate multivariate classifier design.  We assume throughout that 
the highest ranked feature is ranked 1 and the lowest is ranked D.  Therefore, the feature with the smallest 
value in )(kr  is the best inter-class feature and the one with the largest value in )(kr  is the worst inter-
class feature.  The criteria, which are described next, for determining the rankings can be based on the 
magnitudes, variances, inter-class separations, and classification accuracies of the features. 
 
Magnitude (MAG) Criterion 
The ranking Dkkrjc ,...,2,1),( = , can be based on the magnitude |)(~| kz jc  of )(~ kz jc .    That is, 
 DkkzRankkr jcjc ,...,2,1|,)(~|)( ==  (9) 
is a ranking such that the feature with the largest magnitude is assigned rank 1 and the lowest magnitude 
is assigned D.  Then, )(ksc , )(kqc , )(ks , and )(kr  are given by Equations (4), (5), (6), and (7), 
respectively.  
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Variance (VAR) Criterion 
The intra-class ranking )(kqc  can be based on the variance )](~[ kzVAR c  of )(~ kz  in each class c.  For this 
case, 
 DkkzVARRankkq cc ,...,2,1)]},(~[{)( ==  (10) 
is a ranking such that the feature with the largest variance is assigned rank 1 and the smallest variance is 
assigned D. Then, )(ks , and )(kr  are given by Equations (6) and (7), respectively. 
 
Interclass Separation (I-S) Criterion 
The inter-class separation, which is a normalized measure of the separation between 2 cluster means, may 
be used to rank the features.  Given training feature vectors aia NiZ ,...,2,1,
~ =  and bjb NjZ ,...,2,1,~ =  from 
classes a and b, respectively, the interclass separation of the kth feature in the 2 classes is given by 
 Dk
kzkzkzkz
kzkz
k
ba N
j
bjb
N
i
aia
ba
ba ,...,2,1,
)]()(~[)]()(~[
)]()([
][
1
2
1
2
2
=
−+−
−=
∑∑
==
→ρ  (11) 
where  )(kza  and )(kzb  are the means of the kth features in classes a and b, respectively.  The ranking of 
the features across all C classes can be determined from the pair-wise ranking of ][kba→ρ  for 
CaabCa ,...,2,1;1,...,2,1 ++=−= .  Let ][kr ba→  be the ranking of ][kba→ρ  such that the feature with 
the largest inter-class separation is assigned rank 1 and the lowest is assigned D.  Then, the inter-class 
rank-sum can be determined by summing the pair-wise rankings according to 
 .,...,2,1,][)(
1
1 1
Dkkrks
C
a
C
ab
ba ==∑ ∑−
= +=
→  (12) 
The final ranking )(kr  is given by Equation (7). 
 
Classification Accuracy (C-A) Criterion 
The features may also be ranked according to the classification accuracies of univariate classifiers 
designed for each feature.  A univariate classifier is developed for each feature of the D-dimensional input 
feature vector and the classification accuracy of each feature classifier is estimated.  Clearly, the training 
set has to be divided further into 2 sets: one to estimate the univariate classifier parameters and the other 
to estimate the classification accuracy.  If )(kα  is the estimated classification accuracy of the classifier 
for feature Dkkz ,...,2,1),(~ = , the ranking of the features is given directly by ranking )(kα .  For this case 
 )]([)( kRankkr α=  (13) 
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is a ranking such that the feature with the highest classification accuracy  is assigned rank 1 and the 
lowest is assigned D. 
The ranking strategy for ordering the features using the magnitude criterion is illustrated in Figure 
1 for a simulated 2-class problem with three and four 5-dimensional feature vectors in the first and second 
classes, respectively.  That is, C=2, D=5, 31 =N , and 42 =N .  The elements of vectors jcR , cS , cQ , S , 
and R  in the figure are )(krjc , )(ksc , )(kqc , )(ks , and )(kr , respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1  Illustration of the feature ranking strategy using the magnitude criterion 
 
 
III. PCT AND DCT TRANSFORMATION MATRICES 
The features generated in Equation (1) depend on the choice of the transformation matrix DΦ .  The 
specific forms of the transformation matrices for the one- and two-dimensional DCTs and issues related 
to determining the PCT transformation matrix are presented briefly in this section.  
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DCT 
For the one-dimensional DCT, the elements of the transformation matrix DΦ  are given by  
 )1(,...,1,0);1(,...,1,0,
2
)12(cos)(),( −=−=⎥⎦
⎤⎢⎣
⎡ += DjDu
D
ujuju παφ  (14) 
where 
 ⎪⎩
⎪⎨⎧ −=
==
)1(,...,2,1,/2
0,/1)(
DuD
uDuα  (15) 
 
2-Dimensional DCT 
Signals of multiple channels, such as EEGs and ERPs, can be concatenated into a multi-channel ERP 
vector that will have a dimension equal to ))(( DM , where M is the number of channels and D is the 
number of samples in each signal.  Then, the same method used to decrease the dimensions for the PCT 
and one-dimensional DCT can be applied to decrease the dimension to facilitate multivariate classifier 
implementation.  However, each DCT component, being a linear combination of the concatenated input, 
will be affected by the “artificial edges” created at the points of concatenation.  The edge effects may be 
more severe when diverse signals from heterogeneous sensors are concatenated.  Possible solutions to 
accommodate diverse signals include normalizing the signals from different sensors prior to DCT 
computation or first computing the DCTs of the signals of each channel separately and then concatenating 
the normalized DCTs of the M channels. 
Alternatively, the signal recordings of multiple channels can be observed simultaneously over 
time by mapping the signal activity into a 2-dimensional array .,...,2,1;,...,2,1),,( DkMmkmZ ==  To 
accommodate diverse multi-channel signals, the signals can be normalized.  The “multichannel-time 
patterns” of different signal classes generate different “frequency patterns” in the transformed domain.  
Through coefficient selection, the 2-dimensional DCT can be used to decrease the dimension of the 
resulting DM ×  array signal space.   The DCT ),(~ vuZ  of ),( kmZ  can be written as 
 MDuv ZvuZ Φ=),(~  (16) 
where MDZ  is the (M)(D)-dimensional vector formed by concatenating the rows of ),( kmZ  and uvΦ  is 
the )1( MD×  vector formed by concatenating the rows of the 2-dimensional )( DM ×  basis matrix 
),( kmuvΦ  whose elements are given by 
 
)1(,...,1,0);1(,...,1,0
,
2
)12(cos
2
)12(cos)()(),(
−=−=
⎥⎦
⎤⎢⎣
⎡ +⎥⎦
⎤⎢⎣
⎡ +=
DkMm
D
vk
M
umvukmuv
ππααφ
 (17) 
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where 
 ⎪⎩
⎪⎨⎧ −=
==
)1(,...,2,1,/2
0,/1)(
MuM
uMuα  and  ⎪⎩
⎪⎨⎧ −=
==
)1(,...,2,1,/2
0,/1)(
DvD
vDvα  (18) 
The DCT array ),(~ vuZ  may be regarded as the transformed feature array and the feature vector for 
multivariate classifier design can be generated by concatenating the rows of ),(~ vuZ  into a (M)(D)-
dimensional vector MDZ
~ . 
 
PCT 
Unlike the DCTs which are data-independent transforms, the PCT is a data-dependent transform.  That is, 
the PCT transformation matrix has to be determined from the training sets.  In Equation (1), DΦ  will be 
the PCT transformation matrix if the rows are the D ordered eigenvectors (basis vectors) of the covariance 
matrix of Z .  In practice, the covariance matrix is estimated from the vectors in the training set.  A 
reliable estimate of the covariance matrix typically requires the number of training vectors to be much 
larger than the dimension of the vectors.   Furthermore, in order to determine the D eigenvectors, the 
number of training vectors N  used to estimate the covariance vector must at least exceed the dimension D 
of the training vectors.  It is, however, possible to determine a subset of the PCT basis vectors when 
DN < using the “eigenface” approach which is widely used in face recognition applications [12].  In the 
eigenface approach, an estimate of the covariance matrix of Z can be obtained as )( TAA , where, A is the 
)( ND×  data matrix )](),...,(),[( 21 ZZZZZZ N −−−  and Z is the mean of NiZi ,...,2,1, = .  If iλ  and 
ie  are the 
thi  eigenvalues and eigenvectors of )( TAA , respectively, then it can be shown that  
 )ˆ(ˆ)ˆ)(( iii
T eAeAAA λ=  (19) 
where iλˆ  and ieˆ  are the eigenvalues and eigenvectors of the )( NN ×  matrix )( AAT , respectively.  That 
is, ,,...,2,1,ˆ NieA i = are the eigenvectors of )( TAA .  The advantage of this approach in practice is that the 
N non-trivial eigenvectors of a very large )( DD ×  covariance matrix )( TAA  can be determined from the 
eigenvectors of a much smaller )( NN ×  matrix )( AAT .  If d=N, the matrix dΦˆ  in Equation (2) for the 
PCT consists of the d non-trivial eigenvectors.  
 Note that the 1-dimensional DCT feature vector and the 2-dimensional DCT feature array have 
the same dimensions as their respective input signal spaces.  The dimension of the PCT feature vector 
generated by the eigenface method is equal to the number of vectors in the training set.   
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IV. GAUSSIAN SIGNAL CLASSIFICATION STRATEGY 
The formulation of the feature ranking and selection strategy developed in Section II is general, therefore, 
the features generated and selected can be used in conjunction with different multivariate classifiers.  We, 
however, focus specifically on Gaussian signal classifiers because the assumption made most often is that 
class-conditional density functions of the feature vectors are Gaussian.  This assumption is due to the 
analytical tractability of the Gaussian density function and also because it is an appropriate model for the 
case where the features are randomly corrupted versions of a single prototype feature vector [13],[14].  
This section describes various forms of the multivariate Gaussian discriminant functions, issues related to 
determining the discriminant functions, and the resulting PCT/DCT-Gaussian multivariate classification 
strategy. 
 
Gaussian Discriminant Functions 
For a C-class classification problem, the discriminant function of the minimum-error-rate Bayes classifier, 
assuming Gaussian densities for the class-conditional densities, can be written as [14] 
CcPZZZg cccc
T
cc ,...,2,1;ln||ln)2/1()())(2/1()(
1 =+Ψ−−Ψ−−= − µµ  (20) 
where Z  is a D-dimensional column feature vector, cµ  is the D-dimensional mean column vector of 
class c, cΨ  is the )( DD ×  covariance matrix of class c, and cP  is the a priori probability of class c.  In 
order to implement the above discriminant function, we need the mean vectors and covariance matrices of 
all C classes.  A test pattern, represented by Z, is assigned to the class that yields the highest discriminant 
value. 
If it is assumed that the covariance matrices are equal for all classes, that is, Ccc ,...,2,1, =Ψ=Ψ ,  
then, Equation (20) can be written as 
 CcPZZZg cc
T
cc ,...,2,1;ln)())(2/1()(
1 =+−Ψ−−= − µµ  (21) 
Furthermore, if it assumed that the prior probabilities cP  are the same for all classes, the discriminant 
function in Equation (21) simplifies to 
 CcZZZg c
T
cc ,...,2,1);()()(
1 =−Ψ−−= − µµ . (22) 
For these two cases, we need the mean vectors of all C classes and the common covariance matrix.  The 
right hand side of Equation (22), without the minus sign, is the square of the Mahalanobis distance 
between Z  and cµ .  Therefore, under the assumptions of equal covariance matrices and equal prior 
probabilities, the multivariate Gaussian classifier reduces to the nearest Mahalanobis distance classifier. 
 A further simplification is possible if it is assumed that the features are statistically uncorrelated 
and each feature has the same variance 2σ .  That is, the covariance matrix for all of the C classes is 
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CcIc ,...,2,1,
2 ==Ψ σ , where I is the identity matrix.  Under these conditions the multivariate Gaussian 
discriminant function of Equation (22) can be written as 
 CcZZg cc ,...,2,1;||||)(
2 =−−= µ  (23) 
which is the nearest mean Euclidean distance classifier.  Only the mean vectors are required to implement 
this classifier.   
In practice, the mean vectors and covariance matrices in the discriminant functions are estimated 
using the feature vectors in the training set.   For the inverse of the covariance matrix to exist, the estimate 
of the covariance matrix must be non-singular.  Therefore, it would not be possible to determine the 
discriminant functions in Equations (20), (21), and (22) if the covariance estimates are singular. The 
covariance estimate is guaranteed to be singular if the number of vectors used to estimate the covariance 
matrix is less than the dimension of the vectors.  Therefore, if CcDNc ,...2,1, =< , the covariance 
estimates in Equation (20) will be singular.  The common covariance matrix in Equations (21) and (22) 
will be singular if the pooled number of training vectors does not exceed D, that is, if 
DNNN C <+++ )...( 21 . 
 
Signal Classification Strategy 
A Gaussian classifier can be implemented by selecting the d=N highest ranked features where N is the 
number of training vectors equal to cN  for discriminant function )(Zgc  in Equation (20) or 
)...( 21 CNNN +++  for the discriminant functions in Equations (21) and (22).  The next issue we focus 
on is whether all d features should be used or whether there is a smaller set L, within the selected feature 
set, that may yield higher classification accuracies.  By itself, this is a complex problem because L is 
unknown and there are many different ways of choosing L features out of d features.  To solve this 
problem, we systematically select L highest ranked features by developing and testing classifiers for L 
taking values 1, 2, 3, …, (N-1) and then selecting the L features which yield the highest classification 
accuracy.  When L=1, the resulting classifier is a univariate classifier.  Note that the rows of the final 
dimensionality reduction matrix, represented by LΦˆ , are the L basis vectors that generate the L selected 
features.    
 The next two sections demonstrate the application of Gaussian multivariate classification strategy 
employing PCT/DCT feature ranking and selection on two signal classification problems in which the 
dimensionality problem is known to frequently occur.  That is, the number of training vectors in the 
training set is less than the dimension of the input feature vectors in both classification problems.  
Univariate Gaussian classifiers were implemented to rank the features for the classification accuracy 
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criterion.  A classifier was developed independently for each subject.  Half of the signals collected in the 
experiments were randomly selected for the training set and the test set consisted of the other half of the 
signals. The testing of all the signals in the test set is referred to as a trial.  The classification accuracy for 
each trial was estimated as the ratio of the number of correctly classified signals from the test set to the 
total number of signals in the test set.  The generation of training and test sets was repeated 200 times and 
the final classification accuracy was estimated by averaging the classification accuracies from the 200 
trials. 
 
VI.  SINGLE CHANNEL CLASSIFICATION EXAMPLE 
In a previous study, we showed that tongue movements within the human oral cavity create unique, subtle 
pressure signals in the ear that can be detected using a microphone inserted into the ear-canal.  It was 
demonstrated that the ear-pressure signals are distinct for each tongue movement and the signals can be 
classified accurately.  Consequently, tongue movements can be mapped, via ear pressure signals, to 
generate control signals for HMIs without inserting any device in the oral cavity [4]. We have also 
demonstrated that spoken words can be recognized from the ear pressure signals [3].  Therefore, speech 
control signals can also be mapped via ear pressure signals into HMI control signals. 
We borrowed the same data used in the previous study to demonstrate the application and 
evaluation of the PCT/DCT-Gaussian classification strategies developed in this paper and to compare the 
performances of these strategies with the results reported in the previous study.  The data consisted of 
tongue-movement ear-pressure (TMEP) signals of 2 female and 6 male subjects corresponding to 4 
tongue movement classes (Up, Down, Left, and Right).  The signals were sampled at 2 kHz.  Each 
movement was repeated at least 100 times so that 100 tongue movements could be randomly selected to 
represent each tongue movement class.  The signals were filtered and segmented using the techniques 
developed in [4].  The durations of the TMEP segments were approximately 200 msec, that is 400 
samples.  Figure 2 shows estimates of the four tongue movements of Subject S7. 
 
 
Fig. 2 The Up, Down, Left, and Right TMEP signal estimates of Subject S7 
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We now assume that the covariance matrix is the same for all classes and can thus be estimated 
using the pooled training vectors of all 4 classes.  It is also assumed that the TMEP signals are equally 
likely for the 4 classes so that the discriminant functions are given by Equation (22).   For each subject, 
the training set of each class contained 50 randomly selected ear-pressure signals.  Therefore, the training 
set to estimate the covariance matrix of the discriminant function consisted of N=200 signals.  
Consequently, the maximum dimension d of the feature vector for the multivariate Gaussian classifier 
could not exceed 200. 
 
1-Dimensional DCT Results 
For each subject, we selected the d=200 highest ranked DCT coefficients out of the 400 DCT coefficients 
using the four different rank-based criteria developed in Section II.  The performance was evaluated 
systematically to determine the L coefficients, out of the 200 selected coefficients, that gave the best 
classification accuracy.  A classifier was developed and evaluated for each of the following cases: the 
highest ranked coefficient, the 2 highest ranked coefficients, …, the 200 highest ranked DCT coefficients.  
For each case, the dimension of the resulting Gaussian multivariate classifier was equal to the number of 
features selected.  The classification accuracies for the eight subjects are shown in Table I.  The best 
result for each subject is shown in boldface.  Also included is the value of L, in parentheses, that gave the 
best result reported in the table.   Each result in the table was averaged across the classification accuracies 
of 200 trials and each trial consisted of 200 test signals.  The table also shows the results of the best 
classifier (a decision fusion classifier) reported in the previous study for exactly the same data [4].  The 
number in parenthesis for each previous result is the number of decisions fused, out of 400, that gave the 
best result. 
 
PCT Results 
Using the eigenface method described in Section III, the 200 non-trivial eigenvectors were determined 
from the 200 vector mixture training set formed by pooling the 50-vector training sets of each of the four 
tongue movement classes.  The transformed feature vectors Zˆ  of dimension )1200( × were obtained by 
multiplying the )1400( ×  input training vectors Z  by the )400200( ×  transformation matrix dΦˆ  as in 
Equation (2).  The features of  Zˆ  were ranked to order the corresponding eigenvectors of dΦˆ  using the 4 
selection criteria.  Again, the performance was evaluated systematically to determine the set of highest 
ranked eigenvectors that gave the best results out of the 200 ranked eigenvectors.  The number in this set 
is also denoted by L.  For this case, the transformation matrix LΦˆ , therefore, had dimension )400( ×L  
and the transformed feature vector had dimension )1( ×L .  The results are also shown in Table I.   
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Table I TMEP classification accuracies 
PCT 1-D DCT Subject 
Mag Var Int Acc Mag Var Inter Acc 
Previous 
Results 
S1 99.87 
(28) 
99.85 
(25) 
99.65 
(14) 
99.32 
(5) 
99.82 
(20) 
99.76 
(28) 
99.13 
(30) 
99.36 
(33) 
98.21 
(395) 
S2 99.78 
(2) 
99.77 
(3) 
99.78 
(2) 
99.80 
(3) 
99.73 
(23) 
99.62 
(35) 
99.55 
(36) 
99.56 
(52) 
96.52 
(400) 
S3 99.26 
(8) 
99.27 
( 9) 
99.23 
(11) 
99.21 
(6) 
99.33 
(48) 
99.27 
(46) 
99.21 
(39) 
99.23 
(43) 
98.39 
(304) 
S4 99.95 
(9) 
99.94 
(9) 
99.89 
(19) 
99.83 
(9) 
99.76 
(26) 
99.77 
(27) 
99.81 
(35) 
99.84 
(16) 
99.74 
(400) 
S5 100.0 
(12) 
100.0 
(12) 
99.96 
(9) 
99.90 
(7) 
100.0 
(15) 
100.0 
(19) 
99.96 
(21) 
99.99 
(27) 
94.06 
(400) 
S6 99.95 
(8) 
99.96 
(8) 
99.91 
(5) 
99.83 
(8) 
99.96 
(35) 
99.96 
(35) 
99.89 
(38) 
99.91 
(21) 
93.52 
(400) 
S7 100.0 
(3) 
100.0 
(5) 
100.0 
(11) 
100.0 
(4) 
100.0 
(16) 
100.0 
(19) 
100.0 
(17) 
100.0 
 (28) 
99.60 
(345) 
S8 99.97 
(5) 
99.97 
(5) 
99.78 
(5) 
99.92 
(4) 
99.91 
(18) 
99.85 
(17) 
99.28 
(9) 
99.72 
(12) 
96.30 
(400) 
Average 99.85 99.84 99.77 99.73 99.81 99.78 99.6 99.70 97.04 
 
 
VII.  MULTI-CHANNEL SIGNAL CLASSIFICATION EXAMPLE 
The second set of experiments involved classifying multi-channel match-mismatch ERPs of three subjects 
borrowed from another previous classification study [15]. This ERP data set was selected because the 
curse of dimensionality is quite severe and also because comparisons can be made with the classification 
results obtained in the previous study. A brief description of the ERP experiments is provided in this 
paragraph to understand the classification problem and to note the occurrence of the dimensionality 
problem.  The goal of the previous study was to show that ERPs can reliably identify when a match 
occurs between what a subject thinks and sees. The ERPs were collected from individuals engaged in 
making explicit match/mismatch comparisons between C=2 sequentially presented stimuli.  The data set 
consisted of 14-channel ERPs of 1 female (A1:16 years) and 2 male (A2:21 and A3:23 years) subjects.  
The subjects were instructed to "think" about the first video stimulus (picture of an object) and then to 
respond whether the next video stimulus (printed word of an object) matched or did not match the first 
stimulus in “meaning.”  The period between the first and second stimulus varied randomly between 2 to 5 
seconds.  The response from each channel, time-locked to the onset of the second stimulus, was recorded 
as a match category or mismatch category depending on which of 2 keys was pressed by the subject.  ERP 
data were collected from electrodes placed on the frontal left-hemisphere (F7, F3), right-hemisphere (F8), 
and midline (Fz); on the temporal left-hemisphere (T3, T5) and right-hemisphere (T4, T6); on the central 
left-hemisphere (C3) and central right-hemisphere (C4); and on the parietal left-hemisphere (P3), right-
hemisphere (P4), and midline (Pz).  The 14 electrodes were referenced to linked earlobe leads.  The 
electrooculogram (EOG) was also recorded with two electrodes placed lateral and below the left eye 
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(bipolar montage).  Single-trial ERPs were digitized over 1 sec using a 10 msec sampling period 
beginning 100 msec prior to stimulus onset.  The 10 samples corresponding to the prestimulus period 
were removed, thus, the dimension of the single-trial ERPs was K=90.  Trials in which the peak-to-peak 
amplitude exceeded 100 Vµ in any one electrode channel or 50 Vµ in the eye channel were regarded as 
contaminated by artifacts and rejected.  In order to accommodate the different amplitudes across the 
channels, each single-trial ERP was scale normalized by dividing the samples of the ERP by the standard 
deviation of the ERP samples.  Additionally, each single-trial ERP was de-trended to remove slope 
variations in the ERPs within and across the channels. From the ensembles collected, an equal number of 
artifact-free single-trial match and mismatch ERPs were selected for each subject, however, the number 
varied across the subjects.  The total number of 14-channel single-trial ERP arrays collected for each 
category was 71, 71, 82 from subjects A1, A2, and A3, respectively.  Figure 3 shows the match and 
mismatch array estimates obtained by averaging the single-trial ERPs of Subject A1. 
 
 
 
Fig. 3 The ensemble averaged match and mismatch ERP arrays of Subject A1 
 
In the usual ERP model, it is assumed that the background EEG noise is statistically equivalent 
across the ERP classes [15],[16]. Consequently, it can be assumed that the covariance matrix is the same 
across the match and mismatch conditions.  Therefore, the covariance matrix can be estimated from the 
pooled training sets of the 2 classes.  The match and mismatch conditions were equally likely, therefore, 
the discriminant functions are given by Equation (22).  The training set for each class contained 35 ERP 
arrays (approximately half).  Given that each training array contributed a training vector, the dimension d 
of the transformed feature vector could not exceed 70 for the resulting covariance matrix in Equation (22) 
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to be non-singular.  That is, the dimension of the input feature had to be decreased from 1490× =1260 to 
a maximum of 70 in order to implement the discriminant function in Equation (22). 
 Signal averaging is the most often used operation to improve the signal-to-noise ratios in ERPs 
[15],[16] and classification results can be presented as a function of the number of single-trials averaged.  
The classification accuracies are presented for single-trial ERPs and for ERPs averaged across r=2 and 4 
single-trials.  The results derived in [15] were used to estimate the covariance matrix of averaged ERPs 
from single-trial ERPs.   From the linearity property, the DCT of ERPs averaged across r trials is equal to 
average of the DCT of the r ERPs.  Therefore, in order to facilitate multivariate classifier development 
based on the DCT coefficients, the averaging operation was performed in the DCT domain instead of 
averaging in the discrete-time domain.  
 
2-dimensional DCT Results 
In order to develop a multivariate classifier that uses the 2-dimensional DCT coefficients for features, the 
maximum number of DCT coefficients selected from the DM ×  coefficient array had to be less than the 
pooled number of training ERP arrays.  In the ERP experiments, D was 90,  M was 14, and the number of 
pooled training ERP arrays was 70.  Therefore, the 1260 DCT coefficients were ranked using the 4 
different criteria and the 70 coefficients with the highest ranks were selected according to each criterion.  
The performance was evaluated systematically to determine the coefficients, out of the 70, that gave the 
best results.  As before, the dimensions of the resulting multivariate classifiers were equal to the number 
of coefficients selected.  The classification accuracies for the ERPs of the 3 subjects, averaged across 200 
trials, are summarized in Table II.  The best results from the previous study for the 3 subjects, using a 
weighted multi-channel ERP fusion technique [16], are included in the last column of the table.  Because 
the previous study did not include single-trial classification, the results for r=1 are labeled NA. 
 
1-dimensional DCT  and PCT Results 
As noted in Section III, the signals of the M channels can be concatenated into a multi-channel ERP data 
fusion vector that will have a dimension equal to 1))(( ×MD .  Then, the PCT and one-dimensional DCT 
dimensionality reduction techniques can be applied to decrease the dimension of the resulting multi-
channel ERP vector to satisfy the dimensionality conditions.  The dimension of the concatenated vector 
was decreased from 1260 to 70 by selecting the basis vectors according to the four criteria.  Gaussian 
multivariate classifiers were developed and evaluated to determine the set of coefficients that gave the 
best result for each selection criterion.  The one-dimensional DCT and PCT classification accuracies for 
the ERPs are also included in Table II.  Again, the value of L that gave the best result is shown in 
parentheses. 
 17
 
Table II ERP classification accuracies 
 
 
VIII.  ANALYSES OF RESULTS 
This section presents an analysis of the results from the two sets of classification experiments in order to 
determine which combinations of the PCT, DCT, and feature selection criteria give the best classification 
accuracies and to also compare the results with those reported in the previous studies.  Furthermore, the 
significant reduction in dimension using the PCT and DCT is also noted. 
 
TMEP Signal Classification 
The PCT and DCT approaches in conjunction with the four basis vector selection criteria resulted in 8 
classifiers for the TMEP signal classification problems.  The PCT classifier using the magnitude selection 
criterion gave the best results averaged across the 8 subjects.  Note, however, that the average 
classification accuracies of all 8 classifiers were greater than or equal to 99.6% and the difference 
between the best and worst classifier was only 0.25%.  Because all 8 classifiers gave very good results, it 
is difficult to convincingly pick the best classifier from this set of experiments.  On the average, the PCT 
classifiers gave better results than the DCT classifiers across all 4 coefficient selection criteria. 
 In the previous work reported in [4], exactly the same TMEP signals were classified using a 
decision fusion classifier, a matched filter, a Gaussian classifier using AR model parameters, and a non-
linear alignment classifier.  It was shown that, in general, the best results were obtained using the decision 
fusion classifier.  The decision fusion classifier combined the decisions of univariate classifiers designed 
2-D DCT 1-D DCT PCT Sub- 
ject r MAG VAR I-S C-A MAG VAR I-S C-A MAG VAR I-S C-A 
Previous 
Results 
1 72.89 (12) 
72.89 
(8) 
73.25 
(26) 
71.43 
(30) 
73.21 
(37) 
72.75 
(23) 
74.21 
(4) 
73.18 
(25) 
77.33 
(33) 
78.87 
(7) 
76.00 
(15) 
73.21 
(37) NA 
2 78.84 (66) 
77.63 
(42) 
79.38 
(31) 
76.45 
(26) 
81.83 
(37) 
80.04 
(61) 
80.77 
(34) 
79.30 
(22) 
85.82 
(35) 
86.57 
(19) 
83.72 
(5) 
83.56 
(7) 82.51 A1 
4 88.31 (65) 
88.14 
(43) 
89.49 
(20) 
86.22 
(28) 
89.23 
(36) 
87.54 
(59) 
88.74 
(9) 
88.05 
(21) 
94.36 
(13) 
94.23 
(21) 
92.96 
(5) 
92.91 
(7) 91.33 
1 73.13 (14) 
71.37 
(59) 
69.37 
(33) 
65.07 
(17) 
72.80 
(50) 
72.87 
(39) 
70.30 
(36) 
68.80 
(20) 
74.94 
(51) 
76.75 
(67) 
73.06 
(41) 
72.63 
(51) NA 
2 78.97 (23) 
77.33 
(52) 
74.91 
(25) 
71.21 
(33) 
78.05 
(20) 
76.07 
(20) 
74.68 
(28) 
75.02 
(28) 
85.09 
(53) 
85.22 
(44) 
82.38 
(44) 
82.35 
(29) 72.09 A2 
4 88.32 (15) 
86.63 
(52) 
84.95 
(27) 
79.06 
(33) 
88.57 
(18) 
85.64 
(14) 
84.19 
(26) 
82.81 
(41) 
93.81 
(43) 
91.68 
(47) 
91.50 
(19) 
88.57 
(18) 81.19 
1 71.47 (47) 
71.24 
(50) 
68.00 
(2) 
65.59 
(38) 
72.24 
(60) 
74.38 
(54) 
69.68 
(6) 
68.06 
(23) 
75.71 
(65) 
75.91 
(63) 
72.82 
(58) 
72.29 
(62) NA 
2 79.45 (56) 
80.67 
(58) 
77.65 
(2) 
71.64 
(34) 
81.00 
(62) 
84.49 
(54) 
77.90 
(8) 
74.02 
(17) 
85.58 
(65) 
83.93 
(46) 
82.80 
(48) 
82.44 
(45) 76.63 A3 
4 84.78 (53) 
85.13 
(58) 
79.30 
(3) 
77.01 
(20) 
88.60 
(63) 
91.19 
(56) 
86.84 
(7) 
81.96 
(13) 
91.35 
(57) 
91.75 
(43) 
88.93 
(25) 
88.58 
(41) 84.78 
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for each TMEP signal sample.  The univariate decisions of the test TMEP signal samples were fused into 
a decision fusion vector and the resulting decision fusion vector was classified using a discrete Bayes 
classifier to determine the final class of the test TMEP signal.  Although there was very little room for 
improvement, the classification accuracies obtained using the PCT- and DCT-Gaussian classifiers 
developed in this paper are consistently higher than those obtained using the decision fusion classifier and 
thus also higher than those obtained using the matched filter, the Gaussian classifier using AR model 
parameters, and the non-linear alignment classifier. 
   
ERP Signal Classification 
For the ERP classification experiments, the 2-dimensional DCT, 1-dimensional DCT, and the PCT, in 
conjunction with the 4 selection criteria resulted in 12 classifiers. Table III shows the classification 
accuracies averaged across the 3 subjects as a function of r.  On the average, the PCT gave the best 
classification accuracies and the 2-dimensional DCT gave the worst accuracies across the 4 selection 
criteria and as well as r.  The classification accuracy of the PCT classifiers using the magnitude criterion 
was slightly higher than that of the PCT classifier using the variance selection criteria for r=2 and 4. 
    
Table III Classification accuracies averaged across the 3 subjects as a function of r 
2-D DCT 1-D DCT PCT r MAG VAR I-S C-A MAG VAR I-S C-A MAG VAR I-S C-A 
1 72.5 71.83 70.21 67.36 72.75 73.33 71.4 70.01 76 77.11 73.96 73.42 
2 79.1 78.54 77.31 73.1 80.29 80.2 77.78 76.11 85.5 85.24 82.97 82.78 
4 87.14 86.63 84.58 80.76 88.8 88.12 86.59 84.27 93.17 92.55 91.13 91.01 
 
In the previous decision and data fusion study [16] involving the same multi-channel ERP data, 
the best results were obtained using a data fusion strategy in which the ERPs of all 14 channels were 
concatenated into a multi-channel ERP vector.  In order to develop a multivariate classifier, the dimension 
of the multi-channel ERP vector was decreased to satisfy the dimensionality condition using a two-step 
procedure.  In the first step, elements with small inter-class separations were discarded.  The most 
correlated elements in the remaining set were combined systematically, in a pairwise fashion, to decrease 
the dimension further in the second step.  The features selected were the discrete Karhunen-Loeve 
transform linear combinations of the ERP samples of the reduced-dimension multi-channel ERP vectors.  
The classification accuracies of the PCT classifiers using the variance and magnitude criteria are 
consistently higher, especially for Subjects A2 and A3, than the accuracies reported in the previous study.   
The ERP classification accuracies were not as high as the TMEP classification accuracies.  This, 
however, is not unexpected because ERPs are known to have very poor SNRs [15],[16].  In a relative 
sense, TMEP signals are not as noisy as ERP signals.  We can, therefore, conclude that there is very little 
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difference between the performances of the PCT and DCT classifiers for the high SNR case.  The PCT 
classifiers gave better results than the DCT classifiers for ERPs, that is, for the small SNR case.   
Considering both sets of experiments together, the PCT classifiers using the maximum magnitude and 
maximum variance criteria yielded the highest classification accuracies. 
 The results in Tables I and II show that higher classification accuracies, for both the PCT and 
DCT, are obtained by selecting an even smaller set L from the initial set of d basis vectors.  Similar results 
in which the classifier performance increases initially as features are added but diminishes as more 
features are added have been reported in work related to the classification of myoelectric signals [17]. The 
ranking strategy, therefore, serves two purposes: to overcome the curse of dimensionality in order to 
facilitate multivariate classifier implementation and to also facilitate the selection of  a smaller set of 
features, from the rank-ordered feature set, which give the best performance. 
Also interesting to note is that only a small number of linear combinations of the input are needed 
to obtain the best classification results. This is due to the high compaction of information into a small set 
of  PCT and DCT transform coefficients.  Therefore, a large number of PCT and DCT coefficients can be 
dropped to decrease the dimensionality significantly in order to facilitate multivariate classifier 
development.  The variations in L from subject to subject in the results presented are very likely due to the 
expected differences in the signals generated by different individuals.  
Comparing classifiers based on classification accuracies is a common practice.  The classifiers 
developed in this study are superior to those in our previous studies in the sense that higher classification 
accuracies are obtained on exactly the same data using exactly the same methods to generate the training 
and test sets.  For each subject, an unequal variance pairwise t-test showed that the differences between 
the classification accuracies of the best PCT/DCT-Gaussian classifier and the classification accuracies of 
the best classifiers from the previous study are statistically significant (p<0.0011) even though the mean 
differences are quite small.  However, the standard deviations are also quite small, especially when the 
average classification accuracies are very high.  Moreover, the classification accuracy is degenerate (zero 
standard deviation) when the classification accuracy is 100%.  The t-test results should also be interpreted 
with caution because the assumption for normality was violated in all cases.  The Wilcoxon rank-sum test 
also yielded p-values comparable to those of paired t-tests except for subject S3 (p=0.6568). The standard 
deviations of both pairs of classification accuracies of subject S3 were relatively high.  Paired t-tests and 
Wilcoxon rank-sum tests showed that the differences between the previous and the best DCT and PCT 
classification accuracies for the ERP signals, shown in Table II, were also statistically significant 
(p<0.0011) for all three subjects.  
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IX.  CONCLUSIONS 
The feature ranking and selection strategy developed in this paper offers a means to overcome the curse 
of dimensionality frequently encountered in multivariate signal classification due to the large input signal 
spaces and the practical difficulties associated with collecting large signal sets.  The strategy not only 
facilitates dimensionality reduction for multivariate classifier implementation but also offers a means to 
systematically select, from the rank-ordered feature set, a smaller set of features that yield the best 
classification accuracies.  Through the two sets of classification experiments, it was shown that the 
reduction in the dimensions of the transformed PCT and DCT feature spaces was quite significant.  It was 
also shown that the classification accuracies of the resulting PCT- and DCT-Gaussian signal classifiers 
were significantly higher than those we had reported in our previous work involving the classification of 
the same signal sets. 
Finally, it is concluded that the feature ranking and selection based dimensionality reduction 
strategy developed in this paper makes it possible to implement multivariate classifiers without having to 
collect a very large number of training signals simply to satisfy the dimensionality conditions.  
Consequently, the PCT- and DCT-Gaussian classification strategies can be beneficial for designing 
personalized human-machine-interface (HMI) signal classifiers for individuals from whom only a limited 
number of training signals can reliably be collected due to severe disabilities. 
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Figure Captions 
 
Fig. 1  Illustration of the feature ranking strategy using the magnitude criterion 
 
Fig. 2 The Up, Down, Left, and Right TMEP signal estimates of Subject S7 
 
Fig. 3 The ensemble averaged match and mismatch ERP arrays of Subject A1 
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Table Captions 
 
Table I    TMEP classification accuracies 
 
Table II   ERP classification accuracies 
 
Table III Classification accuracies averaged across the 3 subjects as a function of r 
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