The problem of light propagation of frequency corresponding to half of the energy difference between a metastable excited state and the ground state of atoms is examined, and solved for coherent medium by analytic means. We demonstrate that the non-linear system of Maxwell-Bloch equation for the effective model of the Λ−type three levels is integrable in the mathematical sense.
I Introduction
Cooperative phenomenon known as superradiance (SR) [1] may have more dramatic effects when applied to the forbidden transition: the decay rate via two photon emission may be enhanced to a macroscopic level without the wavelength restriction [2] . This is in contrast to the single photon SR enhanced decay, with the coherence region limited by the wavelength 2 . We hereafter call the macro-coherent two photon emission [2] as paired superradiance (PSR). An example of candidate atoms for PSR is the first excited D-state of two electron system of Ba (its levels shown in Fig(1) ).
In the course of establishing a firm theoretical formulation for PSR, we came accross a basic reference [3] (and quite possibly many related papers unknown to the present author) in which the Maxwell-Bloch or rather a Maxwell-Schrödinger equation for an effective two level problem is derived and some numerical simulation based on this equation is performed.
The purpose of the present paper is four-fold; (1) to add to the literature of this field, fully integrated analytic solutions of the relevant non-linear system, which describe pulse splitting and compression, (2) to present a new class of soliton solutions of quantized pulse area (the terminology to be defined) that describe the phenomenon of self-induced transparancy(SIT), (3) to give the PSR rate and its spectrum, both time dependent, along with its relation to soliton formation, (4) to provide the signal to the noise ratio (S/N) for radiative neutrino pair emission RNPE (a new, proposed experimental method for the precision neutrino mass spectroscopy, [4] , [5] ).
Our analytic solutions describe the multiple pulse splitting accompanied by compression of propagating pulses in a long target medium, when the input pulse is strong enough. The pulse strength is made quantitative by our own concept of the pulse area, a product of integrated field flux and the coupling strength to the medium. The phenomenon is a highly non-linear coherent effect of the whole system of target atoms and fields.
The multiple pulse splitting in a long target may further be interpreted as a process towards formation of many solitons, if the effect of PSR is included. Indivisual split pulses in medium become increasingly sharper prior to PSR. The ever sharpening pulse has an ever increasing energy density of fields and is unstable against the physical process of PSR. It must become stabilized by PSR emission, eventually resulting in formation of solitons, objects stable against PSR. This intuitive picture has been supported by extensive numerical computations performed by the present author, some of which are shown below. We would like to convince even the uneducated reader of this simple picture of what occurs in an ideal envirornment, the infinitely long coherent medium.
Solitons of the quantized pulse area and of arbitrary velocities have much simpler analytic forms than in the case of two level system [6] . We give explicit formulas and exhibit their pulse shape in a number of figures. Moreover, SIT occurs at non-resonant frequencies, hence might be more useful in technological applications such as communication by light and quantum entanglement: excellent candidates are (J=0 → J=0 ) PSR transitions in alkhali earth atoms.
Our general method also allows to discuss residual interaction between two solitons, which turns out attractive, suggesting existence of bound states of two solitons, presumably even a possibility of field condensate. Implication of the attractive nature of force shall be addressed in forthcoming work.
We next compute, based on perturbative methods, PSR rates in which one of the photons is the forward going pulse component. In PSR, two photons are, almost exactly, back to back emitted and have the same energy, or only this configuration in the two photon phase space is macroscopically enhanced. Calculated rates are more than adequate for detection, and even give a hope of PSR measurement in ion traps where one can expect to store a total target number of ions only as large as 10 6 .
The time structure of our triggered PSR is complicated. PSR is expected to occur rapidly and violently, most dramatically just prior to the soliton formation (and at the time of its artificial destruction). After soliton formation PSR stops, and propagating pulses become stabilized as solitons.
An ideal, and our own favorite, method of observing PSR is creation of as many as possible solitons and their subsequent controlled destruction, giving the largest PSR rates at the instants of creation and destruction. We would also like to stress, for PSR detection and soliton production, great advantages of non-resonant frequency of the trigger laser, which is non-destructive to target atoms and makes experiments easier.
In any of these phenomena, irradiation of the triggering laser at the doubled wavelength is of vital importance to us, and we must fully understand the problem of light propagation in medium, which is done below. In the literature [1] that deals with SR of the two level atom, SR initiated by quantum fluctuation has extensively been discussed. The initial setting that interests us most in the present work is considerably different from this initial condition. PSR initiated by quantum fluctuation is weaker and moreover it is our main intention to utilize benefits of the triggering laser.
Thus, our problem is more akin to the triggered or induced SR in the two level problem [1] . Related to this, the time delay observed in fluctuation initiated SR is absent in our triggered PSR. Despite of all these, we shall briefly mention interesting features of almost trigger-less PSR under a weaker trigger; excellent experimental signatures along with a rough estimate of its rate.
In most of our analysis below, we ignore relaxation processes, due to that the enhanced PSR is very fast: this seems a legitimate approximation under a wide range of circumstances. Moreover, the coherence we need for PSR is not a stationary state of target atoms, but rather it is a dynamically developed (with time) state of the whole system of target atoms plus fields due to the non-linear interaction between the two system. In actual experiments, the coherence is dynamically generated during a short time interval via a series of physical processes of excitation and trigger by lasers. If the time of coherence development is shorter than a typical relaxation time of relevant target state, one could achieve a well prepared state for PSR.
In this sense what is needed for a positive measurement is, in addition to the fast PSR rate, a fast preparation of coherence development, whose realization is left to a challenge for experimentalists.
At a fundamental level the soliton formation may give rise to a controlled measurement of RNPE, [4] , [5] , because solitons are stable against two photon emission, regarded as a crucial background to RNPE. Solitons are, on the other hand, unstable against RNPE, hence soliton formation enhances the signal to the background ratio in favor of RNPE. If the enhanced RNPE rate is larger than (spontaneous decay) rates of the next leading order QED processes (usually much smaller than 1 msec −1 order), then the PSR background suppressed RNPE (due to two effects discussed in the present work; mismatched trigger frequency to PSR and the soliton formation) is measurable by well controlled experiments.
The present paper is organized as a collection of (hopefully) compact sections containing many It is hoped that this work helps experimentalists to design clever methods of detecting and measuring PSR and of creating optical soliton of our type.
Throughout this work we use the natural unit so that = 1 , c = 1. Figure 1: Λ−type low lying levels of neutral Ba atom. An excitation scheme to 1 D 2 is also illustrated.
II Effective two level model
In this section we follow [3] to sketch derivation of the coupled non-linear partial differential equations of Maxwell-Bloch (MB) type, with a slight modification of notation and correction of mistakes at detuned frequencies. The essence is to derive an effective two level model for atoms of Λ−type levels such as Fig(1) .
The spirit of this model is a long time average, or a truncation of past memory effects, in the sense of Markovian approximation, and slowly varying envelope approximation (SVEA). These should be an excellent approximation in our light propagation problem in medium, because this light wave at the doubled wavelength is non-resonant to target atoms, its energy being too far away from the frequency to excite to the first atomic level above the ground. Derivation and neglected terms of this Hamiltonian structure are discussed in our Appendix I.
III Maxwell-Bloch equation and equation for the tipping angle of Bloch vector
The next step is to derive a macroscopic coupled set of equations for polarization of medium and propagating field. Throughout this work we take the continuum limit of distributed target atoms, and assume an axial symmetry around the axis of pulse propagation, which reduces our problem to 1 + 1 (one time t and one space coordinate x) dimensional field theory. Polarization of medium is defined by a Bloch vector of 3 components (a part of density matrix elements R αβ in the notation of Appendix I);
Here n(x) is the number density of targets assumed at rest, and we took for simplicity a constant density n(x) = n within a medium of finite length, 0 ≤ x ≤ L. The function ωt − kx + ϕ(x, t) is the main phase part of the propagating field e iωt E 0 .
From the Schrödinger equation we derive the Bloch equation for polarization components,
From this set of equations one has a conservation of the magnitude of the Bloch vector,
hence R 2 (x, t) is time independent, which can be taken the squared number density n 2 (x).
A linear combination of R 2 and R 3 ,
is conserved in our system of differential equations, and one may set this vanishing without any loss of generality, giving the condition R 2 = γR 3 . The Bloch equation is thus effectively reduced to
with a constant of motion, R
Strictly, the Bloch vector has 4 components, but to a good approximation the other component is time independent. We shall ignore this complication, relegating some explanation to Appendix I.
To proceed further, it is convenient to introduce the angle function θ(x, t), called the tipping angle, and the constant of motion B = ±n(x) by
The Bloch equation is then equivalent to a relation between θ and the field power |E 
θ(x, ∞) is called the pulse area, while θ(x, t) the area function in the present work. The relation (20), containing the squared amplitude |E 2 0 |, is different from the corresponding one in the two level problem [1] in which the field E 0 itself appears in the integrand. As an illustration, the area θ(x = 3cm , t = ∞) is plotted as a function of input laser power in Fig(2) , which we need to find out necessary power values for subsequent computations on the Ba D-state. Moreover, the pulse area of 2π is an important unit for quantized solitons, a subject fully discussed in the following sections.
It is important to distinguish two cases of different signs of the constant B. If B = n > 0, the population difference R 3 is positive for small θ, which means that there are more atoms in the excited state than in the ground state. If B = −n < 0, there are more atoms in the ground state than in the excited state. From obvious reasons, we use the terminology similar to the case of the two level problem: the terminology of amplifier is used for B > 0 and the absorber for B < 0. Needless to say, this distinction is interchanged by a redefining transformation θ → θ + π. Nevertheless, it is customary to take the limit value of the tipping angle, θ(−∞) → 0, hence we stick to this terminology. Polarization R i of medium is related to the field E 0 by the Maxwell equation. We discuss rightmoving field given by |E 0 (x, t)|e −iω(t−x) . Under SVEA, the evolution of envelope |E 0 (x, t)| is given
The coupled system of non-linear partial differential equations, eq. (15) 
Our basic problem is then to solve this single, non-linear equation under an arbitrary initial and boundary data. Difference from the two level problem is in the RHS term; in the two level case there is no ∂ t θ and only term ∝ sin θ, which is a potential term in the ordinary sense. This is the familiar sine-Gordon equation for propagation of pulses and SR at the resonant frequency [1] .
A simplest form of relaxation may be introduced into the envelope equation (21) 
There are more complicated forms of relaxation such as the inhomogeneous Doppler broadening in gas [7] , which has to be treated separately.
When the initial data obeys the condition, |A(x)| > α, the envelope may grow unlimitedly. This is a situation we do not discuss as our physics problem. With |A(x)| < α, we set A(x) = ±α cos θ i (x).
For the dissipationless case of κ = 0, the once-integrated equation becomes
IV Construction of analytic solutions
It would be instructive first to discuss homogeneous solutions without spatial x dependence.
The ordinary differential equation with the simplest relaxation included is given by
This describes a dynamical system of a fictitious pendulum (its angle location given by θ) with the friction term varying periodically with θ, κ ∓ α sin θ. There is no force acting in the ordinary sense.
Equation ( The explicit solution without space coordinate dependence is, in the dissipationless case of κ = 0,
This solution describes a dynamic motion of θ that starts from θ 0 at t = −∞, reaches π at t = t 0 , and ends finally at 2π − θ 0 .
The method of deriving more general solutions of the full partial differential equation is to let parameters t 0 , θ 0 here to depend on other variables of t − x , x. Details of this construction are given in Appendix II.
Simplest solutions that describe the initial target state either fully in the ground state (denoted by (g) and called the absorber) or in the excited state (denoted by (e) and called the amplifier) are given by
here is the input pulse intensity. 
where δ is the pulse duration. For the Ba D-state, they are numerically
with ω to be given in the eV unit.
For targets of short length, we may globally characterize the pulse modification in terms of the gain and the loss. Relative to the input pulse power (irradiated at x = 0) the transmitted pulse at the end of target (placed at x = L) has the gain or loss factor,
We may think of sufficiently short pulse so that remaining polarization and field inside the target is effectively described by those values at an infinite time. The area functionθ(y) is then replaced by its value at time infinityθ(∞) ≡ θ ∞ , hence the input pulse area
may be used. The gain or the loss factor of the transmitted pulse is thus given by
A positive gain G > 1 requires, for 0 ≤ θ ∞ ≤ 2π,
For targets of longer length, the situation is more complicated: the pulse splitting occurs along with compression, as illustrated in Fig superradiance, not considered here, occurs and these sharpened pulses are expected to be rounded off by PSR and become objects close to solitons for which the pulse shape is unchanged with time.
In summary, the pulse modification is described by two parameters; αL , θ ∞ . The larger αL is, the larger modification occurs, while θ ∞ gives a measure of pulse splitting; the number of split pulses.
In the Ba example, αL ∼ 0.024nL/10 16 cm −2 and θ ∞ ∼ 4(δ/ns)(ǫ 2 0 /10 6 Wmm −2 ), both at ω = E eg /2.
We now discuss interaction of two pulses, assuming that both pulses propagate in the same direction. The calculation is possible because we solved the one-mode basic equation in terms of arbitrary initial data which can be a sum of two pulses of well separated envelopes at initial times, one of them catching up the other. The influence of 2nd pulse on 1st pulse is determined by using the area sum of two pulses, for the case of θ 0 = 0,θ
in the formula, eq.(30)∼ (33). Suppose that two pulses are well separated by a distance X. Near the center of 1st pulse, we may take t − x ∼ 0, then the effect of 2nd pulse is given by a pulse intensity modification factor A (to be multiplied by the energy density ǫ 2 1 (0); the incident pulse intensity). This factor may be interpreted to define an effective potential V by using the relation 
where x is the distance 1st pulse propagated in medium (2nd pulse is at x − X in medium). This formula is of generic validity, and we shall apply it to the problem of two soliton interaction in the next section.
V Soliton solutions
Existence of stable solitons is anticipated from the topological reason when the pulse area takes quantized values of an integer times 2π. This situation is similar, but not identical, to the self-induced transparancy (SIT) in the two level system [6] . In our effective Λ−model the fictitious pendulum may start from the top (θ = 0) or the bottom (θ = π), and come back to the same initial location, since its motion is limited to a single θ−island in Fig(3) between two end points (where velocity vanishes). Calculation of the pulse area for this motion gives the quantized unit of 2π.
A more physical reason for existence of solitons is that the propagating pulse in medium is not stable and becomes reshaped via spliting and compression. The sharpening process however does not last indefinitely, since the field energy density increases without bound. If the coherent region is maintained long enough, the sharpened pulse eventually emits PSR, the only possible process in our model, thus becoming stable against PSR by formation of solitons. This picture shall be supported in conjunction with PSR rate computation in the next section.
Solitons in our effective Λ−model are solutions of
with the boundary condition suitablle to the kink solution,
and a finite energy condition,
-(+) case in eq.(44) corresponds to amplifier(absorber). The anti-kink, or anti-soliton, does not exist, because the relevant condition, θ(η, −∞) = 2π , θ(η, ∞) = 0 implying ∂ t θ < 0 at some time t, is excluded from the required positivity of field energy due to |E 
Finiteness of energy requires a behavior of the function T (y) towards ± infinite time,
The function T (y) must be monotonic to give a positive definite flux.
A simple, linear choice of T (τ ) ∝ τ gives
where α is defined by (35). The parameter v restricted to 0 < v < 1 here may be regarded as the velocity of soliton. In the v → 1 limit, soliton becomes sharpened without bound; its width ∝ 1 − v and its peak value ∝ 1/(1 − v). The integrated soliton flux is Soliton structure: v 0.9999 Figure 9 : Soliton sandwitch structure: field power and net emission rate, namely, 2 photon (emission -absorption) rate.
(numerical value for Ba), which is independent of the target number density.
Introduction of higher order powers in T (τ ), like τ 3 , gives asymmetric distortion of pulses.
Fig (9) shows an example of soliton structure within target. The soliton has a sandwitch structure:
2 photon emission region in the middle is surrounded by two sides of absorbion region. This way the net two photon emission seen outside the target vanishes, as more fully explained in the next section on PSR rate calculation. These solitons are stable, keeping their pulse area of 2π and their shape, as illustrated in Fig(10) . The soliton size is characterized by 1/α, which is ∝ 1/n (inversely proportional to the target number density). When the soliton propagates within medium of a different, hence mismatched number density, its shape changes, as illustrated in Fig(11) .
It should be kept in mind that solitons represent, not only the field but also, the entire coherent state of atoms and fields as a whole. When a soliton exits from a target end into another region of different environment (for example, of different target number density or of different matter including vacuum), a mismatch of soliton parameters occurs and the soliton becomes destabilized and necessarily emits PSR. This gives a simple principle of detecting a soliton and PSR at the same time.
An obvious obstacle against this is a fast relaxation process.
We now discuss how solitons might be dynamically created in a long target. The first step towards multiple soliton formation is to irradiate a strong pulse of area close to an integer n × 2π and create n number of well separated pulses. Each of these pulses are candidates of soliton of area 2π, but they must be reshaped. A method of reshaping would be to recast these pulses into an amplifier close to the ground state given by the angle θ 0 = π. The reason for this is that at this angle value Propagation of soliton in wrong medium: v 0.9999 Figure 11 : Spatial profiles at different times when the same soliton as in Fig(10) is put into a medium of a mismatched number density 10 times larger than in Fig(10) the solution is given by eq.(30), thus at late times one gets
where the functionδ(y) is the area -2π, andδ(y) =θ(y) − 2π ∼ (∂ yθ ) 0 y. This has the same form as the soliton solution, eq.(48), with T (y) =δ/(2α) ∼ y(∂ yθ ) 0 /(2α), ifδ is small. In Fig(12) we illustrate a profile of nearly formed soliton, constructed by propagating a nearly 2π pulse in a long medium of θ 0 ∼ π. The pulse profile constructed this way is similar to, but a little bit distorted from, the soliton profile in Fig(9) . The reshaping becomes perfect when the process of PSR occurs; the subject of the next section. Nearly formed soliton: 1.04 2Pi pulse Examples of two soliton potential are shown in Fig(13) for various target states. The conclusion on two soliton interaction is that its potential has many extremal equilibrium points for all types of target states. As the target number density increases, the depth of potential (local) minimum becomes larger and its locations becomes closer to another soliton. Implications on this force nature shall be discussed elsewhere. (the number within a single photon phase space) for the trigger-less PSR. The spontaneous to the stimulated PSR rate ratio is numerically
Although its rate is smaller, there are merits for PSR without (or with a very weak) trigger; easiness of two photon simultaneous detection and the presence of the PSR time delay, which can be used as an experimental identification method for a good PSR event. It should further be noted that even a very weak trigger pulse for PSR is very useful to expedite the target coherence. An optimal and careful choice of the trigger power is obviously required.
We now discuss PSR with trigger of a larger rate. The backward photon emission in PSR is treated as perturbation to the pulse propagation. The propagation part was analyzed by MaxwellBloch equation and already solved. We are regarding the process as a whole single event, starting from the target triggering, coherence evolution, until PSR occurs.
Introduce a general perturbation to the propagation problem, given by a Hamiltonian H i to the effective Λ−system, which may cause a variety of transitions depending on the choice of H i ; in the case of PSR H i = d · ǫ where ǫ is the field of a single photon emitted in the backward direction to the pulse. For RNPE, 
Pulse field × perturbed backward field contain spatial functions, E ∝ e −ikx and e ∝ e −ik ′ x , where
are frequency and wave number sets of respective waves.
A crucial observation is that at the half of two level energy difference, oscillating terms have a common phase, since
at ω = E eg /2, which much simplifies the amplitude.
We introduce a new notation for propagating and backward emitted photon fields by
and derive the amplitude of |j -level, c 
where ω 0 ≈ E eg /2 is the frequency of triggering pulse. Neglected terms are rapidly oscillating with
x at k ′ ∼ −k (giving two counter-propagating waves).
This gives corresponding perturbation amplitudes,
One may interpret e 0 and e * 0 as annihilation and creation operators of backward emitted photons according to quantum field theory. Equation (63) describes paired emission of two photons, counting the stimulated part of amplitude (∝ N γ ) of incident pulse, and (62) describes an associated process of paired annihilation of two photons. The reason why the paired annihilation occurs is that in medium under propagating field some atoms may be in the ground state surrounded by ambient two modes of photons. This amplitude is δc g , the perturbed ground state amplitude.
When one computes the probability of PSR, one first sums amplitudes including e ±i(k+k ′ )x over all atoms in a coherent medium. For this purpose we introduce local atomic amplitudes c i (x, t) , i = e, g and divide the entire coherent region 0 < x < L into cells of size ∆x. We require 1/k ≪ ∆x ≪ L for the cell size. Under SVEA, namely the assumption of slow variation of local amplitudes over the wavelength scale, the amplitude summation within a cell gives
The last factor, when squared, gives the Dirac delta function in the form, ∆x2πδ(k + k ′ ), in the large ∆x limit (of ∆x ≫ the wavelength). The factor ∆x in front is cancelled by the amplitude squared |e 0 | 2 of a single backward photon.
The factor 2πδ(k + k ′ ) implies the momentum conservation working, independently of the actual finite, but a large ∆x. Our basic ansatz in the spirit of SVEA is to take for ∆x its largest possible value, the target size L. Furthermore, we replace for ease of numerical computations the fast oscillating function by a more smoothly varying, yet globally correct, function;
We may, somewhat arbitrarily but realistically, change in rate estimates the factor L here by its fraction, which gives larger rates than given here. We may thus regard our procedure of the replacement ∆x → L as an underestimate of more realistic rates. How much rates are underestimated actually, however, must be verified by a more laborious numerical simulation, assuming discretized sites of atoms.
Rate of the net emission ∝ R 3 has two types of contributions; emission for R 3 > 0 from atoms populated more in the excited state, and absorption for R 3 < 0 from atoms populated more in the ground state. The absorption that occurs within target medium cannot be experimentally measured, and one measures the positive emission rate at both target ends. (If the effective rate becomes negative, no emission is measured since it means an inward emission into the target inside.) The spacetime dependence of net rates is thus given by
where the pulse related factor I(x, t) is to be given below in eq.(73). We may define the net spectral rate (net probability per unit time which can also become negative) as
by the short time average using the well known formula,
The large time limit is valid since oscillation in time is very fast compared to polarization development under all practical situations we consider.
Convolution with the frequency distribution of the input pulse is now necessary. We assume a Gaussian power spectrum of the form,
with the frequency width δ(= O(50 ∼ 1)GHz for commercially available laser). The wave number integration, along with the convolution, gives
leading to the differential spectrum d 2 Γ/dω ′ dt (having the dimension of rate , 1/time) of the backward photon of energy ω ′ ;
For the input pulse we assumed a time structure of the Gaussian form, characterized by a width ∆ and centered at t = x. Two cases of ∓ correspond to the state of targets; absorber (amplifier).
Note that we used neither the conventional Gaussian width given by the variance, nor the half width at half its maximum. Our width is √ 2 × the Gaussian and 1/ √ ln 2 × the half width.
For the Ba D-state, the basic unit of differential spectrum for the target number density n = 10 16 cm −3 and the pulse power ǫ 
to be multiplied by
where all energies should be given in the eV unit. Two cases of +(-) correspond to the absorber (amplifier).
The time dependence of rate d 2 Γ/dω ′ dt is due to the rapidly varying pulse shape. A more practical measure of event rate is time integrated event number per a shot of pulse;
From the measurement point of view, only two locations are of practical importance; x = 0 the target left end for measurement of the backward emitted photon of PSR, and x = L the right end for measurement of the forward emitted photon.
The frequency spectrum of backward photon is sharply peaked at the middle point of level spacing, ω ′ = E eg /2, if the trigger frequency is tuned to this value, ω 0 = E eg /2. A quantity of practical importance for the overall rate is the frequency integrated (time dependent) rate given by
where F (ω ′ ; x, t) is slowly varying in frequency ω ′ . We may approximate this frequency integral by taking correct behavior in the two limiting regions, δL ≫ 1 and δL ≪ 1, and smoothly interpolating in the interval. At the tuned point ω 0 = E eg /2, one may adopt the following approximation,
We checked that this approximation is valid to an accuracy of ∼ 15% level.
Assuming that the pulse shape variation is slow, one may introduce a slowly varying, time dependent rate by taking the short time-average and frequency-integration, to obtain a total net event number (emission -absorption event) per a shot of pulse as
The last factor for the pulse duration of δ = 45GHz and L = 3 cm is ∼ 0.5.
The more effective and useful event rate (number of events per unit time) in actual experiments is given by this event number per a shot divided by the repetition cycle time τ r of excitation and trigger.
For instance, if the pulse repetition cycle τ r is 1 msec, a practical experimental rate is N /τ r = 10 3 N Hz. We caution that all event numbers shown in Fig(14) ∼ Fig(23) are events per a shot of pulse, and one has to multiply 1/τ r (depending on experimental setup) for effective and more realistic rates per unit time.
We now exhibit several figures to illustrate physics of analytic results given here. These PSR rates are computed, using the rate formula and analytic solutions of the pulse propagation for r 3 , I 1 . The first figure Fig(14) shows the initial angle θ 0 dependence of the backward rate (measured at x = 0) and the forward rate (at x = L). Except at soliton formation discussed later, the forward-backward asymmetry in rate is not large (typically ≤ 15%).
An example of Ba backward photon spectrum is shown in Fig(15) . In this computation we took the Gaussian frequency distribution of input laser, its width given by 45 GHz. Both spectral shape and rate are indistinguishable up to the passage time of pulse at the target end, but the rate rapidly decreases much beyond the passage time. It thus becomes important to devise a fast recycling scheme for excitation and trigger of the target, in order not to wait for a null result.
The laser power dependence of rate is shown in Fig(16) . Fig(17) shows dependence on the target number density dependence, indicating that PSR may be detectable for Ba number densities as low One might have a suspicion that PSR is not detectable, because a single photon SR rate is always larger than the two photon PSR rate due to a larger spontaneous emission rate, when both assumed. Fig(19) shows a spectrum rate at a mistuned frequency of the input laser. Note that for an infinitely long medium the momentum and the energy conservation forces PSR spectrum to have a δ−function like peak at the half energy. In practice, the target has a finite length and violation of the momentum conservation leads to a small tail away from the peak location of ω = E eg /2. The amount of suppressed tail contribution depends much on the frequency distribution of the tail part of irradiated laser. A large suppression factor seen here is due to the Gaussian frequency distribution, in this case of width 45 GHz. This large suppression is encouraging from the point of enhancing the signal to the background ratio of RNPE/PSR. We shall have much more to say on this in the last section when we discuss prospects for RNPE.
We now demonstrate that solitons are stable against two photon emission. As discussed above, two photon emission associated with pulse propagation accompany simultaneously two photon absorption, since it may be induced by surrounding field. Thus, the net emission rate is in proportion to R 3 I, the product of population difference and the power of propagating pulse. For soliton solutions the time integrated rate at the target end is From Fig(9) one sees that the emission region in the central part of the target is sandwitched by two absorption regions, which gives a balanced vanishing net rate. This result holds at any target point. In more general target states excluding solitons, the integral of this product ∝ cos θ∂ t θ gives a difference, sin θ(t = ∞) − sin θ(t = −∞), which is non-vanishing.
An ideal method of observing PSR might be creation of many solitons at the first stage, and their artificial destruction by controlled means for detection of PSR photons at the second stage.
The forward-backward asymmetry is expected to be large, both immediately prior to soliton formation and immediately after their destruction. We plot in Fig(20) time evolution of the asymmetric rates for ∼ 2π pulse. This asymmetry may be used to detect PSR itself under large symmetric backgrounds. and Ba number density 10 16 cm −3 are assumed.
VII Outlook for radiative neutrino pair emission (RNPE)
We shall briefly sketch prospects towards our goal of the precision neutrino mass spectroscopy, by providing rate, spectrum and S/N. Details of rate computations, including effects of all six thresholds, mixing angles, Majorana vs Dirac distinction [4] , and Majorana CP phases [5] shall be presented in a separate publication.
Atoms ideal for PSR may not be appropriate for RNPE detection, due to two reasons: (1) the RNPE process |e → |g + γ + ν i ν j , i, j = 1, 2, 3, requires a large spin flip amplitude [4] Experiments can be performed using typically more than three lasers of different frequencies; more than two for excitation to the metastable state and another for the trigger of RNPE. The trigger frequency ω (different from E eg /2, hence mistuned for PSR) is reset each time for measurements at different photon energies of the RNPE continuous spectrum of Fig(21) . Hence it is desirable to use frequency tunable lasers for the trigger. This way there is no Gaussian tail suppression at each detected spectral point of RNPE photon, while the background PSR is suppressed by the Gaussian tail factor due to a mismatch away from ω = E eg /2. Moreover, the energy resolution of RNPE photon is essentially determined by the precision of triggering laser frequency, and not by detected photon energy resolution. This is a key for success of the precision neutrino mass spectroscopy, which must resolve photon energies at the µeV level.
Theoretical estimates readily give coherent RNPE rates as large as, of order 0.1 events per pulse for Xe atoms of number density of order 10 18 cm −3 , which may be realized in solid matrix environments.
With a repetition cycle of O[1] msec interval, this gives a detectable effective rate of O[100] Hz.
We show the continuous single photon energy spectrum of Xe macro-coherent RNPE in Fig(21) .
The sharp rise at the threshold is characteristic of the three-body decay under the momentum conservation, as is familiar in the µ decay. The increasing rate towards the low energy photon, given in the blue curve of Fig(21) , is due to the flat frequency dependence of the peak intensity of the trigger laser, and the decreasing rate in purple is due to ∝ ω 4 peak intensity dependence more akin to the phase space of the 3-body spontaneous decay of elementary particles. The low energy side of the photon energy spectrum is thus sensitive to the frequency dependence of the trigger laser intensity, and is inevitably tied to experimental apparatus used. The rate scales as n 2 V , with the target number density n and the volume V of coherent region, as shown in Fig(22) .
The problem against the precision neutrino mass spectroscopy is not the rate itself, if a sufficient number of target atoms is prepared. Rather, the serious problem appeared to be in the signal to the background ratio (S/N) where the main background source is the physical process of two photon emission, in particular N 2 enhanced PSR. We discuss this problem shortly. Higher order QED processes that could sneak into our photon energy region might appear problematic, but they are As shown in the present paper, the S/N problem caused by PSR is much relaxed and the value of S/N is enormously enhanced by two effects; (1) mistuned trigger frequencies for PSR and (2) soliton formation. We first discuss the first issue. S/N is increased by the choice of trigger frequency set
1 /E eg of the lightest neutrino pair emission for RNPE (we are ordering neutrino masses according to m 3 > m 2 > m 1 ). There is a mismatch of energy from the largest rate point at ω = E eg /2 of PSR by the amount 2m 
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VIII Appendix I Derivation of effective two level model
• Atomic system
The state vector of an atom can be expanded in terms of the wave function,
c α (t) are probability amplitudes in an interaction picture.
The atomic system may interact with fields. The electric field ǫ(x, t) that appears in the Hamiltonian via E1 or M1 transition is assumed to have one component alone, namely we ignore effects of field polarization. This is a valid approach under a number of circumstances. One then decomposes the real field variable ǫ(x, t) into Fourier series, e iωt times a complex envelope amplitude E 0 (x, t), and its conjugate, where E 0 (x, t)e ikx (k = wave number) is assumed slowly varying in time,
The Schrödinger equation for a single atom
gives the upper level amplitude c j (t). Using
one has
This can formally be integrated to
(the initial condition c j (0) = 0 is assumed).
We extend the system of a single atom to a collection of atoms, regarding variables c α (x, t)
as functions of two variables, x and t. The population and the coherence of the entire atomic system is described by the density matrix elements, R αβ (x, t) , αβ = e, g, j, which is the squared product of wave functions (bilinears in c e , c g , c j and their conjugates) and the target number density n(x). The macro-variables are defined by
For a notational simplicity we often omit space coordinate (x) dependence of probability amplitudes and write these simply as c α (t) instead of more proper c α (x, t).
• Markovian approximation and SVEA
The basic strategy of deriving equations for the lower two level amplitudes c e , c g in a closed form is to eliminate atomic variables related to the upper level amplitude c j . This is essentially done by neglecting a long-time memory effect (the Markovian approximation) and making slowly varying envelope approximation (SVEA) in the terminology of [3] . The idea is to replace dynamical variables, c e (t ′ ), c g (t ′ ), E(x, t ′ ) in the integrand of eq.(86), by their values at time t, neglecting all the past memory effects. This gives
which is inserted into equations for the lower levels
Unitarity, namely the probability conservation, given by
does not hold when limited to two amplitudes c e , c g alone, namely in the Markovian approximation. However there exists an effective conservation law that holds for the two level system, given later by (114). There seems some misunderstanding on this point in [3] .
We further neglect rapidly oscillating terms assuming the nearly, but not necessarily exactly, tuned condition, ω ≈ E eg /2, which amounts to
where
as in the text. All of d jα , µ αβ are taken as real.
A mistake in [3] is that µ eg = µ ge is assumed even at δω = 0. This equality holds only at the middle point of frequency ω = E eg /2. Thus, results of [3] away from this tuned frequency should be taken with skepticism.
Writing this equation in a matrix form,
one finds that the effective Hamiltonian H becomes hermitian only by neglecting δω/E c terms in µ eg , µ ge .
We introduce symmetric and anti-symmetric functions of δω = ω − E eg /2 as
and write We shall ignore effect of H − and assume µ ge = µ eg in the main text of the present work.
• Generalized Bloch vector and its dynamical equation
The 4 component Bloch vector is defined by
where we assume a standard form of field,
with k = ±ω. The real amplitude ǫ 0 (x, t) and the phase ϕ(x, t) are assumed both slowly varying in time and in space. Note the relation of real and complex field,
The generalized Bloch equation is given by
proved by using the Schrödinger equation for c e , c g . Note that in RHS of these equations there is no phase factor like e i(2kt−2ωt+Eeg t) .
The conservation law is extended to the 4-vector;
Only at the middle point of ω = E eg /2 this conservation reduces to the usual type of conservation for the 3-vector norm,
3 ) = 0 (the assumption taken in [3] ), since in this case µ − = 0 and one has separately ∂ t R 2 0 = 0.
• Polarization of medium Polarization vector is defined by
for which we eliminate c j using eq.(88).
The polarization can be decomposed into the in-phase cos(ωt − kx + ϕ) and the out-phase sin(ωt − kx + ϕ) parts;
e −iη − µ ge c * g c e e iη ))ǫ 0 (x, t) sin(ωt − kx + ϕ) = ( µ ee + µ gg 2 n + µ ee − µ gg 2 R 3 + µ + R 2 )ǫ 0 (x, t) cos(ωt − kx + ϕ) + µ + R 1 ǫ 0 (x, t) sin(ωt − kx + ϕ) .
O[µ − ] terms do not contribute to hermitian polarization P .
The Maxwell equation
gives for envelope amplitude and phase variation under SVEA
(∂ t + ∂ x )2ϕ = ω −ωµ + R 2 + µ ee − µ gg 2 R 3 + µ ee + µ gg 2 n .
In order to simplify equations, we introduce new variables by
γ = µ ee − µ gg 2µ + , Ω = 2ω − E eg + 2 ∂ϕ ∂t .
The basic set of equations is given by
from which it follows
We have not included atomic relaxation effects given by parameters, T 1 , T 2 , T * 2 [1] . One can consistently take Ω = 0, namely ∂ t ϕ = E eg /2 − ω. This adjustment of field phase is assumed in the text of this paper. 
IX Appendix II Details towards construction of analytic solutions
We start from discussions that lead to introduction of the tipping angle θ(x, t), eq. Our method for solving non-linear partial differential equations of two independent variables (x and t) is to integrate in one variable t and replace integration constants obtained this way by functions including another variable x. The method works for our problem of one mode propagation, but it is not a general mathematical method.
At finite time t we allow the integration constant t 0 , θ 0 of 0d solution (solution without space dependence), eq.(27), to vary in spacetime according to
(∂ t + ∂ x )θ + α(cos θ − cos θ p ) = 0 ,
noting a trivial equality, (∂ t + ∂ x )T (t − x) = 0. Hence, solutions are written in terms of two functions to be determined by the initial and the boundary data, θ(x , t) = arccos cos θ p (x) cosh (α(t − T (t − x) ) sin θ p ) − 1 cosh (α(t − T (t − x) ) sin θ p ) − cos θ p (x) ,
where θ p (x) , T (y = t − x) are yet to be determined.
The following, somewhat complicated steps leading to eqs. (137) and (140) are processes of how the initial and the boundary conditions determine the unknown functions, θ p (x) , T (y).
The given boundary data at some spatial point x = 0, the target end at which laser irradiation takes place, and the initial data at t = 0 are θ(x = 0, t) ≡θ(t) , θ(x, t = 0) .
These are related to the variable ω R (x, t) by using ∂ t θ(x, t) = ω R (x, t),
θ(x, 0) =
Note that two data (134) are independent.
We may solve for the unknown function T (τ ) using the boundary condition, to get T (τ ) = τ − 1 α sin θ 0 arccosh 1 − cos θ 0 cosθ(τ ) cos θ 0 − cosθ(τ ) , θ 0 ≡ θ p (0) .
The solution for θ p (x) is obtained from the initial condition, given by ∂ tθ (−x)(cos θ p − cos θ(x, 0) ) = (cos θ 0 − cosθ(−x) )ω R (x, 0) . 
cos θ(x, t) = ∓ cosh(αx sin θ 0 ) cos θ 0 (1 − cos θ 0 cosθ) ± sinh(αx sin θ 0 ) cos θ 0 sin θ 0 sinθ − (cos θ 0 − cosθ) cosh(αx sin θ 0 )(1 − cos θ 0 cosθ) ± sinh(αx sin θ 0 ) sin θ 0 sinθ − cos θ 0 (cos θ 0 − cosθ) ,
R 3 (x, t) = n 1 + γ 2 cos θ(x, t) ,
with variable dependence given by x explicitly and t − x inθ(t − x). These solutions are given in terms of the strength of input pulse,θ (t − x) =μ
The constraint cos 2 θ(x, t) ≤ 1 is satisfied for any θ 0 .
Note thatθ is monotonically increasing function of its argument. The solution θ(x, t) is valid only for ∂ t θ > 0 for the positivity of the pulse strength.
We do not know whether these solutions have complete generality and no other solutions exist, but they seem to be adequately general for our purposes. The initial data θ(x, 0) at x > 0 consistent with these solutions is given in terms of the input area at negative argumentsθ(−x), and they are independent of the boundary data θ(0, t) at t > 0 given by the same area of positive arguments. One might consider the situation ofθ(−x) = 0 at x > 0, which gives cos θ(x, 0) = cos θ 0 cosh(αx sin θ 0 ) + 1 cosh(αx sin θ 0 ) + cos θ 0 ,
