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Dans un environnement changeant, dans lequel la concurrence est de plus en plus vive,
une entreprise doit continuellement améliorer sa compétitivité, en répondant au mieux aux
besoins des marchés dans lesquels elle opère. Innover est devenu alors une nécessité pour que les
entreprises puissent assurer le succès de leurs produits ou services. Cependant, cette innovation
ne doit pas concerner uniquement le développement de produits ou de services mais aussi la
fonction de production ainsi que toutes les fonctions ayant un lien direct ou indirect avec cette
dernière. En eﬀet, dans un tel environnement, rester continuellement compétitif nécessite un
travail coopératif de toutes les fonctions du système. Bien que, souvent dans le monde industriel,
les objectifs de réactivité, de coût, de délai et de qualité dominent l'attention des gestionnaires,
il est diﬃcile pour d'autres fonctions, en particulier la fonction de maintenance, d'imposer leurs
contraintes qui permettraient, malgré tout, d'augmenter la productivité et la compétitivité.
Aﬁn de garantir une productivité élevée, les gestionnaires s'appuient beaucoup sur des plans
de production ﬁables et robustes en supposant que les ressources de production sont toujours
disponibles. Cependant, la plupart du temps, ces plans sont exposés à des perturbations. Ces
perturbations sont généralement causées par des aléas de natures diverses : absence des opéra-
teurs, retards de livraisons de matières premières, dégradation de la qualité des produits achetés,
etc. mais aussi par l'occurrence fortuite de pannes sur les ressources de production. En eﬀet,
une panne peut se produire durant l'exécution d'une tâche de production, ce qui peut avoir
de désastreuses conséquences sur la chaine de production et conduire à des accidents mettant
en péril l'ensemble des équipements de production, le personnel de l'atelier et l'environnement
en général. Il est évident alors que pour améliorer le rendement de l'entreprise et garantir en
parallèle la sûreté de fonctionnement et aussi la sécurité, il est nécessaire de mettre en ÷uvre
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une politique de maintenance judicieuse.
C'est pourquoi les politiques de maintenance se sont grandement développées au cours des
dernières années allant de la maintenance corrective appliquée après l'occurrence des pannes,
à la maintenance préventive systématique réalisée périodiquement sur l'ensemble des équipe-
ments en passant par la maintenance préventive conditionnelle qui consiste à surveiller l'état de
santé des machines et à intervenir lorsque des dégradations sont observées, ou la maintenance
prédictive apparue récemment et qui se base sur les techniques de pronostic pour anticiper les
pannes en estimant le temps d'utilisation restant avant leur occurrence et planiﬁer antérieure-
ment les maintenances nécessaires pour les éviter. Cette politique de maintenance permet de
réduire ainsi le nombre de pannes imprévues et donc le risque d'accident dans les ateliers.
Cependant, pour de nombreux gestionnaires de production, la maintenance est une source
de perturbation car elle a pour conséquence de suspendre la production. En eﬀet, les gestion-
naires de production ne se soucient pas de l'état opérationnel des équipements, ils considèrent
ainsi que les temps où les ressources ne sont pas engagées peuvent être exploités pour eﬀectuer
d'autres opérations de production. En conséquence, ils peuvent avoir tendance à décaler les
tâches de maintenance sur des créneaux horaires limitant autant que possible les arrêts de pro-
duction. Ce procédé peut avoir des conséquences sur la sécurité des équipements car ce décalage
des tâches de maintenance augmente le risque de pannes des ressources de production lors des
temps opératoires, conduisant généralement à la perte du produit en cours de fabrication. Le
traitement de ces pannes inévitables est généralement plus coûteux pour l'entreprise. En eﬀet,
il s'agit alors de maintenance corrective immobilisant les ressources généralement plus long-
temps que s'il s'agissait de maintenance préventive. Les besoins en maintenance corrective sont
soudains et non planiﬁés immobilisant la ressource dès leur apparition jusqu'à la remise en état
opérationnel. L'absence d'anticipation fait que la logistique de l'intervention ne peut pas être
organisée lors des temps improductifs de la ressource allongeant ainsi la durée d'immobilisation.
De plus, il est possible que les ressources de maintenance soient engagées sur une autre inter-
vention retardant encore plus la remise en état opérationnel de l'équipement de production.
Ces délais peuvent être tels qu'ils conduisent à des replaniﬁcations de la production et qu'ils
peuvent conduire l'entreprise à dédommager ces clients pour les retards.
Malgré l'interdépendance entre les fonctions de production et de maintenance, leurs activités
sont très souvent planiﬁées séparément dans les systèmes de production. Chacune des deux
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fonctions planiﬁe ses tâches sans prendre en considération les activités de l'autre, d'une part,
la fonction de production suppose que les machines sont toujours disponibles et, d'autres part,
la fonction de maintenance ne prend pas en considération l'utilisation des ressources pour
la production. Ceci entraîne des conﬂits entre ces deux fonctions lors de la réalisation de la
planiﬁcation de leurs activités sur les ressources qu'elles partagent.
Dans la littérature, beaucoup d'études ont été réalisées pour traiter le problème de plani-
ﬁcation conjointe des activités de production et de maintenance. La plupart de ces travaux
considèrent le problème dit de planiﬁcation des tâches de production avec contraintes de dis-
ponibilités. Ce type de problème consiste d'abord à trouver un planning des interventions de
maintenance puis à planiﬁer les tâches de production en respectant les contraintes d'indisponi-
bilités créées par les tâches de maintenance. Cependant, il n'est pas toujours possible de savoir
avec certitude quand est-ce qu'un équipement va tomber en panne. Les pannes arrivent à force
d'utiliser les équipements pour la production, il n'est donc pas possible d'estimer l'instant de
la panne de celui-ci sans connaître ses futures utilisations et la sévérité de ces utilisations. Pour
remédier à ce problème, les planiﬁcations de la production et de la maintenance doivent donc
être réalisées simultanément.
Bien qu'il semble que l'outil de pronostic soit d'intérêt pour la planiﬁcation des opérations
de maintenance et de production selon l'état de santé actuel et futur de la machine et donc
selon la durée et la sévérité de son utilisation, celui-ci ne semble pas être considéré par les tra-
vaux issus de la littérature des domaines concernés. De plus, les méthodes développées dans les
travaux existants sont très peu déployées dans les systèmes de production réels, du fait de leurs
temps d'exécution trop importants et du fait que ces travaux sont très souvent développés pour
un problème spéciﬁque propre à un système précis et/ou à des hypothèses trop restrictives. Ceci
restreint la portabilité de la méthode et la rend ainsi sensible à tout changement d'environne-
ment. Nous présentons, dans ce manuscrit, une méthode visant une grande généricité pour la
planiﬁcation conjointe des activités de production et des activités de maintenance exploitant les
données de pronostic des composants des ressources techniques de production. Aﬁn de garan-
tir cette grande généricité, la méthode proposée est distribuée. En eﬀet, nous avons considéré
qu'elle devait pouvoir être adaptée aussi bien à un site de production très intégré disposant de
ses ressources propres de production et de maintenance comme à un ensemble d'entreprises de
production et de services de maintenance.
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Contribution de la thèse
Dans cette thèse la contribution principale porte sur la proposition d'une méthode de pla-
niﬁcation conjointe des activités de production et des activités de maintenance en fonction
de l'état de santé des ressources de production qui varie en fonction de leur utilisation et en
fonction des disponibilités de ressources de maintenance.
Ce travail est une extension d'un modèle de planiﬁcation "SCEP" (Superviseur, Clients,
Environnement et Producteurs), un système multi-agent qui permet de planiﬁer les tâches de
production sans prendre en considération les tâches de maintenance. En s'inspirant de SCEP
nous proposons un modèle (SCEMP), dans lequel un nouvel agent "Mainteneur" est intégré. Une
amélioration des performances et connaissances des agents producteurs est apportée de sorte
qu'ils exploitent les données issues des pronostics de composants pour planiﬁer les tâches de
production en fonction de l'état de santé des équipements qu'ils gèrent. Ces agents producteurs
peuvent aussi communiquer avec les mainteneurs pour exprimer leurs besoins de maintenance.
Les mainteneurs peuvent répondre à ces besoins en considérant eux-mêmes leur disponibilité.
Organisation du manuscrit
Aﬁn de présenter nos développements, ce manuscrit est organisé en quatre chapitres.
Le premier chapitre est consacré à la description du contexte général dans lequel nos dévelop-
pements s'inscrivent. Pour cela, le rôle, les enjeux, les contraintes de la fonction de production
y sont présentés. Nous déﬁnissons ce qu'est un système de production et présentons une classi-
ﬁcation des systèmes de production. Les enjeux, les objectifs, ainsi que les diﬀérents niveaux de
planiﬁcation de la production sont abordés ensuite. Nous établissons le constat que la planiﬁ-
cation de la production ne peut pas être eﬀectuée de façon performante sans considération des
besoins et des activités de maintenance. En eﬀet, l'objet majeur de la fonction de maintenance
est d'assurer la disponibilité des ressources techniques de production. Nous présentons donc
également la fonction maintenance dans ce chapitre dont la récente politique de maintenance
prédictive permettant des gains de performance aussi bien pour la fonction de production que
pour la fonction de maintenance. Nous mettons ainsi l'accent sur le besoin de coopération entre
la fonction de production et de maintenance. Nous considérons alors que ce besoin doit être
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traduit par une planiﬁcation conjointe des activités de production et des activités de mainte-
nance. Comme cette planiﬁcation requiert l'ordonnancement de leurs activités, nous présentons
également dans ce premier chapitre un état de l'art des méthodes développées pour traiter les
problèmes de planiﬁcation des tâches de production et des tâches de maintenance. De l'analyse
de ces méthodes, nous établissons le constat que, bien que d'un intérêt certain, la considération
des éléments associés à la maintenance prédictive, comme le pronostic, n'est pas faite dans les
travaux de la littérature portant sur la planiﬁcation conjointe des activités de production et
celles de maintenance. Les développements présentés dans la suite de ce manuscrit visent à
pallier ce manque.
Le deuxième chapitre est dédié à la présentation des fonctions de production et de mainte-
nance, et plus particulièrement aux processus et données qu'elles mettent en ÷uvre ou exploitent
pour organiser leurs activités dans le but de mettre en évidence leurs interactions et de mo-
déliser les entités en jeu dans une planiﬁcation conjointe de leurs activités en considérant à la
fois les besoins de production et les besoins de maintenance induits dus à la sollicitation des
équipements de production. Ceci nous a permis d'identiﬁer quatre types d'entités pour lesquels
nous présentons une modélisation dans une représentation orientée-objet.
Le troisième chapitre est consacré à la présentation de la méthode permettant de faire
collaborer ces entités aﬁn d'ordonnancer conjointement les activités de production et celles de
maintenance. Cette méthode fait appel aux systèmes multi-agents dont nous justiﬁons l'intérêt.
Les éléments conduisant à une certaine généricité de la méthode y sont également présentés.
Enﬁn, nous décrivons le modèle SCEMP et son fonctionnement.
Le quatrième et dernier chapitre est consacré à l'implémentation et à l'évaluation de la
méthode proposée. Aﬁn de valider SCEMP nous réalisons des tests mettant en ÷uvre notre
méthode sur des cas d'études divers. Ce chapitre décrit la procédure avec laquelle nous avons
généré ces cas d'études. Nous y présentons aussi les résultats des diﬀérents tests que nous avons
réalisés, et tirons des conclusions à partir de la comparaison de ces résultats.
Enﬁn, nous terminons notre manuscrit par une conclusion sur les développements présentés





Gestion de production et de maintenance
1.1 Introduction
Les systèmes de production, tout en visant à être plus rentables, ont pour objectif d'amé-
liorer en permanence la satisfaction des clients. Pour ce faire, ces systèmes doivent assurer la
disponibilité en genre et en nombre des biens qu'ils proposent. Ceci permet aux entreprises
de montrer qu'elles sont capables à tout moment de répondre aux besoins de leurs clients et
leur octroie ainsi une légitimité dans leurs secteurs d'activités. Cependant, ce n'est pas tou-
jours simple pour les ateliers de production de garantir en permanence des stocks suﬃsants
de produits. La raison principale et évidente est la disponibilité des fonctions de production
elles-mêmes. En eﬀet, une fonction de production peut être indisponible pour plusieurs raisons,
mais la raison principale reste la dégradation inévitable de l'état de "santé" des machines as-
surant cette fonction. Les dégradations impactent les durées de vie des composants constituant
les machines. Chaque composant a une durée de vie au-delà de laquelle il devient inutilisable.
Ceci fait que dans un centre de production, les machines sont susceptibles de tomber en panne
à tout moment. Pour qu'une entreprise soit capable d'assurer la disponibilité des ressources de
production, elle doit répondre aux questions suivantes :
• Comment prédire quand une machine tombera en panne ?
• Quelle gestion de production permettra le moins de pannes possibles ?
• Quelle est la gestion de maintenance à adopter pour un maximum de disponibilité possible
des ressources de production ?
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Le but de ce chapitre est de donner un repère nécessaire pour comprendre ce qu'est aujourd'hui
une fonction de production performante, quelles sont ses contraintes et ses enjeux. Pour ce faire,
d'abord nous décrivons ce qu'est un système de production et nous donnons quelques classi-
ﬁcations selon lesquelles les systèmes de production se diversiﬁent. Nous abordons ensuite la
gestion de production, en commençant par déﬁnir ses objectifs, ses enjeux et enﬁn ses diﬀérents
niveaux de planiﬁcation. Nous montrons ensuite l'importance de la fonction de maintenance
dans les systèmes de production et la nécessité de la coopération entre elle et celle de production
en soulignant les aléas et les particularités du problème d'ordonnancement dans les systèmes
de production. Les diﬀérents types de problèmes d'ordonnancement sont présentés dans ce cha-
pitre, ainsi qu'un un état de l'art sur les diﬀérentes méthodes développées dans la littérature
traitant le problème de la planiﬁcation des tâches de production et de maintenance.
1.2 Systèmes de production
Un système de production est un ensemble de ressources réalisant des opérations de trans-
formation qui constituent le processus de production [Gillet-Goinard and Maimi, 2015]. Ces
opérations conduisent à la création de biens et de services et peuvent consister en des transfor-
mations de formes (modiﬁcation des produits eux-mêmes), des transformations dans le temps
(fonction de stockage), dans l'espace (fonction de transport), etc. Les ressources constituant un
système de production peuvent être de quatre types :
• des équipements (machines, outillages, ...),
• des humains (opérateurs, ...),
• des matières (matières premières, composants, sources d'énergie),
• des informations techniques ou procédurales (gammes, nomenclatures, ...).
Diﬀérents éléments participent à la réalisation des activités de production. Ces éléments sont
classiﬁés en fonction de la nature et du secteur d'activité du système de production. Selon la
théorie des systèmes appliqués, un système de production est décomposé en trois sous-systèmes
(ﬁgure 1.1) : le système physique de production, le système d'information et le système de
décision [Pujo and Kieﬀer, 2002], [Letouzey, 2001], [Coudert, 2000].
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Figure 1.1  Décomposition d'un système de production
Le système physique regroupe l'ensemble des ressources physiques de production. Il est des-
tiné à transformer les matières premières et produits semi-ﬁnis en produits ﬁnis ;
Le système d'information regroupe les informations qui circulent ou sont mémorisées dans
le système de production. Ce système est chargé de créer, collecter, stocker, traiter et
distribuer les informations qui transitent dans le système de production. Ces informations
peuvent être d'origines externes (provenant de l'environnement) ou d'origines internes
(informations liant le système de décision et le système physique, ou internes au système
de décision) ;
Le système de décision permet de piloter le système physique. Il a pour but de contrôler
l'évolution du système physique en fonction de l'état de ce dernier et de l'état de l'envi-
ronnement, des objectifs qui lui sont ﬁxés et de la méthode de gestion retenue. Il transmet
au système physique des ordres ou commandes résultant de nombreuses prises de décision
basées sur les données transmises par le système d'information. Deux niveaux de décisions
peuvent être identiﬁés [Giard, 2003] :
• Niveau 1 : La gestion prévisionnelle, qui anticipe la programmation d'un ensemble
de décisions aﬁn de satisfaire les besoins des clients.
• Niveau 2 : Le pilotage, qui développe les décisions en temps réel.
Il est nécessaire de préciser la variété des systèmes de production rencontrés puisque la
nature et l'importance des décisions varient largement selon les cas de ﬁgure rencontrés.
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1.2.1 Classiﬁcation des systèmes de production
Plusieurs classiﬁcation des systèmes de production ont été proposées. Dans cette section
nous classons les systèmes de productions selon diﬀérents critères.
1.2.1.1 Classiﬁcation selon la relation avec le client
D'après Gilles Hétreux [Hetreux, 1996], le mode de production dans son rapport avec la
demande est une caractéristique à prendre en compte dans une typologie des entreprises ma-
nufacturières. Selon la stratégie d'une entreprise vis-à-vis de sa clientèle, nous distinguons les
systèmes de production dans lesquels la production est déclenchée par les demandes des clients,
de ceux dont la production s'eﬀectue sur une anticipation de ces demandes (stockage des pro-
duits).
Production sur stock : La production d'un produit est déclenchée lorsque le niveau de stock
de ce dernier passe au dessous d'un certain seuil (ﬁgure 1.2). L'utilisation de ce type de
fonctionnement est justiﬁé lorsque le temps de fabrication des produits est important.
Avoir des produits prêts dans le stock permet de réduire la durée entre la date de la
commande et la date de livraison du produit. Ce type de fonctionnement est généralement
utilisé lorsque la demande est prévisible et que la gamme du produit est peu évolutive.
Figure 1.2  Production sur stock
Production à la commande : La production est déclenchée en fonction de la demande des
clients (ﬁgure 1.3). Ce type de fonctionnement consiste à ne fabriquer que ce qui a été
commandé par le client. Il permet de réduire le stock, mais en revanche, la durée entre la
date de la commande et la date de livraison est plus importante. Ce mode de production
est généralement utilisé lorsque la demande est peu prévisible, pour des produits à forte
valeur ajoutée ou spéciﬁés par le client.
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Figure 1.3  Production à la commande
Production sur programme : Ce sont des programmes de production qui déclenchent la
fabrication (ﬁgure 1.4). Ceux-ci sont déterminés à partir de prévisions de ventes et de
commandes fermes.
Figure 1.4  Production sur programme
Assemblage à la commande : Ce type de fonctionnement consiste à stocker les produits
sous forme d'en cours mais qui ne sont ﬁnalisés qu'à la commande eﬀective du client
(ﬁgure 1.5). Il permet à l'entreprise de personnaliser ses produits à la dernière minute en
fonction de la demande du client.
Figure 1.5  Assemblage à la commande
Bien entendu, une entreprise peut combiner plusieurs modes de production : sur stock pour
certains produits, à la commande pour d'autres, on parle alors de production hybride. .
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1.2.1.2 Classiﬁcation selon la nature et le volume des ﬂux
Dans un même secteur d'activités, le volume de production est une caractéristique majeure.
Il s'agit du volume de production moyen par unité de temps, c'est-à-dire la quantité moyenne de
produits réalisés pour une durée donnée (jour, semaine, mois, etc.). Les systèmes de production
sont ainsi répartis en plusieurs catégories [Marty, 1997], [Bénassy, 1998], [Hetreux, 1996].
Production à ﬂux continu : La production s'eﬀectue en continu (souvent 24h/24h et 7
jours/7). Dans ces systèmes les produits sont des ﬂuides, à défaut les ﬂux de produc-
tion sont quasi-continus : production électrique, industries chimiques, pharmaceutiques
et certaines productions agro-alimentaires (boissons par exemple).
Production à ﬂux discret : Dans ce genre de systèmes les produits sont fabriqués en discon-
tinu et sont distingués individuellement. Les quantités sont généralement restreintes et les
produits sont variés. C'est le cas des industries manufacturières où trois classes peuvent
être répertoriées :
• Les systèmes de production en grande série où les produits sont fabriqués en masse.
Il s'agit de produits peu diversiﬁés ou standardisés, fabriqués en grande quantité,
pour réaliser des économies d'échelle (réduction des coûts de production du fait des
quantités). Les moyens de production sont dédiés sous forme de lignes de production
spéciﬁques à chaque produit. Lorsque la série porte sur de grandes quantités (plus
de 100 000 unités), on parle alors de production de masse.
• Les systèmes de production en petite et moyenne série. Il s'agit, contrairement à la
classe précédente, d'ateliers dans lesquels la diversité des produits ne permet pas une
spécialisation des moyens de production. Les produits sont plus ou moins diversiﬁés
et suivent leur propre chemin sur des ressources communes.
• Les systèmes de production unitaire pour lesquels la taille de produit ou la demande
impose une production de très faible quantité avec une grande variété de produits.
Les produits se font sur mesure à l'unité. L'activité de conception (ou d'adaptation
d'un produit déjà existant) est prédominante et répond à des besoins particuliers
qui font l'objet d'un cahier de charges bien détaillé. Ces organisations sont typiques
des secteurs de l'aéronautique et du spatial, du bâtiment, des constructions navales,
conception des logiciels, etc.
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Production par projet : Ce système est conçu pour fabriquer des produits très complexes,
volumineux, coûteux et nécessitant une grande personnalisation au point de rendre le
produit unique ou presque. Dans ce genre de systèmes, la fabrication est gérée comme
projet. La plupart du temps, les produits sont fabriqués sur le site ﬁnal, par exemple la
construction de bâtiments, les chantiers navals, etc.
1.2.1.3 Classiﬁcation selon le cheminement des ﬂux
D'une manière générale, selon le cheminement des produits à travers l'atelier et l'ordre des
opérations, on distingue trois types d'organisations d'ateliers :
Flow-shop : Nous retrouvons ce type de cheminement dans les ateliers de production de masse
avec peu de variété de produits. Un tel atelier est aussi appelé "atelier à cheminement
unique" où toutes les gammes des produits sont similaires. Ainsi, l'ordre de passage des
opérations sur les machines est le même pour toutes les fabrications.
Job-shop : Dans cette classe d'ateliers, chaque produit possède son propre cheminement sur
les machines (atelier à cheminement multiple). Ce type d'ateliers est dédié à la production
d'une grande variété de produits.
Open-shop : Dans ce cas, le cheminement des produits est multiple, il diﬀère du job-shop
dans le fait que les produits ne possèdent pas de gamme. L'ordre de passage des tâches
est ainsi quelconque (atelier à cheminement libre).
Dans notre travail nous nous intéressons à la production à ﬂux discret car ce sont générale-
ment ces ﬂux qui posent le plus de problèmes. En eﬀet, dans cette catégorie, le pilotage des ﬂux
et, plus particulièrement, les problèmes d'ordonnancement sont les plus complexes [Nasri, 2013].
1.2.2 Gestion de production
Il fut une époque, avant que les systèmes de production ne soient aussi développés, où la
production pouvait s'étudier indépendamment du reste de l'entreprise. La grande demande sur
les marchandises faisait en sorte que la production ne dépendait pas des besoins concrets des
clients. Les entreprises étaient assurées que leurs produits seraient vendus [Pillet et al., 2011].
Les stocks servaient d'amortisseur entre l'approvisionnement et la production (stocks de ma-
tières premières), ou entre la production et la vente (stocks de produits semi-ﬁnis voire ﬁnis).
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Les stocks permettent toujours une meilleure gestion des délais, en améliorant ainsi les ni-
veaux de satisfaction des clients, ils permettent aussi d'établir l'équilibre entre des ateliers qui
n'opèrent pas toujours au même rythme. Cependant, une mauvaise gestion de ces stocks peut
causer de graves problèmes à l'entreprise. En eﬀet, s'ils n'existent pas, l'entreprise peut être
conduite à des diﬃcultés de production et s'ils sont trop importants, ils entraînent de lourdes
contraintes ﬁnancières.
La gestion de production consiste, notamment, à décider ce qu'il faut fabriquer et quand
est-ce qu'il faut le fabriquer. La gestion de production est l'ensemble des méthodes et des dé-
cisions qui permettent une organisation eﬃcace des moyens de production dans une entreprise
[Wolosewicz, 2008]. Elle permet de réaliser les opérations de production en respectant les condi-
tions de qualité, coûts et délais qui résultent des objectifs de l'entreprise en assurant l'équilibre
entre le taux d'utilisation des ressources et les délais de livraison. Ces objectifs sont discutés
plus en détail dans la section suivante.
1.2.2.1 Objectifs de la gestion de production
Une des premières tâches des responsables de production est de se situer par rapport aux
objectifs de l'entreprise et aux contraintes que l'économie de marché induit. Cette sensibilisation
est un préalable indispensable à toute action en profondeur, aﬁn que le résultat des eﬀorts
multiples et variés soit maximalisé par la convergence vers un même but. Les systèmes de
production actuels doivent assurer une meilleure productivité avec un coût moyen optimisé.
Pour cela, il est nécessaire de concevoir des systèmes de plus en plus ﬂexibles capables de
s'adapter aux changements de la production et de réduire les temps d'arrêt. En eﬀet, les systèmes
de production sont soumis à des aléas comme les demandes exceptionnelles des clients, les
pannes de machines, les retards de livraison, etc. Ces aléas mettent les systèmes face à des
contraintes et des enjeux importants [Mourani, 2006]. Pour cela, outre sa ﬁnalité première
qui est de produire des biens, la gestion de production cherche à satisfaire d'autres objectifs
secondaires. Les objectifs de la gestion de production peuvent être de natures et de sources
diverses. Une typologie fréquemment rencontrée distingue les objectifs liés à la satifsfaction du
client (objectifs externes) de ceux liés à l'optimisation de l'utilisation du système de production
(objectifs internes) [Coudert, 2000].
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Objectifs externes
Cinq objectifs peuvent être assignés à la satisfaction du client. Il s'agit d'objectifs de volume,
de qualité, de délais, de ﬂexibilité ou de coût.
Coût : Aﬁn de garantir sa compétitivité, l'entreprise doit se servir de tous les moyens dont
elle dispose pour mettre au point un système de production qui propose les plus faibles
coûts de production possibles. La réduction des coûts de production permet à l'entreprise
d'améliorer la marge bénéﬁciaire sur les ventes réalisées.
Qualité : La qualité des produits est le critère qui inﬂuence le plus la satisfaction des clients,
d'où le grand intérêt que porte les entreprises à la qualité de leurs produits.
Quantité : L'entreprise doit adapter sa capacité de production aux besoins et habitudes de
sa clientèle. La production d'une quantité insuﬃsante risque de faire perdre des clients à
l'entreprise, mais aussi une production exagérée risque de nuire grandement à l'entreprise.
Flexibilité : La ﬂexibilité d'un système de production permet d'assurer une production simul-
tanée de plusieurs types de produits diﬀérents en même temps, ainsi que de s'adapter aux
variations de la demande, mais aussi de tenir compte des changements dans l'environne-
ment de production (nouvelles technologies, nouvelles organisations, nouvelles méthodes,
etc.).
Délais : Le délai général contient le délai de fabrication, ainsi que le délai de distribution et
de livraison. L'entreprise doit agir pour améliorer ces délais pour réaliser un délai général
raisonnable, qui lui permettra de répondre rapidement à la demande de sa clientèle.
Selon [Marty, 1997], ces objectifs ne sont pas indépendants, de sorte que si les quanti-
tés produites sont augmentées, ou les délais raccourcis, cela risque de nuire à la qualité. De
même, augmenter les quantités produites fait généralement baisser les coûts, alors que ceux-
ci augmentent avec la réduction des délais. Cet ouvrage souligne aussi le fait que lorsqu'une
entreprise ne travaille qu'avec quelques produits mais les fabriquent en grandes quantités, elle
met en place en général des lignes de production spécialisées, contrairement à l'entreprise qui
fabrique plusieurs produits diﬀérents en petites quantités qui aura tendance à opter pour des
machines universelles, traditionnelles ou à commande numérique. Pour conclure, l'entreprise
fait face à des exigences contradictoires, qu'elle se doit de manipuler et arbitrer aﬁn d'arriver à
un compromis qui satisfait la clientèle et qui respecte les objectifs et politiques de l'entreprise.
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Objectifs internes
Les objectifs relatifs à l'optimisation de l'utilisation des systèmes de production sont beau-
coup plus nombreux. Il peut s'agir par exemple de minimiser les temps de cycle, le niveau des
en-cours et des stocks ou encore d'équilibrer la charge des ressources de production. Une struc-
ture générale de certains objectifs internes est donné dans [Grabot, 1998] où sont distingués
les objectifs internes globaux des objectifs internes locaux (Figure 1.6). Les objectifs globaux
concernent en général le procédé de fabrication, comme la gestion des stocks, la gestion des
ﬂux de production et l'utilisation des ressources du système de production. Les objectifs locaux
quant à eux, concernent une ressource particulière du système de production. Le fait de satis-
faire les objectifs locaux ne permet pas systématiquement de satisfaire les objectifs globaux et
inversement [Coudert, 2000]. Cette structure permet de souligner le caractère conﬂictuel de cer-
tains objectifs par rapport à d'autres comme l'objectif "Maximiser l'utilisation d'une machine"
et "Équilibrer la charge des ressources".
Figure 1.6  Objectifs internes de la gestion de production [Grabot, 1998]
Autant d'objectifs complexes et souvent contradictoires dont l'importance peut varier à tout
instant fait de la gestion de production plutôt une gestion de "compromis". Tous ces objectifs
énumérés peuvent se formuler par les questions suivantes : Que fabriquer ? Combien ? Quand ?
Comment et par qui ? A quel coût ?
La réponse semble pourtant facile : il n'y a qu'à produire des quantités correspondant à ce
que nous prévoyons de vendre, des prévisions qui peuvent être faites par une des méthodes
énumérées dans le chapitre 1 du livre [Bénassy, 1998] ou plus simplement qui résultent de ren-
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seignements collectés auprès des clients. Toutefois, il est rarement indiqué de procéder ainsi, car
l'organisation de la production présente une certaine inertie qui rend coûteux des changements
trop fréquents dans les cadences. Or la demande n'est pas constante, elle varie d'une période à
une autre, parfois du tout au tout, et sa prévision n'est jamais exacte. Il est donc préférable,
chaque fois qu'il est possible, de découpler la production de la vente grâce au rôle d'amortisseur
joué par le stock.
Les réponses aux questions énoncées précédemment pourraient donc être résumées par :
"la prévision et la planiﬁcation". En tenant compte de toutes les incertitudes, il existe deux
logiques dans les méthodes de déclenchement des approvisionnements :
A partir des besoins : Deux méthodes répondent à cette logique, la fabrication à la com-
mande et le MRP (Material Requirement Planning), planiﬁcation des besoins en compo-
sants, permettant la planiﬁcation de la production en fonction des matières premières et
du temps en eﬀectuant un regroupement des divers besoins.
A partir des consommations : Dans ce contexte, deux méthodes existent : la gestion sur
stocks (modèle de Wilson) et la méthode Kanban.
Les méthodes basées sur les stocks permettent de réduire les surstockages induits par la
consommation. Cependant elles possèdent également un sérieux inconvénient : lorsque la de-
mande est trop forte, la rupture est certaine. Aﬁn d'éviter ce genre de phénomène il est recom-
mandé d'utiliser la méthode MRP.
1.2.2.2 Planiﬁcation des besoins : MRP
La méthode MRP est une méthode de planiﬁcation des besoins en composants. Elle est
particulièrement adaptée aux entreprises fabriquant des produits constitués de nombreux com-
posants. Joseph Orlicky, créateur de la méthode [Orlicky, 1975] indique qu'il existe deux types
de produits : les produits à besoins indépendants qui correspondent aux produits ﬁnis ou pièces
de rechange et les produits à besoins dépendants qui correspondent à toutes les autres pièces.
Les besoins indépendants ne peuvent être, dans la plupart des cas, qu'estimés par prévision,
alors que les besoins dépendants doivent être calculés [Javel, 2010], [Marty, 1997]. Ce concept
a donné naissance à la méthode MRP (Material Requirement Planning ou Calcul des besoins),
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qui vise à déﬁnir conjointement, à partir des demandes fermes des clients ou de leurs prévi-
sions de ventes les besoins en composants et les ordres de fabrication et les commandes auprès
des fournisseurs (ordres d'achat). En eﬀet, dans la méthode MRP, les commandes des clients,
fermes ou prévisionnelles, sont décomposées à travers les nomenclatures de fabrication par un
algorithme nommé "calcul des besoins". En prenant en compte les divers délais (de production,
d'approvisionnement), le MRP permet de proposer les ordres d'achat à passer aux fournisseurs
et les ordres de fabrication (OF) déstinés aux ateliers de production. Néanmoins un point faible
de la méthode est qu'elle ne prend pas en compte la capacité de production du système dont on
cherche à planiﬁer les activités. Dans le cas où le cumul des charges demandées à une ressource
de production est supérieur à sa capacité, il est nécessaire de redistribuer une partie de la charge
dans le temps de telle façon que le plan de production proposé soit réalisable. Pour remédier à
ce problème, la méthode MRP a été complétée par la recherche de l'adéquation charge/capacité
des postes de charge créant ainsi la deuxième version de la méthode : MRP II (Management
des Ressources de Production ou Manufacturing Resources Planning). MRP II s'ordonne sur
plusieurs niveaux en fonction de l'horizon de la production [Higgins et al., 1996].
Déﬁnition 1.1 Un horizon représente l'espace total de temps sur lequel l'entreprise organise
ses prévisions et le degré de détail des informations [Javel, 2010]. Les horizons diﬀèrent en
fonction du niveau de planiﬁcation.
Déﬁnition 1.2 Une période correspond à un découpage de l'horizon. Un horizon de cinq ans
par exemple peut être découpé en cinq périodes d'un an. Ce découpage se fait en général en
fonction du temps nécessaire à la fabrication des produits (cycle de production) ou en fonction
des changements saisonniers de l'activité (haute saison et basse saison par exemple).
1.2.2.3 Les niveaux de planiﬁcation
Le plus souvent, l'architecture décisionnelle d'une entreprise (ﬁgure 1.7) est divisée en trois
niveaux : stratégique, tactique et opérationnel, correspondant respectivement à des horizons à
long, moyen et court terme [Javel, 2010]. Ces trois niveaux ont des caractéristiques communes
en considérant le niveau hiérarchique, l'horizon temporel de la décision et enﬁn le degré de
répétition (périodicité). Il est à noter que les niveaux de planiﬁcation ainsi que les horizons
sont interdépendants.
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Figure 1.7  Les diﬀérents niveaux de planiﬁcation
La planiﬁcation à long terme : aussi appelée planiﬁcation stratégique [Thomas and Griﬃn, 1996],
elle concerne les décisions prises par la direction générale. Les décisions prises à ce niveau
inﬂuent sur l'avenir de l'entreprise en choisissant les politiques générales, les activités,
les marchés à conquérir, et les outils stratégiques à acquérir ou à développer. Elles re-
présentent des stratégies sur le long terme et couvrent en général un horizon de plus de
cinq ans ans avec une périodicité peu fréquente. Les décisions issues de la planiﬁcation à
long terme portent essentiellement sur la gestion des ressources durables, aﬁn d'assurer
leur disponibilité permanente. A ce niveau de planiﬁcation, c'est la direction qui décide
de la stratégie d'entreprise à suivre à partir des prévisions commerciales agrégées et en
cohérence avec la stratégie de l'entreprise. Ces stratégies se présentent sous la forme de
plan stratégique ou global.
La planiﬁcation à moyen terme : aussi appelée planiﬁcation tactique, elle couvre un hori-
zon mensuel et s'intéresse aux décisions dont la portée s'étend généralement sur quelques
semaines et reﬂète des stratégies à moyen et long terme [Francois, 2007]. Les décisions
issues de ce niveau de planiﬁcation sont prises par les cadres de la production et les chefs
d'ateliers, et portent généralement sur les problèmes liés à la gestion des ressources, plus
concrètement sur la planiﬁcation des activités qui utilisent ces ressources. Dans la planiﬁ-
cation à moyen terme, le plan industriel et commercial et le plan directeur de production
à moyen terme sont réalisés grâce aux prévisions commerciales et en cohérence avec le
plan stratégique.
La planiﬁcation à court terme : aussi appelée planiﬁcation opérationnelle ou ordonnance-
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ment, elle concerne le niveau opérationnel. Les décisions ont une portée plus limitée dans
l'espace et dans le temps (décisions sur la journée ou sur la semaine) [Thomas and Griﬃn, 1996].
Elles organisent les ressources pour produire les quantités ﬁxées au niveau supérieur. A
ce niveau, les décisions tactiques génèrent un plan détaillé de production applicable au
niveau d'un atelier ou même d'un poste de travail (Plan par unités de production à court
terme).
La méthode MRP II permet de gérer la production depuis le long terme jusqu'au court
terme. La planiﬁcation est eﬀectuée par aﬃnages successifs et la matérialisation de ces niveaux
de planiﬁcation est faite par l'intermédiaire de plannings, appelés aussi plans, qui s'articulent
de la manière décrite dans la ﬁgure 1.8. Elle est constituée de cinq niveaux de planiﬁcation, à
savoir :
1. Plan Stratégique (PS) : il regroupe les décisions prises au niveau stratégique (à long
terme). Les informations nécessaire pour son établissement proviennent principalement
de variables externes au système industriel.
2. Plan Industriel et Commercial (PIC) : il permet de mettre en ÷uvre les objectifs enregis-
trés dans le plan stratégique. Il représente le lien entre la planiﬁcation des ventes et de la
production. Le PIC permet de mettre en ÷uvre les diﬀérents programmes directeurs de
production.
3. Programme Directeur de Production (PDP) : ce plan représente le lien entre la planiﬁca-
tion tactique et la planiﬁcation opérationnelle. Sa construction s'appuie sur les prévisions
de vente et sur les propositions de production issues du PIC. Le PDP prend en considé-
ration la charge des ressources. Il contient ainsi les quantités de produits à fabriquer par
période.
4. Calcul des Besoins Nets (CBN) : ce calcul est eﬀectué à partir du nombre de produits
déduit du PDP et de leurs nomenclatures. Le calcul des besoins en termes de composants
et de matière première est réalisé et transmis aux ateliers sous forme d'Ordres de Fabri-
cation (OF) et au service d'achat sous forme d'Ordres d'Achat (OA) tout en ﬁxant des
délais pour chacun.
5. Pilotage d'atelier : son objectif principal est de piloter les activités et leur mise en ÷uvre
pour atteindre les objectifs de quantités et de délais ﬁxés au niveau précédent. En eﬀet,
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les décisions de fabrication déﬁnies par le PDP et le CBN sont transformées sous forme
d'instructions d'exécution détaillées destinées à piloter et contrôler à court terme l'activité
des postes de travail dans l'atelier appelé "ordonnancement".
Figure 1.8  Enchaînement des plannings dans MRP II [Javel, 2010]
1.3 L'ordonnancement dans les systèmes de production
Dans le cadre de la planiﬁcation opérationnelle, une vision globale à cinq couches est illustrée
sur la ﬁgure 1.9 [Nasri, 2013]. Le rôle de chaque couche est le suivant :
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Figure 1.9  La conduite hiérarchisée des systèmes de production
La planiﬁcation au niveau de l'usine, consiste à réaliser un ordonnancement à capacité inﬁnie
permettant d'obtenir un plan de charge détaillé sur un horizon de temps bien déﬁni. Ce
plan fait apparaître des valeurs comme la quantité, la qualité, les délais de production
et également une pré-allocation des ressources. Cette tâche consiste à transformer les
informations du PDP et CBN en OF.
L'ordonnancement prévisionnel consiste, en fonction de ces OF et de la disponibilité des
ressources consommables (matières premières, composants, ...) et partageables (postes de
travail), à déterminer le calendrier prévisionnel de fabrication (cela revient à transformer
les prévisions de fabrication à court terme en ordres d'exécution à très court terme). Il
permet de déterminer un ensemble d'ordres partiels de passage des produits à transformer
sur les diverses ressources du système. Cette allocation tient compte de la pré-allocation
des ressources, des délais, des contraintes de capacité et de disponibilité des ressources,
des contraintes de séquencement des opérations et enﬁn des critères à optimiser tels que
le temps de production, les coûts, etc. Cette étape, étant l'objet principal de notre travail,
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elle est détaillée dans la suite de ce manuscrit.
L'ordonnancement temps réel assure la cohérence entre les décisions prévisionnelles et les
contraintes temps réel issues du comportement réel du système. Ce niveau est souvent
qualiﬁé de  charnière  puisqu'il permet de gérer au mieux, en fonction de l'état réel des
ressources, les degrés de liberté non encore précisés par les niveaux supérieurs.
La supervision/coordination permet de gérer de manière cohérente les interactions entre les
diﬀérentes ressources du système en fonction des contraintes telles que les ressources par-
tagées, les séquencements obligatoires, les synchronisations diverses ou les parallélismes,
etc. De par sa vision globale du système, la supervision permet d'introduire des informa-
tions globales au niveau de la commande locale aﬁn d'optimiser les diﬀérentes opérations
du système physique.
La commande locale correspond au niveau le plus bas de la structure décisionnelle. C'est
la jonction entre le procédé et le système de commande. La commande locale consiste
en un enchaînement déterministe d'opérations à eﬀectuer sur les ressources du système
physique. Ainsi, la commande locale intègre des fonctions de suivi et de régulation.
Le schéma de la ﬁgure 1.9 peut être scindé en deux classes. La première classe regroupe les
deux couches supérieures (la planiﬁcation et l'ordonnancement prévisionnel). La deuxième classe
englobe les trois couches inférieures (ordonnancement en temps réel, supervision et commande
locale) et concerne une gestion en temps réel où la proximité avec le système physique impose
la prise en compte des contraintes réelles.
Dans le cadre de notre travail, nous nous limitons à la première couche, plus précisément à
l'ordonnancement prévisionnel. Si l'établissement d'une planiﬁcation est une tâche relativement
aisée [Marty, 1997], il n'en est pas de même de l'ordonnancement qui, pour être eﬃcace, doit
satisfaire plusieurs objectifs précis :
• parvenir au cycle de réalisation le plus court,
• synchroniser la mise à disposition des composants d'un ensemble,
• éviter ou minimiser les retards,
• minimiser le nombre de tâches en retard,
• minimiser les en-cours.
Les contraintes sont aussi multiples :
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• contraintes de capacité, comme une machine exécutant au plus une opération à la fois,
• contraintes techniques, comme une fonctionnalité spéciﬁque,
• contraintes temporelles, comme les temps opératoires et de lancement, les temps d'attente
entre les opérations, les temps de transport, etc.
• contraintes de disponibilité, comme la disponibilité des machines, des opérateurs, etc.
Nous rappelons que dans l'ordonnancement prévisionnel, la structure, le séquencement et
les délais des OF dans le système de production sont connus. Notre objectif est de déﬁnir en
détail le planning d'exécution des tâches sur les machines, pour cela il faut déterminer l'instant
où ces tâches doivent commencer ainsi qu'identiﬁer la machine sur laquelle chaque tâche sera
exécutée. Autrement dit, il faut résoudre un problème d'ordonnancement.
1.3.1 Problèmes d'ordonnancement
La théorie de l'ordonnancement appartient à la classe des problèmes d'optimisation et relève
de la recherche opérationnelle et de l'optimisation combinatoire [GOThA and Picouleau, 2004].
Elle consiste à planiﬁer l'exécution de tâches et l'allocation de ressources avec comme objectif
l'optimisation d'une ou de plusieurs mesures de performance [Deppner, 2004]. Un problème
d'ordonnancement est composé, de façon générale, d'un ensemble de tâches soumises à certaines
contraintes et dont l'exécution nécessite des ressources.
Déﬁnition 1.3 Résoudre un problème d'ordonnancement consiste à organiser ces tâches, c'est-
à-dire à déterminer leurs dates de début et à leur attribuer des ressources, de telle sorte
que les contraintes soient respectées et que cela satisfasse au mieux l'objectif d'optimisation
[Lopez, 1991], [GOThA and Picouleau, 2004].
Une tâche est un travail dont la réalisation nécessite un nombre d'opérations élémentaires.
Souvent, l'exécution d'une tâche ne peut débuter avant une date de disponibilité et doit
être achevée avant une date échue. Chaque opération élémentaire peut être interrompue
ou pas (contrainte de préemption). Elle nécessite un certain nombre d'unités de temps
(sa durée) et doit être exécutée sur une ressource qui dispose de certaines fonctionnalités.
Les opérations sont souvent liées entre elles par des relations d'antériorité. Si ce n'est pas
le cas, on dit qu'elles sont indépendantes.
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Une ressource est un moyen, technique ou humain, permettant la réalisation des tâches et
dont la disponibilité est limitée ou non. Les ressources peuvent être renouvelables (la
quantité de ressource ne change pas à la ﬁn d'une tâche), consommables (l'utilisation de
la ressource fait diminuer la quantité de ressource disponible), disjonctives (non parta-
geables, elles ne peuvent exécuter qu'une seule tâche à la fois) ou cumulatives (peuvent
être utilisées simultanément par plusieurs tâches).
1.3.2 Complexité des problèmes d'ordonnancement
La théorie de la complexité [Rardin, 1998], [Cook, 1971] a pour but d'analyser les coûts de
résolution, notamment en terme de temps de calcul, des problèmes d'optimisation combinatoire.
Il s'agit souvent d'une estimation du nombre d'itérations à exécuter pour résoudre les instances
d'un problème, cette estimation étant un ordre de grandeur par rapport à la taille de l'instance.
Parmi les estimations possibles, celle du pire des cas, considérant l'instance la plus diﬃcile du
problème à traiter, est souvent retenue permettant ensuite d'évaluer le temps de calcul maximal
nécessaire à l'obtention du résultat du problème. Cette théorie de la complexité permet d'établir
une classiﬁcation des problèmes en plusieurs niveaux de diﬃculté. Il existe un très grand nombre
de classes de complexité diﬀérentes, mais nous nous limiterons ici à une présentation succincte
nous permettant de caractériser seulement les problèmes combinatoires.
Les classes de complexité ont été introduites pour les problèmes de décision 1, pour lesquels
deux classes ont été déﬁnies :
• la classe des problèmes polynômiaux P est la classe des problèmes pouvant être résolus par
un algorithme polynomial déterministe c'est-à-dire que le temps de calcul de l'algorithme
est ﬁni et s'écrit sous forme d'un polynôme. On note la complexité polynomiale d'ordre
k d'un problème de taille n O(nk) avec k et n entiers. C'est la classe des problèmes les
plus "faciles".
• La classe des problèmes NP (pour Non déterministe Polynomial) est la classe des pro-
blèmes de décision pouvant être résolus par un algorithme polynomial non déterministe,
c'est-à-dire que la résolution des problèmes NP peut nécessiter l'examen d'un grand
nombre (éventuellement exponentiel) de cas, mais que l'examen de chaque cas doit pouvoir
1. Un problème de décision est un énoncé auquel la réponse peut être uniquement "oui" ou "non".
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être fait en temps polynomial.
Il existe une variété de problèmes dans la classe NP, cependant, certains problèmes appa-
raissent plus diﬃciles à résoudre que d'autres. Ainsi la classe des problèmes les plus diﬃciles
de la classe NP est appelée NP-complet.
La complexité d'un problème combinatoire est liée à celle du problème de décision qui lui
est associé. En eﬀet, pour chaque problème d'optimisation nous pouvons associer un problème
de décision dont le but est de déterminer s'il existe une solution de valeur supérieure (respec-
tivement inférieure) à une valeur donnée. Un problème combinatoire est dit :
NP-Complet s'il est dans la classe NP et si le problème de décision qui lui est associé est
dans la classe P. C'est-à-dire que la résolution d'un problème NP-complet nécessite un
nombre exponentiel de cas mais le traitement de chaque cas se fait par une procédure
polynomiale.
NP-diﬃcile si le problème de décision qui lui correspond est NP-complet. C'est-à-dire que
la résolution d'un problème NP-diﬃcile nécessite un nombre exponentiel de cas mais le
traitement de chaque cas ne peut pas être réalisé par une procédure polynomiale.
Quand un problème combinatoire est NP-complet ou NP-diﬃcile, il est diﬃcile de construire
un algorithme le résolvant dans un temps polynomial. Mais dans certains cas, il est possible
de construire des algorithmes très eﬃcaces, appelés algorithmes pseudo-polynomiaux, pouvant
le résoudre. Le problème étudié est alors dit NP-complet (respectivement, NP-diﬃcile) au sens
faible. Dans le cas contraire, il est dit NP-complet (respectivement, NP-diﬃcile) au sens fort.
Pour étudier la complexité d'un problème d'ordonnancement, il faut donc prendre en compte
la particularité de chaque problème. Mais en général les problèmes d'ordonnancement sont NP-
diﬃciles [Carlier and Chretienne, 1982]. Ceci signiﬁe que le temps nécessaire pour trouver la
solution optimale est très grand même pour le plus puissant des ordinateurs [Delahaye, 1993].
1.3.3 Classiﬁcation des problèmes d'ordonnancement
Une classiﬁcation des problèmes d'ordonnancement peut être établie en fonction du nombre
de machines et leur ordre d'utilisation pour fabriquer un produit (gamme de fabrication) qui
dépend de la nature de l'atelier. Un atelier est déﬁni par le nombre de machines qu'il contient
et par leur type. Les diﬀérents types d'ateliers possibles sont les suivants :
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• ateliers à une machine (∅) où chaque tâche est constituée d'une seule opération. Dans ce
cas, on appelle indiﬀéremment tâche et opération ;
• ateliers à m machines parallèles où elles remplissent, a priori, toutes les mêmes fonctions.
Selon leur vitesse d'exécution, on distingue :
 les machines identiques (P) où la vitesse d'exécution est la même pour toutes les
machines Mj et pour toutes les tâches Ji ;
 les machines uniformes (Q) où chaque machine Mj a une vitesse d'exécution propre
et constante. La vitesse d'exécution est la même pour toutes les tâches Ji d'une
même machine Mj ;
 les machines indépendantes (R) où la vitesse d'exécution est diﬀérente pour chaque
machine Mj et pour chaque tâche Ji.
• ateliers à machines dédiées où elles sont spécialisées et ne peuvent réaliser que certaines
opérations. Dans cette catégorie, chaque tâche est constituée de plusieurs opérations et
chaque opération requiert une certaine fonctionnalité de la machine, nous appelons ceci
une contrainte d'éligibilité. En fonction du mode de cheminement des opérations sur les
diﬀérentes machines, nous rappelons les trois types ateliers spécialisés décrits dans la
section 1.2.1.3 : ﬂow-shop (F), job-shop (J) et open-shop (O).
Il existe une très grande variété de problèmes d'ordonnancement. Pour leur identiﬁcation
et leur classiﬁcation nous adoptons la notation proposée dans [Graham et al., 1979]. Cette
notation est constituée de trois champs α|β|γ :
• Le premier champ α est constitué de deux éléments : α = α1α2 et décrit l'environnement
des machines utilisées. Le paramètre α1 ∈ {∅, P,Q,R, F, J,O} décrit le type d'atelier
utilisé (voir les notations précédemment décrites). Le paramètre α2 indique le nombre de
machines utilisées. Lorsque α2 n'est pas précisé, le nombre de machines est quelconque.
• Le deuxième champ β décrit les caractéristiques des tâches et des machines. Il indique
si des éléments spéciﬁques sont à prendre en compte tels que des dates au plus tôt (rj),
des contraintes de priorité (wj), des contraintes de précédence entre les tâches (qj), des
contraintes de disponibilité (ai), des contraintes de préemption des tâches (premj), des
contraintes d'éligibilité (Mj), etc.
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• Le dernier champ γ indique le critère d'optimisation, qui peut donc prendre de nombreuses
valeurs et peut être une combinaison de plusieurs critères. Parmi les critères d'optimisation
étudiés nous citons :
• min Cmax : minimiser la date de ﬁn d'exécution de toutes les tâches,
• min Lmax : minimiser le retard maximal,
• min ∑Cj : minimiser la somme des dates de ﬁn d'exécution de toutes les tâches,
• min ∑Lj : minimiser la somme des retards,
• max ∑Uj : maximiser le nombre des tâches en avance,
• etc.
1.3.4 Méthodes de résolution
Pour résoudre un problème combinatoire, il existe principalement deux catégories de mé-
thodes : les méthodes exactes (garantissant l'optimalité de la solution trouvée mais avec un
temps de calcul très grand) et les méthodes approchées (fournissant une solution de bonne qua-
lité en un temps raisonnable). Nous listons ici quelques méthodes de résolution des problèmes
combinatoires exactes et approchées.
1.3.4.1 Méthodes exactes
On peut déﬁnir une méthode exacte comme une méthode qui garantit l'obtention de la
solution optimale. L'utilisation de ces méthodes s'avère particulièrement intéressante lorsque
la complexité de l'instance étudiée n'est pas très élevée. Parmi ces méthodes, on peut citer les
méthodes de séparation et d'évaluation, de programmation dynamique et de programmation
linéaire et non-linéaire.
Méthodes de séparation et d'évaluation : Ces méthodes sont basées sur une technique
implicite énumérative [Méndez et al., 2006]. En eﬀet, elles permettent de trouver une
solution optimale, en construisant un arbre de recherche, en examinant systématiquement
les sous-chemins qui sont susceptibles d'aboutir à une solution réalisable et en excluant
les autres sous-arbres de la recherche.
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La programmation dynamique : C'est une méthode d'optimisation qui opère par phases
[Held and Karp, 1962]. Son eﬃcacité repose sur le principe d'optimalité de Bellman, à sa-
voir "toute politique optimale est composée de sous-politiques optimales" [Cao and Ho, 1990].
Cette méthode permet une résolution ascendante. La solution optimale d'un problème est
obtenue à partir des solutions de tous les sous-problèmes.
La programmation linéaire : C'est une des techniques classiques de la recherche opération-
nelle. Cette méthode repose sur la méthode du simplexe [Korte et al., 2010]. Elle consiste
à minimiser une fonction coût en respectant des contraintes. Les critères et les contraintes
sont des fonctions linéaires des variables du problème.
La programmation non linéaire : Si au moins une contrainte ou la fonction objectif n'est
pas une combinaison linéaire de variables d'optimisation, on parle alors de programmation
non linéaire. Dans l'article [Kallrath, 2005], diﬀérentes applications de cette méthode pour
la résolution des problèmes de planiﬁcation, en particulier dans l'industrie, sont présentées.
Méthodes de décomposition : Plusieurs problèmes pratiques sont modélisés par des pro-
grammes en nombres entiers. La diﬃculté de la résolution de ces modèles réside dans
la caractérisation de leurs domaines réalisables. Face à cette diﬃculté, les chercheurs se
sont orientés vers des approximations de ce domaine en décomposant le problème en
sous-problèmes plus faciles à résoudre [Touati et al., 2007]. La décomposition entraîne la
relaxation de certaines contraintes et permet donc de trouver une borne sur la valeur
optimale. Les bornes obtenues sont ensuite utilisées pour guider et accélérer la phase
d'exploration par un algorithme de type branch-and-bound par exemple.
1.3.4.2 Méthodes approchées
Les problèmes d'ordonnancement étant en général NP-diﬃciles, leur résolution par des mé-
thodes exactes nécessite trop de temps de calcul. Pour cela, on cherche à les simpliﬁer pour
réduire les temps de calcul au prix d'une dégradation de la qualité de la solution. Il existe
plusieurs familles de méthodes qui permettent d'approcher eﬃcacement la solution optimale.
Un grand nombre de méthodes produisant des solutions suboptimales ont été développées pour
les problèmes d'ordonnancement. La plupart d'entre elles sont adaptées à la résolution d'un
type de problème donné et sont appelées heuristiques. D'autres, au contraire, appelées méta-
heuristiques, peuvent être adaptés à diﬀérents types de problèmes.
35
Chapitre 1 : Gestion de production et de maintenance
Les heuristiques sont des méthodes empiriques, qui donnent généralement de bons résultats,
sans être démontrables mathématiquement. Elles sont basées sur des règles simpliﬁées pour
s'approcher d'un optimum selon un ou plusieurs critères tout en ayant un temps de calcul rai-
sonnable [Moller, 1988].
Les métaheuristiques représentent des concepts généraux de résolution. Il faut formuler le pro-
blème abordé de telle manière qu'il soit adapté à l'application de ces concepts. Parmi les
méthodes métaheuristiques nous distinguons :
 les méthodes à solution unique (recherche tabou, recuit simulé, etc.),
 les méthodes à population (colonies de fourmis, algorithmes génétiques, etc.).
1.3.4.3 Règles de priorité
Les méthodes basées sur les règles de priorité n'ont en général par pour ambition l'optimi-
sation mais proposent des solutions acceptables. Quel que soit le problème d'ordonnancement
traité et le principe de la méthode en ÷uvre, la règle de priorité va simplement permettre de
départager des tâches qui doivent être aﬀectées au même moment sur la même machine. La
règle de priorité classe les tâches en conﬂit, la tâche la mieux classée est aﬀectée sur la machine.
Il est recommandé de choisir les règles à utiliser de façon à respecter au mieux les objectifs
assignés à l'ordonnancement (respect des dates de livraison, charge maximum sur les machines
etc.). Les règles les plus connues sont :
Aléatoire : sélectionné aléatoirement,
FIFO : (First In First Out) premier arrivé premier servi,
LIFO : (Last In First Out) priorité au dernier arrivé,
SPT : (Shortest Processing Time) priorité à la tâche ayant la plus petite durée,
LPT : (Longest Processing Time) priorité à la tâche ayant la plus grande durée,
EDD : (Earliest Due Date) priorité à la tâche ayant la plus proche date de ﬁn souhaitée,
Une liste plus exhaustive des règles de priorité existantes est fournie dans [Haupt, 1989].
Dans le cas d'ordonnancement sur une seule machine, toutes les tâches sont en conﬂits et
l'utilisation d'une règle de priorité qui permet de choisir dans quel ordre placer les tâches,
devient en soi une méthode d'ordonnancement.
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1.3.5 Aléas de l'ordonnancement de la production
Après avoir abordé le problème inhérent à la production, le constat établi est que la pla-
niﬁcation de la production ne considère pas les exigences des autres fonctions, notamment la
maintenance. En eﬀet, pendant de nombreuses années, la maintenance a bien souvent été consi-
dérée comme un  mal nécessaire  par la production et n'a pas réellement été intégrée dans
ses prises de décisions au niveau opérationnel. L'occurrence de défaillances n'induisait pas de
coûts de retard trop importants, la maintenance n'intervenait que pour les travaux correctifs.
Par conséquence, la coordination des décisions prises par la maintenance avec celles prises par
la production n'a reçu qu'une attention limitée. Ainsi, la majeure partie de la littérature dé-
diée aux problèmes d'ordonnancement se place dans le contexte où les ressources nécessaires
à l'exécution des tâches sont disponibles en permanence. Cette hypothèse n'est plus ﬁdèle à
la réalité des entreprises d'aujourd'hui. Une situation de conﬂit s'est instaurée entre les fonc-
tions de production et de maintenance lorsque de nouvelles méthodes de gestion de production
telles que le juste-à-temps ont été introduites. Aussi, l'état de santé des machines se détériore
en raison de leur utilisation et du vieillissement pouvant entraîner des pannes ou des retards
imprévus lors de la réalisation de tâche de production causant ainsi la non qualité des produits.
Pour cette raison, le temps de traitement réel d'un travail sera plus long que prévu. Aﬁn de
réduire l'eﬀet de la détérioration de la machine, une stratégie optionnelle consiste à eﬀectuer
les entretiens des machines aux meilleurs moments, ce qui améliorera l'eﬃcacité de la machine
en la faisant revenir à son état opérationnel [Yin et al., 2017]. Cependant, nous observons que
la production et la maintenance sont planiﬁées séparément malgré leurs fortes interactions
[Berrichi et al., 2010]. Généralement, les tâches de maintenance sont souvent négligées pour
augmenter la productivité, en conséquence, le nombre de pannes augmente et génère des coûts
importants (souvent plus conséquents que ceux générés par un arrêt planiﬁé) pour l'entreprise
[Sloan and Shanthikumar, 2000]. Ceci diminue la capacité et réduit la disponibilité des moyens
de production, entraînant une désynchronisation entre les diﬀérents niveaux hiérarchiques, une
perturbation de la gestion de production ainsi qu'une désorganisation au sein de la chaîne lo-
gistique.
Aﬁn de garantir un plan de production eﬃcace et robuste, il est important d'intégrer la mainte-
nance au niveau de l'ordonnancement prévisionnel pour non seulement planiﬁer l'exécution des
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tâches de production mais aussi anticiper les pannes et planiﬁer les activités de maintenance
sur les machines. La coopération de la maintenance avec la production doit permettre d'assurer
que l'ordonnancement de la production laisse du temps à la maintenance pour intervenir, que
le service de maintenance eﬀectue ses activités aux bons moments et réagisse rapidement aux
défaillances des machines.
Selon une étude statistique présentée dans [Buzacott and Haniﬁn, 1978], deux types de pannes
de machines sont identiﬁés :
• les pannes dépendantes du temps qui dépendent du temps écoulé et qui sont indépendantes
de la charge de la machine, de sorte qu'une machine peut tomber en panne même si elle
n'a pas été utilisée,
• les pannes dépendantes des opérations, aussi appelées pannes progressives qui, dépendent
du temps d'utilisation d'une machine.
D'après cette étude, les pannes dépendantes des opérations sont les plus communes et repré-
sentent plus de 70% des interruptions de production. En eﬀet, une comparaison analytique
entre les deux types de pannes et leur impact sur la productivité du système de production,
réalisé par [Mourani, 2006], montre que les pannes d'équipements sont habituellement liées à
leur utilisation. Pour cette raison, les modèles de pannes dépendantes des opérations pour les
systèmes réels de production sont considérés plus réalistes que ceux des pannes dépendantes
du temps. Cependant, les pannes dépendantes des opérations mènent souvent à des modèles
délicats plus diﬃcile à étudier. Dans cette étude nous nous concentrons sur ce dernier type de
panne.
1.4 La fonction maintenance
Selon la norme AFNOR NF X 60-010, la maintenance est "l'ensemble des activités destinées
à rétablir un bien (équipement) dans un état ou dans des conditions données de sûreté de fonc-
tionnement, pour accomplir une fonction requise. Ces activités sont une combinaison d'activités
techniques, administratives et de management. Bien maintenir, c'est assurer ces opérations au
coût global optimum".
La maintenance, bien qu'elle soit souvant associée à la fonction production, est une fonc-
tion en elle-même, elle peut être étudiée séparément du reste des fonctions de l'entreprise. La
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maintenance prend des formes variées selon le secteur d'activité, les particularités des machines
utilisées et les stratégies de production adoptées par l'entreprise. Il existe deux grands types de
maintenance : la maintenance préventive et la maintenance corrective. Le critère permettant de
distinguer ces deux types de maintenance est le moment de l'intervention par rapport à la date
estimée ou eﬀective de la panne. La maintenance préventive est eﬀectuée avant la panne, alors
que la maintenance corrective est réalisée après la panne. Elles sont présentées dans la section
suivante.
1.4.1 Types de maintenance
Avant les années 1960, le service maintenance d'une entreprise avait pour principale mission
d'intervenir sur les équipements en panne aﬁn de les réparer le plus tôt possible [Diévart, 2010].
Cette approche de maintenance, dite corrective, a ensuite été peu à peu complétée par une
approche plus anticipative des phénomènes de défaillance, c'est-à-dire par une maintenance
réalisée avant que la défaillance ne se produise. Ces deux grands types de maintenance, corrective





Figure 1.10  Formes de maintenance [Gouriveau et al., 2017]
1.4.1.1 Maintenance Corrective
La maintenance corrective regroupe l'ensemble des activités opérées après la détection d'une
défaillance, destinées à remettre le système dans un état dans lequel il peut accomplir une
fonction requise [Diévart, 2010]. Elle peut être palliative ou curative :
• Palliative : il s'agit de dépannage provisoire de la machine, elle doit être suivie d'une
action curative dans les plus brefs délais,
• Curative : il s'agit d'une remise en l'état pleinement opérationnel.
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1.4.1.2 Maintenance Préventive
La maintenance préventive a pour objectif d'améliorer la ﬁabilité et la disponibilité des
procédés [Cocheteux, 2010]. Les actions de maintenance préventive sont exécutées à des inter-
valles prédéterminés ou selon un critère adaptatif évalué en ligne. Elles sont destinées à réduire
la probabilité de défaillance et augmenter la durée de bon fonctionnement d'un système. Une
action de maintenance préventive peut être mise en ÷uvre selon trois types de stratégies : la
maintenance systématique, la maintenance conditionnelle et la maintenance prévisionnelle.
• Systématique : il s'agit de regrouper des opérations eﬀectuées systématiquement par rap-
port à un échéancier préétabli, ou une périodicité d'utilisation. Aucune intervention n'a
lieu avant l'échéance déterminée à l'avance. Si l'équipement tombe en panne avant la date
d'intervention ﬁxée alors une période d'indisponibilité est engendrée. Inversement, un ex-
cès d'interventions inutiles est produit si l'équipement est maintenu alors qu'il aurait pu
fonctionner encore un certain temps après la date d'intervention.
• Conditionnelle : il s'agit de baser la prise de décision sur les informations de surveillance
du système obtenues en ligne ou hors ligne. La règle de décision utilise les données de
surveillance du fonctionnement du système et des paramètres signiﬁcatifs de ce fonction-
nement (la mesure et l'analyse de données des capteurs). Les dates des interventions de
maintenance et la nature de l'intervention sont donc déterminées en fonction de l'état
observé du système obtenu par des techniques de diagnostic par exemple.
• Prédictive : il s'agit d'anticiper et de prévoir au mieux le moment où l'opération de
maintenance devra être réalisée. Elle est considérée comme une sous catégorie proche de la
maintenance conditionnelle parce qu'elle se base également sur les données de surveillance
des paramètres signiﬁcatifs de la dégradation du système (le diagnostic). Elle nécessite
en plus une capacité à prévoir l'évolution de la dégradation selon diﬀérents scénarios (le
pronostic).
Dans le cadre de la maintenance conditionnelle, la plupart des travaux existants utilisent les
informations issues du diagnostic, pour la prise de décision de maintenance (voir par exemple
[Deloux et al., 2008], [Grall et al., 2002]). L'idée principale de la maintenance prévisionnelle est
de projeter l'état actuel du système dans le futur, en utilisant des outils et techniques de pro-
nostic, aﬁn d'estimer la durée de vie résiduelle (RUL - Remaining Useful Life) des composants
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de la machine et de mieux planiﬁer les tâches de maintenance. Les actions de maintenance étant
planiﬁées avec davantage de précision, la maintenance prévisionnelle permet de faire des écono-
mies substantielles par rapport à la maintenance corrective ou préventive et fait actuellement
l'objet d'une intérêt grandissant [Jardine et al., 2006].
1.4.2 Lien entre diagnostic et pronostic
Le diagnostic dans les systèmes industriels est une opération permettant de détecter les
défauts, de localiser leurs origines et de déterminer leurs causes [Alexandre, 2006]. Le principe
est d'utiliser des données relevées durant les utilisations réelles des systèmes et de les comparer
aux connaissances sur le fonctionnement normal.
Le pronostic, selon la norme ISO 13381, est déﬁni comme étant l'estimation de la durée de
fonctionnement avant défaillance et du risque d'existence ou d'apparition ultérieure d'un ou de
plusieurs modes de défaillance.
Figure 1.11  Diagnostic vs Pronostic [Tobon-Mejia et al., 2012]
Le processus de diagnostic et de pronostic sont complémentaires (ﬁgure 1.12), le premier,
comme nous venons de le mentionner, évalue l'état présent du système, puis transmet les in-
formations au second qui eﬀectue une projection dans le futur, avec pour objectif, au lieu de
comprendre des phénomènes qui viennent d'arriver, d'anticiper leur apparition aﬁn de recourir
à des actions protectrices.
Le pronostic, très souvent associé à l'estimation de la durée de vie résiduelle (RUL) d'un
composant [Luo et al., 2003], ne peut être envisagé avec certitude. Les données d'entrée du
processus de pronostic sont elles-mêmes souvent entachées d'erreurs. Il est donc indispensable de
prendre en compte la notion d'incertitude en sortie du processus de pronostic [Provan, 2003b].
Un résultat numérique exact n'a pas de signiﬁcation s'il n'est pas encadré par un intervalle
de conﬁance [Muller, 2005]. Le résultat ainsi obtenu donc par les méthodes de pronostic peut
correspondre à des fonctions de densité de probabilités de défaillance à chaque instant t. Un
exemple de représentation de cette incertitude du pronostic est présenté sur la ﬁgure 1.13.
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Figure 1.12  Détection, diagnostic, pronostic et ordonnancement dans les systèmes de main-
tenance intelligente [Gouriveau et al., 2017]
Figure 1.13  Enveloppe d'incertitude associée à un pronostic [Desforges et al., 2017]
Dans la littérature, de nombreux travaux sur l'estimation de RUL de composants ont été
développés pour diﬀérents types de systèmes et de composants [Nguyen, 2015]. Les travaux
réalisés montrent que l'utilisation de l'information de pronostic apporte des bénéﬁces dans
l'aide à la décision de maintenance et à la production. Les coûts de remplacement en cas
de défaillance étant très élevés, le pronostic peut aider à réduire la fréquence des actions de
maintenance corrective. L'information de pronostic de la santé du système en temps réel peut
également être intégrée dans la prise de décision du modèle d'ordonnancement des tâches de
production. Cependant, l'utilisation de cet indicateur dans la prise de décision de production
dans les systèmes de production reste encore à développer.
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1.4.3 Classiﬁcation des approches de pronostic
Dans l'article [Lebold and Thurston, 2001], une première classiﬁcation des approches de
pronostic a été proposée. Cette classiﬁcation historique a été reprise de nombreuses fois. Comme
le montre la ﬁgure 1.14, cette représentation consiste à diviser les approches en trois classes
représentées sous forme de pyramide prenant en compte des critères de précision, de coût et
de complexité des résultats obtenus par chaque catégorie d'une part et de l'applicabilité des
approches d'autre part. Ces méthodes sont :
Figure 1.14  Classiﬁcation des approches de pronostic
Pronostic basé sur les modèles : Les approches basées sur les modèles sont basées sur des
modèles issus des lois physiques ainsi que des modèles de dégradation construits par des
expérimentations représentant le comportement du système et intégrant le mécanisme de
dégradation.
Pronostic guidé par les données : Les approches basées sur les données s'appuient directe-
ment sur les données issus des indicateurs de dégradation du système. Ces données issues
d'historiques de mesures obtenues lors d'utilisations précédentes ou sur des équipements
similaires, représentent l'état actuel et/ou l'état passé du système.
Pronostic basé sur l'expérience : Les approches de pronostic basées sur l'expérience ex-
ploitent des formalisations des mécanismes de défaillance des systèmes par modèles pro-
babilistes construits par la connaissance a priori, par retour d'expérience ou par jugement
d'experts. Ces méthodes sont principalement utilisées lorsqu'il est trop diﬃcile d'élabo-
rer un modèle physique et qu'aucun dispositif de suivi de l'état de dégradation n'est
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opérationnel [Byington et al., 2004].
Bien que les évolutions techniques aient permis aux entreprises d'améliorer leurs systèmes
de production en termes de ﬁabilité et de réduction du nombre de tâches de maintenance, les
problèmes d'ordonnancement des tâches de production et l'ordonnancement de la maintenance
sont souvent résolus séparément, engendrant la plupart du temps des conﬂits entre ces deux
services. En eﬀet, les interventions de la maintenance sont souvent considérées comme un mal
nécessaire par les producteurs, pourtant ce sont ces interventions qui rendent les machines dis-
ponibles pour réaliser les tâches de production. Pour cela, ces évolutions doivent s'accompagner
d'une bonne gestion à la fois de la production et aussi de la maintenance. Une bonne synchroni-
sation est indispensable entre les services production et maintenance aﬁn d'accroitre les revenus
et la satisfaction de la clientèle tout en réduisant les coûts de production.
1.5 Ordonnancement conjoint de la production et de la
maintenance
L'ordonnancement conjoint de la production et de la maintenance n'a attiré que récemment
l'attention des chercheurs. Nous présentons dans cette section un état de l'art sur ces travaux. Le
contexte déterministe où les périodes d'indisponibilité sont connues à l'avance puis le contexte
stochastique où les périodes d'indisponibilité arrivent de manière aléatoire sont présentés.
1.5.1 Cas déterministe
Dans le cas déterministe, on suppose connues à l'avance toutes les données concernant les
périodes d'indisponibilité sur les machines, à savoir leurs dates de début ainsi que leurs durées.
Ces études peuvent être divisées en deux classes : problèmes à une machine et problèmes à
plusieurs machines.
Les problèmes à une machine ont un caractère fondamental car ils peuvent former la base de
problèmes plus complexes. Ceci peut justiﬁer le grand nombre d'études réalisées sur ces pro-
blèmes. Nous pouvons même dire qu'une étude complète de ce problème a été réalisée par
diﬀérents chercheurs, comme [Lee, 1996], [Sanlaville and Schmidt, 1998], [Adiri et al., 1989],
[Lee and Liman, 1992], [Liao and Chen, 2003], [Horn, 1974], [Graves and Lee, 1999], en consi-
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Ui, etc.), avec diﬀérents types
de tâches (préemption des tâches autorisée ou pas) et des hypothèses spéciﬁques comme, par
exemple, le nombre de périodes d'indisponibilité (Nindisp). En eﬀet, certains travaux se re-
streignent au cas où la machine peut être indisponible au plus une seule fois (Nindisp = 1) pen-
dant toute la période de l'ordonnancement alors que d'autres travaux plus génériques prennent
en considération un nombre quelconque de périodes d'indisponibilité (Nindisp qlq), c'est-à-dire
que la machine peut être indisponible plusieurs fois et ces périodes peuvent être aléatoires. La
complexité de ces travaux est étudiée et il a été prouvé que certains problèmes sont de classe
P, il est donc possible de les résoudre d'une manière exacte en un temps polynomial, alors que
d'autres sont NP-diﬃciles. Dans le cas où le problème est de classe P un algorithme fournissant
la solution optimale dans un temps polynomial est proposé, quant au cas où il est NP-diﬃcile,
des modèles de programmation dynamique (pseudo-polynomiale) et des heuristiques pour ré-
soudre le problème de manière eﬃcace, en précisant l'erreur, sont proposées.
Pour les problèmes à plusieurs machines, la majorité des travaux réalisés montre qu'ils sont
NP-diﬃciles. Ceci a incité les chercheurs à ne traiter que la version relaxée 2 du problème ou de
proposer des méthodes approchées pour les résoudre.
Un résumé des diﬀérents problèmes, à une machine et à plusieurs machines, étudiés dans la
littérature est présenté dans tableau 1.1, où  représente l'erreur relative qui est un paramètre
permettant de mesurer la performance des heuristiques, m, n, pmax représentent le nombre de
machines, le nombre de tâches à planiﬁer et la durée de la tâche la plus longue.
Déﬁnition 1.4 Soit CH(i) la valeur de la fonction objectif obtenue par l'heuristique H pour une
instance i du problème de minimisation P , et soit Copt(i) la valeur optimale [Kaabi-Harrath, 2004].
L'erreur relative de H est donnée par  = CH(i)−Copt(i)
Copt(i)
.
La plupart des études sur l'approche déterministe considèrent les périodes de maintenance
comme des contraintes lors de l'ordonnancement de la production. En d'autres termes, l'or-
donnancement de la production est optimisé en fonction d'un plan d'interventions pour la
maintenance préétabli. Dans ces cas, la maintenance est toujours privilégiée par rapport à la
production. Il existe des études où c'est la production qui a la priorité, comme [Liao et al., 2005],
[Liao et al., 2007]. Toutefois, les services de maintenance et de production doivent collaborer
2. La contrainte qui force les variables à prendre des valeurs entières est appelée contrainte d'intégrité.
Lorsque l'on ignore cette contrainte, on parle d'un problème relaxé ou de relaxation continue.
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Problème Hypothèse Complexité Méthode de résolution Erreur
1|rj, ai|
∑
Cj Nindisp qlq P SPT  = 0 (optimale)
1|rj, ai|Cmax Nindisp qlq P Aléatoire  (optimale)
1|rj, ai|Lmax Nindisp qlq P EDD  (optimale)
1|rj, ai|
∑
Uj Nindisp qlq P Heuristique de Moore-
Hodgson
 = 0 (optimale)
1|rj, ai|
∑
wjCj Nindisp = 1 NP-diﬃcile Programmation dyna-
mique
 = 0 (optimale)
1|prem, a, r|Cmax Nindisp = 1 NP-diﬃcile Séparation et évolu-
tion
 = 0 (optimale)
1|prem, ai|
∑
Cj Nindisp qlq NP-diﬃcile SPT  = 27
1|prem, a|Lmax Nindisp qlq NP-diﬃcile EDD  = pmax
1|prem, ai|
∑





wjCj Nindisp qlq NP-diﬃcile Programmation dyna-
mique
 = 0 (optimale)
Pm|ai|Cmax Nindisp ≤ 1 NP-diﬃcile LPT  = 12
Pm|ai|Cmax Nindisp qlq NP-diﬃcile Heuristique −
Pm|ai, rj|Cmax Nindisp qlq NP-diﬃcile LPT  = 12 m−12
Pm|ai, rj|Lmax Nindisp qlq NP-diﬃcile Programmation li-
néaire
 = 0 (optimale)
Pm|ai, prem|Cmax Nindisp qlq NP-diﬃcile LPT  = m+12
Pm|ai, prem|
∑
Ci Nindisp qlq NP-diﬃcile SPT optimale quand
n −→ +∞
Pm|prem|wiCi Nindisp = 1 NP-diﬃcile Séparation et évalua-
tion
 = 0 (optimale)
Table 1.1  Résumé des diﬀérents problèmes d'ordonnancement avec contraintes de disponi-
bilité dans le cas déterministe étudiés dans la littérature [Kaabi-Harrath, 2004]
46
1.5 Ordonnancement conjoint de la production et de la maintenance
pour atteindre un objectif commun, celui de maximiser la productivité du système. Pour ce
faire, les objectifs de maintenance et de production doivent être considérés avec le même niveau
importance. Toutefois, les critères liés à la production sont généralement contradictoires avec
ceux de la maintenance : la diminution de l'un élève l'autre et inversement. Par conséquent, une
solution au problème de la production et de la maintenance commun doit être un compromis
entre les objectifs des deux services.
1.5.2 Cas stochastique
Dans l'approche stochastique (ou intégrée), les dates de début des tâches qu'elles soient de
production ou de maintenance sont considérées comme des variables de décision. Les tâches de
production et de maintenance sont planiﬁées conjointement (mais pas séquentiellement). Les
études relatives à cette approche ne sont pas très nombreuses dans la littérature. Certains cher-
cheurs utilisent l'idée que les tâches de maintenance doivent être exécutées dans un intervalle de
temps prédéﬁni [Kaabi et al., 2002], [Xu et al., 2008]. Ces études ont l'avantage de diminuer les
conﬂits entre les deux services, cependant, la maintenance est toujours favorisée au détriment
de la production. Aﬁn de trouver des compromis entre ces deux services, [Berrichi et al., 2009]
proposent un modèle bi-objectif intégré pour les problèmes de machines parallèles en utilisant
des modèles de ﬁabilité pour prendre en compte l'aspect maintenance. Un modèle mathéma-
tique pour le problème à une seule machine avec un objectif de minimisation du retard de
la production est proposé dans [Cassady and Kutanoglu, 2003]. Ils ont essayé de le résoudre
avec une méthode exacte en utilisant une méthode de dénombrement basée sur l'énumération
de toutes les solutions possibles puis sur la sélection de la meilleure. Les auteurs ont observé
que le temps de calcul devient très grand, voire insupportable, lorsque le nombre de tâches de
production est supérieur à huit, ce qui rend la méthode inapplicable pour des cas réels où le
nombre de tâches est généralement de l'ordre d'une centaine. Les meilleurs outils pour traiter
ces problèmes sont alors les méthodes approchées même si elles ne garantissent pas l'optimum.
Plusieurs heuristiques ont été développées pour des cas complexes et plus réalistes. Par exemple,
dans l'article [Yin et al., 2017], les auteurs ont étudié ce problème dans un environnement où
les machines sont soumises à des détériorations et ont proposé une heuristique qui consiste
à planiﬁer les tâches de production et de maintenance. Cependant, les durées d'intervention
sont considérées ﬁxes, ce qui n'est pas toujours vrai dans le monde industriel. Dans l'étude
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[Li et al., 2017], les chercheurs ont considéré des durées d'intervention variables et dépendantes
de la machine qui sera maintenue. Deux modèles mathématiques ont été proposés pour ce
problème, ainsi qu'une approche basée sur la règle LPT pour le résoudre.
Le point faible de ces travaux est le fait que toutes les machines sont considérées de même
nature. En réalité, les ateliers disposent de machines diﬀérentes. Une machine peut avoir plu-
sieurs fonctionnalités lui permettant de réaliser diﬀérentes activités avec diﬀérentes aptitudes.
Il se peut donc qu'une machine ne soit pas en mesure de réaliser une certaine tâche car elle
ne possède pas la fonctionnalité correspondante pour la réaliser. Cette contrainte est aussi ap-
pelée contrainte d'éligibilité et elle est peu étudiée dans la littérature (un état de l'art de ces
travaux est réalisé dans [Mateo et al., 2018]). Une approche basée sur les graphes a été pro-
posée dans [Liao and Sheen, 2008] pour prendre en compte la disponibilité et l'éligibilité des
machines en même temps. Chaque machine a un nombre arbitraire d'intervalles de disponibilité
tout au long de l'horizon de planiﬁcation et chaque tâche nécessite un sous-ensemble spéciﬁque
de machines. Cette approche est inspirée par les travaux décrits dans [Bªa»ewicz et al., 2000] et
[Sanlaville, 1995], où est traité le problème d'ordonnancement avec une contrainte de disponibi-
lité des machines en utilisant les graphes. En eﬀet, il existe une classe de méthodes de résolution
basées sur l'utilisation des graphes où l'ordonnancement des tâches est représenté par un graphe
dans lequel chaque chemin correspond à un ordonnancement réalisable. Cette procédure a été
introduite dans [Bratley et al., 1971] pour résoudre le problème sur une seule machine, puis a
été étendue pour résoudre le problème à plusieurs machines [Bratley et al., 1975]. L'idée est
de construire un graphe bipartite valué qui a un arc de capacité de 1 entre chaque paire de
sommets éligibles. Horn [Horn, 1974] a proposé une méthode similaire pour résoudre les pro-
blèmes 1|r,Mj|Cmax et P |r,Mj|Cmax, où Mj fait référence à la contrainte d'éligibilité. La mé-
thode de Horn a été étendue par plusieurs chercheurs, en particuliers, [Bªa»ewicz et al., 2000] et
[Sanlaville, 1995] qui ont considéré le problème P |r,Mj, a|Cmax tenant compte de la contrainte
de disponibilité.
Il faut noter aussi que les fonctionnalités des machines peuvent être indépendantes, en terme
de disponibilité, c'est-à-dire qu'il se peut qu'une machine ne soit pas en mesure d'utiliser une
certaine fonctionnalité, à cause d'une défaillance d'un ou de plusieurs composants contribuant à
sa construction, mais reste capable d'utiliser une autre fonctionnalité qui ne nécessite pas le ou
les éléments défaillants de la machine. Il convient également de considérer que l'usure d'une ma-
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chine dépend du type d'opération eﬀectuée car les forces et les mouvements diﬀérents induisent
des niveaux de dégradation diﬀérents. Dans ce contexte, le problème d'une machine multifonc-
tionnelle soumise à de nombreuses interventions de maintenance prédictive pendant l'horizon
de planiﬁcation a été considéré dans [Ladj et al., 2017b]. La machine est surveillée par un mo-
dule de pronostic fournissant le RUL après chaque travail. D'autres méthodes génériques ont été
développées pour les systèmes complexes multicomposants, où les pronostics locaux des compo-
sants sont combinés aﬁn de fournir un outil d'aide à la décision non seulement pour la gestion
de la maintenance mais aussi pour la planiﬁcation de la production [Desforges et al., 2017],
[González et al., 2018]. Dans un contexte d'atelier et aﬁn de trouver une solution optimale
pour les petites instances, un programme linéaire de nombres entiers mixtes a été proposé dans
[Varnier and Zerhouni, 2012] pour résoudre le problème de ﬂow-shop. Comme déjà mentionné
dans ce manuscrit, l'utilisation des méthodes exactes n'est pas très envisagable dans le monde
réel. C'est pourquoi, les auteurs ont étendu leurs travaux antérieurs et proposé une méthode
heuristique basée sur la recherche de voisinage variable (VNS) où les résultats du pronostic sont
transcrits aﬁn d'être traités à l'aide la logique ﬂoue [Ladj et al., 2017a].
Bien qu'il semble pertinent d'exploiter les données de pronostic à des ﬁns d'ordonnancement
des tâches de production et aussi des tâches de maintenance, ceci ne semble pas être assez traité
dans la littérature. Aﬁn de remédier à ce manque, nous estimons qu'une méthode conjointe de
planiﬁcation des activités de production et de maintenance permettrait de contribuer à une
réduction des arrêts imprévus des ressources de production mais aussi à réduire le nombre
d'arrêts programmés tout en améliorant les performances de production.
1.6 Conclusion
Par ce premier chapitre, nous avons déﬁni ce qu'est un système de production et une clas-
siﬁcation des systèmes de production a été présentée. Ensuite, les enjeux, les objectifs, ainsi
que les diﬀérents niveaux de planiﬁcation de la production ont été abordés. Le constat établi
est que la gestion de production ne peut pas être eﬀectuée sans prendre en compte la fonction
maintenance, puisque celle-ci garantit la disponibilité des équipements de production. Ainsi
il est nécessaire que la production et la maintenance coopèrent conduisant à évoquer la pla-
niﬁcation conjointe de la production et de la maintenance. Les aléas et les particularités du
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problème d'ordonnancement dans les systèmes de production ont été soulignés, conduisant à
la problématique générale traitée dans ce manuscrit. Dans ce contexte, une classiﬁcation des
études proposées dans la littérature en deux catégories été établie : les cas déterministes et les
cas stochastiques. La majorité de ces études traitent des cas particuliers de problèmes d'or-
donnancement dans les systèmes de production, en considérant à chaque fois des hypothèses
spéciﬁques, réduisant la portabilité des apports réalisés dans l'étude de la planiﬁcation d'un
système de production donné. Ceci réduit la taille de l'ensemble des domaines pour lesquels
elles peuvent être appliquées. Aussi, tout changement dans l'environnement peut entraîner une
redéﬁnition générale de la méthode. Aﬁn de remédier à ce problème, il est nécessaire de mettre
en ÷uvre une méthode générique ﬂexible qui peut être facilement adaptée à ces changements
de l'environnement. C'est pourquoi, nous proposons dans ce travail une méthode qui dispose
d'un outil de modélisation permettant de prendre en compte l'adaptation et l'évolution d'un
système de production. Ainsi, notre outil de planiﬁcation permet de considérer chaque entité
de notre problème séparément, tout en conservant les liens entre celles-ci. Cette division du
problème en plusieurs sous-problèmes rend la méthode ﬂexible en facilitant son adaptation aux
changements qui peuvent survenir dans l'environnement. Chaque entité du problème peut avoir
ses propres caractéristiques, ses propres contraintes et objectifs à prendre en considération, ce
qui est généralement le cas dans les systèmes de production. Ce traitement du problème en
considérant les diﬀérentes entités relatives à la production et la maintenance a conduit à ce que
l'approche proposée soit distribuée. Ce traitement du problème, consistant à planiﬁer conjoin-
tement la production et la maintenance, est abordé dans le chapitre suivant, où diﬀérentes
méthodes sont décrites orientant notre choix vers une approche distribuée. Dans le chapitre
suivant, nous présentons en détails notre problématique et la modélisation que nous proposons
pour chacune des entités du problème, en mettant en évidence les liens entre elles.
50
Chapitre 2
Ordonnancement des tâches de
production et de maintenance :
Problématique et modélisation
2.1 Introduction
Dans le chapitre précédent nous avons présenté l'intérêt à ce que les fonctions de production
et de maintenance coopèrent dans le but d'établir un planning conjoint de leurs activités sur
les ressources techniques de production. Sans cette coopération, les fonctions de maintenance
et de production eﬀectuent indépendamment la planiﬁcation de leurs activités eﬀectuées gé-
néralement sur les mêmes ressources, engendrant ainsi des conﬂits. Ces conﬂits, quant à eux,
nuisent à la productivité globale de l'entreprise. Des études sur l'eﬃcacité de la gestion en
maintenance [Lee, 2000] ont montré qu'un tiers des coûts de maintenance provient d'opérations
inutiles ou mal eﬀectuées. Cette ineﬃcacité a pour raison principale l'absence d'informations
réelles qui permettraient de développer un modèle de maintenance prédictive capable de ré-
duire voire d'éliminer les interventions inutiles et de limiter les risques de pannes les plus graves
des machines. Dans ce contexte, nous avons montré dans le chapitre précédent la capacité des
méthodes prédictives issues du PHM (Prognostic and Health Management) à fournir les in-
formations sur l'évolution de l'état de santé des ressources techniques, permettant ainsi une
planiﬁcation prédictive des tâches de maintenance. Ensuite, cette planiﬁcation prédictive va
rendre possible la planiﬁcation conjointe des tâches de production et de maintenance.
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Dans ce chapitre, et aﬁn d'arriver à une planiﬁcation conjointe adéquate des tâches de pro-
duction et de maintenance prédictives, nous présentons dans un premier temps les particularités
des systèmes de production et de maintenance, ainsi que leur fonctionnement et les liens qui
les réunissent. Dans un deuxième temps, et aﬁn d'atteindre une modélisation pertinente du
problème considéré, nous représentons celui-ci sous forme de quatre types d'entités qui repré-
sentent l'essence du conﬂit entre la production et la maintenance : les ordres de fabrication, les
ressources de production, les ordres de maintenance et les ressources de maintenance. Ensuite,
nous proposons et décrivons en détail une modélisation sous forme d'un diagramme de classes
UML pour chacune de ces entités.
2.2 Description du problème
Nous avons présenté dans le chapitre précédent le modèle MRP qui, dans sa version origi-
nelle, consiste à établir un programme directeur de production, à calculer les quantités exactes
des composants requis et à déﬁnir les lots d'approvisionnement.
2.2.1 Comment déterminer les OF ?
Le Programme Directeur de Production (PDP) est établi à partir des prévisions ainsi que des
disponibilités de matières et des ressources. Ce programme regroupe les décisions de production
sur un certain nombre de périodes futures en réponse à une demande prévisionnelle. Les pro-
duits, étant complexes, sont divisés en sous-ensembles décomposés à leur tour en groupes, puis
en sous-groupes jusqu'au stade ﬁnal qui contient les composants et/ou les matières premières.
Cette conception modulaire conduit à déﬁnir un produit par une structure arborescente à plu-
sieurs niveaux appelée nomenclature 1. La représentation en nomenclature permet de calculer
facilement les quantités nécessaires en composants et matières premières pour chaque produit.
A travers l'exemple présenté dans la ﬁgure 2.1, nous montrons comment calculer les quantités
de composants et de matières premières nécessaires à la fabrication du produit ﬁni à partir
de sa nomenclature. Dans cet exemple, pour fabriquer le produit ﬁni, il faut assembler deux
1. la nomenclature est la liste hiérarchisée et exhaustive du type et de la quantité des matières premières des
composants et des sous-ensembles qui sont nécessaires à la planiﬁcation d'un produit
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sous-ensembles SE1 et un sous-ensemble SE2. Le sous-ensemble SE1 est lui-même fabriqué à
partir de deux matièresM2 et d'un produit P1, ce dernier est obtenu avec une matièresM1 et de
deux composants C1. Le sous ensemble SE2, quant à lui, est fabriqué à partir d'un composant
C1 et de deux produits P2, ce dernier est obtenu avec un composant C1 et 3 composants C2.
Pour fabriquer le produit ﬁnal nous avons donc besoins de 7 composants C1, de 6 composants
de C2, de deux matières de M1 et de quatre matières de M2.
Figure 2.1  Nomenclature d'un produit
En disposant des nomenclatures des produits et du programme directeur de production,
nous pouvons déduire, à travers le CBN, les quantités exactes en termes de composants et de
matières premières dont il est nécessaire d'assurer l'approvisionnement. Ceci est traduit ensuite
en Ordres d'Achat (OA) et/ou de Fabrication (OF) qui seront avancés dans le temps, par
rapport au moment où les besoins nets doivent être satisfaits. Cette avancée dans le temps
d'ordres de fabrication et d'achat par rapport à la réception du produit est eﬀectuée aﬁn de
tenir compte du délai nécessaire pour l'obtention des articles entrants dans la construction du
produit ﬁni :
 Pour les articles achetés, il s'agit du délai de livraison du fournisseur ;
 Pour les articles fabriqués, il s'agit du temps nécessaire pour eﬀectuer toutes les opérations
d'élaboration d'un lot de produit. Il dépend ainsi de la gamme de fabrication du produit
en question.
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2.2.2 Comment gérer les OF ?
Les Ordres de Fabrication (OF) sont transmis aux ateliers de production en précisant, pour
chacun, la date de début, pour laquelle on s'est assuré de la disponibilité des composants et
de matières premières, et la date de délivrance souhaitée, pour la livraison au client ou la
fabrication d'un produit de niveau supérieur. Ces ordres de fabrication doivent être réalisés
suivant leurs gammes de production, qui listent les séquences de Tâches de Fabrication (TF)
ou de production à réaliser pour faire évoluer un produit d'un état initial vers un état ﬁnal.
Ainsi, le traitement de chaque ordre de fabrication consiste à faire circuler le produit dans les
ateliers de production en faisant subir à celui-ci à diverses opérations dans un ordre précis aﬁn
d'arriver à l'état ﬁnal souhaité.
Concrètement, les TF se font sur des machines présentes physiquement dans les ateliers de
production. Ces machines sont conçues pour réaliser, chacune, un nombre de fonctionnalités
comme par exemple du fraisage, perçage, tournage, etc. Plusieurs machines peuvent réaliser
une même fonctionnalité mais avec des aptitudes pouvant être diﬀérentes. Cette diﬀérenciation
entre les fonctionnalités des machines incite à ce que les gammes soient constituées de TF
demandant une fonctionnalité ou un groupe de fonctionnalités et non des machines comme cela
est traditionnellement le cas.
Aﬁn d'optimiser l'utilisation des ressources dans les ateliers de production, une planiﬁcation
opérationnelle est élaborée pour obtenir un ordonnancement des TF dans l'atelier. Comme nous
l'avons décrit dans le chapitre précédent, cette phase de planiﬁcation opérationnelle est formée
de cinq couches (planiﬁcation, ordonnancement prévisionnel, ordonnancement en temps réel,
supervision/coordination et commande locale), mais nous nous concentrons dans ce travail sur
celle de l'ordonnancement prévisionnel. A ce niveau de planiﬁcation, les OF sont déjà déﬁnis,
leurs structures et leurs délais de livraison sont calculés, il reste à trouver une allocation des
opérations des gammes sur les ressources de production. Les composants de ces ressources,
qui ont une durée de vie limitée qui se réduit par leurs utilisations, peuvent tomber en panne
empêchant ainsi les ressources de production de réaliser les TF. Aﬁn de trouver une allocation
adéquate des tâches de production, nous devons tenir compte des pannes potentielles sur les
ressources de production et donc de la dégradation de leur état de santé durant la planiﬁcation.
Donc en cherchant l'allocation des opérations de production, il faut aussi penser à l'allocation
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des opérations de maintenance, qui proviennent d'Ordre de Travail de maintenance (OT). Ceci
consiste à programmer l'exécution des TF des gammes de fabrication des produits ainsi que
les tâches de maintenance en leur allouant les ressources de production et de maintenance
nécessaires et en leur ﬁxant une date de début et de ﬁn d'exécution. Ceci en tenant compte :
 des contraintes temporelles qu'il s'agisse des durées opératoires ou des dates précises de
début et de ﬁn pour chaque OF ;
 des contraintes d'enchaînement des opérations des gammes de fabrication ;
 des contraintes de capacité des équipements de production et de maintenance relative au
fait que chaque machine et chaque mainteneur ne peut exécuter qu'une seule opération à
la fois, par exemple ;
 des contraintes de disponibilité des ressources de production (attente ou en cours de
maintenance) et de maintenance (engagement avec d'autres équipements de production,
congés, etc.).
2.2.3 Comment déterminer les TM?
Aﬁn de réaliser une Tâche de Maintenance (TM), un ensemble de ressources est disponible
dans les centres de maintenance. Par analogie avec les ressources de production, une ressource
de maintenance ne peut traiter que les TM compatibles avec ses compétences, avec une certaine
aptitude. Chaque tâche de maintenance concerne un composant particulier de la machine, et le
traitement de celui-ci nécessite une compétence ou un groupe de compétences de la ressource
de maintenance chargée de son traitement. Ces opérations de maintenance peuvent être des
opérations systématiques qui doivent obligatoirement être faites à des dates précises déﬁnies
par le constructeur de l'équipement, comme elles peuvent être des opérations de maintenance
préventives planiﬁées pour augmenter la ﬁabilité de la machine et pour réduire le nombre de
tâches de maintenance correctives sur les équipements. Nous nous concentrons dans ce travail
sur le type particulier de maintenance préventive qu'est la maintenance prédictive.
La planiﬁcation de la maintenance prédictive est généralement basée sur la connaissance
de l'état de santé des machines, état de santé qui peut être obtenu en utilisant des techniques
de diagnostic et de pronostic. En eﬀet, l'implantation de nouvelles technologies et fonctionna-
lités de détection des fautes, de diagnostic et de pronostic au sein des ressources de produc-
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tions permet de détecter et diagnostiquer les défaillances des équipements ainsi que d'analyser
et prévoir l'évolution de dégradations entraînant les futures défaillances [Julka et al., 2011],
[Sun et al., 2007]. Ces nouvelles fonctionnalités constituent la base des techniques du Pronos-
tics and Health Management (PHM) qui vise à écarter les actions de maintenance corrective
et à ce que les tâches de maintenance préventive ne soient considérées que lorsque le risque de
défaillance est trop important [Mobley, 2002].
S'ajoute à ceci le fait que les machines disposent de plusieurs fonctionnalités qui ne sont
pas forcément liées entre elles. De ce fait, il se peut qu'une fonctionnalité d'une machine soit
en panne sans que les autres fonctionnalités de la machine le soient aussi. Dans de tels cas,
la machine peut être utilisée pour réaliser des tâches de production qui ne nécessitent pas les
fonctionnalités en panne. A titre d'illustration, prenons comme exemple le cas d'une voiture
dont la fonctionnalité de climatisation est en panne, ceci n'empêche pas que la voiture peut
toujours eﬀectuer des trajets, surtout si les conditions météorologiques prévues ne nécessitent
pas le rafraîchissement de la voiture.
2.2.4 Vision globale du problème
Pour résumer, nous avons trois types d'entités en interaction : les ordres de fabrication, les
ressources de production et les ressources de maintenance (voir la ﬁgure 2.2). D'une part, il y a
une forte interaction entre les ordres de fabrication et les machines, vu que ce sont les machines
qui permettent d'exécuter les opérations de production listées dans la gamme de fabrication des
OF. D'autre part, il existe une dépendance entre les machines et les mainteneurs, puisque les
machines ont besoin d'être maintenues pour assurer leur disponibilité. La question qui se pose
alors est comment planiﬁer les tâches de production et de maintenance simultanément compte
tenu de tous ces besoins et contraintes.
Avant de répondre à cette question, il faut d'abord passer par une étape importante d'analyse
du problème dans laquelle nous chercherons à comprendre et à décrire le problème de façon
précise. Aﬁn de faciliter cette étape d'analyse et à cause de la complexité de notre problème,
justiﬁée par les particularités citées des systèmes de production et de maintenance ainsi que
des conﬂits qu'ils présentent, nous avons considéré une division en sous problèmes. Chaque
sous problème correspond à un des trois types d'entités principales du problème que sont :
les ordres de fabrication, les ressources de production, les ressources de maintenance. Cette
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Figure 2.2  Relation entre les OFs, machines et mainteneurs
division est faite de sorte que les liens que les trois entités du problème sont forcées de partager
soient conservés. Dans la section suivante, nous présentons une modélisation de ces trois types
d'entités séparément en utilisant un formalisme objet : le langage de modélisation uniﬁé (UML -
Uniﬁed Modeling Language) [Hamilton and Miles, 2006]. En eﬀet, les représentations orientées
objet permettent de manipuler des concepts comme l'héritage, le polymorphisme, l'abstraction,
l'encapsulation [Odell, 1998]. Ces caractéristiques permettent de considérer en même temps
une grande variété de ressources (de production, de maintenance, etc.), tout en permettant
de déﬁnir des interfaces et des services communs à ces entités même si leurs implémentations
diﬀèrent. Oﬀrant une capacité de généralisation de ces représentations tout en étant adaptables
à un grand nombre de cas, UML 2.0 propose 13 types de diagrammes permettant de représenter,
entre autres possibilités, les caractéristiques des diﬀérents types d'objets (classes) et les relations
entres ces types :
 les échanges de messages entres objets ou classes d'objets (diagrammes de séquences) qui
sont nécessaires pour la coopération ;
 les comportements dynamiques des classes d'objets (diagrammes d'activités, diagramme
états-transition, diagrammes de séquences).
2.3 Les diagrammes de classes
Les diagrammes de classes permettent de décrire les systèmes d'une façon claire et structu-
rée. En eﬀet, un diagramme de classes permet de modéliser les classes des objets du système,
leurs attributs, leurs opérations et les relations entre elles indépendamment de toute méthode
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et de tout langage de programmation. Ceci correspond exactement à nos besoins, car notre
travail implique des systèmes de structures diﬀérentes interagissant les uns avec les autres.
2.3.1 Déﬁnition
Les diagrammes de classes sont parmi les plus populaires du langage UML et sont conçus
pour être simples à utiliser. Un diagramme de classes, comme son nom l'indique, est formé par
un ensemble de classes d'objets. Un objet ici ne désigne pas un objet concret mais plutôt un
conteneur qui possède et incorpore des données et des mécanismes. Une classe représente un
objet ou un ensemble d'objets possédants la même structure et le même comportement et est
composée de trois champs : nom, attributs et méthodes.
2.3.2 Types d'interactions dans les diagrammes de classes
Le terme  interaction  désigne les relations et liens qui peuvent exister entre les diﬀérents
éléments du diagramme. Parmi les interactions les plus courantes nous présentons dans cette
section celles présentes dans la modélisation proposée pour notre problématique :
La relation d'héritage est également connue sous le nom de généralisation. Il s'agit d'une
relation de liaison entre une classe dite mère et des classes enfants. C'est un processus
pour lequel une classe enfant adopte les fonctionnalités d'une classe mère (Figure 2.3(a)).
La relation d'association est une relation structurelle entre deux classes. Si les objets de
deux classes d'un modèle ont besoin de communiquer entre eux, il doit y avoir un lien
entre eux, et cela peut être représenté par une association. Une relation d'association peut
être représentée par une ligne entre ces classes avec une ﬂèche indiquant la direction de
navigation. Dans ce type de relations nous parlons de la notion de multiplicité, qui permet
de spéciﬁer le nombre d'objets intervenant dans les instanciations des associations. Une
multiplicité d'un côté spéciﬁe combien d'objets de la classe du côté considéré sont associés
à un objet donné de la classe de l'autre côté Dans l'exemple de la ﬁgure 2.3(b), la multi-
plicité 1..5 peut être interprétée comme pour chaque objet de la classe B il faut associer
au minimum 1 et au maximum 5 objets de la classe A. Le même principe s'applique sur
l'autre multiplicité (1..*) avec * signiﬁant plusieurs sans préciser le nombre.
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La relation d'agrégation est un cas particulier de la relation d'association. C'est une re-
lation d'association qui représente une inclusion structurelle ou comportementale d'un
élément dans un ensemble. Pour une relation d'agrégation, la classe enfant peut exister
indépendamment de l'existence de la classe mère, et n'entraîne aucune contrainte sur sa
durée de vie. Graphiquement, elle est représentée par un losange vide du côté de la classe
conteneur comme il est montrée dans la ﬁgure 2.3 (c).
La relation de composition est aussi un cas particulier de la relation d'association. Elle
décrit une contenance structurelle entre objets. Ainsi, la destruction de l'objet conteneur
implique la destruction de tous ses composants. Graphiquement, elle est représentée par
un losange plein du côté de la classe conteneur comme ceci est montré dans la ﬁgure 2.3
(c).
Figure 2.3  Quelques types d'interactions
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2.4 Description et modélisation des éléments du problème
2.4.1 Les ordres de fabrication
Comme précisé précédemment, après que les prévisions sur les demandes futures en terme
de produits ﬁnis soient réalisées pour chaque période sur l'horizon, c'est le Calcul des Besoins
Nets (CBN) qui permet de déterminer les commandes à lancer (ordres d'achat et ordre de
fabrication). Les OA fournissent les composants ou matières premières achetés requis en fonction
de la nomenclature de production, et les OF sont lancés pour produire les composants issus de la
nomenclature qui peuvent être produits en atelier ainsi que pour réaliser toute autre opération
de production.
Les OF sont des ordres destinés à la production et représentent les éléments centraux de
celle-ci. Concrètement, tout ordre de fabrication est caractérisé par un identiﬁant unique (ID)
et aﬀecté d'un dossier de production oﬀrant une vue d'ensemble des informations permettant
sa réalisation. Un dossier de production contient les informations suivantes :
 la gamme de fabrication qui est un document dans lequel les diﬀérentes phases de
transformation d'un produit sont listées d'une manière chronologique et globale. Une
phase de transformation représente l'ensemble des activités à eﬀectuer sur la même ma-
chine pendant une durée estimée et est nommée Tâche de Fabrication (TF).
 la date de lancement proposée automatiquement en fonction de la position de l'OF sur
la nomenclature et du temps d'attente pour le rassemblement des composants et/ou des
matières premières nécessaires pour l'exécution de l'OF.
 la date de besoin est la date idéale de ﬁn de fabrication de l'OF pour que le produit
soit livré à la date prévue dans le PDP ou disponible à la date de lancement d'un OF
d'un produit de niveau supérieur.
Nous représentons le modèle d'un ordre de fabrication sur la ﬁgure 2.4.
Le traitement d'un OF passe alors par une séquence de TF listées dans sa gamme de pro-
duction. Chaque TF est associée à une ou plusieurs activités précises. Chaque activité décrit un
travail à réaliser (tournage, perçage, etc.) et a besoin pour être exécutée d'une fonctionnalité
précise. Par conséquent, une TF ne peut être exécutée par une machine que si celle-ci possède
toutes les fonctionnalités nécessaires pour réaliser toutes les activités qu'elle implique. De plus,
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Figure 2.4  Modélisation d'un ordre de fabrication
chaque TF possède une durée opératoire estimée, nous supposons dans ce travail que les temps
de réglages des machines et de transport correspondants sont incluent dans cette durée opé-
ratoire. Cette estimation se fait en supposant que la TF est exécutée sur la machine la plus
performante, ce qui n'est pas toujours le cas. Ainsi, la durée opératoire estimée peut diﬀérer de
la durée d'exécution réelle.
2.4.2 Les ressources de production
Les ateliers de production disposent de machines conçues pour réaliser les TF. Chaque ma-
chine est un système complexe disposant d'une ou plusieurs fonctionnalités. Ces fonctionnalités
permettent aux machines de réaliser certains travaux (fraisage, tournage, perçage) ou encore
d'assurer des besoins de ces travaux comme la lubriﬁcation du processus de coupe, etc. (Figure
2.5). Les fonctionnalités qui sont des fonctions de service de la machine sont associées à une
compétence qui indique, entre autres éléments, la performance de la machine pour réaliser cette
fonctionnalité (aptitude).
Une machine est constituée d'un ensemble d'éléments (entités) interconnectés mettant en
÷uvre les fonctionnalités de la machine [Murthy and Krishnamurthy, 2009]. Une entité de la
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Figure 2.5  Exemple de structure de fraiseuse
machine peut être soit un composant, soit une fonction. Sachant qu'une fonction est un groupe
d'entités, une fonction peut donc être un groupe de composants ou un groupe de fonctions ou
les deux à la fois. En d'autres termes, les composants de la machine mettent en ÷uvre des
fonctions entières et ces fonctions peuvent mettre en ÷uvre d'autres fonctions de niveaux supé-
rieurs. Les fonctions de plus haut niveau sont appelées fonctionnalités, et sont associées à des
compétences de production. Nous avons formalisé ceci en un diagramme de classes présenté sur
la ﬁgure 2.6 :
Les composants sont alors les éléments clés qui assurent le fonctionnement des machines.
Cependant, ces composants ont une durée de vie limitée après laquelle ils cessent de fonctionner.
En eﬀet, chaque composant d'une machine est caractérisé par un état de santé qui se dégrade
au fur et à mesure de son utilisation. Si un composant n'est pas entretenu, réparé ou même
remplacé il risque de causer une panne de la machine qui l'utilise. Une panne imprévue peut
provoquer la non qualité du produit en cours de réalisation, ou même causer un arrêt de pro-
duction nécessitant une intervention de maintenance non programmée avec des ressources pas
nécessairement disponibles. Le tout peut entraîner un retard de production pouvant conduire
à des paiements de pénalités de retard aux clients et entraîner des besoins de replaniﬁcation.
Aﬁn d'augmenter les disponibilités des machines et de réduire le nombre d'arrêts imprévus,
nous avons besoin d'un moyen pour estimer l'état de santé des composants aﬁn de pouvoir
intervenir à temps pour les entretenir, les réparer ou les remplacer si c'est nécessaire. Dans
62
2.4 Description et modélisation des éléments du problème
Figure 2.6  Modélisation d'une machine
ce travail nous utilisons les méthodes développées dans le cadre de l'évaluation de l'état de
santé de systèmes et de pronostic pour estimer les durées de vies restantes des composants. Il
est préconisé que ces méthodes soient mises en ÷uvre dans le cadre du modèle à sept couches
(ﬁgure 2.7), proposé par le projet OSA-CBM (Open System Architecture for Condition Based
Monitoring) [Provan, 2003a] et conduisant à la norme ISO 133741.
Le but du projet OSA-CBM est de déﬁnir une architecture pour le diagnostic et le pronostic.
Dans ce projet, il existe 7 couches qui forment une succession de sous-processus pour la mise en
÷uvre de la maintenance conditionnelle et aussi la maintenance prédictive [Gouriveau et al., 2017].
En eﬀet, le projet OSA-CBM déﬁnit une couche d'évaluation de santé (Health Assessment)
dont la fonction principale est de diagnostiquer l'état de santé d'un système et de connaître
le ou les modes de défaillance/dégradation courants. Le pronostic, quant à lui, utilise les in-
formations issues du processus de diagnostic, pour projeter l'état du système dans le futur
[Cocheteux et al., 2007]. Le pronostic est déﬁni comme étant l'estimation de la durée de fonc-
tionnement avant défaillance (RUL  Remaining Useful Life) et du risque d'occurrence sur un
horizon temporel, d'un ou de plusieurs modes de défaillances [Norme ISO 13381-1 :2004]. Les
diﬀérents résultats fournis par les fonctions de diagnostic et de pronostic doivent être considérés
comme une aide à la maintenance pour prendre les décisions adéquates pour maintenir et ré-
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Figure 2.7  Open System Architecture for Condition Based Monitoring (OSA-CBM)
tablir le système dans son état opérationnel, comme cela est considéré dans la couche Décision
d'OSA-CBM [Diévart, 2010].
Nous considérons l'importance de la connaissance de l'état de santé présent des compo-
sants contribuant à la mise en ÷uvre des fonctionnalités primordiales des machines mais aussi
l'importance de l'évolution de leur état de santé futur. Pour cela, il est indispensable que ces
composants soient surveillés par un module de PHM permettant d'avoir accès aux informations
que sont les chances [González et al., 2018] ou mieux encore les probabilités de leurs défaillances
[Desforges et al., 2017] qui peuvent être déterminées en fonction de leur durée d'utilisation pré-
vue et, lorsque cela est possible, de la sévérité des sollicitations [Ferreiro et al., 2012]. Si pour
des raisons de coût le module de PHM ne peut être instrumenté par des capteurs pour certains
composants, les données statistiques issues des études de ﬁabilités comme le Mean Time To
failure (MTTF) correspondant au temps moyen de fonctionnement du composant avant panne
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et le Mean Time Before Failure (MTBF) correspondant au temps moyen entre deux pannes
successives d'un composant. Ces études sont eﬀectuées par leur fabricants et peuvent être ex-
ploitées par un module de PHM n'admettant en entrée que les données d'utilisation et les durées
de leurs futures sollicitations [Desforges et al., 2017]. Nous supposons alors que, pour chaque
composant contribuant à une fonctionnalité d'une machine, il existe un seuil de risque prédéﬁni
au-dessus duquel la probabilité de panne du composant est tellement élevée qu'il est considéré
comme défaillant. Ainsi, il est alors impératif de planiﬁer sa maintenance avant d'atteindre ce
seuil (ﬁgure 2.8).
Figure 2.8  Résultats de la fonction pronostic
En disposant des données des modules de PHM et en appliquant les méthodes décrites dans
[González et al., 2018] et [Desforges et al., 2017], les probabilités ou les chances que les fonc-
tionnalités nécessaires à la réalisation des tâches de production puissent ne pas être dans un état
opérationnel permettant leur achèvement dans des conditions satisfaisantes de délais, de qualité
et/ou de coût peuvent être évaluées. Ces méthodes permettent également d'identiﬁer les com-
posants nécessitant des opérations de maintenance pour que ces fonctionnalités retrouvent un
état opérationnel satisfaisant. Elles exploitent pour cela les connaissances sur le système (dans
notre cas une machine) telles que déﬁnies dans [Diévart, 2010]. Les connaissances structurelles
sont les relations directes entre des entités échangeant des ﬂux d'informations, d'énergie ou de
matière. Les connaissances fonctionnelles regroupent les entités contribuant directement à la
réalisation de la fonction. Dans la connaissance fonctionnelle, les redondances sont considérées
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à part. Elles sont déployées généralement pour des raisons de ﬁabilité. Il s'agit alors d'entités
réalisant toutes la même fonction. Lorsque le nombre d'entités capables de réaliser cette fonc-
tion est inférieur à une valeur prédéﬁnie (ordre de la redondance), la fonction n'est alors plus
assurée. Alors que pour les fonctions simples, si une des entités n'assure plus son service c'est
toute la fonction qui est défaillante. Ces travaux exploitent une modélisation des systèmes sous
forme de graphes pour lesquels sont appliquées des inférences exploitant le théorème de Bayes
[Desforges et al., 2017] ou la théorie des fonction de croyance [González et al., 2018]. Dans la
suite du manuscrit, les développement proposés le seront dans le cadre du théorème de Bayes.
Cependant, nous pensons qu'un déploiement à partir des fonctions de croyances est tout aussi
possible en programmant diﬀéremment les fonctions (méthodes) associées aux objets chargées
de déﬁnir leur aptitude à accomplir les futures tâches de production mais aussi d'identiﬁer les
composants à maintenir.
Une modélisation plus détaillée d'une machine est présentée dans la ﬁgure 2.9. Dans cette
modélisation apparaissent :
 les attributs ID_composant à maintenir contenant l'identiﬁant des composants à main-
tenir prioritairement ;
 les méthodes RUL() qui déﬁnissent selon le type de l'entité sa probabilité à accomplir
les futures tâches de production et d'identiﬁer les composants à maintenir (qui peut être
elle-même si l'entité est un seul composant).
Grâce aux diﬀérentes méthodes RUL() et à la construction particulière des fonctionnali-
tés, il est possible de connaitre les probabilités ou les chances de réussite de la séquence de
tâches de production. Si celles-ci sont insuﬃsantes, les composants à maintenir sont identiﬁés
et peuvent faire l'objet de demandes de TM. Une TM impliquant un composant spéciﬁque
est demandé lorsque une fonctionnalité ou un groupe de fonctionnalités a une probabilité trop
importante de ne pas réaliser la séquence de tâches de production dans des conditions accep-
tables. Le champ ID_composant à maintenir de la machine indique le composant à maintenir
en priorité. Pour vériﬁer si cela suﬃt, sa durée d'utilisation est mise temporairement à zéro.
Après recalcul des probabilités de réussite de la séquence des tâches de production, il se peut
qu'un autre composant doive être maintenu et ainsi de suite selon la démarche présentée dans
[González et al., 2018].
La connaissance des probabilités de panne des fonctionnalités permet ainsi de planiﬁer
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Figure 2.9  Modélisation d'une machine
au préalable les tâches de production et de maintenance, car celle-ci permet de connaître les
disponibilités futures des fonctionnalités de la machine, ainsi que de distinguer les composants
qui nécessitent une intervention de maintenance.
2.4.3 Les ressources de maintenance
Pour pouvoir réaliser les TM demandées par les gestionnaires de production, un ensemble
de mainteneurs et d'outils spéciﬁques pour la réparation ou le remplacement des composants
dégradés est nécessaire. Pour cela, des centres de maintenance regroupant les ressources ca-
pables de réaliser ces TM sont créées. Chaque centre de maintenance dispose d'un ensemble
de mainteneurs, dont chacun est décrit par la liste de ses compétences. Une compétence est
la capacité du mainteneur à traiter un type de composant associée à son aptitude (rapidité) à
réparer le composant et au coût de traitement par unité de temps de la réparation. Par analogie
67
Chapitre 2 : Ordonnancement des tâches de production et de maintenance : Problématique
et modélisation
avec les ressources de production, une tâche de maintenance ne peut être eﬀectuée que par un
seul mainteneur à la fois et ce dernier doit avoir la compétence nécessaire pour l'intervention
sur le composant concerné par la tâche. De plus, un mainteneur ne peut traiter qu'une seule
tâche de maintenance à la fois. Toutefois, plusieurs mainteneurs peuvent avoir les compétences
nécessaires pour traiter un composant donné. Cependant, l'aptitude et le coût de traitement
peuvent diﬀérer d'un mainteneur à l'autre, ce qui rend la durée et le coût de traitement des
TM variables en fonction des mainteneurs sélectionnés pour leur traitement.
Une modélisation des ressources de maintenance est donnée sur la ﬁgure 2.10. Les centres
de maintenance, reçoivent des demandes sous forme de TM de la part de plusieurs centres de
production. Ces TM doivent être planiﬁées par les centres de maintenance qui, comme tout
organisme, cherchent à maximiser leurs proﬁts en satisfaisant les demandes de leurs clients (qui
sont dans ce cas les gestionnaires de production) selon leurs propres critères et contraintes. Par
conséquent, il se peut qu'une tâche de maintenance ne soit pas planiﬁée à la date souhaitée par
le gestionnaire de production.
Figure 2.10  Modélisation d'un mainteneur
Après avoir modélisé séparément chaque entité du problème étudié, nous présentons dans la
ﬁgure 2.11 une vision globale de ces modélisations en soulignant les liens et interactions entre
les entités qu'elles représentent.
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2.5 Conclusion
Dans ce chapitre nous avons présenté d'une manière détaillée notre problématique, les ob-
jectifs et les contraintes de chaque élément faisant partie du problème. Nous avons aussi proposé
une modélisation orientée objet de ces éléments par des diagrammes de classes UML, qui est
un langage de modélisation uniﬁé permettant des représentations graphiques qui facilitent la
compréhension du problème. Après cette étude du problème et la modélisation présentant les
particularités de ses diﬀérentes parties ainsi que les liens entre elles, plusieurs questions concer-
nant la planiﬁcation conjointe des interventions de maintenance et des tâches de production se
posent :
 Comment planiﬁer les tâches de production en prenant en compte la contrainte de dégra-
dation de l'état de santé des machines en fonction de leurs utilisations ?
 Comment planiﬁer les tâches de maintenance en tenant compte de la contrainte de dis-
ponibilité des mainteneurs tout en maximisant l'utilisation des machines ?
 Comment faire coopérer les services de production et de maintenance sachant que très
souvent chacun prend ses décisions indépendamment de l'autre ?
Dans la suite de ce travail, nous présentons nos contributions aux réponses à ces questions.
Cependant, et puisqu'il n'est pas possible de trouver une réponse générale à toutes ces questions
en même temps d'une manière exacte, nous avons divisé et traité le problème en plusieurs sous-
problèmes puisque chaque élément du problème peut être une entité individuelle et autonome
qui prend ses décisions indépendamment des autres. Ces entités pourront diﬃcilement converger
pour atteindre au mieux les objectifs généraux, du fait que chacune cherche à satisfaire ses
propres objectifs pouvant être contraires à ceux des autres et aussi parce que des informations
internes à chaque entité, jouant un rôle important dans la prise de décision, ne peuvent pas
être partagées pour des raisons de conﬁdentialité.
Cette approche de résolution par sous-problèmes nous a conduit à développer une méthode
générique ainsi qu'une plateforme facilitant la communication entre les entités prenant en consi-
dération ces contraintes. La méthode développée est distribuée, ﬂexible et a pour objectif de
satisfaire au mieux les intérêts de la production et de la maintenance. Elle doit être distribuée
pour prendre en compte le cas où les ateliers de production et les centres de maintenance sont
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des entreprises diﬀérentes. La ﬂexibilité de la méthode réside dans le fait qu'elle peut être fa-
cilement modiﬁée pour s'adapter aux changements qui peuvent survenir dans l'environnement
(ajout de nouvelles ressources, apparition de nouvelles technologies, installation, déplacement
ou suppression de centres, etc.). Pour ce faire, nous avons choisi d'exploiter les capacités des
systèmes multi-agents pour plusieurs raisons détaillées dans le chapitre suivant. Parmi celles-ci,
il y a le fait qu'ils ont fait la preuve de leur eﬃcacité dans le domaine de la gestion de produc-
tion, grâce à leur aspect distribué et, aussi, grâce à la ﬂexibilité et l'autonomie des agents qui
s'adaptent bien à la nature changeante des systèmes de production.
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SCEMP : un système multi-agent pour la
planiﬁcation conjointe des tâches de
production et de maintenance
3.1 Introduction
Après avoir présenté la problématique relative à l'ordonnancement des tâches de production
et de maintenance, et après avoir présenté les caractéristiques et contraintes de notre système,
il a été mis en évidence que les décideurs (mainteneurs et producteurs) sont en conﬂit pour
la planiﬁcation de leurs tâches respectives et qu'il peut être souhaitable de réaliser cette pla-
niﬁcation conjointement. Il s'agit donc d'un problème d'ordonnancement conjoint des tâches
de production et de maintenance. Pour résoudre ce problème d'ordonnancement, nous avons
besoin d'un outil permettant la modélisation de chacune des entités de notre problématique,
des liens qu'elles partagent, ainsi que des conﬂits qui existent entre elles. C'est justement pour
cette raison que nous avons choisi d'utiliser les Systèmes Multi-Agents (SMA) qui sont un outil
de modélisation et de résolution oﬀrant une grande ﬂexibilité ainsi que la capacité d'utiliser
les techniques de négociation. L'aspect distribué des SMA s'adapte aussi parfaitement à notre
problématique, car notre objectif est de réaliser une méthode générique qui pourra être utilisée,
entre autres, dans le cas de plusieurs pôles de production et de maintenance qui sont sur des
sites distincts ou qui peuvent être des entreprises indépendantes. Dans ce chapitre, nous al-
lons d'abord présenter plus amplement les systèmes multi-agents et l'intérêt de leur utilisation
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pour la résolution de notre problématique. Nous allons ensuite expliquer en détail comment on
peut modéliser chacun des décideurs sous forme d'un agent indépendant et comment ces agents
communiquent aﬁn de converger vers une solution ciblant convenablement leurs objectifs et
satisfaisant les contraintes du système général.
3.2 Systèmes multi-agents
La décentralisation d'un système présente des avantages indéniables. La minimisation du
contrôle central allège le fonctionnement d'un système et correspond mieux aux intérêts indi-
viduels des entités le composant. Les Systèmes Multi-Agents (SMA) transposent ces idées sur
les systèmes informatiques composés d'entités intelligentes appelées agents. Les travaux sur les
SMA couvrent plusieurs disciplines, pas seulement en informatique, puisqu'ils s'inspirent aussi
des idées et concepts issus de l'économie, de la psychologie et de la sociologie [Zargayouna, 2007].
Nous trouvons dans la littérature plusieurs déﬁnitions d'un agent, mais nous nous limitons à
celle donnée dans [Jennings, 1994] qui le déﬁnit comme étant une entité physique ou virtuelle
qui :
1. est capable d'agir dans un environnement,
2. peut communiquer avec d'autres agents,
3. cherche à satisfaire un objectif individuel,
4. possède des ressources propres,
5. ne dispose que d'une représentation partielle des autres agents,
6. possède des compétences et oﬀre ses services aux autres agents,
7. a un comportement qui tend à satisfaire ses propres objectifs en tenant compte de ses
compétences et de ses ressources.
Cette déﬁnition met l'accent sur l'autonomie de décision qui résulte de l'indépendance avec
laquelle l'agent tente de satisfaire les objectifs qui lui sont assignés en utilisant au mieux les
ressources et les compétences dont il dispose.
Malgré la diversité de natures que peuvent avoir les agents, ils possèdent des caractéristiques
communes [Jennings and Wooldridge, 1995] :
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Autonomie : les agents doivent être en mesure d'eﬀectuer la majeure partie de la résolution
de leurs problèmes sans l'intervention directe de l'homme ou d'autres agents, et ils doivent
avoir un certain degré de contrôle sur leurs propres actions et leur propre état interne,
Capacité sociale : l'agent doit être capable d'interagir avec d'autres agents, via des langages
de communication, dans le but d'atteindre ses objectifs ou d'aider les autres agents à
résoudre leurs problèmes.
Réactivité : les agents doivent percevoir leur environnement et agir rapidement aux change-
ments qui peuvent se produire.
Adaptabilité : les agents doivent pouvoir changer leur comportement en réponse aux évolu-
tions de l'environnement ou de leur base de données.
3.2.1 La coordination dans les systèmes multi-agents
La participation à toute situation sociale doit être à la fois contraignante mais aussi enri-
chissante. En ce sens, la coordination, c'est-à-dire le processus par lequel un agent décide de ses
actions locales et les actions (prévues) des autres pour s'assurer que la communauté agit d'une
manière cohérente, est la clé pour atteindre cet objectif. Sans coordination, les avantages de la
résolution décentralisée des problèmes disparaissent et la communauté peut rapidement diver-
ger en un ensemble d'individus égoïstes et incohérents [Jennings, 1996]. Plus précisément, les
objectifs du processus de coordination sont d'assurer que les agents interagissent d'une manière
qui permet à leurs activités d'être intégrées dans la solution globale et que tous les membres
agissent de manière ciblée et cohérente pour pouvoir atteindre les objectifs globaux désirés
[Durfee et al., 1987a], [Durfee et al., 1987b].
Le but principal d'un SMA est de faire collaborer un certain nombre d'agents aﬁn de résoudre
un problème [Hafri and Najid, 2001]. La résolution d'un problème dans un contexte multi-agent
consiste à déﬁnir des étapes intermédiaires pour arriver à une solution satisfaisante. Le prin-
cipe est de fédérer l'ensemble des connaissances et la capacité de raisonnement détenus par les
agents. Chaque agent peut être spécialisé dans un sous-domaine du domaine global et c'est leur
coopération qui permet de résoudre la totalité du problème en question.
Parmi les raisons principales pour lesquelles les diﬀérents agents doivent coopérer et être coor-
donnés, nous citons :
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 Aucun agent n'a suﬃsamment de compétences, de ressources ou d'informations pour ré-
soudre l'ensemble du problème. Par conséquent, la résolution de problèmes en coopération
est le seul moyen d'y parvenir.
 A cause de la décentralisation dans les SMA, les conﬂits peuvent se produire facilement
parce qu'aucun agent ne possède une vue globale de l'environnement auquel il appartient.
 Il y a des dépendances entre les actions des agents. Les décisions locales prises par un
agent ont un impact sur les décisions des autres membres de la communauté.
 Il existe en général des contraintes globales que le groupe d'agents doit satisfaire pour
que le système soit jugé eﬃcace. Si les agent agissent isolément, il est peu probable que
ces contraintes globales soient respectées. Ainsi, ce n'est que par une bonne coordination
entre les agents que des solutions réalisables peuvent être élaborées.
 Même lorsque les individus peuvent fonctionner de manière indépendante, évitant ainsi
le besoin de coordination, les informations découvertes par un agent peuvent être suﬃ-
samment utiles à un autre agent pour que les deux agents puissent résoudre le problème
plus rapidement.
3.2.2 La communication dans les systèmes multi-agents
Dans un système multi-agent constitué d'un ensemble d'agents coopérants, les agents doivent
disposer d'un moyen de communication leur permettant de partager leurs connaissances et de
tirer proﬁt du savoir faire des autres. Tout comme pour les humains, la communication est à la
base des interactions entre les agents. La communication est un élément essentiel qui permet
de synchroniser les actions des agents et de résoudre les éventuels conﬂits par des processus
dédiés. En d'autres termes, elle permet la coordination du système en se comportant en tant
qu'unité [Sycara, 1989]. Cependant, cette communication ne doit pas être faite n'importe com-
ment et n'importe quand. C'est un acte qui doit être modélisé. Les agents doivent s'exprimer
avec un langage standard permettant au récepteur de comprendre la requête et de répondre
de façon adéquate à cette dernière. Ce langage utilisé doit être suﬃsamment riche et expres-
sif pour transmettre facilement des informations complexes et exprimer clairement leurs buts
et objectifs. Nous distinguons principalement deux types de modèles de communication : la
communication par partage d'informations et la communication par envoi de messages.
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3.2.2.1 La communication par partage d'information
Dans ce mode de communication, la communication entre les agents ne se fait pas directe-
ment mais à travers un tableau noir. Le tableau noir correspond à une base de données globale
commune à tous les agents dans laquelle les diﬀérents agents écrivent et lisent les informations
dont ils ont besoin [Ferber, 1997]. Toute architecture à base de tableau noir (ﬁgure 3.1) dispose
d'un contrôleur qui gère les accès au tableau noir des agents. Le contrôleur active les agents
d'une manière à synchroniser leurs actions en suivant une stratégie préétablie.
Figure 3.1  Architecture d'un SMA à base de tableau noir
3.2.2.2 La communication par envoi de messages
Dans ce mode de communication, les agents communiquent directement entre eux en s'en-
voyant des messages. Une communication est une suite de messages intelligibles par les agents
émetteurs et les agents récepteurs. Cette suite est structurée et suit une certaine logique ou un
certain protocole. Pour ceci, tout système fonctionnant avec un mode de communication par
envoi de messages nécessite la mise en ÷uvre d'un protocole de communication. La conception
de protocoles de communication entre agents est essentielle pour un bon fonctionnement du
contrôle décentralisé. Ces protocoles doivent être simples, tout en étant capables d'eﬀectuer
toutes les opérations assignées aux agents [Krothapalli and Deshmukh, 1999].
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Figure 3.2  Communication par envoi de messages
Parmi les protocoles de communication existant, il y a Contract-Net proposé dans [Smith, 1980]
dont le principe consiste à diﬀuser un message d'appel d'oﬀre concernant une tâche, puis à com-
parer les oﬀres reçues aﬁn de signer un contrat avec l'agent qui propose la meilleure oﬀre.
3.2.3 Apport d'utilisation des SMA pour l'ordonnancement
Comme mentionné dans le premier chapitre, le problème d'ordonnancement a été large-
ment étudié dans la littérature et plusieurs méthodes ont été proposées pour sa résolution.
Cependant, ces problèmes sont, dans la plupart des cas, résolus d'une manière centralisée et
éprouvent plusieurs diﬃcultés lors de leur application pratique dans les systèmes de production
[Letouzey et al., 2003]. Ceci est dû à la modélisation simpliste du problème alors qu'en réalité
il existe des contraintes et des objectifs contradictoires qui rendent la gestion centralisée du
problème diﬃcile voire impossible.
L'étude du problème d'une manière décentralisée devient intéressante aﬁn de contrôler les
conﬂits qui peuvent survenir entre les diﬀérents acteurs de notre problème. Les SMA semblent
convenir parfaitement. Ceci se justiﬁe par les caractéristiques suivantes :
 Leur autonomie permet de modéliser chaque entité de notre problématique d'une façon
décentralisée, intégrée, réactive et distribuée. En eﬀet, les gestionnaires de production et
de maintenance se retrouvent souvent dans des situations de conﬂits parce que chacun
d'eux essaie de résoudre son propre problème indépendamment de l'autre. Ces conﬂits,
peuvent être résolus par des techniques de négociations qu'oﬀrent les SMA, tout en gar-
dant l'autonomie de chacun, où chaque agent est chargé de résoudre les problèmes qui lui
sont conﬁés en fonction des informations et connaissances dont il dispose.
 La résolution des conﬂits peut être traitée par des processus de négociation qui modèrent
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les satisfactions et les frustrations des diﬀérents agents aﬁn d'aboutir à une solution basée
sur des compromis.
 Leur ﬂexibilité est un atout majeur pour notre modèle. En eﬀet, la ﬂexibilité des SMA leur
permet de s'adapter facilement aux changements qui peuvent survenir sur les marchés et
même dans les systèmes de production. Par exemple, l'achat de nouvelles machines plus
performantes pour améliorer la qualité des produits, l'installation de nouveaux centres
de production, l'apparition de nouvelles techniques et outils de maintenance, etc. Tous
ces changements cités ne nécessitent pas de reconstruction totale du modèle, seuls les
protocoles de communication entre les entités modiﬁées/ajoutées doivent être mis à jour
ou encore les traitements internes des agents concernés par les changements.
 Les ressources connectées directement aux ressources physiques permettent de considérer
un ordonnancement en temps réel.
Toutes ces raisons nous ont amenés à traiter le problème à l'aide des SMA. Ainsi, nous
proposons un SMA permettant de modéliser un système de gestion décentralisé, distribué et
ﬂexible appliqué aux fonctions de production et de maintenance. Le modèle que nous proposons
dérive d'un SMA, nommé SCEP (Superviseur, Clients, Environnement et Producteurs) présenté
dans la ﬁgure 3.3.
Figure 3.3  Système multi-agent SCEP
Le modèle SCEP a été introduit par [Archimède and Coudert, 1998] et s'inspire du protocole
Contract-Net avec les notions d'appel d'oﬀre et d'enchère mais sa communication se fait par
tableau noir. Ce modèle SCEP permet de traiter des séquences de fabrication souples, des
structures de machines diﬀérentes et peut associer des objectifs et contraintes spéciﬁques à
chaque agent. SCEP introduit une coopération indirecte entre les agents par l'intermédiaire
d'un tableau noir : l'environnement.
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L'intérêt des méthodes basées sur le modèle SCEP, selon [Archimède and Coudert, 2001],
réside dans la qualité de la solution fournie ainsi que dans la durée d'exécution qui reste ac-
ceptable pour les gestionnaires. En 2000, un aspect distribué a été introduit dans le modèle
SCEP dans [Archimède et al., 2000] permettant à de multiples sites de natures diﬀérentes de
se connecter aﬁn de planiﬁer leurs activités dans le même environnement. Ce modèle a sus-
cité un intérêt pour d'autres travaux au cours des dernières années et s'est révélé eﬃcace pour
traiter diﬀérents types de problèmes d'ordonnancement, notamment, les problèmes d'ordon-
nancement comprenant des ressources partagées [Xu et al., 2012], [Archimede et al., 2014], la
planiﬁcation des transports [Memon and Archimede, 2013], l'interopérabilité en planiﬁcation
multi-site [Ishak et al., 2008], etc.
Considérant le problème de la planiﬁcation de la production et de la maintenance, un logiciel ap-
pelé R@MSES basé sur le modèle SCEP a été développé et présenté dans [Coudert et al., 2002].
Le planiﬁcateur RAMSES est composé de plusieurs agents de production-RAMSES, d'agents
de maintenance-RAMSES et d'un tableau noir qui est régulièrement mis à jour pendant le pro-
cessus de négociation. Chaque agent de production-RAMSES représente un atelier et chaque
agent de maintenance-RAMSES est dédié à la planiﬁcation des opérations de maintenance de
trois types : préventive, conditionnelle et corrective. Tout d'abord, tous les producteurs et les
agents de maintenance planiﬁent leurs opérations, puis ils vériﬁent s'il y a un chevauchement.
Dans l'aﬃrmative, un échange de messages entre les agents impliqués est lancé jusqu'à ce qu'un
compromis satisfaisant au mieux les besoins de chacun soit trouvé. Cependant, dans ce logiciel,
l'évolution de la dégradation de l'état de santé des machines n'est pas considérée durant la
planiﬁcation.
Dans ce travail, nous étendons le modèle SCEP en introduisant un nouvel agent mainteneur et
en enrichissant les capacités des agents producteurs qui évaluent l'état de santé actuel et futur
de leur machine et planiﬁent les TF en fonction de cet état de santé. Ainsi, la planiﬁcation
des opérations de production et de maintenance est construite simultanément aﬁn qu'aucune
interruption de production n'apparaisse. Les ordres de maintenance visent à répondre à des
demandes d'intervention de maintenance sur des composants de machine d'agents producteurs.
Ces demandes sont émises par les agents producteurs si la fonctionnalité à laquelle contri-
buent ces composants présente un risque ou une probabilité trop importante d'entraîner des
défaillances lors de la réalisation d'une tâche de production.
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SCEMP est le nom que nous avons donné au modèle multi-agent que nous avons développé
pour l'ordonnancement conjoint des tâches de production et de maintenance. SCEMP com-
prend cinq types d'agents (ﬁgure 3.4) : le superviseur (S), les clients (C), l'environnement (E),
les mainteneurs (M) et les producteurs (P) [Bencheikh et al., 2018a].
Figure 3.4  Système multi-agents SCEMP
SCEMP est un SMA à base d'un tableau noir qui correspond à l'agent environnement dans
lequel les diﬀérents agents déposent et récupèrent les informations dont ils ont besoin pour ré-
soudre leurs sous-problèmes [Bencheikh et al., 2018b]. L'environnement est donc une ressource
critique dans laquelle les informations doivent être ordonnées et écrites d'une manière qui per-
met leur utilisation par les autres agents. Dans le but de bien ordonner les informations qui y
sont écrites, l'agent superviseur contrôle l'accès des autres agents à l'environnement selon un
ordre logique.
Concrètement, l'environnement est constitué d'un ensemble d'objets ayant tous la même struc-
ture. Chaque objet correspond à une tâche de production ou à une tâche de maintenance et est
formé d'un triplet (PS, LP, PF), correspondant respectivement à la position souhaitée, la liste
des propositions de position et à la position ﬁnale choisie pour la tâche en question. Lorsqu'un
appel d'oﬀre est lancé dans l'environnement, la PS est déﬁnie par l'agent qui a fait l'oﬀre (agent
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client dans le cas d'une TF et l'agent producteur dans le cas d'une TM). Les agents concernés
par l'oﬀre proposent des enchères c'est-à-dire des positions pour cette tâche qui sont regroupées
dans la liste LP de l'objet en question. Ensuite, l'agent lanceur de l'oﬀre compare les diﬀérentes
propositions et choisit celle qui convient le mieux à ses objectifs. Lorsqu'une proposition est
retenue, un contrat entre l'agent lanceur de l'oﬀre et l'agent gagnant de l'enchère est établi et
la PF de l'objet est ainsi ﬁxée pour cet objet. Si la PF est vide, cela signiﬁe que l'objet est
toujours dans l'état "libre", c'est-à-dire qu'il n'est pas encore aﬀecté à une ressource. Dans le
cas contraire, il passe à l'état dit "validé" et ne pourra pas être modiﬁé postérieurement.
Pour une tâche, l'enchère proposée par un agent comporte une Position Eﬀective (PE) et une
Position Potentielle (PP). La PE est déterminée par le producteur ou le mainteneur en considé-
rant toutes les autres tâches pouvant être ordonnancées sur la ressource. Il s'agit des tâches qui
sont dans l'état "validé" ainsi que les tâches pour lesquelles la ressource est candidate (ﬁgure
3.5). La PP, quant à elle, est déterminée en ne considérant que les tâches déjà validées et en
supposant que les autres tâches de la liste seront réalisées sur d'autres ressources (ﬁgure 3.6).
Figure 3.5  Exemple de détermination de position eﬀective (PE) pour la TF7
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Figure 3.6  Exemple de détermination de position potentielle (PP) pour la TF7
3.3.1 Description des agents
Aﬁn de modéliser les actions de chaque agent de SCEMP, nous nous inspirons des rai-
sonnements de chacun des décideurs de notre problématique. Pour cela, nous analysons les
diﬀérences concernant les informations dont chaque décideur dispose, ainsi que leurs objectifs
et leurs contraintes.
3.3.1.1 Agent client
Dans la réalité, les clients ne disposent pas d'information concernant la disponibilité des
machines, de leur état actuel de santé ni de leurs capacités. Ils supposent que leurs produits
seront toujours fabriqués par les machines les plus performantes. Les clients sont exigeants
concernant les dates de livraison de leurs produits et l'enchaînement des tâches de production.
En se basant sur ces caractéristiques, un agent client correspond à un ordre de fabrication OFi
qui contient des tâches de fabrication TF qui, quant à elles, suivent un ordre prédéﬁni par la
gamme de production correspondant à l'article en question. Ainsi, un agent client contrôle que
la réalisation de l'OF commence après sa date de début au plus tôt Ri et exige qu'il se fasse
livrer avant sa date de ﬁn au plus tard Di. Il s'assure aussi que l'enchainement des TF est
fait de sorte que toute TF de sa gamme ne commence qu'après l'achèvement de toutes les TF
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précédentes.
3.3.1.2 Agent producteur
Après la réception d'un ordre de fabrication, un responsable d'atelier décide quelle tâche de
production va être réalisée sur quelle machine, tout en tenant en compte de l'aptitude des ma-
chines à exécuter les diﬀérentes tâches et de la disponibilité de leurs fonctionnalités contraintes
par la durée de vie des composants entrant dans leur construction. Plusieurs tâches de pro-
duction aﬀectées à une machine sont ordonnancées suivant un ordre imposé par le système de
production selon un critère d'optimisation donné. En supposant que le responsable d'atelier
mette en ÷uvre une politique de maintenance prédictive, il surveille l'état de santé des fonc-
tionnalités que possède chaque machine en calculant leurs chances ou probabilités de défaillance
en fonction des résultats donnés par les modules de PHM des composants concernés. Lorsqu'il
s'aperçoit que pour une machine, une fonctionnalité n'est plus en mesure d'être utilisée pour
exécuter des tâches de production la nécessitant, il exclut cette fonctionnalité de l'ensemble
de fonctionnalités disponibles de la machine et fait en sorte qu'elle soit remise en condition
opérationnelle via des maintenances sur les composants contribuant au mieux à cette remise en
condition.
Dans le modèle SCEMP, un agent producteur ne gère qu'une machine Mj et l'ensemble des
ressources associées (outillage, opérateurs, etc.). Il a accès aux informations concernant ses
fonctionnalités et leurs coeﬃcients de rapidité (aptitude) ainsi qu'à ses composants et leur état
de santé. De plus, chaque agent producteur applique une méthode d'ordonnancement permet-
tant de planiﬁer les TF selon un objectif souhaité. Chaque agent producteur est donc chargé
d'ordonnancer les TF de sa liste en fonction de sa méthode d'ordonnancement tout en suivant
l'évolution des dégradations des composants de sa machine. Pour cela, il doit calculer en per-
manence les chances ou probabilités de pannes des fonctionnalités de la machine qu'il gère en
fonction des résultats donnés par les modules de PHM des composants concernés pour chaque
nouvelle TF placée dans son ordonnancement. Lorsque la chance ou la probabilité de panne
d'une fonctionnalité entraîne un risque, ﬁxé par l'agent producteur, trop important pour que la
TF ne puisse pas être achevée dans des conditions satisfaisantes, l'agent producteur lance des
demandes de Tâche de Maintenance (TM) pour les composants identiﬁés comme nécessitant
une intervention des mainteneurs.
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3.3.1.3 Agent mainteneur
Un centre de maintenance gère des ressources de maintenance Mtk. Ces ressources re-
présentent par exemple des équipes de maintenance, des équipements de maintenance ﬁxes,
des équipements spéciaux, des outillages, etc. L'utilisation des ressources de maintenance est
contrainte par des critères d'optimisation propres à chaque mainteneur. Ces critères d'optimi-
sation font que chaque mainteneur applique sa propre méthode d'ordonnancement des Tâches
de Maintenance (TM).
Dans SCEMP, un agent mainteneur correspond à une ressource de maintenance qui, quant à
elle, possède des compétences lui permettant d'intervenir sur des types de composants précis
avec un coeﬃcient de rapidité propre à chaque composant. Ce coeﬃcient de rapidité diﬀère
d'une ressource à une autre et indique le temps nécessaire pour qu'une ressource répare un
composant donné. Ainsi, ayant reçu une TM pour un composant, le mainteneur propose selon
la disponibilité de sa ressource une date de début et de ﬁn d'exécution de la tâche en question.
Nous résumons dans le tableau 3.1, les connaissances dont dispose chaque agent, son rôle
dans la planiﬁcation ainsi que ses objectifs.
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3.3 Le système multi-agent SCEMP
3.3.2 Protocole de communication
La méthode que nous proposons repose sur l'exécution de plusieurs cycles qui correspondent
chacun à des échanges et négociations entres les diﬀérents agents. Nous distinguons deux types
de cycle : un cycle de production (correspond aux négociations entre les clients et les produc-
teurs) et un cycle de maintenance (contenu dans un cycle de production et correspond aux
négociations entre les producteurs et les mainteneurs). Notre objectif étant d'ordonnancer les
tâches de production et de maintenance, ces cycles se répètent tant qu'il reste au moins une
tâche non planiﬁée dans l'environnement.
Les échanges entre les diﬀérents agents se font selon un protocole de communication qui com-
porte les étapes fondamentales représentées dans le diagramme de séquence UML de la ﬁgure
3.7 :
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Figure 3.7  Protocole de communication entre les agents
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1. Planiﬁcation des clients : Au début d'un cycle de production, le superviseur active les
agents clients pour déposer leurs oﬀres de TF. Chaque agent client planiﬁe selon sa propre
procédure de planiﬁcation les diﬀérentes tâches TF de la gamme qui lui est associée à
capacité inﬁnie (c'est-à-dire sans prendre en considération la disponibilité des machines).
L'agent client ne planiﬁe les TF de sa gamme qu'en fonction des contraintes d'antériorité
et de la date de début au plus tôt de l'OF (Ri).
Lorsque tous les agents terminent leur planiﬁcation, ils émettent un appel d'oﬀre en écri-
vant dans l'environnement leur souhait concernant la date de début pour les TF, sans
pour autant qu'ils soient concernés par les choix des ressources sur lesquelles leurs tâches
seront exécutées. Ainsi, pour chaque TF un appel d'oﬀre est lancé dans l'environnement
sous forme d'un objet. Pour chaque objet dans l'environnement la tâche requise est spéci-
ﬁée, l'ensemble des fonctionnalités nécessaires et la position souhaitée (PS) pour la tâche
calculée par l'agent client en supposant que la TF sera planiﬁée sur la machine la plus
performante. A ce stade du processus, tous les objets TF présents dans l'environnement
sont dans l'état "libre".
2. Planiﬁcation des producteurs : Après que les agents clients ont terminé d'écrire sur l'envi-
ronnement leurs demandes de TF , l'agent superviseur active les agents producteurs pour
ordonnancer les TF demandées. Chaque agent producteur procède à la "lecture" des in-
formations sur les objets (TF) libres qui ﬁgurent dans l'environnement. Il sélectionne les
TF ayant des activités compatibles avec les fonctionnalités disponibles de sa machine et
ajuste leur durée de réalisation en fonction de la valeur de son aptitude puis ordonnance
les TF sélectionnées à capacité ﬁnie (c'est-à-dire en prenant en compte les autres tâches
déjà planiﬁées et l'état de santé actuel et futur de sa machine). D'après la prévision de
l'état de santé de la machine sur un horizon de temps prédéﬁni, relatif aux durées des
tâches positionnées, si à un moment la machine devient incapable d'exécuter une tâche,
car au moins une fonctionnalité requise par la tâche en question n'est plus en mesure
d'être utilisée, le producteur lance une demande de TM pour chaque composant dont la
maintenance permettra de remettre la fonctionnalité en état opérationnel. Le producteur
lance donc autant de TM que de composants à maintenir pour que la fonctionnalité soit
à nouveau en condition opérationnelle.
3. Planiﬁcation des mainteneurs : Après que les agents producteurs aient écrit toutes les TM
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nécessaires sur l'environnement, l'agent superviseur active les agents mainteneurs pour
ordonnancer les TM demandées pendant le cycle de production en cours. A ce stade,
un cycle de maintenance est lancé et les agents mainteneurs disposant des compétences
nécessaires aux interventions sur les TM demandées ordonnancent celles-ci selon leurs
disponibilités et selon leur méthode d'ordonnancement. Ensuite, les agents mainteneurs
écrivent sur l'environnement leurs propositions potentielle et eﬀective pour chaque TM
libre.
4. Acceptation des TM : L'agent superviseur active à nouveau les agents producteurs ayant
lancé un appel d'oﬀre pour des TM pendant le cycle de production en cours pour qu'ils
puissent lire et décider d'accepter ou non chaque proposition faite par les mainteneurs.
Un agent producteur accepte la proposition qui a la meilleure PE à condition qu'elle soit
égale à la PP correspondante. Dans le cas où aucune proposition ne vériﬁe cette condition,
la TM reste dans son état libre et est demandée à nouveau dans le prochain cycle de
maintenance. Ce processus se poursuit itérativement en boucle jusqu'à ce que toutes les
TM soient validées et aﬀectées chacune à un agent mainteneur. Si aucune proposition
n'a été retenue par les producteurs (aucune TM n'est passée à l'état "acceptée"), le
processus d'ordonnancement se bloque : Par analogie avec le processus client-producteur
de SCEP décrit dans [Coudert et al., 2002], au moins une TM doit être acceptée durant
chaque cycle de maintenance pour poursuivre le processus. Le protocole oblige alors le
producteur ayant les propositions les moins éloignées de sa PS à accepter sa TM. Une fois
que toutes les TM sont acceptées, le cycle de production se poursuit et les producteurs
reprennent la planiﬁcation de leurs TF restantes en prenant en compte la durée de la tâche
de maintenance. A la ﬁn de cette phase, les producteurs enregistrent sur l'environnement
leurs propositions pour chaque TF de leur liste.
5. Validation des TF : L'agent superviseur active ensuite les agents clients pour qu'ils lisent
les propositions (PE et PP) faites pour leurs TF par les agents producteurs. Ensuite, par
analogie avec la phase d'acceptation des TM, chaque agent client valide la proposition qui
a la meilleure PE à condition qu'elle soit égale à la PP correspondante. Dans le cas où
aucune proposition ne vériﬁe cette condition, l'agent client décide d'attendre une éven-
tuelle proposition plus intéressante au cycle prochain. A la ﬁn de cette phase, les tâches
retenues par les clients passent alors à l'état "validé". De même, si aucune proposition n'a
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été retenue par les clients (aucune TF n'est passée à l'état "validée"), le processus d'or-
donnancement se bloque [Coudert et al., 2002]. Le protocole oblige alors le client ayant
les propositions les moins éloignées de sa PS à valider sa TF.
6. Validation des TM : L'agent superviseur active à nouveau les agents producteurs pour lire
les validations faites par les agents clients. Ceci leur permettra de décider de valider ou
non les TM acceptées pendant le cycle de production en cours. Chaque agent producteur
gagnant d'une enchère intègre la tâche correspondante dans son planning et un contrat
est ainsi assigné entre le client qui a demandé la TF et ce producteur. Naturellement, si
aucune des propositions d'un producteur n'a été retenue, il n'est pas nécessaire d'eﬀectuer
les TM demandées par ce producteur durant le cycle de production en cours. Dans le cas
contraire, un processus de validation des TM est lancé (diﬀérentes stratégies de validation
sont présentées dans la section 3.3.6) aﬁn de décider si une TM acceptée par un producteur
doit être validée ou abandonnée.
Il a été souligné durant le processus de coopération entre les agents que les clients, les pro-
ducteurs et les mainteneurs sont amenés chacun à résoudre un problème d'ordonnancement
avec des hypothèses et contraintes diﬀérentes.
Dans ce qui suit, nous allons présenter les sous-problèmes traités par ces trois classes d'agents
en spéciﬁant les hypothèses et les contraintes considérées dans chaque cas. Ensuite, nous dis-
cuterons des éventuelles méthodes de résolution possibles pour chaque sous-problème.
3.3.3 Planiﬁcation des clients
Dans cette section nous abordons le sous-problème de planiﬁcation à capacité inﬁnie des
tâches d'une gamme de production et nous proposons un algorithme qui permet de calculer la
date de début au plus tôt et la date de ﬁn au plus tard des TF.
3.3.3.1 Hypothèses des clients
Nous supposons que les TF ont une durée ﬁxe pi,j déterminée par la meilleure aptitude, le
problème traité par les agents client consiste à trouver l'intervalle [ri,j, di,j] (voir la ﬁgure 3.8)
correspondant à la fenêtre de temps réalisable dans laquelle chaque TFi,j peut être planiﬁée
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sans causer de retard de livraison.
Figure 3.8  Fenêtre de temps réalisable pour chaque TF d'une gamme
3.3.3.2 Contraintes des clients
Durant la planiﬁcation à capacité inﬁnie des TF d'une gamme de production, un client doit
prendre en considération les contraintes suivantes :
 Aucune TF ne peut être planiﬁée avant la date de début au plus tôt Ri spéciﬁée dans
l'OF ;
 Une tâche ne peut pas être planiﬁée avant l'achèvement de la tâche précédente ;
3.3.3.3 Résolution du sous-problème d'ordonnancement des clients
Pour trouver cette fenêtre de temps, nous proposons l'algorithme 1 qui permet de calculer
la date de début au plus tôt ainsi que la date de ﬁn au plus tard de chaque tâche de la gamme
de production.
Les dates de début et de ﬁn calculées par les clients ne constituent que les dates souhaitées
et dans la plupart des cas, il est diﬃcile de trouver des ressources disponibles à ces dates pour
toutes les TF. Chaque fois qu'une tâche de la séquence est planiﬁée à une date qui dépasse
celle souhaitée par le client, un décalage des dates de début au plus tôt des tâches qui suivent
celle-ci est nécessaire.
3.3.4 Planiﬁcation des producteurs
Dans cette section, nous abordons le problème d'ordonnancement d'un ensemble de TF
indépendantes sur une seule machine soumise à des maintenances prédictives basées sur le PHM.
Le PHM permet d'estimer les chances ou les probabilités que les défaillances de fonctionnalités
nécessaires à des tâches de production aient lieu pendant leur réalisation. Il devient donc possible
de planiﬁer la maintenance de composants juste avant que les chances ou probabilités de panne
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Algorithme 1 : Calcul des fenêtres réalisables pour les TF
Entrées : Ri : la date de début au plus tôt de l'OF
Di : la date de ﬁn au plus tard de l'OF
pi,j : la durée des TF, avec j = 1, ..., n
n : le nombre de TF dans la gamme
Sorties : ri,j : date de début au plus tôt de TFi,j
di,j : date de ﬁn au plus tard de TFi,j
r ← Ri ;
pour j = 1 to n faire
ri,j ← r ;
r ← r + pi,j ;
ﬁn
d← Di ;
pour j = n to 1 faire
di,j ← d ;
d← r − pi,j ;
ﬁn
deviennent trop importantes. Chaque producteur est ainsi confronté au sous-problème de la
planiﬁcation conjointe des TF et des TM sur une seule machine avec contraintes de disponibilité.
3.3.4.1 Hypothèses des producteurs
Nous supposons dans cette section que :
 chaque TF a une durée opératoire initiale ;
 la durée de traitement d'une TF dépend de l'aptitude de la machine à eﬀectuer toutes
les fonctionnalités exigées par la tâche ;
 chaque TFi,j a une date de début au plus tôt ri,j et une date de ﬁn au plus tard di,j ;
 la durée des TM varie en fonction du type de composant concerné par la tâche et en
fonction de l'aptitude du mainteneur chargé du traitement de la tâche ;
 les temps de réglage de la machine sont inclus dans les temps opératoires des tâches ;
 un seuil de risque sz est associé à la machine correspondant aux chances ou probabilités
maximales admissibles de défaillance d'au moins une fonctionnalité nécessaire lors de la
réalisation d'une TF. Ces probabilités ou chances sont réévaluées lors de l'ordonnancement
des TF à partir des probabilités ou chances de défaillances des composants ;
 la chance ou probabilité de défaillance d'un composant Dk est déterminée à partir des
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données fournies par les modules de PHM qui peuvent fournir des distributions ou des
fonctions cumulatives de ces chances ou probabilités en fonction de la future durée d'utili-
sation du composant concerné voire de la sévérité de cette sollicitation. Nous utilisons les
méthodes proposées par [Desforges et al., 2017] et [González et al., 2018] pour calculer la
probabilité de panne des fonctionnalités en fonction des données des modules de PHM des
composants qu'elles utilisent et pour déterminer l'ensemble des composants à maintenir
pour remettre les fonctionnalités de la machine en état opérationnel.
3.3.4.2 Contraintes des producteurs
Un producteur doit prendre en considération les contraintes suivantes :
 la machine ne peut traiter qu'une seule tâche (de production ou de maintenance) à la
fois ;
 le traitement des tâches ne peut pas être interrompu ;
 une tâche TF ne peut être planiﬁée avant sa date de début au plus tôt ri,j ;
 une tâche de production TFi,j ne peut être planiﬁée à un instant t que si la machine peut
mettre en ÷uvre toutes les fonctionnalités requises par TFi,j avec un risque de panne ou
défaillance inférieur à sz pendant sa réalisation sur l'intervalle [t, t+ pi,j] ;
3.3.4.3 Résolution du sous-problème d'ordonnancement des producteurs
Pour résoudre ce sous-problème d'ordonnancement rencontré par les agents producteurs,
chacun peut faire appel à une méthode d'optimisation développée dans le domaine de la re-
cherche opérationnelle comme par exemple les algorithmes génétiques, le recuit simulé, etc.,
comme il peut déployer simplement une règle de priorité. Dans ce qui suit nous proposons une
heuristique qui permet de trouver une position réalisable pour chaque TF en fonction de l'état
de santé de la machine et qui prend en entrée une liste de tâches à ordonnancer selon la méthode
déployée par l'agent producteur en question.
L'agent producteur applique sa méthode d'ordonnancement à l'ensemble des tâches de sa
liste. A chaque fois qu'une position P est trouvée pour une tâche, 2 cas peuvent se produire :
 L'état de santé de la machine permet d'eﬀectuer la tâche à cette position. Cela signiﬁe que
la probabilité ou chance de défaillance d'aucune des fonctionnalités requises ne dépassera
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le seuil de risque sz lors de l'exécution de la séquence de TF. Dans ce cas, la position
P trouvée est aﬀectée à la tâche TF actuelle. La durée de la tâche planiﬁée est ajoutée
aux composants utilisés par les fonctionnalités nécessaires à la tâche. Le processus de
planiﬁcation des autres tâches de la liste reprend.
 L'état de santé de la machine ne permet pas d'eﬀectuer entièrement la TF. Les composants
à maintenir sont ensuite identiﬁés. S'il y a déjà des TM prévues pour ces composants
critiques, alors le producteur essaie de trouver une autre position après ces TM (on note
tm la date de ﬁn de la tâche de maintenance). Dans le cas contraire, il lance un appel
de TM pour chaque composant à maintenir. Dans ce cas, le processus d'ordonnancement
s'arrête jusqu'à ce que les TM soient planiﬁées.
Cette heuristique est présentée par le diagramme de la ﬁgure 3.9.
Figure 3.9  Diagramme de planiﬁcation des producteurs
3.3.5 Planiﬁcation des mainteneurs
Un mainteneur, disposant des informations concernant la ressource de maintenance qui lui
est assignée, a pour objectif de planiﬁer un ensemble de TM demandées par les producteurs. Ce
problème peut être vu comme le problème combinatoire du voyageur de commerce avec fenêtres
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de temps qui dérive du problème de voyageur de commerce classique (TSP - Traveling Sales-
man Problem) qui, dans sa version originale, consiste à faire visiter au voyageur un ensemble
de client en passant une et une seule fois par chaque client puis retourner au dépôt intial, tout
en minimisant le coût total de ce parcours. Ce problème est étudié depuis le 19me siècle, et
est un des problèmes types de la recherche opérationnelle [Haouari et al., 1990]. Ce problème
a été prouvé comme étant NP-diﬃcile [Jünger et al., 1995]. Plusieurs études ont été dédiées au
problème du TSP, en particulier les travaux de [Laporte, 1992] qui donnent un aperçu général
de son traitement dans la littérature.
Le TSP avec fenêtres est déﬁni ainsi : le voyageur doit visiter un ensemble de clients ayant une
demande connue et ces visites ne sont autorisées que dans des intervalles précis et connus à
l'avance [Haouari et al., 1990]. Pour faire le lien avec le sous-problème d'ordonnancement que
rencontrent les mainteneurs, nous pouvons considérer le voyageur comme étant le mainteneur,
les agents producteurs comme étant ses clients et que les fenêtres correspondent aux intervalles
[t1,+∞] avec t1 la date de début de la TM souhaitée par le producteur. Selon le critère d'optimi-
sation du mainteneur, les coûts peuvent correspondre aux temps d'attente des producteurs, les
distances entre les centres de production que le mainteneur doit parcourir (dans le cas où c'est
le mainteneur qui se déplace pour eﬀectuer les opérations de maintenance), etc. Pour résoudre
ce problème, nous pouvons appliquer une méthode d'optimisation exacte ou approchée, comme
nous pouvons simplement appliquer une règle de priorité et faire les visites successivement en
fonction des dates de début souhaitées pour les TM.
3.3.6 Validation des producteurs
Il a été prouvé dans [Coudert et al., 2002] que la validation d'au moins une TF par cycle
assure la convergence du modèle. Qu'en est-t-il alors pour la validation des tâches de mainte-
nance ?
3.3.6.1 La nécessité de la validation des TM
Il paraît intuitif que, si pendant un cycle de production k aucune TF n'a été validée sur
une certaine machine ou encore si aucune des TF validées ne nécessite les TM lancées pendant
ce cycle, il est alors inutile de réaliser ces TM. Ainsi, pour valider une TM acceptée, il suﬃt
de vériﬁer qu'il existe une tâche de production dont la réalisation dépend de cette tâche de
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maintenance. Cependant, il n'est pas toujours judicieux de procéder ainsi. Nous donnons un
exemple qui montre que, parfois, pour avoir de meilleures propositions il faut valider des TM
même si aucune tâche de production validée ne dépend d'elle.
Supposons la situation montrée dans la ﬁgure 3.10.
Figure 3.10  Planiﬁcation dans un cycle k
Au début du cycle, le producteur a planiﬁé toutes les tâches de production qu'il avait dans sa
liste et a demandé deux tâches de maintenance (ﬁgure 3.10 (a)). Cependant, lors de la validation
des clients, seules les tâches TF1, TF5, TF6 et TF7 ont été validées sur sa machine (ﬁgure 3.10
(b)). En évaluant l'état de santé de sa machine, ce producteur constate que la réalisation de
toutes ces tâches validées ne nécessite pas les deux TM qu'il a demandé. Il décide donc de les
rejeter (ﬁgure 3.10 (c)). Or, au prochain cycle, il se retrouve une nouvelle fois avec la TF2 qui
pourrait être planiﬁée juste après la TF1. Cependant, cette position n'est plus réalisable parce
qu'elle met en danger la réalisation de la tâche TF7 (Figure 3.11), chose qui ne se serait pas
produite si le producteur avait validé la tâche de maintenance TM1 au cycle précédent. Pour
cela, et aﬁn d'avoir un planning réalisable, il faudra d'abord planiﬁer une tâche de maintenance
après la tâche TF7 puis placer TF2 après cette nouvelle tâche de maintenance (Figure 3.12).
Dans ce cas, sa proposition sera pire que celle du cycle précédent. Or, parmi les hypothèses
du modèle SCEP, il y a le fait qu'à chaque cycle, les agents font des propositions au moins
de la même qualité qu'au cycle précédent mais jamais de qualité moindre. Pour cela, il est
nécessaire d'établir des stratégies de validation des TM qui empêcheraient l'occurrence de ce
type de scénarios.
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Figure 3.11  Planiﬁcation non réalisable
Figure 3.12  Planiﬁcation réalisable
3.3.6.2 Stratégies de validation des TM
Compte tenu du fait qu'une TM est automatiquement validée si la TF qui a causé le lance-
ment de cette TM a été validée par le client, plusieurs critères peuvent être considérés durant
cette validation tels que : la charge de la machine, la charge du composant, le temps d'arrêt de
la machine, etc. Une combinaison de ces stratégies peut également être envisagée.
Stratégie basée sur le temps d'inactivité de la machine
Cette stratégie a pour but de réduire les temps d'arrêt des machines (Figure 3.13). En ef-
fet, ces temps d'arrêt peuvent être exploités pour d'autres tâches de production ce qui permet
d'améliorer le taux d'utilisation de la machine. Ainsi, une stratégie de validation des interven-
tions de maintenance qui ne tient pas compte de ce temps d'arrêt peut conduire à une mauvaise
gestion des ressources. Par conséquent, une intervention de maintenance est validée si une de
ces conditions est rencontrée :
 aucune des TF restantes ne peut être insérée dans ce temps d'arrêt. Ceci nous permettra
d'exploiter ce temps d'arrêt pour réaliser la TM.
 une des TF pouvant être insérée dans ce temps d'arrêt met en danger l'exécution d'une
TF programmée après.
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Figure 3.13  Temps d'arrêt d'une machine
Stratégie basée sur le temps d'utilisation des composants
Lorsqu'une TM est demandée sur une machine, cela signiﬁe que la séquence de TF ordon-
nancée va trop solliciter au moins un composant entraînant un risque supérieur à sz qu'au moins
une des fonctionnalités nécessaires à cette séquence défaille lors de sa réalisation. L'objectif de
cette stratégie est, d'une part, de réduire le nombre de TM et, d'autre part, d'assurer que
chaque composant soit assez utilisé avant de valider la TM le concernant. Ceci permet d'avoir
un intervalle de temps assez conséquent entre deux TM pour un même composant.
Pour cette stratégie nous déﬁnissons un seuil de durée d'utilisation pour chaque composant.
Une tâche de maintenance n'est validée que si le temps d'utilisation de ce composant entre la
dernière TM validée pour le composant et celle programmée dépasse ce seuil. Le temps d'uti-







sx,y,j,τ × li,j,x,y (3.1)
avec,
tm : la date de ﬁn de la dernière TM validée pour ce composant.
sx,y,j,τ : égal à 1 si la tâche TFx,y est aﬀectée à la machine Mj au temps τ , 0 sinon.
Qj : la liste des TF validées sur la machine.
li,j,x,y : égal à 1 si le composant Dk de la machine Mj est nécessaire pour exécuter la tâche
TFx,y, 0 sinon.
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Stratégie basée sur la charge de la machine
Cette stratégie est basée sur la répartition des tâches exécutées sur l'ensemble des machines.
Pour rappel, une TM est demandée pour une machine lorsqu'une tâche ne peut pas être exé-
cutée à cause de la dégradation de l'état de santé du composant correspondant. Lorsque cette
tâche n'est pas validée en ﬁn de cycle de production, nous devinons sur quelle machine elle sera
validée au prochain cycle.
Pour cette stratégie, nous partons de l'hypothèse que ce sont les machines les moins chargées
qui ont le plus de chances de remporter les enchères. Ainsi, pour estimer qui aura la charge
d'exécuter la TF causant la TM en question, nous eﬀectuons un tirage au sort par une roulette
dans laquelle nous associons à chaque machine candidate une portion de la roulette propor-
tionnelle à sa chance de remporter l'enchère donc inversement proportionnelle à sa charge. La
TM en question est validée si la machine choisie est celle sur laquelle la TM a été programmée.
Cependant, cette stratégie comporte une limitation dans sa mise en oeuvre. Car elle nécessite
la connaissance de la TF entrainant la TM. Or ceci n'est applicable que pour des agents pro-
ducteurs mettant en ÷uvre des méthodes d'ordonnancement plaçant les TF successivement,
comme c'est le cas pour les règles de priorité, et pas simultanément.
3.4 Conclusion
Les caractéristiques de notre système nous ont motivés à orienter notre travail vers le déve-
loppement d'une méthode générique d'ordonnancement distribuée pour la résolution de notre
problème d'ordonnancement conjoint de la production et de la maintenance. Nous avons montré
dans ce chapitre la nécessité de la coopération entre la production et la maintenance aﬁn d'arri-
ver à la planiﬁcation conjointe recherchée, justiﬁée par le conﬂit qui peut exister entre ces deux
entités. Nous avons ensuite mentionné l'intérêt de l'utilisation des SMA dans les systèmes de
production et en particulier celui de leur utilisation pour la résolution de notre problématique.
En eﬀet, grâce aux systèmes multi-agents, nous avons pu attribuer à chacune des entités de
notre problème (clients, mainteneurs et producteurs) un agent autonome auquel est associé un
sous-problème d'ordonnancement répondant à ses besoins. S'ajoutent à ces trois types d'agents
deux autres agents qui sont l'environnement, représenté par un tableau noir qui est principa-
lement un outil de communication entre les diﬀérents agents et le superviseur, qui permet de
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contrôler l'accès à l'environnement par les trois autres types agents. A travers un protocole de
communication entre les agents, ceux-ci arrivent à aboutir à une solution qui satisfait au mieux
l'ensemble des décideurs. Notre modèle, que nous avons appelé SCEMP, est un modèle ﬂexible,
générique et distribué qui peut être utilisé dans une grande variété de systèmes.
Dans le chapitre suivant nous allons montrer comment notre modèle SCEMP peut être implé-
menté, après quoi nous allons tester sa performance et sa ﬂexibilité en l'appliquant à plusieurs
scénarios.
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Dans le chapitre précédent, nous avons présenté notre méthode, basée sur les systèmes
multi-agents, de planiﬁcation conjointe des activités de production et de maintenance à l'aide
des informations issues du PHM. Ce dernier chapitre est consacré à l'implémentation et l'éva-
luation de cette méthode.
Notre méthode de planiﬁcation conjointe de la production et de la maintenance a été implé-
mentée avec le langage de programmation orienté objet C++, dans une extension du logiciel
R@MSES. Aﬁn de la valider, nous avons réalisé des tests sur plusieurs cas d'études. L'absence
de benchmark concernant les deux aspects de production et de maintenance sur les systèmes
complexes surveillés par des modules de PHM nous a incité à générer des jeux de données pour
ces tests.
La première partie de ce chapitre est consacrée à l'implémentation de notre méthode de pla-
niﬁcation. Les diﬀérents choix faits pour l'implémentation, ainsi que les techniques utilisées
pour la génération des cas d'étude sont décrites. La deuxième partie présente la validation de
SCEMP et des diﬀérents choix eﬀectués. Les résultats obtenus en planiﬁant un cas simple sont
présentés, puis diﬀérents cas planiﬁés nous permettent de valider les diﬀérentes méthodes d'or-
donnancement possibles sur les producteurs et d'évaluer les stratégies de validation des ordres
de maintenance. Enﬁn, notre logiciel nous permet de simuler deux stratégies de maintenance :
systématique ou prédictive, et de montrer l'intérêt du PHM.
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4.2 Implémentation du modèle et génération des données
Le but de notre travail est de mettre au point une méthode de planiﬁcation conjointe de
la production et de la maintenance présentant un caractère générique et pouvant être utilisée
par n'importe quel système de production. Nous cherchons donc à inclure dans notre méthode
un outil permettant à chaque gestionnaire responsable d'un atelier de production ou de main-
tenance de saisir les informations et préciser les caractéristiques propres à son atelier (Figure
4.1). Concrètement, il s'agit pour chaque responsable :
 de production de saisir les informations sur les OF issus du PDP et du CBN (séquences
de TF, durées opératoires des TF, dates de début et de ﬁn souhaitées) ;
 d'atelier de saisir les données sur la structure des machines constituant son atelier (com-
pétences, fonctionnalités, composants utilisées par chaque fonctionnalité, durées de vie
des composants), ainsi que la méthode adoptée pour l'ordonnancement des TF ;
 de maintenance de saisir les données sur les ressources de maintenance (compétences,
disponibilités), ainsi que la méthode adoptée pour l'ordonnancement des TM.
Figure 4.1  Données fournies par chaque responsable
Pour cela, nous avons créé une interface graphique permettant aux utilisateurs de saisir les
informations leur correspondant. Cependant, pour pouvoir tester notre méthode, nous avons été
conduits à eﬀectuer plusieurs tests sur plusieurs cas d'études (plusieurs conﬁgurations d'ateliers
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de production et de maintenance, plusieurs ressources de maintenance, et plusieurs OF). Aﬁn
de réaliser ceci, nous avons généré aléatoirement des données pour chaque entité du problème
(OF, machines et ressources de maintenance). Nous présentons dans les sections suivantes les
interfaces de saisie des données ainsi que la méthodologie suivie lors de la génération des données
correspondantes.
4.2.1 Ordres de Fabrication
4.2.1.1 Interface
L'interface graphique utilisée pour la saisie des OF est présentée dans la ﬁgure 4.2
Figure 4.2  Interface graphique de saisie des OF
L'utilisateur doit saisir chaque information concernant l'OF dans le champ correspondant.
D'abord, il doit donner un identiﬁant à l'OF (ID) dans le champ (1), cet identiﬁant doit être
unique. Ensuite les dates de début et de ﬁn souhaitées pour l'OF sont à saisir dans les champs
respectifs (2) et (3), puis il faut spéciﬁer la liste des TF à exécuter. Dans le champ (4) nous
pouvons visualiser la liste des TF déjà saisies par l'utilisateur. Pour ajouter une nouvelle TF
il suﬃt de remplir les champs de la section "nouvelle TF" (5). Lorsque l'utilisateur termine la
conﬁguration de l'OF, ce dernier s'ajoute automatiquement à la liste des OF présentée à gauche
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de la fenêtre (6).
4.2.1.2 Génération des OF
Notre objectif étant de montrer l'eﬃcacité de la méthode proposée et sa capacité à traiter un
grand nombre d'OF dans un temps raisonnable, nous avons généré aléatoirement un ensemble
d'OF tel que :
 chaque OF est composé d'au moins 5 TF et d'au plus 10 TF ;
 les durées opératoires des TF varient uniformément dans l'intervalle [1, 10] Unités de
Temps (UT) ;
 chaque TF nécessite au plus 2 activités et au moins une ;
 les dates de début d'exécution au plus tôt des OF (Ri) varient uniformément dans l'in-
tervalle Ri ∈ [0, n], avec n le nombre d'OF générés ;
 les dates de ﬁn d'exécution au plus tard des OF (Di) varient uniformément dans l'intervalle
Di ∈ [30Ri, 80Ri] ;
4.2.2 Machines
4.2.2.1 Interface
L'interface graphique utilisée pour la saisie des données sur les machines est présentée dans
la ﬁgure 4.3.
L'utilisateur doit saisir chaque information concernant la machine dans le champ correspon-
dant. Dans le champ (1) l'utilisateur saisit le code du centre auquel la machine appartient, le
champ (2) correspond à l'identiﬁant de la machine et en appuyant sur les boutons (3) et (4) de
nouvelles fenêtres s'aﬃchent pour permettre la saisie des données concernant respectivement
les composants et les fonctionnalités de la machine (Figure 4.4 et 4.5). Lorsque l'utilisateur
termine la conﬁguration de la machine, cette dernière s'ajoute automatiquement à la liste des
machines présentée à gauche de la fenêtre (5).
Chaque composant est caractérisé par une durée de vie qui suit une loi de probabilité four-
nies par le constructeur. En utilisant cette information nous pouvons déduire la probabilité de
panne de chaque composant selon la loi que suit sa durée de vie. Ensuite, nous calculons la
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Figure 4.3  Interface graphique de saisie des machine
probabilité de panne d'une fonctionnalité à partir des probabilités de panne des composants la
constituant. La maintenance consiste donc à surveiller l'évolution de la probabilité de panne
d'au moins une des fonctionnalités sollicitées et ensuite, quand celle-ci atteint un seuil critique
sz (déﬁni dans le chapitre précédent), de planiﬁer les tâches de maintenance sur les composants
ayant une grande probabilité de panne. Nous qualiﬁons ici cette maintenance de systématique,
car la loi de probabailité des composants identiques est invariante en fonction de leurs du-
rées d'utilisation. Ainsi, après une même durée d'utilisation, les composants auront la même
probabilité de défaillance.
L'information sur la durée de vie fournie par le constructeur caractérise généralement tous
les composants d'un type donné et elle n'est généralement pas précise. Aﬁn d'augmenter la pré-
cision concernant la probabilité de panne d'un composant, les responsables d'atelier peuvent
déployer des modules de PHM pour suivre et prédire directement la durée de vie restante de
ce composant. Les modules de PHM étant des outils relativement chers, ceux-ci sont générale-
ment installés sur des composants considérés comme critiques ou sensibles, pour lesquels il est
indispensable de suivre avec précision l'état de santé et d'intervenir avant l'atteinte d'un seuil
de risque donné. Dans un tel cas, le composant subit des maintenances dites prédictives. L'état
de santé d'un composant équipé d'un module de PHM est fourni par celui-ci sous forme d'une
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Figure 4.4  Interface graphique de saisie
des composants
Figure 4.5  Interface graphique de saisie
des fonctionnalités
fonction RUL représentant les chances de panne du composant à tout instant.
4.2.2.2 Génération des machines
N'ayant pas des données sur des machines issues des systèmes de production réels, nous
avons considéré des machines ﬁctives et générales ayant chacune leurs propres fonctionnalités
en spéciﬁant, pour chaque fonctionnalité, les composants constituant celle-ci ainsi que l'aptitude
de la machine et le coût de son utilisation. Nous considérons dans les tests réalisés les hypothèses
suivantes :
 La probabilité de panne d'un composant non suivi par un module de PHM est détermi-
née par les données de ﬁabilité de son fabricant. On suppose qu'elle suit une loi normale
Ns(λs, σs) avec λs = 100UT et σs = λm10 (λs est assimilé au MTTF du composant). La
probabilité de panne pour une durée d'utilisation ts d'un composant maintenu systéma-








2σ2s (t−λs)2 dt (4.1)
 La probabilité de panne d'un composant équipé d'un module de PHM est supposée suivre
une loi normale Np(λp, σp), avec λp générée, initialement et après chaque tâche de main-
tenance, aléatoirement selon la loi Ns (voir la ﬁgure 4.6 où sont représentés 5 tirages
aléatoires pour λp avec σp = σs5 ). Cette probabilité de panne pour une durée d'utilisation
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 le seuil de panne sz de toutes les fonctionnalités des machines est ﬁxé à un niveau de 1%
et l'identiﬁcation des composants nécessitant une intervention de maintenance est faite
grâce à la méthode décrite dans [Desforges et al., 2017] ;
 après chaque tâche de maintenance sur un composant, il est réinitialisé à son état neuf
(par la remise à zéro de sa durée d'utilisation).
Figure 4.6  Lois de probabilité pouvant être générées pour un composant
4.2.3 Ressources de maintenance
4.2.3.1 Interface
L'interface graphique utilisée pour la saisie des données sur les mainteneurs est présentée
dans la ﬁgure 4.7
L'utilisateur doit saisir chaque information concernant la ressource de maintenance dans son
champ correspondant. Dans le champ (1) l'utilisateur saisit le code du centre auquel la ressource
appartient, le champ (2) correspond à l'identiﬁant de la ressource de maintenance. Dans le
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Figure 4.7  Interface graphique de saisie des ressources maintenance
champ (3) nous pouvons visualiser la liste des compétences de la ressource déjà saisies, et pour
ajouter une nouvelle compétence il suﬃt de remplir les champs de la section (5) "Compétence".
Dans le champ (4), l'utilisateur peut préciser les périodes d'indisponibilité de la ressource qui
correspondent à des intervalles de temps durant lesquels la ressource de maintenance est occupée
ailleurs. Lorsque l'utilisateur termine la conﬁguration de la ressource, cette dernière s'ajoute
automatiquement à la liste des ressources présentée dans la section (6).
4.2.3.2 Génération des ressources de maintenance
N'ayant pas les données sur des ressources de maintenance issues des systèmes de main-
tenance réels, nous avons considéré des ressources de maintenance ﬁctives et générales ayant
chacune leurs propres compétences en spéciﬁant pour chaque ressource considérée, les types de
composants pouvant être traités par celle-ci, son aptitude et le coût de son utilisation. Nous
considérons dans les tests réalisés que les périodes d'indisponibilité des ressources sont générées
aléatoirement (dates, durées et nombre de périodes).
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Aﬁn de valider notre méthode, prouver sa ﬂexibilité, tester sa portabilité et découvrir ses
limites, nous avons réalisé plusieurs tests sur quelques cas. Ces cas d'études ont pour but de
tester la performance de l'approche d'ordonnancement conjointe proposée en tenant compte de
demandes multiples (OF et TM) et de ressources multiples (machines et ressources de mainte-
nance).
4.3.1 Cas de trois machines
Nous considérons un atelier de production composé de trois diﬀérentes machines (M1, M2
et M3) ayant chacune une structure particulière (voir la ﬁgure 4.8) :
Figure 4.8  Structure des machines
 La machine M1 dispose de deux compétences Comp1 et Comp2 qui chacune est associée
à une fonctionnalité de la machine. La compétence Comp1 est associée à la fonctionnalité
F1 avec une aptitude de 1.5, tandis qu'à la compétence Comp2 est associée la fonction-
nalité F2 avec une aptitude de 1. Nous considérons que la fonctionnalité F1 est simple
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et composée d'une seule fonction f1 et que la fonctionnalité F2 est redondante nécessi-
tant soit la fonction f1 soit la fonction f2. La fonction f1 est supposée simple regroupant
trois composants D1, D2 et D3. La fonction f2 est supposée simple composée d'un seul
composant D4. En total la machine M1 regroupe 4 composants diﬀérents.
 La machineM2 dispose d'une seule compétence Comp3 qui est associée à la fonctionnalité
F1 avec une aptitude de 1.5. La fonctionnalité F1 est une fonction simple regroupant deux
fonctions f1 et f2. La fonction f1 est une fonction simple et nécessite deux composants
D1 et D2. La fonction f2 est une fonction redondante qui peut utiliser soit le composant
D3, soit le composant D4.
 La machine M3 dispose de deux compétences Comp1 et Comp2, associées respectivement
aux fonctionnalités F1 et F2. Les deux fonctionnalités de la machine M3 sont simples et
nécessitent chacune une seule fonction de la machine telle que F1 nécessite la fonction
f1 et la fonctionnalité F2 nécessite la fonction f2. La fonction f1 est considérée simple
utilisant deux composants D1 et D2 et la fonction f2 est considérée redondante pouvant
utiliser soit le composant D2, soit le composant D3. Nous avons considéré pour la machine
M3 un composant en commun, D2, entre les deux fonctions f1 et f2.
Nous considérons que seuls les composants d'indice impair de la première machine M1, les
composants d'indice pair de la machine M2 et le composant en commun de la machine M3
(les composants colorés en gris foncé sur la ﬁgure 4.8) sont surveillés par un module de PHM
permettant la planiﬁcation de maintenance prédictive. Les autres composants sont sujets à des
maintenances dites systématiques.
Notre atelier de maintenance est composé de deux ressources de maintenance Mt1 et Mt2
ayant chacun une seule compétence avec une aptitude de 1. Le mainteneur Mt1 est chargé
de traiter les composants ayant un indice pair et le mainteneur Mt2 est chargé de traiter les
composants ayant un indice impair. Nous considérons dans ce cas d'études que tous les agents
producteurs et mainteneurs utilisent une méthode d'ordonnancement basée sur une règle de
priorité pour classer leurs tâches. A titre de simpliﬁcation, nous ﬁxons la règle de priorité FIFO
(First In First Out). Nous supposons aussi qu'aucune tâche de production ni de maintenance
n'est planiﬁée au début des simulations.
Pour que la planiﬁcation réalisée par les producteurs prenne en compte l'état de santé des
machines, la méthode présentée dans le diagramme de la ﬁgure 4.9, dérivé de celui de la ﬁgure
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3.9, devient exploitable par le déploiement de règles de priorité et est implémentée dans chaque
agent producteur.
Dans un premier temps, le producteur trie la liste des TF en fonction de la règle FIFO. Puis
il planiﬁe successivement les tâches de sa liste en fonction de l'état de santé de sa machine.
Pour chaque tâche de la liste le producteur cherche la première position vide P dans laquelle
la tâche peut être insérée (obtenue par la fonction GFAP (t)) puis vériﬁe si la machine sera
capable de réaliser la tâche à cette position. Deux cas peuvent se produire :
 L'état de santé de la machine permet d'eﬀectuer la tâche à cette position. Cela signiﬁe que
la probabilité de défaillance d'au moins une des fonctionnalités requises ne dépassera pas
le seuil sz de risque lors de l'exécution de l'opération. Dans ce cas, la position P trouvée
est aﬀectée à la tâche TF actuelle.
 L'état de santé de la machine ne permet pas d'eﬀectuer entièrement la TF. S'il y a déjà
des TM prévues pour les composants de la fonctionnalité conduisant à la défaillance,
alors le producteur relance une nouvelle recherche pour trouver une autre position après
les TM (on note tm la date de ﬁn de la tâche de maintenance). Dans le cas contraire,
il lance une demande de TM pour chaque composant identiﬁé comme nécessitant une
maintenance. Dans ce cas, le processus d'ordonnancement s'arrête jusqu'à ce que les TM
soient planiﬁées.
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Figure 4.9  Modèle d'ordonnancement
4.3.1.1 Critères d'évaluation
Aﬁn d'évaluer la performance de SCEMP nous avons considéré les critères suivants :
 la charge des machines (LMi, i ∈ 1, 2, 3) ;
 le temps d'exécution du programme (E) ;
 le nombre de cycles de production (voir le diagramme de séquence sur la ﬁgure 3.7) lancés
à chaque expérience (nC).
4.3.1.2 Résultats obtenus
Les premiers résultats obtenus après exécution du programme sont présentés dans les ﬁgures
4.10, 4.11 et 4.12 :
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Figure 4.10  Variation du temps d'exécution du programme
Figure 4.11  Nombre de cycle de production lancés à chaque expérience
Figure 4.12  Variation des charges des machines
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D'après ces ﬁgures nous remarquons que les deux premiers critères d'évaluation choisis
croissent d'une manière semblant être exponentielle en augmentant le nombre d'OF à planiﬁer.
Nous remarquons aussi sur la ﬁgure 4.10, que le temps d'exécution du programme reste plutôt
acceptable. Cette méthode peut donc être utilisée par des responsables de production sans pour
autant qu'ils attendent trop longtemps pour obtenir une solution, ceci leur permet de procéder
rapidement à l'exécution réelle des tâches.
D'après la ﬁgure 4.12, nous pouvons dire que la méthode permet d'avoir un équilibrage des
charges des machines. Les charges des deux machines M1 et M3 sont presque identiques, avec
quelques variations forcement dues à la génération aléatoire des OF, même si leurs aptitudes
diﬀèrent. Quant à la machine M2, il est naturel qu'elle soit la moins chargée puisqu'elle ne
possède qu'une seule fonctionnalité, donc la liste des TF de sa liste d'attente à chaque cycle de
production est restreinte par rapport aux deux autres machines.
4.3.1.3 Variation de la complexité des instances
Dans ce même cas d'étude, nous nous sommes intéressé au suivi du comportement de
SCEMP pour traiter des instances de diﬃcultés variables. Pour cela, nous avons considéré
deux types d'instances d'OF :
 Instances diﬃciles : c'est une classe d'instances dans lesquelles beaucoup d'OF sont en
conﬂits, c'est-à-dire que leurs dates de début souhaitées sont très proches les unes des
autres.
 Instance faciles : dans cette classe d'instances, les dates de début des OF sont réparties
d'une manière homogène sur l'horizon de temps de planiﬁcation.
La ﬁgure 4.13, montre une répartition des dates de début des OF dans l'horizon de temps
de planiﬁcation considéré pour un nombre d'OF égal à 100.
Le but de ces tests est d'évaluer le temps nécessaire à SCEMP pour trouver une solution.
Pour cela, nous n'avons considéré que le temps d'exécution du programme comme critère d'éva-
luation. Dix expériences sont lancées sur les trois machines de la ﬁgure 4.8, en variant le nombre
d'OF générés de 10 jusqu'à 100. Les résultats obtenus sont les suivants (ﬁgure 4.14) :
D'après ces résultats, nous remarquons que le temps d'exécution des deux types d'instances
est de la forme d'une fonction exponentielle mais avec un degré de croissance diﬀérent. Nous
remarquons que pour un petit nombre d'OF, SCEMP traite les deux types d'instance avec la
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Figure 4.13  nuage de points des 2 types d'instances
Figure 4.14  Comparaison des temps d'exécution des deux types d'instances
même vitesse, mais lorsque le nombre d'OF augmente, la méthode prend plus de temps pour
traiter les instances diﬃciles. Ceci est dû au fait que nous avons besoin de lancer plusieurs
cycles durant la planiﬁcation car plusieurs TF ayant des positions souhaitées similaires, peu
de TF peuvent recevoir des propositions qui correspondent à leur souhait. De ce fait, à chaque
cycle, les clients préfèrent ne pas valider les propositions reçues en espérant avoir de meilleures
propositions au cycle suivant. Cependant, la méthode obligeant à valider au moins une TF
par cycle, le temps d'exécution des instances diﬃciles reste relativement proche de celui des
instances faciles. Cela nous permet de valider que SCEMP est utilisable dans des cas complexes
et permet d'obtenir une solution en un temps acceptable.
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4.3.2 Cas de plusieurs machines avec diﬀérentes méthodes d'ordon-
nancement
Aﬁn de montrer la ﬂexibilité de la méthode proposée, nous avons considéré des cas d'études
variables (un grand nombre de machines, avec des producteurs ayant une méthode d'ordon-
nancement basée sur diﬀérentes règles de priorité comme SPT, FIFO, LPT, ou une méthode
d'ordonnancement basée sur les algorithmes génétiques). Pour simpliﬁer, nous avons dupliqué
les machines de la ﬁgure 4.8 et nous avons seulement changé la méthode d'ordonnancement
adoptée par le producteur correspondant à chacune. La méthode d'ordonnancement utilisée
par chaque producteur est choisie aléatoirement.
4.3.2.1 Critères d'évaluation
Aﬁn d'évaluer la performance de SCEMP dans le cas de plusieurs machines, nous avons
considéré les critères suivants :
 le temps d'exécution du programme (E) ;
 le nombre de cycles de production (voir le diagramme de séquence sur la ﬁgure 3.7) lancés
à chaque expérience (nC) ;
 le pourcentage d'OF en retard (%R) ;
 écart des charges des machines (Ech) ;
4.3.2.2 Résultats obtenus
Les ﬁgures 4.15 et 4.16 présentent les premiers résultats de cette simulation.
Figure 4.15  Temps d'exécution moyen
des expériences
Figure 4.16  Nombre de cycles lancés
pour chaque expérience
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Nous observons que le temps de calcul de la solution augmente lorsqu'on augmente le nombre
de machines à 100, contrairement au nombre de cycles. Ceci est dû au fait que pendant chaque
cycle nous avons plusieurs problèmes d'ordonnancement à une seule machine à traiter, la résolu-
tion de chacun nécessite une certaine durée, par contre, puisque nous avons plusieurs machines,
chaque TF reçoit plusieurs propositions, et donc la chance que le client correspondant trouve
une proposition qui satisfait ses besoins augmente.
Les ﬁgures 4.17 et 4.18 présentent les résultats de la simulation pour les deux autres critères.
Figure 4.17  pourcentage des OF en re-
tards pour chaque expérience
Figure 4.18  Écart des charges des ma-
chines pour chaque expérience
Nous observons que la charge des machines diminue lorsque le nombre de machines aug-
mente. Cela est logique, puisque les TF se répartissent sur un grand nombre de machines. Bien
évidement, le retard des OF diminue lorsque le nombre de machines augmente, puisque chaque
OF dispose de d'avantage de producteurs pour répondre à ses demandes.
Nous notons aussi que toutes les expériences lancées ont été résolues et en aucun cas nous
ne nous sommes retrouvés dans une situation de non convergence du modèle. Ceci nous permet
de dire que SCEMP est un système ﬂexible qui peut gérer diﬀérents centres de production et
s'adapte bien aux changements dans l'environnement.
4.3.3 Évaluation des méthodes d'ordonnancement
Comme chaque producteur peut mettre en ÷uvre sa propre méthode d'ordonnancement,
nous nous sommes intéressés à l'étude de la qualité des propositions obtenues par diﬀérentes
méthodes. Pour ce faire, nous avons considéré 5 machines identiques ayant chacune une méthode
d'ordonnancement particulière. Les machines utilisent des méthodes basées respectivement sur :
 la règle de priorité FIFO ;
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 la règle de priorité SPT ;
 l'algorithme génétique avec un objectif de minimiser le nombre de TM ;
 l'algorithme génétique avec une fonction objectif de minimiser le Cmax ;
 l'algorithme génétique avec une fonction objectif de minimiser les retards.
Nous avons généré des ensembles d'OF selon la méthode décrite dans la section 4.2.1 en
variant le nombre d'OF de 20 jusqu'à 500.
4.3.3.1 Critères d'évaluation
Aﬁn d'évaluer les qualités des ordonnancements proposées par les producteurs nous avons
considéré les deux critères suivants :
 la date de ﬁn de l'ordonnancement de la liste des TF (Cmax) ;
 pourcentage des TF en retard (%R) ;
4.3.3.2 Résultats obtenus
Nous avons obtenu les résultats présentés dans les ﬁgures 4.19 et 4.20.
Figure 4.19  Comparaison des Cmax de chaque méthode d'ordonnancement
120
4.3 Évaluation du modèle SCEMP
Figure 4.20  Comparaison des nombres de TF en retard pour chaque méthode d'ordonnan-
cement
Sur ces ﬁgures, nous observons que pour le critère d'évaluation Cmax la qualité de la solution
calculée par toutes les méthodes est à peu près la même. Quant au critère du nombre de TF
en retard, l'algorithme génétique avec une fonction objectif de minimiser le retard permet de
trouver une solution de meilleure qualité que les autres méthodes.
Durant ces tests nous avons observé que le temps moyen d'exécution de chaque cycle est plus
élevé pour les producteurs qui adoptent des méthodes basée sur les algorithmes génétiques.
Certes, les méthodes d'ordonnancement basées sur des techniques d'optimisation permettent de
trouver des planiﬁcations optimisées de bonne qualité cependant le temps de calcul nécessaire
pour trouver la solution est souvent plus élevé que les simples méthodes basées sur des règles
de priorité.
4.3.4 Évaluation des stratégies de validation des TM
L'objectif de ces cas d'étude est de comparer les diﬀérentes stratégies de validation des tâches
de maintenance que nous avons présentées dans le chapitre précédent. Pour cela, nous avons
considéré une ﬂotte de quatre machines identiques. Ces machines ont la capacité de réaliser
trois fonctionnalités et chacune nécessite un composant diﬀérent. Nous supposons que chaque
fonctionnalité est indépendante, c'est-à-dire qu'il n'y a pas de composant en commun entre les
fonctions. Nous considérons 3 ressources de maintenance polyvalentes, c'est-à-dire que chacune
peut traiter n'importe quel composant des machines. Pour voir la diﬀérence entre les diﬀérentes
stratégies de validation nous avons lancé des tests simples de 5 OF dont les caractéristiques
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sont listées dans le tableau 4.1.
Nous avons lancé 3 expériences, en prenant à chaque fois une des 3 stratégies de validation
de TM.
ID R D Gamme Durée Activité
OF1 0 25 TF1,1 7.5 A1
TF1,2 8 A3
TF1,3 7.5 A2
OF2 0 15 TF2,1 7.5 A2
TF2,2 3 A1
OF3 0 15 TF3,1 6.5 A1
OF4 10 28 TF4,1 7 A3
TF4,2 8 A1
OF5 15 45 TF5,1 7.5 A2
Table 4.1  Caractéristiques des OF
Pour chaque expérience nous présentons le résultat obtenu sous forme d'un diagramme de
Gantt (ﬁgures 4.21, 4.22 et 4.23).
Figure 4.21  Validation basée sur le temps d'inactivité des machines
122
4.3 Évaluation du modèle SCEMP
Figure 4.22  Validation basée sur le taux d'utilisation des composants
Figure 4.23  Validation basée sur la charge de la machine
Comme nous remarquons ici, pour cet exemple très simple, que nous n'avons pas obtenu les
mêmes résultats, cela veut dire que la stratégie de validation des tâches de maintenance utilisée
inﬂuence l'ordonnancement ﬁnal. Ainsi, pour pouvoir comparer ces stratégies nous avons lancé
100 tests avec un nombre d'OF de 500.
4.3.4.1 Critères d'évaluation
Nous avons considéré les critères d'évaluation suivants :
 le nombre moyen de tâches de maintenance planiﬁées (nTM) ;
 la date de ﬁn de tous les OF (Cmax) ;
 le temps d'inactivité des machines (en considérant que les interventions de maintenance
comme des temps d'inactivité) (Ti) ;
 l'écart des charges des machines Ech ;
123
Chapitre 4 : Implémentation et validation
4.3.4.2 Résultats obtenus
Aﬁn de comparer les stratégies, nous avons lancé les tests et calculé la moyenne des critères
d'évaluation choisis. Ces moyennes sont présentées dans les ﬁgures 4.24, 4.25, 4.26 et 4.27, avec :
S1 : stratégie basée sur le temps d'inactivité de la machine ;
S2 : stratégie basée sur le temps d'utilisation des composants ;
S3 : stratégie basée sur la charge de la machine.
Figure 4.24  Comparaison du nombre
moyen de TM planiﬁées
Figure 4.25  Comparaison de Cmax moyen
Figure 4.26  Comparaison des temps d'in-
activités moyens
Figure 4.27  Comparaison des écarts de
charge moyens
D'après les ﬁgures 4.24, 4.25, 4.26 nous remarquons que la stratégie basée sur les temps
d'inactivité de la machine (S1) est la meilleure en terme de minimisation du Cmax, l'équilibre des
charges des machines et du nombre total de tâches de maintenance planiﬁées. Nous remarquons
aussi sur la ﬁgure 4.27 que les deux stratégies S1 et S3 sont équivalentes. Pour la stratégie basée
sur le temps d'utilisation des composants (S2), nous remarquons qu'elle est moins bonne quel
que soit le critère d'évaluation choisi.
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L'objectif de cette partie est de montrer l'intérêt de l'utilisation des données du PHM pour
planiﬁer les tâches de production et de maintenance. Pour cela, nous avons réalisé plusieurs
simulations de planiﬁcation, sur quatre machines identiques (la structure est donnée sur la
ﬁgure 4.28).
Figure 4.28  Structure de la machine
Aﬁn de tester l'impact de la précision des informations obtenues par l'outil du PHM, nous
avons eﬀectué quatre séries de tests, la première série avec une stratégie de maintenance systé-
matique (sys) et les trois autres avec une stratégie de maintenance prédictive avec des valeurs
diﬀérentes de σp :
 σp = σs : c'est-à-dire que les informations fournies par le PHM ont la même précision que
celle utilisées pour la maintenance systématique (T1) ;
 σp = σs/2 : c'est-à-dire que les informations fournies par le PHM sont deux fois plus
précises que celle utilisées pour la maintenance systématique (T2) ;
 σp = σs/5 : c'est-à-dire que les informations fournies par le PHM sont cinq fois plus
précises que celle utilisées pour la maintenance systématique (T3).
Dans un premier temps, nous avons lancé une série de tests avec des TF qui varient entre 10
et 200 et nous avons calculé le nombre de TM lancées pour chaque machine, ainsi nous avons
obtenu les résultats présentés dans la ﬁgure 4.29.
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Figure 4.29  Nombre de TM planiﬁées pour chaque machine
Nous remarquons d'abord que le nombre de TM planiﬁées pour chaque machine augmente
d'une manière semblant être exponentielle lorsque la liste des TF à planiﬁer augmente. Ensuite,
nous remarquons que le nombre de TM planiﬁées pour la série T3 est toujours inférieur aux
autres machines.
Puis, aﬁn de voir de plus près l'impact de la précision sur la qualité de la solution, nous
avons lancé 100 tests avec un nombre ﬁxe de 500 TF à planiﬁer. Une même liste de 500 TFs a
été planiﬁée sur les quatre machines selon une règle de priorité FIFO. A titre de simpliﬁcation,
nous considérons que les machines ont une aptitude de 1 pour réaliser les deux fonctionnalités
et que les tâches de maintenance sont planiﬁées à capacité inﬁnie.
4.4.1 Critères d'évaluation
Pour comparer les deux stratégies de maintenance et l'impact de la précision des informa-
tions fournies par le PHM, nous avons choisi les deux critères d'évaluation suivants :
 le nombre de tâches de maintenance planiﬁées (nTM) ;
 la durée d'utilisation moyenne des composants (T ) avant maintenance (et donc défaillance
présumée) ;
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4.4.2 Résultats obtenus
Nous avons réalisé 100 expériences pour chaque cas d'étude, en générant à chaque expérience
une nouvelle liste de TF, puis nous avons calculé la moyenne des critères d'évaluation cités. Les
résultats obtenus sont résumés dans les ﬁgures 4.30 et 4.31.
En comparant les résultats obtenus par chaque stratégie de maintenance (ﬁgure 4.30 et
4.31), nous remarquons que lorsque la précision des données fournies par les modules de PHM
ne sont pas plus précises que celles données par la loi de probabilité du composant, nous
obtenons presque les mêmes résultats (les diﬀérences subtiles des résultats peuvent être dues à
la génération aléatoire des λp). Mais lorsque les données fournies par les modules de PHM sont
beaucoup plus précises que celles données par la loi de probabilité fournie par le fabricant du
composant, nous remarquons une grande diﬀérence dans les résultats. Ces résultats montrent
qu'en utilisant le PHM nous avons réussi à réduire considérablement le nombre de tâches de
maintenance planiﬁées et à augmenter le temps moyen d'utilisation des composants.
Figure 4.30  Variation du nombre de TM planiﬁées pour chaque série
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Figure 4.31  Variation du temps moyen d'utilisation des composants pour chaque série
Cette série de tests montrent que l'écart entre le nombre total des tâches de maintenance
prévues pour les diﬀérentes machines, le temps moyen d'utilisation des composants obtenu en
utilisant les deux stratégies avec les diﬀérents σp deviennent plus importants lorsqu'on augmente
la précision des informations fournies par les modules de PHM. Ces résultats nous permettent de
déduire que les performances de maintenance sont améliorées avec la mise en ÷uvre de modules
de PHM eﬃcaces et que si l'incertitude sur les RUL n'est pas réduite par le module de PHM,
alors le module risque d'être inutile. Alors qu'au contraire avec des modules de PHM précis,
cela permet de réduire le nombre d'interventions de maintenance inutiles tout en assurant la
disponibilité de l'équipement. Cela nous permet d'aﬃrmer que l'utilisation des résultats des
modules de PHM peut être la clé d'une meilleure planiﬁcation conjointe des opérations de
production et de maintenance.
4.5 Conclusion
Dans ce chapitre nous avons présenté plusieurs tests réalisés pour valider la performance du
modèle SCEMP proposé dans ce manuscrit. Ces tests ont montré que le modèle est ﬂexible et
peut être utilisé dans plusieurs situations. Nous avons aussi montré l'intérêt d'utilisation des
données du PHM pour une meilleure planiﬁcation non seulement des tâches de maintenance
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mais aussi des tâches de production. Nous avons réalisé plusieurs expériences en faisant varier
le nombre de machines, d'OF et de ressources de maintenance et à chaque expérience nous
avons obtenu un résultat dans un temps raisonnable. Nous n'avons pas constaté sur ces séries
de tests de cas pour lequel SCEMP n'a pas convergé.
Durant les expériences lancées nous avons remarqué que lorsque la machine regroupe plu-
sieurs composants, plusieurs TM sont lancés avec un écart, pas très important, entre les inter-
ventions ce qui peut nuire à la bonne utilisation de la machine. La production sur la machine
est souvent interrompue et le coût de maintenance de la machine devient très important. Pour
surmonter ces problèmes, une nouvelle stratégie de regroupement des interventions de main-
tenance devrait être mise en ÷uvre pour réduire ces temps d'inactivité des machines et par
ailleurs réduire le coût total de possession des machines (total ownership cost).
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Conclusion générale
Dans ce travail de recherche nous nous sommes intéressés à l'étude du problème de planiﬁ-
cation conjointe des tâches de production et de maintenance en fonction de l'état de santé des
ressources. Notre objectif était d'apporter une contribution à la modélisation et à la proposi-
tion d'une méthode de planiﬁcation générique, rapide et ﬂexible qui pourra être appliquée à
une certaine variété de systèmes en plus des systèmes de production.
Le premier chapitre de ce manuscrit nous a permis d'exposer le contexte général de notre
travail. Il nous a permis de comprendre ce qu'est aujourd'hui une fonction de production perfor-
mante, quelles sont ses contraintes et ses enjeux. Les systèmes de production et une classiﬁcation
de ces systèmes ont été présentés. Ensuite, les enjeux, les objectifs ainsi que les diﬀérents ni-
veaux de planiﬁcation de la production ont été abordés. Nous avons constaté dans ce chapitre
l'importance de la fonction de maintenance dans les systèmes de production puisque celle-ci ga-
rantit la disponibilité des équipements de production. Ceci nous a conduit à présenter également
la fonction de maintenance, dont la récente politique de maintenance prédictive permettant des
gains de performance aussi bien pour la fonction de production que pour la fonction de main-
tenance. Nous avons ainsi mis en évidence qu'une gestion de production eﬃcace doit prendre
en considération les tâches de maintenance durant la planiﬁcation de ses tâches de production
aﬁn d'améliorer la productivité du système et donc le proﬁt de l'entreprise en général. Ceci a
justiﬁé ainsi notre motivation pour l'étude de cette problématique de planiﬁcation conjointe
des tâches de production et de maintenance. Comme la planiﬁcation consiste en grande partie
en un problème d'ordonnancement, nous avons également présenté un état de l'art des mé-
thodes permettant de traiter les problèmes d'ordonnancement des tâches de production et des
tâches de maintenance. De l'analyse de ces méthodes, nous avons établi le constat que, bien
que d'un intérêt certain, la considération des éléments associés à la maintenance prédictive,
comme le pronostic, n'est pas faite dans les travaux de la littérature portant sur la planiﬁcation
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conjointe des activités de production et celles de maintenance. Les développements que nous
avons présentés dans la suite de ce manuscrit ont été créés dans le but de pallier ce manque.
Le deuxième chapitre est ensuite consacré à la présentation des fonctions de production et de
maintenance aﬁn d'identiﬁer l'origine des conﬂits entre ces deux fonctions. Pour cela, nous avons
présenté les particularités de chacune des deux fonctions et plus particulièrement les processus
et données qu'elles mettent en ÷uvre ou exploitent pour organiser leurs activités. Cet examen
nous a permis de mettre en évidence quatre éléments en jeu dans une planiﬁcation conjointe
représentant l'essence du conﬂit entre la production et la maintenance (les ordres de fabrication,
les ressources de production, les ressources de maintenance, les ordres de maintenance). Une
modélisation dans une représentation orientée-objet (sous forme d'un diagramme de classes
UML) pour chacune de ces entités est ainsi présentée dans ce chapitre.
Dans le troisième chapitre nous avons exposé le modèle SCEMP (Superviseur, Clients,
Environnement, Mainteneurs et Producteurs) que nous avons proposé pour résoudre le problème
de planiﬁcation conjointe. Cette méthode fait appel aux systèmes multi-agents dont nous avons
justiﬁé l'intérêt. Le système multi-agents que nous avons proposé permet de faire collaborer
des agents de diﬀérentes natures en utilisant des techniques de négociation pour converger
convenablement vers une solution qui satisfait au mieux les objectifs des agents tout en leur
permettant de planiﬁer leurs activités conjointement, en considérant l'état de santé présent et
futur des ressources techniques permettant de considérer les avancées dans le domaine de la
maintenance prédictive. Nous avons également proposé des stratégies de validation des tâches
de maintenance.
Enﬁn le dernier chapitre a été consacré à la présentation de la plate-forme informatique que
nous avons développée et qui met en ÷uvre SCEMP. Plusieurs cas d'études ont été déﬁnis aﬁn
d'eﬀectuer des tests de SCEMP. Nous avons présenté ces cas d'études qui ne sont pas issus de
benchmarks puisqu'aucun n'intègre les développements en maintenance prédictive. La démarche
adoptée pour créer ces cas d'études a aussi été présentée. Grâce aux diﬀérents tests menés nous
avons validé le fonctionnement de SCEMP en comparant les résultats obtenus. Une deuxième
série de tests nous a permis de vériﬁer la robustesse du modèle confronté à un grand nombre
d'OF avec des dates de livraisons proches. Nous avons aussi montré la ﬂexibilité de la méthode
en considérant diﬀérents OF, machines, mainteneurs, méthodes d'ordonnancement pour chaque
agent producteur et stratégies de validation des tâches de maintenance. Nous soulignons aussi
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que l'ordonnancement peut être réalisé d'une manière décentralisée. Cette décentralisation va
permettre de garder la distribution naturelle des centres de décision qui ne sont pas forcément
sur le même site et qui peuvent chacun avoir leur propre processus d'ordonnancement. La
plate-forme implémentée nous a aussi permis de mettre en évidence l'intérêt de la maintenance
prédictive et des modules de PHM en simulant des cas d'étude similaires mais avec des politiques
de maintenance diﬀérentes.
Perspectives
Pour des raisons de simplicité nous n'avons considéré dans les tests réalisés que la mini-
misation des délais de livraison comme critère de validation pour les agents clients, et que la
maximisation de la disponibilité des machines comme critère d'acceptation pour les agents pro-
ducteurs. Cependant, nous avons mentionné que chaque agent peut avoir un objectif diﬀérent
lors de la planiﬁcation de ses tâches. Grâce à la ﬂexibilité de notre méthode nous pouvons, à tout
moment, enrichir l'ensemble des critères selon lesquels un agent peut choisir d'accepter/valider
une proposition ou une autre.
Un des critères majeurs que nous pouvons développer est le coût. En eﬀet, le choix du
producteur par le client inﬂuence le coût de la fabrication du produit et le choix du mainteneur
par le producteur inﬂuence le coût de la maintenance. Le coût de fabrication peut comporter
le coût d'utilisation de la machine et le coût de transport, sachant qu'un client peut planiﬁer
les TF de son OF sur plusieurs machines, et qu'un coût de transport peut s'appliquer pour
le déplacement du produit entre les diﬀérents producteurs concernés. Le coût de maintenance
peut comporter les coûts de déplacement des machines vers les ateliers de maintenance ou
celui des équipements de maintenance dans les centres de production, de même qu'un coût,
correspondant à chaque mainteneur, sur la durée de la maintenance. De même, selon le choix
du producteur concernant la validation d'une TM, il peut y avoir des coûts de transport inutiles
que nous pouvons éliminer.
En eﬀet, le producteur peut se rendre compte qu'il est très coûteux de ne maintenir que les
composants juste nécessaires à la remise en condition opérationnelle juste suﬃsante caractérisée
par sz dans ce manuscrit. Donc le producteur peut juger que, quand une TM est planiﬁée, de
restaurer d'autres composants de telle sorte à ramener l'état de santé général de la machine
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nettement au-dessus. Il peut aussi appartenir à un producteur de juger qu'il est plus rentable
de regrouper les TM pour réduire les coûts de transport.
Une autre perspective majeure est la prise en compte de la disponibilité des ressources de
transport dans le cas où le transport est lui même une entité du système de production et aussi
dans le cas où il s'agit d'un organisme de transport indépendant. Ceci incite intuitivement à
introduire, dans notre méthode, un nouvel agent correspondant à cette entité de transport et
qui peut avoir aussi ses propres objectifs et ses propres contraintes.
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