A rapid and non-destructive method based on the visible and near infrared hyperspectral imaging technique in the wavelength range of 390-1050 nm was investigated for discriminating the varieties of black beans. In total, 300 samples of three varieties were scanned by the visible and near infrared hyperspectral imaging system, and hyperspectral data were analyzed by spectral and image processing technique respectively. A successive projection algorithm was used to obtain 13 characteristic wavelengths (504, 507, 512, 516, 522, 529, 692, 733, 766, 815, 933, 998, and 1000 nm) for spectral analysis. After the processing of successive projection algorithm, optimal image selection was carried out by principal component analysis based on the characteristic wavelengths. The first principal component image was used for the image analysis, whose contribution rate was over 98.34%. Gray level co-occurrence matrix analysis from first principal component image was applied to extract image features including 16 textural features and six morphological features. In this study, partial least squares-discriminate analysis, support vector machine, and K-nearest neighbors were used for model establishments, respectively, based on spectral feature, image feature, and the combination of spectral and image features. The results show that the best correct discrimination rate of 98.33% was achieved by applying combined spectral and image features. The study demonstrated that visible and near infrared hyperspectral imaging technique was potential for rapid classification of black beans, and the performance of the classification model can be improved by the feature combination.
INTRODUCTION
With the development of economy and improvement of people's living standards, health care has currently become an important topic in the world. Black beans which contain rich protein, a variety of minerals, and trace elements, play an important role in health care. [1] However, the value of black beans in the medical care and health care is different due to different varieties such as soybean saponin, flavonoid compounds, amino acids, and trace elements. [2] So the price and quality of black beans was greatly affected by its variety. Recently, some fraudulent phenomenon has rapidly emerged with the increase of consumption of black beans, which is businessmen mix the superb black bean with the shoddy black bean to gain more profit. The adulteration of black beans was frequently reported in our daily life, which does the harm to the profit of consumers. Therefore, a great challenge to the market is to distinguish different varieties of black beans. The traditional classification of black beans is mainly dependent on the artificial sense and chemical analysis. Nevertheless, these methods are time-consuming, destructive, and cannot meet the need of market. Therefore, an effective technique that can rapidly and non-destructively discriminate black beans is urgently needed in the market. Currently, the rapid development of the hyperspectral imaging technique has attracted attention of the world. Compared with near infrared spectroscopy technology, this technology integrates spectroscopic and imaging techniques for providing both spectral and spatial information simultaneously. Recently, several researchers have investigated the potential of hyperspectral imaging technique for the detection of food quality, such as the classification of fresh and frozen-thawed pork muscles, [3] fast and non-invasive classification of grape seed, [4] monitoring quality of tomato fruit, [5] and detection of fusarium damaged Kernels in Canada western red Spring wheat. [6] Therefore, hyperspectral image has emerged as a powerful tool for non-destructive classification of black beans. Identification of varieties of black bean has been researched only using spectral information. [7] Besides, the textural and morphological features were another important characteristics of the sample to provide more information. [8] Hyperspectral images consist of numerous consecutive images, which contain massive redundant information. If the original hyperspectral data were directly processed, the efficiency of the model will be reduced. There are numerous feature selection methods to reduce dimensionality that retain most of the original information. For example, principal component analysis (PCA) was used for dimensionality reduction, wavelength selection to successfully discriminate lamb muscles with overall accuracy of 100%. [9] This method has also been used in the classification of oat and groat kernels. [10] The Successful Projection Algorithm (SPA) was applied to obtain optimal wavelengths in assessing and visualizing tenderness distribution in raw farmed salmon fillets. [11] Therefore, in this study, hyperspectral imaging technology was applied to evaluate its potential for classification of black beans. The specific aims were to (1) acquire hyperspectral images of black beans using hyperspectral images in the wavelength range of 500-1000 nm, (2) recognize region of interest (ROI) of black beans and extract the corresponding spectral information from the acquired hyperspectral images, (3) extract 13 effective wavelengths by SPA algorithm for spectral analysis and differentiate the varieties of black beans in 13 effective wavelengths by partial least squares-discriminate analysis (PLS-DA), (4) choose the optimal images based on 13 effective wavelengths by PCA and obtain the textural and morphological features from PC1 image for enabling discrimination, (5) compare the models in different combined features and investigate the optimal result by the correct discrimination rate of PLS-DA models.
MATERIALS AND METHODS

Samples
Three groups of black beans from Anhui, Liaoning, Jilin were purchased from a local supermarket in ZhenJiang China. The black beans, hardly distinguished by appearance, labeled, and then transported to the laboratories of Jiangsu University of Modern Agricultural Education. One hundred samples from each group were randomly picked, placed on a piece of white paper, and then scanned by the hyperspectral imaging system.
Hyperspectral Imaging System
A visible and near infrared (VIS-NIR) hyperspectral imaging system was employed to acquire the images of black beans. The sketch of hyperspectral imaging system used in this study was shown in Fig. 1 . It consisted of hyperspectral image camera with 672×512 pixel (ImSpector V10E, Spectral Imaging Ltd., Oulu, Finland), two 150W fiber optic halogen lamps (type 2900, Illumination Technologies, USA (SC100), controller, Beijing optical instrument factory, Chinese) and the mobile platform (MTS120, Beijing optical instrument factory, Chinese), computer etc. The spectral resolution is 2.8 nm in 390-1050 nm. In this experiment, two fiber optic halogen lamps were fixed above the black bean samples from both sides at an angle of 45°to reduce the shadowing effects, and the speed of the mobile platform was adjusted to 1.25 nm/s with the scanning camera, whose exposure time was set to 20 ms. The images were stored in raw format and exported to the Environment for Visualizing Images (ENVI) V4.5 software (ITT Visual Information Solution, Boulder, USA) for processing.
Image Calibration
To eliminate the impact of dark current noise, all raw hyperspectral images (R 0 ) were calibrated before scanning and image acquisition. Specifically, the white image (R w ) was acquired by collecting a 100% reflectance from a white Teflon tile, while the dark image (R b ) of 0% reflection was obtained by turning off the light source, completely coving the camera lens with its cap. The calibrated image (R) was calculated by using the following formula: [12] R
After reflectance calibration, some spectral regions below 501 nm and beyond 1000 nm were eliminated, where too much noise was exhibited. Then the spectral region of 501-1000 nm was selected containing 386 wavelengths, then the resized data cube was the basis for further analysis.
FIGURE 1
The sketch of hyperspectral imaging system.
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Data Analysis
Image segmentation Figure 2 shows the process for performing the image segmentation procedure. The first step was to extract the hyperspectral image ( Fig. 2 [1] ) in the region between 501 and 1000 nm using the software ENVI 4.5. Then a binary image ( Fig. 2 [2] ) was obtained based on the gray level images using the min thresh value of 0.13. Then the mask was obtained by dilate filters in the filled binary image as shown in Fig. 2 [3] . By masking the hyperspectral image with the mask, the target image was obtained as shown in Fig. 2 [4] .
Extraction of characteristic wavelengths
Before the extraction of hyperspectral data, extraction of ROI was carried out using the software ENVI 4.5. The selection of ROI directly influences the performance of the model built late. In this study, the whole region of the sample was selected as ROI manually. Then the mean spectra of all pixels in the ROI were calculated. To reduce the spectral dimension, SPA was carried out for all spectra to obtain effective wavelengths. SPA is a forward selection method for variable selection with minimal redundancy, which can extract the effective information from the overlapped spectra to minimize variable collinearity. [13] At the same time, it can 
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greatly reduce the number of the variables and improve the speed and efficiency of the model. And the effect of this method was evaluated in both calibration and prediction processes by calculating some statistical parameters, including the root mean square error estimated by prediction (RMSEP). [14] Extraction of optimal image
The current hyperspectral image is a huge database including 11 images of the limited wavelength by SPA, which still has computational burden. Besides, the images of the adjacent bands are highly correlated. PCA [15] is a method to obtain a small amount of irrelevant variables from the original relevant variables. The front PC images mostly express the information of the original data according to their variance contribution. It can be mathematically expressed by the following equation:
where PC m is the mth PC image, n is the number of pictures in the original hyperspectral image data, α i is the weight coefficient for the picture at thei waveband, and I i is the original picture at the i waveband.
[16]
Extraction of image feature
Image texture is an important image feature and has been applied greatly in the food industry for quality evaluation and inspection. [17] Gray level co-occurrence matrix (GLCM) [18] is most commonly used for extracting texture attributes in hyperspectral image, shown by the statistical textural parameters. In this study, the four statistical textural features, including contrast, correlation, energy, and homogeneity, were derived from PC1 image. Each textural feature [19] has four directions (0, 45, 90, and 135°). There are several morphological features due to their diverse shapes and sizes of black beans, which are commonly used as another important image feature. In this study, a total of six morphological features were extracted to descript the shape of different seeds, which are perimeter, area, major axis length, minor axis length, eccentricity, equiv diameter. These morphological parameters selected in the PC1 image were obtained in the Matlab 2009 software. Perimeter is a scalar that defined as the number of pixels in boundary of PC1 image. Area is used to describe the area of black beans by calculating the total number of pixels of whole image. Major axis length is the length of the major axis of the ellipse that has the same normalized second central moments as the region. Minor axis length is the length of the minor axis of the ellipse that has the same normalized second central moments as the region. Eccentricity is the ratio of the distance between the foci of the ellipse and its major axis length. [20] Equiv diameter (D) is a scalar that specifies the diameter of the circle that has the same area. It was calculated by the following equation:
Data fusion
In order to obtain more information from various aspects, spectral information and image information are fused in classification of agricultural products, and it significantly improves the accuracy of classification. Generally, data fusion method is categorized into three levels: pixel level fusion, feature level fusion, and decision level fusion. Pixel level fusion is the direct integration of the original data, but it has immense data calculation and wastes lots of time. Feature level fusion is the integration of the feature variables representing the original information totally. Decision level CLASSIFICATION OF BLAK BEANS fusion is the interaction of the extracted data by applying decision rules, which also has huge data computation. Thus, feature level fusion was adopted to the establishment of model in this study. [16] PLS-DA PLS-DA [21] is a method of discriminant analysis based on the partial least squares regression, which can obtain a good effect of classification. First, PLS-DA is applied to the response variable processing using Kronecker δ. [22] 
Then, the model is established by partial least squares.
Support vector machine (SVM)
SVM [23] is a widely used supervised statistical learning algorithm. Selection of kernel function in SVM models has significant influence in model performance. In this study, the radial bias function (RBF) is selected as kernel function of SVM. The parameter c and g are determined by a grid-search procedure in SVM. The parameter c controls trade-off between the minimum training error and minimum model complexity, while the kernel parameter g represents the width of the kernel function and reflects the degree of generalization.
K-nearest neighbors (KNN). KNN is a classification method based on a hypothesis of pattern recognition, which estimates the distance between an unknown object to be tested and each object of the training set. Generally, the Euclidean distance is used, and the shortest estimated distance between an object and a class may then be used to decide class membership. The unknown object is classified in the group to which the majority of the K objects belong. Optimal K can be chosen by evaluating the prediction ability with different K values. [24] RESULTS AND DISCUSSION
Extraction of Characteristic Wavelengths
The mean NIR reflectance spectra of the black beans in the spectral range of 501-1000 nm are calculated by averaging the spectral responses in the ROI. In order to reduce the high dimensionality of the extracted spectral data, the optimum spectral variables were selected by SPA. And root mean square error (RMSE) was an index to choose the optimal variables in the SPA. When the number of variables is increased from 1 to 20, the RMSE is going down in the whole trend. Especially, the score of RMSE descends steadily with the selected variable number over 13. To get minimum variables and keep maximum amount of information, 13 variables was selected in this research from Fig. 2(5) , when the RMSE is minimized. These 11 wavelengths are 504, 507, 512, 516, 522, 529, 692, 733, 766, 815, 933, 998, and 1000 nm as shown inFig. 3(b).They were calculated by the SPA algorithm, [14] which started with one wavelength and did not incorporate a new one at-each-iteration until the last wavelength.
Extraction of Optimal Image
There is no doubt that morphological and texture features are the important factors influencing the classification of black beans. Hence, image features can be used as a basis for identification of the type of black beans. In this study, PCA was used to reduce the hyperspectral data dimension. The first three principal component images of the black beans are shown in Fig. 2(6) , and PC1 image describes the original black beans clearly. With the increase of number of principal components, the image is more and more blurry. As a matter of fact, PC1 image can explain over 98.34% of the variance in the hyperspectral image data with the first three components explaining more than 99.67% of the variance. Thus, PC1 image express the most information of original data according to its variance contribution.
Single feature (spectral or image) and the combinations of two features were used to establish the classification models. The results are shown in Table 1 . Based on the single feature, the mean correct discrimination rate varied from 66 to 92.67%. However, the model which depends on the single feature cannot fully classify the different kinds of black beans. When the models were established based on the combination of two features sets, the model performed better than the model containing single feature. The model of combined spectral information and image feature obtained the best correct discrimination rate of 91.67% by SVM, followed by the correct discrimination rate of 87.33% by KNN. When the classification model of PLS-DA is established, the correct discrimination rate got the highest result of 98.33%. Apparently, the features based on data 
CONCLUSION
The study demonstrated that VIS-NIR hyperspectral imaging technology combined with data fusion has been proved to be a powerful tool for discriminating black beans. The first principal component (PC1) was found to be the most significant for providing image feature. The 11 effective wavelengths were extracted by SPA to provide spectral information. The result showed that the performance of PLS-DA based on the combination of spectral and image features has its superiority in classification recognition with the correct discrimination rate of 98.33%. Therefore, it can be concluded that VIS-NIR hyperspectral imaging technology combined with data fusion can provide the effective solution for the classification problem in agricultural engineering.
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