Knowledge of user movement in mobile environments paves the way for intelligent resource allocation and event scheduling for a variety of applications. Existing schemes for estimating user mobility are limited in their scope as they rely on repetitive patterns of user movement. Such patterns neither exist not easy to recognize in soft-real time, in open environments such as parks, malls, or streets. We propose a novel scheme for Real-time Mobility and Orientation Estimation for Mobile Environments (MOEME). MOEME employs the concept of temporal distances and uses logistic regression to make real time estimations about user movement. MOEME is also used to make predictions about the absolute orientation of users. MOEME relies only on opportunistic message exchange and is fully distributed, scalable, and requires neither a central infrastructure nor Global Positioning System. MOEME has been tested on real world and synthetic mobility traces -makes predictions about direction and count of users with up to 90% accuracy, enhances successful video downloads in shared environments.
or without infrastructure support. In the wake of growing mobile data traffic, with 70% rise just in 2012 alone [1] , opportunistic networks are an attractive alternative to conventional cellular network.
As mobile environments rely primarily on user mobility as a mechanism for transporting content and data in general, identifying and modeling user mobility provides researchers and network designers with key insights for improving performance, efficiency and productivity. For example, epidemic routing [2] guarantees shortest latencies in message delivery. However, knowledge of user mobility and diffusion has been exploited by various schemes to considerably cut down energy expended in already resource constrained devices with a small tradeoff on delivery times [3] [4] [5] . With the potential of similar conceivable advantages there are several works which focus on mathematically modeling the human mobility patterns [6] . In another work, researchers characterize pause times, inter-contact times and user mobility speeds based on real world traces collected over different periods of time [7] . Recently, Pajevic et al [8] , modeled user mobility in small areas to create building blocks to build a complex queuing model. Communication in these small areas was assumed to be unaffected by user mobility. However, existing schemes that estimate mobility rely on repetitive user patterns and user trace data. Information about trajectories and times of user movement are critical. Moreover, if users deviate from regular patterns of their movement or if no such patterns exist, which is very common in open environments such as parks, malls or streets, the models start falling apart, thereby leading to a serious limitation in guaranteeing accuracy.
To this end, we present a novel scheme called MOEME: Real-Time Mobility and Orientation Estimation for Mobile Environments. To the best of our knowledge, this is a unique contribution to estimate mobility of users in mobile environments in real-time without i) a priori knowledge of user movement patterns, ii) a Global Positioning System and iii) infrastructure support. The key factor which allows MOEME to perform well lies in its message exchange mechanism. MOEME employs the concept of temporal distances -devices exchange information about their temporal distance to other devices. We show that gathering this information for users in real-time is easy and incurs small space complexity. Coupling this information with the model learned us-ing logistic regression, MOEME powered devices are able to make estimations about user mobility in real-time. Furthermore, we see that model learned for MOEME generalizes well and is tested to make accurate estimations across both real-world and synthetic traces in the presence of haphazard and random user movements. MOEME empowers both users and system architects with the knowledge of user mobility. MOEME estimates relative directional mobilities of all the users in a mobile environment, in addition to counting the number of users present within a desired spatiotemporal radius. MOEME can also be employed to predict the absolute orientation of the users in a mobile environment. We demonstrate how MOEME can be used in a variety of scheduling and resource allocation applications. For example, in our recent work we predict the 'contact volume' i.e., the maximum amount of transferrable data between two opportunistically meeting mobile nodes [9] . The accuracy of predicting contact volume can be improved directly with the knowledge of directional mobility of users. Furthermore, it helps in predicting the total volume of information that can be pushed from one end of the network to the other or from a particular source node to a desired destination node.
The novelty of MOEME lies in its ability to estimate user mobilities with no a priori knowledge of movement histories. MOEME can be employed in indoor as well as outdoor environments. MOEME is fully distributed, lightweight and has a time complexity of O(n) at each node, where n is the number of nodes present in the mobile environment. Moreover, MOEME does not rely on Global Positioning System (GPS) or other location tracking systems [10] [11] , which may be power hungry and thus limit the practicality of the technique.
In our previous work [12] , we devised a distributed scheme to estimate the relative directional mobilities and the number of users in a desired spatiotemporal region.
Whereas, in this paper we have refined the scheme significantly to estimate the absolute orientation of users in mobile environments.
Contributions
Major contributions of MOEME include:
1. Estimation of relative directional mobilities of all users in real-time without requiring their movement histories.
2. Estimation of the number of users, that are likely to be within a spatiotemporal region of interest.
3. Predict the absolute orientation of the users in a mobile environment.
To the best of our knowledge MOEME is the first scheme to make the above mentioned contributions for estimations of user mobilities in mobile environments. MOEME estimates distance of users and number of users within a distance of 300m with an accuracy of 89%. The estimates of direction of users are 77% accurate for nodes within 200m.
Related Work
In dynamic and pervasive networks, a significant amount of research has focused on efficient routing schemes [20] [27] or repetitive patterns do not exist at the time scale of few minutes (0 to 15 minutes). There is only one work [28] that aims to create plausible mobility merely through user contacts but requires a centralized server to keep track of all contacts in real time. In contrast, we present the first work that estimates 1) relative directional mobilities of all users in real-time without requiring their movement histories and 2) the number of users, that are likely to be within a spatiotemporal region of interest, through opportunistic contacts in a completely decentralized manner.
System Description

Types of nodes
We represent the set of all nodes in the pervasive environment by V = {v 1 , v 2 , v 3 , ..., v n }.
Among these n, there are k nodes of interest (NOI). We represent the set of NOIs by 
Dictionaries at NOIs
Every node v i ∈ P , maintains a dictionary d i to keep track of the following information in real-time:
1. Set of nodes moving closer: C, 2. Set of nodes moving away: A, and 3. Number of nodes moving closer: µ.
The structure of the dictionary is Figure 1 depicts a scenario with several regular and monitor nodes. It also shows the contents of dictionary maintained by v 5 ∈ P .
Underlying network
The underlying network on which MOEME is built on is inherently opportunistic [13] . The network may comprise of a mix of both static and mobile nodes. However, only the nodes that are within each other's communication range can exchange messages. MOEME uses the information it acquires from other nodes, for local and real-time computation of directional mobilities of other nodes in the environment.
Temporal distance
To keep track of an approximate measure of distance among nodes in a network, the notion of temporal distance is used [3] . It also gives a measure of how fast information can travel among nodes by means of transitive connections among them. At each time instant t, every node in the network maintains a timer (Section 3.5) value for the rest of the nodes in the network. The timer values give the measure of temporal distance.
However, timer values are not symmetric between nodes due to their distributed nature.
It is possible that at some time instance t 0 , the timer value that node v i records for v j is different from the one v j holds for v i .
Timer update
Let t vi (v k ) denote the time elapsed since node v i made contact with node v k , where t vi (v i ) = 0. Local timer values for each node are incremented after every time unit, (e.g., 30s, 60s etc. depending on devices). When two nodes v i , v j come into contact (within transmission range), v j updates its timer values according to the following rule:
where t av is the measure of distance between two nodes when they are within each others' transmission range. Every node performs this update when it comes into contact with another node. The value of t av is a small constant greater than zero but less than or equal to one time unit (increment by which local timers are updated) i.e. t av ∈ (0, 1]. Note that it is a different definition of t av from that in [14] where the value of average time required to travel between the two nodes is included. A small value of t av Therefore, value of t av > 0 creates a gradient in a connected subset of nodes. Figure 2 shows an example of how the timer values are updated according to rule 1, when two nodes come within each others' transmission range. In this case, the network comprises of four nodes. Each node maintains timer values for itself t vi (v i ) = 0, and the nodes in the rest of the network. t av , is set to be equal to 0.1 for the purpose of illustration.
The timer values at each node v i , where i = 1, 2, 3 and 4 are shown in a vector of the
Additional timers at the time of contact
MOEME also employs two additional arrays of timers MT and RT, at each node v i ∈ V . Both the arrays contain information that depicts the view of the network each v i observes, just before the time of contact with another node v j ∈ V − v i .
1.
MT records the values of all the timers that node v i has for all the other nodes in the network, just before the time of contact. resents the identity of a particular node, e.g. MT [3] shall access the value in MT for node number 3.
Time since last contact and threshold parameter matrix
Each of the nodes v i ∈ V record the time elapsed t l , since it last contacted some other node in the network. When a node v i comes into contact with another node v j , t l is set to zero for both the respective nodes. Hereafter, the value of t l keeps climbing with incremental time units until another contact occurs for a node.
Each of the nodes also has a copy of threshold parameter matrix Θ, which is unique 
Learning the threshold parameter matrix
In MOEME, each node v i ∈ P strives to estimate the relative direction of motion of the other nodes in the network. In order to do this successfully, these NOIs keep a copy of the threshold parameter matrix. MOEME learns this parameter matrix Θ offline by applying logistic regression on data extracted from mobility traces. The novel aspect of the proposed scheme is the fact that it is completely distributed in nature. NOIs can locally make estimates for the directional mobility of other nodes in the network. There is no centralized agent, thereby making the scheme robust and fault-tolerant.
Logistic regression
The objective of machine learning algorithm logistic regression, is to produce a threshold parameter vector θ that minimizes an appropriate cost function J(θ) for a subset of the given data [15] . 
Sigmoid function
It has been shown that a naive linear hypothesis
where,
, will work poorly in the case of classification problems, although it works well for linear regression [16] . Therefore, in order to get a better estimate, the sigmoid function is used and the hypothesis is defined as
Cost function and gradient
The data set used comprises two columns, x 1 and y. At each time instance, for each pair of nodes, x 1 and the corresponding y values are calculated. y can take values either 0 or 1, where 0 means the nodes in consideration are in reality moving away, whereas 1 means they are moving closer. We use the notation x i and y i to denote the i th example in the training data set, i.e. the i th row in the data set. Simply minimizing the sum of the squares of errors, where errors are usually defined as a difference in the actual y and the guessed values, shall not work [16] . Logistic regression algorithm fails to find a suitable global minima as the resulting cost function in that case is not convex.
To resolve this problem, a better cost function that is shown to have a global minima is used;
and the gradient of the cost is a vector of the same length as θ where the j th element for (j = 1, 2..., n) is given by
The cost function in Equation 6 captures the notion of penalizing the learning algorithm when it makes a wrong prediction. Consider the case when y = 1 in the learning example and the hypothesis outputs h θ (x) = 0, thereby making a wrong prediction. Therefore, the term − log(h θ (x) in the cost function will be − log(0), which approaches infinity. However, contrary to this, if the hypothesis produces h θ (x) = 1, which is equal to the original y = 1 label, then the cost drops down to zero. The same reasoning can be applied to show the desired behavior of the cost function when y = 0.
Execution of the algorithm, on a subset of the data a threshold parameter vector θ is obtained which minimizes the above mentioned cost function J(θ). All such threshold parameters obtained from different subsets of data form the threshold parameter matrix Θ.
Feature selection
The choice of features in any machine learning algorithm play a pivotal role in the overall performance and accuracy of learning. We carefully selected the following features to use:
1. Time since last contact, t l ;
2. Node's timer value for the node in consideration, v i (v k ); and
3. Contacting node's timer value for the node in consideration, v j (v k ).
The rationale for using v i (v k ) and v j (v k ) is the fact that the difference of these two values gives us an indication whether the node in consideration is traveling towards or away from v i . If v i encounters a contacting node v j which has a lower timer value for the node in consideration v k , then intuitively v i should be moving closer to v k .
However, if v j 's timer is higher, then for most of the times an opposite inference can be made. We also make use of t l , though this feature is not fed into logistic regression directly. We primarily use it to filter the data and run the algorithm on a subset of the data. It has been observed that the difference,
, which forms the column values x 1 , contains more accurate information when t l was small. This fact is also intuitive because with the passage of time the information becomes stale and less reliable.
Real-time estimation of directional mobility
Estimation at NOIs
As the nodes in the network move around and come into contact with each other opportunistically, they exchange information about their timers and update MT and RT. When a node v i ∈ P wishes to estimate the relative directional mobilities of the rest of the nodes in the network it first calculates the difference of arrays,
that it maintains. The subscript i denotes that the above expression is evaluated for the i th node. The node then checks its t l value, i.e., how long ago did v i make its last contact with some other node in the network. Based on the current t l value, v i chooses the corresponding t th l row (θ T ) from the threshold parameter matrix Θ. Now if v i wishes to make a prediction about the direction of motion for node v j , it calculates the following:
The index j fetches the ∆T i value for v j . Subsequently, this z value is used in Equation (5) to get g(z). If g(z) is greater than or equal to zero, node v i estimates the direction for v j as approaching closer, whereas, g(z) less than zero would mean otherwise. MOEME repeats the above mentioned procedure for each v i ∈ V − {v i }.
Time complexity and scalability
MOEME is extremely lightweight in terms of computation. The processing that a node v i ∈ P has to do to estimate the direction of motion of another node v j ∈ V − {v i }, comprises a fixed number of computational steps. The first step is simply taking the difference of two values to obtain a real number: ∆T i [j]. The computation in Equation (9) is a multiplication of two 2 × 1 vectors, where the elements of the vectors are in R. Finally, the computation of Equation (5) is also a fixed number of arithmetic operations. In order for a node to compute the direction for all the other nodes, the above mentioned steps shall be repeated n − 1 times, where n is the number of nodes in the environment. Therefore, the time complexity of MOEME for real-time estimation of directional mobilities is O(n).
The machine learning algorithm used in this paper is lightweight and is essentially an offline training algorithm, which can run on a server machine. Therefore it does not affect real-time performance of MOEME. The machine learning algorithm we use is fairly quick and is able to train a data set with e.g., 18 × 18 × 90 × 2 = 58320 (nodes × nodes × trace duration in minutes × 60/30) rows in under 3 minutes on a 2.4 GHz processor and 2 GB RAM, to produce a resultant threshold parameter matrix.
This analysis shows that MOEME can run with blazing fast performance on present day smart phones, that usually have processor speeds on the order of GHz. Therefore, MOEME is scalable to mobile environments consisting of nodes on the order of hundreds.
Direction estimation with orientation sensor
Thus far we have described a methodology to predict the directional mobility and count of nodes in a spatiotemporal region. However, the directional mobility is limited to estimating whether the nodes in question are moving towards or away from a node of interest. In this section, we detail the use of the orientation sensor on smartphone devices to get additional information about the angle of movement of a node.
Local orientation readings on a device
Modern smartphones are equipped with orientation sensors. For example, an Android device can make use of getOrientation in the SensorManager API [17] to get information about its orientation. In this paper, every node v i maintains a local orientation reading, which is essentially its own bearing value measured with respect to the magnetic north. We use the bearing values rounded to the nearest integer and are in the range [0, 360). The value 0 corresponds to the the true magnetic north and the bearing increases when the device rotates eastward (clockwise). Figure 3 depicts the orientation coordinate system used in this paper. 
Sharing of orientation information
In a mobile environment the nodes move and often make contact with other nodes when they come within each other's radio communication range. A contact is an event where the nodes may exchange relevant information that can potentially help in achieving some goal. In this paper, we use the notation b vi (v j ) to denote the bearing value that node v i maintains for node v j . In other words, it is the absolute orientation of node v j , perceived by node v i . When the two nodes v i and v j come within each other's communication range, they inform the meeting node about their own orientation, i.e., the local bearing reading b vi (v i ) at v i is given to node v j and vice versa. Moreover, much like the discussion in Section 3.5, each node maintains orientation information not just about itself or the meeting node, but about every other node in the network.
Initially, every node v i ∈ V in the network starts by keeping track of its own local bearing value using the orientation sensor. The bearing values for all other nodes at this node are initialized to -1, which means they are irrelevant and cannot be trusted.
During the course of time, when the nodes move and a node v i ∈ V makes contact with v j ∈ V , then the node v j updates the orientation values according to the following bearing update rule:
The above update rule means that a node will prefer more recent perspective of orientation values that may be brought to it by other nodes in the network.
Prediction criterion and features
As time progresses, the nodes in the network share timer and orientation information among themselves, it is of interest to know whether the orientation information they maintain about other nodes is likely to be less accurate and hence a lower trust value. Intuitively, if the orientation information was updated long ago, then it should not be trusted. However, we relax the prediction criterion and instead of predicting the exact orientation angle of the nodes, we will tolerate the error within bounds.
In order to understand the scope of prediction consider the following function,
that maps the integers between the range [0, 360) to four different quadrants(divisions).
Now, suppose the predicted bearing value at a node
, then we term the prediction as correct. In other words, it means if the predicted value and the actual value fall in the same division then the prediction is deemed correct. Note that, a different prediction criterion can easily be chosen by using a function Q(x) with a different (smaller or greater) number of divisions. In this paper, we have chosen four divisions as they naturally correspond to the quadrants.
Moreover, note that it is not necessarily a very tolerant criterion, as the bearing values close to the boundaries i.e., 0, 90, 270 etc. may deviate only by a few degrees, and result in a wrong prediction. Figure 4 shows one such data set at a node that was obtained during the training process. It shows whether the orientation values at a node fall within the same division. It can be seen that for higher timer values the actual value of the bearing is likely to move out of the same quadrant/division.
Implementation
The architecture depicted in Figure 5 can be broken down into three major parts, i.e. Wi-Fi Direct, Network and Estimation, wherein each module is responsible to carry out a specific group of related tasks. MOEME is implemented and tested on Google 
Wi-Fi Direct module
Wi-Fi Direct lets mobile devices connect with each other directly without the need of an intermediate access point to over a 100m. The technology is available in Android versions greater than 4.0 and is supported by the above mentioned phones we use for implementing MOEME.
As part of MOEME the Wi-Fi Direct module is responsible for carrying out tasks related to establishing the connectivity with other nearby devices. Wi-Fi manager first tries to discover nearby peers by running a separate thread of execution. The interval between successive discovery initiations can be tweaked based on the environment, where a crowded environment would call for discovering often. Once the discovery returns a list of nearby devices, MOEME tries to connect to up to four available devices in the surrounding. This limitation on the design is placed to keep the implementation The information about connection setup or a disconnect is relayed via Wi-Fi Direct broadcast manager over to client/server maker. As the name suggests this sub-module is responsible for opening up server or client sockets depending on whether the connection earlier resulted in making a device a 'group owner' or not respectively. A group owner essentially acts as a hub, thereby routing messages among a peer to peer group.
Therefore, a group owner is responsible for running and terminating several worker threads, each of which talks with the respective client device. On the contrary, each of the client devices simply connect to the group owner and synchronize their local timer values.
Network module
The network module in Figure 5 shows the lower level networking layer. Sockets are essentially pipes between the estimation module and the Android framework, that carry streams of information wrapped around by conventional buffered readers and writers. The Android framework takes care of dealing with the low level networking i.e., sending and receiving the actual bits of information. Apart from this, the framework also monitors the state of several other ongoing processes, such as, peer listening and connection calls.
Estimation module
The primary purpose of MOEME is to estimate mobilities of users in the surround- Finally, the mobility estimator reads the most current view of the network and estimates the directional mobilities and orientation of the users it has information about.
The results of the estimation are then presented to the user in the form of Android activities. Which are basically a way for the user to interact with an Android UI. Android makes it easy for several applications to communicate with each other. Therefore, it is possible for other applications to use services of MOEME, given the correct privileges are in place.
Simulation and Analysis
Performance of prediction is evaluated for estimating direction, distance, and count of nodes within a certain region. The performance varies when there has been a long time since last contact (represented by time range) and when nodes are located physically further apart (represented by distance range). Extensive simulations are run on real as well as synthetic mobility traces. The real mobility trace has been collected from participants that carry GPS receivers which log position at 30 second intervals.
These traces are collected in five different environments, but we show representative results from a State Fair [18] in Figures 6 and 7 . State Fair's area is 500m x 500m and the nodes have typical walking speeds with recurrent pauses at different stalls.
In order to make a comparison with suitable number of nodes, track logs from each day are considered to be that of a separate user. These logs have durations from around one to twelve hours each day. We truncate all logs to 90 minutes during which 18 user devices record their location. As the trace logs have different durations, ranging from one hour to twelve hours, the logs were clipped to make the analysis consistent, i.e., for the first 90 minutes. For longer than 90 minutes, the number of nodes that log information for a longer duration decreases sharply. So we decided to use 90 minute duration with 18 logs available (instead of e.g. 4 hours duration with only 7 logs available for that duration).
Similar preprocessing steps were performed on the other four real-world mobility traces. We show the orientation prediction accuracy of MOEME for all of them in Figure 8 . Table 1 shows the number of nodes along with the duration to which each trace was clipped for uniformity. Synthetic mobility traces are generated using SLAW mobility model [19] with 20 nodes. Length of each step, and pause duration is different for all nodes throughout the trace duration, where we only specify the exponent of distribution from which a random value is selected for every node at every step. The environment is made further heterogeneous by changing velocity, minimum/maximum pause durations, and minimum step length for two classes of nodes i.e., 10 slow and 10 fast moving nodes.
Details about trace settings are provided in Table 2 . Figures 6 and 7 show the average of results at all nodes at different times. Since, the accuracy results belong to a Bernoulli distribution, the 99% confidence interval are ex- Therefore, the confidence intervals are not plotted. Parameters used for prediction are t av = 3min and the linear fit line to compute timer thresholds based on distance threshold is distance = t vi (v j ) + 28. This line is based on linear fit between square root of timers [3] and actual distances between nodes in the state fair trace. Thus, to estimate if distance between two nodes is less than a specific value, we check the node's timer if it is less than the value satisfied by the above equation 3 . We make predictions for three measures:
Simulation setup
1. Direction: relative direction of users with respect to NOI; 2. Distance: distance of a user from NOI to be less than a specific threshold, 3. Count: number of users whose distance from NOI is less than a specific threshold; and 4. Orientation: the absolute bearing value of users predicted at a NOI.
The prediction of above measures is analyzed against two variables: distance range and time range. For example, when distance range is 200 m, it means that the prediction is made for a selection of users that are within 200m of any NOI. When time range is 10 min, it means that the prediction is made for a selection of users whose timer value has been updated at the NOI within previous 10 min. Thus, a smaller time range means that prediction is made for a selection of users about whom some information (the 3 The unit of distance and time is in meters and minutes respectively 20 time value) has been updated recently. Intuitively, prediction for small values of time range and distance is better because it means that the user is situated nearby and the information (time value) about the node has been updated recently. 
Direction estimation
From the logistic regression model, we find different values of θ specific to state fair trace for different values of time since last contact. In order to generalize, we find that use of θ 0 = 0 gives good results for both the state fair as well as synthetic mobility models. This simplifies to simply using MT-RT, and inferring the movement of user to be moving close to NOI for positive difference in timers. Figure 6c shows the precision, recall and accuracy for all users (i.e. the results are average by considering each user to be the NOI) at different distance ranges. Precision and recall show the efficiency of prediction when a specific user is moving closer to the NOI. The recall is greater than 90% at all distance ranges, however, precision and accuracy drop from 90% to 75% when the distance range increases from 100m to 300m. This is because, for users that are further away, it takes longer for new information to reach a NOI. However, even a 75% accuracy is extremely useful as there does not exist any other mechanism to estimate direction of users in physical proximity by using the opportunistic transfer of information and without any GPS device.
In contrast to prediction robustness against users that are located further away, time since last contact (represented by time range) sharply decreases the precision and accuracy. This is reflected in Figure 6d , where prediction accuracy drops from 90% to 50% in just over 2.5 minutes. This is because there is almost zero correlation in direction of user movement between two instants of time separated by more than 3 minutes. We believe this is a special case of state fair traces and in other environments with directional flow, the prediction accuracy will drop more gradually. However, this effect needs to be tested based on collection of real mobility data from additional environments with directional flows.
Distance estimation
Since, the direction estimation is sensitive to time range, we estimate the distance of users in proximity. Thus, we find whether a particular user is within a specific distance of NOI where this specific distance is given by the distance range. Figure   6a shows that distance prediction (precision and accuracy) drops from 100% at 100m (100m is also the transmission range of NOI) to 80% at 300m whereas recall initially decreases to 80% but then increases back to 90% at distance range of 400m. The drop in precision and accuracy is intuitive but the increase in recall is an artifact of specific user mobility in the state fair trace and is a result of linear fit of: i) distance with square root of temporal distance; and ii) the space constraint of approximately 500x500m in state fair. Figure 6b shows that distance prediction is only moderately affected by the time range i.e. the accuracy drops from 0.80 to 0.77 when time range increases from 0 min to 25min. The reason is that even though users change direction a lot more rapidly (very likely in 3 min [ Figure 6d ]), they do not move out of a region that quickly. Thus a user within 400m of NOI is likely to remain in the region for another 20 minutes even though it may keep on changing directions more quickly.
MOEME scheme performs better in dense environments. With higher ranges, the latency for receiving timer values is larger in environments such as the ones we are targeting (parks, malls, streets etc.). With longer delays there is a higher probability that the user would change direction thus making it difficult to use the prediction made by MOEME. This is an inherent characteristic of human mobility in some dynamic environments. MOEME would perform better with high range if users do not change direction frequently.
Count estimation
In addition to the distance estimate, we also count the number of users within a certain region as defined by the distance range. Since, this count may not be exact, we test the prediction with different levels of tolerance i.e. a tolerance of 1 means that actual count and predicted count can differ at most by one. Therefore, prediction accuracy is higher when tolerance is 3 as opposed to 1. This is also reflected in Figure   7a . Similar to distance estimation, the count estimation is more robust to time ranges in comparison with distance ranges. When tolerance is 1, the count prediction drops to 50% at a distance range of 200m -but with tolerance equal to 2, the accuracy is close to 80% as shown in Figure 7a . Figure 7b shows the effect of time ranges. For tolerance equal to 1, the accuracy drops below 50% at 15min but at tolerance equal to 3, the accuracy stays above 80% for up to time range of 25% which is quite good.
In order to analyze the error in count more deeply, Figure 7c and Figure 7d show a histogram of different in actual and predicted count. As seen from the figure, the tolerance of 3 enables an accuracy of up to 80% in state fair and 70% in SLAW mobility model. The error in SLAW mobility is more dispersed as it is a random movement model and there is much less correlation in directions of user movement. 
Orientation estimation
The orientation of users is predicted at NOIs using the trained logistic regression model. The plot shown in Figure 8 is generated for users in five different real-world mobility traces. The simulation is run 1000 times, and in each run arbitrary NOIs are chosen that make predictions about the orientation of other nodes for the entire duration of the trace. It is observed that the prediction accuracy is 100% accurate when the timer information is just exchanged. This is because, the bearing values exchanged at the time of contact are fresh and depict accurate information about the actual orientation of nodes. However, the prediction accuracy drops as the temporal distance increases between the nodes. This means that no new information about the bearing values of the nodes in question is known, hence the prediction accuracy drops sharply. KAIST trace shows the worst prediction accuracy, and we believe it is because it has the maximum number of nodes for which the timer and bearing values are not updated soon enough.
Successful downloads in a video sharing application
In order to show an application of MOEME, a video sharing service is simulated in a mobile environment. At the start of the experiment, a cluster of three nodes is chosen, wherein each node downloads a chunk of video from the cellular network and maintains it for future downloads over speedy and free local Wi-Fi links. Other mobile nodes in the environment can download individual chunks of original video from the provider nodes if they come within communication range and the Wi-Fi link is not broken for the entire duration of the download.
As MOEME powered devices can estimate directional mobilities, a simple heuristic is used to improve performance. The provider nodes in the cluster estimate the direction of movement from each other and keep a memory of past λ number of same consecutive direction predictions. Figure 9 shows λ varying from 1 to 6 on the x-axis.
Provider nodes continuously monitor each other's movement. Suppose a provider node v i is found to move away from the cluster for λ consecutive predictions, a suitable cur- rent non provider node moving towards the cluster for λ consecutive predictions is identified to take over from v i as a new provider. Figure 9 shows the average successful percentage of downloads performed for 2000 runs of simulation. It is observed that, using a simple heuristic based on MOEME, for a communication range of 50 m, average number of downloads served is improved by more than 16%. The gain of MOEME over methods that do not use directional information is most noticeable for short communication ranges. However, it is observed, that the overall performance of servicing video downloads improves for longer communication ranges. This is because, link failures in such an environment are relatively less. Moreover, it is observed that with λ = 2, MOEME performs best and the performance asymptotically degrades with higher λ. This is because, it is a stricter condition and finding nodes that keep their relative directional movement constant over longer period of times are hard to find in a dynamic mobile environment.
Conclusion
This paper presents the first fully-distributed and real-time scheme to estimate direction, distance and users in the proximate environment as well as the count of users within a specific distance of any node of interest (NOI). The prediction of direction utilizes a logistic regression model and gives more than 77% accuracy for nodes within 200 m of the NOI whenever the NOI's timer is updated for a particular user. The estimates of distance and count are more robust even when no new contact has occurred in the past 10 to 15 minutes and prediction accuracy is greater than 80% for users with 300m of the NOI. The proposed scheme demonstrates similar performance in terms of prediction accuracy for real and synthetic mobility traces. It is also shown that MOEME can be employed to enhance the percentage of successful downloads by over 14 % for a video sharing service in a mobile environment. This opens up possibilities for intelligent resource allocation and event scheduling in various other multimedia applications.
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