A new computational algorithm is presented for the solution of discrete time linearly constrained stochastic optimal control problems decomposable in stages. The algorithm, designated gradient dynamic programming, is a backward moving stagewise optimization. The main innovations over conventional discrete dynamic programming (DDP) are in the functional representation of the cost-to-go function and the solution of the single-stage problem. The cost-to-go function (assumed to be of requisite smoothness) is approximated within each element defined by the discretization scheme by the lowest-order polynomial which preserve its values and the values of its gradient with respect to the state variables at all nodes of the discretization grid. The improved accuracy of this Hermitian interpolation scheme reduces the effect of discretization error and allows the use of coarser grids which reduces the dimensionality of the problem. At each stage, the optimal control is determined on each node of the discretized state space using a constrained Newton-type optimization procedure which has quadratic rate of convergence. The set of constraints which act as equalities is determined from an active set strategy which converges under lenient convexity requirements. This method of solving the single-stage optimization is much more efficient than the conventional way based on enumeration or iterative methods with linear rate of convergence. Once the optimal control is determined, the cost-to-go function and its gradient with respect to the state variables is calculated to be used at the next stage. The proposed technique permits the efficient optimization of stochastic systems whose high dimensionality does not permit solution under the conventional DDP framework and for which successive approximation methods are not directly applicable due to stochasticity. Results for a four-reservoir example are presented.
INTRODUCTION
The purpose of this paper is to present a new computational algorithm for the stochastic optimization of sequential decision problems. One important and extensively studied class of such problems in the area of water resources is the discrete time optimal control of multireservoir systems under stochastic inflows. Other applications include the optimal design and operation of sewer systems [e.g., Mays and Wenzel, 1976; Labadie et al., 1980] , the optimal conjunctive utilization of surface and groundwater resources [e.g., Buras, 1972] , and the minimum cost water quality maintenance in rivers [e.g., Dracup and Fogarty, 1974; Chang and Yeh, 1973] , to mention only a few of the water resources applications and pertinent references. An extensive review of dynamic programming applications in water resources can be found in the works by Yakowitz [1982] and Yeh [1985] . Before we proceed with the description of our algorithm and its innovations and advantages over existing methodologies, a brief description of an optimal control problem is given, and the available methods of solution and their limitations are briefly discussed.
A discrete time finite operating horizon optimal control problem can be simply stated as follows. Given an initial state vector x(0), find a policy, i.e., a sequence of controls stead, the whole optimal control policy over all states is required, so that integration over the range of states at the next stage can take place for the minimization of the expected cost. Thus apart from some approximate methods such as the small-perturbation approach of Kitanidis [1987] , the "parameter iteration method" of Gal [1979] , and some other methods reviewed in the work by Yakowitz [1982, section 5], the conventional discrete dynamic programming approach remains the only universal approach to stochastic optimal control problems (see, for example, Larson and Casti [1982, p. 120 
]).
This 'essentially limits the dimensionality of the systems that can be solved under an explicit (and not implicit) stochastic framework. According to Yakowitz [1982] , ..,-two reservoir systems are the largest to be reported solved by stochastic dynamic programming, whereas we have noted that deterministic reservoir systems of up to 10 reservoirs have been solved. This observation points to the motivation for making the deterministic assumption and underscores the need for research ideas for overcoming the computational burden of the stochastic case.
In thi s paper, we present an alternative DP 'technique which c.ombines elements of conventional DDP (i.e., discrete statespace .and backward stagewise optimization) with elements of constrained optimization 0,e., nonlinear programming with linear equality constraints) for the derivation of the optimal control over the continuous control space. The idea behind our method is that the cost to go and optimal control functions are approximated (within the hypercubes defined by the state discretization scheme) with piecewise Hermite interpolating polynomials. This higher order of approximation permits the use of fewer state discretization nodes (and therefore reduces the fast computer memory requirements) while still achieving high-accuracy solutions. Also, the continuity of the first derivative of the Hermitian approximation functions permits the use of efficient Newton-type schemes for the stagewise optimization.
The idea of interpolation in dynamic programming is not new. Bellman and Dreyfus [1962, chapter 12] used orthogonal polynomials for the approximation of the cost-to-go function. This global approximation, however, has several disadvantages as compared to local approximation. The main disadvantage is that functions hard to approximate in a particular domain of the state space will result in a poor approximation over the whole domain. Also, for fast changing functions, osciliatory approximations may be obtained unless many terms are used. Daniel [1976] and Birnbaum and Lapidus [1978] recognized the importance of using local approximations and explored the use of multidimensional B splines [e.g., Schultz, 1973] . Although splines provide approximations with continuous first and second derivatives, the first derivatives at the nodes are not explicitly preserved. This is important for optimal control problems where eventually only the first derivatives (and not the values of the function) are used in the computation of the optimal control. Besides, in many cases, the optimal knots of the splines must be determined (a time consuming process) or estimates of the derivatives so that a good spline approximation can be obtained. Of course, spline approximation permits the use of Newton-type methods for the stagewise optimization. This issue, although recognized by Birnbaum and Lapidus [1978] , was not further explored in their work.
The algorithm proposed in this paper is similar in motivation but different in techniques from all previously proposed methods. It is termed gradient dynamic programming (GDP) because the gradient of the cost to go and optimal control functions with respect to all state variables are preserved at all nodes. This algorithm was briefly introduced by the authors [Kitanidis and Foufoula-Georgiou, 1987] in an effort to obtain methods with smaller discretization error than conventional DDP. In that work, however, only single-control optimization problems had been considered and the emphasis was on comparing GDP and DDP through an asymptotic error analysis. The encouraging theoretical and numerical results, namely, faster convergence to the "true" control policy and reduction in dimensionality in the sense that fewer nodes are needed to achieve a given degree of accuracy, motivated the extension of our efforts to the optimization of multistate, multicontrol systems. In the present paper, we present the methodology of GDP and the technical issues involved in its implementation.
The application of the proposed method to the deterministic and stochastic optimal control of multireservoir systems is For a deterministic system, w(k) is a known input vector, e.g., mean inflows during period k. For a stochastic system w(k) is a random vector with known probability density func-tion p(w(k)). Without loss of generality we may assume that the random vectors w(k), k = 1, ..., N are independent of each other. Note that serially and cross-correlated inputs can be accounted for through state augmentation.
where at and [i are vectors of given probabilities. Then, based on the known probability distribution function of x(k q-1), the deterministic equivalents of the above chance constraints are used in lieu of (3b).
System Dynamics
Consider a system whose dynamics are described by the state transition function T k such that x(k + 1) = Tk(x(k), u(k + 1), w(k + 1))
(1) k=0,1,'",N--1 Note that T k is an n-dimensional vector function dependent on the stage k. In the developments that follow we restrict our attention to linear dynamics. This limitation is mainly imposed from a desire to have only linear constraints at the optimization step. A commonly used formulation of (1) in reservoir systems is We will briefly describe here an active set strategy which was found to work well with sample problems. Active set methods [cf. Luenber•er, 1984; Fletcher, 1981] have unique computational advantages. The inequality constraints are partitioned into active (treated as equality constraints) and slack (essentially ignored). The working set is adjusted at each step of the iterative solution procedure. The basic components of an active set method are (1) determination of the current working set of active constraints by applying an e•cient procedure for adding and dropping constraints from the previous working set and (2) a procedure for moving toward the optimum subject to the constraints prescribed by the current working set. Active set methods are much more e•cient than branch-and-bound procedures but may fail to converge ("zigzagging"). For their convergence to be guaranteed, some weak convexity requirements must be met [Fletcher, 1981, p. 113] . These conditions are usually met in applications and the popularity of these methods has increased significantly in the last ten years. In the reservoir operation problem they are often used in conjunction with successive approximation methods [e.g., Murray and Yakowitz, 1979; Georgakakos and Marks, 1985] . Sometimes, minor refinements based on an understanding of the problem at hand may be needed to guarantee convergence and improve efficiency. Lenard [1975] presents a computational study of active set strategies and suggests that highest efficiency is achieved by starting with as small a set of active constraints as possible.
Let Gu ( According to the active set theorem [Luenberger, 1984, p . 329], convergence will occur after only a finite number of working sets. Within a working set a Newton-type method guarantees quadratic convergence to the optimum. In theory, the correct sign of the Lagrange multipliers, which determines which constraints are dropped from an active set, is only guaranteed at the exact global optimum, and therefore acceptance of a new optimum solution does not guarantee that the current working set will not be encountered again. In practice, however, zigzagging is rarely encountered and in most cases the active set method works very effectively.
Computation of the Jacobian du•*/dx
The optimum un*(x(k -1)), abbreviated as un*, must satisfy the Kuhn-Tucker condition at any point x = x(k -1). In this case, assuming that Gu = d represents the active constraints at the optimum, one has Repeat steps 0-8 for all stages, i.e., for k = N, ..., 1.
Step 10
The final step involves a forward run to determine the optimal trajectory given an initial state vector x(0). For the deterministic case, the optimal trajectory over the whole operating horizon can be obtained at once. Notice that due to the approximation of the cost-to-go functions, F(x(0)) will be approximately equal to the total cost computed using (6) or (7). For the stochastic case only the total cost F(x(0)) and the first-stage optimal control •*(1) can be determined since the future optimal controls depend on the yet u•nknown future inputs to the system. At the end of the first stage, however, the system is usually observed and the new starting vector x(1) determined. At this point a new stochastic optimization problem has to be solved for (N -1) operating periods and a*(2) is thus determined. If the system is not observed at the end of each operating period then a "suboptimal" trajectory can be obtained by making use of the mean values of the stochastic inputs. Note that this trajectory will not be the same as the and still obtain the same accuracy in the solution. Hence, the overall reduction factor is (1 + n)/c"and the value of c depends on the smoothness of the cost-to-go function. It is worth noting that in most cases in practice, the dimension of the optimization problem (n) will be larger than the number of actual reservoirs involved, since augmentation of the state space is needed to account for serial correlations in the inflows. Also, note that the total computational time of GDP although it does not suffer from the exponential increase due to the discretization of the control, it might be of comparable size to that of DDP due to the larger computational time At2. racy. The common approach to pdf discretization has been the use of equal probability intervals (usually five to ten) independently of the degree and smoothness of the cost-to-go function on which integration is performed (see, for example, Weiner and Ben-Zvi [1982]). As it is shown however in Appendix E, for a normal or lognormal pdf of inflows only two (or three) appropriately chosen nodal points can give exact integration of the pdf on functions of up to third (or sixth) degree (Hermitian integration). For an n-dimensional optimization problem, the piecewise Hermite approximation involves piecewise incomplete polynomials of degree (n q-2) which reduce to third degree polynomials along each direction [-see Kitanidis, 1986 ]. Thus for lognormally distributed inflows and cost-to-go functions Fk of appropriate smoothness, a three-point pdf discretization scheme will be exact for polynomials of up to degree (2n --1) (see Appendix E).
APPLICATION OF GDP TO MULTIRESERVOIR OPTIMIZATION
The GDP method is now applied to a multireservoir optimization problem. The purpose of this illustration is to demonstrate and test the applicability of the GDP algorithm to deterministic and stochastic optimization of multidimensional systems and provide grounds for discussion. No attempt is made to compare the proposed algorithm with other existing methods mainly because the only method that comparison would be appropriate with is the conventional DDP which would be computationally prohibiting for a large-dimensional system and a state discretization grid fine enough to assure accuracy in the solution. Such a comparative example has been presented for a one-dimensional study by Kitanidis and Foufoula-Georgiou [1987] . In that study, the conventional DDP and GDP algorithms were compared in terms of performance (i.e., convergence to the true solution) for both deterministic and stochastic optimization and for various discretization schemes. Under appropriate smoothness requirements for the cost-to-go function, the results of the onedimensional case (i.e., good performance of GDP even with coarse discretization schemes as compared with DDP with much finer discretization) are expected to carry over to multidimensional systems as well.
The system chosen for illustration is the four-reservoir problem of Figure 2 which has served as an illustrative example in many studies. This example was first introduced into the literature by Larson [1968] for the purpose of illustrating the method of incremental dynamic programming. Subsequently, Heidari et al. [1971] used it as an example for discrete differential dynamic programming, Chow et al. [-1975 ] for comparing computer time requirements of several algorithms and Murray and Yakowitz [1979] for constrained differential DP, to mention only a few studies. First, the basic system will be presented and then optimized under various cost function and constraint sets. The experiments have been designed so that discontinuities are progressively introduced into the cost-to-go function through tighter constraints and their effects on the proposed optimization algorithm studied. Note that even when the constraints on the control can be completely relaxed, the constraints on the state are needed because they define the feasible space of interpolation. The starting vector is x (0) = (6,6,6,6 The starting vector is x(0)=(6,6,6,6). State discretization Ni=3. Approximate cost F* as defined in Table l -(1, 1, 1, 1) .
Notice that these results are exact even for three discretization nodes, since the initial condition of almost empty reservoirs defines an optimal trajectory which does not involve in the interpolation any state vector affected by the constraints. For the stochastic optimization, probabilities % =/g• = 0.05, j = 1, ß .. 4 were used for the deterministic equivalents of the chance constraints in (5a) and (5b), that is, the acceptance probability of violating any of the probabilistic constraints on the releases was set equal to 5%. The results for an initial vector x(0) --(6, 6, 6, 6) and for a three-node state discretization scheme are given in Table l Table 2a reports the results of the deterministic optimization of the system for an initial state vector x(0) = (6, 6, 6, 6) and for a state discretization scheme consisting of three nodes. The exact solution has again been obtained through nonlinear optimization. It is observed that even for such a coarse state discretization scheme (N i -3) The stochastic optimization results for lognormally distributed inputs and two vectors of standard deviations are presented in Table 2b . As in example 1, the probabilistic constraints on the releases have been converted to their deterministic equivalents using a probability of 5%. As was expected, the stochastic optimal control u*(1) and the total approximate cost F* deviate from their deterministic counterparts, the deviation being larger the larger the variability of the stochastic inflows.
CONCLUDING REMARKS
A new computational algorithm for the discrete time optimal control of systems separable in stages (i.e., sequential optimization) has been presented. The method, termed gradient dynamic programming (GDP), is believed to provide a valuable tool for the stochastic optimal control of multidimensional water resources systems. The computational burden of explicit stochastic optimization methods (namely, the conventional stochastic DDP) and the existence of many efficient methods for the deterministic optimization of large systems has many times motivated the deterministic assumption of systems which are clearly stochastic. The practical implications of such "suboptimal" operation rules have many times been emphasized in the literature (see, for example, Weiner The starting vector is x(0) = (6, 6, 6, 6). All other variables have been explained in Table la . 
