Abstract. If Newton's method is employed to find a root of a map from a Banach space into itself and the derivative is singular at that root, the convergence of the Newton iterates to the root is linear rather than quadratic. In this paper we give a detailed analysis of the linear convergence rates for several types of singular problems. For some of these problems we describe modifications of Newton's method which will restore quadratic convergence.
IntrOduction. Suppose F is a Fr6chet differentiable mapping between two
Banach spaces E1 and E2 and suppose x* E1 is a solution of (1.1) F(x*) 0. This root is called isolated if and only if the derivative at the solution, denoted F'(x*), is invertible. For isolated solutions, modest additional continuity conditions on F'(x) insure that Newton's method (1.2) Xi+l Xi-F'(xi)-F(xi), 0, 1," will converge to x* provided IIx0-x*ll is sufficiently small [12] . Indeed 
if F'(x) is
Lipschitz continuous then the convergence is quadratic' (1.3) IIx,+ -x*ll<-gllx,-x*llz, i=0, 1,. .. This result is essentially the well-known Kantorovich theorem [9] .
A root x* at which F'(x*) fails to be invertible is variously denoted non-isolated [10] , multiple [13] , or singular [2] - [4] , [6] - [8] , [14] - [15] , with the latter term employed here. A study of the convergence properties of Newton's method at singular points was first initiated by Rall [13] . It is well known that at branch and limit points of nonlinear functional equations the first Fr6chet derivative is singular and an interest in the computation of such solution points [5] , [11] , [16] , [17] has provided much of the motivation for the more recent attention directed toward singular Newton's method problems [1] - [4] , [6] - [8] , [13] - [15] .
The types of convergence behavior previously known for these singular problems may be roughly described as follows. The Banach space E is written as a direct, which F'(x) is singular. Hence initial guesses must be chosen from some region about x* in which invertibility of F'(x) is assured. Second, one must show that subsequent iterates are well defined, that is, they remain in some region of invertibility.
The results of 2 and 3 do not involve Newton's method and as such may be of independent interest. In 2 we assume the singularity of F'(x*) is that of a Fredholm operator of index zero, and then characterize the invertibility of F'(x) in terms of a related finite dimensional operator ("Shfir complement") acting on the null space N.
Where invertible, an expression for F'(x) -1 is determined. The technique employed to determine invertibility was developed in the context of bifurcation theory [10] and has also been employed in the study of Newton's method in n [7] . In 3 we study the problem of determining appropriate regions in which the operator F'(x) is invertible. In [7] , a more general formula for regions of invertibility for a class of finite dimensional problems was presented. It is likely that this analysis would carry over to our setting. However, the regions we employ are simple to construct and are adequate for an analysis of convergence rates. The results clearly indicate the dependence of invertibility regions on the detailed structure of F'(x). Section 
is non.singular (viewed as a mapping from N1 into Na 
Pro@ We consider the operator M "X1 N1 X. Na defined by 
which from the definitions (2.11) yields the conclusion (2.8).
This result now shifts the question of invertibility of F'(x) to that of D (x).
3. Regions of invertibility of F'(x). As we must now introduce more notation we first take the simplifying step of setting E1 E2, eliminating the subscripts on projections and subspaces. At any stage the method of their reinstatement should be clear.
We set x -x* and define the candidates for regions of invertibility as
Here rn _-> 1 and 0 will generally be required to be small. As will be seen later, the slowest convergence behavior for Newton's method is to be expected in the null space directions, motivating the choice of regions "weighted" toward N. The approach will be to choose the smallest m still guaranteeing invertibility.
We define 3k(X) as any element of E or any operator on E whose norm is at least O(llx -x*ll). At times this order symbol is used in the following extended sense.
In writing, say, F(x)=F2(x)+lk(X), it may occur that Fz(x)-o(llll) in which case the previous equation merely states [[F(x) l[ is at least order k. Now for some p _>-1, and n _-> p we may write 1 F(+X)(x,)(, 
With this in mind we see that
It should be noted that rn is not yet determined, and the choice of m to be made shortly may force the last order symbol to be the dominant term in one or more of (3.7).
Assuming O so small that A-a(x) exists we have
The nonsingularity of the dominant term of (3.9) will be shown to be sufficient to guarantee the invertibility of D(x). We isolate the term we shall later require to be dominant by defining the operator H(x) as:
la (x) if a7 </7 + t?, 
where (3.14)
r=min(d+m-l,b+c+m-l,b+?+m-l,b+c+2(m-1)). It is often possible to get an explicit formula for m as we show in COROLLARY and we see the minimum choice of q will achieve equality, resulting in (3.18). 1 We note that the type of problem covered by case (3.16i) was considered by Reddien [14] and Decker and Kelley [2] when d 1 and by Reddien [15] and Griewank [7] Lemma 3.11 to ensure that the invertibility of D(x) is guaranteed by the nonsingularity of H(x). [3 Finally we note that our study of the invertibility of/ (x) is incomplete in at least the follow.ing respect. The operators H(x) and/-(x) attempt to focus on the dominant term of D(x). Suppose that the third alternative in (3.10) arises but the composite operator e(x)ff'-l(x)=-0. It may then be that the dominant order term lies in one of the order symbols of (3.9). The procedure for the expansion of/(x) is straightforward, however, and a direct inspection in such a case will readily identify the correct leading term.
4. Newton's method. In this section we determine a formula for successive Newton iterates that will be widely employed in subsequent work. When F'(x) is invertible, the next Newton iterate is defined as Note that these new order symbols do not commute while the fl-symbols do. 
But then an examination of (2.8) shows the first three terms of F'(xo) 
Pxl flo+l(xo).
The conclusions of the theorem now follow from (5.18)-(5.19) in precisely the same fashion detailed in the previous proof. U A similar result was derived in Reddien [15] In addition, the convergence rate obtained corresponding to (5.10) We conclude this section with some remarks on the geometric isolation of the root x* [10] . From Theorems [3] . We now extend this result to problems with p > 1. Turning to Newton's method and denoting Xo x, x y, (4.8) yields
Using (3.3), (6.8) and (6.10) we can rewrite this as
We shall now make use of the fact that for x W(p, O, 2)' Do(x) 0flo+2(x) since Do(x)=O. The expressions (6.13)-(6.14) used in (6.12) result in =p + 1F,(x)_lDo+l(x) +Oy(x)+yo(x) (6.15) 
p+2
But from (6.5) and (6.9) we sharpen (6.10) to (6.16) PuF'(x)-lPu=Do+l(x)-l+O_o_l(x), (6.17) PxF'(x)-IPu -l(x).
These two relations allow one to deduce from (6.15) that 
The proof is similar to that of the previous result but considerably more complicated and is omitted in consideration of its length. I-1 We note that r->p and point out two special cases. 7. Acceleration of convergence. It is the rapid quadratic convergence, in the nonsingular case, that makes Newton's method attractive for a broad class of problems. The major distinguishing feature of singular Newton's method problems is their overall linear convergence rate, and hence schemes that could return quadratic convergence for such problems are of strong interest. This question has a well known answer in the scalar case [13] . Suppose (7.1) f" [-> R, f(x*) 0 and for some p -> 1 (7.2) fJ+l)(x*) 0, f 0,. ., p 1, fP+X)(x*) O.
Then regular Newton's method converges linearly with rate pip + 1, while the scheme (7.8) / (x) Da(x + Da+ (X Ca (x )ff'-lBb (x + Jt +2(x) and Da(x) is invertible so" (7.9) 
One may directly verify by the Banach Lemma that (7.10) and hence (7.11) 
In this case the expression for F'(x) -a given by (2.8) becomes 
Simplification of (7.24) results in
Once again the second term on the right-hand side of (7.25) 
F.2 2, F(x)=(f(x,y)) (x+hl(x,y))
\f(x,y) h(x,y)
We shall require that: given in Table 2 . We next consider the acceleration schemes for the two previous examples. Example 3 (Theorem 7.4). The mapping is that of (8.4) and we choose the same initial guess x0=(.1, 1)7". We list in Table 3 the quadratically convergent iterates xi (xi, yi) obtained by using (7.6) . The intermediate quantities y and zg are not given here. Table 6 indicates a quartic bound given by (6.22 ).
