Abstract-Time-to-collision provides vital information for obstacle avoidance and for the visual navigation of a robot. The original contribution of this paper is to demonstrate with sequences of real images that time-to-collision can be robustly and accurately recovered with a single calibrated camera, using first order models of the motion field.
existing models of the quality of range data from stereo vision and AM-CW LADAR, then used these models to derive a new model for the quality of a simple obstacle detection algorithm. This model predicts the probability of detecting obstacles and the probability of false alarms, as a function of the size and distance of the obstacle, the resolution of the sensor, and the level of noise in the range data.
We evaluated these models experimentally using range data from a total of 850 stereo image pairs of a gravel road with known obstacles at several distances. For stereo pairs at both 60 x 64 and 120 x 128-pixel resolution (reduced down from an original 480 x 512 by image pyramid transformation), we found that the modal value of the sample standard deviation of disparity was less than 0.05 pixels. For the field of view (40 degrees) and baseline (35 em) used by the stereo system, this corresponds to a standard deviation of range measurements of between 25 and 50 em at a distance of 20 m. We also found spatially correlated errors and notable systematic errors in the range data. For the quality of obstacle detection, our experimental results for detection and false alarm probabilities matched fairly well with predictions of the model. As a concrete example, we applied the obstacle detectability model to estimate detection and false alarm probabilities given the sensor and actuator characteristics of an existing military robotic vehicle, for a vehicle velocity of 10 km/h and an obstacle height of 30 em. At this speed, the vehicle would have to look 8.4 m ahead in order to see the obstacle in time to stop. At that distance, for 60 x 64 resolution the detection probabilty was 0.89, but the expected number of false alarms over a reasonably sized image window was 9. This is undesirably high. For 120 x 128 resolution, the detection probability rose to 0.99 and the expected number of false alarms dropped to 0.03; these values are reasonable. Overall, these predictions are roughly in accord with our qualitative impressions from operating the vision system on the vehicle in question.
We draw two main conclusions from the results. First, the statistical modeling effort shows promise for being useful as a practical design tool, because it can be used to predict the reliability that will be achieved for specific resolutions or thresholds. Second, our experimental evaluation methodology gives valuable, quantitative measures of actual obstacle detection performance, independent of the predictive modeling issue. The experimental results also revealed artifacts in the range data that suggest areas for future algorithm research.
In the future, we plan to refine the statistical performance modeling and evaluation work begun here and to use it to I) measure progress on stereo vision algorithms, 2) compare the performance of stereo vision with daylight cameras to other range image sensors, and 3) evaluate the performance of more elaborate obstacle detection algorithms. Also, we believe that quantitative, statistical performance models like those presented here are essential ingredients in algorithms for intelligent control of perception, or "active perception." We have begun to apply these performance models to perception control in [2] .
I. INTRODUCTION
One of the main goals of a vision system is to deliver the information necessary to interact with the environment in real time. Robotic applications often require the complete recovery of 3-D structure and motion. Yet it appears that many biological vision systems possess some "goal-oriented" mechanisms that provide fast and reliable knowledge for a specific task. 1042-296X/94$04.00 © 1994 IEEE time-to-collision is one of these mechanisms. Time-to-collision is the time needed for the observer to reach the object, if the instantaneous relative velocity along the optical axis is kept unchanged. Measuring distances in temporal units may be an advantage when performing visual tasks such as landing an aircraft or braking [9] . The estimation of time-to-collision should allow an unmanned vehicle, navigating in an outdoor environment, to avoid hazardous obstacles that could cause a crash. Subbarao [16) has derived theoretical expressions of bounds on time-to-collision of a single object moving in the scene, using the first-order derivatives of the optical flow. Tistarelli and Sandini [18) have recently described the estimation of timeto-collision using a special sensor based on polar or log-polar representation. The computation of time-to-collision for every point in the image is based on the derivatives of the optical flow, and thus is sensitive to noise. Even more recently, Cipolla and Blake [6] have proposed estimating the parameters of an affine model of the motion field of a tracked object. With some additional knowledge the method can yield estimates of time-to-collision. The approach requires the temporal derivatives of the moments of area of the moving region, and thus is likely to be quite sensitive to even a small partial occlusion of the tracked object.
In this paper we investigate the problem of estimating the timeto-collision of a moving object from a monocular sequence of images. We assume that the contour of the object of interest can be detected. We propose to exploit the 3-D information captured by the first order coefficients of the motion field, and, by their temporal derivatives. To achieve this we apply the theoretical results of Subbarao and Waxman [15] , [17) who showed that the unknown 3-D parameters could be expressed from one of the solutions of a fifth degree equation. The original contribution of this paper is to demonstrate with sequences of real images that time-to-collision, which provides vital 3-D information for the outdoor navigation of unmanned vehicles and mobile robots, can be robustly and accurately recovered. A novel method to estimate the first order coefficients of the flow and their temporal derivatives has been developed. This method makes it possible to apply the theoretical analysis of Subbarao and Waxman in realistic situations. The estimation of the first order coefficients of the flow exploits a multiresolution scheme and temporal continuity of motion using a Kalman filter. We focus our attention on the case when one component ofthe 3-D translational velocity of the moving object is equal to zero, since we can obtain in that case closed form solutions of the 3-D parameters. Such a situation includes planar motion, which is realistic for a number of indoor and outdoor situations (such as a mobile robot, moving on the ground, equipped with a camera that can rotate with three degrees of freedom). The 3-D translational velocity of the object can only be recovered up to an unknown scale factor from a monocular sequence of images. This well known problem of indeterminate depth scale is a consequence of projective geometry. However, measured in temporal units, the depth can be uniquely recovered with a single calibrated camera.
This paper is organized as follows. In the next section, we introduce the problem, and we give the closed form solutions of the 3-D orientation and motion parameters that enable us to recover timeto-collision. Section III describes the multiresolution estimation of the first order coefficients of the motion field. Results of experiments conducted on sequences of synthetic and real images are presented in Section IV.
II. PROBLEM STATEMENT AND APPROACH
We assume that the projection onto the image of an object moving in the scene, has been detected. We can use a motionbased segmentation algorithm, previously developed in the laboratory (3] that divides images into distinct objects moving with different velocities. Rather than segmenting the whole image at each instant, a region tracking algorithm (1], [2) could also be used to track the contour of an object. Our method would then estimate the time-tocollision of the tracked object. In fact, experiments show that the contour of the region need not be known accurately.
A. Camera Model and Problem Statement
We use the pinhole camera model (see Fig. l ).The optical center of the camera, 0, is the origin of the coordinate system. The optical axis is the Z axis. The camera calibration provides us with estimates of the intrinsic parameters: (xc, Yc) the intersection of the optical axis with the image plane, and (f x, f y) the product of the focal length with the two scale factors along the x axis andy axis respectively. In this issue we focus our attention on a rigid object in relative motion with respect to the camera, with a translational velocity T = (U, V, w?, and a rotational velocity
be a point on the viewed surface of the object. Its instantaneous 3-D velocity is P = T + f! x OP (see Fig. 1 ). Let (x, Yl be its perspective projection on the image plane. We have
The patch of surface can be locally described by a first order Taylor series expansion:
This relation is a valid approximation if the curved surface is smooth and the depth of the object Z is large compared to the depth variations. From (1), (2), and using the expression for P, we obtain the well known equations [ 1 0) for the motion field: Time-to-collision is defined as the time that will elapse before the object and the sensor are in contact due to the instantaneous relative translation along the optical axis. Let T c ( :r, y) be the time-to-collision of the point (X' Y, zf, estimated at location ( T' y) in the image.
We have Tc(x, y) = -Z/W. From (I) and (2) we get Zo
In order to obtain time-to-collision with (6) we will recover the 3-D orientation parameters Z x, Z y , and the motion parameter ~ , from the first-order local behavior of the motion field and its temporal variation.
B. Orientation and Motion Recovery
The motion field (3) is quadratic. However, second order components are usually quite small [3] , [5] , [16] . Since their contribution to the total field is negligible, their estimation tends to be unstable and inaccurate [13] , [16] . We advocate therefore the use of the first order coefficients of the motion field. We consider the case when V is equal to zero. This allows us to obtain closed form solutions of the 3-D parameters. This assumption is realistic for a number of situations, which include the case when a vehicle is moving on a planar ground.
If V = 0, we have seven unknowns: ic;. ~, Zx, Zy, A, B, and C, (we note that because of the scale factor ambiguity we can only hope to recover the translational velocity up to a scale factor io ). From (4) we obtain six equations that relate the first order coefficients of the flow to the unknown 3-D motion and orientation parameters. Previous approaches [10] , [19] have used the second order spatial derivatives (5) of the motion field in order to further constrain the system (4). The temporal variation (given by the partial derivative with respect to time) of a zero order coefficient of the flow (uo) offers a more robust alternative to obtain one additional independent equation as proposed in [15] , [17] .
For the sake of brevity we only present the theoretical expressions of the solutions derived by Subbarao and Waxman in [15] , [17] . From (4) we obtain [15] , [17] 
III. MULTIRESOLUTION MOTION ESTIMATION
We need to estimate the first order coefficients of the motion field u 0, v 0, ux, vx, uy, vy, and u0. The authors in [ 15] , [ 17) have assumed that the first order coefficients could be obtained by computing the partial derivatives of the motion field. This approach is expected to yield noise corrupted coefficients. Indeed, estimates of the motion field obtained from standard methods are usually noisy, and taking derivatives of the flow will even further increase the amount of noise. Our approach does not tackle the intricate issue of estimating precise motion fields, but rather directly estimates a first order (or affine) model of the motion field, with a multiresolution approach. We assume that the depth of the object of interest is large compared to its distance from the optical axis, thus we have x!:' ~ 1, and T ~ 1. This assumption is realistic for outdoor scenes where objects are not close to the camera. Under the same assumptions, scaled orthographic projection ("weak projection") is a good approximation to perspective projection. It also results in an affine motion field. A first order expansion of the quadratic flow can be derived around (xc, Yc): 
We estimate the vector of parameters a = [a 1 , a 2. a 3 , a4, a5, a6 ], of this model with a multiresolution scheme. Given the intrinsic parameters of the camera, namely fx, /y, Xc, Yc, we can then directly obtain from (8) estimates of the first order coefficients of the flow uo, vo, Ux, vx, 1ty, vy. We recall the multiresolution scheme that is described in [11] , [12] . The idea is to estimate the motion parameters with a "coarse-to-fine" strategy. We build two low pass Gaussian pyramids [4] for each image at timet and t +lit. A rough estimate of the vector of parameters a.L is obtained at the lowest resolution level L. We use the well-known optical flow constraint equation [8] that relates the motion field v with the spatial gradient of the image intensity VI, and with the partial derivative with respect to time of the image intensity It
Let vaL (pL) be the affine model of the 2-Dmotion field at location pL, given by (7) . We substitute this model of the motion field into (9) , and obtain (10) (10) is linear with respect to the parameters of the affine model a,r, i = 1, .. , 6. If we consider this equation for all the points within the region, we obtain an over-constrained system of linear equations. Least-squares estimates of aL can thus be obtained. The estimate a.L is then subsequently refined using the higher resolution images, (see Fig. 2 ). Fig. 3 illustrates the behavior of the multiresolution algorithm with a sequence of real data, the sequence poster (see Fig. 4 ). Fig. 3 shows the true value of the parameter a1 (t) and the estimate obtained with different pyramid levels. The magnitude of the motion is significant (4 to 6 pixels per frame), and we need three levels to accurately estimate the motion parameters. Rather than relying on the precise location of the points on the contour, the method exploits the spatio-temporal variation of the intensity function inside the region. Therefore the boundary of the region need not be recovered accurately, as we have demonstrated with sequences of real images. A temporal filtering of each coefficient is then performed, yielding smooth estimates of the motion parameters and their temporal derivatives over time. A Taylor-series expansion of each parameter a, ( t), i = 1, · · · , 6 yields a local approximation of the temporal evolution of the parameter:
where a; ( t) is the instantaneous measurement estimated by the multiresolution scheme, and ;3 ( t), c: I( t) and ::2 ( t) are sequences of zero-mean Gaussian white noise. A standard Kalman filter [7] generates recursive estimates of each motion parameter and its temporal derivative. Fig. 9 illustrates the importance of the Kalman filter with a sequence of real data, the sequence van (see Fig. 8 ). We have plotted the estimate of time-to-collision (in seconds) directly computed from the coefficients estimated with the multiresolution scheme (i.e., without using the Kalman filter). We also plotted the estimates of time-to-collision computed from the smoothed coefficients after the filtering stage. The temporal filtering of the first order coefficients of the flow provides some immunity to the spurious variations of the motion field, due to shocks or vibrations of the camera.
IV. EXPERIMENTS
The estimation of orientation and time-to-collision has been tested on a number of synthetic and real images. We present here four experiments, conducted with real images, that best illustrate the approach.
A. Quantitative Experiments
For each of the experiments that we present now, we have compared the estimate obtained by our method with the ground truth, determined by independent means, to judge the accuracy of the estimates.
1) Poster Sequence:
The sequence has been acquired with an experimental cell consisting of a camera mounted on the end effector of a 6 DOF robot. The camera is undergoing a planar motion toward a poster pinned on a wall. Fig. 4 shows the first and the last frames of the sequence. The constant velocity of the camera, in the camera coordinate system (see Fig. 1 ), is U = 125 mm/s, V = 0, and W = 250 mm/s. Initially the camera is at 70 em from the wall, and slightly slanted (17 deg), i.e., the image plane is not parallel to the wall. We have performed two experiments with the sequence.
In the first experiment time-to-collision has been estimated at the intersection of the optical axis and the image plane. We note in Fig. 5(a) that the estimate of time-to-collision is in close agreement with the ground truth. We have also plotted the quantity d~v, where div = ux + vy is the divergence of the motion field, to illustrate the improvement gained with our method when the surface of the object is not parallel to the image plane. The divergence has an obvious connection with time-to-collision, and it has been exploited in [ 14] to accomplish obstacle avoidance in a qualitative way. However it c 0 .,., (/) .,., is clear from (6) and (4), that time-to-collision can be derived from the divergence alone only if the object is parallel to the image plane (Zx = 0 and Zy = 0).
In the second experiment we have estimated time-to-collision of a fixed point on the poster. Since the camera is moving with respect to the poster, time-to-collision is estimated at different locations in the image plane. Rather than tracking a characteristic point on the poster (an edge comer for instance) we considered the 3-D coordinates of a point on the poster, and we projected the point in the image, using (l). We have superimposed in each image a plus sign to illustrate the trajectory of the point over time, as shown in Fig. 4 . Fig. 5(b) shows the estimated and the true time-to-collision. Two or three frames are necessary for the Kalman filter to provide reliable estimates of U:o. After a few frames the estimates of Tc almost coincide with the true values, as shown in Fig. 5(b) . These two experiments demonstrate with real images that the method can accurately estimate time-tocollision when the surface of the object is not parallel to the image plane.
2) NASA Sequence: The sequence was collected at NASA Ames Research Center and is provided courtesy of Dr. Banavar Sridhar. Fig. 6 shows the first and the last images of the sequence, at time to and t1so. The scene is static and the focus of expansion is centered on the can. The incremental displacement between two frames along the optical axis is constant. (In fact, every four frames the displacement is slightly smaller than expected. This explains the "saw-tooth" shape of the true time-to-collision in Fig. 7. ) We have selected a window (of fixed size throughout the sequence) located in the center of the image. We estimated the time-to-collision of the camera with respect to the can appearing in the window. We note in Fig. 7 that after a few time steps (necessary for the Kalman filter to reach its steady state) the temporal smoothing performed by the filter allows us to estimate a smoothed version of the oscillating true time-to-collision.
B. A Qualitative Experiment: The Van Sequence
The sequence is provided courtesy of Thomson LER, CessonSevigne, France. It was acquired with a camera attached to a moving car. Because we did not have access to the intrinsic parameters of the camera, we could only estimate Tc at the center of the image (assuming that ( x c, y c) coincides with the center of the image). Fig. 8 shows three frames of the sequence at time ts, t18, and t 60 . The car drives behind a van. In the first part of the sequence (from t1 to t18) the van and the car slow down because of a red traffic light, and their relative velocity decreases. The background and the van undergo a similar motion relative to the camera, and the motion-based segmentation [3] is not able to separate the van from the background. Then the traffic light turns green. The van accelerates faster than the car and moves away from it. The van and the background moves in opposite direction with respect to the camera, and thus are much easier to separate, as shown in Fig. 8 . We decided not to use the segmentation, but to select a window (of fixed size throughout the sequence) centered in the image. The van was always the dominant object appearing in the window. Fig. 9 shows the estimate of timeto-collision (in seconds). From t1 to h8 the relative velocity of the car and the van decreases, thus time-to-collision increases. At t18 the relative velocity is equal to zero and the time-to-collision is infinite. When the van moves away from the car time-to-collision becomes negative. In this case Tc can not be interpreted as time-tocollision, since there will not be any collision, nevertheless we obtain information about the rate at which the van is moving away from the car. Despite the crude segmentation given by the window (which almost never corresponds to the contour of the van) the approach enables us to recover a smooth and realistic time-to-collision. The results illustrate the ability of the approach to deliver reliable and relevant information for outdoor visual navigation.
V. CONCLUSION The main contribution of this paper is to demonstrate, with sequences of real images, that time-to-collision, which is vital 3-D information for the outdoor navigation of unmanned vehicles and mobile robots, can be robustly and accurately recovered. A novel method for estimation of the first order coefficients of the motion field and their temporal derivatives has been developed. The method exploits a multiresolution scheme and temporal continuity of motion using a Kalman filter. This approach made it possible to apply the theoretical analysis of Subbarao and Waxman [15] , [17] in realistic situations. The estimation of time-to-collision then becomes an attractive option, directly providing 3-D information for the navigation of unmanned vehicles, without requiring a complete reconstruction of the scene. A theoretical analysis of the accuracy and the sensitivity of the method, is left for a future work.
