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Abstract 
The application of cloud storage and Case-Based Reasoning (CBR) technology in bending process is researched in this paper. Firstly, some of 
the essential features of cloud computing are briefly discussed with the end-users.Enterprises use the cloud as a platform to store data and 
support the Case-Based Reasoning technology, for which the core parts are case retrieval and case revise (reuse). Next, the difficulty of 
evaluating weights of condition attributes in case retrieval and the insufficiency of case revise strategies are stated in the paper. A new instance 
of the similarity and instance attribute weight calculation algorithm is introduced to solve the problems of similarity measurement and weights 
assignment in Case-Based Reasoning. Finally, the workflow for Case-Based Reasoning of database is analyzed, and the effectiveness of using 
this method to determine the recommended in the bending process parameters is demonstrated. Also the importance of knowledge reuse is 
reflected. 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Sheet metal forming is one of the oldest manufacturing 
processes known to mankind [1]. For sheet metal bending in  
small quantities, bending model has been widely used 
because of its versatility and high efficiency. However, the 
machining accuracy of control, especially for the accuracy 
control of the press amount of v-shaped sheet metal bending 
slide block to form certain angle, has proved to be a arduous 
problem in the industry. Due to the influence factors are too 
complex and would  bring very g reat trouble to the less 
experienced staffs involving the new material and new 
technique. Therefore, the establishment of the bending 
process cloud database is an important work to improve the 
processing efficiency and the economic benefit, which can 
collect the metal bending experience and provide reasonable 
parameters through cloud sharing technology. 
CBR refers to find the problems needed to be solved with 
the most matching case in the case lib rary and solves 
problems by reusing the previous solutions of similar 
problems stored in case base . It  is applicable to the fields 
emphasizing no accurate mathematical models, but requiring  
rich experience and historical cases. Also, a CBR process can 
realize incremental learning and possessess a good 
explainability [2]. A typical CBR process includes several 
cycles [3]. Aamodt and Plaza summarized  CBR process as 
four parts ,namely case representation, case retrieval, case 
reuse and case retain [4]. The flow d iagram of CBR is shown 
in Fig. 1. 
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Fig.1. Flow diagram of CBR 
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The Hadoop system is a distributed file storage system 
with  high efficiency and reliability, which  provides the 
function of file storage in huge amounts. The Hadoop system 
is a high performance distributed data processing framework, 
which main ly consists of the Hadoop Distributed File System 
(HDFS) and the MapReduce programming model.  
However, the traditional RDBMS (Relat ional Database 
Management System) is less effective for this problem. In  
this paper, the data sharing and synchronization of cloud were 
realized by using the cloud storage technology. The 
Distance-weighted Nearest Neighbors algorithm in  
case-based reasoning could return a previous case with  the 
highest similarity to the new case as input, and an effective 
and feasible solution can be obtained via the previous case. 
2. Database System Overview  
The interface of database used to access the system can  
make work through a private cloud approach, which is shown 
in Fig. 2. The private cloud can be interpreted as that the 
cloud can be accessed and used by operators through their 
own Internet and the service is opened to its own internal 
personnel, which is suitable to the operation of large-scale 
manufacturing enterprise [5]. The HDFS module of Hadoop 
is used in cloud storage platform of database system, and the 
HDFS API is adopted to make data management, which  
concludes upload, delete, modify, and sharing, etc.   
Master
Slave1Slave2
Slave3
Router
Private Cloud
Process 
Cases
Process 
Parameters

 
Fig.2. Flow diagram of private cloud access 
The data layer of database system is composed of case 
database, knowledge base and database. When a new case is 
encountered, basic information should be provided, which 
contains the problem part  description includ ing the model 
number of punch and die on the bending machine, sheet 
material, bending mode, bending angle and other information. 
Users are authorized to input the new case of process 
informat ion with the user interface, to query the h ighest 
similarity case with the new case to advice solution in  the 
data layer, and to use professional knowledge to modify in  
decision-making layer. The framework of database system is 
shown in Fig. 3. 
The hardware platform of system is based on ARM + DSP 
+ FPGA. The front desk of hardware system is based on 
EP9315 embedded Windows CE 6.0 operating system to 
complete the abundant human-machine interface functions 
including user operations, storage, display and connection 
data of cloud platform through the network. The DSP 
TMS320C6713 is adopted as system background to 
accomplish the complex motion control function. The front 
desk and background of system is completed by HPI interface, 
and the logic transformation is finished by CPLD.  
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Fig.3. Framework of database system 
3. Cloud storage framework introduction 
3.1. Storage architecture of HDFS 
Apache Hadoop copied the Google cloud framework [6-8] 
and launched the Hadoop system[9].The cloud storage 
technology is a newly emerging data storage technology, 
which can realize data storage such as large amount of data, 
access speed, high reliab ility and so on. The d istributed cloud 
storage technology based on Hadoop has its unique 
mechanis m of data processing. A master node and mult iple 
slave nodes consisting of a Master/Slave structure is used by 
HDFS. Having a block abstraction for a d istributed filesystem 
brings several benefits , for example, a file can be larger than 
any single disk in the network and making the unit of 
abstraction a block rather than a file simplifies the storage 
subsystem[9]. In the Hadoop framework, the HDFS is the 
storage cornerstone of distributed computing, which functions 
as a foundation supporting the MapReduce. The internal 
operation mechanism of HDFS is to split a file into one or 
more blocks. These blocks are stored in a set of slave nodes 
and fit well with replication for provid ing fault tolerance and 
availability. Master node determines the block and completes 
data management in file system and processes the task of the 
client accessing files, such as opening, closing, and renaming  
files and directories. Multiple slave nodes are usually 
distributed in multiple machines, which can conduct data 
block creating,deleting and copying according to the 
instructions from master nodes. The architecture of HDFS is 
shown in Fig. 4. 
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Fig.4.The architecture of HDFS 
3.2. Operating principle MapReduce 
The application based on the HDFS and MapReduce can 
run on cluster and they can process the data sets in a reliable  
way.The MapReduce is not only a distributed paralleled  
programming model, but also a way to generate and process 
large-scale data blocks. In the Hadoop framework, the 
MapReduce’s jobs is done by cutting the input data to set into 
several independent blocks  and greatly simplifies the overall 
programming model. In simple terms, the Map’s tasks are to 
deal with the blocks in a completely parallel way and the 
Reduce’s tasks are to combine the Map’s results and to output 
the final results. The data processing of  MapReduce [9] is 
shown in Fig.5. 
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Fig.5. The data processing of MapReduce 
3.3. The operation of cloud platform 
The client write data by the HDFS API. When the client 
request to remote Master, the Master checks whether the 
creator has permission to operate the file to be created.When 
the client start to write files, files are splitted into mult iple 
blocks, and HDFS applies for new blocks from Slave nodes 
to manage these blocks in a form of data stream. 
When the client read data, the HDFS client open 
distributed file system to give Master a request and pick the 
nearest Slave to read. After reading the current block of data, 
the client  close the current Slave connection, and look for the 
best Slave to read the next block. When the file to be read is 
stored in more than one list of b locks, the client will continue 
to the Master list for the next  batch of b locks. The partial 
interface of the data management in Hadoop API is shown in 
Fig. 6. 
 
Fig.6.The interface of Hadoop HPI 
4. Case match  
4.1. Case representation 
The purpose of case representation is to extract us eful 
informat ion and to represent them in the language that system 
could understand [10]. The general structure is represented as 
follows: 
^ `1 2, , , nCase C C C                          (1)      
Where C represents the condition attributes, and n is the 
number of condition attributes. Different condition attributes 
have their own weights in this case. Some condition attributes 
are considered as the primary factors in matching similar 
cases, so they are assigned with larger weights than others. 
The detailed weights assignment method is introduced in case 
retrieval. 
4.2. Case retrieval  
The purpose of case retrieval is to retrieve one or more 
similar cases that was previously solved and stored in the 
case base and database to solve the current problem. In terms 
of case retrieval, an important issue of CBR discussion is 
related to the method used to compute the similarity among 
the current case and the previously stored cases. 
4.2.1. The local similarity calculation 
The local similarity calculation is the comparison of 
similarity between target case and each case stored in the case 
base concerning description part (including punch, bending 
modes, material of the sheet, width of the sheet, bending 
angle, die and so on).Therefore, the distance method from 
Eqs. (2), (3) and (4) is chosen and exp lained herein assuming  ^ `1 2, , , nT t t t and ^ `1 2, , , nR r r r as arrays of attributes 
being compared and ( , )i isim t r  as the distance between the 
attribute of T and R . 
In Eq. (2), the i th attribute of case T and R are symbolic  
attribute, and sim is the function used to compute the local 
similarity of the i th attribute of case T and R . The value 1 
is assigned when the attributes have the same value, and 
otherwise the value 0 is assigned. In database system, 
different punches and dies are distinguished by their names 
instead of specific parameters.In bending process case 
attributes, Eq. (2) is used to calculate the similarity of punch, 
die and material of the sheet. 
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 1,
0
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i i
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t r
sim t r
t r
 ­ ® z¯
                         (2)                                                          
In Eq. (3), the i th  attribute of caseT and R are number  
attribute, sim is the function used to compute the local 
similarity of the i th attribute of case T and R ,and it and ir
respectively represent the values  of attributes. In this way, the 
performance metric similarit ies are transformed to values in 
the interval [0, 1]. In bending process case attributes, Eq.(3) 
is used to calculate the similarity of width of the 
sheet ,bending angle, opening height and the position of 
behind block . 
  1,
1 | |i i i i
sim t r
t r
                             (3)                                                          
In Eq. (4), the k-th attribute of cases T and R are logic  
attribute, sim is the function used to compute the local 
similarity of the k-th attribute of cases T and R ,and l is the 
value of different logical way number. In bending process 
case attributes, Eq. (4) is used to calculate the similarity of 
bending mode.Bending mode can be div ided into pressure 
bottoming bending, free bending, flattening bending, 
bottoming and flattening combined bending, so l is 4. 
  | |, ( , ) k kk k k k t rsim t r f t r l
                  (4) 
4.2.2. The weight calculation 
The weights are very important in this context.The weight 
distribution is widely used in CBR systems and has the 
advantage of defining the importance of different attributes . 
Multiple methods can be applied to determine the weights , 
such as the Expert Evaluation method, Probability Analysis 
method and Analytic Hie rarchy Process (AHP) method, 
etcetera. AHP is one kind of simple, intuitive, convenient and 
practical method. From the viewpoint of system theory, we 
will make an interacted whole that consists of a system and 
its surroundings, through the various parts of measuring and 
evaluating the overall effect of the system to value results. 
Determination of weights based on AHP method will be 
introduced in this section . 
4.2.2.1. The structure of  judgment matrix 
Objectively speaking, the impact o f the analogous 
mechanical system of each similar characteristics  to the 
system is not equal[10].Similar attributes as the evaluation 
factors set up the assembly of evaluation factors  [11] in  Eq. 
(5). 
1 2{ , , , , , }i nU u u u u                          (5) 
In Eq.(5), , ( 1,2, , )iu U i n  , jiu  represents the 
relative importance of values of iu to ju  
The commonly used value choice of iju is shown in table. 1.  
According to the above numerical scale and defin ition, the 
structure of judgment matrix based on the element in U is 
expressed as Eq. (6). 
 
 
 
 
 
Table.1. Judgment matrix scale and their definitions[12]. 
Scale ˄The value of iju ˅ Definition ˄Importance Level˅ 
1 ju and iu are equally important  
3 iu  is slightly more important than ju  
5 iu  is obviously more important than ju  
7 iu  is highly more important than ju  
9 iu  is extremely more important than ju  
2,4,6,8 Between adjacent scale 
1/v iju =1/ jiu  
11 12 1 1
21 22 2 2
1 2
1 2
, 0, 1/ , , 1,2,
j n
j n
ij ij ji
i i ij in
n n nj nn
u u u u
u u u u
P u u u i j n
u u u u
u u u u
ª º« »« »« » !   « »« »« »« »« »¬ ¼
      (6) 
4.2.2.2. Summation method for data processing 
Summation method [11] for data processing is main ly the 
following three steps: 
(1) Each column is normalized in judging matrix. 
1
/ ( , 1,2, )
n
ij ij kj
k
u u u i j n
 
  ¦               (7)       
Each column after normalization of judgment matrix 
according to the line sum together 
1
( , 1,2, )
n
i ij
j
w u i j n
 
  ¦                   (8)       
T
1 2( , , , )i nw w w w                        (9)      
(2) Each element is normalized in Eq. (9). 
1
= / ( , 1,2, )
n
i i i
i
w w w i j n
 
 ¦ (10)
1 2( , , , )nW w w w                  (11)      
Eigen vectors can be obtained after above-mentioned steps, 
in which each element represents the weight coefficient of 
each case attribute. 
In this system, the local similarity of the new instance and 
database instance set similarity would amount to a similarity  
matrix S in Eq. (12). The contribution degree of different 
attributes to query the new case is calculated by Eq. (13). 
Then , the approximate relat ionship between ui and uj is 
determined by the numeric ratio of iw c and jw c . 
11 12 1
21 22 2
1 2
m
m
n n nm
s s s
s s s
S
s s s
ª º« »« » « »« »¬ ¼
                              (12) 
2
1 1
2 2
1 1 1
( )
[ ( ) ]
n n
ij kj
i k i
j m n n
ij kj
j i k i
s s
w
s s
  
   

c  

¦ ¦
¦ ¦ ¦
                 (13) 
The case,which has been stored in the database,as the 
target case successively get the numeric  ratio  of jw c . The 
numeric ratio of jw c balanced is as: 
1 2 8 1:1.36 : 0.41: 0.21: 0.39 : 0: : .27 :1:: 0.26w w wc c c   
Then, according to the assignment in table.1 and the 
numeric rat io of jw c the bending process case 
attributes(including punch, bending mode, material of the 
sheet, width of the sheet, bending angle, opening height, die 
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and the position of behind block) available evaluation matrix
P can be got as follows. 
11 3 5 3 4 1 4
2
2 1 4 6 4 5 2 5
1 1 11 3 1 2 2
3 4 3
1 1 1 1 1 1 11
5 6 3 3 2 5 2
1 1 11 3 1 2 2
3 4 3
1 1 1 1 12 1 1
4 5 2 2 4
11 3 5 3 4 1 4
2
1 1 1 1 12 1 1
4 5 2 2 4
P  
ª º« »« »« »« »« »« »« »« »« »« »« »« »« »« »¬ ¼
 
According to the matrix above, weight coefficient of data 
processing is as follows: 
{ 0.197 0.262 0.095 0.037 0.095 0.059 0.197 0.059}W  ǃ ǃ ǃ ǃ ǃ ǃ ǃ . 
When the two decimals is taken and then the final result  
with weights sum 1 will be returned, which is as the follows: 
{ 0.20 0.26 0.10 0.04 0.10 0.05 0.20 0.05}W  ǃ ǃ ǃ ǃ ǃ ǃ ǃ . 
The weights of punch, bending mode, material of the sheet, 
width of the sheet, bending Angle, opening height, die and 
the position of behind block are respectively 0.20ǃ0.26ǃ
0.10ǃ0.04ǃ0.10ǃ0.05ǃ0.20ǃ0. 05. 
4.2.3. The overall similarity calculation 
The Distance-weighted Nearest Neighbors algorithm 
represented by Eq. (14) is widely used in CBR systems and 
possesses the crucial advantage of including the weights 
associated with the attributes that define a case. For this 
reason, it was adopted in this stage. It provides a method to 
estimate the similarity between the target case and each case 
stored in the case base. In this equation, case T is the current 
case, case R is the case in the base, n is the number of 
attributes of each case, Sim is the function used to compute 
the local similarity of the attribute i of the cases T and R , 
and  w j is the weight for each j-th attribute. 
1
1
( ) ( , )
( , )
( )
n
j j
j
n
j
j sim t r
Sim T R
j
Z
Z
 
 
 
¦
¦           (14)                                         
Firstly, one case is taken from the case base and defined as 
a new case. Afterwards, it computes the similarity between 
this new case and every case in the case base, and then, the 
new case is stored into the case base. This procedure is 
carried out with all the existing cases in the case base. After 
computing the local similarity, the overall similarity of most 
similar existing case in each run is taken. 
There are too many cases in the case library, failure to 
employ the appropriate retrieval requirement can result low 
retrieval efficiency. The small similarity of the previous case 
to the design of the new case can not serve to provide good 
advice. This paper uses the similarity is greater than 0.75 as a 
retrieval condition for retrieval similar instances. 
4.3. Case reuse and revise 
Generally speaking, the reuse and rev ise stage of CBR 
consists of solving a new problem by adopting and adapting, 
and if necessary, the solution that is used to solve the most 
similar case. 
In the metal bending process database, factors such as the 
punch, bending mode, material of the sheet, width of the 
sheet, bending angle, opening height, die and the position of 
behind block of case are used to complete case retrieval. 
Retrieve the antecedence with highest similarity from the 
case database and modify  advised solution according 
difference between the antecedence case and unsolved case 
with the resources from knowledge base. For the modified  
solution, combination with professional knowledge in  the 
knowledge base is also necessary.This work flow diagram of 
case reasoning in database system is shown in Fig.7. 
In the early stage of database establishment, the 
recommendation of reasoning solution needs to be analyzed 
because there are relatively few cases. However, with the 
addition of a new instance, the number of cases in the case 
lib rary increases unceasingly, and the database can solve 
problems more intellegently with less human intervention. 
Moreover, it also makes the process act according to users’ 
general opinion ,therefore enhancing the effectiveness. 
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Fig.7. Flow diagram of CBR in database system 
4.4. Case retain 
In order to realize incremental learning, a new type of case 
needs to be added in case base. With the number of cases 
increases, CBR may lead to excessive storage and time 
complexity  when all existing cases are stored in  the case 
base.Therefore,cases with high similarity should be filt rated 
to control the size of database. Besides, the cases with 
incomplete attributes should also be removed. In  order to  
avoid such problems, a two-step procedure to reduce the case 
base is proposed. There are two kinds of users which 
respectively are general users and super users in database 
system. Firstly, it excludes cases involving untrusted users 
from the case base. Namely, it accepts only cases of users 
with a  super reputation. However, the general users can be 
defined as the one from users with a super users. Secondly, 
the similarity helps reduce the number of cases stored in the 
case base and maintains the case base updated without 
harming the accuracy of the system. 
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5. Application examples 
In the case base, there were some machining cases 
collected from practical manufacturing, as shown in table .2. 
A simple example was used to introduce the application of 
database. Retrieval a material for STEEL p late bending 
process, the basic information was as follows: the punch and 
die of DELEM 01, 100mm width, 1.3mm opening height, 
bending angle of 90o, using free bending processing. From 
the human-computer interaction interface above-mentioned 
parameters were input to the query database. When all 
possible similar cases with similarities greater than 0.75 were 
searched and returned, one case with a similar ity of 0.95 can  
be identified from a set of previous cases, which indicated a 
positive match between the previous case and the new case.. 
Due to the weight of the position of behind block in whole 
case  was 0.05, so the old instance exactly matched the 
current instance. We could reuse the case which provides 
solution to CNC system.Query interface o f database system is 
illustrated in Fig. 8. 
Table.2. Machining cases in the case base 
Punch Bending mode Sheet Material Sheet width(mm) Bending 
angle(o) 
Opening 
height(mm) 
Die Position of behind 
block(mm) 
DELEM 03 free bending STEEL 50 -90 157.3 DELEM 03 117.13 
DELEM 01 free bending STEEL 100 135 1.3 DELEM 01 307.81 
DELEM 05 free bending Q235 100 90 79.3 DELEM 05 69.74 
Ă Ă Ă Ă Ă Ă Ă Ă 
DELEM 01 free bending STEEL 100 90 1.3 DELEM 01 59.04 
DELEM 01 free bending STEEL 100 -90 87.3 DELEM 01 157.13 
 
 
Fig.8. Case reasoning interface  
6. Conclusion  
The main aim in this study is to propose a tool that 
suggests process recommendations from past bending 
process information stored on a cloud base database.  
The primary contributions have included the application 
of the cloud storage technology based on Hadoop 
implements resource sharing in the private cloud and that 
this database system is based on CBR,which is combined 
with the database technology. It has been to process new 
instances by collecting instance data and experience in 
machining, and the self-learn ing problems have been 
solved.The nearest neighbor algorithm in case-based 
reasoning has been proved able to query out the case with 
highest similarity to provide effective solution fo r the new 
problem. Additionally, determining of weight attributes 
based on AHP has been exp lained and demonstrated to be 
effective and intuitive to identify the degree of importance 
among attributes. 
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