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TRANSITION DENSITIES OF REFLECTING BROWNIAN
MOTIONS ON LIPSCHITZ DOMAINS
KOUHEI MATSUURA
Abstract. In this paper, we study the continuity of the transition density
of the reflecting Brownian motion on a general Lipschitz domain. We also
provide local estimates for the density. Applying the estimates, we prove that
the surface measure on the domain is in the local Kato class of the reflecting
Brownian motion.
1. Introduction
Let D be a connected open subset of Rd, d ≥ 2. We denote by D the clo-
sure of D in Rd. We denote by H1(D) the first order Sobolev space on D with
the Neumann boundary condition. For each f, g ∈ H1(D), we define E(f, g) =
(1/2)
∫
D(∇f,∇g) dm, where m is the Lebesgue measure on D and (·, ·) is the stan-
dard inner product on Rd. ∇f and ∇g denote the distributional derivatives of f
and g, respectively. If the boundary of D is locally expressible as a graph of a
continuous function of (d − 1)-variables, the Dirichlet form (E , H1(D)) is regular
on L2(D,m) (see [6, Chapter V, Theorem 4.7] for details), and generates a diffu-
sion process X = ({Xt}t≥0, {Px}x∈D) on D. We call X the reflecting Brownian
motion (RBM in abbreviation) on D. We denote by pt(x, dy) the transition proba-
bility of X . Under suitable assumptions on D, the transition function is absolutely
continuous with respect to m, and the density pt(x, y) is called the heat kernel of
X .
When the heat kernel pt(x, y) is continuous on D × D? Bass and Hsu show
in [1, Lemma 4.3] that pt(x, y) is continuous if D is a bounded Lipschitz domain.
In [8], Fukushima and Tomisaki prove the continuity of the resolvent density for
the RBM on the closure of a global Lipschitz domain with Ho¨lder cusps. See
[8, Theorem 2.1 (iii)] for details. In [8, Proposition 3.4], they also prove the Sobolev
type inequality: there exist positive constants S > 0 and p > 2 such that
(1.1) ‖f‖Lp(D,m) ≤ S‖f‖H1(D)
for any f ∈ H1(D). Here, we denote by ‖ · ‖H1(D) the standard norm on H1(D).
By (1.1) and [15, Theorem 6.10], for any ε > 0, there exist positive constants
aε, bε ∈ (0,∞) depending on d and D, and ε > 0 such that
(1.2) pt(x, y) ≤ aεeεtt−d/2 exp
(
−|x− y|
2
bεt
)
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for any t > 0 and m⊗m-a.e. (x, y) ∈ D×D. Here, we denote by | · | the Euclidean
norm on Rd. It is also known that (1.2) implies (1.1). See [7, Theorem 4.2.7] for
details.
Although the framework of [8] is seemingly wide, there are many domains on
which (1.1) does not hold. For example, the Sobolev type inequality (1.1) does not
hold on the domain DH defined as
DH = {(x, y) ∈ R× Rd | x > 1, |y| < H(x)},
where H(x) is a positive continuous function on R such that limx→∞H(x) = 0. An
essential reason why the the Sobolev type inequality (1.1) fails on DH is a presence
of a cusp at infinity. Hence, DH is not a Lipschitz domains in the sense of [8].
Relatively recently, Gyrya and Saloff-Coste prove in [10, Theorem 3.10] that heat
kernels of the RBMs on inner uniform domains are continuous. However, DH is not
an inner uniform domain. It seems that there is no preceding results which prove
the continuity of the heat kernels of RBMs on horn-shaped domains like as DH .
In this paper, we obtain the continuity of the heat kernel of the RBM on a gen-
eral Lipschitz domain. For the proof, it is important to show that part processes
of the RBM are identified with part processes of RBMs on bounded Lipschitz do-
mains (Lemma 3.1). This kind of argument is found in [13, Lemma 6.2], where
the author essentially uses the theory of Sobolev extension domains. We use the
theorem of the spectral synthesis, and the proof of Lemma 3.1 is much simpler than
that of [13, Lemma 6.2]. Combining Lemma 3.1 with the result of Grigor’yan and
Kajino [9, Theorem 1.1], we also establish local estimates of the heat kernel of the
RBM (Theorem 2.3 (2)). We apply the estimates to prove that the surface measure
on the boundary of a Lipschitz domain is in the local Kato class of the RBM on
it (Theorem 6.1). To classify measures in this way is important in the transfor-
mation theory of the Markov processes. See [3] and [12] for the transformation
theory and its applications. The local estimates will also be used in [14] to study
the Lp-spectral independence of Neumann Laplacians on horn-shaped domains.
Notation. Throughout this paper, we adopt the following notation.
(1) For a topological space E, we denote by B(E) the Borel σ-algebra on E.
For each p ∈ [1,∞] and each positive Borel measure µ on E, we denote by
Lp(E, µ) the Lp-space on (E, µ). For each f : E → R, we write ‖f‖E,∞ for
supx∈E |f(x)|. We also write
Bb(E) = {f : E → R | f is Borel measurable and ‖f‖E,∞ <∞},
C(E) = {f : E → R | f is continuous on E},
Cb(E) = C(E) ∩ Bb(E),
Cc(E) = {f : E → R | support of f is a compact subset of E}.
We denote by C∞(E) the completion of Cc(E) with respect to the norm
‖ · ‖E,∞.
(2) Let d ≥ 2 be an integer. B(x,R) denotes open ball of Rd centered at x ∈ Rd
with radius R > 0. If x is the origin of Rd, we write B(R) for B(x,R).
The d-dimensional Lebesgue measure is denoted by m or dx. For an open
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subset E ⊂ Rd, we define H1(E) by
H1(E) =
{
f ∈ L2(E,m)
∣∣∣∣ ∂f∂xi ∈ L2(E,m), 1 ≤ i ≤ d
}
,
where ∂f/∂xi is the distributional derivative of f on E. For each f ∈
H1(E), we set ‖f‖2H1(E) :=
∑d
i=1
∫
E
|∂if |2 dm+
∫
E
|f |2 dm.
2. Main results
Let d ≥ 2 be an integer and D a connected open subset of Rd. We denote by D
the closure of D in Rd. In what follows, we assume that D is a Lipschitz domain
in the sense that:
for any compact subset K of D, there exists a bounded open subset U of
Rd such that K ⊂ U and D ∩ U is a bounded Lipschitz domain of Rd.
See [13, Definition 7.1] for the definition of bounded Lipschitz domains. For each
f, g ∈ H1(D), we define E(f, g) by
E(f, g) = 1
2
d∑
i=1
∫
D
∂if∂ig dm.
It is shown in [13, Proposition 7.3] that (E , H1(D)) becomes a regular Dirichlet form
on L2(D,m). That is, H1(D)∩Cc(D) is a dense subspace of (H1(D), ‖·‖H1(D)) and
of (Cc(D), ‖ · ‖D,∞). It is shown in [13, Theorem 6.10] that (E , H1(D)) generates a
Hunt process on D with the semigroup strong Feller property:
Theorem 2.1. There exists a Hunt process X = ({Xt}t≥0, {Px}x∈D) associated
with (E , H1(D)) such that whose semigroup {pt}t>0 satisfies the following: for any
f ∈ Bb(D) and t > 0, ptf ∈ Cb(D).
Remark 2.2. If pt(C∞(D)) ⊂ C∞(D) for any t > 0, X is called a Feller process. If
D is a horn-shaped domain, X can be uniformly ergodic and is not always a Feller
process ([2, Proposition 2.11]). However, reflecting Brownian motions constructed
in [8] have Feller property ([8, Theorem 2.1 (ii)]).
By Theorem 2.1 and [7, Exercise 4.2.4], the transition kernel of X is absolutely
continuous with respect to the Lebesgue measure m:
(2.1) pt(x, dy) = pt(x, y) dm(y) for each t > 0 and x ∈ D.
Since (E , H1(D)) is a strongly local Dirichlet form, by [7, Theorem 4.5.3], X is
a diffusion process on D. Furthermore, X is conservative by Takeda’s test. See
[7, Exercise 5.7.1] for the proof. Hence, it follows that for any x ∈ D
Px(Xt ∈ D for any t ∈ [0,∞) and [0,∞) ∋ t 7→ Xt ∈ D is continuous) = 1.
For each R > 0 and ε ∈ (0, 1), we define
DR = D ∩B(R),
Dε,R = {x ∈ D | inf
y∈D\B(R)
|x− y| > εR}.
We note that each DR and Dε,R are open subsets of D. For an open subset U ⊂ D,
we define τU = inf{t > 0 | Xt /∈ U} with convention that inf ∅ =∞.
We are ready to state our main results.
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Theorem 2.3. Let R ∈ (0,∞) and ε ∈ (0, 1).
(1) There are positive constants cR, γR depending on R such that
Px(τD∩B(x,r) ≤ t) ≤ cR exp(−γRr2/t)
for any t ∈ (0,∞) and (x, r) ∈ DR × (0, R) with B(x, r) ⊂ B(R).
(2) There is a constant aR > 0 depending on R such that for m-a.e. y ∈ Dε,R,
pt(x, y) ≤


cR,εaRe
tt−d/2 exp(−εγR|x− y|2/t) if t < R2 and x ∈ DR,
cR,εaRe
(2t)∧R2{(2t) ∧R2}−d/2 exp(−εγRR2/t) if t < R2 and x /∈ DR,
cR,εaRe
R2R−d if t ≥ R2 and x ∈ D
for some cR,ε > 0 depending on cR, γR, and ε.
(3) pt(x, y) has a version which is positive and continuous on (0,∞)×D×D.
We denote by D∂ = D ∪ {∂} the one-point compactification of D. For an open
subset U ⊂ D, we define XU = ({XUt }t≥0, {Px}x∈U ) by
XUt =
{
Xt if t < τU ,
∂ if t ≥ τU .
XU is called the part process of X on U . Clearly, the transition kernel pUt (x, dy) of
XU is absolutely continuous with respect to the Lebesgue measure m:
(2.2) pUt (x, dy) = p
U
t (x, y) dm(y) for each t > 0 and x ∈ U.
pUt (x, y) also possesses a continuous version.
Theorem 2.4. For any non-empty open subset U ⊂ D, pUt (x, y) has a version
which is continuous on (0,∞)×U × U . If U is connected, in addition, the version
is positive.
3. Preliminaries
Since D is a Lipschitz domain, there exist increasing bounded open subsets
{Un}∞n=1 of Rd such that for each Un ∩D is a bounded Lipschitz domain of Rd and
D =
⋃∞
n=1 Un ∩D. For each n ∈ N, we set
In := D ∩ Un, Jn := In, Kn := D ∩ Un.
Here, In is the closure of In in R
d. Kn is an open subset of D. For each n ∈ N, we
define τn = τUn . We denote by X
n = ({Xnt }t≥0, {Px}x∈Kn) the part process of X
on Kn. The semigroup is denoted by {pnt }t>0. We set
CKn = {f ∈ H1(D) ∩Cc(D) | supp[f ] ⊂ Kn}.
By [7, Lemma 2.3.4 (ii)], the Dirichlet form (En,Fn) of Xn is regular on L2(Kn,m).
It also holds that
Fn = the completion of CKn with respect to ‖ · ‖H1(D),
En = E|Fn×Fn .
Since each In is a bounded Lipschitz domain, by [1, Theorem 3.1], there exists
a reflecting Brownian motion Y n = ({Y nt }t≥0, {Qnx}x∈Jn) on Jn with the following
properties (see also [10, Theorem 3.10]).
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• The Dirichlet form (An,Bn) of Y n is identified with
Bn = H1(In), An(f, g) = 1
2
d∑
i=1
∫
In
∂if∂ig dm, f, g ∈ Bn.
• The semigroup {qnt }t>0 of Y n satisfies the following: for any t > 0 and any
f ∈ Bb(Jn), qnt f is a bounded continuous function on Jn.
• The transition kernel qnt (x, dy) of Y n is absolutely continuous with respect
to m and the density qnt (x, y) is continuous on (0,∞) × Jn × Jn. There
exist constants an, bn ∈ (0,∞) such that
(3.1) qnt (x, y) ≤ anett−d/2 exp
(−|x− y|2/bnt)
for any t ∈ (0,∞) and x, y ∈ Jn.
For each n ∈ N, Kn is also an open subset of Jn+1. We denote Y n+1,n by the
part process of Y n+1 on Kn. It follows from [3, Theorem 1] that the semigroup
of Y n+1,n is strong Feller: for any f ∈ Bb(Kn) and t > 0, qn+1,nt f is bounded
continuous on Kn. The Dirichlet form (An+1,Bn+1) is regular on L2(Jn+1,m).
Hence, by [7, Lemma 2.3.4 (ii)], the Dirichlet form (An+1,n,Bn+1,n) of Y n+1,n is
regular on L2(Kn,m). It also holds that
Bn+1,n = the completion of C′Kn with respect to ‖ · ‖H1(In+1),
An+1,n = An+1|Bn+1,n×Bn+1,n ,
where C′Kn = {f ∈ H1(In+1) ∩ Cc(Jn+1) | supp[f ] ⊂ Kn}.
There is an indirect relation between Y n and X . Identifying the Dirichlet forms
of Y n+1,n and Xn, we obtain the following lemma.
Lemma 3.1. It holds that
pnt f(x) = q
n+1,n
t f(x), x ∈ Kn
for any n ∈ N, t > 0, and f ∈ Bb(Kn). In particular, Xn is strong Feller: pnt f is
continuous on Kn.
Proof. The Dirichlet forms of Xn and Y n+1,n conincide. Indeed, CKn and C′Kn
coincide as the subspace of L2(Kn,m), and the norms ‖·‖H1(D) and ‖·‖H1(In+1) are
equivalent on CKn . Since the Dirichlet forms coincide, it holds that pnt f = qn+1,nt f ,
m-a.e. for any t > 0 and f ∈ Cb(Kn). It follows from (2.2) that for any ε > 0 and
x ∈ Kn,
(3.2) pnt+εf(x) = p
n
ε (p
n
t f)(x) = p
n
ε (q
n+1,n
t f)(x).
qn+1,nt f is continuous onKn. Therefore, by letting ε→ 0 in (3.2), we have pnt f(x) =
qn+1,nt f(x) for any x ∈ Kn. A monotone class argument completes the proof. 
Remark 3.2. (i) The proof of Lemma 3.1 is much simpler than that of [13,
Lemma 6.2], where the author uses the theory of extension domains.
(ii) If X is a Feller process, we can apply [3, Theorem 1] to X and obtain the
strong Feller property of Xn.
It follows from Lemma 3.1 and (3.1) that each pnt is a bounded operator from
L1(Kn,m) to L
∞(Kn,m). In particular, each p
n
t becomes a compact operator on
L2(Kn,m). Therefore, the (non-positive) generator Ln of {pnt }t>0 has no essential
spectrum.
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Lemma 3.3. For each n ∈ N, the eigenfunctions of −Ln has a bounded continuous
version on Kn. The principal eigenfunction can be taken to be positive on Kn.
Proof. We denote by {λk}∞k=1 ⊂ [0,∞) the eigenvalues of −Ln. Then, the eigen-
functions {ϕk}∞n=1 of −Ln satisfy −Lnϕk = λkϕk for each k ∈ N. It is easy to see
that ϕk = e
−λkpn1ϕk and it follows that each ϕk has a bounded continuous version
by Lemma 3.1 and the ultracontractivity of {pnt }t>0. Since Kn is connected, Xn
is irreducible in the sense of [7, Section 1]. Since {pnt }t>0 is a bounded operator
from L1(Kn,m) to L
∞(Kn,m), X
n possesses a tightness property in the sense of
[7, Section 6.4]. By the strong Feller property of Xn and [7, Lemma 6.4.5], ϕ1 can
be taken to be positive on Kn. 
The heat kernel of Xn is positive and continuous.
Lemma 3.4. For any n ∈ N, there exists a continuous function pnt (x, y) : (0,∞)×
Kn ×Kn → (0,∞) such that
pnt f(x) =
∫
Kn
pnt (x, y)f(y) dm(y)
for any t > 0, x ∈ Kn, and f ∈ Bb(Kn).
Proof. Recall that {λk}∞k=1 ⊂ [0,∞] and {ϕk}∞n=1 are the eigenvalues and the
eigenfunctions of −Ln, respectively. By Lemma 3.3, we may assume {ϕk}∞n=1 are
bounded continuous on Kn. By [5, Theorem 2.1.4], the series
pnt (x, y) :=
∞∑
k=1
e−λktϕk(x)ϕk(y)
absolutely converges uniformly on [ε,∞) × Kn × Kn for any ε > 0. Each ϕk is
bounded continuous on Kn. Therefore, p
n
t (x, y) becomes a bounded continuous
function on [ε,∞) × Kn × Kn for any ε > 0. For any t > 0 and f ∈ Bb(Kn),
pnt (x, y) also defines an integral kernel of {pnt }t>0:
(3.3) pnt f(x) =
∫
Kn
pnt (x, y)f(y) dm(y), m-a.e. x ∈ Kn.
By the positivity of pnt and (3.3), p
n
t (x, y) ≥ 0 for any t > 0 and (x, y) ∈ D×D. By
Lemma 3.1, pnt f is a continuous function onKn, and p
n
t (x, y) is bounded continuous
on Kn ×Kn, which implies that (3.3) holds for any x ∈ Kn.
Following the same argument as in [11, Theorem A.4], we prove the positivity
of pnt (x, y). By Lemma 3.3, it holds that ϕ1(x) > 0 for any x ∈ Kn. Therefore, it
holds that
(3.4) pnt (x, x) =
∞∑
k=1
e−λktϕk(x)
2 > 0
for any t > 0 and x ∈ Kn. Let x, y ∈ Kn and assume that ps(z, y) > 0 for some
s > 0. Then, for any t, s > 0 with t > s, we have
(3.5) pnt (x, y) =
∫
Kn
pns (x, z)p
n
t−s(z, y) dm(z).
Thus, pnt (x, y) > 0 by the continuity of p
n
t (x, y) and (3.4). This implies that there
exists t∗ ∈ [0,∞] such that pnt (x, y) = 0 for any t ∈ (0, t∗] and pnt (x, y) > 0 for
any t ∈ (t∗,∞). We shall show that t∗ is finite. Since Kn is arcwise connected,
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there exists a continuous function γ : [0, 1]→ Kn such that γ(0) = x and γ(1) = y.
By the continuity of pnt (x, y) and (3.4), for any s ∈ [0, 1], there exists an open
neighborhood Os ⊂ Kn of γ(s) such that for any z, w ∈ Os
pn1 (z, w) > 0
Since γ[0, 1] is a compact subset of Kn, there exists N ∈ N and {si}Ni=0 such that
0 = s0 < s1 < · · · < sN = 1 and xi ∈ Oi+1 for any i = 0, 1, . . . , N − 1, where
xi = γ(si). (3.4) and (3.5) yield that
pnn′(x, y) =
∫
Kn
· · ·
∫
Kn
pn1 (x, x1)p
n
1 (x1, x2) · · · pn1 (xN−1, y) dm(x1) · · · dm(xN−1) > 0,
which implies t∗ ≤ N <∞. Let H be the upper half-plane of C. Then,
∞∑
k=1
e−λkzφk(x)φk(y)
converges uniformly on compact subsets of H. Thus, pnz (x, y) is extended to a
holomorphic function on H. If t∗ > 0, p
n
t (x, y) = 0 for any t ∈ (0, t∗]. It also holds
that pnz (x, y) = 0 for any z ∈ H. This contradicts to the fact that t∗ <∞. Hence,
we have t∗ = 0. 
In what follows, pnt (·, ·) is extended to a function on D×D by setting pnt (·, ·) = 0
outside Kn ×Kn.
Lemma 3.5. It holds that limn→∞ Px(τn ≤ t) = 0 uniformly in (t, x) over each
compact subset of [0,∞)×D.
Proof. By monotonicity, it suffices to show that limn→∞ supx∈K Px(τn ≤ t) = 0 for
any t > 0 and any compact subset K ⊂ D. We may assume K ⊂ K1. It holds that
Px(τn ≤ t) = 1− Px(t < τn) = 1− pnt 1Kn(x)
for any x ∈ K and n ∈ N. By Lemma 3.1, pnt 1Kn is continuous on Kn. Hence,
P(·)(τn ≤ t) is a continuous function on K. It follows from [13, Lemma 6.8] that
lim
m→∞
Px(τm ≤ t) = 0
for any x ∈ K. Since the convergence is monotone and non-increasing, we complete
the proof by Dini’s theorem. 
4. Proof of Theorem 2.3
In what follows, we fix R ∈ (0,∞). Recall that DR is an open subset of D:
DR = D ∩ B(R). We take N ∈ N such that
⋃
(x,r)∈DR×(0,R/2)
B(x, r) ⊂ KN ⊂
JN+1. Note that N depends only on D and R.
Lemma 4.1. There exists a constant δR ∈ (0, 1) which depends on R such that
QN+1x (Y
N+1
t ∈ JN+1 \B(x, r)) ≤ 1/4
for any x ∈ DR, r ∈ (0, R/2), and t ∈ (0, δRr2].
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Proof. Let δR ∈ (0, 1) be a constant to be determined. By (3.1), it holds that for
any (x, r) ∈ DR × (0, R/2) and any t ∈ (0, δRr2]
QN+1x (Y
N+1
t ∈ JN+1 \B(x, r))
≤ aN+1ett−d/2
∫
Rd\B(r)
exp
(−|y|2/(bN+1t)) dy
=
2pid/2aN+1e
tt−d/2
Γ(d/2)
∫ ∞
r
sd−1 exp(−s2/bN+1t) ds
≤ 2aN+1(pibn+1)
d/2eδRR
2/4
Γ(d/2)
∫ ∞
r/
√
bN+1t
sd−1 exp(−s2) ds.
Here Γ is the gamma function. We take δR ∈ (0, 1 ∧ (4/R2)) so that
2aN+1(pibN+1)
d/2
Γ(d/2)
∫ ∞
1/
√
bN+1δR
sd−1 exp(−s2) ds ≤ 1
4
,
which completes the proof. 
For each (x, r) ∈ DR × (0, R/2), we define stopping times as follows:
τB(x,r) = inf{t > 0 | Xt ∈ D \B(x, r)},
τNB(x,r) = inf{t > 0 | XNt ∈ D \B(x, r)},
TN+1B(x,r) = inf{t > 0 | Y N+1t ∈ JN+1 \B(x, r)},
TN+1,NB(x,r) = inf{t > 0 | Y N+1,Nt ∈ KN+1 \B(x, r)}.
Using Lemma 4.1 and applying [9, Theorem 7.2] to the conservative diffusion process
Y N+1 on JN+1, we obtain the next corollary.
Corollary 4.2. There exist positive constants cR, γR depend on R such that
QN+1x (T
N+1
B(x,r) ≤ t) ≤ cR exp(−γRr2/t)
for any (x, r) ∈ DR × (0, R) with B(x, r) ⊂ B(R) and t ∈ (0,∞).
We shall give a proof of Theorem 2.3.
Proof of Theorem 2.3 (i). Let t ∈ (0,∞) and (x, r) ∈ DR × (0, R) with B(x, r) ⊂
B(R). It clearly holds that TN+1,NB(x,r) = T
N
B(x,r). Hence, it follows that
(4.1) QN+1x (T
N+1,N
B(x,r) ≤ t) = QN+1x (TN+1B(x,r) ≤ t).
By Lemma 3.1, we have
(4.2) QN+1x (T
N+1,N
B(x,r) ≤ t) = Px(τNB(x,r) ≤ t).
Since τNB(x,r) = τB(x,r), it holds that
(4.3) Px(τ
N
B(x,r) ≤ t) = Px(τB(x,r) ≤ t).
By using the equalities (4.3), (4.2), (4.1), and Corollary 4.2, we complete the proof.

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Proof of Theorem 2.3 (ii). We check the conditions (DB)β , (DU)
U,R
F , and (P)
U,R
β
in [9, Theorem 1.1] with β = 2, U = DR. The third condition has already
shown in Theorem 2.3 (i). We define Ft(x, y) : (0, R
2] × DR × DR → [0,∞)
by Ft(x, y) = aN+1e
tt−d/2. Then, it holds that Fs(z, w)/Ft(x, y) ≤ (t/s)d/2 for any
(t, x, y), (s, z, w) ∈ (0, R2] × DR × DR with s ≤ t. This implies (DB)β . We shall
check (DU)U,RF . It follows from Lemma 3.1 and (3.1) that
Px(Xt ∈ A, t < τDR) = Px(XNt ∈ A, t < τDR)
≤ Qx(Y N+1,Nt ∈ A) ≤
∫
A
aN+1e
tt−d/2 exp
(−|x− y|2/bN+1t) dm(y)
≤
∫
A
Ft(x, y) dm(y)
for any (t, x) ∈ (0, R2)×DR and any A ∈ B(DR), which implies (DU)U,RF . 
Proof of Theorem 2.3 (iii). We write Ex for the expectation with respect to the
probability measure Px. Take ε ∈ (0, 1) and R > 0. Let f ∈ Bb(D) be a nonnegative
function with f |D\Dε,R = 0. Let n, n′ ∈ N with n > n′ and DR+1 ⊂ Kn′ . Recall
τn = inf{t > 0 | Xt ∈ D \Kn}. It holds that Px(Xτn′ ∈ Kn′) = 0 for any x ∈ Kn′ .
For any x ∈ Kn′ and any t > 0, we have Ex[1{τn′=t}f(Xt)] = 0 since f = 0 on
D \Kn′ . Thus, it holds that
pnt f(x) = Ex[f(Xt) : t < τn] = p
n′
t f(x) + Ex[f(Xt)1{τn′<t<τn}].(4.4)
for any t > 0 and x ∈ Kn′ . We denote by {θt}t≥0 the shift operator of X . Using the
relation τn′ ≤ τn = τn′+τn◦θτn′ and the strong Markov property [9, Proposition 3.4]
of X , we obtain
Ex[f(Xt)1{τn′<t<τn}]
= Ex[1{τn′<t}1{t<τn′+τn◦θτn′ }
f(Xt)]
= Ex[1{τn′<t}EXτn′
[f(Xt−τn′ )1{t−τn′<τn}]]
= Ex[1{τn′<t}EXτn′
[f(Xnt−τn′ )]] = Ex[1{τn′<t}p
n
t−τn′
f(Xτn′ )].(4.5)
It follows from (4.4) and (4.5) that
0 ≤ pnt f(x)− pn
′
t f(x) = Ex[1{τn′<t}p
n
t−τn′
f(Xτn′ )]
= Ex
[∫
Dε,R
pnt−τn′ (Xτn′ , y)f(y) dm(y) : τn′ < t
]
.(4.6)
It is easy to see
sup
s∈(0,R2∧t]
sup
x∈Jm\DR+1
sup
y∈Dε,R
pns (x, y) ≤ sup
s∈(0,R2∧t]
sup
x/∈DR
ess sup
y∈Dε,R
ps(x, y),(4.7)
where ess sup denotes the essential supremum with respect to m. It also holds that
sup
s∈[R2∧t,t]
sup
x∈Jm\DR+1
sup
y∈Dε,R
pns (x, y) ≤ sup
s∈[R2∧t,t]
sup
x∈D
ess sup
y∈Dε,R
ps(x, y).(4.8)
By Theorem 2.3 (i), both (4.7) and (4.8) are bounded above by a positive constant
depends on ε and R, say Cε,R. Since Xτn′ ∈ Jn′ \DR+1, (4.6) implies that
(4.9) 0 ≤ pnt (x, y)− pn
′
t (x, y) ≤ Cε,R × Px[τn′ ≤ t]
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for any (t, x, y) ∈ (0,∞)×Kn′ ×Dε,R.
For each (t, x, y) ∈ (0,∞)×D ×D, we define
p∗t (x, y) := limn→∞
pnt (x, y).
By (4.9), Lemma 3.4, and Lemma 3.5, p∗t (x, y) is a continuous function on (0,∞)×
D×Dε,R. Since ε ∈ (0, 1), R > 0 are arbitrarily chosen, p∗t (x, y) is also continuous
on (0,∞)×D×D. For any x ∈ D, t > 0, and nonnegative function f ∈ Bb(D), we
have
Ex[f(Xt) : t < τn] = p
n
t f(x) =
∫
D
pnt (x, y)f(y) dm(y).
Monotone convergence theorem and Lemma 3.5 yield
Ex[f(Xt)] =
∫
D
p∗t (x, y)f(y) dm(y).
By Lemma 3.4, pnt (x, y) > 0 for any t > 0, n ∈ N, and x, y ∈ Kn. Hence, we have
p∗t (x, y) > 0 for any t > 0 and x, y ∈ D. 
5. Proof of Theorem 2.4
In what follows, we fix a non-empty open subset U ⊂ D. Recall that each
XU∩Kn is the part process of X on the open subset U ∩ Kn of D. Each XU∩Kn
is also regarded as the part process of Xn on U ∩ Kn. Thus, by Lemma 3.1 and
[3, Theorem 1], the semigroup {pU,nt }t>0 of XU∩Kn is strong Feller. By repeating
the same arguments as in Lemma 3.3 and Lemma 3.4, we obtain the next lemma.
Lemma 5.1. For any n ∈ N, there exists a continuous function pU,nt (x, y) : (0,∞)×
(U ∩Kn)× (U ∩Kn)→ (0,∞) such that
pU,nt f(x) =
∫
Kn
pU,nt (x, y)f(y) dm(y)
for any t > 0, x ∈ U ∩Kn and f ∈ Bb(U ∩Kn).
pU,nt (·, ·) is extended to a function on D × D by setting pU,nt (·, ·) = 0 outside
(U ∩Kn)× (U ∩Kn).
Proof of Corollary 2.4. If U is bounded, we complete the proof by Lemma 5.1.
Therefore, we may assume that U is unbounded. Let n, n′ ∈ N with n > n′. Then,
(5.1) 0 ≤ pU,nt (x, y)− pU,n
′
t (x, y) ≤ pnt (x, y)− pn
′
t (x, y), t > 0, x, y ∈ D.
To see the latter inequality, note that for (x, y) ∈ (D×D)\ ((U ∩Kn′)× (U ∩Kn′))
this inequality holds trivially. For (x, y) ∈ (U ∩Kn′)× (U ∩Kn′), it holds that
pnt (x, y)− pn
′
t (x, y)− pU,nt (x, y) + pU,n
′
t (x, y)
= lim
r→0
Px(Xt ∈ D ∩B(y, r), τU ∨ τn′ ≤ t < τn)
m(D ∩B(y, r)) ≥ 0
by the continuity of the densities ofXD∩B(y,r), r > 0, which is assured by Lemma 5.1.
By using (5.1) and repeating the same argument as in the proof of Theorem 2.3 (iii),
we complete the proof. 
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6. Application
For each open subset O ⊂ D, we define CapD(O) by
CapD(O) = inf{‖f‖2H1(D) | f ∈ H1(D), f ≥ 1, m-a.e. on O}.
For each subset A ⊂ D, we set
CapD(A) = inf{CapD(O) | A ⊂ O, O ⊂ D is an open subset}.
Let Hd−1 be the (d − 1)-dimensional Hausdorff measure on Rd. We denote by σ
the restriction on ∂D := D \ D. σ is a Radon measure on (∂D,B(∂D)). It is
shown in [13, Proposition 2.4] that σ is also a smooth measure: σ(A) = 0 whenever
CapD(A) = 0, A ⊂ ∂D. By [7, Theorem 5.1.3], there is a unique positive continuous
additive functional L = {Lt}t≥0 of X such that∫
D
h(x)Ex
[∫ t
0
f(Xs) dLs
]
dm(x) =
∫ t
0
∫
∂D
f(x)(psh)(x) dσ(x) ds
for any t > 0 and f, h ∈ Bb(D). We call L the boundary local time of X . By (2.1)
and the Markov property of X , it holds that
(6.1) Ex
[∫ t
0
f(Xs) dLs
]
=
∫ t
0
∫
∂D
ps(x, y)f(y) dσ(y) ds
for any t > 0, x ∈ D, and f ∈ Bb(D).
σ is in the local Kato class of X in the sense of [3].
Theorem 6.1. It holds that
lim
t→0
sup
x∈D
Ex
[∫ t
0
1K(Xs) dLs
]
= 0
for any relatively compact open subset K of D.
Proof. SinceD is a Lipschitz domain, ∂D∩K is a part of the boundary of a bounded
Lipschitz domain E of Rd. It follows from (6.1) that for any t > 0
sup
x∈D
Ex
[∫ t∧1
0
1K(Xs) dLs
]
≤
∫ t∧1
0
sup
x∈E
∫
∂D∩K
ps(x, y) dHd−1(y) ds+
∫ t∧1
0
sup
x∈D\E
∫
∂D∩K
ps(x, y) dHd−1(y) ds
=: I1 + I2.
By Theorem 2.3 (i) and (iii), there exist c1, c2 ∈ (0,∞) depending on E such that
for any t > 0
I1 ≤ c1 × sup
x∈E
∫ t∧1
0
s−d/2
∫
∂E
exp(−c2|x− y|2/s) dHd−1(y) ds,(6.2)
I2 ≤ c1 ×Hd−1(∂E)×
∫ t∧1
0
(2s)−d/2 exp(−c2/s) ds.
It is easy to see limt→0 I2 = 0. Thus, it remains to show limt→0 I1 = 0. For ε > 0,
we define Eε = {x ∈ E | dist(x, ∂E) < ε}. As E is a bounded Lipschitz domain,
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there exist ε0 > 0 and c3 = c3(d,E, c2) > 0 such that
(6.3)
1
ε
∫
Eε
s−d/2 exp(−c2|x− y|2/s) dm(y) ≤ c3/
√
s
for any s ∈ (0, 1], any ε ∈ (0, ε0) and any x ∈ E. See [13, Lemma 7,4] for the proof.
Using (6.2), (6.3) and [4, Lemma 7.1], we obtain
lim
t→0
I1 ≤ c1 × lim
t→0
sup
x∈E
lim
ε→0
∫ t∧1
0
1
ε
∫
Eε
s−d/2 exp(−c2|x− y|2/s) dm(y) ds
≤ c1c3 × lim
t→0
∫ t∧1
0
s−1/2 ds = 2c1c3 × lim
t→0
√
t = 0,
which completes the proof. 
Remark 6.2. If L satisfies limt→0 supx∈D Ex[Lt] = 0, σ is said to be in the Kato
class of X . If D is thin at infinity: lim|x|→∞, x∈Dm(D∩B(x, 1)) = 0, it is shown in
the proof of [13, Corollary 2.8] that lim|x|→∞, x∈D Ex[exp(−Lt)] = 0 for any t > 0.
It follows from Jensen’s inequality that supx∈D Ex[Lt] ≥ lim|x|→∞, x∈D Ex[Lt] =∞
for any t > 0. Thus, σ is generally not in the Kato class of X .
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