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Referat: In der vorliegenden Arbeit wird die Dynamik geordneter modulierter Phasen
außerhalb des thermischen Gleichgewichts untersucht. Der Schwerpunkt liegt auf einem zwei-
dimensionalen, streifenbildenden System, genannt Modell B mit Coulomb-Wechselwirkung,
welches aus einem geordneten Anfangszustand unter dem Einfluß eines Rauschterms relaxiert.
Aus den mittels numerischer Simulationen gewonnenen Daten wird die lokale Orientierung der
Streifen extrahiert und deren raum-zeitliche Korrelationsfunktionen berechnet. Wir beobach-
ten eine langsame Dynamik und Alterungseffekte in der Zwei-Zeit-Autokorrelationsfunktion,
welche einer Skalenform folgt, die aus kritischen Systemen bekannt ist. Dies geht einher
mit dem Wachstum einer ra¨umlichen Korrelationsla¨nge senkrecht zu den Streifen. Zu sehr
spa¨ten Zeiten klingt die zugeho¨rige ra¨umliche Korrelationsfunktion mit einem Potenzgesetz
ab. Weiterhin wird der Einfluß der Systemgro¨ße und verschiedener Seitenverha¨ltnisse auf
die Dynamik des Orientierungsfeldes studiert, wobei ein Wachstumsprozeß parallel zur
Ausrichtung der Streifen identifiziert wird. Es zeigt sich, daß dieser Prozeß fu¨r die Nichtgleich-
gewichtsdynamik entscheidend ist. Zwei weitere Modelle fu¨r modulierte Phasen werden in
a¨hnlicher Weise untersucht. Die Swift-Hohenberg-Gleichung in der Variante mit erhaltenem
sowie nicht erhaltenem Ordnungsparameter zeigt ebenfalls Alterungseffekte in der Dynamik
der Streifenorientierung. In einem System, welches zweidimensionale hexagonale Muster
bildet, werden Alterungseffekte in der Autokorrelationsfunktion der Verschiebung beobachtet.
Jedoch sa¨ttigt die zugeho¨rige ra¨umliche Korrelationsla¨nge bei einem endlichen Wert, was auf
eine Unterbrechung der Alterung hindeutet.
Schlagwo¨rter: modulierte Phasen, Nichtgleichgewichtsdynamik, Alterung, Skalenverhalten,
kritische Dynamik, weiche kondensierte Materie, Musterbildung, statistische Physik
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Non-equilibrium dynamics in a
stripe-forming system
I. INTRODUCTION
Equilibrium statistical mechanics has been very successful in explaining a large number of
phenomena, especially related to phase transitions [1–3]. However, the notion of equilibrium,
upon which most of the theoretical understanding is based, turns out to be a rather idealized
situation [4]. For concreteness, we focus on systems without external driving forces, coupled
to a heat bath at a temperature T . In equilibrium, this setting corresponds to the canonical
ensemble. Small perturbations close to an equilibrium state can be treated with linear
response theory [3], and the system is expected to quickly return to equilibrium. However,
no general formalism is available to explain the behavior encountered in systems far from
equilibrium. Thus, a problem-spedific approach is necessary, and tools such as computer
simulations have proven to be of great importance [5, 6]. Starting from equilibrium, a system
can be brought out of equilibrium by a sudden change of a control parameter, e.g., the
temperature, or by switching on an external field. Subsequently, a long or even infinite time
may be necessary to re-establish equilibrium, depending on the nature of the equilibrium
state the system is approaching. Such a slow relaxation can be found in a wide variety of
systems [7]. One important class is given by glass-forming systems, which are well-known to
exhibit such phenomena as aging, rejuvenation, and memory effects [8, 9]. The glass transition
as well as its accompanying features are at the center of extensive and ongoing research [10].
In trying to understand the microscopic origin of glassy dynamics, much effort has been
directed towards the study of disorder, which can be quenched, as in spin glasses [11, 12],
or self-generated [13, 14]. On the other hand, it has been known for a long time that pure
systems, which do not contain quenched randomness, may also exhibit a slow dynamics and
particularly aging [15–17]. Examples are simple models for ferromagnets [18, 19] and other
phase-ordering systems [16, 20, 21], where the observed dynamics can often be explained in
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FIG. 1. Aging in the 2D Glauber-Ising model quenched to the critical temperature Tc. (a) The
two-time autocorrelation function C(t, tw) is plotted as a function of t − tw. The waiting time
tw increases from 1500 up to 4000 in steps of 500 (bottom to top). (b) The rescaled correlation
function (t− tw)bcC(t, tw) is plotted as a function of t/tw. The values of tw are the same as in (a).
Adapted from Ref. 21.
terms of growing length scales [22]. To illustrate the aging effect, which is central to the
present work, we present in Fig. 1 the two-time autocorrelation function C(t, tw) obtained
from a ferromagnetic spin system quenched to the critical point [21]. While a more complete
introduction to aging will be given in Sec. III A, the basic phenomenology of this effect can
easily be identified: When plotted as a function of the time difference t− tw, the correlation
function C(t, tw) depends on the waiting time tw. This is in contrast to the expected behavior
in a stationary system, where C(t, tw) should be a function of t− tw only [21]. Another aspect
of aging is demonstrated in Fig. 1(b), namely the scaling behavior inherent in C(t, tw). When
the correlation function is rescaled by multiplication with a factor (t− tw)bc , it depends only
on the ratio t/tw. The exponent bc is specific to the system under consideration. Nevertheless,
in the course of this work, we will encounter exactly the type of scaling demonstrated in
Fig. 1.
In this thesis, we will investigate microphase-ordering systems, also called modulated
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phases [23]. They can take the form of stripes, lamellae, hexagonally ordered cylinders,
as well as spatially more complex phases. Real-world examples for microphase-ordering
systems are, e.g., block copolymers [24–26], thin magnetic films [27–30], electronic stripe
phases [31, 32], Rayleigh-Be´nard convection [33, 34], lipid bilayers [35], or patterns in chemical
reactions [36, 37]. These systems possess at least one intrinsic, finite modulation length λ0,
which remains (mostly) constant in time. An additional length scale might be necessary
to capture the degree of long-range order present in the system [38]. In contrast, most
phase-ordering systems can be described by a single growing length scale, for instance the
typical size of a domain. This length tends to infinity as the system orders [16]. The models
we investigate here belong to the class IS defined by Cross and Hohenberg [39], which means
that the respective equilibrium state at zero temperature is periodic in space, but stationary
in time.
In the main part of the present work, we study the evolution of a simple model for stripe
formation under the influence of noise. Since the choice of the initial condition has a
tremendous influence on the resulting dynamics, a few comments are in order. In numerical
studies, the usual approach to investigating the dynamics of a phase-ordering system is to first
prepare it in a suitable initial state. The temporal evolution after the start of the simulation,
which mimics a change of the temperature, is then monitored. When considering the initial
states of a system exhibiting a phase transition at a critical temperature Tc, at least two states
stand out: The high-temperature homogeneous phase, which is observed as the temperature
approaches infinity, and the completely ordered ground state at zero temperature. The
evolution after a quench from an initial temperature Ti =∞ to a temperature Tf ≤ Tc has
been addressed extensively in the literature [16, 40]. On the other hand, preparing the system
in its ground state, corresponding to Ti = 0, is less common [41–43]. The former approach
often entails a dynamics dominated by topological defects and/or domain boundaries, as
different ordered phases compete during the coarsening process [16]. Here, we will adopt the
latter procedure, thus preparing the stripe-forming system in an ordered state corresponding
to Ti = 0 before performing an “up-quench”, which mimics a jump to a temperature Tf < Tc.
We present some illustrative examples for the different types of dynamics in Fig. 2 [44]. The
model system as well as the free-energy density ρF and the orientational order parameter
S will be properly introduced further below. Briefly, the free-energy density ρF acts as a
driving force for the deterministic dynamics of the stripe-forming system, while the quantity
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S indicates the degree of orientational order. S = 0 represents a disordered system, S = 1 in
a completely ordered system. On the left-hand side [Fig. 2(a–c)], data for a quench from
homogeneous initial conditions are shown in red. Even a long time after the start of the
simulation, there are numerous topological defects still present in the system [Fig. 2(a)].
The free-energy density ρF decreases quickly at first, but its decline slows down at later
times [Fig. 2(b)]. On the other hand, the orientational order parameter S remains close
to zero for a long time, but finally approaches unity [Fig. 2(c). This indicates that the
system consists of mostly parallel stripes and thus the onset of orientational order. The
ordering process in stripe-forming systems we just described has been extensively studied in
the literature [38, 45–52]. We will briefly address its aging properties in Sec. V.
We now turn to the case of ordered initial conditions, which is central to the present work.
The corresponding results are shown in blue on the right-hand side of Fig. 2. As evident from
Fig. 2(d), the stripe pattern becomes visibly perturbed as time progresses, but no topological
defects appear. In contrast to the case of homogeneous initial conditions, the free-energy
density ρF actually increases initially, but remains constant thereafter [Fig. 2(e)]. The
apparent increase of fluctuations is an artifact of the logarithmic time scale. This indicates
that the fluctuations seen in Fig. 2(d) have very low energy. Finally, the orientational order
parameter S remains close to unity at all times, as expected for an ordered system [Fig. 2(f)].
Nevertheless, there is an ongoing decay, and the order parameter does not become stationary
even at the latest times. Already from these preliminary data, we can conclude that the
stripe-forming system evolving from ordered initial conditions exhibits a slow dynamics. This
is despite the fact that one major obstacle on the way to equilibrium, namely the presence of
topological defects, has been removed by our choice of initial conditions. The investigation
of this phenomenon will be the major goal of the present work.
The remainder of this thesis is organized as follows: First, we introduce the model and
define the quantities used to analyze its behavior (Sec. II). In Sec. III we present our main
results concerning the dynamics of the orientation field when the stripe-forming system is
relaxing from an ordered state. Sec. IV is devoted to the study of the influence of spatial
confinement on that dynamics. The case of a quench from homogeneous initial conditions is
briefly addressed in Sec. V.
In the second part of this thesis, we study a related stripe-forming system, namely the
Swift-Hohenberg equation [53] (see Sec. VI), before turning to the dynamics of an ordered
10
FIG. 2. Two types of slow dynamics in stripe patterns starting from different initial conditions:
(a–c) homogeneous initial state, (d–f) striped initial state. (a) and (d) show binarized snapshots
representing the corresponding dynamics of the concentration field. The free energy density ρF (t)
decays slowly for homogeneous initial conditions (b), whereas it becomes stationary in the ordered
system (e). During defect annihilation, the orientational order parameter S remains close to zero
for a long time, but approaches unity at later times (c). In contrast, the ordered system exhibits a
very slow but ongoing decay of orientational order (f). The noise strength η/ηc =
1
30 in both cases.
In (d), the wave length λ0 is indicated. Adapted from Ref. 44.
hexagon-forming system, which provides an example for a modulated phase with a different
symmetry (Sec. VII).
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II. MODEL AND DATA ANALYSIS
A. Model B with Coulomb interactions
In this section, we briefly introduce the model, the simulation algorithm, and the data
analysis techniques used in this work. The stripe-forming system we study is based on model
B known from the theory of critical phenomena [54],
∂ψ
∂t
= ∇2 δF
δψ
+ ζ, (1)
where ψ(r, t) is a scalar field representing the concentration difference ψA−ψB of two species
A and B. ζ(r, t) is Gaussian white noise with zero mean and correlations 〈ζ(r, t)ζ(r′, t′)〉 =
−2η∇2δ(r− r′)δ(t− t′), with the parameter η controlling the noise strength. It remains to
specify the free energy functional F , which we write as follows:
F [ψ] =
∫
ddr
{
−1
2
ψ(r, t)2 +
1
4
ψ(r, t)4 +
1
2
[∇ψ(r, t)]2
}
+
Γ
2
∫ ∫
ddr′ψ(r′, t)G(r, r′)ψ(r, t)ddr,
(2)
with d being the spatial dimension, and the Green’s function G(r, r′) defined by ∇2G(r, r′) =
−δ(r− r′). The first part of Eq. (2) is the usual Ginzburg-Landau free energy representing
attractive interactions, whereas the second part describes repulsive long-range Coulomb
interactions. This free energy has first been derived by Ohta and Kawasaki [55] in the context
of block copolymer melts. It also arises in the context of Coulomb-frustrated ferromagnets [56–
60], as well as in reactive binary mixtures [61] and a number of other systems [62]. Inserting
Eq. (2) into Eq. (1) leads to the following stochastic partial differential equation:
∂
∂t
ψ(r, t) = ∇2 [−ψ(r, t) + ψ(r, t)3 −∇2ψ(r, t)]− Γψ(r, t) + ζ(r, t). (3)
For Γ = 0, Eq. (3) reduces to the Cahn-Hilliard equation used to describe spinodal decompo-
sition in metallic alloys and other binary mixtures [16, 63]. with Γ > 0, Eq. (3) has been
used as a simple model for the dynamics of microphase separation and the development of
stripe order, both in block copolymers [38, 64–69] and in reactive binary mixtures [70, 71].
Without the noise term (η = 0), the system performs a gradient descent within the energy
landscape given by Eq. (2) [65], whereas a finite value η > 0 simulates the coupling of the
system to a noise source, e.g., a heat bath [54].
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As mentioned before, most works in the literature devoted to the study of phase-separating
systems address the dynamics after a quench from the high-temperature phase to a tem-
perature T < Tc. This is also the case for the stripe-forming system [38, 45–52]. However,
quenches within the ordered phase have been investigated using a linear stability analysis [72].
Since our goal is to study the stripe-forming system in the ordered state, we use initial condi-
tions of the form ψ(r, t = 0) = A cos(2pi/λ0r⊥), where the amplitude A = 2
√
(1− 2√Γ)/3
and the wave length λ0 = 2pi/Γ
1
4 minimize the free energy, Eq. (2), in a single-mode ap-
proximation [71]. In this work, the two-dimensional vector r ≡ (r⊥, r‖)ᵀ has components
referring to the directions perpendicular and parallel to the stripes, respectively. We fix
the parameter Γ = 0.2 in all simulations, which is within the range 0 < Γ ≤ 1
4
for which
Eq. (3) exhibits stripe formation [38]. The value Γ = 0.2 leads to a sinusoidal concentration
profile of ψ(r, t), which corresponds to the weak-segregation regime in the language of block
copolymers [24]. The noise strength η is treated as an adjustable parameter. We mainly
present data from simulations where η = 1.39 · 10−2, 6.94 · 10−3, 6.94 · 10−4, and 1.39 · 10−4.
For clarity, we will refer to these noise strengths as η/ηc =
2
3
, 1
3
, 1
30
, and 1
150
, respectively. The
critical noise strength ηc = 0.020(3) will be discussed in Section III E. We have performed
computer simulations of Eq. (3) on a two-dimensional square lattice of size L⊥ × L‖, where
L⊥ = L‖ = L = 517 in most cases. This value of the system size L has been chosen to
be commensurate with the wavelength λ0 ≈ 9.4 of the stripe pattern. Time and space are
discretized in steps of ∆t = 0.1 and ∆x = 1, respectively. We use a semi-implicit pseudo-
spectral algorithm adapted from Ref. 73, which implies periodic boundary conditions. All
spatial derivatives are computed in Fourier space and the time derivative is integrated using a
backwards-differences scheme, which is third-order in our case. The corresponding first-order
algorithm has been used before in simulations of Eq. (3), in both, a deterministic [74, 75] and
a stochastic variant [76–78]. The details can be found in Appendix A, while a comparison
with other algorithms is presented in Appendix B. All results have been averaged over 40
independent realizations, unless stated otherwise.
B. Local stripe orientation
In order to analyze the results of our simulations, we make use of the local orientation
of the stripe patterns, which has become a standard method in recent years [38, 79–82].
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We compute the orientation field θ(r, t) from ψ(r, t) using the so-called gradient-square or
structure tensor [83–85],
G ≡ ∇ψ ⊗∇ψ =
 ψ2⊥ ψ⊥ψ‖
ψ⊥ψ‖ ψ2‖
 , (4)
where the subscripts denote the partial derivatives ∂ψ/∂r⊥ and ∂ψ/∂r‖, respectively. The
tensorial representation, which can also be generalized to higher dimensions [86–88], has
several advantages. Because it is a quadratic form of the gradient, ∇ψ and −∇ψ are mapped
to the value of G, as required by symmetry. Equivalently, this reflects that the orientation
of a pattern (in rad) is only defined modulo pi. Furthermore, the structure tensor enables
averaging over a local neighborhood without cancellation effects. This is especially important
at locations where the gradient vanishes (e.g., the valleys and ridges of a stripe pattern),
and in the presence of noise. The orientation is given by the direction of the eigenvector
of G associated with the largest eigenvalue. An equivalent expression can be obtained by
introducing the double angle 2θ [85, 89]:
tan(2θ) =
2ψ⊥ψ‖
ψ2⊥ − ψ2‖
, (5)
with the bars denoting the local average necessary for a robust estimation of the orientation.
In this work, we use the algorithm described in Ref. 90. Its implementation in Fourier space
matches the periodicity of our simulation data.
C. Correlation functions and order parameters
A major aspect of this work concerns correlation functions of the local stripe orientation.
The orientation correlation function is defined as
Cθ(r, r
′, t, t′) ≡ 〈e2i(θ(r′,t′)e−2iθ(r,t)〉ζ − 〈e2iθ(r′,t′)〉ζ〈e−2iθ(r,t)〉ζ , (6)
where 〈·〉ζ stands for an average over independent noise realizations, and the double angles 2θ
reflect the nematic symmetry of the stripe orientation, i.e., the aforementioned invariance with
respect to rotations by pi. Using this generic correlation function, we define the orientation
autocorrelation function
Cθ(t, tw) ≡ Re〈Cθ(r, r, t, tw)〉r (7)
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and the spatial orientation correlation function
Cθ(r, t) ≡ Re〈Cθ(r′, r′ + r, t, t)〉r′ . (8)
The orientational order parameter S ∈ [0, 1] is defined as S ≡ ∣∣〈e2iθ(r,t)〉r∣∣. This is equivalent
to the definition of the nematic order parameter used to describe liquid crystals [91].
Finally, we also consider the translational order parameter U ∈ [0, 1], which measures how
well the stripe pattern conforms to a one-dimensional lattice. U is defined as follows:
U ≡ ∣∣〈ei[φ(r,t)−φ0(r)]〉r,ζ∣∣ , (9)
where φ(r, t) is the phase field obtained from the concentration field ψ(r, t) by Fourier
demodulation [92], and φ0(r) ≡ k0 ·r, with k0 the wave vector characterizing the pefect stripe
pattern. This definition compares to the one used previously to extract the translational
order parameter from stripe patterns, which requires localizing the center lines within the
stripe pattern [81]. Nevertheless, our method yields almost identical values for U compared
to the algorithm presented in Ref. 81 (data not shown).
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FIG. 3. Influence of the noise strength η and the simulation time t. (a–d) Concentration fields
ψ(r, t) and (e–h) orientation field θ(r, t) at different times t and noise strengths η. The outer left
column shows the inital state of the system. Sections sized 200× 200 of larger systems (L = 517)
are shown. Note that in (h), the color scale ranges from −pi2 to +pi2 .
III. EVOLUTION FROM AN ORDERED INITIAL STATE
In the following, we investigate the behavior of a stripe-forming system evolving from a
perfectly ordered state under the influence of noise. The results presented in this section
have been published in part in Ref. 44.
The impact of noise on ordered stripe patterns has been studied recently in the context
of block copolymer films used as lithographic masks, where the interfacial roughness is
of technological importance [77, 78, 93–95]. Nevertheless, the detailed dynamics of the
relaxation, and specifically the dynamics of the stripe orientation, has not been addressed
before. Fig. 3(a-d) displays some exemplary simulation results for the concentration field
ψ(r, t) at different times t and for different noise strengths η. The initial configuration of
the system ψ(r, t) is shown on the left. Visual inspection of the concentration fields shows a
qualitative difference between systems where η < ηc and the one where η/ηc =
5
3
[Fig. 3(d)].
While ψ(r, t) exhibits ordered stripes in the former case, only very short stripe segments can
be distinguished in the latter. Apparently, there is a critical noise strength η = ηc which
marks an order-disorder transition (ODT). While the ODT will be investigated in Sec. III E,
we focus on the regime η < ηc for the remainder of this section. A comparison of systems in
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the ordered state reveals increasing fluctuations of the stripes’ shape and orientation when
the noise strength is increased. In contrast, the influence of the simulation time is rather
subtle [Fig. 3(a) and (b)], but becomes more obvious when the local stripe orientation θ(r, t)
is considered [Fig. 3(e-h)]. The morphology of the orientation field changes considerably with
time, with elongate structures perpendicular to the stripes appearing at later stages of the
evolution [Fig. 3(f)]. On the other hand, there is little difference in the morphology of θ(r, t)
for increasing noise strengths η < ηc, except for an increase of the magnitude. Below, we will
analyse the dynamics of the stripe-forming system in a more quantitative manner.
A. Aging
Aging is a non-equilibrium phenomenon associated with the time-dependent behavior of a
system. It is one of the intriguing effects associated with glass formation [7, 9, 10]. On the
other hand, it has long been recognized that non-glassy systems may also exhibit aging as
part of their non-equilibrium dynamics [15, 22, 96]. Aging is often discussed using two-time
correlation functions, although, depending on the system and the specific situation, two-time
response functions may also be considered [8]. The generic autocorrelation function of an
observable A(r, t) can be written as C(t, tw) = 〈A(r, t)A(r, tw)〉r, where the waiting time tw
is smaller than the observation time t. A system in equilibrium exhibits correlations of the
form Ceq(t, tw) = f(t − tw), which reflects the invariance of the dynamics with respect to
time translation. On the other hand, the correlation function explicitly depends on both, t
and tw in case of an aging system [97].
In the following, we briefly consider the autocorrelation function of the concentration field
ψ(r, t) of the stripe-forming system, before focusing on orientation correlations. The two-time
concentration autocorrelation function is given by
Cψ(t, tw) ≡ 〈ψ(r, t)ψ(r, tw)〉r,ζ . (10)
We note that the average 〈ψ(r, t)〉r vanishes at all times.
To investigate possible aging effects in the dynamics of the stripe-forming system, we first
plot the two autocorrelation functions Cψ(t, tw) and Cθ(t, tw) as a function of the time
difference t − tw for different waiting times tw (Fig. 4). The results have been averaged
over 40 independent realizations, except for those shown in Fig. 4(e) and (f), where 5
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FIG. 4. Test for time translation invariance. The concentration autocorrelation function Cψ(t, tw)
(left column) and the orientation autocorrelation function Cθ(t, tw) (right column) are plotted as
a function of t − tw. The waiting times tw = 5 · 102, 103, 2.5 · 103, 5 · 103, and 104 (dark green
to bright green). Data for three different noise strengths η/ηc =
1
30 (a, b), η/ηc =
1
3 (c, d), and
η/ηc =
5
3 (e, f) are shown as indicated. The insets show examples of ψ(r, t), and θ(r, t) for t = 10
4.
The respective color scales are the same as in Fig. 3.
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FIG. 5. Scaling form of the orientation autocorrelation function. (a) Cθ(t, tw) plotted as a function
of tw for the ratio t/tw = 3/2. The noise strength η/ηc =
2
3 ,
1
3 , and
1
30 (top to bottom). The
straight red lines represent power laws with the indicated exponents. (b) The rescaled correlation
function Cθ(t, tw) · tbw plotted as a function of (t− tw)/tw. Data for the same noise strengths as in
(a) are shown. The red line is a fit function described in the text.
realizations proved to be sufficient. Different noise strengths η below and above ηc yield a
qualitatively different behavior of both correlation functions. Above the ODT, there is a
fast relaxation of Cψ(t, tw) and Cθ(t, tw), which both decay as an exponential function of the
difference t− tw [Fig. 4(e) and (f)]. No dependence on the waiting time tw is discernible. In
contrast, the relaxation of both correlation functions is much slower below the ODT. The
orientation correlation function Cθ(t, tw decays similarly to a power law of t− tw, whereas the
concentration correlation function Cψ(t, tw) exhibits an even slower decline, changing by only
a few percent of the initial value within the range we consider. In case of the latter function,
curves for different values of the waiting time tw collapse almost perfectly [Fig. 4(a) and
(c)]. Deviations only appear for the largest differences t− tw. On the other hand, Cθ(t, tw)
exhibits a pronounced dependence on the waiting time tw [Fig. 4(b) and (d)]. The longer the
waiting time, the slower the relaxation we observe.
To summarize, the two-time correlation functions Cψ(t, tw) and Cθ(t, tw) decay rapidly above
the ODT (η > ηc), but slowly in the ordered phase (η < ηc). Only Cθ(t, tw) exhibits a
significant dependence on the waiting time tw. In the following, we will therefore focus on the
aging of the orientation autocorrelation function Cθ(t, tw) in the ordered phase. A common
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scaling form for the autocorrelation function of an aging system is given by [18, 19, 21]
C(t, tw) ∝ t−bw · f(t/tw), (11)
where b is a non-negative exponent, and f(t/tw) is a scaling function. Usually, b = 0 in
systems which are quenched from a temperature Ti =∞ to Tf < Tc, and b > 0 if Tf = Tc [97],
where Tc is the critical temperature. In order to test the scaling form given by Eq. (11), we
first plot Cθ(t, tw) as a function of the waiting time tw while keeping the ratio t/tw constant.
The results for t/tw = 3/2 and different noise strengths η are shown in Fig. 5(a) on a log-log
plot. Cθ(t, tw) decays as a power law of tw for all three values of η. In order to extract the
exponent b, we have fitted the data in the interval 103 ≤ tw ≤ 7 · 103, resulting in b = 0.24,
0.28, and 0.33 for η/ηc =
1
30
, 1
3
, and 2
30
, respectively. This constitutes a very weak dependence
of the exponent b on the noise strength, considering that the noise strength varies over more
than one order of magnitude. Fig. 5(b) shows the rescaled correlation functions Cθ(t, tw) · tbw
as a function of (t− tw)/tw. This choice for the abscissa allows for distinguishing the large
number of data points obtained for t/tw ≈ 1. There is a collapse of the data onto individual
curves for each noise strength, thereby confirming the scaling relation, Eq. (11). We are now
able to determine the scaling function f(t/tw). Regarding its functional form, we propose two
candidates, a stretched exponential f1(x) ∝ exp[−α1(x− 1)β1 ] and a product of two power
laws f2(x) ∝ x−α2(x − 1)−β2 . Fitting these functions to the data for η/ηc = 130 yields the
parameters {α1 = 3.4, β1 = 0.22} and {α2 = 0.89, β2 = 0.34}, respectively. Both functions fit
the data equally well within the available range of t/tw, whereas clearly distinguishing the
two functions would require data for t/tw  102. However, there is an argument in favor of
f2 being the correct scaling function. For large arguments t/tw, f2 exhibits the power-law
decay found in other phase-ordering systems [18]. We note that this behavior is also used to
define the autocorrelation exponent λC [97, 98].
In this section, we have established that there is aging in the dynamics of the stripe orientation.
The scaling form we found, Eq. (11) with an exponent b > 0, is typical for critical systems [97].
The fact that we observe this type of scaling at low noise strengths which are far away
from the order-disorder transition, might seem surprising. However, there are other systems
which are critical not only at an isolated point, but for a whole range of temperatures. Most
notable is the XY model in two dimensions [99–101]. Its non-equilibium dynamics has been
studied in Refs. [41, 42], including quenches from ordered initial conditions, where aging
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with a scaling form according to Eq. (11) was found. Furthermore, while the scaling function
f(t/tw) is different than the one we observe, it decays as a power law for large arguments [41],
which is typical for phase-ordering systems in general [97].
In the following chapters we will report on further evidence for critical behavior of the
stripe-forming system, and compare it to the XY model where appropriate.
B. Spatial correlations, defects, and late-stage properties
In the preceding section, we have demonstrated aging in the stripe-forming system by
investigating the two-time autocorrelation function of the orientation. A more complete
understanding of the dynamics of the stripe-forming system requires taking into account
spatial correlations as well. This will be the focus of the first part of the present section.
Second, we investigate the influence of topological defects, which, while absent from the initial
state, may be generated by the noise. Third, while aging is by definition a non-equilibrium
effect, it is instructive to monitor the behavior of the system as it evolves towards equilibrium
in order to understand the origin of the observed phenomena. While an equilibrium state
could in principle be attained by evolving Eq. (3) until the system becomes stationary, we
will see in the following that this cannot be done with reasonable computational effort.
Therefore, the results presented in this section constitute only an approximation to the
equilibrium behavior of the stripe-forming system. Nevertheless, we will be able to draw
some valuable conclusions regarding its properties.
1. Spatial orientation correlations
As it turns out, the anisotropic nature of the ordered stripe pattern, which arises from the
concentration field being modulated only in one dimension, is also reflected by the shape of
the spatial orientation correlation function Cθ(r, t). At this point, we recall that r ≡ (r⊥, r‖)ᵀ.
In Fig. 6, a portion of the full two-dimensional function is plotted. It is clear from a visual
inspection that the fluctuations of the stripe orientation are more correlated horizontally (in
the r⊥ direction, see the regions shaded in red) than vertically (in the r‖ direction). Therefore,
a separate discussion of the behavior of Cθ(r, t) in the directions perpendicular and parallel
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FIG. 6. Anisotropy of the spatial orientation correlation function. The central part (size 200× 200)
of Cθ(r, t) is shown for t = 5 · 105 and η/ηc = 130 .
FIG. 7. Evolution of the orientation correlation length. (a) Cuts through the spatial orientation
correlation function Cθ(r, t) perpendicular to the stripe pattern for times t = 50, 500, and 5000.
The red line represents an exponential ∝ exp(−r⊥/ξ⊥θ ). (b) The orientational correlation length ξ⊥θ
is plotted as a function of time for different noise strengths. The red line is a power law with the
exponent 12 drawn as a guide to the eye.
to the stripes is necessary.
We first focus on the perpendicular direction. In Fig. 7(a), Cθ(r⊥, r‖ = 0, t) is shown on
a semi-logarithmic scale at different times t ≤ 5 · 103 for η/ηc = 130 . Within this range,
the correlation function decays approximately as an exponential function of the distance
r⊥ for r⊥ & λ0. The temporal evolution suggests the presence of a growing correlation
length. We have extracted the time-dependent orientational correlation length ξθ by fitting
Cθ(r⊥, r‖ = 0, t) with an exponential ∝ exp(−r⊥/ξ⊥θ ). The resulting values of ξ⊥θ are plotted
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FIG. 8. Cross-over and late-stage behavior. (a) Evolution of Cθ(r, t) in the direction parallel to
the stripes. Data are shown for times t = 102, 5 · 102, 103, 5 · 103, 104, 105, and 5 · 105 (bottom to
top). (b) Cθ(r⊥, r‖ = 0, t) is plotted at time t = 5 · 105 for noise strengths η/ηc = 1150 , 130 , 13 , and 23
(bottom to top). The red lines represent power laws with the indicated exponents.
for different noise strengths in Fig. 7(b). ξ⊥θ is independent of the noise strength and grows
with time as a power law with an exponent close to 1
2
. Growth laws with this exponent are
well-known from non-conserved phase-ordering dynamics in various systems [16].
We now consider the spatial correlation function at later times. An example for the evolution
of Cθ(r⊥, r‖ = 0, t) is presented in Fig. 8(a) on a log-log scale. There is a qualitative change
in the shape of the curves, which proceeds over more than three decades of time and possibly
continues at even later times than we consider here. While correlations are short-range at
early times, Cθ(r⊥, r‖ = 0, t) decays as a power law ∝ r−c⊥ at late times t & 105 for spatial
separations r⊥ > 10. We use this decay to define the spatial exponent c. Power-law behavior
is observed over a wide range of noise strengths, including data for the very low noise strength
η/ηc =
1
150
, as shown in Fig. 8. It is easy to see that the exponent increases with the noise
strength, with c = 0.28 at η/ηc =
1
150
and c = 0.56 at η/ηc =
2
3
. This dependence on η will
be discussed in more detail in Sec. III D.
In contrast to the behavior perpendicular to the stripes, orientation correlations parallel
to the stripes remain short-range at all times. This is demonstrated in Fig. 9(a), where
Cθ(r⊥ = 0, r‖, t) is shown at different times t for a noise strength η/ηc = 130 . The correlation
function decays rapidly within about one period of the stripe pattern. Furthermore, no
pronounced evolution with time is visible, except for an overall shift of the curves. In
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FIG. 9. Spatial correlations parallel to the stripes. (a) Temporal evolution of the correlation
function Cθ(r⊥ = 0, r‖, t) for the noise strength η/ηc = 130 . Data are shown for times t = 10
2, 103,
104, 105, and 5 · 105 (bottom to top). (b) Comparison of Cθ(r⊥ = 0, r‖, t) at t = 5 · 105 for noise
strengths η/ηc =
1
150 ,
1
30 ,
1
3 , and
2
3 . In (b), the data have been rescaled using constant factors as
explained in the text.
Fig. 9(b), we compare the orientation correlation function parallel to the stripes at late times
t for different noise strengths. For clarity, the curves for η/ηc =
1
150
, 1
30
, and 1
3
have been
multiplied by factors of 100, 20, and 2, respectively. Cθ(r⊥ = 0, r‖, t) decays quickly for
r‖ < 10, with all curves exhibiting a local minimum followed by a maximum in this region.
For larger separations, the curves for the two highest noise strengths remain close to zero,
while Cθ(r⊥ = 0, r‖, t) possesses another minimum at r‖ ≈ 70 in case of the two lowest noise
strengths. We do not offer an interpretation of these features, but merely note the stark
contrast to the decay of the orientation correlations perpendicular to the stripes. We will
revisit some aspects of the behavior of Cθ(r, t) parallel to the stripes in Sec. IV.
To summarize, we have found perpendicular to the stripes (1) an orientational correlation
length growing as a power-law at early times, and (2) a cross-over to power-law decay of
the spatial correlation function at late times. These features are reminiscent of the features
observed in critical dynamics [19, 97]. In contrast, Cθ(r, t) remains short-range parallel to
the stripes at all times.
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FIG. 10. A pair of dislocations in a system where η/ηc =
1
3 at t = 2 · 105. (a) Concentration field
ψ(r, t). (b) Phase φ(r, t) used to identify the topological defects. (c) Stripe orientation θ(r, t). The
dislocations have been marked with a circle.
2. Topological defects
When a stripe-forming system is prepared in a perfectly ordered state, it contains by
definition no topological defects. However, such defects might be induced during a subsequent
evolution at a finite temperature. In our model, flucutations are introduced through the
noise term ζ(r, t) with the strength η. To understand the dynamics of the system, it is
necessary to investigate the role of topological defects, which are known to be associated
with the slow evolution observed after a quench from a homogeneous initial state [38, 51, 52].
To this end, we have computed the dislocation density ρDisloc, using a procedure described
previously [92, 102]. Briefly, the phase φ(r, t) is obtained from ψ(r, t) by Fourier demodulation.
Defects are then identified by performing path integrals [39, 81, 102, 103] enclosing each
lattice point. If such an integral evaluates to a non-zero integer multiple of 2pi, this indicates
a phase singularity, and the corresponding lattice point is counted as a defect. An example
of this procedure is shown in Fig. 10. The density ρDisloc is finally computed as the number
of defects divided by the system size. In Fig. 11, we show data only for two noise strengths
(η/ηc =
1
3
and 2
3
). Below η/ηc =
1
3
, we did not observe any defects at all, given the system
size we consider. In fact, Figs. 10 and 11 show that dislocation are very rare already at the
latter noise strength, as the maximum values of ρDisloc correspond to just two dislocations
identified within 40 different realizations. On the other hand, a finite density of dislocations
is always present in systems where η/ηc =
2
3
. Aside from fluctuations, ρDisloc does not
change over time. Furthermore, there is no qualitative change in the behavior of systems
with and without dislocations (η/ηc <
1
3
) with respect to the aging effect and the spatial
orientation correlations, as we have seen in the previous section. Therefore, we conclude
that dislocations are not crucial for the dynamics of the ordered stripe-forming system. The
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FIG. 11. Late-stage evolution of the density of defects ρDisloc for noise strengths η/ηc =
1
3 and
2
3 .
The error bars indicate the standard deviation over 40 independent realizations.
observed dynamics is determined by excitations other than topological defects (see Fig. 3).
This is in contrast to the theory of 2D smectics presented in Ref. 104, which predicts that
dislocations are excited at all finite temperatures. The presence of dislocations leads to the
destruction of orientational order and brings about power-law spatial orientation correlations,
like in a nematic. The cited theory describes the equilibrium state and addresses length
scales much larger than the distance between two dislocations. In our simulations, the linear
dimension of the systems we consider is necessarily much smaller than the latter distance at
low noise strengths. More importantly, it turns out that there are also qualitative differences
between the dislocations we observe and those predicted to occur in two-dimensional smectic
systems [104]. In Fig. 10(a), we show an example of two dislocations in a system where
η/ηc =
1
3
and defects occur only at a very low density. However, as the system has a higher
degree of order, the dislocations are more easily identified. From a visual inspection of the
concentration field ψ(r, t), it is clear that the defect merely consists of a ruptured stripe,
which leaves two open ends. While this configuration is topologically equivalent to two
dislocations with opposite winding number [39], it only leads to a local perturbation of the
stripe pattern. In contrast, a free dislocation usually consists of either an interstitial or a
missing stripe, forcing the pattern to adapt on larger length scales. Such a dislocation could
be created by unbinding, i.e., spatial separation, of the two defects depicted in Fig. 10, but
we do not observe such a process in our simulations. The stripe orientation θ(r, t) provides
further evidence for the localized impact of topological defects on the stripe-forming system
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[Fig. 10(c)]. The large-scale, correlated structures typically found in θ(r, t) at late times are
clearly visible, whereas the perturbation caused by the two defects is restricted to a small
region with a diameter on the order of one wave length λ0. This is in clear contrast to the
perturbation of the orientation field caused by an isolated dislocation, which decays only
algebraically perpendicular to the stripes [104].
To conclude, a finite density of topological defects (in the form of dislocations) is observed
in the stripe-forming system, which increases with the noise strength. In the ordered state,
dislocations occur as tightly bound pairs. There is no slow dynamics associated with defect
creation, and the effect on the properties of the system, specifically the orientation dynamics,
is negligible due to their localized nature. This stands in contrast with the theory of 2D
smectics [104].
3. Late-stage properties
We now investigate additional properties of the stripe-forming system at late times,
such as the evolution of different order parameters and of the free energy, and also the
associated probability distributions. In Fig. 12(a, b), we present the temporal evolution of
the orientational order parameter S and the translational order parameter U . As the systems
in question are highly ordered, we plot the deficiency of the order parameters with respect to
unity for reasons of clarity. These quantities increase as the system becomes less ordered. In
Fig. 12(a), the evolution of 1 − S is shown. Orientational order is decreasing very slowly,
which results in 1− S growing in a fashion consistent with a power law with a very small
exponent. In contrast, the translational order parameter U [Fig. 12(b)] is decreasing much
faster, which leads to a more rapid growth of 1− U . The shape of 1− U resembles a power
law, the exponent of which apparently depends on the noise strength η, with larger values
observed at smaller noise strengths. However, the variations between different realizations are
rather large, resulting in noisy time series of 1− U and making it difficult to assess its true
dependence on time. The evolution of both, orientational and translational order parameters
is still progressing at the latest times which we have explored, a further indication that the
stripe-forming system remains out of equilibrium.
The free energy density ρF ≡ F [ψ]/L2, obtained by numerically evaluating Eq. (2), is plotted
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FIG. 12. Late-stage evolution of order parameters. (a–c) Temporal evolution of the orientational
order parameter S, the translational order parameter U and the free energy density ρF , respectively.
The noise strength η/ηc =
1
150 ,
1
30 ,
1
3 , and
2
3 (bottom to top). The straight red lines in (b) are
power laws drawn as guides to the eye. (d) Scaling of S and ∆ρF with the noise strength η. Data
are shown for t = 5 · 105. The straight red line represents a linear dependence on η.
in Fig. 12(c). In contrast to the behavior of the two order parameters, the free energy density
is stationary throughout the time range considered here. This indicates that the processes
responsible for the dynamics at late times are quite subtle and are driven by entropic rather
than by energetic forces.
Our results for the order parameters at late times can be compared to the theoretical findings
of Ref. 104 regarding the different types of order in a two-dimensional stripe system. While
orientational order was found to be persistent in the absence of dislocations, translational
order is destroyed in this case by phonons alone, with phonons referring to excitations of
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the stripe pattern other than topological defects. Only when the effects of dislocations are
included, orientational order is destroyed as well [104]. The pronounced and ongoing decay
of the translational order parameter U we observe in systems with few or no dislocations
is consistent with the predicted strong effect of phonon-like fluctuations on translational
order. The orientational order parameter S decays comparatively slowly, but does not reach a
stationary value either. This is not too surprising, as any kind of broken continuous symmetry
is forbidden in two dimensions at finite temperatures [105, 106]. However, the presence of
a finite value of the order parameter in finite-size systems, even if it should be zero in an
infinite system, is to be expected. For example, the dependence of the magnetization on
the system size can be explicitly calculated for the 2D XY model [107]. The mechanisms
responsible for destroying long-range order, in this case spin waves, only have an effect on
gigantic length scales.
In light of the very slow evolution of the orientational order parameter, we investigate the
influence of varying the noise strength η by assuming S to be stationary at late times. For
purposes of comparison, we define the excess free energy density ∆ρF ≡ (F [ψ] − F0)/L2,
where F0 is the ground state free energy obtained by evolving a system with ordered initial
conditions at η = 0 until no further decrease is observed. The effect of varying the noise
strength is demonstrated in Fig. 12(d), where 1− S and ∆ρF are plotted as a function of
η/ηc. It is clear that both, the free energy and the orientational order parameter scale linearly
with increasing noise strength. The small deviations in 1− S for η/ηc = 23 are probably due
to the finite density of dislocations, which cause additional distortions of the orientation field
θ(r, t).
Up to this point, we have computed the averages of different quantities X characterizing
the stripe-forming system. A more complete description can be obtained by considering the
probability density function p(X). If X is a spatially averaged quantity, one might expect
p(X) to be Gaussian by appealing to the central limit theorem [109]. We will see below that
Gaussian distributions do indeed occur in many, but not all cases. In the following, we will
neglect a possible dependence of p(X) on time and focus solely on the latest times accessed
in our simulations.
First and foremost, we will study the distribution of the orientational order parameter,
p(S). This is motivated by several studies [108, 110] which showed that a number of different
systems, such as turbulent flows and critical ferromagnets, exhibit fluctuations described by
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FIG. 13. Probability distributions of the orientational order parameter S (a, b), the stripe orientation
θ (c, d), and the free energy F (e, f) for two different noise strengths (η/ηc = 1150 , left column, and
η/ηc =
2
3 , right column). The red line in (a) is the BHP distribution [108], while the dashed green
lines in the remaining panels are Gaussians with zero mean and unit variance. The data have been
gathered for 5 · 105 ≤ t ≤ 6 · 105 in case of S and F , and for t = 5 · 105 in case of θ.
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FIG. 14. Illustration of the effects of quenching to η = 0. The concentration field ψ(r, t) (a–c) and
the orientation field θ(r, t) (d–f) are shown for tw = 5 · 105 and t− tw = 0, 10, and 100, respectively.
an approximately universal distribution. Common to those systems is the presence of strong
correlations, for instance due to the proximity to a critical point. The distribution in question,
the so-called BHP distribution, can be analytically derived for the XY model in the spin-wave
approximation [111]. It is asymmetric with respect to the mean, decays rapidly for values
larger than the average and features an asymptotically exponential tail for small values [112].
We plot the probability density as a function of the reduced quantity (S − 〈S〉)/σS, which
results in a distribution with zero mean and unit variance. For comparison, we have also
computed the probability density functions of the stripe orientation θ and of the free energy
F . The results are presented in Fig. 13, where the left (right) column contains data for
η/ηc =
1
150
(η/ηc =
2
3
). These two noise strengths are far away from and rather close to the
order-disorder transition, respectively. In the former case, the function p(S) is very well
described by the BHP distribution for (S − 〈S〉)/σS close to zero, while deviations occur for
very small values. In Fig. 13(b), it becomes apparent that close to the ODT, the shape of
p(S) has changed, now being almost Gaussian with only a small asymmetry remaining. For
values of η between 1
150
and 2
3
, we observe a cross-over of the distribution p(S) (data not
shown). In contrast to that of the orientational order parameter, the distributions of both,
the stripe orientation p(θ) and free energy density p(F) exhibit a Gaussian shape over the
whole range of noise strengths considered here [Fig. 13(c, d) and (e, f), respectively]. The
deviations in the tails of p(θ) for η/ηw =
2
3
[Fig. 13(d)] arise because of a wrap-around of the
orientation, which is confined to the interval (−pi/2, pi/2].
32
FIG. 15. Influence of quenches to η = 0 on the probability distribution p(S) for η/ηc =
2
3 . Data are
shown for different times t− tw after the quench: t− tw = 0 (+, no quench), t− tw = 10 (◦), and
t− tw = 100 (•). The black line is a Gaussian with zero mean and unit variance.
The qualitative change of the distribution p(S) as a function of the noise strength for η < ηc,
i.e., within the ordered phase, is rather unexpected. Up to this point, we have only observed
quantitative changes upon varying the noise strength η. Furthermore, the XY model, for
which the BHP distribution has been derived [111], exhibits the same order parameter
distribution for all temperatures below the Kosterlitz-Thouless temperature TKT [112], while
it approaches a Gaussian form above [113]. The mechanism leading to the characteristic
fluctuations in the XY model are spin waves, which are essentially a long-wavelength
phenomenon [114]. Comparing the morphology of stripe patterns at different noise strengths
[see Fig. 3(b) and (c)], the main visible effect of higher values of η are increased short-
wavelength fluctuations and the appearance of topological defects. One might get the idea
that these excitations suppress and/or interfere with long-wavelength fluctuations responsible
for the observed behavior of p(S) at very low noise strengths. In order to test this hypothesis,
we have re-evaluated p(S) for η/ηc =
2
3
, while also quenching each configuration to η = 0 for
a time t− tw before computing the orientational order parameter S. As a rationale for our
approach based on quenching the stripe pattern to eliminate short-wavelength fluctuations,
we present in Fig. 14 examples for concentration fields ψ(r, t) and orientation fields θ(r, t) as
a function of the time t− tw after the quench. This demonstrates that already a short quench
time leads to a visible straightening and smoothing of the stripes. No topological defects
remain at t − tw = 100 [Fig. 14(a–c)]. Small-scale orientation fluctuations decay quickly,
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but the large-scale structure of the orientation field remains the same for a long period of
time [Fig. 14(d–f)]. The results for the distribution of the orientational order parameter
are shown in Fig. 15 for three values of the quench time t− tw. Surprisingly, the changes
in p(S) upon quenching are minimal, with the overall shape remaining close to a Gaussian.
The distribution decreases slightly faster for larger values of the reduced order parameter
(S − 〈S〉)/σS, but this effect actually seems to vanish for larger t− tw. Thus, the cause for
the variation of the distribution p(S) as a function of the noise strength η remains an open
question. A more in-depth discussion of the effects of quenching stripe patterns to η = 0 will
be presented in the next section.
C. Quenches to η = 0
The model we investigate, Eq. (1), consists of a deterministic part, which represents a
gradient descent within the energy landscape given by Eq. (2), and a stochastic noise term
ζ(r, t) controlled by the noise strength η. When a system which has evolved at η > 0 for
some time tw is subjected to further evolution without noise, it is said to be quenched to
η = 0 (see Fig. 14 for an example). If we imagine the configuration of the system at time tw
as a point in configuration space, it will subsequently move towards the nearest minimum of
the free energy [65]. We have performed such quenches for two reasons: First, they elucidate
the structure of the free energy landscape the ordered stripe system evolves on. Previous
investigations have revealed a glass transition in stripe- and lamellae-forming systems related
to the emergence of exponentially many metastable states, i.e., local minima of the free
energy [115–118]. Such minima should result in an arrest of the dynamics of Eq. (1) after
a quench. Indeed, it has been demonstrated that for quenches from a homogeneous initial
state and sufficiently small noise strengths the pinning of defects can cause stripe-forming
systems to become stuck in states without long-range order [51]. Second, studying the
non-equilibrium dynamics after a quench is interesting in its own right, and also enables a
comparison to the behavior of other systems.
We note that the quench procedure we apply is similar in principle to the investigation
of inherent structures [119, 120] in molecular glass formers, such as a binary Lennard-
Jones fluid [121]. Such a system can be defined as a set of particles, interacting through a
pair potential which depends on the distance between two particles. The time-dependent
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configuration is given by the locations and momenta of the particles. The inherent structure
is obtained from a gradient descent within the potential energy landscape, starting from
the current position of each particle, while neglecting the momenta. One can then describe
the dynamics of the system as a series of transitions between different inherent structures.
We note that many different configurations may be mapped to the same inherent structure,
depending on its basin of attraction within the energy landscape.
We first address the relaxation of the orientation autocorrelation function CQθ (t, tw) after
a quench to η = 0. In Fig. 16(a), we plot CQθ (t, tw) as a function of the time difference
t− tw, where the noise has been switched off at time tw = 5 · 105 = const. For a wide range
of noise strengths (η/ηc =
1
150
, 1
30
, 1
3
and 2
3
), there is a slow relaxation, similar to a power
law of t − tw. The exponent depends on the noise strength, but also seems to vary with
time. For comparison, we show the quantity CQθ (t, t), which is related to the orientational
order parameter through CQθ (t, t) ≡ 1− S2(t). The dependence of CQθ (t, t) on t− tw closely
follows that of the two-time correlation function. This shows that the relaxation of the stripe
orientations after the quench is mainly driven by the order parameter S approaching unity.
We have also investigated the influence of the time tw, which is the duration of the system’s
evolution at a noise strength η > 0. A waiting time of tw = 5 · 105 corresponds to a late stage
of the orientation dynamics (see Fig. 8). In Fig. 16(b), we compare CQθ (t, tw) for an earlier
time tw = 2 · 104 and for tw = 5 · 105 at initial noise strengths η/ηc = 130 and 13 , respectively.
A longer waiting time results in a slower relaxation for both noise strengths. In Fig. 16(b),
we have additionally plotted the individual realizations from which the average CQθ (t, tw)
is computed. This ensemble exhibits a growing spread as t − tw increases. Therefore we
focus on the range 100 ≤ t− tw ≤ 1000, where we have measured the quench exponent bQ by
fitting CQθ (t, tw) with a power law ∝ (t− tw)−bQ . The value of bQ as a function of the noise
strength η will be reported in Sec. III D.
As noted before, when the stripe system described by Eq. (3) evolves at vanishing noise
strength η = 0, it is driven solely by the tendency to minimize the free energy, F [65].
Therefore, it is useful to investigate this quantity in order to understand the relaxation
process. In Fig. 16(c) and (d), we plot the excess free energy density ∆ρF as a function of
t− tw, computed from the same data set as in (a) and (b). There is a slow dynamics, as in
the case of the orientation correlations, for all noise strengths we consider. The overall shape
of the free energy curves for intermediate times again resembles a power law ∝ (t− tw)−dF ,
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FIG. 16. Quench dynamics for different initial noise strengths η. In panels (a) and (b), the
orientation autocorrelation function CQθ (t, tw) (+) is plotted as a function of the time t− tw after
a quench at tw = 5 · 105. Additionally, CQθ (t, t) (◦) is shown in panel (a). In panel (b), CQθ (t, tw)
is also plotted for tw = 2 · 104 (×). The thin gray lines represent the ensemble of independent
realizations over which the average CQθ (t, tw) for η/ηc =
1
30 is computed. In panels (c) and (d),
the excess free energy density ∆ρF is shown as a function of t− tw. The red lines in (a) and (c)
represent power laws with the indicated exponents. In (d), data for noise strengths η/ηc =
1
30 and
1
3 are shown for waiting times tw = 5 · 105 (+) and 2 · 104 (×).
with the exponent dF close to unity. However, there are several pronounced kinks as time
progresses. Notably, increasing the initial noise strength η causes only a shift in the magnitude
of the curves, but preserves their detailed shape. In Fig. 16(d), we study the influence of
the waiting time tw by comparing ∆ρF for tw = 2 · 104 and 5 · 105. There are no discernible
differences in the relaxation of the free energy for times t− tw . 2 · 103. From then on, the
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FIG. 17. Evolution of the average curvature κ after a quench to η = 0 at time tw = 5 · 105. Data
for four initial noise strengths are shown. The red lines are power laws with exponents obtained by
fitting the data in the indicated range. The inset shows the defect density ρDisloc as a function of
t− tw.
free energy decreases faster in the systems which had evolved at a finite noise strength for a
shorter time tw = 2 · 104. As in the case of the orientation correlation function, the longer
the waiting time tw, the slower the relaxation after a quench becomes.
Another potentially useful quantity for charaterizing the quench dynamics is the stripe
curvature. In our case, the curvature can be thought of as the inverse of the local radius of a
bent stripe. The local curvature has been used to investigate the properties of stripe patterns
before. In Refs. 122–124, experimental data obtained from flow patterns were analyzed, while
simulation results were considered in Refs. [50, 51, 125]. For a further discussion of the stripe
curvature, see Ref. 82.
Here, we compute the curvature field κ(r, t) from the concentration field ψ(r, t) using the
algorithm presented in Ref. 90. The authors present two approaches based on locally modeling
the input data as either a parabolic or a circular shape. We have used the latter, but found no
significant differences between the two variants when applied to our data. As the curvature
can be both, positive and negative, the average curvature is defined as κ(t) ≡√〈κ(r, t)2〉r.
Our investigation of the curvature is motivated by some theoretical results in the literature
concerning the relaxation of stripe patterns [38, 45, 46]. In Refs. 45 and 46 it was found that
curved stripes described by the Swift-Hohenberg equation [53] exhibit two regimes during
their relaxation, with a power law ∼ t− 14 observed at early times and a faster relaxation
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∼ t− 12 dominating at late times. In a subsequent work, the same result was derived also for
model B with Coulomb interactions [38]. Although both efforts were intended to explain
the dynamics after a quench from homogeneous initial conditions (see Sec. V), they do not
incorporate the influence of topological defects. Thus, quenching ordered stripe systems to
η = 0 might more closely match the situation addressed by the theory.
In Fig. 18, κ is shown as a function of t− tw. The average curvature decays slowly, similar
to the quantities discussed in the preceding paragraphs. There is also a considerable scatter
across the ensemble of realizations (data not shown), similar to the variations in the orientation
correlation function CQθ (t, tw) seen in Fig. 16. Nevertheless, there is no sign of a cross-over
to a faster relaxation. Rather, the relaxation seems to slow down for larger values of t− tw.
We have fitted power laws ∝ (t− tw)−dκ to the data within the range 100 ≤ t− tw ≤ 1000,
resulting in exponents dκ between 0.33 and 0.43. Their dependence on the noise strength
will be discussed in the next section. To sum up, the average stripe curvature exhibits a
slow relaxation after a quench to η = 0, which can be described by a power law at least for
intermediate ranges of t−tw. However, we find no sign of a two-stage relaxation. Furthermore,
the observed exponents depend on the initial noise strength and do not match the values
predicted theoretically [38, 46].
The inset in Fig. 17 shows the dislocation density ρDisloc as a function of the time after the
quench for η/ηc =
2
3
. It is clear that even for the highest noise strength we consider, the
system is free of dislocations for t− tw ≥ 30, showing that topological defects play no role in
the slow relaxation observed after a quench.
We now investigate the evolution of spatial correlation functions after a quench to η = 0.
In Fig. 18, we show the spatial orientation correlation function CQθ (r, t) for different times
t− tw after the quench from the initial noise strength η/ηc = 130 . Perpendicular to the stripes,
the power-law decay observed as a result of the evolution at finite noise strength quickly
disappears [Fig. 18(a)]. For t− tw & 103, CQθ (r, t) is virtually constant in the r⊥ direction,
while the relaxation of the order parameter is still progressing, leading to an overall decrease
of the correlation function. In the r‖ direction, C
Q
θ (r, t) retains some features, with a distinct
minimum at r‖ ≈ 100 still present at the latest quench times t− tw [Fig. 18(b)].
The spatial orientation correlation function, although very useful for describing the dynamics
of the stripe patterns at finite noise strength, has proven less revealing in case of the quenches
to η = 0. Its evolution seems to be driven mainly by the growth of the order parameter, as
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FIG. 18. Relaxation of the spatial orientation correlation function CQθ (r, t) after a quench to η = 0
in the directions (a) perpendicular and (b) parallel to the stripes.
the system slowly approaches a perfectly ordered state. While there is an ongoing evolution
of the correlation function in the r‖ direction, even at very late times after the quench, we
found no evidence of scaling behavior. In the Appendix C, we will briefly report on the
dynamics of the structure factor of the orientation (see Sec. IV) after a quench to η = 0.
We will now give a short summary of the results from the quench experiments. The stripe
system exhibits a slow dynamics when quenched to η = 0 after an initial time tw spent at
a finite noise strength η < ηc. This is evident from the evolution of both, the orientation
autocorrelation function and the free energy density, which decrease as power laws in the
time t − tw after the quench. The longer the waiting time tw, the slower the subsequent
relaxation becomes. Although the dynamics slows down as t− tw increases, we do not observe
any signs for an arrest of the evolution within the time span studied here. While the data
shown cover times after the quench up to t− tw = 105, we have checked this result in longer
simulations, with t− tw reaching 106 in some instances.
The slow but continuing evolution provides evidence against the presence of many local
minima in the free energy landscape given by Eq. (2), at least in those regions of configuration
space corresponding to an ordered state. Our conclusion is corroborated by a visual inspection
of configurations ψ(r, t) for long quench times t− tw (see Fig. 14), where we only see an ever
closer approach to an unperturbed stripe pattern. The picture changes completely when
performing quenches from homogeneous initial conditions, representing a high-temperature
mixed state [38, 45, 49, 51, 52]. This situation will be discussed in Sec. V.
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FIG. 19. The exponent b describing the power-law decay of the orientation autocorrelation function
Cθ(t, tw) is plotted as a function of the noise strength on a log-log scale. The red line is a power
law drawn as a guide to the eye. Due to the large scatter in the Cθ(t, tw) data, the error bars are
based on the goodness-of-fit statistics using the averaged curves.
The perhaps counter-intuitive slow relaxation we observe can also occur in other systems
with a simple energy landscape and a continous symmetry, prominently the XY model at low
temperatures. Rutenberg and Bray have calculated the angular autocorrelation function for
quenches within the spin-wave phase below TKT [126]. For quenches to a final temperature
T = 0, they found a power-law decay, CXY (t, tw) ∼ (t − tw)−ηXY /4, with ηXY the critical
exponent describing the decay of spatial correlations in equilibrium. This relates the behavior
of the autocorrelation function after a quench to the decay of the quasi-long range spatial
correlations in equilibrium. It will be interesting to check if such a relation also exists for the
stripe-forming system. This will be part of the next section.
D. Exponents and scaling relations
We conclude our discussion of the dynamics of ordered stripe patterns in this chapter by
comparing the different exponents we have obtained so far, taking into account their behavior
as a function of the noise strength η. In Fig. 19, the exponent b obtained from the decay
of the orientation autocorrelation function Cθ(t, tw) is shown as a function of η. This is the
result of fitting the data presented in Fig. 5(a), together with additional data for η/ηc =
1
150
.
For the lowest three values of η/ηc, the exponent b seems to grow as a power law ∝ η0.058,
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FIG. 20. Exponents extracted from the stripe-forming system as a function of the noise strength.
(a) The exponents c, determined from Cθ(r⊥) ∼ r−c⊥ , and bQ, defined by CQθ (t, tw) ∼ (t− tw)−bQ ,
are shown on a log-log plot. The shift in magnitude between the two curves is consistent with a
factor ≈ 5/3. (b) Exponents dF and dκ obtained by fitting the decay after a quench of the excess
free energy density ∆ρF and the average curvature κ, respectively, are shwon on a lin-log plot. The
error bars indicate the standard deviation computed over 40 realizations.
whereas b attains a larger value for the highest noise strength η/ηc =
2
3
. This deviation might
be explained with the appearance of topological defects at higher noise strengths, which in
turn leads to a faster decay of Cθ(t, tw). However, due to the large scatter across different
realizations of Cθ(t, tw) the error bars reported in Fig. 19 should be regarded as a lower
bound of the uncertainty of b. Furthermore, more data points are needed to firmly establish
the dependence of b on η which we have just outlined. Nevertheless, it is obvious that this
dependence is only a weak one, with the exponent b increasing by just 50% as the noise
strength is increased by two orders of magnitude. This is in contrast to the low-temperature
behavior of the XY model, where b ≡ ηXY /2 [41], and a linear dependence of the critical
exponent ηXY on the temperature is found [41, 42, 100].
We now investigate the relation between temporal and spatial orientation correlations. The
exponent bQ characterizing the two-time correlation function C
Q
θ (t, tw) after a quench to
η = 0 together with the exponent c describing the decay of the spatial orientation correlations
at finite noise strengths η is plotted as a function of η in Fig. 20(a). As revealed by the
double-logarithmic plot, the two exponents agree remarkably well up to a constant factor
≈ 5
3
. This demonstrates a causal link between the spatial orientation correlations of an inital
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configuration and the temporal dynamics during a subsequent quench. It seems that the
long-range correlated structures present for large values of tw, as described by the exponent c,
impede the ability of the system to quickly relax to a state consisting of completely ordered
stripes. Furthermore, from Fig. 14 it is clear that those long-wavelength modulations of the
orientation field survive for the longest time after the quench.
Another aspect of the dynamics after a quench to η = 0 is presented in Fig. 20(b). The
exponents dF and dκ extracted from the evolution of the excess free energy density ∆ρF and
the average curvature κ, respectively, are shown on a lin-log plot as a function of η. The
former (dF) takes on values between 0.8 and 0.9, while the latter (dκ) lies between 0.33 and
0.45. Both exponents depend only weakly on the noise strength effective before the quench.
The results presented in Figs. 19 and 20 suggest that there are at least three distinct sets
of exponents necessary to describe the static and dynamic properties of the stripe pattern
at finite noise strength. The exponent b describing the decay of Cθ(t, tw) grows by about
50% as the noise strength is varied over two orders of magnitude. A possible power-law
dependence is observed for low noise strengths. In contrast, the quench exponent bQ and the
spatial exponent c presented in Fig. 20(a) approximately double over the same range of noise
strengths. They exhibit a different dependence on η than the exponent b and seem to be
related by a constant factor. Lastly, the exponents characterizing the decay after a quench to
η = 0 of the excess free energy density and of the average curvature only increase by about
10% and 30% over the same range of noise strengths, respectively [Fig. 20(b)]. Furthermore,
the latter exponents seem to be related by an additive constant ≈ 0.47, rather than by a
factor, as is the case for bQ and c. However, due to the large error bars, the data in this case
are also consistent with the exponents not depending on the noise strength at all.
E. Noise-induced order-disorder transition
We have already mentioned the existence of an order-disorder transition (ODT) which
occurs at a critical value of the noise strength η. Although the focus of this work is on stripe
systems in the ordered state where η < ηc, we will briefly address the properties of the ODT
in the following section.
Equilibrium phase transitions and critical phenomena are well-understood areas of physics [3,
54, 127]. In the literature, there are several results relevant to stripe-forming systems, e.g.,
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the seminal works of Brazovski˘i [128] and Swift and Hohenberg [53]. It was found that the
transition from a uniform to a modulated state is first-order, rather than second order as
predicted by mean-field theory, due to the influence of fluctuations. These predictions were
later confirmed experimentally for lamellae-forming block copolymers [129, 130]. Several
numerical works on the nature of the transition have also been performed [131–134].
However, the aforementioned phase transition is not identical to the noise-induced ODT
we observe in our simulations. From Fig. 3, it is evident that even the system at η > ηc
is still microphase-separated, i.e., domains where ψ > 0 (bright) and ψ < 0 (dark) can be
distinguished. Only the long-range order of the stripe pattern has been destroyed. This is at
variance with the picture presented before, where the phase transition marks the point where
the free energy of the modulated state becomes lower than that of the uniform state. This
can be modeled by a change of the sign of the coefficient of the ψ2 term in Eq. (2) [127],
which causes the appearance of two symmetric minima in the bulk free energy density.
However, the shape of the free energy remains unchanged in case of the noise-induced ODT.
It is therefore unclear if the latter corresponds to a naturally occurring phase transition,
because the strength of the noise and the temperature, which determines the shape of the
free energy, usually cannot be varied independently. It might therefore be a pecularity of the
model given by the Langevin equation (3). Furthermore, at least in Rayleigh-Be´nard systems,
the strength of fluctuations is usually very small [135]. An exception might be realized in
experiments close to the critical point of the fluid used in the convection experiment [136].
The effects of varying the noise strength in computer simulations of stripe-forming systems
have been described previously [45, 46, 132, 137]. In Ref. 45, a succession of smectic,
nematic, and isotropic states has been reported as the noise strength was increased, with the
noise-induced ODT corresponding to the nematic-isotropic transition. In our investigation,
we keep in mind that the stripe system at η < ηc is not in equilibrium even at the latest
accessible times, as discussed before. A detailed study of the noise-induced ODT would
require a huge numerical effort, including far longer simulations to achieve equilibrated
systems, the collection of better statistics in order to apply more sophisticated methods of
analysis, as well as simulations of different system sizes in order to study finite-size scaling [6].
Therefore, we restrict ourselves to a rather simple investigation of the ODT.
In Fig. 21, we plot several quantities as a function of the noise strength η, computed from a
sample of ten stripe patterns at a time t = 5 · 105. As it is not clear a priori which quantities
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FIG. 21. Possible order parameters for the ODT plotted as a function of the noise strength η: (a)
orientational order parameter S, (b) translational order parameter U , (c) defect density ρDisloc,
(c) free energy density ρF . The error bars represent the standard deviation over a sample of ten
independent realizations. For all data, t = 5 · 105. The inset in (d) shows the derivative of the free
energy density with respect to the noise strength.
adequately describe the transition, this comparison enables us to identify a useful order
parameter. The orientational order parameter S and the translational order parameter U
are shown in Fig. 21(a) and (b), respectively. S exhibits a sharp drop from values close to
unity to nearly zero at a noise strength slightly above η = 0.02. Notably, the error bars
are largest close to this transition point, whereas they are fairly small for noise strengths
above and below. In contrast to S, the translational order parameter U has already dropped
below 0.5 at η ≈ 0.015 and also exhibits large fluctuations. There is no well-defined decrease
at η ≈ 0.02, and U remains close to zero for higher values of η. In addition to these order
parameters, we have investigated the behavior of the defect density ρDisloc, which increases
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sharply at η & 0.02 [Fig. 21(c)]. It then seems to approach a constant value for higher values
of η. Again, the fluctuations are largest for noise strengths in the critical region. Finally,
the free energy density ρF displays a linear dependence on the noise strength for both, high
and low values of η [Fig. 21(d)], in accordance with the results shown in Fig. 12. At the
critical noise strength, there is but a small kink, which seems unsuitable for determining ηc.
However, the derivative of the free energy density with respect to the noise strength [see the
inset in Fig. 21(d)] as well as the standard deviation of ρF (not shown) exhibit a peak at
η & 0.02. We note that both quantities bear some resemblance to a specific heat capacity,
which typically diverges at a phase transition [6].
In this section, we have investigated several quantities describing a stripe pattern in the
critical range of the noise strength close to the order-disorder transition. The translational
order parameter U does not exhibit a clear signature of the ODT, with values less than
0.5 and large fluctuations observed even far below the ODT. This is in agreement with our
earlier findings of steadily decreasing translational order at all noise strengths, even very
small ones. Values of U significantly deviating fom zero observed in systems where η < ηc
should therefore be regarded as only a transient, non-equilibrium phenomenon, which renders
U useless for studying the ODT. Theory predicts that translational order does not exist
in two-dimensional stripe-forming or other crystalline systems at finite temperature due
to diverging fluctuations [104, 138]. Our observations in a finite-size system which is only
slowly approaching equilibrium are compatible with these assertions. While orientational
order is more resilient, truly broken orientational symmetry is not possible in two dimensions
either [105, 106]. The extremely slow temporal evolution of the orientational order parameter
S (see Fig. 12) nevertheless renders it useful for describing the ODT in finite-size systems.
The noise strength at which S has dropped to 1
2
and the defect density ρDisloc has reached
half its maximum value, as well as the location of the peak in the rate of change of the free
energy density ρF all point to a critical noise strength ηc = 0.020(3). This value constitutes
our estimate of ηc for Γ = 0.2. We expect a strong dependence on the parameter Γ, as it
controls both the amplitude and the profile of the concentration field ψ(r, t) [71, 139, 140].
Furthermore, we did not investigate a possible dependence of ηc on the system size L.
The caveats mentioned before regarding the equilibrium state also must be kept in mind.
Nevertheless, we can say that orientational order is lost at the same moment as defects in
the stripe pattern appear in large numbers. As in previous sections, it has become clear that
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the stripe orientation is essential for describing the properties of stripe-forming systems.
F. Conclusion
To summarize, we have studied a simple model for a stripe-forming system evolving from
an ordered state under the influence of noise. Using numerical simulations of model B with
Coulomb interactions, we have found aging in the autocorrelation function Cθ(t, tw) of the
local stripe orientation. The system does not reach a stationary state within the time range
we were able to explore. Investigating spatial correlations at early times, we found that the
orientational correlation length ξ⊥θ perpendicular to the stripes grows as a power law of time
with an exponent 1
2
. At very late times, the spatial correlation function Cθ(r⊥, r‖ = 0, t)
decays as a power of the distance, with an exponent depending on the noise strength.
As a first approach, we have interpreted the observed dynamics as arising from the critical
nature of the orientation fluctuations in two dimensions. This is corroborated by the scaling
form of the orientation autocorrelation function, the power-law decay of spatial correlations
at late times, and by the probability distribution of the orientational order parameter for
low noise strengths. Throughout this chapter, we have compared our results for the stripe-
forming system to the well-known properties of the two-dimensional XY model, which is
critical for a whole range of temperatures below TKT [99–101]. However, while there are a
number of similarities, the two systems are also qualitatively different in several aspects.
Most importantly, the stripe-forming system is anisotropic, since the concentration field is
modulated only in one direction. This anisotropy will be investigated in detail in Sec. IV.
Furthermore, the exponents characterizing the spatio-temporal correlation functions differ
from those found in the XY model with respect to their magnitude, dependence on the noise
strength as well as their mutual relations. Therefore, the stripe-forming system does not
belong to the universality class of the 2D XY model.
Two-dimensional stripe patterns at finite noise strength have been referred to as nematics
before [45, 46], even though an in-depth study of the orientation dynamics had not been
performed yet. The present work fills this gap by demonstrating the importance of the
orientation field for an adequate description of a stripe-forming system, particularly for
assessing its proximity to equilibrium. We have shown that the orientation field θ(r, t) exhibits
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FIG. 22. Illustration of the stripe displacement u and the stripe orientation θ. The thick black lines
represent the center lines of individual stripes, while the dashed grey line indicates u = 0.
a complex non-equilibrium dynamics in d = 2 spatial dimensions. This is also evidenced by
a slow but steady decrease of both, the orientational and the translational order parameter.
These phenomena can be interpreted as a consequence of the strength of fluctuations in low
dimensions [138], especially when continuous symmetries are considered [105]. On the other
hand, the picture of the stripe-forming system evolving on a rugged free-energy landscape
could be excluded by performing quenches to zero noise. In this case, the system also undergoes
a slow relaxation, but no indications for local minima of the free energy were detected.
Theoretical results predicting a glass transition for the stripe-forming system [115, 117] are
presumably related to configurations comprising topological defects [116].
We found that topological defects do not play an important role in determining the properties
of the stripe-forming system. This is somewhat unexpected, since the equilibrium properties
of 2D smectics strongly depend on whether defects are present or not [104]. However, we
note that the results from Ref. 104 are valid for large length scales. Therefore, huge system
sizes might be necessary to observe the predicted behavior.
In the present work, we have focused on the dynamics of the orientation field θ(r, t). Another
quantity worth investigating is the stripe displacement u, which is related to translational
degrees of freedom (see Sec. III E). Fig. 22 illustrates the relation between the orientation
angle θ and the displacement u. The displacement field is central in the theoretical description
of smectic systems [91, 104], and should provide further insights into the properties of the
stripe-forming system.
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IV. ANISOTROPIC COARSENING AND SPATIAL CONFINEMENT
In this section, we continue our study of aging in an ordered stripe-forming system free
of topological defects. In the previous section, we have described the aging effect in the
correlation functions of the orientation field θ(r, t). We found that the aging is driven by
the coarsening of spatial orientation fluctuations. Here, we present an in-depth investigation
of this phenomenon, focusing on the effect of different system sizes and aspect ratios while
imposing periodic boundary conditions. The need to study different aspect ratios arises
because of the inherent anisotropy of an ordered stripe-forming system. This anisotropy also
emerges in a theoretical analysis of 2D smectics [104].
Finite-size scaling first emerged as a concept in the study of equilibrium phase transitions
in finite systems [141]. Later it became an important tool for the interpretation of com-
puter simulations, where accessible system sizes are still much smaller than macroscopic
samples [142]. Scaling concepts in different forms have also proven essential for understanding
systems out of equilibrium. Domain growth in phase-ordering systems after a quench [16, 97]
is one example where finite-size scaling has been studied extensively [143–149]. Recently,
the influence of the system size on the aging behavior has also been investigated [150].
Furthermore, the dependence of the orientational susceptibility on the system size has been
used to test theoretical results for different stripe-forming systems [151]. A different class of
systems out of equilibrium is given by growing surfaces and interfaces [152]. In this scenario,
the width or roughness of a manifold depends on the size of the system, as expressed by the
well-known Family-Vicsek scaling form [153].
Here we investigate the finite-size scaling behavior of orientation fluctuations in a stripe-
forming system. Growing length scales parallel and perpendicular to the stripe pattern are
identified, and finite-size scaling reveals the exponents governing the coarsening process.
As discussed in the previous section, we prepare the system described by Eq. (1) in a perfectly
ordered state. Only a few studies have followed this route [78, 94], where the focus was
on possible applications of block copolymers as lithographic masks [77, 95, 154]. For our
purposes, the initial state is given by ψ(r, t = 0) = A cos(2pi/λ0r⊥), where r ≡ (r⊥, r‖)ᵀ,
A = 2
√
(1− 2√Γ)/3 and λ0 = 2piΓ− 14 . This choice of parameters minimizes the free energy,
Eq. (2), in a single-mode approximation [71]. We fix the interaction parameter Γ = 0.2, for
which Eq. (1) exhibits stripe formation [38], and the noise strength η/ηc =
1
30
. We have
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FIG. 23. Examples for the temporal evolution of the ordered stripe-forming system. Snaphots of
size 15λ0 × 15λ0 are shown of (a) the concentration field ψ(r, t) and (b, c) the orientation field
θ(r, t). The time t = 5 · 101 in (a, b) and t = 5 · 105 in (c). The system size is L = 55λ0.
performed simulations of Eq. (1) with periodic boundary conditions in d = 2 dimensions on
lattices with size L⊥ × L‖ using the same algorithm as before [73]. Time and space have
been discretized in increments of ∆t = 0.1 and ∆r = λ0/10, respectively. The latter choice
avoids any mismatch between the system size and the intrisic wave length λ0 of the stripes if
the system size L⊥ is an integer multiple of λ0. As we use periodic boundary conditions, a
remark is in order on the effect of confinement in small systems. In experiments, alignment of
stripe-forming block copolymers and long-range order can be induced by placing thin films on
structured substrates featuring extended troughs [155–160]. In simulations, this corresponds
to no-flux boundary conditions [161–163]. We expect a strong damping of fluctuations near
such boundaries, effectively partitioning the system into areas close and far away from the
boundaries, respectively. Therefore, we choose periodic boundary conditions, which enable
changing the system size without introducing any surface effects.
In the following, we will build upon our recent study of the aging dynamics of this stripe-
forming system [44]. As before, we will be investigating the local stripe orientation θ(r, t),
computed using the gradient-square tensor [83, 84, 90], and its spatio-temporal correlation
functions. Examples for the concentration field ψ(r, t) and the corresponding orientation
field θ(r, t) are shown in Fig. 23. We remind the reader that the two-time autocorrelation
function is given by Eq. (7), while the spatial correlation function is defined by Eq. (8).
We now introduce a related quantity, namely the structure factor of the orientation Sθ(k, t),
which is given by the Fourier transform of the spatial orientation correlation function. Since
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we are using periodic boundary conditions,
Sθ(kmn, t) ≡ 1
L⊥L‖
∫ L⊥
0
∫ L‖
0
Cθ(r, t)e
−ikmnrd2r, (12)
where the discrete wave vectors kmn ≡ (2pim/L⊥, 2pin/L‖)ᵀ, and m,n ∈ Z. As we have
reported previously [44], a growing length scale perpendicular to the stripes can be extracted
from the spatial correlation function Cθ(r⊥, r‖ = 0, t). This spatial correlation length ξ⊥θ
was found to grow as ξ⊥θ ∼ t0.5 (see Sec. III B). In the direction parallel to the stripes, no
evolution of Cθ(r⊥ = 0, r‖, t) associated with a growing length scale could be identified.
Nevertheless, a visual comparison of orientation fields θ(r, t) at different times t reveals that
the characteristic size of the fluctuations also grows in the direction parallel to the stripes
[see Fig. 23(b) and (c)]. Below, we will show that this coarsening process can be described
using the structure factor of the orientation.
The remainder of this paper is organized as follows: In Sec. IV A, we will present results for
the structure factor obtained from large square systems with L = L⊥ = L‖. In the main part
of this work (Sec. IV), we will study confined systems, for which at least one dimension is
small, i.e., only a few multiples of the wave length λ0 of the stripe pattern. The effect of
different aspect ratios on the dynamics as well as on the stationary states observed at late
times will be investigated. A discussion of the results and their implications will be given in
Sec. IV C, followed by a summary.
A. Results for large systems
In Fig. 24(a), we present cuts through the two-dimensional structure factor Sθ(k⊥ = 0, k‖, t)
computed from a square system where L = L⊥ = L‖ = 55λ0. The results have been averaged
over 40 independent realizations. At low wave numbers k‖, Sθ(k⊥ = 0, k‖, t) exhibits a single
peak, whose intensity grows with time. Simultaneously, the peak position shifts to lower k‖
as time progresses. At high wave numbers, the structure factor decreases rapidly. Comparing
the data for different times t, we note that there is no evolution for k‖ & 0.5 (corresponding
to wave lengths less than 1.3λ0), i.e., the curves for different times fall on top of each other.
Since the shift and growth of the peak is the only discernible evolution, the range over which
the structure factor is static increases with time.
In the following, k∗‖ designates the wave number k‖ for which Sθ(k⊥ = 0, k‖, t) attains its
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FIG. 24. Temporal evolution of the structure factor Sθ(k⊥ = 0, k‖, t) parallel to the stripes in a
system with L = L⊥ = L‖ = 55λ0. (a) The strucure factor is shown at different times ranging from
t = 5 · 101 (dark) to t = 5 · 105 (bright). In the inset, the same data are plotted on a lin-log scale.
The continuous black line is a fit function discussed in the text. (b) The peak intensity S∗θ and the
wave length λ∗ corresponding to the peak position k∗‖ = 2pi/λ
∗ are plotted as a function of time.
The red lines represent power laws with the indicated exponents.
maximum value S∗θ . The corresponding wave length will be referred to as the dominant wave
length λ∗ ≡ 2pi/k∗‖. To extract the peak position k∗‖ and intensity S∗θ , we have fitted the
function f(k‖) = akb‖ exp(−ck‖) to the structure factor [see the inset in Fig. 24(a)]. In terms
of the fit parameters a, b, and c, k∗‖ = b/c, λ
∗ = 2pic/b, and S∗θ = a(
b
c
)be−b. The results thus
obtained are shown in Fig. 24(b). Both quantities, S∗θ and λ
∗, grow as power laws of time,
but with different exponents. The dominant wave length λ∗ increases as λ∗ ∼ t0.25, while the
peak intensity grows as S∗θ ∼ t0.5. These relations are independent of the noise strength η,
which is demonstrated in Appendix C. Within the time range considered here, t ≤ 5 · 105,
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neither quantity attains stationarity, indicating that the coarsening process is still in progress
at the latest times. This is in line with the aging behavior of the autocorrelation function
Cθ(t, tw) reported before [44]. A natural limit for the growth of λ
∗ is the system size L‖,
corresponding to k∗,max‖ = 2pi/L‖ ≈ 0.012 for L‖ = 55λ0. On the other hand, there is no a
priori reason for the peak intensity S∗θ to saturate. Below, we will investigate the influence
of the system’s dimensions on its long-time behavior by turning to small systems where a
stationary state is reached.
B. Finite-size effects
As we have seen in the previous section, the structure factor of the orientation does
not reach a stationary state in systems with L = 55λ0 even at the latest accessible times.
This agrees with our findings for the two-time autocorrelation function Cθ(t, tw) [44]. As
we are interested in the final state which the stripe-forming system approaches, reducing
the system size provides a way to follow the evolution until stationarity is attained. Due
to the inherently anisotropic nature of the ordered stripe-forming system, finite-size effects
may be introduced in different ways [see Fig. 25(a)]. The simplest approach is to reduce
the system size L = L⊥ = L‖, thus maintaining a square system. Additionally, only one
side can be made small while keeping the other one large. This results in a rectangular
geometry, which either contains numerous short stripes (L‖  L⊥) or only a few but long
stripes (L⊥  L‖). Examples for the concentration fields ψ(r, t) at a late time t = 5 · 105 are
presented in Fig. 25(a). The orientation field θ(r, t), as shown in Fig. 25(b) and (c), turns
out to be more informative regarding the state of the different systems. In addition to the
orientation field θ(r, t) [Fig. 25(b)], we have also computed a filtered orientation field, where
structures smaller than one wave length λ0 have been removed [Fig. 25(c)]. Our rationale for
doing so is the observed behavior of the structure factor (see Fig. 24), where no evolution
takes place at large wave numbers. The small square system [bottom left of Fig. 25(c),
shown in full] exhibits a modulation of the orientation field which spans the whole extent of
the system parallel to the stripes, whereas almost no variation is seen in the perpendicular
direction. The latter also holds for the system where L⊥  L‖ (top left), although the
orientation fluctuations parallel to the stripes are longer. In comparison, the amplitude of
the fluctuations observed in the large square system (top right) is smaller, and there is a
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FIG. 25. Examples of confined stripe-forming systems. (a) Concentration fields ψ(r, t = 5 · 105).
Top left: A 8λ0 × 20λ0 section from a 8λ0 × 384λ0 system. Top right: A 20λ0 × 20λ0 section
from a 55λ0 × 55λ0 system. Bottom left: A snapshot from a 8λ0 × 8λ0 system. Bottom right: A
20λ0 × 20λ0 section from a 384λ0 × 8λ0 system. (b) Orientation fields θ(r, t) corresponding to (a).
(c) Orientation fields θ(r, t) filtered with a Gaussian having a width σ = λ0.
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FIG. 26. Influence of a finite system size on aging. The orientation autocorrelation function Cθ(t, tw)
is presented for different waiting times tw. Aging is present in (a,b), but not in (c,d). Data are
shown for (a) long stripes (L⊥  L‖), (b) a large square system (L = 55λ0, as in Ref. [44]), (c) a
small square system with L = 3λ0, and (d) short stripes (L‖  L⊥).
certain degree of variation perpendicular to the stripes. This is also the case for the system
where L‖  L⊥ (bottom right). Below, we will demonstrate that these different geometries
also have a profound influence on the dynamics of the system.
1. Influence on the aging behavior
In order to assess the influence of confinement on the stripe-forming system, we first
consider the behavior of the orientation autocorrelation function Cθ(t, tw). In Fig. 26, data
from a system with L = 55λ0 are juxtaposed with results from rectangular and small square
systems. The former, which has been discussed in detail in Ref. 44, are shown in Fig. 26(b),
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serving as our point of reference. The decay of the autocorrelation function Cθ(t, tw) depends
on the waiting time tw. The longer tw is, the slower the relaxation becomes. In systems
containing a small number of long stripes [Fig. 26(a)], the influence of the waiting time is
even stronger than for the square system [Fig. 26(b)]. As the waiting time tw increases, so
does the magnitude of Cθ(t, tw), while the shape of the function remains mostly unchanged.
This indicates that the average of the orientation 〈e2iθr,t〉ζ,r (cf. the definition of Cθ(t, tw)),
Eq. (7)), decreases considerably as the waiting time is increased, i.e., the system becomes
more disordered over time. Furthermore, the detailed shape of Cθ(t, tw) deviates from that
observed in the large square system.
In the two remaining confined scenarios, namely, in a small square system [Fig. 26(c)] and
in a system containing many short stripes [Fig. 26(d)], the dynamics of the autocorrelation
function Cθ(t, tw) is very different. In both cases, the relaxation is notably faster, and Cθ(t, tw)
does not depend on the waiting time tw. From these observations we conclude that the
orientation dynamics reaches a stationary state in systems where L‖ is small. In contrast, a
small system size perpendicular to the stripes (L⊥  L‖) does not inhibit the aging process.
The detailed influence of the system dimensions on the structure factor and related quantities
will be investigated in the next section.
2. Small square systems (L⊥ = L‖)
We first consider square systems where the side length L = L⊥ = L‖ is a small integer
multiple of the stripe wavelength λ0. All results shown have been averaged over at least
80 independent realizations. As seen in Fig. 27(a), the structure factor Sθ(k⊥ = 0, k‖, t)
undergoes an evolution similar to the one seen in the larger system (Fig. 24), with the peak
shifting to smaller wave numbers k‖ and the peak intensity S∗θ growing in time. However,
for times t & 2500, the peak position has reached the lowest possible value, k∗‖ = 2pi/L,
while the peak intensity S∗θ continues to grow. Therefore, we omit the fitting procedure
used before and determine S∗θ directly as the maximum of Sθ(k⊥ = 0, k‖, t) over all k‖. In
Fig. 27(b), S∗θ is plotted as a function of time for two different system sizes, showing initial
growth followed by a cross-over to saturation. To quantify this behavior, we have fitted
an exponential function f(t) = A[1 − exp(t/τS)] to S∗θ (t), which yields the crossover time
τS. The saturation value S
∗,sat
θ has been computed as the average of Sθ(k⊥ = 0, k
∗
‖, t) over
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FIG. 27. Evolution and finite-size behavior of the structure factor Sθ(k⊥ = 0, k‖, t) in small square
systems. (a) Sθ(k⊥ = 0, k‖, t) is plotted at different times t for L = 8λ0. (b) The peak intensity S∗θ
is plotted as a function of time for two different system sizes. The continuous black lines are fits to
the data. The dashed black lines indicate the cross-over time τS .
times t > 105, for which the intensity has saturated for all system sizes we consider. The
corresponding standard deviation serves as a measure of the statistical uncertainty. We note
that the difference of the saturation values suggested by the fit functions shown in Fig. 27(b)
is less than this uncertainty and thus not significant.
The two quantities S∗θ and τS are plotted as a function of the system size L in Fig. 28(a)
and (b). While the saturated peak intensity S∗θ remains constant as L is increased, the
cross-over time τS exhibits a power-law dependence on L, τS ∼ L4. Having determined these
two relationships on the system size, we can attempt a scaling plot using data from different
systems. This is shown in Fig. 28(c), where a collapse is observed upon rescaling the time
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FIG. 28. Finite-size scaling in (a–c) square systems and (d–f) rectangular systems containing short
stripes. In (a, d) and (b, e), the saturation value S∗,satθ and the corresponding cross-over time τS
are plotted as a function of the system sizes L and L‖, respectively. The red lines represent power
laws with the indicated exponents. Rescaled data are presented in (c) and (f), demonstrating a
scaling collapse.
by L4, confirming the functional dependence of the structure factor on the system size L.
We note that the divergence of the cross-over time τS ∼ Lz is consistent with the growth of
the dominant wave length λ∗ ∼ t 1z observed earlier (see Fig. 24). Both relations express an
equivalent connection between time and length scales, which can be used to determine the
dynamic exponent [97] z = 4. The scaling laws and exponents will be further discussed in
the following section.
3. Short stripes (L‖  L⊥)
a. Structure factor We have performed a similar analysis of the finite-size scaling
behavior for rectangular systems containing numerous short stripes (L‖  L⊥). Here, the
extension L‖ parallel to the stripes has been varied, while L⊥ = 384λ0 has been kept constant.
All results have been averaged over 40 realizations. The quantities describing the structure
factor Sθ(k⊥ = 0, k‖, t) are shown in Fig. 28(d–f). The saturated peak intensity S
∗,sat
θ and
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the cross-over time τS both exhibit power-law growth as a function of the system size L‖,
corresponding to the length of the stripes. S∗,satθ grows linearly with L‖, while τS ∼ L4‖. In
the latter case, the exponent is the same as the one observed in small square systems. The
scaling of the peak intensity S∗θ with time and system size is confirmed by the scaling collapse
shown in Fig. 28(d). These observations indicate that when L⊥ is large, L‖ not only limits
the growth of the dominant wave length λ∗, but also controls the saturation of the intensity
S∗θ .
The results shown in Figs. 27 and 28 suggest that the structure factor should scale as
Ssatθ (k⊥ = 0, k‖) ∼ fˆ1(k‖L‖) and Ssatθ (k⊥ = 0, k‖) ∼ fˆ2(k‖L‖)L‖ in square and rectangular
systems, respectively, where fˆ1(k‖L‖) and fˆ2(k‖L‖) are two possibly different scaling functions.
We test these scaling forms in Fig. 30. Double-logarithmic plots reveal that there is a collapse
of the structure factor for different system sizes, but only for the data point corresponding
to k‖ = 2pi/L (2pi/L‖), the smallest wave number in a given system. At higher values of
k‖, the curves for different system sizes deviate considerably. However, the magnitude of
Ssatθ (k⊥ = 0, k‖) decays rapidly with increasing k‖, making the deviations from scaling less
significant. At this point, we recall that the structure factor does not scale with time for
sufficiently large wave numbers k‖ & 0.5, either (see Fig. 24). Therefore we conclude that
scaling behavior in Sθ(k⊥ = 0, k‖, t) is limited to long wave lengths.
The shapes of the functions plotted in Fig. 29(a) and (b) appear visually very similar, while
their magnitude differs by several decades. As it turns out, the structure factors for square
systems and for rectangular systems with L‖  L⊥ collapse onto a single curve according to
the common scaling form
Ssatθ (k⊥ = 0, k‖) ∼ fˆ(k‖L‖)L‖/L⊥, (13)
which unifies the two expressions discussed before. This is shown in Fig. 30. However, the
scaling behavior is still restricted to small wave numbers k‖. Regarding the shape of the
scaling function fˆ(k‖L‖), we note that as the system size L‖ is increased, the structure factor
approaches a power law ∼ (k‖L‖)−2. The larger the system, the wider the range over which
this behavior is observed.
b. Averaged correlation function Up to this point, we have focused on the influence of the
system size and the aspect ratio on the structure factor of the orientation. Now we turn to the
spatial orientation correlation function Cθ(r, t). It follows from Eq. (12) that the cut through
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FIG. 29. Scaling behavior of the stationary structure factor Ssatθ (k⊥ = 0, k‖). Data are shown for
(a) small square systems and (b) systems containing many short stripes.
FIG. 30. Common scaling behavior of the structure factor in small square systems (×) and systems
containing many short stripes (+). Ssatθ (k⊥ = 0, k‖) is plotted in scaling form for different system
sizes. The black line represents a power law drawn as a guide to the eye.
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FIG. 31. Scaling behavior of the averaged correlation function C
sat
θ (r‖). Data are shown for (a,b)
small square systems and (c,d) systems containing many short stripes. In (b) and (d), the correlation
function is plotted in scaling form.
the structure factor given by Sθ(k⊥ = 0, k‖, t) is the one-dimensional Fourier transform of
the averaged spatial orientation correlation function Cθ(r‖, t) = L−1⊥
∫ L⊥
0
Cθ(r, t)dr⊥. Since
we already know the scaling form of the structure factor, the stationary averaged correlation
function should scale as
C
sat
θ (r‖) ∼ f(r‖/L‖)L‖/L⊥, (14)
where C
sat
θ (r‖) is defined as the temporal average of Cθ(r‖, t) for t > 10
5. It will be
interesting to see how the deviations from scaling seen in case of the structure factor
affect the corresponding correlation function. For clarity, we first address different types of
confinement seperately. In Fig. 31(a) and (c), we present unscaled data for small square
systems and for rectangular systems where L‖  L⊥ and L⊥ = 384λ0, respectively. In
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FIG. 32. Common scaling behavior of the averaged correlation function in small square systems
(×) and systems containing many short stripes (+). Csatθ (r‖) is plotted in scaling form for different
system sizes.
both cases, we observe a broadening of the correlation function as L (L‖) is increased.
In rectangular systems, C
sat
θ (r‖) also exhibits an increase of its magnitude. To check for
finite-size scaling behavior, we have plotted C
sat
θ (r‖)/L for small square systems as a function
of the scaling variable r‖/L in Fig. 31(b). This results in a collapse of the data onto a master
curve. The same can be achieved for rectangular systems where L‖  L⊥ by multiplying
Csatθ (r‖) with a factor L
−1
‖ , as shown in Fig. 31(d). In both cases, the collapse is very good,
with minor deviations observed at small distances r‖ and also for r‖ ≈ L/2 in Fig. 31(b).
These aberrations are likely connected to the behavior of the structure factor at high wave
numbers seen in Fig. 30, in addition to statistical fluctuations.
Finally, we present a master plot of the averaged correlation function C
sat
θ (r‖) for both types
of confinement. This is shown in Fig. 32, where the rescaled data fall onto a single curve.
According to Eq. (14), for L‖ constant, C
sat
θ (r‖ = 0) decreases with increasing L⊥. On the
other hand, if L⊥ is kept constant, the correlation function grows linearly with L‖. For
square systems, the two prefactors cancel out, resulting in C
sat
θ (r‖) ∼ f(r‖/L‖), as observed
in Fig. 31(b).
With these results in mind, we now return to the temporal evolution observed in the
stripe-forming system at early times t  τS. Following the same reasoning we outlined
before, time-dependent length scales should play the roles of effective system sizes in Eq. (14).
Therefore, we replace the length scale L‖ with the time-dependent dominant wave length
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λ∗ ∼ t0.25. This yields the following expression for the time-dependent averaged correlation
function:
Cθ(r‖, t) ∼ t0.25g(r‖/t0.25)/L⊥. (15)
For testing the validity of Eq. (15), we us data from square systems with L = 55λ0, for
which the dynamics is not impeded by finite-size effects even at late times. In Fig. 33(a),
we show the unscaled correlation function Cθ(r‖, t) for times 5 · 101 ≤ t ≤ 5 · 105. As the
correlation function evolves, the central peak grows and broadens, while the positions of the
two symmetric minima shift to larger values of r‖. Upon rescaling both, the magnitude and
the spatial distance by t0.25 respectively, the data collapse onto a single curve. Only the data
for the earliest time, t = 5 · 101, show notable deviations, with the height of the peak less
than that observed at later times. Otherwise, the collapse is very good, thus confirming
Eq. (15).
At this point, we note that Eq. (15) conforms to the Family-Vicsek scaling [153] typically
encountered in interfacial growth and roughening phenomena [152]. This can be seen by
writing Cθ(r‖, t)L⊥ ∼ t2βg(r‖/t 1z ), where we have introduced the growth exponent β = 0.125
and the dynamic exponent z = 4 as before. A third exponent, the so-called roughness
exponent α = 0.5, can be read off from the prefactor of the static correlation function,
Eq. (14), where L‖ ≡ L2α‖ . It is well known that only two of these exponents are independent,
since z = α/β [152].
When studying the dynamics of a surface or interface, it is often assumed to be initially
flat. Under the influence of thermal fluctuations or the influx of particles, a roughening of
the surface is observed [152]. In the stripe-forming system, an analogous process occurs as
orientation fluctuations grow under the influence of noise. Their amplitude, as expressed
by the averaged correlation function Cθ(r‖, t), saturates at that point in time when the
corresponding correlation length, which could be measured as, e.g., the width of the peak
seen in Fig. 33, reaches the system size L‖.
c. Correlations perpendicular to the stripes In the preceding section, we have discussed
the behavior of the averaged correlation function Cθ(r‖, t), which does not capture the
dynamics of correlations perpendicular to the stripes. From our previous study [44] of
square systems with L = 55λ0, we know that the spatial orientation correlation function
perpendicular to the stripes Cθ(r⊥, r‖ = 0, t) decays exponentially at early times, with a
correlation length growing as ξ⊥θ ∼ t0.5. At late times, a cross-over from an exponential to a
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FIG. 33. Scaling behavior of the time-dependent averaged correlation function Cθ(r‖, t). Data are
shown for a square system with L = 55λ0 in (a) unscaled and (b) scaled form. In (b), only the
central portion of the correlation function is plotted, as the curves remain close to zero outside of
the indicated range.
power-law decay is observed. Translating this behavior to the case of rectangular systems
with L‖  L⊥, one might expect the correlation length ξ⊥θ to grow for a much longer period
of time until it becomes comparable to the system size L⊥. As it turns out, ξ⊥θ exhibits a
very different behavior, since it saturates at much earlier times. We have extracted the time-
dependent correlation length by fitting Cθ(r⊥, r‖ = 0, t) with an exponential ∝ exp(−r⊥/ξ⊥θ ).
The results, which we plot as a function of the system size L‖, are shown in Fig. 34(a) and
(b). The saturated correlation length scales as ξ⊥,satθ ∼ L2‖. Furthermore, the corresponding
cross-over time increases as τξ ∼ L4, with the same exponent as observed for τS. These
results are confirmed by the scaling collapse demonstrated in Fig. 34(c).
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FIG. 34. Finite-size scaling behavior of the correlation length ξ⊥θ . (a) The saturated correlation
length ξ⊥,satθ and (b) the corresponding cross-over time τξ determined from rectangular systems are
plotted as a function of L‖. (c) The correlation length ξ⊥θ (t) has been rescaled to obtain a collapse
onto a single curve.
The dynamics of the spatial correlation length in systems where L‖  L⊥ which we just
described can be directly observed in the behavior of the correlation function Cθ(r⊥, r‖ = 0, t).
In Fig. 35(a), the temporal evolution of Cθ(r⊥, r‖ = 0, t) is exemplified using data from a
system with L‖ = 8λ0. Initially, the correlation function decays rapidly and resembles an
exponential, with a growing correlation length ξ⊥θ readily apparent. This correlation length
is plotted in the inset as a function of time on a log-log scale, showing the initial growth,
ξ⊥θ ∼ t0.5, that is also seen in square systems [44]. At late times t & 5 · 104, ξ⊥θ approaches a
constant value, as Cθ(r⊥, r‖ = 0, t) becomes stationary and also changes its shape at small
distances r⊥. From Fig. 34(a), we can determine the dependence of the saturated correlation
length on the system size,
ξ⊥,satθ ∼ L2‖. (16)
This equation holds for both, the growth and the saturation regime. In the latter state,
the dominant wave length λ∗ is equal to the system size L‖. At early times t  τS, λ∗(t)
represents an effective system size, assuming that λ∗ is the only important length scale in the
system. Similar arguments lead to the scaling hypothesis describing the dynamics in many
phase-ordering systems [16]. Thus it is natural to replace L‖ in Eq. (16) with λ∗ ∼ t0.25. This
procedure results in ξ⊥θ ∼ t0.5, as observed in Ref. 44 and in the inset of Fig. 35(a).
Using Eq. (16), we can also plot the stationary correlation function Csatθ (r⊥, r‖ = 0), which
we compute as the average of Cθ(r⊥, r‖ = 0, t) over times t > 105, as a function of the
scaling variable r⊥/L2‖. Data from systems with different values of L‖ plotted in this manner
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FIG. 35. Scaling behavior of the spatial orientation correlation function Cθ(r⊥, r‖ = 0, t) in
rectangular systems containing short stripes (L‖  L⊥). (a) Temporal evolution in a system with
L‖ = 8λ0. The inset shows the correlation length ξ⊥θ as a function of time. (b) The stationary
correlation function Csatθ (r⊥, r‖ = 0) plotted as a function of the scaling variable r⊥/L
2
‖.
collapse onto a single curve [Fig. 35(b)]. Small deviations mainly result from differences in
the magnitude of the correlation function. The scaling collapse confirms Eq. (16) directly,
without having to extract the correlation length.
Another important aspect for understanding the behavior of the spatial orientation corrrelation
function is the relation between the correlation length ξ⊥θ and the system size L⊥. We can
estimate the system size Lξ for which the correlation length becomes comparable to the
system size in a square system with Lξ = L⊥ = L‖. Using the dependence of ξ
⊥,sat
θ on L‖
shown in Fig. 28(g), ξ⊥,satθ /λ0 ' 0.25L2‖, we set both ξ⊥,satθ and L‖ equal to Lξ, resulting in
Lξ ≈ 4λ0. This means that in most of the small square systems studied in Fig. 28(a–c), the
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saturated correlation length ξ⊥,satθ exceeds the system size.
To summarize, we have found that the structure factor Ssatθ (k⊥ = 0, k‖) in rectangular systems
with L‖  L⊥ exhibits finite-size scaling as a function of the system size L‖. This behavior
can be reconciled with the one seen in small square systems [see Eq. (13)]. Related to the
structure factor is the averaged orientation correlation function Cθ(r‖), which we studied
in both, the stationary and the time-dependent regime. Concerning spatial correlations
perpendicular to the stripes, the orientational correlation length ξ⊥θ only grows up to a
maximum value determined by L‖ [see Eq. (16)]. Therefore we conclude that the system
size L‖ limits the growth of orientation fluctuations in both, square systems and rectangular
systems with L‖  L⊥.
4. Long stripes (L⊥  L‖)
The third type of confinement is realized in systems containing few but long stripes
(L⊥  L‖), where we fix L‖ = 384λ0. All results have been averaged over 40 realizations.
Again, we are interested in the behavior of cuts through the structure factor parallel to the
stripes, given by Sθ(k⊥ = 0, k‖, t). In Fig. 36, we present data from a system with L⊥ = λ0.
As observed before in systems with different dimensions, the structure factor exhibits a single
peak. The dashed lines in Fig. 36 indicate its position and height at different times t. Both
quantities have been determined from fits to the structure factor as described before. The
peak position, which can be read off from the abscissa, shifts to smaller wave numbers k‖ as
the time increases. Since the data are shown on a log-log plot, the constant distance of the
dashed lines indicates power-law behavior. In contrast, the lines representing the height of
the peak on the ordinate move closer together at later times. This points to the onset of
saturation.
We quantify the behavior observed in Fig. 36 in terms of the dominant wave length λ∗ and
the peak intensity S∗θ at the wave number k
∗
‖ = 2pi/λ
∗. The wave length λ∗ is plotted as a
function of time in Fig. 37(a). Over more than three decades, λ∗ grows as a power law ∼ t0.25,
independent of the system size L⊥. This is in accordance with results seen in large square
systems (see Fig. 24). While the dynamics of λ∗ suggests that the growth of orientation
fluctuations is not impeded by perpendicular confinement, the peak intensity S∗θ does not
increase indefinitely. Fig. 37(b) shows S∗θ as a function of time for different system widths
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FIG. 36. Temporal evolution of the structure factor Sθ(k⊥ = 0, k‖, t) in rectangular systems
containing long stripes. The dashed lines indicate the peak position and the peak height on the
abscissa and the ordinate, respectively.
L⊥. As L⊥ and thus the number of stripes in the system increases, the magnitude of S∗θ
decreases. Futhermore, there is a clear slowdown of the growth at late times observed for
all values of L⊥, although S∗θ does not reach a stationary state for larger values of L⊥. We
tentatively fit a stretched exponential f(t) = S∗,satθ {1 − exp[−(t/τ⊥S )γ]} to the data, with
the exponent γ = 0.5. These fit functions are plotted as continuous lines in Fig. 37(b). The
results for the fit parameters, shown in Fig. 38, indicate that the saturated peak intensity
decreases as S∗,satθ ∼ L−0.5⊥ , whereas the cross-over time τ⊥S increases linearly with L⊥. These
relations allow us to plot the data for S∗θ in scaling form, as presented in Fig. 37(c). The
collapse thus obtained is very good at early times, but fluctuations are present at late times.
In conclusion, perpendicular confinement does not inhibit the growth of the dominant wave
length λ∗. However, the peak intensity of the structure factor, extrapolated to its saturation
value, scales as S∗,satθ ∼ L−0.5⊥ . This indicates that fluctuations are dampened as more stripes
are added to the system, although this relation is not expected to hold for L⊥  λ0, since
we still observe fluctuations in large square systems (see Fig. 24). Finally, the cross-over time
diverges as τ⊥S ∼ L⊥. These observations constitute a mechanism for dampening the growth
of orientation fluctuations different from the one due to confinement parallel to the stripes.
This interplay of finite-size effects can be analyzed further. For square systems, we can
estimate the system size Leq = L⊥ = L‖ for which the two cross-over times characterizing
the saturation due to confinement in the parallel and perpendicular directions are equal:
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FIG. 37. Scaling behavior of the structure factor in rectangular systems containing long stripes
(L‖ = 384λ0). (a) Growth of the dominant wave length λ∗. The black line is a power law. (b)
Temporal evolution of the peak intensity. The continuous lines are fits with a function f(t) discussed
in the text. (c) The rescaled intensity S∗θ/L
0.5
⊥ is plotted as a function of t/L⊥.
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FIG. 38. Fit parameters describing the structure factor as a function of the system width L⊥. (a)
Saturated intensity S∗,satθ , (b) cross-over time τ
⊥
S , (c) exponent γ.
Leq/λ0 =
3
√
5 · 103 ≈ 17. Here we have equated the expressions τS ' 2(L‖/λ0)4 extracted
from Fig. 28(b) and τ⊥S ' 104(L⊥/λ0), which we read off from Fig. 38(b). We note, however,
that the crossover time τ⊥S appears in a stretched exponential, while τS describes a simple
exponential approach to saturation. The calculation shows that for L & Leq = 17λ0 the
intensity S∗θ will saturate not because the dominant wave length parallel to the stripe pattern
reaches the system size, but rather because of confinement in the perpendicular direction.
This would be observable as a change of the cross-over time from τS ∼ L4 to τS ∼ L for L
sufficiently large. The exact mechanism causing the saturation of orientation fluctuations
due to perpendicular confinement is not clear yet, as there is no single relationship between
time and length scales. While the continuous growth of the dominant wave length λ∗ ∼ t0.25
describes the evolution parallel to the stripes, the scaling of the cross-over time τ ∼ L⊥
suggests the presence of a growing length scale ξ⊥ ∼ t perpendicular to the stripes, at least
for times t  τ⊥S . Furthermore, we note that, contrary to the two types of confinement
addressed before, the systems with L⊥  L‖ do not reach a stationary state in the accessible
time frame.
C. Discussion and summary
To recapitulate, we have presented a detailed investigation of the non-equilibrium dynamics
of a stripe-forming system evolving from an ordered state under the influence of noise. Using
the structure factor of the stripe orientation Sθ(k, t), we indentified a growing modulation
length λ∗ of the orientation field parallel to the stripes. In finite systems, the intensity
S∗θ corresponding to this modulation generally saturates as a function of the system size.
We have found that square systems (L⊥ = L‖) and systems containing many short stripes
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(L‖  L⊥) exhibit the same finite-size scaling behavior of the averaged correlation function
Cθ(r‖, t), as expressed by the scaling forms, Eqs. (14) and (15). In particular, the relaxation
time diverges as τS ∼ L4‖, indicating that even moderately large stripe-forming systems
remain out of equilibrium for a very long time. Conversely, this means that the coarsening
dynamics stops once the cross-over time has been exceeded, resulting in stationary behavior
of the two-time autocorrelation function (see Fig. 26). These results complete the picture of
aging in the stripe-forming system due to growing length scales [44]. As it turns out, the
dynamics is driven by the increase of the dominant modulation length λ∗ ∼ t0.25 parallel
to the stripe pattern. Simultaneously, the orientational correlation length perpendicular to
the stripes grows as ξ⊥θ ∼ t0.5, but only up to a limit determined by the system size L‖ [see
Eq. (16)]. Fig. 39 summarizes the temporal evolution due to the two different growing length
scales. The orientation field θ(r, t) is shown at different times t, overlaid with stream lines
representing the detailed shape of the stripes [Fig. 39(a) and (b)]. The two length scales we
identified, λ∗ and ξ⊥θ , are plotted as a function of time in Fig. 39(c).
A possible explanation of these phenomena proceeds along the following lines: Bending the
stripes carries an energy cost, which increases as the radius of curvature gets smaller. Thus,
strong deviations from the initial orientation are only possible if the orientation changes
slowly in the direction parallel to the stripes. Therefore, a growing length scale parallel to the
stripes is necessary if we assume that an increasing amplitude of the orientation fluctuations
is entropically favored. Once this length scale reaches the system size, the amplitude of the
orientation fluctuations saturates. On the other hand, increasing correlations perpendicular
to the stripes imply that neighboring stripes are in phase with respect to their orientation.
This can be achieved regardless of the system size perpendicular to the stripes. However,
the saturation of ξ⊥θ as a function of L‖ indicates that there exists a mechanism which
decorrelates neighboring stripes over long enough distances. We presume that the degree of
correlations in the perpendicular direction increases with the amplitude of the fluctuations
parallel to the stripes, thus coupling the coarsening phenomena parallel and perpendicular
to the stripes.
In contrast to the aforementioned systems, a finite system size perpendicular to the stripes
has a comparatively weak effect on the dynamics in systems containing few but very long
stripes (L⊥  L‖). The growth of the dominant wave length λ∗ is not impeded, whereas the
intensity S∗θ slowly approaches saturation as a stretched exponential. We have proposed a
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FIG. 39. Growing length scales in the stripe-forming system. (a, b) Portions (20λ0 × 20λ0) of the
coarse-grained orientation field θ(r, t) at different times t = 5 · 102 (a) and t = 5 · 104 are shown for
a system with L = L⊥ = L‖ = 55λ0. The same color scale as in Fig. 25(c) is used. The black lines
are stream lines representing the vector field (cos θ, sin θ)ᵀ, where the angle θ has been magnified by
a factor of 20. The arrows indicate the values of the dominant wave length λ∗ and the orientation
correlation length ξ⊥θ . (c) λ
∗ and ξ⊥θ are plotted as a function of time. The dashed lines indicate
the times corresponding to (a) and (b). We note that the correlation length ξ⊥θ cannot be reliably
determined for times t & 5 · 104, since the spatial correlation function changes from an exponential
to a power-law decay [44].
scaling form for the quantity S∗θ , but were unable to identify consistent scaling behavior in
the averaged correlation function Cθ(r‖, t).
In this work, we have studied the structure factor of the orientation and the corresponding
averaged correlation function. Focusing on their respective finite-size scaling behavior, we
have found that the non-equilibrium dynamics of the stripe-forming system is characterized by
two growing length scales parallel and perpendicular to the stripe pattern, which describe the
anisotropic fluctuations of the orientation field. Given the simplicity and wide applicability
of the model we consider, it will be interesting to see whether this aging dynamics and
finite-size scaling can also be observed in experiments.
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FIG. 40. Domain growth after a quench from homogeneous initial conditions. (a–c) The concentra-
tion field ψ(r, t) is shown for times t = 102, 103, and 104. (d–f) The corresponding orientation field
θ(r, t) is presented. The size of the snapshots is 300× 300.
V. EVOLUTION FROM A HOMOGENEOUS INITIAL STATE
A. Introduction
In this section, we will discuss the dynamics of the stripe-forming system, given by Eq. (3),
when it is supplied with a homogeneous initial condition, i.e. ψ(r, t = 0) = 0. This procedure
is used to model a quench from a high-temperature mixed state to a final state below the criti-
cal temperature. It is the most common approach when studying phase separation and phase
ordering phenomena [16]. Quenches from a mixed state have also been investigated in stripe-
forming systems, including the Swift-Hohenberg equation [38, 45, 47, 49, 50, 52, 53, 125, 164]
as well as model B with Coulomb interactions [38, 64–67, 69, 163, 165, 166], which we
consider here. The ordering process after the quench is usually described in terms of a
growing length scale `(t) representing the extent of order within the pattern.
Below, will confirm previous results for the scaling behavior of `(t) and compare different
approaches for extracting this length scale from the simulation data. Furthermore, we will
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investigate the aging behavior of the orientation autocorrelation function Cθ(t, tw) (Sec. V C).
B. Domain growth
First, we will give a brief introduction to the phenomenology after a quench. There
is an initial regime called microphase separation, where the two components demix on a
length scale ` . λ0, driven by the linear instability against perturbations with a finite
wave vector [65][167]. The result is a labyrinthine pattern of short stripes. These stripes
subsequently form domains with uniform orientation, separated by grain boundaries and
topological defects, as shown in Fig. 40. Domain growth then proceeds in a self-similar
fashion, similar to macroscopic phase ordering [16]. In the following, we will focus on the
latter process. It has been confirmed that dynamical scaling holds in this regime [38], which
implies that the typical linear dimension of the pattern is described by a single length scale
`(t), found to depend on time as `(t) ∼ ty [168]. However, the value of the exponent y seems
to depend on the specific measure for `(t) that is being considered, on the distance from
the onset of stripe formation (i.e., the value of Γ), and on whether noise is incorporated
(η > 0) into the simulation or not (η = 0). Growth exponents y in the range 1
5
≤ y ≤ 1
3
have
been reported [38, 47, 49, 50, 52, 125], while other authors have argued that y = 1
2
should be
the long-time limit [45, 46, 169]. Notably, in Ref. 38, simulations of the Swift-Hohenberg
equation and of model B with Coulomb interactions have been compared. The authors
reported equal growth exponents for the two systems, with y = 0.3 describing the growth of
the orientational correlation length ξθ at finite noise strength.
In the following, we will report on simulations of linear size L = 1024 with ∆x = 1 and
∆t = 0.1 at zero (η/ηc = 0) and finite (η/ηc =
1
3
) noise strength, starting from homogeneous
initial conditions. All results have been averaged over ten independent realizations. The
control parameter Γ = 0.2, as in Ref. [38].
The orientational correlation length ξθ has often been used as a measure for `(t). It can
be extracted from the decay of the spatial orientation correlation function Cθ(r, t), where
ξθ is defined as the value of the distance r for which the azimuthally averaged correlation
function Cθ(r, t) first falls below a threshold α [38]. Examples for Cθ(r, t) at different times
are shown in Fig. 41. Averaging over the angular dependence of Cθ(r, t) is justified because
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FIG. 41. Evolution of the spatial orientation correlation function Cθ(r, t) for (a) η/ηc = 0 and (b)
η/ηc =
1
3 . The time t = 10
2, 103, and 104 (bottom to top).
the system is still isotropic during the time span we consider, i.e., the stripe pattern consists
of many domains with different orientations. We have plotted the orientational correlation
length ξθ as a function of time in Fig. 42(a, b) for zero and finite noise strength. In both
cases, ξθ grows as a power law ξθ ∝ ty for t & 103, with no significant dependence on the
threshold α. The exponent y has been extracted by fitting the data for α = 0.2 in the range
103 ≤ t ≤ 104, resulting in y = 0.24 and 0.30 for η/ηc = 0 and η/ηc = 13 , respectively. These
values are compatible with Ref. 38, where y = 0.25 and y = 0.3 have been reported.
We have also computed the excess free energy density ∆ρF [49, 52]. For η/ηc = 0, the
same definition as before applies (see Sec. III B 3), while for non-zero η, ∆ρF ≡ (F −Fη)/L2,
where Fη represents the value of F observed for η/ηc = 13 at late times (t = 5 · 105) when
starting with ordered initial conditions. In Fig. 42(c), we see that ∆ρF decays as a power law
for t > 1000, with exponents 0.27 and 0.31 for zero and finite noise strength, respectively.
Finally, we have computed the density of dislocations ρDisloc, following the procedure described
before (Sec. III B 3). Note that this method does not discriminate between different types
of defects. For instance, a grain boundary separating domains of stripes with different
orientations can be seen as a string of point defects, i.e., dislocations. The results are shown
in Fig. 42(d). Similar to the excess free energy density, the defect density decays with a
power law following an initial regime observed for t < 1000. The corresponding exponents
are similar as well, with values of 0.28 and 0.33 for zero and finite noise strength, respectively.
This might seem surprising, as the dimension of the dislocation density [ρDisloc] = [`
−2], which
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FIG. 42. Scaling behavior of different quantities after a quench from homogeneous initial conditions.
Black (blue) curves denote η/ηc = 0 (
1
3). The straight red lines correspond to power laws with the
indicated exponents. (a, b) Orientational correlation length ξθ, computed for different values of the
threshold α. (c) Excess free energy density ∆ρF . (d) Density of dislocations ρDisloc. For clarity, the
curves in (c) and (d) have been shifted in magnitude as indicated.
implies that ρ
−1/2
Disloc should reflect the average distance between defects, as opposed to ρ
−1
Disloc.
However, as mentioned before, the domain growth within the stripe pattern is dominated
by the annihilation of grain boundaries [52], which in turn are built from dislocations. This
renders the mutual distance between dislocations less meaningful.
While so far we have considered derived quantities, it is also possible to extract `(t)
directly from the concentration field ψ(r, t) using the azimuthally averaged spatial correlation
function Cψ(r, t) ≡ 〈ψ(r, t)ψ(r′ + r, t)〉ζ,r′ . Its functional form for models with competing
short- and long-range interactions has been derived using a Hartree approximation by Mulet
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FIG. 43. Evolution of spatial concentration correlations. (a, b) Spatial correlation function Cψ(r, t)
for t = 5 · 103 and zero and finite noise strength η, respectively. Fits with Eq. (17) are shown in red.
(c) Positive values of Cψ(r, t = 5 · 103) plotted on a semilogarithmic scale. The red line represents
an exponential. (d) Correlation length ξψ(t) extracted by fitting Cψ(r, t) with Eq. (17) (+) as well
as by fitting an exponential to the maxima of Cψ(r, t) (◦). Data are shown for both, η/ηc = 0 and
η/ηc =
1
3 . The straight red line is a power law drawn as a guide to the eye.
and Stariolo [170]. For temperatures T > 0 and d = 2 dimensions, these authors find
Cψ(r) ∝ cos(2pi/λ0r − ϕ) exp(−r/ξψ)r− 12 (17)
in the static limit t→∞, where ϕ is a parameter representing a phase shift, and ξφ is the
correlation length. A slightly different form for Cψ(r, t) had been obtained earlier, based
on a perturbation technique [48]. We will use least-square fits with Eq. (17) to extract the
(now time-dependent) correlation length ξψ from Cψ(r, t). The results are shown in Fig. 43(a)
and (b). Eq. (17) provides a satisfactory fit to the correlation function Cψ(r, t) for both,
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vanishing and finite noise strength η within the time range we consider. This is not obvious,
as a different functional form has been derived in Ref. [170] for the case T = 0, where the
exponential in Eq. (17) is replaced by an algebraic decay. However, plotting Cψ(r, t) for η/ηc
on a semilogarithmic scale clearly shows an exponential decay of the envelope [Fig. 43(c)].
The time-dependent correlation length ξψ(t) is plotted in Fig. 43(d), obtained from both, fits
to Eq. (17) as well as fitting the local maxima of Cψ(r, t) with an exponential ∝ exp(−r/ξψ).
We have included the latter approach because it does not rely on assumptions about the
detailed form of the corrrelation function.
Two conclusions may be drawn: First, both methods we implemented yield the same time
dependence of the correlation length ξψ, which grows at late times as a power law ξψ ∼ tyψ
with an exponent yψ ≈ 0.2. Second, a finite noise strength does not have a significant
influence on the growth of ξψ for t & 1000. Comparing these results with the literature, we
find agreement with the results of Ref. [38] for η = 0, where yψ =
1
5
was reported based
on the scaling of the structure factor, which is given by the Fourier transform of Cψ(r, t).
However, we observe the same exponent for η > 0, whereas a value of 1
4
was found in Ref. [38]
for a finite noise strength. On the other hand, there is a strong disagreement with the value
yψ ≈ 0.5 reported in Ref. [48], also based on fitting Cψ(r, t).
To recapitulate, we have studied the growing length scale `(t) in the stripe-forming system
after a quench from homogeneous initial conditions. There are a number of possible definitions
for `(t). While we always observe power-law behavior at late times, this ambiguity makes
it difficult to pin down the exact value of the growth exponent. However, our results are
compatible with some of those reported in the literature. Furthermore, when comparing the
orientational correlation length ξθ, the excess free energy density ∆ρF , and the dislocation
density ρDisloc, we observe a consistent difference (≈ 0.05) between the exponents at zero and
finite noise strength, respectively. On the other hand, the correlation length ξψ computed
directly from the concentration field ψ(r, t), yields a significantly smaller value of the exponent
yψ, which does not change when noise is added to the system. We note that there is no
consensus yet in the literature on how to interpret the behavior of the different measures for
the length scale `(t).
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C. Aging
The scaling hypothesis, i.e., the existence of a single length scale `(t) growing as a power
law of time, has been crucial for the description of domain growth processes [16]. It has been
recognized a long time ago that this implies the following scaling form of the corresponding
autocorrelation function, valid for times 1 tw  t [15, 16, 171]:
C(t, tw) ∼ f(t/tw), (18)
where f(x) is a scaling function, and the two-time dependence only enters via the ratio
x ≡ t/tw. This relation has subsequently been confirmed for a number of systems exhibiting
domain growth [18, 21]. Eq. (18) is equivalent to the scaling form encountered in Sec. III A,
Eq. (11), for the special case b = 0. The scaling function f(x) is expected to decay as a
power law for large arguments [97, 98, 172].
In the preceding section, we have demonstrated the existence of a growing length scale `(t)
in the stripe-forming system after a quench form homogeneous initial conditions. Now we are
interested in the behavior of the orientation autocorrelation function Cθ(t, tw). In Fig. 44(a),
we plot Cθ(t, tw) as a function of t/tw in order to check if Eq. (18) holds. We only present
data for which both, t and tw are in the scaling regime (tw > 10
3, cf. the preceding section).
There is a collapse of the data onto individual curves for η/ηc = 0 and η/ηc =
1
3
, respectively.
While minor flucutations are prensent, scaling of the form given by Eq. (18) is observed
over more than a decade in t/tw. The scaling function f(t/tw) resembles a power law of t/tw
for both, vanishing and finite noise strength. The exponents, 0.22 and 0.27, respectively,
are similar to the growth exponents y computed from the the evolution of the orientational
correlation length ξθ, but slightly smaller.
Another way to probe the scaling behavior of the autocorrelation function is to choose a
small fixed waiting time tw and plot Cθ(t, tw) as a function of t [98]. Scaling begavior is then
expected for late times t. The results of this approach are shown in Fig. 44(b). For η/ηc = 0,
the correlation with the initial condition is plotted (tw = 0), whereas data for tw = 50 are
presented for both, zero and finite noise strength. Since the dynamics is deterministic in
the absence of noise, the orientation field θ(r, t) retains correlations with its initial state.
In contrast, these correlations decay rapidly for η > 0, as the noise strength is comparable
to the amplitude of ψ(r, t) at early times. For both waiting times, a power-law decay is
observed for t & 103. The exponents extracted by least-squares fitting a power law to the
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FIG. 44. Scaling of the orientation autocorrelation function. (a) Cθ(t, tw) is plotted as a function of
t/tw for systems quenched from homogeneous initial conditions. Only data for tw > 10
3 are shown.
Black (blue) points denote η/ηc = 0
(
1
3
)
. The red lines correspond to power laws. (b) Cθ(t, tw) is
plotted as a function of t for short waiting times tw = 0 (bottom) and tw = 50 (top).
data are slightly larger than those extracted from the scaling function f(t/tw) [Fig. 44(a)],
the difference being about 0.05. We presume these differences to be a result of insufficient
statistics.
In summary, our results confirm the picture of aging due to domain growth for the stripe-
forming system quenched from a homogeneous initial state. The orientation autocorrelation
function scales as Cθ(t, tw) ∼ f(t/tw) for both, zero and finite noise strength. The scaling
function f decays as a power law characterized by an exponent similar in magnitude to the
exponent y describing the growth of the correlation length ξθ.
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Non-equilibrium dynamics in other
modulated phases
Motivated by our findings of a slow dynamics and aging in the stripe-forming system, we have
performed numerical simulations of other examples for modulated phases [23], which we will
present in the second part of this thesis. We begin with a model for stripe formation similar
to model B with Coulomb interactions, namely the Swift-Hohenberg equation (Sec. VI). The
system is also prepared in an ordered state, and its evolution under the influence of noise is
analyzed using the local stripe orientation (Sec. VI B). We also investigate the influence of a
conservation law on the dynamics.
In Sec. VII, we turn to a generalization of the stripe-forming system we studied in the first
part of this work, which allows for the formation of hexagonal patterns. The evolution from
an ordered state under the influence of noise is analyzed in terms of the correlation functions
of both, the orientation and the translation field (Sec. VII B). Furthermore, we address the
role of topological defects (Sec. VII C) and investigate the dynamics of the system when the
noise is switched off (Sec. VII D). Results describing the ordering process after a quench from
a homogeneous initial state are presented in Sec. VII E. We conclude in Sec. VII F.
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VI. THE SWIFT-HOHENBERG EQUATION
A. Introduction
The model defined by Eq. (3) is by far not the only one used to describe stripe-forming
systems [34, 37, 39]. When restricting the scope to simple Langevin-type equations, there is
at least one other important system, namely the Swift-Hohenberg (SH) equation, which has
been developed to model Rayleigh-Be´nard convection [53]. It is defined by the effective free
energy functional [173]
FSH[ψ] =
∫
d2r
{
− 
2
ψ(r, t)2 +
1
4
ψ(r, t)4 − k20[∇ψ(r, t)]2 +
1
2
[∇2ψ(r, t)]2
}
, (19)
where the control parameter  is the dimensionless distance from the onset of convection,
and k0 is the wave vector favored by the stripe pattern. The dynamic equation is given by
∂ψ
∂t
= −δFSH
δψ
+ ζ, (20)
which represents a simple relaxational dynamics without conservation of the order parameter.
Although it has the same form as model A [54], the SH system does not belong to this
class [53]. Similar to model B with Coulomb interactions, it can be classified as a pattern-
forming system of type IS acording to Ref. 39. The Gaussian noise ζ(r, t) has zero mean
and correlations 〈ζ(r, t)ζ(r′, t′)〉 = 2ηδ(t− t′)δ(r− r′). It is also possible to obtain a system
with a conserved order parameter by inserting the free energy, Eq. (19), into the following
dynamic equation, referred to as model B [54]:
∂ψ
∂t
= ∇2 δFSH
δψ
+ ζ, (21)
with 〈ζ(r, t)ζ(r′, t′)〉 = −2ηδ(t − t′)∇2δ(r − r′). While Eq. (20) represents a paradigm for
pattern-forming sytems [39], the model given by Eq. (21) has received renewed attention
in recent years in the context of phase field models for crystal growth on atomic length
scales [174, 175].
At this point, a few comments are in order regarding the conservation of the order parameter
in the systems we study. Eq. (1) represents a conserved dynamics for general free energies
F . Nevertheless, the special form of the free energy given by Eq. (2), which was the subject
of the first part of this work, breaks this mechanism. This is due to a cancellation effect
between the interaction kernel G(r − r′) and the Laplacian in Eq. (1). Consequently, in
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FIG. 45. Different patterns obtained from simulations of the Swift-Hohenberg equation with
(a) non-conserved and (b) conserved order parameter, starting from identical homogeneous initial
conditions with 〈ψ(r, t = 0)〉r = −0.25. The time t = 1000 and the noise strength η = 0 in both
cases.
model B with Coulomb interactions, the spatial average 〈ψ(r, t)〉r decays exponentially with
time if it is initially non-zero [176]. Therefore, the simulation results shown so far do not
achieve a strict conservation of the order parameter.
In contrast, the conserved SH equation, Eq. (21), which uses the free energy given by Eq. (19),
represents a dynamics which truly conserves the order parameter, i.e., ∂t〈ψ(r, t)〉r = 0 for
any inital condition. This is demonstrated in Fig. 45, where we show simulation results
of both, the non-conserved and the conserved SH equation, starting from identical initial
conditions for which 〈ψ(r, t = 0)〉r = −0.25. In case of the non-conserved SH equation,
the spatial average of the order parameter decays to zero, whereas the conserved system
maintains the inital value. The formation of a stripe pattern is observed in the former case
[Fig. 45(a)], while spherical domains with short-range hexagonal order appear in the latter
case [Fig. 45(b)]. In this work we always prepare the system in a state with 〈ψ(r, t = 0)〉r = 0.
Our results allow for a direct evaluation of the effect of a conservation law on the dynamics
of a stripe pattern.
B. Evolution from an ordered initial state
In the following, we investigate aging effects in the orientation autocorrelation function
and the dynamics of spatial orientation correlations in the Swift-Hohenberg equation with
both, a conserved and a non-conserved order parameter. Proceeding analogously to the case
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of model B with Coulomb interactions (see Ref. 44 and Sec. III), we prepare both systems
in an inital state corresponding to perfectly ordered stripes, and monitor the subsequent
evolution under the influence of noise.
We have used the same numerical algorithm [73] as before to perform simulations on a two-
dimensional lattice of size L×L, with L = 128λ0. The parameters  = 14 and k0 = 2pi/λ0 = 1,
as in Ref. 38. In order to obtain a sufficient number of lattice sites per stripe wavelength
λ0, the lattice spacing has been set to ∆x = 2pi/9 [38]. In a single-mode approximation,
where ψ(r) = A cos(k0r⊥), Eq. (19) is minimized by setting A = 2
√
/3 and k = k0 [52, 173].
These values were used for preparing the initial condition, for which 〈ψ(r, t)〉r = 0. The noise
strength η was set to 0.01, which is far away from the order-disorder transition [45, 46].
Fig. 46 shows our results for the orientation autocorrelation function Cθ(t, tw). In Fig. 46(a)
and (b), Cθ(t, tw) is plotted as a function of the time difference t− tw for different waiting
times tw. For both, the non-conserved (a) and the conserved case (b), there is a strong
dependence on the waiting time, with a slower decay of the correlation function for larger
values of tw. There is no significant difference in the shape of the curves for non-conserved
and conserved order parameter, which both resemble power laws. As in Sec. III, we check
for scaling of the form Cθ(t, tw) ∼ t−bw · f(t/tw). In Fig. 46(c), we have plotted Cθ(t, tw) as
a function of tw while keeping the ratio t/tw = 3/2 constant. The data for the conserved
SH equation have been shifted by half a decade, as the two curves would otherwise fall on
top of each other. Both orientation autocorrelation functions decay as a power law ∝ t−bw .
Least-squares fitting yields the exponent b = 0.23 in both cases. With this exponent, we
are able to check the aforementioned scaling form by plotting the rescaled autocorrelation
function Cθ(t, tw) · tbw as a function of (t− tw)/tw [Fig. 46(c)]. For both variants of the SH
equation, a collapse of the data onto a single curve is obtained. Regarding the form of
the scaling function f(t/tw), the same considerations apply as in the case of model B with
Coulomb interactions. Both a stretched exponential and a product of power laws can be
fitted to the data. We show a fit to f(x) ∝ x−α · (x− 1)−β, where α = 0.67 and β = 0.35.
These values are comparable to the ones obtained from model B with Coulomb interactions,
where α = 0.89 and β = 0.34 (see Sec. III A). Thus we conclude that the dynamics of the
stripe orientation obtained from the non-conserved and conserved SH equations exhibits
aging of the same form as observed in model B with Coulomb interactions. This is in line
with results from previous works, where close similarities between model B with Coulomb
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FIG. 46. Aging and scaling in the Swift-Hohenberg equation. (a, b) Orientation autocorrelation
function Cθ(t, tw) as a function of t− tw for the Swift-Hohenberg equation with non-conserved (a,
+) and conserved order parameter (b, ×). The waiting time tw increases from bottom to top. (c)
Cθ(t, tw) as a function of tw for a constant ratio t/tw = 3/2. The thin red line corresponds to a
power law. (d) Rescaled autocorrelation function Cθ(t, tw) · tbw as a function of (t− tw)/tw. The red
line is a fit function discussed in the text. In (b) and (c), the data for the conserved case have been
shifted for clarity.
interactions and the Swift-Hohenberg have been pointed out [38, 50, 177].
As in Sec. III, we have also investigated spatial correlations of the stripe orientation. The
correlation function Cθ(r, t) is anisotropic, comparable to the case of model B with Coulomb
interactions discussed previously. We have plotted Cθ(r, t) in the direction perpendicular
to the stripes in Fig. 47(a). Clearly, orientation correlations grow as time progresses. The
orientational correlation length ξ⊥θ has been extracted by fitting the data with exponential
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FIG. 47. Growth of spatial orientation correlations perpendicular to the stripes. (a) Cθ(r⊥, r‖, t)
computed from the non-conserved SH equation is plotted for different times t. The red lines are fits
with exponential functions ∝ exp(−r⊥/ξ⊥θ ). (b) Temporal evolution of the orientational correlation
length ξ⊥θ for both, the conserved (×) and the non-conserved (+) case. The red line represents a
power law with an exponent 12 .
functions ∝ exp(−ξ⊥θ /r⊥). The evolution of ξ⊥θ is shown in Fig. 47(b). For both, the
conserved and the non-conserved case, the correlation length grows as a power law with an
exponent ≈ 0.5.
We have also studied the spatial correlation function Cθ(r, t) at very late times. The results
are presented in Fig. 48. Cθ(r, t) exhibits a slow evolution long after the begin of the
simulation. There is a clear trend towards a power-law decay for large distances r⊥, although
the cross-over process from an exponential to a power-law shape is still in progress at the
latest times we have attained [Fig. 48(a)]. This is probably due to the larger system size
we consider compared to our simulations of model B with Coulomb interactions, where the
typical system size L = 55λ0. In contrast, Cθ(r, t) decreases quickly parallel to the stripes
within a distance r‖ < 10, and there is no significant relaxation at late times [Fig. 48(b)].
C. Conclusion
In summary, we have investigated the nonequilibrium dynamics of ordered stripe patterns
described by the conserved and non-conserved variants of the Swift-Hohenberg equation. In
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FIG. 48. Late-stage behavior of spatial orientation correlations. (a, b) Cuts through the spatial
orientation correlation function Cθ(r, t) perpendicular and parallel to the stripe pattern, respectively.
In (a), data for the conserved (×, shifted by half a decade) and non-conserved SH equation (+) are
shown. The red line is a power law drawn as a guide to the eye. In (b), Cθ(r⊥ = 0, r‖, t) is shown
only for the nonconserved case. In both panels, the time t = 2 · 104, 105, and 5 · 105 (bottom to top).
both cases, the orientation correlation function behaves very similarly to the one obtained
from model B with Coulomb interactions, discussed in Secs. III A and III B. The two-time
correlation function fulfills the same scaling relation, Eq. (11), with the same form of the
scaling function f(t/tw). The parameters describing f(t/tw) were found to be slighty different,
but comparable in magnitude. Similarly, the spatial correlation function perpendicular to
the stripes exhibits a growing orientational correlation length, with its evolution described
by a power law with the exponent 1
2
. At very late times, there is a cross-over to a power-law
decay of the spatial correlation function perpendicular to the stripes.
The influence of a conservation law on the properties of modulated phases has been discussed
before [177–181]. It has been argued that the Laplacian in Eq. (21), the appearance of
which is a consequence of the conservation law, should not bring about different behavior
when compared to the non-conserved case. This can be made plausible in Fourier space. If
the intensity |ψ̂(k, t)|2 is assumed to be sharply peaked at wave vectors with |k| = k0, the
application of the Laplacian −k2 just amounts to multiplication with a constant −k20. Our
results for the aging behavior of the SH equation support this claim, since we observe no
significant differences between the conserved and the non-conserved case.
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VII. HEXAGONAL PATTERNS
A. Introduction
In this section, we will investigate the non-equilibrium dynamics of a simple model
for hexagonal patterns in two spatial dimensions. The model, to be defined below, has
been widely used in computer simulations of the microphase separation in symmetric and
asymmetric block copolymers [64, 66, 67, 69, 165]. Similar hexagon-forming systems, called
phase-field crystals, have recently gained much attention in the context of crystallization
processes on atomic length scales [174, 175, 182, 183]. Our focus will be on the relaxation
from an ordered state under the influence of noise, in part motivated by our findings of aging
in ordered stripe-forming systems (see Sec. III). Hexagonal patterns can be thought of as the
superposition of three density waves [39], and are thus among the most simple examples of a
modulated phase [23]. Preparing the system in an ordered state avoids the slow relaxation
associated with topological defects, which is commonly encountered when the system is
initially in a homogeneous state [16, 184]. Our approach bears some resemblance to a melting
experiment, where the begin of the simulation marks a jump from zero to finite temperature.
The melting of 2D crystals has attracted tremendous interest over the last decades [185–188].
Experimental studies devoted to this phenomenon have been performed in a variety of
systems, such as thin films of block copolymers [189–193], colloidal particles [194–201], dusty
plasmas [202–204], as well as driven granular matter [205]. It has long been known that
crystals in two dimensions are unstable due to strong fluctuations [138]. The most successful
theory for the melting process, referred to as the Kosterlitz-Thouless-Halperin-Nelson-Young
(KTHNY) theory [100, 206–208], predicts a two-stage scenario, where each phase exhibits
characteristic topological defects. For temperatures 0 < T < Tm, where Tm is the melting
temperature, spatial translation correlations decay with a power law, while the system is
orientationally ordered. This state is alternately called a 2D solid or a 2D crystal [209], and
topological defects occur in the form of bound dislocation pairs [207]. For Tm < T < Ti, the
system is in the hexatic phase [207], where unbound dislocations are prevalent. Translation
correlations are now short-range, while orientation correlations are of power-law type. Finally,
at a temperature Ti, dislocations unbind into disclinations, and all correlations become
short-range. The system is now in an isotropic liquid state. Given the success of the KTHNY
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theory in explaining the properties of hexagonal patterns, we will make comparisons with
our results where appropriate.
The remainder of this paper is organized as follows: Below, we will introduce the model and
define the quantities used for analyzing the simulation data. In Sec. VII B, the main results
for the dynamics starting from an ordered state are presented. Data for homogeneous initial
conditions are shown in Sec. VII E, mainly for purposes of comparison with other works in
the literature. A conclusion is given in Sec. VII F.
1. Model and initial conditions
The model we investigate here is almost identical to the one studied in the first part of
this work (see Sec. II). A mixture of two components A and B is represented by the scalar
concentration field ψ(r, t), where ψ = ψA − ψB. The free energy functional must be slightly
modified to account for disparate volume fractions of the two components [55, 64]:
F [ψ] =
∫
fGLd
dr +
Γ
2
∫
[ψ(r)− ψ0)]G(r− r′)[ψ(r′)− ψ0)]ddr, (22)
where d is the spatial dimension, fGL ≡ (∇ψ)2 − 12ψ2 + 14ψ4 represents the usual Ginzburg-
Landau free energy density, Γ > 0 is a parameter controlling the long-range Coulomb
interaction, and G(r− r′) is the Green’s function satisfying ∇2G(r− r′) = −δ(r− r′). The
quantity ψ0 is equal to the spatial average of the concentration field 〈ψ(r)〉r, which reflects
the volume fraction f of one of the two components (say, ψA) in the system according to
ψ0 ≡ 2f − 1 [165]. As before, the evolution of the concentration field ψ(r, t) is described by
the following dynamic equation, known as model B [54]:
∂ψ
∂t
= ∇2 δF [ψ]
δψ
+ ζ. (23)
The Gaussian noise term ζ(r, t) has zero mean and correlations 〈ζ(r, t)ζ(r′, t′)〉 = −2η∇2δ(r−
r′)δ(t− t′), where η is the noise strength.
Simulations were performed in d = 2 dimensions on a square lattice with periodic boundary
conditions, using an efficient pseudo-spectral algorithm [73]. Time and space have been
discretized, with ∆t = 0.1 and ∆x = 1, respectively. The system size Lx×Ly = 1710× 1150,
the control parameter Γ = 0.2 and the spatial average ψ0 = −0.1. All results have been
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averaged over ten independent realizations. The lattice dimensions were chosen to be
commensurate with the initial condition, which is prepared as follows. In a single–wave-
number approximation, the concentration field in the ordered hexagonal phase can be written
as the sum of three plane waves [210],
ψ(r) = A
2∑
l=0
cos(kl · r), (24)
where A is the amplitude and the wave vectors kl = k0
(
cos 2lpi/3
sin 2lpi/3
)
. The free energy, Eq. (22),
is then minimized by setting k0 = Γ
1
4 and A = 2
√
(1− 12ψ20/5− 2
√
Γ)/15− 2
5
ψ0 [210]. The
initial state for the given lattice dimensions contains 19292 circular domains located on a
hexagonal lattice.
2. Data analysis and correlation functions
The results of our simulations are time series of the concentration field ψ(r, t). In the
present section, we briefly describe the algorithms used to extract the relevant physical
quantities, following established procedures (see, e.g., Refs. 189 and 211.
As a first step, the locations of the circular domains rjD(t) are identified using a recently
proposed algorithm [212]. Similar to other modulated phases, such as a stripe-forming system,
a hexagonal phase may exhibit orientational as well as translational order. Due to the nature
of the hexagonal lattice, the orientation θ(r, t) can only be evaluated at certain points in the
2D plane. In practice, we first compute the Delaunay triangulation [213–215] of the set of
points rjD(t) representing the domain locations, which yields the edges connecting those points.
The periodicity of the lattice is taken into account by also considering the eight neighboring
replicas of the system, although more sophisticated algorithms exist [216–218]. We then
obtain the orientation θ(rje, t) at the midpoint of each edge by evaluating its angle with the
x axis. In order to compute the correlation functions of the orientation, we interpolate the
values θ(r, t) on a regular lattice with the same dimensions as the simulation lattice. We
have carefully checked that the interpolation step does not introduce any artifacts.
To investigate the non-equilibrium dynamics, we compute various spatio-temporal correlation
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functions. The two-time orientation autocorrelation function is defined as
Cθ(t, tw) ≡ Re〈e6i[θ(r,t)−θ(r,tw)]〉r,ζ − 〈e6iθ(r,t)〉〈e−6iθ(r,tw)〉r,ζ , (25)
where 〈·〉r,ζ stands for an average over both, spatial locations r and realizations of the noise
ζ. The terms involving 6θ account for the sixfold symmetry of the pattern [207]. The spatial
orientation correlation function is given by
Cθ(r, t) ≡ Re〈e6i[θ(r+r′,t)−θ(r′,t)]〉r′,ζ − 〈e6iθ(r+r′,t)〉〈e−6iθ(r′,t)〉r′,ζ (26)
and the orientational order parameter S ≡ ∣∣〈e6iθ(r,t)〉r,ζ∣∣.
The translation correlation functions to be defined below are also based on the locations
of the circular domains rjD(t). First, we define the quantity g(r
j
D) ≡ eik0·r
j
D , which is then
interpolated on a regular lattice as in the case of the orientation correlation functions,
yielding the function g(r, t). The wave vector k0 may be any one of the three wave vectors
characterizing the initial condition [see Eq. (24)], over which we average. The translation
autocorrelation function is defined as
CT(t, tw) ≡ Re〈g(r, t)g∗(r, tw)〉r,ζ − 〈g(r, t)〉〈g∗(r, tw)〉r,ζ , (27)
while the spatial translation correlation function is given by
CT(r, t) ≡ Re〈g(r + r′, t)g∗(r′, t)〉r′,ζ − 〈g(r + r′, t)〉〈g∗(r′, t)〉r′,ζ . (28)
The translational order parameter U ≡ |〈g(r, t)〉r,ζ |.
Finally, using the Voronoi diagram [214, 215], which is the dual of the Delaunay triangula-
tion [213], it is possible to determine the number of nearest neighbors of each domain, given
by the number of edges of the corresponding polygon in the Voronoi diagram. Let Ni denote
the number of sites with i neighbors present in a system. The defect density is then defined
as ρiNN ≡ Ni/(LxLy). An example of the data analysis procedure is shown in Fig. 49. The
three steps shown are (a) locating the domains and obtaining the set of points rjD(t), (b)
obtaining the Delaunay triangulation to compute the local orientation, and (c) computing
the Voronoi diagram in order to identify topological defects.
B. Evolution from an ordered initial state
In this section, we will present the results of our simulations of the hexagon-forming system
starting with ordered initial conditions. Examples for the time series of the concentration
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FIG. 49. Illustration of the data analysis procedure. (a) Concentration field ψ(r, t). The positions of
the circular domains where ψ > 0 have been marked with red dots. (b) The Delaunay triangulation
of the set of vertices from (a) superimposed on the concentration field. (c) The corresponding
Voronoi diagram. Two topological defects, specifically dislocations pairs, are visible.
field ψ(r, t) thus obtained are shown in Fig. 50. While Fig. 50(a) shows the initial state,
snapshots of systems having evolved at finite noise strengths for a time t = 5000 are presented
in Fig. 50(b) and (c), with η = 0.005 and η = 0.0125, respectively. Although the patterns
are perturbed by fluctuations, they retain a certain degree of order. In contrast, the pattern
becomes disordered above a critical value of the noise strength, ηc. The value of ηc seems to
be comparable to that of the related stripe-forming system, where we found ηc = 0.02(03),
as we observe a complete destruction of long-range order at η = 0.025 [Fig. 50(d)]. In the
following, we will study the hexagon-forming system in the ordered phase, choosing a finite
noise strength 0 < η < ηc.
1. Order parameters
First, we quantify the degree of order present in the hexagonal patterns by computing
the translational order parameter U and the orientational order parameter S at late times t
(Fig. 51). For clarity, we have plotted the deficiencies of the order parameters with respect
to unity. The quantity 1− U grows slowly at first for both noise strengths, η = 0.005 and
η = 0.0125, indicating the decay of translational order. For times t & 105, 1− U tends to
saturate. However, the order parameter exhibits rather strong fluctuations at late times,
which makes it difficult to judge wether a stationary value has been reached or not [Fig. 51(a)].
In contrast, the quantity 1−S shows no sign of a decline over two decades in time [Fig. 51(b)],
reflecting constant and finite orientational order. Furthermore, the value of S is always
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FIG. 50. Snapshots sized 150× 300 of the concentration field ψ(r, t) at different times t and noise
strengths η. (a) The ordered initial state. (b, c) The concentration field ψ(r, t = 5 · 103) for two
noise strengths η < ηc, (b) η = 0.005 and (c) η = 0.0125. (d) Snapshot of a system above the
critical noise strength ηc (η = 0.025).
FIG. 51. (a) Translational order parameter U and (b) orientational order parameter S as a function
of time for η = 0.005 (dark blue) and η = 0.0125 (light blue), respectively.
greater than that observed for U at the same noise strength. These results suggest that
the system exhibits a slow dynamics related to the decay of translational order, but quickly
reaches a stationary state with respect to orientational order. Below, we will explain this
observation in terms of the spatio-temporal correlation functions.
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FIG. 52. Test for time translation invariance. The two-time autocorrelation functions (a) CT(t, tw)
and (b) Cθ(t, tw) are plotted as a function of the time difference t − tw. The waiting time tw
increases from dark to bright. The noise strength η = 0.005.
2. Two-time autocorrelation functions
A clear sign for a non-equilibrium dynamics is the violation of time-translational invariance,
i.e., the dependence of two-time correlation functions on both of their arguments [97]. We
have performed a test for time translational invariance for both, the translation and the
orientation autocorrelation function for a noise strength η = 0.005 (Fig. 52). When plotted as
a function of the difference t− tw, the translation autocorrelation function CT(t, tw) exhibits
a pronounced dependence on the waiting time tw as the latter is varied from tw = 2 · 101 to
tw = 2 · 103 [Fig. 52(a)]. The longer the waiting time, the slower the relaxation. A different
behavior is observed for the orientation autocorrelation function Cθ(t, tw) [Fig. 52(b)]. While
the magnitude of the correlation function grows significantly as the waiting time is increased
from tw = 2 · 101 to tw = 2 · 102, the shape of the curves does not change much. Almost no
further evolution takes place when going from tw = 2 · 102 to tw = 2 · 103. This indicates
that the aging process slows down or even becomes interrupted at a rather early time.
Next, we investigate the scaling properties of the autocorrelation functions in order to
understand the aging effect we have just found. In Fig. 53, the translation autocorrelation
function CT(t, tw) is plotted as a function of the waiting time tw for different ratios t/tw.
Apart from an initial increase, CT(t, tw) remains approximately constant for each of the
different values of t/tw. This suggests that the correlation function depends only on the ratio
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FIG. 53. Scaling of the translation autocorrelation function. (a) CT(t, tw) is shown as a function
of the waiting time tw for different ratios t/tw. In (b), CT(t, tw) is plotted as a function of t/tw,
resulting in a collapse of the data. The red line is a power law ∝ (t/tw)−1 drawn as a guide to the
eye.
t/tw, which is confirmed in Fig. 53(b). The data points for CT(t, tw) collapse onto a single
curve when plotted as a function of t/tw, where waiting times tw < 500 have been omitted to
account for the transient initial regime. The translation autocorrelation function thus follows
the scaling form CT(t, tw) ∝ f(t/tw), which is typical for domain-growth processes below the
critical temperature [16, 97]. For t/tw > 2, the decay of the scaling function f(t/tw) can be
approximately described by a power law ∝ (t/tw)−1.
A similar analysis can be performed for the orientation autocorrelation function Cθ(t, tw).
In Fig. 54(a), Cθ(t, tw) is plotted as a function of the waiting time for different ratios t/tw.
In contrast to the translation autocorrelation function, it decays as a power law ∝ t−1w for
sufficiently long waiting times. Plotting the rescaled function Cθ(t, tw) · tw for waiting times
tw ≥ 400 results in a collapse of the data onto a single curve, which can be fitted with the
product of two power laws [Fig. 54(b)]. The data collapse indicates that the orientation
autocorrelation function scales as Cθ(t, tw) ∼ t−1w · f(t/tw), a scaling form which is typical for
critical coarsening [97]. However, our previous considerations point towards an interrupted
aging process where the dynamics becomes stationary after a finite time (see Fig. 52). This
pciture will be confirmed in the next section by analyzing the spatial orientation correlation
function.
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FIG. 54. Scaling of the orientation autocorrelation function. (a) Cθ(t, tw) is plotted as a function of
the waiting time tw for constant ratios t/tw. The red line is a power law ∝ t−1w . (b) The rescaled
correlation function Cθ(t, tw) · tw is plotted as a function of (t− tw)/tw. The dashed red line is a fit
with f(x) = ax−b · (x− 1)−c, where x ≡ t/tw and the parameters a = 0.93, b = 0.83, and c = 0.98.
FIG. 55. Evolution of two different spatial correlation functions at η = 0.005. (a–c) The spatial
translation correlation function CT(r, t) at times t = 2 · 101, 2 · 102, and 2 · 103. (d–f) The spatial
orientation correlation function Cθ(r, t) at the same times. The central section sized 200× 200 is
shown for both correlation functions.
3. Spatial correlation functions
It is well known that a growing spatial correlation length leads to aging in the correspond-
ing two-time correlation function [16, 171]. Therefore, to understand the origins of aging, it
is important to analyse the dynamics of spatial correlations. In this section, we consider two
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FIG. 56. Growth of the translation correlation length. (a) Spatial translation correlation function
CT(r, t) at early times. The red lines are fits with an exponential ∝ exp(−r/ξT). (b) Translation
correlation length ξT as a function of time. The red line is a power law drawn as a guide to the eye.
spatial correlation functions, namely the translation correlation function CT(r, t) and the
orientation correlation function Cθ(r, t). In Fig. 55, we present snapshots of both functions
at different times t = 2 · 101, 2 · 102, and 2 · 103. From a visual inspection, we conclude
that CT(r, t) is isotropic, i.e., it depends only on the distance r ≡ |r| [Fig. 55(a–c)]. There
is a pronounced evolution of the translation correlation function over two decades in time,
suggesting a growing correlation length. In contrast, the orientation correlation function
Cθ(r, t), shown in Fig. 55(d–f), exhibits no signs of growing correlations, as evidenced by the
constant diameter of the central peak. However, a sixfold anisotropy is visible in Cθ(r, t),
which increases between t = 2 · 101 and t = 2 · 102, but has become weaker again at t = 2 · 103.
We note that the color scale amplifies the visual impression of the regions where Cθ(r, t) is
negative. In the following we will treat both correlation functions as isotropic and average
over their angular dependence.
The azimuthally averaged spatial translation correlation function CT(r, t) is presented in
Fig. 56(a) for times t ≤ 5 · 103. Within the indicated time range, it can be fitted with an
exponential ∝ exp(−r/ξT), from which the orientational correlation length ξT has been
extracted. The evolution of the correlation length is shown in Fig. 56(b). For times t & 103,
ξT grows as a power law, with an exponent close to 0.45. This corresponds to a dynamic
exponent [97] z = 1/0.45 ≈ 2.2. Although we consider correlations of translation flucutations,
we note that the value z = 2 is typical for phase-ordering phenomena with a non-conserved
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FIG. 57. (a) Spatial translation correlation function at late times. Data for noise strengths η = 0.005
and η = 0.0125 are shown, where the latter have been multiplied by a factor of 10−2 for clarity. (b)
Translation correlation length ξT as a function of time.
order parameter [16]. While the data shown in Fig. 56 coincide with the time range in which
we have observed aging (see Fig. 53), we have also computed CT(r, t) at much later times
[Fig. 57(a)]. For two noise strengths, η = 0.005 and η = 0.0125, the spatial translation
correlation function exhibits a continuous relaxation. However, the correlation length ξT
saturates at ξsatT ≈ 150 for times t & 105, well below the size of the system, for which the
smaller side Ly = 1150. Nevertheless, it would be desirable to check this result in even larger
systems to exclude a finite-size effect. The observation of a finite correlation length ξsatT
indicates that the aging of the translation correlation function CT(t, tw) might also become
interrupted after a finite time, similar to what we have seen in the orientation autocorrelation
function Cθ(t, tw).
We conclude this section with a discussion of the spatial orientation correlation function
Cθ(r, t). In Fig. 58(a), we plot Cθ(r, t) for η = 0.005 and early times t ≤ 5 · 103. The
correlation function shows an evolution between t = 6 · 101 and t = 5 · 102, but almost
none between the latter time and t = 5 · 103. This corresponds to the behavior of the
two-time correlation function Cθ(t, tw) reported in Fig. 52. As expected, no further evolution
is detected when even longer time scales are considered, independent of the noise strength
[Fig. 58(b)]. The absence of a growing length scale indicates that the aging of the orientation
correlation function Cθ(t, tw) we reported before cannot be caused by a critical dynamics,
where the correlation length diverges [97]. Another mechanism, based on a rough energy
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FIG. 58. The spatial orientation correlation function Cθ(r, t) at (a) early and (b) late times. In
(b), data for noise strengths η = 0.005 and η = 0.0125 are shown. Here, no further evolution is
discernible over two decades in time.
landscape will be tested and subsequently discarded in Sec. VII D. Therefore, we regard the
aging effects in Cθ(t, tw) as a transient phenomenon without implications for the equilibrium
state of the hexagon-forming system, which exhibits long-range orientational order.
In this section, we have computed spatio-temporal correlation functions of both, translation
and orientation fluctuations in the hexagon-forming system. The translation autocorrelation
function exhibits aging, with a scaling form typical for domain growth, CT(t, tw) ∼ fT(t/t)w.
The aging effects we observed could be linked to the presence of a growing spatial correlation
length, ξT. However, this length scale was found to saturate after a long but finite time. In
contrast, the dynamics of the orientation autocorrelation function Cθ(t, tw) is interrupted
after a short time, as the orientational correlation length ξθ remains on the order of one
domain spacing. While there clearly is orientational order present in the hexagon-forming
system, with the corresponding order parameter remaining constant over several decades
in time, the results are less clear concerning translational order (Fig. 51). However, taking
into account the saturation of the translational correlation length, we expect that the
hexagon-forming system also has long-range translational order at finite noise strengths
η < ηc.
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FIG. 59. Typical defects appearing in the ordered hexagonal phase at η = 0.0125. (a) A dislocation
pair consisting of two 7©- and two 5©-defects ( 7©- 5©- 5©- 7©-defect). (b) 7©- 4©- 7© defect. (c) Three
dislocations in a flower-like configuration. (d) 5©- 8©- 5©-defect. (e) Three 7©-defects encircling one
3©-defect. Note that there is a short edge extending from each vertex of the central triangle. (f) A
more complex defect involving two 5©-defects and one 9©-, 7©- and 4©-defect each.
C. Topological defects
We now turn to the dynamics of topological defects in the hexagon-forming system, which
we have neglected so far. Defects have been identified using the Voronoi construction, as de-
scribed before (see Sec. VII A 2). At the lower noise strength, η = 0.005, the hexagon-forming
system remains free of topological defects at all times. Examples of defects encountered at
the higher noise strength η = 0.0125 are shown in Fig. 59, where they are represented by
the corresponding Voronoi cell. The different colors correspond to the number of edges of
the respective cell. In the following, we will use the term “defect configuration” to refer to
a connected set of circular domains, as represented by their Voronoi cells, with a number
of nearest neighbors other than six. One such defect configuration is shown in Fig. 59(a),
consisting of two sites with seven neighbors, connect by two sites with five neighbors. Thus,
we will name this defect configuration a 7©- 5©- 5©- 7©-defect. We also note that this type of
defect corresponds to a bound pair of elementary dislocations [185, 207].
We begin our analysis with an observation about the defect configurations we encounter. As
before, let Ni denote the number of sites with i neighbors. Ni vanishes for i < 3, as there
exist no corresponding polygons with less than three edges. We find that following relation
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FIG. 60. Relative frequency of defect configurations for η = 0.0125. The chart is based on a total
number of 24, 073 defects which have been identified in systems where 105 ≤ t ≤ 5 · 105.
holds for all connected defect configurations observed in the ordered hexagon-forming system:∑
i
i · (N6−i −N6+i) = 0. (29)
Consequently, it also holds globally, when the Ni are replaced by the corresponding defect
densities ρiNN. However, the fact that Eq. (29) is fulfilled individually by each defect
configuration leads us to interpret those defects as only a local perturbation of the ordered
hexagonal phase. Such a pertubation could be caused by, e.g., the merging or splitting of
neighboring circular domains (see Fig. 49). This might explain our observation that the
hexagon-forming system behaves qualitatively the same, whether defects are present or not
(cf. our comparison of different noise strengths in the preceding section). Eq. (29) would no
longer be valid if, e.g., dislocations were to dissociate, as predicted for the hexatic-isotropic
transition [185, 207]. A relation similar to Eq. (29) has been reported for vacancies induced
in an ordered colloidal crystal [219, 220], which also constitute a local perturbation of the
hexagonal lattice.
In Fig. 60, we have compiled a chart visualizing the relative frequencies of different defect
configurations at late times. The most common defects are 7©- 5©- 5©- 7©-defects, representing
a bound pair of dislocations. The second most common defects are 7©- 4©- 7©-defects, which
can be interpreted as a “squeezed” dislocation pair, where two sites with five neighbors each
have been replaced by one site with four nearest neighbors [see Fig. 59(b)]. Other types of
defects account for less than 10% of the total number of defects.
The defect densities as a function of time are shown in Fig. 61, where the term n©-defect
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FIG. 61. Defect densities ρNN as a function of time for η = 0.0125. (a) Density of sites having six
nearest neighbors. The red line marks the initial value. (b) ρNN for 5©- and 7©-defects (gray + and
black ×). (c) ρNN for 4©- and 8©-defects (gray ◦ and black ). (d) ρNN for 3©- and 9©-defects (gray
 and black O).
refers to sites with n nearest neighbors. Regardless of the type of defect, the corresponding
densities are approximately constant at late times t, apart from small fluctuations. We
conclude that there is no slow dynamics associated with topological defects present in the
ordered hexagon-forming system. Most of the defects are pairs of dislocations (see Fig. 59),
as expected for the low-temperature phase of a 2D crystal [185]. Howver, the behavior of the
translation correlation functions, as discussed in Sec. VII B 3, does not match the latter phase.
The absence of free dislocations ( 7©– 5©-defects) rules out a hexatic phase, as predicted by
KTHNY theory [207] for intermediate temperatures. Furthermore, the properties of the
system do not change qualitatively upon the appearance of defects, which we have shown by
comparing data for η = 0.005 and for η = 0.0125 in the previous section.
D. Quenches to η = 0
In the following, we present results from quenches to η = 0, where the noise is switched off
in a system which had previously evolved at a noise strength η > 0 for a time tw. After the
noise strength is set to η = 0, the system performs a deterministic descent within the energy
landscape given by Eq. (22) [65]. Investigating this dynamics might provide insights into the
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FIG. 62. (a) The translational order parameter U and (b) the orientational order parameter S
plotted as a function of the time t− tw after a quench to η = 0, with tw = 5 ·105. (c) The translation
correlation function CT(t, tw) and (d) the orientation correlation function Cθ(t, tw) are also shown
as a function of t − tw. The red lines in (c) correspond to functions f(τ) = a − b log(τ), where
τ ≡ t− tw. Note that the data are plotted on a lin-log scale in (a) and (c), while a log-log plot is
shown in (b) and (d).
mechanisms of ordering and disordering in the hexagon-forming system. The existence of a
huge number of metastable states within the free energy landscape is commonly accepted as
one reason for glassy dynamics and aging [10]. Furthermore, a free energy functional similar
to Eq. (22) was shown to exhibit a glass transition due to the proliferation of metastable
states [115, 117]. The question of interest is therefore whether the system gets stuck in a
local minimum upon being quenched to η = 0.
In Fig. 62, we present the temporal evolution of the two order parameters S and U and of the
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corresponding correlation functions after a quench at t=5 · 105. In all cases, a slow dynamics
is observed, and no stationary state is reached even at the latest times we consider. However,
there are differences in the way the quantities we consider evolve as the system approaches
the perfectly ordered state. For the two initial noise strengths, both the translational order
parameter, plotted here as 1 − U , as well as the translation correlation function CT(t, tw)
exhibit a logarithmic decrease over at least two decades as a function of the time t − tw
after the quench [Fig. 62(a, c)]. In contrast, the orientational order parameter (plotted as
1 − S) and the correlation function Cθ(t, tw) decay as power laws ∝ (t − tw)−1 [Fig. 62(b,
d)]. Thus, we have shown that the hexagon-forming system exhibits a slow dynamics not
only when evolving from a perfectly ordered state at a finite noise strength, but also when
approaching the ordered state after a quench to η = 0. The absence of an arrest of the
dynamics reveals that the slow relaxation and the aging effects discussed before are not
caused by a complex free energy landscape. Similar to the case of the stripe-forming system
(see Sec. III C), the slow dynamics after a quench to η = 0 is most likely a consequence of the
continuous symmetries (translational and orientational) present in the hexagonal pattern.
E. Evolution from a homogeneous initial state
In contrast to the ordered inital conditions used in the preceding section, most simula-
tion studies in the literature have focused on hexagon-forming systems quenched from a
homogeneous (disordered) initial state [165, 184, 221–224]. This situation has also been
addressed in experimental works [211, 225–228]. Similar to the case of the stripe-forming
system, microphase separation takes place during the early times after the quench, driven
by a linear instability [229, 230]. In the present case, circular domains of the minority
component are formed, which exhibit short-range hexagonal order. Subsequently, domain
growth sets in, with domains now consisting of hexagons with uniform orientation. These
domains are separated by grain boundaries built from dislocations, and possibly interspersed
with point-like topological defects, such as disclinations (see Fig. 63). Various length scales
describing the pattern have been reported to grow as power laws of time, analogous to
macrophase-separating systems [16]. Our motivation to study this process is twofold: First,
we are interested in the aging phenomena associated with domain growth in the hexagon-
forming system. Although aging in this case is expected due to the presence of a growing
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FIG. 63. Snapshots of the domain growth process in the 2D hexagon-forming system. (a–c)
Concentration fields ψ(r, t). (d–f) Corresponding orientation fields θ(r, t). (g–i) Voronoi diagrams
showing topological defects. The cells are colored as in Fig. 59. Sections sized 400× 400 taken from
a larger system with L = 1536 are shown. The time t = 2 · 102, 2 · 103, and 2 · 104 (left to right).
length scale [15, 16, 171], two-time quantities, such as the orientation autocorrelation function,
have not been studied in this scenario before. Second, the data for the more familiar case
of homogeneous initial conditions can serve as a benchmark for our analysis by comparing
them to results from the literature.
Simulations with homogeneous initial conditions were performed on a square lattice with
Lx = Ly = 1536 and periodic boundary conditions. The noise strength η = 0.005, and
all other parameters were the same as in the case of ordered initial conditions. From the
resulting data ψ(r, t), the local orientation θ(r, t) has been extracted as described before (see
Sec. VII A 2). From the orientation field, the autocorrelation function Cθ(t, tw) as well as the
spatial correlation function Cθ(r, t) can be computed. The orientational correlation length ξθ
is defined as the distance r for which the azimuthally averaged spatial orientation correlation
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function Cθ(r, t) first falls below a threshold α. Additionally, we have also computed the
number of nearest neighbors of each circular domain by counting the edges of the associated
Voronoi cell [213]. While a site on a regular hexagonal lattice has six nearest neighbors, a
deviation from this number indicates a topological defect. The defect density ρiNN is given by
the count Ni of sites with i nearest neighbors divided by the system size Lx × Ly.
Fig. 64(a) shows the orientational correlation length ξθ for three different values of the
threshold α. After an initial regime at times t . 2000, ξθ grows as a power law, independent
of the threshold. Least-squares fits to the data yield an exponent ≈ 0.30. There is no
consensus yet in the literature about the value of this growth exponent. In the absence of
noise (η = 0), Yokojima and Shiwa reported a value of 0.2 [223], while Vega et al. found a
larger value of 0.25 at a finite noise strength η > 0 [184]. For related models, a continuous
dependence of the exponent on the noise strength was reported [224, 231]. However, even
a logarithmic growth of the correlation length has been observed in a certain parameter
regime [232, 233]. We also note that different measures for the correlation length yield
different exponents [184, 224], similar to the case of the stripe-forming system (see Sec. V).
In Fig. 64(b), we plot the defect density ρNN for sites with four, five, seven and eight nearest
neighbors, respectively. The densities of 5©- and 7©-defects as well as those for 4©- and
8©-defects are virtually identical. It has been pointed out before that most 5©- and 7©-defects
are located on neighboring sites, thus forming dislocations, which in turn are part of grain
boundaries [184]. This scenario is also observed in our simulations, as shown in Fig. 63(g–i).
Isolated 5©- or 7©-defects, which can be classified as disclinations, are much more rare.
Therefore, we do not count dislocations and disclinations separately, but only present the
defect densities with respect to the number of nearest neighbors. ρNN for 5©- and 7©-defects
decreases monotonically with time. There is again an initial stage for t . 2000, followed by
power-law behavior with an exponent ≈ −0.27. In contrast, the density of 4©- and 8©-defects
is about one order of magnitude smaller at the earliest times and decreases quickly for
t . 2000, roughly as t−2. Only a very small density remains at later times. While other
types of defects exist in the disordered state shortly after the quench, their number becomes
negligible even earlier (data not shown).
We now turn to the behavior of the orientation autocorrelation function Cθ(t, tw). In Fig. 64(c),
Cθ(t, tw) is plotted as a function of the waiting time tw for constant ratios t/tw. For t & 2000,
there is very little variation, which is an indication that the scaling form C(t, tw) ∼ f(t/tw)
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FIG. 64. Domain growth in the 2D hexagon-forming system evolving from a homogeneous initial
state: (a) Orientational correlation length ξθ as a function of time for different values of the threshold
α. The red line represents a power law with the exponent 0.30. (b) Defect density ρNN for 5©- and
7©-defects (+ and ◦). The straight red line is a power law with the indicated exponent. The inset
shows ρNN for 4©- and 8©-defects (× and •) together with a power law ∝ t−2. (d) The orientation
correlation function Cθ(t, tw) as a function of tw for ratios t/tw =
3
2 and
5
4 . (d) Cθ(t, tw) as a
function of t/tw for waiting times tw > 2000. The red line is a power law drawn as aguide to the
eye.
holds. We confirm this by plotting C(t, tw) as a function of t/tw, discarding waiting times
tw < 2000. This results in a collapse of the data onto a single curve over the whole range of
t/tw. The scaling function f(t/tw) is well described by a power law with the exponent 0.27,
comparable to the exponents describing the coarsening of the correlation length ξθ and the
defect density. We point out that these values closely match the respective exponents found
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for the stripe-forming system evolving from a homogeneous initial state (see Sec. V).
This concludes our study of the coarsening process after a quench from homogeneous initial
conditions. In agreement with earlier studies, we find that the dynamics is dominated by
the annihilation of grain boundaries, not by the interaction of point defects [184, 211]. A
comparable polycrystalline structure has also been observed, e.g., in freezing experiments
on 2D colloidal systems [228, 234]. The orientation autocorrelation function exhibits aging,
with a scaling form typical for domain growth [16, 97].
F. Conclusion
To summarize, we have performed simulations of a 2D hexagon-forming system, focusing
on the relaxation from an ordered state in the presence of noise. Below a critical noise
strength ηc, the evolution of the translation correlation functions takes place on a long but
finite time scale. Aging is observed in the two-time correlation function CT(t, tw), which
fulfills a scaling relation typical for phase-ordering below the critical temperature [16, 97].
The corresponding spatial correlation length ξT grows until it reaches a value of about 15
domain spacings. In contrast, the spatial orientation correlations remain short-range, with
a correlation length ξθ similar to the distance between the circular domains forming the
hexagonal pattern.
A slow relaxation is also observed when quenching hexagon-forming systems from finite noise
strengths to η = 0. The translation autocorrelation function relaxes logarithmically, while the
orientation correlation function decays as a power law. We have also performed simulations
with homogeneous initial conditions. Earlier results for the growing orientational correlation
length ξθ and the decreasing density of topological defects ρNN could be reproduced. The
two-time orientation autocorrelation function exhibits aging, with a scaling form is that
expected for domain growth [16, 97].
The hexagonal pattern evolving from an ordered state as investigated in this work is related
to the much-studied phenomenon of two-dimensional melting, for which a two-stage transition
scenario has been predicted [206, 207]. Our results seem at first glance to be compatible
with the so-called 2D crystal phase [185, 209] at low temperatures, where topological defects
occur only in small numbers and are tightly bound, thus forming dislocation pairs (see
Fig. 59). However, while orientational symmetry is broken in this phase, consistent with our
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results, the theory predicts quasi–long-range translational order and criticality for a range
of temperatures 0 < T < Tm [185]. This is at odds with the behavior of the translation
correlation function we observe in the model system, where the spatial correlation length
grows in time, but saturates at a finite value. Furthermore, the scaling form of the translation
autocorrelation function, CT(t, tw) ∼ f(t/tw), is indicative of a simple coarsening process,
and not of a critical dynamics. Therefore, the hexagon-forming system we studied cannot be
classified as a 2D crystal. While we have found no evidence for the existence of the hexatic
phase [206, 207], our results leave a small window of noise strengths 0.0125 < η < ηc ≈ 0.02
where it could possibly occur. Yet, we have seen in the stripe-forming system that dislocations
remain bound in pairs until the system becomes isotropic at the critical noise strength ηc.
Although the symmetries are different, we expect a similar scenario in the hexagon-forming
system, and thus a single-stage transition without an intermediate phase.
It is unclear what the origin is of the aforementioned discrepancies with theory, considering
that the model we studied is one of the simplest which allows for the formation of hexagonal
patterns. If the observed differences turn out to be an inherent property of the coarse-grained
model we studied, it remains to be seen what ingredients are missing to reproduce the 2D
melting scenario.
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Appendices
Appendix A: Simulation algorithm
In this work, we have performed computer simulations of Eq. (3) on a square lattice with
size L⊥×L‖, using a semi-implicit pseudo-spectral algorithm adapted from Ref. 73. Time and
space are discretized in steps of ∆t and ∆x, respectively. In order to simulate an equation
such as Eq. (3), the various differential operators must be suitably approximated. The
pseudo-spectral method described below achieves this by performing all spatial derivatives in
Fourier space and integrating the time derivative using a backwards-differences scheme.
First, Eq. (3) is Fourier-transformed (denoted by ·̂), which renders it an ordinary differential
equation (ODE) in time instead of a partial differential equation (PDE) in both time and
space:
∂
∂t
ψ̂(k, t) =
(
k2 − k4 − Γ)︸ ︷︷ ︸
d0
ψ̂(k, t)− k2ψ̂(k, t)3 + ζ̂(k, t) (A1)
The task now consists of solving the initial-value problem
y′(t) = f(y, t), with y(t = 0) = y0. (A2)
To this end, the time derivative on the left-hand side is discretized using a backwards-
differences (BDF) scheme. The formulas up to order m = 3 are as follows [235]:
m = 1: yn+1 − yn = ∆tfn+1,
m = 2:
3
2
yn+1 − 2yn + 1
2
yn−1 = ∆tfn+1,
m = 3:
11
6
yn+1 − 3yn + 3
2
yn−1 − 1
3
yn−2 = ∆tfn+1.
(A3)
Furthermore, the terms linear in ψ on the right-hand side of Eq. (A2) are treated implicitly
(i.e., assigned the time step n+ 1) in order to improve stability [73], while the nonlinear term
is treated explicitly using an Adams-Bashforth scheme. At the mth order, this corresponds to
interpolating the value fn+1 with a polynomial of degree m−1 using the previously computed
values fn−m+1, . . . , fn. The interpolated values are given by
m = 1: fn+1 ≈ fn,
m = 2: fn+1 ≈ −fn−1 + 2fn,
m = 3: fn+1 ≈ fn−2 − 3fn−1 + 3fn.
(A4)
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Applying this procedure to Eq. (A1), we arrive at the following formulas, where we have
dropped the dependence of ψ and ζ on the discretized wave vectors ki:
m = 1: ψ̂n+1 =
1
1−∆t · d0
[
ψ̂n −∆t · k2ψ̂3n + ζ̂n+1
]
, (A5)
m = 2: ψ̂n+1 =
1
3
2
−∆t · d0
[
2ψ̂n − 1
2
ψ̂n−1 −∆t · k2
(
−ψ̂3n−1 + 2ψ̂3n
)
+ ζ̂n+1
]
, (A6)
m = 3: ψ̂n+1 =
1
11
6
−∆t · d0
[
3ψ̂n − 3
2
ψ̂n−1 +
1
3
ψ̂n−2
− ∆t · k2
(
ψ̂3n−2 − 3ψ̂3n−1 + 3ψ̂3n
)
+ ζ̂n+1
]
. (A7)
The term ζ̂n+1(ki) is the Fourier transform of a field of random numbers ζn+1(ri) drawn from
a Gaussian distribution with zero mean and correlations
〈ζn(ri)ζm(rj)〉 = −2η∆tδn,m∇2δ(ri − rj), (A8)
where the operator ∇2 is approximated using finite differences [161, 236].
One step of the complete algorithm consists of evaluating the nonlinear term ψ3n in real space,
Fourier-transforming it, computing ψ̂n+1, and transforming back the latter in order to obtain
ψn+1. The first-order algorithm given by Eq. (A5) has been used before to simulate stripe-
forming systems [74, 75]. In this work, we have used the third-order algorithm, Eq. (A7),
with the lower-order formulas providing the necessary initial values for ψ̂3n−1 and ψ̂3n−2,
respectively.
Appendix B: Comparison of algorithms
In order to check the validity of our numerical procedure as decribed in Appendix A, we
have performed a comparison of different algorithms for simulating the evolution of ψ(r, t)
given by Eq. (3). While variants of pseudo-spectral algorithms have been used to simulate
modulated phases in the past [49, 74, 75, 77, 237], the most simple method for numerically
solving a partial differential equation such as Eq. (3) consists of an Euler scheme for the time
integration combined with a finite-differences approximation L of the Laplacian [38, 236, 238].
The cell dynamics technique [66, 69, 165] also follows this approach. We have chosen two
algorithms based on finite differences for our comparison. They are characterized by different
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approximations of the Laplacian, namely the stencil used in Ref. 38 (see also Ref. 239):
L3×3 ≡ 1
6∆x2

1 4 1
4 −20 4
1 4 1
 , (B1)
and the nine-point axial stencil [240], whose merits have been discussed before [241]:
L9PA ≡ 1
12∆x2

0 0 −1 0 0
0 0 16 0 0
−1 16 −60 16 −1
0 0 16 0 0
0 0 −1 0 0

. (B2)
We have taken a qualitative approach to assessing the performance of the different algorithms,
consisting of simulations with ordered initial conditions, as described before, and subsequent
comparison of the orientation correlation functions, which are computed from the simulation
data. The noise strength η/ηc =
1
30
and the lattice constant ∆x ≡ 1 in all cases. From
the simulation results ψ(r, t) we have computed the orientation autocorrelation function
Cθ(t, tw), averaged over ten independent realizations. At the bottom of Fig. 65, the result for
L9PA and a time step ∆t = 0.005 is shown. This rather small value of ∆t is dictated by the
stability requirements of the operator L9PA [238, 241]. The results from the pseudo-spectral
algorithm [Eq. (A7)], are also shown. Note that the latter have been averaged over 40
independent realizations. There is excellent agreement between the two curves. At the top
of Fig. 65, we plot Cθ(t, tw) resulting from simulations using L3×3 in conjunction with an
Euler scheme with ∆t = 0.05 and 0.005, respectively. The data exhibit a peculiar behavior,
with increasing correlations at late times, in stark difference to the curves discussed before.
Also, the shift in magnitude with respect to the other curves is considerable, suggesting that
the stripe system is in a state with less orientational order. Decreasing the time step ∆t by
a factor of ten does not change the overall behavior of Cθ(t, tw).
These results give us confidence in the validity of our simulations, as there is very good
agreement between the results from the pseudo-spectral algorithm and the finite-differences
approach based on the operator L9PA. The use of an alternative stencil, L3×3, results in a
drastically different behavior of the orientation autocorrelation function, which we regard as
spurious. On the other hand, the choice of the time integration scheme seems less crucial
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FIG. 65. Effect of different simulation algorithms for ψ(r, t) on the orientation autocorrelation
function Cθ(t, tw). Different time steps ∆t and approximations to the Laplacian L have been used
as indicated. PS denotes the pseudo-spectral algorithm given by Eq. (A7).
than that of the spatial differential operator. Finally, the efficiency of the pseudo-spectral
algorithm is demonstrated, which allows for a far larger time step ∆t compared to L9PA.
Appendix C: Structure factor of the orientation
In this Appendix, we will briefly address two additional topics involving the structure
factor of the orientation Sθ(k, t), which we have discussed extensively in Sec. IV. First,
we investigate the influence of the noise strength η on cuts through the two-dimensional
structure factor, given by Sθ(k⊥ = 0, k‖, t). We will use the same data as presented in Sec. III,
corresponding to four different values of η ranging from η/ηc =
1
150
to η/ηc =
2
3
. The results
are shown in Fig. 66, where the dominant wave length λ∗ and the peak intensity S∗θ are
plotted as a function of time. Both quantities grow as power laws of time, with exponents
that are independent of the noise strength. The dominant wave length increases with time as
λ∗ ∼ t0.25, and curves for different noise strengths fall on top of each other. For the highest
noise strength, η/ηc =
2
3
, fluctuations of the structure factor cause deviations from power-law
behavior at the latest times [Fig. 66(a)]. At early times t . 104, the peak intensity grows
with time as S∗θ ∼ t0.5 [Fig. 66(b)]. This exponent is also independent of the noise strength
η, although fluctuations become stronger at higher values of η. In contrast, the magnitude of
S∗θ increases with increasing η. At early times, S
∗
θ is roughly proportional to η. At late times,
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FIG. 66. Evolution of the structure factor at different noise strengths η/ηc. (a) Growth of the
dominant wave length λ∗. (b) Peak intensity S∗θ as a function of time. The straight red lines are
power laws with the indicated exponents.
FIG. 67. Evolution of the structure factor parallel to the stripes after a quench to η = 0. (a)
Sθ(k⊥ = 0, k‖, t) at different times t − tw after the quench. The dashed red line represents a
threshold at Sθ(k‖) = 10−3, which is used to define the width ∆k‖. (b) Growth of the length scale
2pi/∆k‖ as a function of t− tw. The red line represents a power law with the exponent 0.25.
there seems to be a cross-over to saturation, especially for the two highest noise strengths.
The results shown so far indicate that the growth exponents for the characteristic quantities
λ∗ and S∗θ describing the structure factor do not depend on the noise strength.
We now turn to the relaxation of the structure factor after a quench to η = 0 (see Sec. III C),
again focusing on the behavior of cuts Sθ(k⊥ = 0, k‖, t) parallel to the stripes. As we have
seen before (cf. Sec. IV), at finite noise strength Sθ(k⊥ = 0, k‖, t) is characterized by a peak
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at k‖ = k∗‖, which shifts to smaller wave numbers as time progresses, and a static part at
large k‖. The situation is reversed after quenching the system to η = 0. As seen in Fig. 67(a),
the region around the peak remains virtually unchanged over four decades in the time t− tw
after the quench, indicating that large-scale structures in the orientation field decay very
slowly. In contrast, the structure factor decreases sharply at higher wave numbers, with the
location of the drop shifting to smaller values of k‖ as t − tw increases. This process can
be quantified by introducing the width ∆k‖, which we define as the value of k‖ for which
Sθ(k⊥ = 0, k‖, t) first falls below 10−3 [see the dashed red line in Fig. 67(a)]. The length scale
2pi/∆k‖ is plotted as a function of t− tw in Fig. 67(b). Independent of the noise strength
imposed before the quench, 2pi/∆k‖ grows as a power law of time, with an exponent close to
0.25. This can be seen as a reversal of the process observed before the quench, where the
wave length λ∗ corresponding to the peak position grows as λ∗ ∼ t0.25 (see Sec. IV A). These
results corroborate the notion that processes parallel to the stripe pattern are described by a
dynamic exponent z = 4.
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Summary
In the present work, we have investigated the dynamics of modulated phases out of equilibrium
using numerical simulations. We have focused on a two-dimensional stripe-forming system,
called model B with Coulomb interactions [55, 64], relaxing from an ordered inital state
under the influence of a noise term. To quantify the dynamics, the local stripe orientation
θ(r, t) was extracted from the simulation data. The spatio-temporal correlation functions
of this quantity have been analyzed in detail, which represents the main contribution of
this work. In case of the two-time autocorrelation function, we found a slow dynamics and
aging, with a scaling form known from critical systems [44]. The aging could be linked to
growing orientational correlation lengths. The correlation length perpendicular to the stripes
grows as ξ⊥θ ∼ t0.5. As it becomes comparable to the system size, a cross-over to a power-law
decay is observed in the spatial correlation function. This behavior remains qualitatively
unchanged over a wide range of noise strengths for which the system is in an ordered state.
To clarify the origins of the aging, we performed quenches of stripe-forming systems by
switching off the noise after a sufficiently long evolution at a finite noise strength. The
subsequent approach to the perfectly ordered state is also slow, and no local minima of the
free energy could be identified. This rules out an explanation of the aging phenomena as the
effect of a complex free energy landscape. While topological defects appear at higher noise
strengths, they have no significant influence on the dynamics of the stripe-forming system as
long as the system is in the ordered state.
Using the structure factor of the orientation and the corresponding averaged correlation
function, a second growing length scale could be identified. The dominant modulation
length parallel to the stripes grows as λ∗ ∼ t0.25. To further elucidate its behavior, we have
performed a finite-size scaling analysis involving various system sizes and aspect ratios. In
square systems and systems containing many short stripes, the aging dynamics becomes
arrested after a finite time when the dominant modulation length parallel to the stripes
reaches the system size. In contrast, in systems containing few but long stripes, the growth
of the dominant modulation length as well as the aging continues, while the intensity of
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correlations saturates as a function of the number of stripes. We conclude that the coarsening
process parallel to the stripes is essential for the orientation dynamics.
In the second part of this work, we have extended our investigation to other modulated phases.
In the Swift-Hohenberg equation [53], which represents a different stripe-forming system,
we found aging of the orientation correlations for both, a conserved and a non-conserved
order parameter. As in the case of model B with Coulomb interactions, we observed a
growing correlation length perpendicular to the stripes. As an example for a system with
a different symmetry, we finally considered a hexagon-forming system relaxing from an
ordered state. Here, aging was found in the translation autocorrelation function. However,
the corresponding spatial correlation length saturates at a finite value, indicating that the
aging process becomes interrupted. We have compared our results with the well-known
Kosterlitz-Thouless-Nelson-Halperin-Young theory [207] for two-dimensional melting, but
found no agreement with the sequence of phases described therein.
In summary, we have studied the aging behavior of ordered modulated phases in the presence
of noise. It is well-known that there is a slow dynamics associated with the ordering processes
in such phases, driven by the annihilation of domain walls and topological defects [16, 242].
However, the fact that modulated phases can remain out of equilibrium even when evolving
from an ordered initial state has not been appreciated before. Based on our results, it seems
that aging is the rule in ordered modulated phases, rather than the exception. There are
two contributing factors to this behavior. One is the inherent instability of low-dimensional
modulations [138, 243]. For instance, stripe phases in d = 2 (lamellae in d = 3) are periodic
in only one direction, as opposed to crystals. Furthermore, the strength of fluctuations
generally increases in low spatial dimensions [114, 138].
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