Most modeling and simulation approaches applied in cell biology assume a homogeneous distribution of particles in space, although experimental studies reveal the importance of space to understand the dynamics of cells. There are already numerous spatial approaches focusing on the simulation of cells. Recently, they have been complemented by a set of spatial modeling languages whose operational semantics are tied partly to existing simulation algorithms. These modeling languages allow an explicit description of spatial phenomena, and facilitate analysis of the temporal spatial dynamics of cells by a clear separation between model, semantics, and simulator. With the supported level of abstraction, each of those offers a different perception of the spatial phenomena under study. In this paper, we give an overview of existing modeling formalisms and discuss some ways of combining approaches to tackle the problem the computational costs induced by spatial dynamics.
INTRODUCTION
Based on advanced experimental biological methods, e.g. high content screening or high resolution microscopy, recent findings emphasize the central role that space plays in inter-and intracellular dynamics (Kholodenko 2006) . Already the functioning of individual signaling pathways depends on the location and movement of their key players, the more so if the crosstalk between pathways (Dumont, Pécasse, and Maenhaut 2001, Bardwell et al. 2007) shall be analyzed, i.e. situations where proteins might belong to more than one pathway and thus play a crucial role in mediating between individual pathways and full intracellular interaction networks. Generally, the more realistic models become, the more urgent is the need to take the relay of information in and between cells, depending on diffusion and active transport, into consideration. Takahashi, Arjunan, and Tomita (2005) 's seminal paper on space in systems biology discussed a set of approaches with origins from physics to computer science offering different perceptions on the system under study. However, in this discussion a clear separation of concerns (Dijkstra 1982) , i.e. modeling languages that allow a declarative specification combined with a clear operational semantics that can give rise to multiple simulation engine implementations on the one hand and efficient simulation and analysis engines on the other hand, was of less importance. Since then, approaches have been developed addressing specific concerns, e.g. more efficient spatial simulation algorithms, or modeling formalisms. The latter shall be the focus of this paper. As modeling means structuring the knowledge about a given system taking the objective of the simulation study into account, the question arises what expressiveness a language should exhibit and what level of abstraction it supports.
In the following section we will first try to clarify the terms level and scale, as both will play a role in categorizing the different approaches toward spatial dynamics. After that, we will give an overview of space in modeling and simulation in systems biology based on Takahashi, Arjunan, and Tomita (2005) . In section four we discuss different spatial modeling formalisms and relate them to the just discussed approaches. As modeling formalisms offer specific perspectives, we will discuss the combination of those and the promise these combinations hold for keeping the complexity of spatial modeling and simulation at bay.
for each compartment, the representation of transport being not yet included. If merging and changing volume of compartments is added, this seems hardly feasible. Additionally, in this approach the compartments are only implicitly represented by the variable names. In the following, we will focus on modeling formalisms that support an explicit notion of space. But first we will identify crucial criteria in representing space by discussing spatial approaches as presented by Takahashi, Arjunan, and Tomita (2005) .
compartmental: If one species has different reaction partners in different compartments of a cell, it is necessary to know its concentrations in each compartment for proper representation of its reaction dynamics. For example, the transcription factor protein Mig1 represses some genes when unphosphorylated, but it moves out of the nucleus when phosphorylated (which may happen inside the nucleus). It can thus get dephosphorylated again only outside the nucleus, and in order to function as a transcriptional repressor again will obviously have to move back inside the nucleus (Ahuatzi et al. 2007 ). Dynamics inside one compartment are typically realized using a non-spatial modeling approach. This most basic, qualitative approach to incorporating (discrete) spatial features does not need to represent actual molecule positions. Compartments may be nested, i.e. each compartment may contain one or more sub-compartments (as depicted in figure 2 (a) ), however, the simple distinction of, for example, nucleus and cytosol would also qualify here. Typically, the compartmental approach of representing space is used at the level of pathways and interaction networks up to cells and tissues. They are less common for molecules and protein complexes, although examples do exist (Maus 2008) .
continuous -particle space: For most realistic modeling of molecular motions in space, each particle is represented individually using rules arising from fundamental physics with coordinates and a trajectory in a continuous space. A manybody problem with only computationally expensive solutions or approximations arises. The most fundamental approach, molecular dynamics (MD; Adcock and McCammon 2006 ; figure 2 (e)), tackles this by numerically solving Newton's laws, which is feasible only for very small scales both in time and space, as computation effort required is proportional to the number of interacting particles. Dissipative particle dynamics (DPD) is a coarse-grained approximation of MD (Heyes et al. 2004 ), but does not permit biochemical interactions and is thus not suitable for simulation of biochemical systems. A non-deterministic approach, i.e. one representing random noise in particle movements, is that of Brownian dynamics, relying on the Langevin equation (Ermak and McCammon 1978, Northrup, Allison, and McCammon 1984) . Like in molecular dynamics, a continuous differential equation system has to be solved numerically, and it is also computationally expensive, especially the more crowded the environment is. Assuming that, when choosing time steps of sufficiently small size, no more than two molecules react at the same time, the many-body problem can be reduced to two-body problems, for which an analytical solution exists. Green's function reaction dynamics (van Zon and ten Wolde 2005 ; figure 2 (f)) thus approximates the solution of Brownian dynamics, turning it into a discrete event type problem. These computations are faster especially when distances between molecules are not too small (allowing larger time steps).
continuous -gradients/PDEs: Whereas ordinary differential equations describe time-dependency of one variable (in systems biology usually species concentration) on other variables of the same type, partial differential equations (PDEs) allow description of dependency on more than one variable, e.g. spatial position besides time. However, individual particles are not represented here, only concentration gradients across space ( figure 2 (d) ). This has been applied to microbiological phenomena like the behavior of receptors on a membrane (Haugh 2002) , and via reaction-diffusion equations also to whole cells (Kholodenko 2006) . Numerical integration of the PDEs requires generation of a mesh -the finer the mesh (Slepchenko et al. 2003) , the more accurate the approximation, but the higher the computational costs. PDE-based simulations are fully deterministic and thus cannot cover stochastic effects from random noise. In addition, like all purely continuous approaches, they are badly equipped for handling discontinuity. discrete -lattice: Whereas the previous approaches represent spatial aspects by real-valued coordinates, space can also discretized by splitting it into regions considered separately ( figure 2 (b) ), i.e. projecting a lattice onto it with certain assumptions about each lattice element. Cellular automata (Alber et al. 2002) are the most prominent representative of this group. They consist of a lattice of appropriately small uniform blocks, each of which may be occupied by one or no molecule. In discrete time steps, movement of particles is realized as propagation to a nearby block in the lattice, thus one block's state depends only on the previous state of its neighbors and itself. When two particles are to move into the same block, special treatment of a collision or reaction type event is triggered. This has the potential to drastically reduce computational complexity, but requires the block size to reflect average molecule distance and average molecule diameter. The approach is being applied mostly for studying cell populations and specific formations of tissue. It moves small fractions of space itself into the focus of interest, being or being not occupied by a key player of cellular dynamics. This micro-scale approach thus does not cope well with differences in molecule numbers and sizes (i.e., multiple scales). discrete -subvolume: The aforementioned problem of coping with varying numbers can be overcome by using a more coarse-grained lattice and allowing several molecules in each lattice element, i.e. in a subvolume ( figure 2 (c) ). This can be done, for example, by appropriate adaptations of cellular automata (Shimizu, Aksenov, and Bray 2003, Stundzia and Lumsden 1996) , or by extending Gillespie's method (Gillespie 1976) spatially (Elf, Doncic, and Ehrenberg 2003) , considering the molecules to be distributed uniformly and moving and reacting according to Gillespie's algorithm, but Different ways of representing space in a model or a simulation (adapted from Takahashi, Arjunan, and Tomita 2005, figure 1). (a) molecules/species can be in different compartments and interactions happen only within one compartment, apart from transport between compartments that has to be modeled explicitly; (b/c) space is divided into equal blocks of a defined neighborhood relation, usually a lattice of cubes, either (b) small cubes occupied by no more than one particle or (c) subvolumes taking several (up to arbitrary many); (d) model describes not particles, but concentrations and their gradients across space via appropriate boundary conditions; (e/f) particles are associated with position and motion in space, collisions between particles trigger reactions. In models close to the laws of physics (e), even particles farther apart influence each other's movement to a small extent. Computational costs are lowered when neglecting influences on a particle beyond a certain distance (sphere of influence) (f), without sacrificing accuracy when ensuring that time steps are sufficiently small that particles cannot travel beyond them. also occasionally diffusing into neighboring subvolumes (when the movement function's target is outside the current one). Whereas varying numbers are no problem for this approach, varying spatial dimensions are, as the approach does not consider that individual molecules might occupy space.
These major approaches to spatial simulation were developed with different applications in mind and offer different granularity in the approximation of the physical processes. From the computationally very expensive molecular dynamics to the rather elementary discrete grid of cellular automata that allows much faster simulation, the main tradeoff is between accuracy and calculation time, making each approach more or less fitting for different types of phenomena. The PDE approach sticks out as it does not cover individual particles but rather distribution gradients, the purely compartmental approach deviates from the others in that it does not describe motion in the continuous space or a discretization thereof, but only movements between a finite number of compartments.
MODELING FORMALISMS AND THEIR SEMANTICS

Differential Equations
With differential equations, there is no clear separation between formalism and interpretation, as the term comprises both a well-defined way to specify the equations (syntax) and their mathematical meaning (semantics). Simply put, the equations describe changes in variables representing species concentrations over time depending on other variables representing other species' concentrations. Since abstractions regarding the reaction dynamics have to be made when modeling on the population level, the reaction kinetics, e.g. mass action, Michaelis-Menten or detailed enzyme kinetics, are thus incorporated into the equations' structure, i.e. the formal part. Some software tools supporting modeling and simulation of biological systems using ordinary differential equations (ODEs), e.g. SBtoolbox2 (Schmidt and Jirstrand 2006) , have a a text-based input format based on equations. Table 1 : Modeling formalisms and their capabilities regarding spatial modeling. Letters in column headings refer to the panels of figure 2. Other columns: dynamic cell structures: ability to change/merge/create compartments at run time, e.g. for describing a virus docking to a cell and releasing its content into the host cell. individual-/population-based: entities described in the model are particles of different species, or whole species themselves, respectively (not considering possible singleton species in rule-based models). category: type of modeling formalism (Zeigler, Kim, and Praehofer 2000) . Entries: o: explicitly supported by formalism. -: not supported. *: supported with limitations, or in a specially adapted variant of the formalism, or only implicitly, see text
There are other modeling formalisms with ODE semantics, i.e. while the model is specified in some other manner, the respective simulation amounts to ODE integration again. Sometimes these semantics are the results of adaptation of an existing modeling formalism to the continuous realm, e.g. continuous petri nets (Recalde, Haddad, and Silva 2007) , sometimes they are just alternatives and approximations of other, often stochastic semantics, e.g. the stochastic π calculus (Stefanek, Vigliotti, and Bradley 2009 ) (although it is debatable whether one formalism can have different semantics or whether with a change of semantics, a new formalism is created), some (covered in the next section) were created specifically to allow easier or more general description of reaction rules.
For spatial modeling, ODEs describing species concentration change depending on other species concentrations are extended to partial differential equations (PDEs) also involving spatial degrees of freedom. These represent gradients in the intracellular or intracompartmental distribution of each species, e.g. when a kinase localizes to the cell membrane, but the respective phosphatase is distributed homogeneously (Kholodenko 2006) . Instead of global initial concentrations of species, initial distributions and boundary conditions have to be given in advance. The numerical solution of these reaction-diffusion equations relies on a grid of spatial elements used for the approximation (Schaff et al. 1997) . So while space is represented as continuous in the PDEs, the simulator will consider discrete points in space, but invisible to the user and not in the same sense as with cellular automata or methods with explicit subvolumes.
The Virtual Cell modeling environment is a tool allowing the specification of models involving compartments of specific shape and the simulation of these models using also partial differential equations (Slepchenko et al. 2003, Yang and Iglesias 2009) , although modeling has to be done using the provided graphical user interface and not through a specified formalism. This also applies to other software tools allowing the specification of compartments as well as (ordinary) differential equation-based simulation, e.g. COPASI (Hoops et al. 2006) or CellDesigner (Funahashi et al. 2008 ).
Process Algebras
In computer science, process calculi have long been used for modeling concurrent systems formally. They provide syntactic constructs to describe processes, usually computations performed on some device, and algebraic rules (hence the synonymous term process algebras) allowing formal reasoning about the descriptions. Since close to a decade they are now being applied to biological systems. Some variants include some form of spatial representation, e.g. the ambient calculus for modeling concurrent processes on mobile devices organized in a network of variable topology (Cardelli and Gordon 2000) , others have been adapted to take spatial properties or other special features of biological systems into account.
They can roughly be grouped into two categories: The molecules-as-computation approach, where model entities are individual particles or species described in terms of their interaction capabilities, and population-based approaches often relying on rule-based descriptions of reactions. Individual-based models may still be simulated by lumping those of one species together.
The π-calculus (Milner 1999 ) and specifically its stochastic extension (Priami 1995) serve as the basis for many of the former. While the origin of process algebras is the analysis of concurrent processes (e.g. running on a computer) communicating with each other, reacting particles can also be described . Thus, particles of one species are considered processes of the same kind running in parallel (an initial configuration of processes, i.e. initial amounts of each species, has to be given). Reactions consist, broadly speaking, of processes sending or receiving messages via dedicated channels, indicating, respectively, willingness to react or availability of a reaction partner, and continuing as certain different processes after successful communication (i.e. a reaction). Spatial extensions of these process algebras were mostly devised with compartments in mind, only few deal with actual coordinates assigned to processes.
Process algebras that cover compartmentalization, nested or not, but no further spatial attributes, and thus assume homogeneous distribution of species within a compartment, include BioAmbients ), Beta Binders (Priami and Quaglia 2005) , Brane Calculi (Cardelli 2005) , and other variants of the π calculus ). (It has been shown that attributed π, discussed later, can express these approaches.) Beta Binders, however, relying on boxes with interaction capabilities encapsulating π processes, are aimed at describing binding of molecules and do not allow explicit exchange of components between boxes and thus not particularly suitable to model actual cellular compartments. Brane Calculi were designed to model dynamic structures arising from changing membrane configurations and do not include any kind of objects inside the compartments (other than maybe further, nested compartments), and therefore are not quite what we are looking for either. BioAmbients, then, constitute a formalism designed explicitly for spatial modeling. They introduce the notion of the ambient as a "bounded place where computation happens" that can merge with and move inside other ambients or be expelled from them. Ambients are thus not only abstractions for compartments, but also, e.g., protein complexes. Actual computations are defined in a language similar to the π calculus. Rates may be associated with reactions, which is possible for example in appropriate extensions of Beta Binders (Degano et al. 2006) and BioAmbients (Brodo, Degano, and Priami 2007) as well as the aforementioned formalisms based on the stochastic π calculus (Mazemondet et al. 2009) , describing probabilities of possible communication events. Ideally, the semantics are thus those of continuous-time Markov chains (CTMCs), and the models can be simulated with some variant of Gillespie's algorithm.
Bio-PEPA (Ciocchetta and Hillston 2008) is a process-algebra based modeling language for which a variant with explicit compartments is also available (Ciocchetta and Guerriero 2009) . It follows, in its authors' words, a "processes as species and not processes as molecules" abstraction, i.e. the model entities are abstractions of molecule species and the model describes changes in the amount of each species. Reactions are still not represented explicitly, only by shared channel names. Aside from stochastic simulation it is also possible to convert species amounts to concentrations and derive ODEs approximating the stochastic solutions (Galpin 2010) .
Rule-based modeling languages, in turn, do not focus on the species themselves, but rather give explicit rules regarding conversion between species (Hlavacek et al. 2006) . Some, e.g. κ (also known as the κ-calculus, Danos et al. 2007 , Danos et al. 2009 ), were designed to address combinatorial explosion associated with many different variants of a protein being able to participate in reactions with another protein of which also many different subtypes exist, e.g. MAP-kinases and MAPKKs, and deal with this by establishing generic and concrete agents and rules inspired by object-oriented programming. Approaches that allow representation of at least compartmental space include cBNGL and the Language for Biological Systems (LBS).
BioNetGen (Blinov et al. 2004 ) was originally a software tool for rule-based description of reaction systems that were ultimately translated into ODEs. It has since evolved to include graphical representations and a modeling language closely related to κ. The latter's latest incarnation, the compartmental BioNetGen language (cBNGL; Harris, Hogg, and Faeder 2009) , includes a static topology of compartments and allows both universal (global) reaction rules as well as scope-restricted ones (local to a compartment) while adding transport rules.
LBS (Pedersen and Plotkin 2010 ) is a recently introduced powerful, modular language that is also semantically flexible, allowing translation of its programs into Petri nets, ODEs, and CTMCs. There is also a compiler from LBS to the Systems Biology Markup Language (SBML; Hucka et al. 2003) , a format that is understood by a multitude of simulation tools in cell biology (including those mentioned in the previous section on ODEs).
In a spatial extension of the π calculus (which also has alternative deterministic semantics, i.e. can be translated to ODEs), simply called Lπ (Stefanek, Vigliotti, and Bradley 2009) , compartments are arranged according to a given location graph describing the processes' movement possibilities, thus allowing nesting as well as arranging of compartments in a grid or lattice and requiring definition of a movement function for every edge in the graph. (We here prefer the term lattice to grid to avoid confusion of lattice-based modeling of space with the grid-based simulation from parallel and distributed computing.) The space of interest can thus be partitioned into a lattice akin to as it is done in the Next Subvolume Method (NSM, Elf and Ehrenberg 2004) , an approximation of Gillespie's algorithm in space.
The attributed π calculus π(L) with priorities (John et al. 2010 ) also allows definition of an arbitrarily large (but finite) number of parameterized compartments. The parameters allow establishing a neighborhood relation and facilitate definition of a function for movement between neighbors, although these attributes can be of any type and at the simulation level it is not known whether they actually represent coordinates. They allow description of a lattice as the aforementioned approach relating to the Next Subvolume Method, but in contrast the separation of reaction and diffusion type events does not come naturally in π(L). In addition to the processes as molecules view common with the π calculus, here a processes as reactions approach is also possible, i.e. processes change attributes representing species amounts (or concentrations) in line with the actual reactions.
Still, space is not represented there in a continuous fashion. In Space π John, Ewald, and Uhrmacher 2008 (also: SpacePi), processes are equipped with actual coordinates in a two-or three-dimensional space, direction (i.e. a movement function) and radii to indicate the range of their communication potential. Processes are still able to send and receive messages, but only within the given radius instead of the global space or the whole compartment, ensuring that only entities close to each other can react. The formalism thus has hybrid semantics, combining continuous motion of particles with discrete events like collisions and reactions. While the original description of SpacePi covers only rather simple forms of stochastic and directed motion, Brownian motion can also be covered (Haack, Leye, and Uhrmacher 2010) .
Whereas entities in Space π are circular or spherical, Shape Calculus ) (not to be confused with the shape calculus of Schäfer 2005) was designed particularly with molecules with a more complex 3D structure in mind. The modeled entities are 3D shapes moving in space, communication channels represent potential binding sites, and while a binding reaction yields a new process like in the other calculi, the new process' name is not an abstract one but still contains the original components and the binding site they are linked with. Movement of shapes necessitates the application of sophisticated (and computationally expensive) collision detection techniques as investigated in the field of computer graphics. Cell structures can be represented by explicitly specifying actual membranes as 3D processes like the other molecules, just that they do not move or change under most conditions. Shape Calculus is work in progress, and while there is a semantics definition, there does not seem to be a simulator yet.
Others
Cellular Automata are a discrete, step-wise modeling approach based on a large lattice (grid) of identical cells. A cell and its neighbors current state determines the cell's next state. In one of the basic and most well-known examples, Conway's Game of Life, there are only two possible states (live and dead) and very simple rules, however, complex patterns can result (Gardner 1970) . In biology they have been used to describe various phenomena (Materi and Wishart 2007) , for example liquid solutions containing enzymes and substrates exhibiting known enzyme kinetics in the simulation (e.g. Michaelis-Menten; Kier et al. 1996) or formation of patterns (Deutsch and Dormann 2004) , e.g. in tumor growth (Moreira and Deutsch 2002) .
For simulation of intracellular dynamics, a variant called Dynamic Cellular Automata (DCA) has been developed (Wishart et al. 2005) , taking in aspects of agent-based modeling. An explicit notion of time is added by defining the actual duration of a time step. Unlike with Cellular Automata, where cell states technically do not move even though they may propagate into one direction, interpreting cell state changes as movements is explicitly allowed. Choosing an appropriately small lattice element size close to that of an average protein (3nm) and a time step size so small that molecules do not travel farther than one block at a time, macromolecules (e.g. proteins and RNA) are indeed modeled spatially akin to the original Cellular Automata (and to panel (b) of figure 2). Movement of particles is guided by "randomized, discrete-state jumps" intended to mimic Brownian motion, interactions are triggered by adjacency of appropriate particles (e.g. an enzyme phosphorylating or binding to another at a neighboring cell). Wishart et al. (2005) also add small molecules, of which several can be located inside one cell (unlike macromolecules), and non-mobile "supermolecules" to model membranes (and DNA, interestingly) . Using these extensions and their simulator implementation SimCell, they are able to model intracellular phenomena spatially, albeit only on a two-dimensional grid.
The discrete event systems specification DEVS is another modeling approach used for hierarchical , Uhrmacher et al. 2007 ) and even for spatial simulation of biological systems (Goldstein and Wainer 2009) . However, in the later case the laws of continuous movement as well as the model itself are specified as DEVS and executed by the discrete event simulation machine.
Similarly to DEVS, statecharts (Harel 1987) , whose origin lies in software engineering, support a hierarchical modeling of cell biological systems (Holcombe and Bell 1998, Kam, Cohen, and Harel 2002) , but in a more visual way. They have even been applied to cover basic spatial phenomena involving the fate of adjacent cells and the interplay with gene regulation within them (Fisher, Piterman, Hubbard, Stern, and Harel 2005) . Also similarly to DEVS they do not support an easy modeling of biochemical reactions. Biocharts (Kugler, Larjo, and Harel 2010) are a recent adaptation suited to cell biology. They promise to be a powerful, visual language for describing biological systems. However, especially a definition of their semantics is still work in progress .
COMBINING FEATURES OF SPATIAL MODELING
The diverse modeling formalisms support different sets of features that are of interest in spatial modeling. It appears a natural next step to explore the combination of features and the implications for the modeling formalisms.
Dynamic Cellular Automata combine, as mentioned, the lattice-based one-(macro-)molecule-per-cell approach of Cellular Automata with the subvolumes with homogeneous particle distribution for micromolecules (figure 2 (b) and (c)). The latter requires the assumption that micromolecules are abundant for stochastic effects to be negligible and that their concentration gradient across distances corresponding to the lattice cell size is small. The discretization of space for macromolecule requires stronger assumptions: that movements can be adequately covered when only allowing steps corresponding to the average molecule size, and that macromolecule sizes are similar enough that no two macromolecules could in principle fit into the area of one lattice cell, and that no macromolecule would actually cover more than one. Aspects of compartmentalization ( figure 2 (a) ) are also covered by the approach, although compartments are only implicitly defined by the location of immovable membrane proteins. In principle, (static) compartments could also be covered by incorporating the separation of compartments into the lattice element/subvolume borders, treating movement between subvolumes of different compartments unlike movement between subvolumes of the same compartment.
In modeling moving in continuous space, multi-level approaches can be used to bridge the gap between the high computational costs of the physically most realistic simulation approaches (molecular & Brownian dynamics) and the less realistic approximation of the faster simulation algorithms (e.g. the Next Subvolume Method). For example, to describe the phenomenon of macromolecular crowding (Fulton 1982, Ellis and Minton 2006) , Jeschke and Uhrmacher (2008) also consider small abundant particles to be homogeneously distributed within appropriately small subvolumes and simulate only the continuous motion of individual large molecules. They thus have real coordinates and sizes associated with the large molecules, while the location of small molecules is only given by the subvolume they are located in (which have, themselves, boundaries defined by real-valued functions). The small molecules behavior depends only on the subvolume's volume and the amount of other small particles in it, plus appropriate probabilities for diffusion into neighboring subvolumes. Issues that arise here include how to deal with large molecules intersecting several subvolumes, with movement of large molecules into a subvolume pushing out more small molecules into neighboring subvolumes than would otherwise move there, and reactions of large with small molecules. Currently available modeling formalisms are only able to describe some aspects of what is done here, i.e. the combination of panels (c) and (f) of figure 2. SpacePi could cover the continuous movement of the large particles, but lacks representation of their spatial extension. Shape Calculus covers this, but is more focused on binding capabilities of these shapes and too much work in progress to be reasonably evaluated here. π-calculus based modeling approaches allowing description of subvolumes with homogeneously distributed particles exist in Lπ and π(L). It remains to be seen which one can cover the NSM best and how it can be linked with the continuously moving macroparticles.
Compartments and distribution gradients (figure 2 (a) and (d)) are already combined in the Virtual Cell modeling environment mentioned in section 4.1. The assumptions and abstractions behind this are basically those given for differential equation-based modeling (section 4.1). Thus, in Virtual Cell membranes that separate spatially resolved compartments are treated as discontinuities in the solution of the reaction-diffusion equations and handled differently. Thus, Virtual Cell exploits PDE as part of its models semantics, but not as a modeling formalism.
Finally, instead of individual particles moving through subvolumes of stochastically simulated populations, one could image a combination of individual particles moving "over" a continuously changing concentration of other (smaller) particles, thus again combining stochasticity and determinism (and figure 2 (d) with (f) or (e), for that matter). Handling interactions of micromolecules (population level) with macromolecules (individual level) would be tricky, or at least require the assumption that the actual amount of small molecules represented by the concentration changes only negligibly due to reaction of the small with large ones. Even more challenging will be the representation of the effect of macromolecules on the diffusion of surrounding micromolecules, i.e. the link from the individual level back to the population level. Anyway, since this approach includes PDEs, any modeling formalism for it would likely be more difficult to develop than one for what is discussed in the previous paragraph.
CONCLUSION
The insight that space plays a crucial role in understanding the dynamics of cell biological systems has fostered the development of diverse modeling approaches during the last years. With these languages the assumption is left behind that molecules are homogeneously distributed in a cell. Each of these approaches offers a specific perception on the system under study and its spatial dimension. The cell is structured into compartments, those structures are subject to dynamic changes, entities move in continuous space, space is structured into lattices, individual molecules or entire species are the key actors exhibiting in some cases a spatial dimension themselves.
The challenge lies in combining different features and doing so in a lean language equipped with a clear semantics. Current applications imply that movement in continuous space and stochastic approaches are a fruitful avenue of research.
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