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Abstract
The representation of scalar products of Bethe wave functions in
terms of the Dual Fields, proven by A.G.Izergin and V.E.Korepin in
1987, plays an important role in the theory of completely integrable
models. The proof in [7] and [8] is based on the explicit expression for
the ”senior” coefficient which was guessed in [7] and then proven to
satisfy some recurrent relations, which determine it unambiguously. In
this paper we present an alternative proof based on the direct compu-
tation.
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1 Introduction.
The Algebraic Bethe Ansatz [1, 2] is the powerful method in the analysis of
completely integrable quantum models. In the series of papers [4, 5, 6, 8]
various representations of correlators in these models were found using this
method. The answer turned to be very interesting. Usually these correlators
have some determinant representations (see proof of Gaudin hypothesys
in [4]), and in some ”free fermionic point” these determinants are the τ -
functions [10, 9, 11] of classical nonlinear integrable equations [14, 15].
(This phenomenon was also discovered in [12, 13].)
One of the main problems in this approach is to calculate the expressions
of the form:
< 0|C(µ1) · · ·C(µN )B(λN ) · · ·B(λ1)|0 > (1)
In this paper we, using the operation of comultiplication, write down
a kind of the operator-valued generating function for expressions of such a
type. In this way we get some expression for this scalar product, from which
the V.E.Korepin’s representation in terms of the dual fields follows by direct
computation. Note, that the idea to use the operation of comultiplication in
the calculation of correlators was used, for example, in [6] in the definition
of the two-site generalized model.
2 Definitions.
The ABCD algebra is the algebra generated by the elements of the 2 × 2-
matrix T , which is the monodromy matrix of the auxiliary linear problem,
T (λ) =
[
A(λ) B(λ)
C(λ) D(λ)
]
(2)
with the relations
R(λ, µ)
1
T (λ)⊗
2
T (µ) =
2
T (λ)⊗
1
T (µ)R(λ, µ) (3)
where indices over the letters denote their order as operators ( from the left
to the right ) , and
R(λ, µ) =

f(µ, λ) 0 0 0
0 1 g(µ, λ) 0
0 g(µ, λ) 1 0
0 0 0 f(µ, λ)
 (4)
1
f(λ, µ) =
sinh(λ− µ+ 2iη)
sinh(λ− µ) (5)
g(λ, µ) =
sinh(2iη)
sinh(λ− µ) (6)
We will often write indices instead of arguments, for the brevity. For
example:
AλAµ = AµAλ , BλBµ = BµBλ
CλCµ = CµCλ , DλDµ = DµDλ
(7)
AµBλ = fµ,λBλAµ + gλ,µBµAλ , (A↔ B) (8)
DµBλ = fλ,µBλDµ + gµ,λBµDλ , (D ↔ B) (9)
CλAµ = fµ,λAµCλ + gλ,µAλCµ , (C ↔ A) (10)
CλDµ = fλ,µDµCλ + gµ,λDλCµ , (C ↔ D) (11)
CλCBλB = gλC ,λB{AλCDλB −AλBDλC} =
= gλC ,λB{DλBAλC −DλCAλB}
(12)
This algebra can be considered as the Hopf algebra, if we provide it with
the coproduct
∆ : T (λ)→ T (λ) .⊗ T (λ) (13)
which is the homomorphism from the ABCD-algebra to its tensor square:
1
(T (λ)
.⊗ T (λ)) ⊗
2
(T (µ)
.⊗ T (µ)) R(λ, µ) =
= (
1
T (λ) ⊗
2
T (µ))
.⊗ (
1
T (λ) ⊗
2
T (µ))R(λ, µ) =
= R(λ, µ)(
2
T (λ) ⊗
1
T (µ))
.⊗ (
2
T (λ) ⊗
1
T (µ)) =
= R(λ, µ)
2
(T (λ)
.⊗ T (λ)) ⊗
1
(T (µ)
.⊗ T (µ))
This comultiplication has the remarkable property that the subalgebra
generated by A and C is the coideal [3]:
∆(A) = A⊗A+B ⊗ C (14)
∆(C) = C ⊗A+D ⊗ C (15)
This means that when we take the coproduct of the element of this sub-
algebra, the second tensor multiplier will always belong to this subalgebra,
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i.e. be some product of A’s and C’s. It will be convenient for us to denote
ψ+(λ) = A(λ) (16)
ψ−(λ) = C(λ) (17)
The commutation relations in the ψ±-algebra are:
ψ−λ ψ
+
µ = fµ,λψ
+
µ ψ
−
λ + gλ,µψ
+
λ ψ
−
µ (18)
and the same with + and − exchanged.
3 Scalar products of the wave functions.
Consider the expression:
S({µ}, {λ}) =< 0|C(µ1) · · ·C(µN )B(λN ) · · ·B(λ1)|0 > (19)
Also consider the expression:
V ({µ}, {λ}) =< 0|δ(ψ−(µ1) · · ·ψ−(µN )ψ+(λN ) · · ·ψ+(λ1))|0 > (20)
where |0 > is the usual ABCD-vacuum, all ψ’s act freely both on the left and
on the right (so V can be considered as an element of the algebra generated
by ψ-operators.) Note that expressions
ψǫ1µ1 · · ·ψǫNµNψǫ¯NλN · · ·ψ
ǫ¯1
λ1
(21)
are linear independent for different sets (ǫ) and (ǫ¯), and constitute the ba-
sis in the space of 2N -linear combinatins of ψ-operators with momenta
{µ1, . . . , µN , λ1, . . . , λN} (this is because we can rearrange momenta using
the commutation relations to get expression with µ’s going the first.) Note
that S(µ, λ) is the coefficient of
ψ+µ1 · · ·ψ+µNψ−λN · · ·ψ−λ1 (22)
in V (µ, λ). So, the problem is to find this term. The simplest way to do it
is first to rearrange ψ’s in V (µ, λ) to get ψ+’es standing on the left of ψ−’es
— because
< 0|δ(ψ+κ1 · · ·ψ+κNψ−νN · · ·ψ−ν1)|0 >=
= a(κ1) · · · a(κN )d(νN ) · · · d(ν1)ψ+κ1 · · ·ψ+κNψ−νN · · ·ψ−ν1
(23)
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So, if
ψ−µ1 · · ·ψ−µNψ+λN · · ·ψ+λ1 =
∑
{κ},{ν}
K
(
− +
{κ} {ν}
)
ψ+κ1 · · ·ψ+κNψ−νN · · ·ψ−ν1
(24)
and
ψ+κ1 · · ·ψ+κNψ−νN · · ·ψ−ν1 =
∑
(ǫl),(ǫr)
K˜
(
(κ) (ν)
(ǫl) (ǫr)
)
ψ
ǫl1
µ1 · · ·ψǫ
l
N
µNψ
ǫr
N
λN
· · ·ψǫr1λ1
(25)
then
< 0|C(µ1) · · ·C(µN )B(λN ) · · ·B(λ1)|0 >=
=
∑
{κ},{ν}K
(
− +
{κ} {ν}
)
K˜
(
{κ} {ν}
+ −
)∏
{κ} a(κ)
∏
{ν} a(ν)
(26)
4 Calculation of K and K˜.
Without any loss of the generality we can put:
{κ} = {λn, . . . , λ1, µn+1, . . . , µN}
{ν} = {λn+1, . . . , λN , µn, . . . , µ1}
All other possibilities can be reduced to this by the permutation of µ
and λ. So, what we are to do is to take
ψ−µ1 · · ·ψ−µnψ−µn+1 · · ·ψ−µNψ+λN · · ·ψ+λn+1ψ+λn · · ·ψ+λ1 (27)
and move ψ+’es to the left of ψ−’es using the commutation relations, and
find the coefficient of the term
ψ+λn · · ·ψ+λ1ψ+µn+1 · · ·ψ+µNψ−µ1 · · ·ψ−µnψ−λN · · ·ψ−λn+1 (28)
Let us first move ψ+’es from ψ+λN · · ·ψ+λn+1 to the very left. We should
not get any of {λN , . . . , λn+1} on the left as the indices of ψ+’es, so all of
these λ’s should be exchanged with some µ’s and, moreover, with some µ’s
from {µn+1, . . . , µn}, because we also don’t need any of {µ1, . . . , µn} on the
left.
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Let us, for example, do this procedure with ψ+λn+1 . Moving its plus to
the left, we get a plenty of terms, of which we are interested in the following
ones: ∑N−n
k=1 Ckψ
+
µn+k
ψ−µ1 · · ·ψ−µnψ−µn+1 · · · ̂ψ−µn+k · · ·ψ−µN×
×ψ−λn+1ψ+λN · · ·ψ+λn+2ψ+λn · · ·ψ+λ1
(29)
where Ck is some coefficient. To find it, before the calculation rearrange
ψ−’es in order to shift ψ−µn+k to the most right among them. Then the only
possibility to get the required term is to exchange momenta when ψ+λn+1
passes through ψ−µn+k (we will get the factor gµn+k,λn+1) and then to pass
created in such a manner ψ+µn+k to the very left without exchange, getting
the product of factors fµn+k,µn+p over p 6= k and fµn+k,µp over p ≤ n. Thus,
Ck = gµn+k ,λn+1
∏
p 6=k
fµn+k,µn+p
∏
p≤n
fµn+k,µp (30)
Repeating this procedure with ψ+λn+2 etc., we get∑
σ∈SN−n
gµσ(1)+n,λ1+n · · · gµσ(N−n)+n,λN
∏
i<j
fµσ(i)+n,µσ(j)+n
∏
i<j
fµσ(j)+n,λi+n ×
×
∏
p,q
fµn+p,µqψ
+
µn+1
· · ·ψ+µNψ−µ1 · · ·ψ−µnψ−λN · · ·ψ−λn+1ψ+λn · · ·ψ+λ1
It is easy now to move ψ+λn · · ·ψ+λ1 from the very right to the left. Ulti-
mately we obtain for K :
K
(
− +
{κ} {ν}
)
=
∏
f(µκ, µν)
∏
f(λκ, λν)
∏
f(λκ, µν)×
×∑σ∈S({µ}∩{κ}) g(µκσ(1), λν1) · · · g(µκσ(N−n), λνN−n)×
×∏i<j f(µκσ(i), µκσ(j))∏i<j f(µκσ(j), λνi )
(31)
Here we denoted, e.g., λκ the intersection of the sets λ and κ. To get
K˜, we need to move all µ’s in the expression
ψ+λκn · · ·ψ+λκ1ψ−µν1 · · ·ψ−µνn
to the left and find the coefficient of the term in which all pluses are on the
left. Just in the same way as before, we get
K˜
(
{κ} {ν}
+ −
)
= 1∏
p,q
f(λκp ,µ
ν
q )
∑
σ∈S(λ∩κ)
∏
i<j
[
fλκ
σ(j)
,λκ
σ(i)
fλκ
σ(i)
,µκ
j
]
×
×gλκ
σ(1)
,µν1
· · · gλκ
σ(n)
,µνn
(32)
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Consequently,
< 0|C(µ1) · · ·C(µN )B(λN ) · · ·B(λ1)|0 >=
=
∑
κ∪ν=λ∪µ
∏
i a(λ
κ
i )
∏
i a(µ
κ
i )
∏
i d(λ
ν
i )
∏
i d(µ
ν
i )×
×∏p,q fµκp ,µνq fλκq ,λνpΦN−n(λν , µκ)Φn(µν , λκ) (33)
where n = card(µ ∩ ν) = card(λ ∩ κ) and
Φk(λ, µ) =
∑
σ∈Sk gµσ(1),λ1 · · · gµσ(k),λk×
×∏i<j fµσ(i),µσ(j) ∏i<j fµσ(j),λi (34)
Actually
Φk(λ, µ) =
∑
σ∈Sk gµ1,λσ(1) · · · gµk ,λσ(k)×
×∏i<j fλσ(i),λσ(j) ∏i<j fµj ,λσ(i) (35)
and so it is evident that Φk(λ, µ) is symmetric in λ.
Tending µ1 to λ1, we get
[Φk(λ, µ)]λ1→µ1 =
sinh(2iη)
µ1−λ1
∏
j 6=1 [f(µ1, λj)f(µj , λ1)]×
×Φk−1({λ}\{λ1}, {µ}\{µ1})
(36)
and this agrees with the formula [6.16] of the paper [4]
5 Determinant representation and Dual Fields.
Introduce xk = e
2µk , yk = e
2λk , z = e4iη . Then
Φn =
(
√
z− 1√
z
)n
z
n(n−1)
2
√
x1 · · · xny1 · · · yn
∑
σ∈Sn
1
(xσ(1)−y1)···(xσ(n)−yn)×
×∏i<j zxσ(i)−xσ(j)xσ(i)−xσ(j) ∏i<j zxσ(j)−yixσ(j)−yi =
=
(
√
z− 1√
z
)n
(−z)
n(n−1)
2
√∏
i
xi
∏
i
yi
∆(x)∆(y)
∑
σ∈Sn(−1)l(σ)
∏
i<j [(zxσ(i) − xσ(j))(yj − yi)]×
×∏i<j zxσ(j)−yixσ(j)−yi ∏k 1xσ(k)−yk =
=
(
√
z− 1√
z
)n
(−z)
n(n−1)
2
√∏
i
xi
∏
i
yi
∆(x)∆(y)
∑
σ∈Sn(−1)l(σ)
∏
i<j
zxσ(j)−yi
xσ(j)−yi
∏
k
1
xσ(k)−yk×
×∏i<j[(xσ(j) − yi)(zxσ(i) − yj) + (zxσ(i) − yi)(yj − xσ(j))] =
=
(
√
z− 1√
z
)n
(−z)
n(n−1)
2
√∏
i
xi
∏
i
yi
∆(x)∆(y)
∏
p,q(zxp − yq)×
×
(∑
σ∈Sn(−1)l(σ)
∏
k
1
(zxσ(k)−yk)(xσ(k)−yk) +Rn({x}, {y})
)
(37)
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where
Rn({x}, {y}) =
∑n(n−1)
2
m=1
∑
{i1<j1,...,im<jm}
∑
σ∈Sn(−1)l(σ)×
×∏mr=1 (zxσ(ir)−yir )(yjr−xσ(jr))(zxσ(ir)−yjr )(xσ(jr)−yir ) ∏k 1(xσ(k)−yk)(zxσ(k)−yk) (38)
We intend to show that Rn = 0. It is easy to check that R2 is zero.
Let us proceed by induction. Suppose Rn−1 = 0. As a function of yn, Rn
has the first order pole at yn → xk, corresponding permutations having the
property σ(n) = k. Due to the presence of (yjr − xσ(jr)) in the numerator,
only the terms in
∑
{(ir<jr)} with jr 6= n for any r really have this pole. So,
the residue in this pole is equal to 1(z−1)ynRn−1({x}\{xk}, {y}\{yn}) and
thus, is zero. Note that by construction, Rn is anti-symmetric not only with
respect to x, but also with respect to y. Thus we can change∑
{i1<j1,...,im<jm}
→
∑
{i1>j1,...,im>jm}
After this change one can prove, just in the same way, that the residue
in the pole at yn → zxk is also equal to zero. Thus, Rn, as a function of yn,
has no poles and decrease at infinity. So it is zero.
Therefore, we have:
Φn =
(
√
z− 1√
z
)n
(−z)
n(n−1)
2
√∏
i
xi
∏
i
yi
∆(x)∆(y)
∏
p,q(zxp − yq)×
× deti,j
∣∣∣∣∣∣ 1(zxi−yj)(xi−yj) ∣∣∣∣∣∣ =
=
∏
p,q h(µp, λq)
∏
i<j[g(µj , µi)g(λi, λj)] deti,j
∣∣∣∣∣∣g2(µi,λj)f(µi,λj) ∣∣∣∣∣∣
(39)
where we introduce h(µ, λ) = f(µ, λ)/g(µ, λ).
Note that for z = 1 we get in this way the well-known identity [16]:
det
∣∣∣∣∣
∣∣∣∣∣ 1(xi − yj)2
∣∣∣∣∣
∣∣∣∣∣ = per
∣∣∣∣∣
∣∣∣∣∣ 1(xi − yj)
∣∣∣∣∣
∣∣∣∣∣ det
∣∣∣∣∣
∣∣∣∣∣ 1(xi − yj)
∣∣∣∣∣
∣∣∣∣∣ (40)
Finally we get for Z:
Z =
∑
κ∪ν=µ∪λ a(λκ)a(µκ)d(λν)d(µν)×
×f(µκ, µν)f(λκ, λν)h(µκ, λν)h(λκ, µν)×
×∏i<j[g(µκj , µκi )g(λνi , λνj )]∏i<j [g(λκj , λκi )g(µνi , µνj )]×
× deti,j
∣∣∣∣∣∣∣∣ g2(µκi ,λνjf(µκ
i
,λν
j
)
∣∣∣∣∣∣∣∣ deti,j ∣∣∣∣∣∣∣∣g2(λκi ,µνj )f(λκ
i
,µν
j
)
∣∣∣∣∣∣∣∣ =
(41)
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=
∏
i<j[g(µj , µi)g(λi, λj)]
∑
κ∪ν=µ∪λ a(λκ)a(µκ)d(λν)d(µν)×
×
[
sign
factor
]
h(κ, ν) det
∣∣∣∣∣∣ g2(µκ ,λν)f(µκ,λν) ∣∣∣∣∣∣ det ∣∣∣∣∣∣ g2(λκ,µν)f(λκ,µν) ∣∣∣∣∣∣ (42)
The sign factor in this expression is the sign of permutation of λ’s from
their natural order to the order (λκ, λν), multiplied by the sign of permuta-
tion of µ’s to (µκ, µν). Here, for example, a(λκ) means
∏
i a(λ
κ
i ). One can
easily prove [8] that this expression is equal to∏
i<j
[g(µj , µi)g(λi, λj)] < 0|det
N
S|0 > (43)
where
Sjk =
g2(µj , λk)
f(µj, λk)
eφ
κ(µj)+φ
ν(λk) +
g2(λk, µj)
f(λk, µj)
eφ
κ(λk)+φ
ν(µj ) (44)
and φκ, φν are the commuting dual fields:
φκ(λ) = qκ(λ) + πν(λ)
φν(λ) = qν(λ) + πκ(λ)
[πκ(λ), qκ(µ)] = lnh(µ, λ)
[πν(λ), qν(µ)] = lnh(λ, µ)
(45)
and < 0|, |0 > are the dual vacuums:
πκ(λ)|0 >= 0, πν(λ)|0 >= 0
< 0|qκ(λ) = lna(λ) < 0|, < 0|qν(λ) = lnd(λ) < 0| < 0|0 >= 1 (46)
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