Abstract. This paper is composed of two main results concerning chains of infinite order which are not necessarily continuous. The first one is a decomposition of the transition probability kernel as a countable mixture of unbounded probabilistic context trees. This decomposition is used to design a simulation algorithm which works as a combination of the algorithms given by Comets et al. (2002) and Gallo (2009) . The second main result gives sufficient conditions on the kernel for this algorithm to stop after an almost surely finite number of steps. Direct consequences of this last result are existence and uniqueness of the stationary chain compatible with the kernel.
Introduction
The goal of this paper is to construct a perfect simulation scheme for chains of infinite order on a countable alphabet, compatible with a transition probability kernel which is not necessarily continuous. By a perfect simulation algorithm we mean an algorithm which samples precisely from the stationary law of the process.
Perfect simulation for chains of infinite order was first done by Comets et al. (2002) under the continuity assumption. They used the fact (observed earlier by Kalikow (1990) ) that under this assumption, the transition probability kernel can be decomposed as a countable mixture of Markov kernels. Then, Gallo (2009) obtained a perfect simulation algorithm for chains compatible with a class of unbounded probabilistic context trees where each infinite size branch can be a discontinuity point.
In this paper, we consider a class of transition probability kernels which are neither necessarily continuous nor necessarily probabilistic context trees. In fact, the same infinite size branches as in the context trees considered by Gallo (2009) are allowed to be discontinuity points, and the other branches must have a certain localized-continuity assumption. Under these new assumptions, we obtain a Kalikow-type decomposition of our kernels as a mixture of unbounded probabilistic context trees. The fact that our decomposition involves unbounded probabilistic context trees instead of Markov kernels (as it was the case for Kalikow (1990) ) seems to be "the price to pay" to allow discontinuities at some points.
As a consequence of this decomposition and some minimum extra condition, we can show that there exists at least one stationary chain compatible with our kernels, extending the existing result stating that continuity was sufficient. A perfect simulation is then constructed using this decomposition together with the coupling from the past (CFTP) method introduced in the seminal paper of Propp & Wilson (1996) . One of the main consequence of the existence of a perfect simulation algorithm is the fact that there exists a unique stationary chain compatible with our kernels.
More precise explanations of what is done here are postponed to Section 3 since we need the notation and definitions given in Section 2. Our first main result, Theorem 4.1 which is stated and proved in Section 4, gives the decomposition which holds without the continuity condition. In Section 5, we explain how our perfect simulation works using Theorem 4.1, and we present it under the form of the pseudo-code, Algorithm 1. After that, we state our second main theorem, Theorem 5.1 which says that Algorithm 1 stops almost surely after a finite number of steps. Section 6 is dedicated to the proof of Theorem 5.1. We finish this paper with some comments and further questions.
Notation and definitions
Let A be a countable alphabet. Given two integers m ≤ n, we denote by a n m the string a m . . . a n of symbols in A. For any m ≤ n, the length of the string a n m is denoted by |a n m | and is defined by |a n m | = n − m + 1. For any n ∈ Z, we will use the convention that a n n+1 = ∅, and naturally |a n n+1 | = 0. Given two strings v and v , we denote by vv the string of length |v| + |v | obtained by concatenating the two strings. The concatenation of strings is also extended to the case where v denotes a semi-infinite sequence, that is v = . . . a −2 a −1 , a −i ∈ A for i ≥ 1. If n is a positive integer and v a finite string of symbols in A, we denote by v n = v . . . v the concatenation of n times the string v. We denote
which are, respectively, the set of all infinite strings of past symbols and the set of all finite strings of past symbols. The case j = 0 corresponds to the empty string ∅. Finally, we denote by a = . . . a −2 a −1 the elements of A −N .
Standard definitions.
A transition probability kernel (or simply kernel in the sequel) on an alphabet A is a function
such that a∈A P (a|a) = 1 , ∀a ∈ A −N .
In this paper, we consider kernels P which depends on an unbounded part of the past, unlike the markovian case. A stationary stochastic chain X = (X n ) n∈Z on A having law µ is said to be compatible with a kernel P if the later is a regular version of the conditional probabilities of the former, that is
for every a ∈ A and µ-almost every a in A −N . We call these chains chains of infinite memory.
2.2. Probabilistic context tree. We say that a kernel P has a probabilistic context tree representation if there exists a function d : A −N → N ∪ {+∞} such that for any two infinite sequences of past symbols a and b
It follows that the length d(a) only depends on the suffix a each node has either |A| sons (internal node) or 0 sons (leaf). The set τ is called the context tree, "context" being the original name Rissanen (1983) gave to the strings
when he introduced this model. A probabilistic context tree is an ordered pair (τ, p) where τ is a context tree and p := {p(a|v)} a∈A,v∈τ is a set of transition probabilities associated to each element of τ . Thus, the probabilistic context tree (τ, p) represents the kernel P if for any a ∈ A −N and any a ∈ A P (a|a) = p(a|c τ (a)).
Examples of probabilistic context trees are shown in Figures 1(a) (for the bounded case) and 1(b) (for the unbounded case). In the first one, at each leaf (context) of the tree we associate three boxes in which are given the transition probabilities to each symbols of A given this context. In the second one, we only specify the probability p i := p(2|0 i 2) (observe that we swap the order when we write the context in a conditioning), the transition probabilities to 1 are simply 1 − p i . A stochastic chain X compatible, in the sense of (2), with a probabilistic context tree is called a chain with variable length memory.
Motivation
The aim of this section is twofold: it motivates and explains at the same time, the present work.
3.1. Countable mixture of Markov kernels under the continuity assumption. We say that a point (an infinite sequence of past symbols) a is a continuity point for a given transition probabilities kernel P if
Otherwise, we say that a is a discontinuity point for P . P is said to be continuous if Kalikow (1990) showed that continuous transition probability kernels P can be represented through the form of a countable mixture of Markov kernels, that is, there exist two probability distributions {p CF F 0 (a)} a∈A and {λ CF F k } k≥0 and a sequence of Markov kernels {p CF F k } k≥1 such that for any a ∈ A and z ∈ A
The superscript "CFF" refers to the fact that we will use the definitions from Comets et al. (2002) . Define an N-valued random variable K CF F taking value k ≥ 0 w.p. λ
CF F k
. Decomposition (4) means the following. To choose the next symbol looking at the whole past z using the distribution {P (a|z)} a∈A is equivalent to the following two steps procedure:
(
Observe that K CF F is independent of everything (in particular, it does not depend on z).
To clarify the parallel between this decomposition and the decomposition presented in Theorem 4.1, we explain how Comets et al. (2002) define the distribution {λ
For any a ∈ A and a −1 −k ∈ A k they consider the functions
and the sequence {α
(a) and for any k ≥ 1
These are, as they say, "probabilistic threshold for memories limited to k preceding instants." Taking the infimum over every a −1 −k is related to the continuity assumption (3). In fact, to assume continuity is equivalent to assume that α CF F k goes to 1 as k diverges, and to assume punctual continuity in a is equivalent to assume that
goes to 1 as k diverges. Under the continuity assumption (3), the probability distribution {λ CF F k } k≥0 used in (4) is defined as follows: λ
3.2. Without the continuity assumption. To fix ideas, in the remaining of this section, assume P is a transition probability kernel on A = {1, 2} which has a single discontinuity point which is 1 −N . Then α
(a) goes to 1 as k diverges if and only if a = 1 −N . In this case, α
does not converge to 1 and the above result does not apply.
3.2.1. The context tree assumption. Gallo (2009) assumed that P is represented by the probabilistic context tree (τ, p), where
: N → N being a deterministic function. This context tree is represented in Figure  2 . Observe that, under this assumption, for any i ≥ 0 and k > (i) we have
It follows that inf
−k ) goes to 1 as k diverges for any a = 1 −N . We do not specify what happens for the point a = 1 −N . Making a parallel with the above case, we can decompose such a kernel as follows: for any a ∈ A and z
Define an N-valued random variable K G which takes value 0 w.p. λ
. The context tree assumption for P means the following. To choose the next symbol looking at the whole past z using the distribution {P (a|z)} a∈A is equivalent to the following two steps procedure:
|, choose the next symbol looking at c τ (z) and using
Observe that the random variable K G is a deterministic function of the past z whenever its value is not 0:
3.2.2. The countable mixture of probabilistic context trees. So far, two extreme cases have been considered: K G is a deterministic function of the past, and K CF F is a random variable totally independent of the past. In the present work, we introduce a way to combine these two approaches. It allows us to consider kernels P which are neither necessarily represented by a probabilistic context tree, nor necessarily continuous. This new approach is based on the assumption that
The α k 's are "probabilistic threshold for memories going until the k th instant preceding the last occurrence of symbol 2 in the past." In this case also, we have that
−k ) goes to 1 as k diverges for any a = 1 −N and not necessarily for 1 −N . Notice that the probabilistic context tree assumption we introduced in Section 3.2.1 only satisfies
Under assumption (6) , it will be shown in the next section that there exists a probability distribution {λ k } k≥0 , and a sequence of probabilistic context trees
The kth context tree of decomposition (11) is given by
The sequence of context trees {τ k } k≥0 for the present particular case is illustrated in Figure 3 . Define a random variable K GG taking values 0 w.p. λ
CF F 0
and |c τ k (z)| w.p. λ k for k ≥ 0. One more time, let us translate this decomposition into a two steps procedure:
Observe that this time, the random variable K GG depends on the past z, but through a random mechanism using the distribution {λ k } k≥0 .
. . .
In the next section, we state our first main result in a general framework. The alphabet can be countable and the role which is played above by symbol 2 can be played by any finite string w ∈ A . In this case, we allow P to have discontinuities at every point z ∈ A −N which does not have w as subsequence.
4. First main result: a countable mixture of unbounded probabilistic context trees 4.1. Some more definitions and statement of the first results. Fix a finite size string w ∈ A and define the function m w which associates to any string a −1 −m ∈ A m , |w| ≤ m ≤ +∞ the distance to the first occurrence of w when we look backward in a −m , . . . , a −1 , that is
we use the convention m w (a −1 −m ) = +∞ if the set of indexes is empty. Using this definition, we introduce
which is the set of strings v of length k such that there is a unique occurrence of w in the concatenation wv. For w, v ∈ A , |w| ≤ |v|, we use the abuse of notation w ∈ v (resp. w / ∈ v) which means "w is (resp. is not) a substring of v". Then, for any string w ∈ A and k ≥ |w|, we denote the set of the strings of length k in which w does not appear as a subsequence by
Its complement is denoted by
, denotes the set of infinite sequences of past symbols a such that w / ∈ a, and
Theorem 4.1. Consider a transition probability kernel P such that
Then, there exist two probability distributions {λ w k } k≥−1 and {p w −1 (a)} a∈A , and a sequence of probabilistic context trees {(τ
Corollary 4.1. Under the same condition of Theorem 4.1, if
then there exists at least one stationary chain compatible with P in the sense of (2).
Corollary 4.1 follows from Theorem 4.1 by the same arguments used in proof of Theorem 11 in Kalikow (1990) . The decomposition of P as mixture of probabilistic context trees together with assumption (12) provide the necessary features to obtain that the limit of the empirical measures is in fact compatible with P .
Since the assumption of Theorem 4.1 is not intuitive, let us give sufficient conditions for Theorem 4.1 to hold.
implies that inf
which implies that α w k converges to 1 as k diverges. A consequence of this proposition is that the assumption of Theorem 4.1 is weaker than the continuity assumption. It follows, in particular, that the existence result of Corollary 4.1 extends the well-known fact that existence hold whenever the transition probability kernel is continuous.
The proofs of Theorem 4.1 and Proposition 4.1 are given in Section 4.3. Theorem 4.1 is based on the existence of a triplet of parameters (which is not unique): two probability distributions {λ 
A triplet of parameters {λ
We fix a string w of A . The definition of our triplet is based on two partitions of [0, 1[ inspired by Comets et al. (2002) . Let us first show that for any a ∈ A, i ≥ 0, b
Observe that
Moreover,
therefore, under assumption (10), a∈A inf z P (a|b 
Since all the terms in the sum over A are positive the convergence of (15) holds.
4.2.1. Definition of the first partition of [0,1[. We will denote for any 
for k ≥ 1, and
Suppose now we are given an entire past z ∈ A −N (w), and glue these intervals in the following order 4.2.3. Definition of the triplet. Let us introduce an i.i.d. chain U = (U i ) i∈Z of random variables uniformly distributed in [0, 1[. We denote by (Ω, F, P) the corresponding probability space. It is the only probability space we will consider all along this paper. We now introduce one triplet {λ 
• For any k ≥ 0, let
and for v ∈ τ w k (that is, |v| = m w (v) + |w| + k) we put 
Proofs of the results of this section.
Proof of Theorem 4.1. What we have to prove is that equality (11) holds with the triplet {λ
On the one hand, using (15), for any a ∈ A and z ∈ A −N (w) we have
. . . where the second term can be rewritten
On the other hand, by the definition of α
it follows that for any z ∈ A −N (w),
It follows from (19) that for any
Proof of Proposition 4.1. The fact that (13) implies (14) 
Second main result: perfect simulation
In this section, we present the perfect simulation algorithm and state the second main result of this paper, which gives sufficient conditions for the algorithm to stop after a P-a.s. finite number of steps.
5.1. Explaining how our algorithm works. The algorithm works as a mixture of the algorithm presented in Gallo (2009) and the one of Comets et al. (2002) .
Assume that the set E := {a ∈ A : inf
is not empty, and let E denotes the set of finite strings of symbols of E. Consider a transition probability kernel P satisfying the condition of Theorem 4.1 with reference string w ∈ E . In order to simplify the notation, we will omit the superscript w in most of the quantities that depend on this string.
We want to get a deterministic measurable function X : [0, 1[ Z → A Z , U → X(U) such that the law P(X(U) ∈ ·) is compatible with P in the sense of (2). The idea is to use the sequence U together with the partitions of [0, 1[ introduced before (and illustrated in Figure 4 ) to mimic the two steps procedure we described in Section 3.2.2.
In particular, for any n ∈ Z, we put [X(U)] n = a whenever U n ∈ I(a). Suppose that for some time index n ∈ Z there exists a string a
We say that this sample has been spontaneously constructed. Now suppose U n ∈ [α l−1 , α l [ for some l ≥ 0. This means that we pick up the context tree τ l in the countable mixture representation of P , and look whether or not there exists a context in τ l which is suffix of [X(U)]
If there exists such a context, then we put
If there is no such context (we will write c τ l (a −1 −k ) = ∅) we cannot construct the state [X(U)] n : we need more knowledge of the past. In the first case, [X(U)] n n−k has been constructed independently of U n−k−1 −∞ and U +∞ n+1 . Now suppose we want to construct [X(U)] 0 . We generate backward in time the U i 's until the first time k ≤ 0 such that we can perform the above construction from time k up to time 0 using only U 0 k . A priori, there is no reason for k to be finite. Theorem 5.1 gives sufficient conditions for k to be finite P-almost surely.
To formalize what we just said, let us define for any u ∈ [0, 1[
By Theorem 4.1, (U i ) = −1 means that we can choose the state of X(U) i according to distribution p −1 (·), and independently of everything else. On the other hand, (U i ) = l ≥ 0 means that we have to use the context tree (τ l , p l ) in order to construct the state of X(U) i . In particular, we recall that for any l ≥ 0 the size of the context c τ l (a n m ) is m w (a n m ) + |w| + l.
One of the inputs for Algorithm 1 is the update function F . It is a measurable function
which uses the part of the past we already know and the uniform random variable to compute the present state. It is defined as follows: for any a n m ∈ ∅ ∪ A ∪ A −N , with −∞ < n < +∞ and −∞ ≤ m ≤ n + 1,
(21) with the conventions that a n n+1 = ∅ and for any context tree τ , c τ (∅) = ∅. When we consider an infinite past z ∈ A −N (w), we have by (20), for any u ∈ [0, 1[
When the update function returns the symbol , it means that we do not have sufficient knowledge of the past to compute the present state. We define, for any m ≤ n, the F(U . The function F contains all the information we need about P , and we suppose that it is already implemented in the software used for programing the algorithm.
At each time, the set B contains the sites that remains to be constructed. At first B = {m, . . . , n} and a forward procedure (lines 2-8) tries to construct [X(U)] n m using U m , . . . , U n . If it succeeds, then the algorithm stops and returns θ[m, n] = m and the constructed sample. If it fails, B is not empty and a backward procedure ("while loop": lines 10-27) begins. In this loop, each time the algorithm cannot construct the next site of B, it generates a new uniform random variable backward in time. At each new generated random variable, the algorithm attempts to go as far as possible in the construction of the remaining sites of B using the uniform that have been previously 
B ← B \ {i} 7:
i ← i + 1 8: end while 9: i ← m 10: while B = ∅ do 11:
Sample U i uniformly in [0, 1[ 14: while
Sample U i uniformly in [0, 1[ 18: end while 19: 
Corollary 5.1. The output of Algorithm 1 is a sample of the unique stationary chain compatible with P . Moreover, there exists a sequence of random times T = T(U) which splits the realization X into i.i.d. pieces. More specifically, the random strings
and have finite expected size.
The proof of Corollary 5.1 using the CFTP algorithm and Theorem 5.1 is essentially the same as Comets et al. (2002) (Proposition 6.1, Corollary 4.1 and Corollary 4.3). We omit these proofs in the present work and just mention the main ideas. The existence statement follows once we observe that Theorem 5.1 implies that one can construct a bi-infinite sequence X verifying for any n ∈ Z, X n = F (U n , X n−1 −∞ ). By (22), this chain is therefore compatible in the sense of (2). It is stationary by construction. The uniqueness statement follows from the loss of memory the chain inherits because of the existence of almost surely finite regeneration times. The regeneration scheme follows from (24).
Proof of Theorem 5.1
Let us explain what are the main steps of this proof. To study directly the random variable θ[m, n] is complicated, because it depends on the construction of the states of X(U): in order to construct the next state of the chain, we may need to know the distance to the last occurrence of w in the constructed sample. The idea is to introduce, first, a new random variableθ [m, n] , defined by (29), which can be used to define a lower bound for θ [m, n] . The advantage ofθ [m, n] is that its definition depends on the reconstructed sample only through the spontaneous occurrences of w. Section 6.1 is dedicated to the definition of this new random variable. After that, the main problem is transformed into the problem of showing thatθ[m, n] is itself P-a.s. finite. To solve this new problem, we study in Section 6.2 an auxiliary process D 
Then, whenever L 0 > 0, it is larger or equal than m w ([X(U)] The definition ofθ[m, n] is done using the following rescaled quantities. Consider the chainZ defined bȳ
and the rescaled function i := sup{ j : j = (i − 1)|w| + 1, . . . , i|w|} |w| where for any r ∈ R, r denotes the smaller integer which is larger or equal to r. Using these rescaled quantities, we define the corresponding random variables
which is the distance to the last occurrence of 1 inZ
The utility of all these new definitions lays in the fact (which is proven in details in Gallo (2009) , the only difference being the definition of the function¯ i ) that the rescaled random variablē
satisfies the inequality
for any n ≥ 0. All we need to study now is the distribution ofθ [0, n] . This is done in Example. Consider a kernel P satisfying the conditions of Theorem 5.1, with a string w having length |w| = 3. Assume we are given a sample U 6 −38 (which we do not specify) to which correspond two samples Z 
where i (n) := max{l < i : D . . . Figure 6 . Illustration of the inequalities of (29) (samples of Z, L, Z andL) and of the behavior of the chain D (i) , for i = −13, −11, −8 constructed using the samples ofZ andL.
{i + 1, . . . , k} passes time i + 1, meaning thatθ[i + 1, k] = i + 1. More generally, the sequence of chains {D (n) } n∈Z satisfies the equation
In fact, we can show in a similar way as in Section 6 of Gallo (2009), the only difference being the definition of the function¯ i , that
where r denotes the integer part of r. This inequality relates the distribution we are interested in with the probability of return to 0 of the chain D (0) .
0 1 2 . . . We want to show that under the assumption of Theorem 5.1, the state 0 is transient for E (0) . Let us denote by G i,l the event {ζ = i} ∩ {Z
where the event B is F(U 
Under the conditions of Theorem 5.1, k≥M (1 − α (k−1)|w| ) goes to 0 as M increases. This means that the right hand side of (35) is strictly smaller than 1 for some sufficiently large M , and it follows that i≥1 f i < 1. This finishes the proof of Lemma 6.1. (a) → 1 for any a in the set of "admissible histories" (see Section 2 therein). Our extension allows to consider kernels P having discontinuities along all the points a ∈ A −∞ (w), for any w ∈ E , and a priori, no assumption is made on the set of "admissible histories", so that it is generically the set A −N . More specifically, consider a transition probability kernel P such that α Taking w = (−1)(1) or w = (1)(−1), Theorem 5.1 says that we only need a 0 (−1) and a 0 (1) to be strictly positive without any assumption on a ∞ . We also mention that this particular example was already handled by the results of Gallo (2009) .
Conclusion
Let us finish with some questions. The condition k≥0 (1 − α w k ) < +∞ guarantees that the perfect simulation scheme stops at a finite time θ which has finite expected value. Can we find weaker conditions such that θ is finite a.s. but has infinite expectation? Is the minorization assumption on our reference string (w ∈ E ) necessary to obtain a practical coupling from the past algorithm for our class of (non-necessarily continuous) chains of infinite memory?
