This paper examines the response of U.S. manufacturers to changes in competitiveness brought about by movements in the price of natural gas. I estimate the response of various measures of manufacturing activity using panel regression methods across roughly 80 industries that allow each industry's response to vary with its energy intensity. These estimates suggest that the fall in the price of natural gas since 2006 is associated with a 2 to 3 percent increase in activity for the entire manufacturing sector, with much larger effects of 30 percent or more for the most energy intensive industries.
The boom in the production of both oil and natural gas in the United States has generated a tremendous amount of commentary and analysis. Aside from largely descriptive work, such as PwC (2011) and Roberts (2013) , only a handful of studies attempt to quantify the economic impact of the boom. In reviewing the results of these studies it is useful to draw a distinction between direct effects, indirect effects, and downstream or competitiveness effects. Direct effects capture changes in economic activity brought about by the increase in oil and gas extraction, for example the increased employment of oil field workers and petroleum engineers. Indirect effects capture the changes in economic activity for industries providing materials used in oil and gas extraction, for example the increased output of steel mills to produce the casing used on drilling rigs. Finally, downstream effects, the focus of this paper, are the changes in economic activity for industries that enjoy a lower price for energy inputs. Houser and Mohan (2014) , as part of a comprehensive study, provide some calculations to reach a qualitative conclusion regarding the size of the downstream effect. They calculate the change in production cost across U.S. manufacturing industries as a result of a drop in oil and natural gas prices.
Based on these costs, they argue that relatively few industries, for example petrochemicals, will enjoy a substantial competitive advantage. They also warn that the competitive advantage could be fleeting if other countries can exploit their shale resources, if the United States begins to export substantial quantities of energy, or if the dollar appreciates in real terms as a result of the boom.
The analysis in IMF (2013) makes use of a six-region general equilibrium model to provide a quantitative assessment of the total economic impact of the oil and gas energy boom, characterizing the impact as "positive, but modest". In the analysis, U.S. GDP increases less than 0.5 percent over the coming decade. Morse et al (2012) provides an early estimate of the size of the downstream effect. They also use a computable general equilibrium model to calculate the impact of the energy boom in both oil and gas production. With regard to the downstream effect, labeled in their study as "gas-related multiplier effects" they find that by 2020 employment in manufacturing should increase by 1.1 million, a 9 percent increase relative to baseline. Their calculated downstream effect boosts real GDP by 0.2 percent above baseline by 2020, which seems modest by comparison as it implies a 1.6 percent increase in manufacturing output given that the manufacturing sector accounted for 12.5 percent of GDP in 2012. Celasun et al (2014) only consider natural gas, using cross-country panel regressions to estimate the response of industrial production for the manufacturing sector as a whole in each country to changes in relative (domestic vs. world average) natural gas prices. They find that a doubling of the natural gas price differential in favor of the home country would increase manufacturing industrial production by 1.5 percent.
Finally, Sendich (2014) uses Granger causality tests to assess the relationship between natural gas prices and production for 12 energy-intensive manufacturing industries in the United States. She finds that for 8 of the 12 industries there does appear to be a significant relationship between natural gas prices and production, suggesting the possible importance of the downstream effect.
In short, the relatively few quantitative studies generally find positive but relatively small downstream effects, with the exception of the employment effects in Morse et al (2012) .
Data
An empirical study that takes advantage of variation across industries in energy intensity obviously requires a variable that measures energy intensity. There are at least four measures of energy use that allow for the calculation of energy intensity by manufacturing industry. Foremost among these is the quadrennial Manufacturing Energy Consumption Survey (MECS) conducted by the Energy Information Administration within the Department of Energy. The latest MECS was conducted in 2010, with preliminary results released in March 2012 and complete results released by year-end 2013. Based on a survey of roughly 15,500 establishments, the MECS provides energy consumption by fuel for a collection of manufacturing industries representing a subset of the 3 to 6 digit North American Industry Classification System (NAICS). The MECS measures energy consumed as a fuel (e.g. heating and lighting) as well as energy consumed as a feedstock (e.g. naphtha used in the production of ethylene).
Based on only fuel consumption, MECS provides several measures of energy intensity, notably total fuel consumption in thousands of British thermal units (Btu) per dollar of value added and total fuel consumption in thousands of British thermal units (Btu) per dollar of shipments. Note that both of these intensity measures exclude energy used as feedstock.
Given that a firm will benefit from a drop in energy prices whether it uses the energy as a fuel or as a feedstock, we calculate analogous measures of energy intensity for both total energy consumption and natural gas consumption in two steps. First, measures of value added and shipments for each industry covered by the MECS are constructed by dividing the MECS variable measuring Btu of total fuel consumption by the MECS variables measuring Btu of total fuel consumption per dollar of value added and Btu of total fuel consumption per dollar of shipments.
1 Second, the MECS variables measuring Btu of total, both fuel and feedstock, energy consumption and total natural gas consumption are divided by the derived measure of industry value added or shipments to create variables that measure thousands of Btu of total energy and natural gas usage per dollar of value added and per dollar of shipments. All four of the resulting energy intensity variables are shown in Tables 1a (per dollar of Using the Input/Output data would require a substantial effort to carefully track energy expenditures into manufacturing that is unlikely to offer a superior measure compared to the data on quantities of energy consumption provided by the MECS.
Price declines have been most pronounced for natural gas, indicative of the segmented global market for that fuel. Industries that are intensive users of natural gas should benefit from the drop in prices, but so might energy-intensive industries that can switch to natural gas from other energy sources.
In the empirical work to follow, we will focus on the measures of thousands of BTUs of total energy consumption and natural gas consumption per dollar of value-added and per dollar of shipments derived from the 2006 MECS survey and shown in Tables 1a and 1b. 2006 is close to the beginning of the resurgence in U.S. natural gas production, so this measure should provide the best indication of which industries stand to benefit the most from the positive supply shock. Table 2 confirms that the four MECS energy intensity measures are fairly highly correlated with intensity measures calculated from the ASM and KLEM data.
The MECS intensity data are matched by NAICS code with the following industry-level activity variables: capital expenditure, production, prices, employment, and trade flows. Every industry in the MECS data does not have an exact match for each activity variable because each agency involved in producing these activity variables covers a different set of manufacturing industries and implements the NAICS in slightly different ways. Nonetheless, there are quite a few matches. Table 3 describes the source of the data for each of the activity variables along with information on the period and the number of industries that can be matched to those in the MECS data. To avoid seasonality issues, and to simplify the subsequent econometric specification of lags, data in a native monthly frequency are converted to annual frequency. Table 3 However, the absence of control variables in the scatter plots may be obscuring the impact of the drop in natural gas prices. Therefore, a regression strategy is used to determine if the energy boom is playing out as expected with respect to intensity of energy use. Equation (1) provides a starting point for the analysis, using industrial production (IP) as an example.
where represents a vector of control variables as of year multiplied by coefficient vector , represents the price of natural gas in the United States relative to the price of natural gas in Europe in year , , represents energy intensity, as of 2006, for industry , and , is an error term. The relative price of natural gas is calculated as . .
• 100 where . . is the average price of natural gas at the Henry Hub in the United States during year and is the average price of natural at the eastern German border in year . The two natural gas prices are plotted in the bottom panel of Figure 1 . Control variables for each equation are listed in Table 3 , with descriptive statistics for all the variables presented in Table 4 . The presence of the lagged dependent variable allows for industrial production to gradually
2 By the end of 2014, data on capital expenditure should be available through 2013 following the release of the 2012 Economic Census.
3 The nitrogenous fertilizers industry (NAICS code 325311) is noticeable in Figure 2 due to its outsize use of methane from natural gas to produce ammonia which is then used to produce nitric acid.
change in response to a change in the relative price of natural gas, with the long-run effect calculated as
In order to avoid estimation and inference problems with potentially non-stationary variables, consider the subtraction of a once-lagged version of equation (1) from itself to form the equation that is actually estimated.
Although the differencing in theory would eliminate any industry fixed effects, equation (2) is still estimated using fixed-effects in the event that equation (1) is mis-specified. Given estimates of the parameters from equation (2), the long-run multiplier is calculated as shown above. The log-log specification means that this long-run effect is interpreted as an elasticity. The estimated long-run elasticities should be negative and significant in the output, employment, export and capital expenditure equations as a drop in relative natural gas prices would lead firms to produce more, hire more, export more and invest more. Conversely, the long-run elasticity should be positive and significant in the price and import equations as a drop in natural gas prices would lead U.S. firms to lower prices and discourage imports from foreign manufactures.
Example estimation results for equation (2) using industrial production as the activity variable and thousands of Btu of natural gas consumption per dollar of value added as the energy intensity variable are presented in Table 5 . From the results in the table, the long-run elasticity is calculated as
The long-run elasticity ranges in value from -0.000137 for the least energy-intensive industry (Tobacco NAIC 3122, 0.075) to -0.548641 for the most energy-intensive industry (Nitrogenous Fertilizers NAIC 325311, 300.096) in the sample. The results in Table 5 are fairly typical of the estimates for all the activity measures across the four MECS-based energy intensity measures. 4 In most cases, the signs on and , the relative natural gas price energy intensity interaction coefficients, are as expected and are statistically significant at standard levels. Estimated coefficients on the lagged dependent variable, , tend to be negative, significant, and relatively small. The between and within values for are usually around 0.25, with the overall near 0.20.
With estimates like those in Table 5 it is possible to use the long-run elasticity to calculate the impact of a given change in the relative price of natural gas. From 2006 to 2013, the relative price of natural gas has fallen by about two-thirds, from a value of roughly 125 to a value of 40. Given such a large change, the exact percentage change in the activity variable, for example , is calculated as
As the subscripts in equation (4) make clear, these estimated responses will vary by industry. Table 6a presents the estimated responses across the six measures of activity (capital expenditure, industrial production, employment, producer prices, import, and exports) and the four measures of energy intensity (natural gas consumption per dollar of value added and per dollar of shipments and total energy consumption per dollar of value added and per dollar of shipments). Table 6a is constructed by estimating equation (2) 24 times, once for each activity/intensity pair, giving 24 estimates of the long-run multiplier . The response to the drop in the relative price of natural gas is then calculated for each of the 24 pairs using equation (4) for the least energy-intensive industry and the most energy-intensive industry. Note that in all of the 24 cases, the same drop in the relative natural gas price is used in equation (4) -a drop from an index value of 125 to an index value of 40. Table 6a also presents the probability value for a Wald test that the long-run elasticity is equal to zero. Finally, a weighted-average response across all the industries is calculated, with the weight based on each industry's share of total value added or total shipments depending on the measure of energy intensity.
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Several results stand out from Table 6a . First, and as expected, capital expenditure, industrial production, and employment have increased with the drop in the relative price of natural gas, and these 5 Total is defined as the sum of value added or the sum of shipments across all the industries in the regression sample.
increases are statistically significant. In terms of economic significance, the responses are quite large for the most energy-intensive industry. For example, the drop in the relative price of natural gas is associated with at least a five-fold increase in capital expenditure, at least a 50 percent increase in production, and a 30 percent increase in employment for the most energy-intensive industry. However, across the manufacturing sector as a whole, represented by the weighted average responses, the effects are quite modest, with capital expenditure increasing no more than 10 percent, production increasing less than 3 percent, and employment increasing less than 2 percent.
Second, results for imports, exports and prices are less clear-cut. As expected, imports fall in response to the drop in the relative price of natural gas, but the declines are usually not significant at standard levels. As with capital expenditures, production, and employment, the declines for the most energy-intensive industry are quite large, on the order of 30 percent but very modest for the manufacturing sector as a whole at less than 1 percent. For producer price and exports, the estimated responses are never statistically significant at standard levels, although they are of the expected sign.
Effects across all industries are quite small. With regard to exports, it may be that firms are increasing the quantity of exports and also reducing the price charged for these exports, leaving the value of exports little changed.
All in all, the results in Table 6a build a convincing case that the most energy intensive industries respond to changes in the relative price of natural gas as would be expected. Similarly, across the entire manufacturing sector, responses to changes in the relative price of natural gas are much more modest,
given that the sector as a whole has a much lower energy intensity. Reassuringly, these results appear to be quite robust to different ways of measuring energy intensity as there is not much variation in the calculated responses across the four measures of energy intensity.
However, given the outsized energy intensity for nitrogenous fertilizers, it is worth checking whether the results in Table 6a are mainly driven by this one industry. As can be seen in Table 6b , which repeats the estimates found in Table 6a for a sample that does not include nitrogenous fertilizers, it does not appear that the results are completely driven by one potential outlier. The responses for capital expenditure, industrial production and employment remain statistically significant and economically significant for the most energy-intensive industry. The response of capital expenditure for the most intensive industry is reduced quite a bit relative to Table 6a but still remains very large. Estimated responses for producer prices and imports remain statistically insignificant and in half of the cases are of the unexpected sign. However, the estimated response for exports excluding nitrogenous fertilizers is now statistically significant in one case, and much closer to conventional levels of significance in the other cases. All the estimated responses for exports continue to have the expected sign.
Conclusion
In summary, at this point in time these estimates suggest that the energy boom will have a relatively small impact for the manufacturing sector as a whole. The relative price of natural gas has fallen by two-thirds on balance over the past nine years. For the sector as a whole, this price drop is estimated to induce a roughly 10 percent increase in capital expenditure and perhaps a two to three percent change in production and employment -not trivial but by no means overwhelming. Results are quite a bit stronger for the most intensive users of energy. For these industries, the drop in the relative price of natural gas is associated with at least a tripling of capital expenditure, an almost 40 percent increase in production and a 30 percent increase in employment.
Moreover, these estimates seem broadly consistent with earlier work. Celasun et al (2014) finds that a halving of relative natural gas prices leads to a 1.5 percent increase in industrial production, while the results of Morse et al (2012) are consistent with a 1.6 percent increase in manufacturing output. The only anomaly appears to be the outsized employment gains reported by Morse et al. Their 9 percent increase in manufacturing employment is quite a bit larger than the roughly 2 percent increases found in this study (Tables 6a and 6b ).
The findings in this paper point to two possible conclusions. On the one hand, it could be that the energy boom will only ever be noticeable for the most intensive users of natural gas in the manufacturing sector. These intensive users make up a fairly small piece of the sector so that the overall impact on the entire sector will be relatively modest. For example, the four most intensive users of natural gas based on thousands of Btu per dollar of value added (Table 1a) are: Nitrogenous Fertilizers, Alkalies and Chlorine, Carbon Black, and Flat Glass. In 2011, these four industries accounted for 0.5 percent of value added in manufacturing.
Alternatively, the timing of manufacturers' adjustment to more abundant natural gas will also surely vary by the intensity of natural gas usage. Early impacts should be seen in the most intensive industries, with others to follow. Moreover, these early impacts are likely to first register in capital expenditures for which data are only available through 2011. Perhaps the impact of the energy boom has yet to appear in the lagging data or yet to fully play out, calling for continued monitoring and analysis of developments in the manufacturing sector. 
