ABSTRACT Text reuse occurs when one borrows the text (either verbatim or paraphrased) from an earlier written text. A large and increasing amount of digital text is easily and readily available, making it simpler to reuse but difficult to detect. As a result, automatic detection of text reuse has attracted the attention of the research community due to the wide variety of applications associated with it. To develop and evaluate automatic methods for text reuse detection, standard evaluation resources are required. In this paper, we propose one such resource for a significantly under-resourced language-Urdu, which is widely used in day to day communication and has a large digital footprint particularly in the Indian subcontinent. Our proposed Urdu short text reuse corpus contains 2684 short Urdu text pairs, manually labeled as verbatim (496), paraphrased (1329), and independently written (859). In addition, we describe an evaluation of the corpus using various state-of-the-art text reuse detection methods with binary and multi-classification settings and a set of four classifiers. Output results show that character n-gram overlap using J48 classifier outperform other methods for the Urdu short text reuse detection task.
I. INTRODUCTION
Text reuse is a process in which pre-existing text(s) are reused (verbatim or rewritten) to generate new text(s) [1] , [2] . In recent years, an extremely large amount of digital text has been readily made available through on-line text repositories, for example, the Web. This makes it very simple and easy to reuse existing text. Consequently, the computational study of text reuse detection has attracted the attention of the research community and has many potential applications e.g., in journalism [3] , near-duplicate document detection [4] , content reuse in blog posts [5] , and plagiarism detection [6] .
Text reuse can be classified as local text reuse or global text reuse [7] , [8] . When words, sentences or passages are reused from the source(s) to form new text(s), we term it local text reuse. Global text reuse is a phenomenon related to the Web where duplicate or near-duplicate documents are found, stored in different locations. Local text reuse has been the focus of research in the context of plagiarism detection whereas global text reuse relates to the detection of document duplication and versioning control.
To develop, compare, analyse, and evaluate text reuse detection methods, benchmark corpora are needed. In previous studies, these corpora have been developed at document [9] , passage [10] as well as at sentence [11] level. However, the vast majority of these corpora are for the English language. The problem of text reuse detection has not been thoroughly explored for South Asian languages, particularly Urdu, which is severely lacking in terms of curated corpus resources [12] . Urdu is written right to left in a modified Perso-Arabic script and has over 490 million speakers around the world (mostly in Pakistan, India, and Bangladesh). 1 Moreover, a large amount of digital Urdu text is now available on on-line blogs, news websites etc.
In an effort to contribute to a resource-poor language, we present a gold standard benchmark corpus to measure short text reuse in the Urdu language. Our proposed corpus (hereafter called USTRC i.e., Urdu Short Text Reuse Corpus) contains 2,684 source-reused short text pairs. Each pair falls into one of the three categories, (1) verbatim (496 pairs), (2) paraphrased (1,329 pairs), and (3) independently written (859 pairs). The corpus is saved in XML format and is freely and publicly available to download for research purposes under a Creative Commons CC-BY-NC-SA licence. 2 As a second contribution, we demonstrate how our proposed corpus can be used for the development and evaluation of an Urdu short text reuse detection task, by applying various state-of-the-art text reuse detection methods grouped into four categories, (1) Lexical Methods (Word n-gram Overlap and Vector Space Model), (2) String and Sequence Alignment Methods (Longest Common Subsequence, Greedy String Tiling, Global Alignment, and Local Alignment), (3) Structural Methods (Character n-gram Overlap), and (4) Stylistic Methods (Token Ratio and Type Token Ratio). To the best of our knowledge, the proposed corpus is the first of its kind that will serve as a benchmark for the future development and evaluation of Urdu short text reuse systems as well as to promote research in a resource-poor language.
The rest of the article is organised as follows: Section II describes existing corpora developed for the text reuse detection task. Section III describes details of the corpus generation process, corpus statistics, annotations and examples from the proposed corpus. Section IV describes the various text reuse detection methods. Section V details the experimental set up. In Section VI, we discuss the evaluation results and Section VII concludes the paper.
II. RELATED WORK
Developing gold standard datasets for the development and evaluation of text reuse detection systems is not a trivial task. In previous literature, efforts have been made to develop benchmark corpora for measuring text reuse.
The most noteworthy effort for developing a dataset to measure text reuse at document level for English language is the METER (MEasuring TExt Reuse) corpus [9] . Source texts it contains are from the Press Association articles while the derived texts are taken from news stories published in British tabloids and broadsheets. There are a total of 771 source while 945 derived documents in the corpus. The document pairs were manually tagged by a human annotator in one of the three categories: Wholly Derived (301), Partially Derived (438), and Non-Derived (206). The corpus has been well-used as a benchmark to evaluate text reuse detection in the domain of journalism.
The Microsoft Research Paraphrase Corpus (MPRC) [11] was built with an intention to develop and evaluate automatic paraphrase detection systems for the English language. The corpus was constructed by automatically extracting short sentences from on-line news sources. The authors used an SVM-based classifier and some heuristics to collect a large dump of related sentence pairs. In the second phase, these pairs were manually annotated by three raters to be categorised as either paraphrased or non-paraphrased. There are total of 5,801 sentence pairs in the final corpus, out of which 67% are positive examples and only 33% are tagged as negative.
The Paraphrase for plagiarism (P4P) Corpus [13] was developed using passage level simulated (manually paraphrased) cases of plagiarism extracted from PAN-PC-10 corpus [14] . Although, the corpus was mainly developed to detect paraphrased cases of plagiarism for English language, it can also be used for the development and evaluation of text reuse detection systems because plagiarism is a type of text reuse. The corpus contains 847 paraphrase pairs, which were manually annotated to identify diverse types of paraphrasing mechanisms used by the people when they rewrite a text.
A sub-corpus of paraphrased sentences [15] was constructed to investigate sentence level paraphrase detection by extracting all lightly and heavily revised example sentences from the Short Answers Corpus [10] . 3 This sub-corpus comprises of 101 files divided in 5 tasks having sentences (A = 14, B = 24, C = 16, D = 19, and E = 28). Each file refers to an original sentence followed by lightly and heavily revised sentences of each task. The corpus has been used to detect sentential paraphrase similarity.
COUNTER, the COrpus of Urdu News TExt Reuse [16] is the first benchmark dataset developed with an intention to foster text reuse detection research in the Urdu language. It is a document level corpus that contains real cases of Urdu news text reuse. It has 600 document pairs manually tagged as Partially Derived (288), Wholly Derived (135), and Non-Derived (177) depending on the amount of reused text present in the derived documents. The authors also conducted a comprehensive linguistic analysis of the corpus that showed 'synonym substitution' is the most favourite type of edit operation used by the journalist for news reformulation.
The Urdu Paraphrase Plagiarism Corpus (UPPC) [17] is yet another document level dataset that includes simulated examples of paraphrase plagiarism for Urdu language. There are a total of 160 (20 source, 75 plagiarised, and 65 non-plagiarised) documents in the corpus. For plagiarised documents, Wikipedia texts on 20 famous people were manually paraphrased by university students. The non-plagiarised documents were written using essays and books on the same personalities as the source texts. The corpus was proposed to evaluate paraphrase plagiarism detection systems for the Urdu language at document level.
From the above discussion, we have seen that the benchmark corpora have been developed for measuring text reuse (and plagiarism) at document, passage, and sentence level. However, apart from COUNTER and UPPC, the majority of the corpora discussed include English language data only. Both COUNTER and UPPC are standard evaluation resources developed for the Urdu language but we hypothesize that a sentence or passage level dataset would be a vital resource to analyse patterns and the underlying linguistic mechanisms of text reuse. The Urdu short text reuse corpus proposed as the outcome of this study, to the best of our knowledge, is a unique and novel resource.
III. CORPUS CREATION
This section describes the source data collection process used to create the gold standard dataset, text pairs extraction and their annotations, and examples from the proposed corpus.
A. DATA COLLECTION Our proposed USTRC corpus contains data from the news industry which is a rich source of Urdu digital text. It is an everyday practice followed by the journalists to compose a news story using text(s) released by the news agencies [18] . However, while producing a newspaper story, the news agency text may either be used as verbatim (exact copy) or rewritten (paraphrased). A journalist could use different edit operations while rewriting news agency's text, e.g., change of tense, lexical or syntactical substitutions, active to passive voice, compression or expansion of text etc. Moreover, it is also likely that a newspaper publishes a news story written entirely by a journalist without using the news agency's text.
To begin with, we complied a total of 600 related news agency (source text) -newspaper (reused text) document pairs that were on a one-to-one topical relationship with each other (the headline of both documents was on the same topic). The news agency texts were collected from the Associated Press of Pakistan (APP) 4 whereas the news story texts were scraped from the top four most popular and widely read on-line newspaper websites. 5 Both the news agency texts and the news paper stories were in the Urdu language and originate from sports, politics, business, showbiz, technology, local, and foreign news sections.
From the dump of 600 related news agency -newspaper documents, two of the authors manually extracted 2,888 short text pairs. During the extraction process, the news agency documents were treated as ''source'' while the newspaper documents as ''reused''. First, rewritten sentences or small passages in the newspaper documents were marked with their corresponding sentences or small passages in the news agency documents using XML tags. In the second step, a script extracted those portions and discarded rest of the text.
B. ANNOTATION GUIDELINES
Once the short text pairs were extracted, our next step was to manually annotate the extracted pairs. Given a text pair, it was classified into one of the three categories depending upon the relationship between the texts, i.e., verbatim, paraphrased, or independently written. The guidelines followed by the annotators for the classification task were as follows:
Verbatim: If the contents in a text pair are same or almost the same, it is treated as verbatim. Moreover, minor change in sentence structure or addition of small amount of new information is ignored (e.g., see Figure 1 ). Paraphrased: If the contents of a text pair are describing the same news incident, but are paraphrased using different text rewrite operations, it is tagged as paraphrased. The texts must be semantically the same but rephrased using, but not limited to, addition/deletion of words (or phrases), synonym substitutions, lexical changes, active to passive switching etc. (e.g., see Figure 2 ). Independently Written: To tag a text pair as independently written, they must share the news related to the same event but the words should not be reused from the news agency's text. This means that the reused text could have new text present based upon a journalist's own findings (e.g., see Figure 3 ).
C. ANNOTATIONS AND INTER ANNOTATOR AGREEMENT
Two annotators (A1 and A2) annotated the set of 2,888 Urdu short text pairs. Both annotators were Natural Language Processing (NLP) graduates, native speakers of Urdu language, and were familiar with the field of text reuse. They began tagging with a subset of 100 pairs using a preliminary set of guidelines. The initial annotation results and conflicts were discussed by the annotators to further refine the annotation guidelines. Once finalised, the remaining pairs were annotated based on the revised and final annotation guidelines (see Section III-B). Out of 2,888 pairs, 2,684 were agreed by both annotators with conflicts in 204. 6 Thus, the final Inter Annotator Agreement (IAA) on the entire corpus is 92.93%. As can be noted that this is a good IAA score and demonstrates that annotation guidelines were very well defined which helped annotators to clearly differentiate between different levels of text reuse in the proposed corpus. Out of the 2,684 short text pairs in the corpus, 1,329 (49.52%) belong to the paraphrased category, whereas 859 (32%) are independently written, and 496 (18.49%) are verbatim.
D. EXAMPLES OF REUSE CASES FROM USTRC
In this section, we present two examples from each of the verbatim, paraphrased and independently written short text pairs from the USTRC. Figure 1 shows two verbatim text pairs from the corpus. From both pairs, it can be identified easily that the reused text is exactly the same copy of the source text. 7 In the first pair, it can be seen that the information order is similar in both cases with a mild change of words by the addition of derivational morphemes. The second pair has the reused text exactly the same as the source text with the addition of just one new word i.e., name of the chief minister (Chandra Shakir Rao). Figure 2 shows two paraphrased text pairs from the USTRC. The first pair shows the change of figures (65 replaced with 68 and 100 with 150) and the use of synonyms (TV report substituted with official announcement). Moreover, some additional information is also present (name of province and city) in the reused text. Similarly, in the second pair, the reused text shares the same information as the source text but in different words. The source text consists of three sentences whereas in reused text, the same news is expanded to four sentences. It can also be noticed that some of the words are reordered while others are replaced with appropriate synonyms (doctor with physiotherapist and hand with palm) to generate the reused text. These transformations highlight the fact that complex rewriting has been used by journalists when composing a news story. Figure 3 shows the examples of the independently written text pairs. In both examples it is clearly visible that the reused texts, although representing the same content, are independently composed of the source texts. We also see not much of a word overlap between them. The second pair reports 6 Note that conflicting pairs were discarded from the final gold standard corpus. 7 In all the examples presented, word (phrase) overlap in both source and reused texts is underlined and emphasised to highlight it. contents of an interview but source and reuse texts does not share any similarity. This indicates that the reused text was written based on the journalist's own observations and not using the source text as a reference.
IV. TEXT REUSE DETECTION METHODS
To show how the USTRC corpus can be used for the development, comparison, analysis, and evaluation of short text reuse detection systems for the Urdu language, we applied a number of text reuse detection methods to it [19] , [20] . We divided the methods into four categories: (1) Lexical Methods (Word n-gram Overlap and Vector Space Model), (2) String and Sequence Alignment Methods (Longest Common Subsequence, Greedy String Tiling, Global Alignment and Local Alignment), (3) Structural Methods (Character n-gram Overlap) and (4) Stylistic Methods (Token Ratio and Type Token Ratio). Note that all these methods aim to identify similarity between text pairs. The resultant higher similarity score indicates that the two texts are similar while a low similarity score shows that they are different [21] . 
A. LEXICAL METHODS

1) WORD N-GRAM OVERLAP
Word n-gram Overlap is a popular but simple method used to compute similarity between two texts. This method calculates similarity between a text pair by first breaking the texts into fixed length n-grams. In the next step, common n-grams are counted and the value is divided by the length of one or both texts. This method has proved to be good for detecting plagiarism [10] , [22] , text reuse [23] and near duplicate detection [24] . For this study, we used the containment measure [25] to compute similarity between the text pairs (see Equation 1 ).
In the above equation, S(S, n) and S(R, n) represent n-grams of length n in the source and reused text, respectively. The similarity score ranges from 0 to 1, where 1 means that source text was completely used in creating the reused text and 0 means that no word from source text was reused.
2) VECTOR SPACE MODEL
The Vector Space Model (VSM) [26] is another method used for calculating the degree of similarity between a given text pair. Using this method, the source and reused text pairs are represented in a high dimensional vector space. The size of the vector space is equal to the vocabulary size of the corpus (i.e. the number of unique words in the text collection). To generate source and reused text vectors, we used the wellknown tf.idf term weighting scheme [27] .
Term
) rewards words that appear in fewer documents but are more important.
In Equation 2, F i,d is the frequency of term t i in document d and it is normalised by the sum of frequencies of all the terms in that document. In Equation 3, |D| is the total number of documents in the text collection whereas D i is the actual number of documents that contains the term t i . Combing Equation 2 and Equation 3, gives us the famous tf.idf formula (See Equation 4).
Once the source and reused text vectors are constructed using tf.idf, the similarity between them is calculated using the cosine similarity (See Equation 5):
where | − → S | and | − → R | represent the lengths of the source and reused text vectors, respectively.
B. STRING AND SEQUENCE ALIGNMENT METHODS
1) LONGEST COMMON SUBSEQUENCE
For a given pair of text, the Longest Common Subsequence (LCS) method calculates similarity by first representing both source and reused texts as sequences of tokens (characters or words) and then counting the total number of deletions and insertions (edit operations) carried out to transform the source text into the reused one. For instance, if source text = ''fedcba'' and reused text = ''fedgba'', then ''fedba'' is the LCS between the two. It is important to state here that 7416 VOLUME 6, 2018 LCS method is order-preserving, therefore, alterations performed on texts using different edit operations can be judged by the length of LCS. To generate a normalised (i.e., between 0 and 1) LCS score (we call it LCS norm ), the length of LCS is divided by the length of the shorter text (see Equation 6 ).
LCS norm (S, R) = |LCS(S, R)| min(|S|, |R|)
In Equation 6 , |S| and |R| represent the length of source and reused texts, respectively.
2) GREEDY STRING TILING
Another well-known string matching algorithm, Greedy String Tiling (GST) [28] , has been used in this study to compute the similarity between text pairs by identifying the subsequences of maximal length that are common between them. Maximal length means to find those matches whose length is greater than or equal to minimum match length (mml). These maximal length matches are identified in two steps: (1) scan pattern and (2) mark arrays. In the first step, a scan is performed to find the longest possible matches between a text pair. In the second step, these maximal matches are saved and marked, so they cannot be used again in the next pass. Finally, the normalised similarity score is computed using the Equation 7:
where, |GST | is the length of GST and |S| and |R| represent the length of source and reused texts, respectively.
3) GLOBAL ALIGNMENT
Global Alignment (GA) is a sequence alignment method that calculates similarity between two texts by first representing them as sequence of words and then identifying similar portions of text between them. It was proposed by Needleman and Wunsch [29] and works mostly for those sequences that have almost equal lengths. For GA, the scoring matrix is constructed using Equation 8:
where w(a i , b j ) value is calculated using match score = 1, mismatch score = −1 and gap value is calculated using gap penalty = 0. For this study, we computed the normalised GA score, i.e., GA norm using Equation 9 .
where |S| and |R| represent the length of source and reused texts, respectively.
4) LOCAL ALIGNMENT
Local Alignment (LA), is a variation of GA which is based on Smith-Waterman algorithm [30] . The algorithm marks similar text portions between two sequences of varying lengths. It uses the same approach as GA (See Section IV-B.3) by first constructing a scoring matrix (See Equation 10) and then calculating the final score. However, it assigns no penalty to the unaligned portions of sequences.
where w(a i , b j ) value is calculated using match score = 1, mismatch score = −1 and gap value is calculated using gap penalty = 0. The normalised LA score, i.e., LA norm is calculated using the following Equation 11 .
C. STRUCTURAL SIMILARITY METHOD 1) CHARACTER n-GRAM OVERLAP
Similar to the Word n-gram Overlap method (see SectionIV-A.1), we used Character n-gram Overlap to measure the degree of overlap between a text pair [19] . The source and reused texts were first pre-processed to remove all characters that are not part of the Urdu alphabet set. In the second step, character n-grams were generated for n = 2−13 and the containment measure (see Equation 1 ) was used to calculate the similarity score between the text pairs.
D. STYLISTIC METHODS 1) TOKEN RATIO
Token Ratio (TR) is a stylistic measure that calculates the ratio of words (tokens) between the two texts (See Equation 12). We used this measure to estimate if the text pairs in our corpus have some similarity in terms of writing style.
TR(S, R)
2) TYPE TOKEN RATIO Type Token Ratio (TTR) [31] , as the name suggests, is another ratio between the types (unique words) and total number of words (tokens) in a corpus. It is used to compare the richness of vocabulary among the texts. In our implementation, we calculated the TTR for both source and reused texts and then took the ratio of both values (See Equation 13).
X (S, R) = min(TTR(S), TTR(R)) max(TTR(S), TTR(R))
VOLUME 6, 2018 Table 1 shows the mean similarity scores generated for each of the verbatim, paraphrased, and independently written text pairs using various text reuse detection methods discussed in the previous section (See Section IV). 8 ''w-1gram'' refers to the mean similarity scores obtained for Word n-gram Overlap (containment coefficient) with n = 1. Similarly, ''w-2gram'' and ''w-3gram'' refer to the mean similarity scores obtained with n = 2 and n = 3, respectively. ''vsm'' refers to the mean similarity scores obtained by applying Vector Space Model. ''lcs'' refers to the mean similarity scores of Longest Common Subsequence method. ''gst-mml1'', ''gstmml2'', and ''gst-mml3'' refers to the mean similarity scores of Greedy String Tiling method with minimum match length (mml) of 1, 2, and 3 respectively. ''ga'' and ''la'' in the table shows the mean similarity scores of Global and Local Alignment methods, respectively. '
E. MEAN SIMILARITY SCORES
and ''ch-13gram'' shows the scores obtained for Character n-gram Overlap method (containment coefficient) for n = 2 − 13. Finally, ''tr'' and ''ttr'' refers to the mean similarity scores obtained by applying Token Ratio and Type Token Ratio methods, respectively. Overall, there is a clear distinction among the mean similarity scores obtained for all the methods (except for ''ttr''). This highlights the fact that annotators (based on annotation guidelines (See Section III-B) clearly differentiated between three levels of short text reuse present in the proposed corpus.
As expected, high similarity scores are obtained for verbatim pairs due to the large amount of word overlap found in these pair of texts. A drop can be seen in scores as we move from verbatim to paraphrased pairs, which indicates texts are paraphrased copy of each other where words have been rephrased using different text rewriting operations. The scores are lowest for the independently written pairs. This shows that news agency's text has not been used in creating the newspaper text.
V. EXPERIMENTAL SET UP
This section describes the dataset, evaluation methodology and evaluation measures used for the Urdu short text reuse detection experiments.
A. DATASET
For the experiments performed in this study, the entire USTRC (i.e., 496 verbatim, 1,329 paraphrased, and 859 independently written pairs) is used.
B. EVALUATION METHODOLOGY
The main aim of the experiments performed in this study is to see whether it is possible to automatically differentiate between the amount of reused text (i.e., verbatim, paraphrased, or independently written) and understand which methods perform best on Urdu text. To better evaluate the results, we used two variations of the supervised classification task, multi-classification and binary classification. For the binary classification task, we combined the verbatim and paraphrased pairs to make one class while the independently written pairs formed the second class.
Similarity scores generated using various text reuse detection methods (see Section IV) are used as input to classifiers. We explored four different classifiers, (1) Naïve Bayes, (2) Random Forest, (3) J48, and (4) Support Vector Machine based SMO algorithm. The WEKA [32] implementation of all the classifiers with their default parameter settings are used to evaluate the performance using 10-fold cross validation.
C. EVALUATION MEASURES
In a classification task, to measure the evaluation accuracy, F 1 score is used. F 1 score, which is the harmonic mean of Precision (P) and Recall (R), brings the balance between the two (See Equation 14 15 16 
VI. RESULTS AND ANALYSIS
In Table 2 , we present the weighted average F 1 scores obtained for both binary and multi-classification tasks using various text reuse detection methods applied on our proposed corpus. Note that only best results are reported for each method applied. 9 ''Classifier'' in the table refers to the Machine Learning (ML) algorithm which produced the highest F 1 score among all the four classifiers used in this study. ''NB'' is used as short for Naïve Bayes whereas ''RF'' as Random Forest (for the rest of the Table 2 terms explanation, See Section IV-E). Overall, as expected, results for the binary classification task (F 1 = .775 using J48) are higher than the multiclassification task (F 1 = .704 using J48). 10 It can be noticed that the same pattern is observed for all methods presented in this study. This highlights the fact that it is more difficult to discriminate between three levels of Urdu short text reuse compared to two. For the binary classification task, among all the methods, the highest result is obtained using ch-5gram and ch-6gram (F 1 = .775 using J48) whereas for the multiclassification task, the highest score is reported by ch-3gram (F 1 = .704 using J48). This shows that Character n-gram Overlap method using J48 classifier with n-grams of length 3, 5, and 6 produced the most discriminating features for detecting text reuse in our corpus.
For Lexical Methods, best results are reported by w-1gram (F 1 = 0.769 for binary classification and F 1 = 682 for multi-classification, both using SMO). It can be observed that the performance of the Word n-gram Overlap method has 9 The detailed results can be downloaded from http://ucrel.lancs.ac.uk/textreuse/ustrc.php 10 The overall highest results are underlined while category-wise best result are shown in bold.
decreased consistently with the increasing value of n. This is likely to happen because it is harder to find matching n-grams for larger lengths of n when the original text is rephrased. Consequently, the similarity score between source-reused text pairs decreases and it becomes difficult for the classifier(s) to differentiate between different levels of reuse for both binary and multi-classification tasks. VSM (vsm) does not perform well (F 1 = 0.754 for binary classification and F 1 = 0.662 for multi-classification, both using SMO) in this category because it is better suited to identify topical similarity between texts (normally large documents) instead of overlap between them.
For String and Sequence Alignment Methods, lcs produces best results (F 1 = 0.749 for binary classification and F 1 = 0.648 for multi-classification, both using J48). Moreover, results of lcs are almost the same as gst-mml1 and gstmml2, with a very small difference. This indicates that both string alignment methods were able to capture the word reordering in reused texts. However, lcs performed better due to its order preserving nature. In the case of sequence alignment methods, results of ga (F 1 = 0.738 for binary classification and F 1 = 0.635 for multi-classification, both using RF) are better than la (F 1 = 0.699 for binary classification using RF and F 1 = 0.608 for multi-classification using J48). As the source-reused text pairs in the corpus are mostly of equal lengths, ga has clearly performed better than la.
Among Structural Methods, for the binary classification task, ch-5gram and ch-6gram ranked higher (F 1 = 0.775 using J48) whereas for multi-classification task ch-3gram outperformed others (F 1 = 0.704 using J48). However, there is no pattern in performance variation when considering the length of n as with the Word n-gram Overlap method. The most likely reason for this behaviour is because of the Urdu language word segmentation problem. Urdu word segmentation suffers from ''space emission'' and ''space insertion'' problems and word n-grams were generated by splitting the Urdu text on white spaces. However, both of these issues did not have any effect on the way character n-grams are generated and hence, Character n-gram Overlap reported higher scores than Word n-gram Overlap method for both classification tasks.
In Stylistic Methods, for both binary and multiclassification tasks, tr (F 1 = 0.684 for binary classification using J48 and F 1 = 0.558 for ternary classification using NB) performs better than the ttr. However, it can be noted that results of both methods under this category are lower compared to all other methods for both binary and multiclassification tasks. The rationale being these methods are more suitable for authorship attribution and intrinsic plagiarism detection tasks than for text reuse detection.
Regarding classifiers, in a majority of the cases, J48 performed better than the others. The highest results for both classification tasks (F 1 = 0.775 and F 1 = 0.704) are reported using J48. This demonstrates that it is comparatively more appropriate for the experiments performed on our corpus. To conclude, overall, Character n-gram Overlap and Word n-gram Overlap methods using J48 classifier are most suitable for the Urdu short text reuse detection task on our USTRC corpus. Table 3 (in which 'V' means verbatim, 'P' paraphrased, and 'I' independently written) shows the confusion matrix for ch-3gram method that produced the best result for multiclassification task (see Table 2 ). As expected, it is easier to discriminate between V and I text pairs, whereas it is more difficult to discriminate between V/P and P/I text pairs. A large number of I instances (368 out of 859) are misclassified as P and vice versa, which highlights the reason for the low performance in multi-classification task.
VII. CONCLUSION AND FUTURE WORK
We have presented a large novel benchmark corpus for measuring short text reuse for the Urdu language. The corpus is compiled from journalistic sources and contains 2,684 source-reused short text pairs, which are manually categorised into three types i.e., verbatim (496 pairs), paraphrased (1,329 pairs), and independently written (859 pairs). As our second contribution in this paper, we tested the applicability to the Urdu language of 24 text reuse detection methods grouped under four major types: Lexical Methods (Word n-gram Overlap and Vector Space Model), String and Sequence Alignment Methods (Longest Common Subsequence, Greedy String Tiling, Global Alignment, and Local Alignment), Structural Methods (Character n-gram Overlap) and Stylistic Methods (Type Token Ratio and Token Ratio). For evaluation purposes, we defined two classification tasks (i.e., binary classification and multi-classification) and four classifiers (i.e., Naïve Bayes, Random Forest, J48, and Support Vector Machine based SMO). Experimental results show that Character n-gram Overlap with n = 5, 6 for binary classification and n = 3 for multi-classification using the J48 classifier are the most suitable for text reuse detection on our proposed corpus. The corpus and a spreadsheet containing the full detailed set of results are freely and publicly available to download for research purposes under a Creative Commons CC-BY-NC-SA licence. 11 The proposed corpus is a benchmark resource developed with an intention to foster short text reuse detection research for the Urdu language. We hypothesise that USTRC would encourage and support the future development of new methods for the Urdu short text reuse detection systems. In future we plan to apply other text reuse detection methods on our 11 
