Abstract. A special system of two discrete two-scale difference equations with polynomial solutions is investigated. For-the solutions, addition and subtraction theorems are established showing in particular the behaviour of the solutions for a great argument, as well as further relations and inequalities. Also, corresponding generating functions are constructed which imply explicit representations for the Solutions.
Introduction
In this paper we consider the special system (1.
2)
The coefficients are assumed to be non-vanishing complex numbers, and the solution is obviously a polynomial Z. = Zn(p, q, r) of the coefficients. In a forthcoming paper [3) the solution of system (1.1) shall be used for an explicit representation of solutions of continuous two-scale difference equations at dyadic points. Such equations appear in wavelet theory and subdivision schemes, cf. [4, 7] . The special case S. Zn (q+ 1,q, 1) was already considered in [2] in connection with de Rham's singular function. After replacement Z, 1 = x, the second equation of system (1.1) with q = 1 and r = --for c> 0 appeared also in [1, 5] , however in another context and without its first equation. It is very simple to calculate the first polynomials Z. (cf. In Table 1 it is conspicuous that the non-vanishing coefficients of the polynomials Z, are all equal to 1. However, this is not a general property as the example
Z21 = pr' (pq+pr+qr) + (p 2 q+2pqr+pr 2 +qr2)q
shows. It is possible to use the second equation of system (1.1) also for k = 0 and to introduce zo (1.3) However, only in the case p = 1 or r = 1, i.e.
(p-1)(r-l)0 (1.4) the first equation of system (1.1) is compatible with value (1.3) so that we shall use (1.3) only in these two cases.
Addition theorems
We begin with the construction of addition theorems, i.e. of formulas for Z. where.n is a certain sum of two terms. Proof. In the case e = 0 equation (2.1) is satisfied for j E 10, 1} in view of X 0 = P-r , Yo = 0 and X 1 = Y1 = 1. Hence for e = 0 and 0 j 1 the polynomials Zn have the structure = Xe, Zk + YI3Zk+1.
(2.2)
We assume that (2.2) is satisfied for a fixed £ and 0 (2.8) and the three equations (2.6) -(2.8) can be used to calculate Zn for n 2 +...+2' +2° with integers > ... > y i >-yo > 0. In Section 6 we shall come back to this question in a special case. Equations (2.5), (2.7) -(2.8) can also be used to check equations (2.4).
3. Eliminating Xj and Y out of (2.6) -(2.8) we obtain the relation
The excluded case p = r in Proposition 2.1 can be treated in an analogous way or by means of the limit process r-* p. For convenience, we consider the case p -* r and write afterwards once more p instead of r. The appearing derivatives with respect to p shall be labelled by means of a dash. Forp -* r both X3 = Z (1,,) and Y3 = Z3 (,,i) converge to Z3 (1,,1) and, by means of de 1'Hospital's rule (which is also applicable to holomnorphic functions), we obtain
and therefore (210). with
Obviously, w3 depends on x = 2. alone and it can be represented as (2.11). In particular, (2.11) yields the initial values of w3 for j = 0 and j = 1. Substituting q = px in (2.10) we obtain S Z 2 1 +j =pe and by differentiation with respect to p, choosing p = 1 and considering (2.11), we also have proved (2.12)1 and for £ > 0 in particular w2L = £. Moreover, for £ = 1 and j = 0 resp. j = 1 we easily see: 
By elimination of Y, in (2.16), using Y21 = xY3 + Y) ,, we obtain the further relation
which is also satisfied by 1',, instead of w,, and from (2.10) and (2.12) with p = 1 and q=xweget
18)
Yi = Z,(1, x, 1). All these relations can be checked for the first indices by means of Table 2 . 
The proof can easily be carried out inductively using the initial values Z2 = U0 = Vo = 0 and the recursions As a consequence of (2.6) and (3.1) we find
and this equation is not only valid for 0 < j < 2' but also for j = 2'. Owing to continuity, equation (3.2) remains valid in the limit case p = r. Since both terms on the right-hand side of (3.2) are homogeneous polynomials we can conclude (cf. It is also possible to consider the limit case q -* p in (3.1) where we proceed analogously as before. Proof. By means of de l'Hospital's rule we obtain from (3.1) for p -+
where in view of (2.11)
Analogously, in the case x 54 1 we can derive (3.5) with Y, = Z,(1, 1, 1). Moreover, a simple consequence of (2.10) with p = q = 1 as well as e -1 instead of e and (3.3) with p = r = 1 is 1,1 ). This equation shows a local symmetry of Y. with respect to the points n = 3 2' ( > 2) (c f. the later Table 3 ).
Further relations and inequalities
In the following we also admit vanishing coefficients in system (1.1). In order to establish new relations between different solutions Z we need the definition of a k-sequence. The foregoing definitions can be visualized by means of a so-called Collatz graph (cf. [81). We begin with the directed Collatz graph in Figure 1 for the function g defined by
Inverting the directions and interchanging the neighbouring numbers V + 1 and V + 3 for all e E N0 , we obtain the .inversely directed Collatz graph in Figure 2 for the function f defined by
After these preparations, the numbers of k consecutive vertices in a' directed path of Figure 2 beginning with 1 or 3 , where in the last case the loop at the vertex 3 can be passed several times, yield always.terms.of a k-sequence. The term /4 of the. corresponding extended k-sequence is fixed by the demand that /4 54 Il k and that an interchange of Proof. 1 . In order to show the convergence of series (4.4) first we shall prove that for k > 2 which proves the first assertion.
In order to prove the second assertion it suffices to consider odd indices since Y2 Y, and to consider (4.2) in the specialization
The assertion is valid for n < rn 2 = 3 where Y3 = 2 (cf. Table 3 ). We assume that it is valid for n < ink_I with k > 3. In the case that k is even we choose £ = ( 2k_1 -2) and have
Hence 4n + 1 < V+3 3 implies n £, i.e. ri < t+1 as well as 2n + 1 2 + 1, and 4n+3 <4e+3 implies n <, i.e. n+1 <+1 as wellas 2n+1 < 2+ 1. In the case that k is odd we choose € = (2k_1 -1) and obtain
Hence 4n+1 <4e+1 implies < £as well as2n+1 <2€+1, and 4n+3 < 4€+1 implies + 1 <€ as well as 2n+ 1 <2€+ 1. In both cases equations (4.9) and (4.10) show that the second assertion is also valid for n <ink so that it is proved by induction I It can be shown analogously by induction that Y < Ym k for ink < n < k-2 and k > 3, but we can extend this inequality a second time by means of (3 .6 
Generating functions
It is useful to construct the generating function
of the sequence Z,. In view of (4.8) the series converges for hi < 1. The recursions (1.1) easily imply the functional equation
and therefore by iteration for arbitrary n E No
n-i k-i n-I G(i) = (1-r) E fl(r +pi2' + q121+') + G(t 2 ") fl (r +pt2' + qt2'+'). k=0 j=0 j=0
As usual the products are defined by 1 in the cases k 0 and n = 0. For Itl < 1 we have G(t 2 ") -* G(0) = 1 as n -* oo. Hence for Ill < 1 we get in the case Iri < 1
and in the case r = 1
G(t) -H
However, if we write (5.2) in the form
for arbitrary r and again for Itl < 1. Summarizing these results we have proved:
Proposition 5.1. For itl < 1 the generating function (5.1) has the representation (5.5). In the case Irl < 1 it can also be represented by (5.3) and in the case r = 1 by (5.4).
Concerning the different representations (5.4) and (5.5) in the case r = 1 cf. [6: p. 2331.
Moreover, we consider the generating functions
and H(t) = Wnt". (5.6) where Y = Z(1, q, 1) and Wn = wn(q) so that F(t) = G(t) from (5.1) with p = r = 1 and (5.2) specializes to
F(t) = (1 + I + qt 2 ) F(i 2 ) . (5.7)
According to (2.18) and (4.8) the series for H(t) converges for Itl < 1, too.
Proposition 5.2. The generating function H from (5.6) satisfies the equation H(t) = F(t) -1 + (1 + t + qt 2 ) H(t 2 ) ( 5.8)
and it can be represented by the series
which converges for Jil < 1.
Proof. Equation (5.8) follows from (2.16) and (5.6) by straitforward calculations, and (5.9) follows from (5.7) and (5.8) in view of H(0) = 0 and F(0) = 1 I Let us mention that series (5.9) can be written in the form
where the quotients
are polynomials. It is also possible to eliminate F(t) out of (5.7) and (5.8), but then H(t4 ) appears in the equation.
Explicit representations
We begin with very special representations. In our representations we need the dyadic sum-of-digits function v(j) and its complement z(k) = e -v(k) for 2" < k < 2 with j E No and e, k E N, i.e. qZ2k+l for r = 0. In view of Z3 = pr + q equations (6.2) are valid for k = 1. If they are valid for a fixed k E N, then also for 2k resp. 2k + 1 instead of k in view of (6.1) and (6.3) . Hence the proposition is proved by induction I Remark 6.2. In view of (1.2) the first and last equations of (6.2) remain valid for k = 0. In the case r 0 we have Z. = for all n E N. We even can use Proposition 2.1 for q = 0 and Proposition 3.1 for r = 0 if for j = 0 we interpret qXo = p -r resp. rUo = p -q.
In order to deal with the general case we need some preparations. It can easily be seen that
and, more generally,
tk (6.4) By means of this definition we find that
M=0
Choosing p3 = p + qj2' we obtain
k=0 (i,k) according to (6.4) 1. In accordance with Corollary 3.2 the first sum of (6.9) is a homogeneous polynomial of degree e and the last sum is such a polynomial of degree e + 1.
2. In view of i + k = ri -2' and n <2'', the restriction k < 2' -1 is automatically satisfied in the second sum of (6.9).
By means of (2.11), it follows from (6.9) with q = px: Corollary 6.6. In the special case r = 1 we can derive another type of representations. For convenience we use the notation z = zn(p,q) = Zn (p, q, 1) for n E N0 . If we introduce new parameters a and 6 as solutions of e 2 -X + q = 0 so that Proof. In view of (6.13) we have 1 + pt + qt 2 (1 + at)(1 + )3t) so that the generating function (5.4) has the form G(t) = H(1 +at2')fl(l +fit2) for I tl < 1. Owing to 00 00
we obtain
and hence, by means of the Cauchy product and (5.1), representation (6.14)1
Solving (6.13) with respect to p and q it is possible in (6.14) to express Zn explicitly by means of the parameters p and q.
Examples 6.8. 1. In the special case 6 = 1 and therefore a = q, p = q + 1 formula (6.14) reduces to a representation of Sn = zn (q + 1,q) in [2] .
2. In the special case q = 1, i.e. [3 = , formula (6.14) simplifies to Of course, representations (6.18) and (6.19) are also valid for complex r resp. p. 3. A last special case is = 1 which concerns the polynomials 1',, = Z,(l,q, 1) = z. (1, q) . Formula (6.14) yields the representation By means of (2.18) and (6.24) it is possible to derive also a representation for w, but we are not concerned with that.
