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A KVADRATIKUS SZIMPLEX ALGORITMUS VEGESSEGE
INDEXVALASZTASI SZABALYOK ALKALMAZASA ESETEN
ILLES TIBOR, NAGY ADRIENN
Dolgozatunkban bebizonytjuk a kvadratikus primal szimplex modszer
vegesseget, a linearis felteteles, konvex kvadratikus optimalizalasi feladatra,
ciklizalas elleni indexvalasztasi szabalyok alkalmazasaval. Az eredeti kvad-
ratikus primal szimplex modszert Wolfe, illetve van de Panne es Whinston
dolgoztak ki, es tobb cikkben publikaltak az 1960-as evekben. Az emltett
szerz}ok, a kvadratikus primal szimplex modszer vegesseget az un. perturba-
cios eljarasra alapozva igazoltak.
Megmutatjuk, hogy a kvadratikus szimplex modszer ciklizalasahoz szuk-
seges, hogy a feladat degeneralt legyen (degeneralt feladat olyan, amelyben
minden bazisbeli, a hanyadosteszt reszet kepez}o primal valtozo erteke nulla),
tovabba a feladathoz tartozo Karush{Kuhn{Tucker-rendszerben a transz-
formalt oszlopokban a kvadratikus celfuggvenynek megfelel}o komponensek
nullak.
Gondolatmenetunkb}ol kovetkezik, hogy a kvadratikus primal szimplex
modszer veges mindazon indexvalasztasi szabalyok eseten, melyek kizaro-
lag a transzformalt jobboldal es redukalt koltsegek el}ojelere hagyatkoznak,
es melyek alkalmazasa eseten a linearis programozasi feladatra kidolgozott,
hagyomanyos primal szimplex algoritmus veges.
1. Bevezet}o
Az 1950-es evek kezdetet}ol, tobbszor az erdekl}odes kozeppontjaba kerult, a
kovetkez}o linearis felteteles, kvadratikus optimalizalasi feladat (LKOF)
min
1
2
xTQx+ cTx
Ax  b; x  0;
ahol Q 2 Rnn es A 2 Rmn matrixok, illetve c 2 Rn es b 2 Rm vektorok, x 2 Rn
az ismeretlenek vektora. A megenegedett megoldasok halmaza
P = fx 2 Rn : Ax  b; x  0g  Rn
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egy konvex polieder, es a celfuggveny f : P ! R kvadratikus fuggveny, amelyet
f(x) =
1
2
xTQx+ cTx
alakban adunk meg. Valamely x 2 P megengedett megoldast optimalis megol-
dasnak nevezunk, ha
f(x)  f(x) teljesul, barmely x 2 P
eseten. Most mar bevezethetjuk az optimalis megoldasok halmazat az alabbi for-
maban:
P = fx 2 P : f(x)  f(x) teljesul, barmely x 2 Pg:
A kutatasok homlokterebe mar az 1960-as evekben, a linearis felteteles, kvad-
ratikus optimalizalasi feladat (hatekony) megoldhatosaganak, illetve alkalmazasi
teruletenek a vizsgalata kerult. A jol megoldhato reszosztalyok beazonostasa es
lerasa gyorsan megtortent, hiszen, ha Q pozitv szemidenit matrix, akkor a fenti
feladat konvex programozasi feladat.
A linearis felteteles, kvadratikus optimalizalasi feladat megoldasara mar az
1950-es evek vegen, az 1960-as evek elejen altalanostottak a szimplex modszert.
A hagyomanyos kvadratikus szimplex algoritmus temakoreben szamos publikacio
jelent meg [28, 29, 30, 31, 36]1.
A linearis felteteles, kvadratikus optimalizalasi feladatokbol kiindulva konnyen
felrhatok az un. altalanos linearis komplementaritasi feladatok, amelyek igen sze-
les alkalmazasi terulettel rendelkeznek, ezert a kezdetekt}ol nepszer}uek voltak a
kutatok koreben. Linearis komplementaritasi feladatok megoldasara is pivot algo-
ritmusokat dolgoztak ki el}oszor. Ezek kozul a legismertebb a Lemke- [26] es a
criss{cross algoritmus [21]. Terlaky algoritmusa [32] nem igenyli a pivot tabla
megnagyobbtasat.
A linearis komplementaritasi feladatok megoldhatosaganak kerdese osszefugg
a feladat matrixanak tulajdonsagaval. Az egyik erdekes kutatasi irany a linearis
komplementaritasi feladatok eseten az volt, hogy a criss{cross algoritmus altala-
nostasanak segtsegevel milyen tulajdonsaggal kell, hogy rendelkezzen a feladat
matrixa annak erdekeben, hogy a feladat veges lepesben megoldhato legyen. Ezen
a teruleten az els}o eredmenyeket, az un. biszimmetrikus matrixokkal adott linearis
komplementaritasi feladatok eseten ertek el a kutatok, igazolva, hogy a criss-cross
algoritmus megfelel}o variansa, ciklizalas ellenes indexvalasztasi szabalyok alkalma-
zasaval, veges [1, 21, 34].
Az igazi elmeleti kerdes az volt, hogy milyen tulajdonsagokkal kell rendel-
keznie a matrixnak ahhoz, hogy a linearis komplementaritasi feladat a konvex
optimalizalasi feladatok koze tartozzon es a pivot algoritmusok veges sok lepesben
1Ezeknek kozos jellemz}oje, hogy az algoritmus vegessegenek a bizonytasara az un. perturba-
cios modszert alkalmazzak.
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megoldjak a feladatot. Mint kes}obb kiderult, a Cottle es tarsszerz}oi [4] altal beve-
zetett elegseges matrixok osztalya biztostja ezt [12]. Termeszetes modon merult
fel az a kerdes, hogy mi tortenik, ha a linearis komplementaritasi feladat matrixa-
nak tulajdonsagairol nincsen informacionk. Erre az esetre dolgoztak ki Fukuda es
tarsszerz}oi egy olyan minimal indexes criss-cross algoritmus valtozatot [10], ame-
lyik elegseges matrixok eseten ugyanugy m}ukodik, mint a korabbi valtozat [12],
mg nem elegseges matrixok eseten vagy veges sok lepesben megoldja a feladatot,
vagy bizonytekot szolgaltat arra, hogy a matrix nem elegseges matrix. Csizmadia
es Illes [6] megmutattak, hogy az ismert ciklizalas ellenes index valasztasi szaba-
lyok mindegyike alkalmas arra, hogy a criss-cross algoritmus vegesseget biztost-
sak, altalanos linearis komplementaritasi feladat megoldasakor, a Fukudaek altal
bevezetett ertelemben. A kozelmultban Csizmadia es tarsszerz}oi egy egesz, uj cik-
lizalas ellenes index valasztasi szabaly osztalyt denialtak, az un. s-monoton index
valasztasi szabalyokat, es ezekre igazoltak, hogy a legaltalanosabb criss-cross algo-
ritmus is veges az osszes s-monoton index valasztasi szabaly alkalmazasa mellett
[9]. A linearis komplementaritasi feladat es a criss-cross algoritmus kapcsolatarol
szolo erdekes eredmenyek nagyreszet jol foglalja ossze Csizmadia doktori (PhD)
disszertacioja [7].
Annak ellenere, hogy a jelen dolgozatnak nem targya a linearis felteteles, kvad-
ratikus optimalizalasi feladat specialis osztalyaira kifejlesztett bels}opontos megol-
dasi modszerek targyalasa, megis ugy gondoljuk, hogy a teljesseg igenye nelkul
nehany erdekesebb bels}opontos algoritmust megemltenenk. A bels}opontos mod-
szerek 1980-as evek masodik feleben valo megjelenese ota id}or}ol-id}ore fellangol az
a vita, hogy milyen szempontok szerint celszer}u, egy-egy feladatosztaly eseten, a
pivot- es bels}opontos algoritmusokat osszehasonltani. Linearis programozasi fel-
adatokra a tobb szempont szerinti osszehasonltast Illes es Terlaky [15] vegeztek el.
Hasonlo osszefoglalo cikk, linearis felteteles, kvadratikus optimalizalasi feladatok
megoldo algoritmusairol { legjobb tudomasunk szerint { meg nem keszult.
A bels}opontos modszerek kozott elegge elterjedtek a primal-dual tpusu algo-
ritmusok. Primal-dual bels}opontos modszerekkel a linearis felteteles, kvadratikus
optimalizalasi feladatok megoldasat, az optimalitasi feltetelekb}ol { altalanos line-
aris komplementaritasi feladatokbol { nyerhet}o centralis ut feladat sorozat iteratv
megoldasaval alltjak el}o. A centralis ut feladatok, iteraciorol-iteraciora, egyre
kisebb centralitasi parameterhez tartoznak. A primal-dual bels}opontos modszerek
megallasi kriteriuma az, hogy a dualitas res egy el}ore megadott " > 0 parame-
ter ala kerul. Ekkor azt mondjuk, hogy a bels}opontos algoritmus egy "-optimalis
megoldast alltott el}o.
A centralis ut letezese es egyertelm}usege [25] alapvet}oen fontos a primal-dual
bels}opontos algoritmusok m}ukodese szempontjabol. Az operaciokutatok egy jelen-
t}os reszeben el az a tevhit, hogy a bels}opontos algoritmusokkal nem lehet pontos
megoldast el}oalltani. Ezt a tevhitet cafolta meg elegseges linearis komplementa-
ritasi feladatok eseten Illes es tarsszerz}oinek a cikke [14].
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A pivot algoritmusokkal osszehasonltva a primal-dual bels}opontos algoritmu-
sokat, az az elvarasunk, hogy a legfontosabb matrix osztalyok (pozitv szemidenit,
illetve elegseges matrixok) eseten a racionalis matrixokkal es vektorokkal adott
linearis komplementaritasi feladatokat elmeletileg hatekonyan oldjak meg, azaz az
algoritmus iteracioinak szamara polinomialis iteracioszam korlat letezzen.
A pozitv szemidenit matrixszal adott linearis felteteles, kvadratikus opti-
malizalasi feladatbol szarmaztatott linearis komplementaritasi feladat megolda-
sara Kojima es tarsszerz}oi, egy korabbi linearis programozasi feladatra megfogal-
mazott, kis lepeses, primal-dual bels}opontos algoritmusuk [23] altalanostasaval
adtak meg olyan bels}opontos algoritmust, amelyre polinomialis iteracioszam kor-
latot igazoltak [24]. A biszimmetrikus matrixszal megfogalmazott linearis komp-
lementaritasi feladat eseten, Kojimaek primal-dual bels}opontos algoritmusanak
a polinomialis iteracioszamat, egy { a celfuggvenyben szerepl}o matrix pozitv
szemidenit tulajdonsagabol szarmaztatott { egyenl}otlenseg segtsegevel igazol-
tak. Termeszetesen merult fel a kerdes, hogy milyen tulajdonsagu matrixok eseten
lehet hasonlo, a komplexitas bizonytas szempontjabol hasznalhato egyenl}otlen-
seget levezetni. Kojima es tarsszerz}oi [25] a P*()-matrixok osztalyanak beve-
zetesevel adtak meg a valaszt erre a kerdesre, ahol   0 valos, meghatarozott
parameter. A P*()-matrixok a pozitv szemidenit matrixok egy lehetseges alta-
lanostasai, amelyek rendelkeznek meg azzal a fontos tulajdonsaggal is, hogy a
linearis komplementaritasi feladathoz tartozo centralis ut feladatnak letezik egy-
ertelm}u megoldasa barmely  > 0 centralitasi parameter eseten.
A P*()-matrixok es az elegseges matrixok kapcsolatat teremti meg a P*-
matrixok osztalyanak denialasa, amely a P*()-matrixosztalyok unioja, amikor a
 parameter befutja a nemnegatv valos szamok halmazat. Valiaho megmutatta,
hogy a P*-matrixok, elegseges matrixok [35]. A masik iranyu tartalmazas igazolasa
Cottle es Guu [11, 5], illetve Kojima es tarsszerz}oi [25] eredmenye.
Az elegseges matrixokkal adott linearis komplementaritasi feladatok temako-
reben meg napjainkban is jelennek meg uj bels}opontos algoritmusok, illetve regi
algoritmusok uj elemzesei. Ezek kozul mi ket cikkre [13, 16] hvnank fel a gyel-
met, amelyek szerepet jatszottak a linearis komplementaritasi feladatok megold-
hatosaganak kiterjeszteseben. Az egyik erdekes kerdes az volt, hogy Fukudaek
[10] eredmenyehez hasonloan, keszthet}o-e olyan bels}opontos algoritmus, amelyik
elegseges matrixok eseten ugyanugy m}ukodik, mint a korabbi bels}opontos algorit-
musok [13, 16], mg nem elegseges matrixok eseten polinomialis lepesben megoldja
a feladatot, vagy bizonytekot szolgaltat arra, hogy a matrix nem elegseges matrix
[18, 17]. Az ilyen tpusu algoritmusok els}o, reszletes es kimert}o targyalasat Nagy
Marianna adja meg doktori (PhD) disszertaciojaban [27].
Visszaterve a linearis felteteles, kvadratikus optimalizalasi feladatok pivot
algoritmusokkal valo megoldasanak kerdesere, elmondhatjuk, hogy a kes}obbiekben
megjelent pivotalasi algoritmusok jellemz}oen (altalanos) linearis komplementari-
tasi feladatok megoldasara felrt algoritmusok voltak.
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Dolgozatunkban megmutatjuk, hogy a hagyomanyos, linearis felteteles, kvad-
ratikus programozasi feladat, linearis komplementaritasi feladatara felrt kvadra-
tikus primal szimplex algoritmus is veges, azon hagyomanyos, ciklizalas ellenes
indexvalasztasi szabalyok alkalmazasa eseten, melyek kizarolag a redukalt koltse-
gek es dual valtozok el}ojelen, illetve a valtozok indexein alapulnak. Azaz a linea-
ris felteteles, kvadratikus programozasi feladat megoldasara altalanostott primal
szimplex algoritmus vegessegenek bizonytashoz nincsen szukseg a perturbacios
eljaras hasznalatara.
A ciklizalas ellenes indexvalasztasi szabalyok a minimal index, a last-in-rst-
out, es a leggyakrabban valasztott valtozo elvet hasznalo szabalyok. A criss-cross
algoritmus eseten linearis felteteles, kvadratikus programozasi feladatra, az algo-
ritmus vegesseget a felsorolt indexvalasztasi szabalyok hasznalata mellett Illes es
tarsszerz}oi igazoltak [1]. A temakorben, pivot algoritmusok vegessegevel kapcsolat-
ban az eddigi legaltalanosabb eredmenyeket Csizmadia es tarsszerz}oi publikaltak
[9] az un. s-monoton szabalyok eseteben.
1.1. Jelolesek
Cikkunkben a matrixokat d}olt nagy bet}ukkel, a vektorokat vastag bet}ukkel
jeloljuk. A skalarok normal kisbet}uk, az index halmazok pedig kaligrakus nagy-
bet}uk. Egy matrix oszlopat alsoindexszel, mg a sorokat fels}oindexszel jeloljuk a
tovabbiakban. Jelolje A 2 Rmn a linearis felteteles, kvadratikus optimalizalasi
feladat matrixszat, b 2 Rm a jobboldalt; az altalanossag korlatozasa nelkul felte-
hetjuk, hogy rank(A) = m. A celfuggveny linearis reszet c 2 Rn, a kvadratikus
reszet Q 2 Rnn jeloli. A linearis felteteles, kvadratikus programozashoz tartozo,
linearis komplementaritasi feladat matrixat M 2 RKK jeloli, ahol K = n +m.
A kovetkez}o reszben bevezetett linearis komplementaritasi feladat jobboldal vek-
torat q 2 Rn+m jeloli.
Legyen I = f1; 2; : : : ; 2Kg a valtozok indexhalmazai, es IB jelolje a bazis
indexhalmazait. IB = IpB [ IdB, ahol IpB a primal bazis valtozok indexhalmaza,
mg IdB a dual bazis valtozok indexhalmaza. Hasonloan megadhato az I es IN
indexhalmazok felbontasa is, azaz I = Ip [ Id es IN = IpN [ IdN .
Egy B bazishoz tartozo rovid pivot tablat T := B 1N jeloli, ahol N 2 RKK
a [ M; I] 2 RK2K a matrix nem bazis reszmatrixa. A transzformalt jobboldalt
pedig q := B 1q keplettel szamolhatjuk ki. Az egyes egyutthatok a rovid pivot
tablaban legyenek a tij-egyutthatokkal jelolve.
1.2. A linearis felteteles kvadratikus programozasi feladat
Ha Q pozitv szemidenit matrix, akkor az (LKOF) konvex programozasi fel-
adat [22].
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A feladathoz rendelt Lagrange-fuggveny [22] a kovetkez}o:
L : Rm+n ! R
L(x;y; z) = f(x) + yT (Ax  b)  zTx (1)
A konvex Karush{Kuhn{Tucker-tetelt alkalmazva x akkor es csak akkor pri-
mal optimalis megoldas, ha 9y 2 Rm ; z 2 Rn ugy, hogy (y; z) 6= 0 es
(x;y; z) kielegti a
Qx+ c+ATy   z = 0 (2)
Ax  b  0 (3)
yT (Ax  b) = 0 (4)
zTx = 0 (5)
x;y; z  0 (6)
rendszert.
Bevezetve az s 2 Rm valtozot, a fenti rendszer a konvex (LKOF) optimalitasi
kriteriumait adja meg:
 Qx ATy + z = c (7)
Ax+ s = b (8)
yT s = 0 (9)
zTx = 0 (10)
x; s;y; z  0 (11)
Ugyanez martix alakban kifejezve, a biszimmetrikus, linearis komplementari-
tasi feladatra (BLCP ) vezet: 
s
z
!
 
 
 A 0
Q AT
! 
x
y
!
=
 
b
c
!
(12)
yT s = 0 (13)
zTx = 0 (14)
x; s;y; z  0 (15)
A linearis felteteles, konvex kvadratikus programozasi feladat tehat ekviva-
lens a kovetkez}o linearis komplementaritasi feladattal: keressunk olyan vektorokat,
amelyek kielegtik a
 Mu+ v = q (16)
uTv = 0 (17)
u;v  0 (18)
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rendszert, ahol
M =
 
Q AT
 A 0
!
; q =
 
c
b
!
es v =
 
z
s
!
; illetve u =
 
x
y
!
:
Valamint (18) miatt (17) nyilvanvaloan vjuj = 0, (j = 1,: : : ,m+n). Az M matrix
denciojaban az egyszer}ubb felrasi forma kedveert a sorokat az eredeti felrashoz
kepest felcsereltuk.
A linearis felteteles konvex kvadratikus programozasi feladatbol szarmazo line-
aris komplementaritasi feladat matrixat biszimmetrikus matrixnak nevezzuk, mely-
nek szamos hasznos tulajdonsaga ismert [33].
A linearis felteteles konvex kvadratikus programozasi feladat gyenge es er}os
dualitas teteleir}ol, optimalitasi kriteriumarol, megoldasi modszereir}ol a de Klerk
es szerz}otarsai altal rt jegyzetben [22] olvashatunk.
1.3. A kvadratikus primal szimplex algorimus
Dolgozatunkban a Wolfe-fele kvadratikus primal szimplex algoritmust [36]
vizsgaljuk, melynek egy jo osszefoglalasat talaljuk a [30] dolgozatban is.
A [ M; I] matrix barmely regularis K K reszmatrixat bazisnak nevezzuk.
A linearis komplementaritasi (16)-(18) feladat egy bazisat komplementarisnak
nevezzuk, ha teljesulnek a komplementaritasi feltetelek, azaz xz = 0 es sy = 0.
Az uj valtozokkal uv = 0 alakban is kifejezhetjuk a komplementaritast.
A kvadratikus primal szimplex algoritmus egy komplementaris, primal meg-
engedett bazisbol indul. Ilyen bazis el}oallthato az eredeti primal megengedett-
segi feladat egy megengedett bazisat kiegesztve a linearis komplementaris feladat
bazisava a dual feltetelek elteresvaltozoinak, a z vektornak bazishoz vetelevel.
Az eredeti primal megengedettsegi feladat egy megengedett bazisat el}oallthatjuk
az MBU-szimplex algoritmus, illetve a criss-cross algoritmus megfelel}o variansai-
nak felhasznalasaval is [2, 7, 21].
1.1. Dencio. Legyen adott egy (BLCP ) feladat. A linearis komplemen-
taritasi feladat egy bazisat majdnem komplementarisnak nevezzuk, ha egyetlen
indexpar kivetelevel teljesulnek a komplementaritasi feltetelek, vagyis letezik olyan
i 2 f1 : : : 2ng, hogy ujvj = 0 minden j 2 f1 : : : 2ng   fig eseten.
Ket komplementaris bazis kozott a kvadratikus primal szimplex algoritmus
tetsz}oleges szamu majdnem komplementaris bazist generalhat.
1.2. Dencio. Legyen adott egy (BLCP ) feladat. A kvadratikus primal szimp-
lex algorimus altal vegzett, ket komplementaris bazis kozotti majdnem komple-
mentaris baziscserek sorozatat huroknak fogjuk nevezni.
A kvadratikus primal szimplex algoritmus egy ciklusa egy tetsz}oleges primal
megengedett, komplementaris bazissal indul. Egy ilyen bazis eseten, ha minden
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dual valtozo is megengedett, ugy az algoritmus a Karush{Kuhn{Tucker-tetel ertel-
meben megtalalta az eredeti feladat egy optimalis megoldasat. Amennyiben lete-
zik nem megengedett dual valtozo, ugy a kvadratikus primal szimplex algorimtus
valaszt egy tetsz}oleges nem megengedett, dual bazis valtozot. A kvadratikus pri-
mal szimplex algoritmus vegesseget ciklizalas ellenes indexvalasztasi szabalyokkal
biztostjuk.
1.3. Dencio. A kvadratikus primal szimpex algoritmus soran a komplemen-
taris tablan valasztott dual valtozot dual vezervaltozonak, vagy egyszer}uen vezer-
valtozonak nevezzuk.
A dual vezervaltozo kivalasztasa utan az algoritmus egy hurok soran addig
vegez baziscsereket, mg a valasztott dual valtozo ki nem kerul a bazisbol, vagy az
algoritmus egy vegtelen javto iranyt nem talal.
A dual vezervaltozo valasztasa utan { tehat komplementaris bazisbol indulva
{ a belep}o valtozo a vezervaltozo primal parja. Ezen valtozo egy javto iranyt
hataroz meg [29]. A primal megengedettseg fenntartasa erdekeben az algoritmus
a transzformalt oszlopon a primal bazis valtozokon hanyadostesztet vegez,
2 = min

qs
tsj
js 2 IB ; s primal valtozo melyre tsj > 0

: (19)
Ez az az ertek, amellyel a valasztott primal valtozot novelni lehet, miel}ott a lepes
egy korlatozo feltetelbe utkozne.
Az algoritmus kiszamt egy 1 hanyadost is, ami a hanyadosteszt erteke a
vezervaltozo soraban, 1 :=
qv
tvj
; illetve 1 =1 akkor, ha a vezervaltozo es a hozza
tartozo primal valtozo talalkozasanal nulla szerepel. A 1 ertek kepviseli azt a
lepeshosszt, ahol a kvadratikus celfuggveny el}ojelet valt a belep}o valtozo novelese
soran.
Abban az esetben, ha 1 = 2 = +1, akkor a feladat nem korlatos [29].
Amennyiben 1  2, ugy az algoritmus a dual vezervaltozo soraban vegez
baziscseret, a bazisban lev}o primal valtozok szama eggyel novekszik, az uj bazis
tovabbra is megengedett, gy az algoritmus egy 1 hosszu hurokkal lezarja a ciklust,
a celfuggveny javul.
Amennyiben 2 < 1 ugy az algoritmus a primal hanyadosteszt altal minima-
lisnak talalt hanyados soraban vegez baziscseret. Ha a hanyadosteszt nem jeloli ki
egyertelm}uen a pivot pozciot, akkor alkalmazzunk ciklizalas ellenes indexvalasz-
tasi szabalyt. Az gy keletkezett bazis majdnem komplementaris.
Egy majdnem megengedett bazis eseten az algoritmus bejov}o valtozonak a
bazison kvul lev}o nem komplementaris par dual valtozojat valasztja, majd ugyan-
azon modon valaszt sort, mint a komplementaris bazis eseten: a primal reszen
vegzett hanyadostesztet hasonltja a vezervaltozo soranak hanyadosteszt erteke-
vel. Amennyiben a baziscsere a vezervaltozo soraban vegezhet}o, ugy a kapott
bazis ismet komplementaris lesz, es a hurok lezarul [29].
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1. abra. Az algoritmus folyamatabraja.
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A (BLCP ) feladatra megfogalmazott kvadratikus, primal szimplex algoritmus
folyamatabraja az 1. abran, mg pszeudokodja a 1.1. abran talalhato.
1.1. Algoritmus. Az algoritmus pszeudokodja.
bemen}o adatok:
A B primal megengedett bazishoz tartozo T komplementaris bazis
begin
1. I  := fk 2 IdBjqk < 0g a negatv dual valtozok indexe a bazisban;
2. while (I  6= ;) do
3. legyen v 2 I  tetsz}oleges vezervaltozo;
4. legyen j 2 IpN a v komplementaris parja (primal, bazison kvuli);
5. while (v a bazisban van) do
6. if (tvj = 0)
7. then 1 :=1
8. else 1 :=
qv
tvj
9. endif
10. 2 := minf qstsj js 2 I
p
B , s primal valtozo melyre tsj > 0g
11. if (min(1; 2) =1) then STOP: nem korlatos feladat endif
12. if (1  2)
13. then pivotalas a tvj elemen
14. else
15. legyen z 2 IpB ugy hogy qztzj = 2
16. pivotalas a tzj elemen
17. a bazison kvul pontosan egy komplementaris par van
18. legyen j ezen par dual valtozojanak indexe, az uj belep}o valtozo
19. endif
20. endwhile
21. I  := fk 2 IdB jqk < 0g
22. endwhile
23. optimalis megoldasnal vagyunk;
end
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1.4. Egy pelda
Az algoritmus osszetettsege indokoltta tesz egy peldat. A pelda segtsegevel
szeretnenk egy masik tulajdonsagra is felhvni a gyelmet: nevezetesen, hogy leg-
alabbis bazistablan szamolva egy feladatot, az els}o fazis technikailag nem egyszer}u,
hiszen elkerulend}o a kiegesztett bazistabla invertalas utjan valo kiszamtasat, mar
a primal szimplex els}o fazisat is a KKT-rendszeren vegezzuk el.
Tekintsuk tehat a kovetkez}o egyszer}u feladatot:
minx21 + x
2
3   2x1x3
x1   x2 + x3 = 1
x1 + x2 = 2
A KKT-rendszerhez vezessuk be a kovetkez}o valtozo parokat: x primal valtozo
parja a z redukalt koltseget jelol}o valtozo, mely egyben a dual sorok elteresvalto-
zoja, s elteresvaltozo parja az y dual valtozok.
A kezdeti (rovid) pivot tabla az elteresvaltozokbol allo bazisbol indulva:
1. x1 x2 x3 y1 y2
s1 1  1 1 0 0 1
s2 1 1 0 0 0 2
z1  1 0 1  1  1 0
z2 0 0 0 1  1 0
z3 1 0  1  1 0 0
Az els}o baziscseret a primal szimplex modszer els}o fazis celfugvenyet kovetve
az x3 oszlopaban vegezzuk. Ekkor a hanyadostesztet csupan az els}o ket sor szerint
hajtjuk vegre, azonban a tabla komplementaritasat meg}orzend}o a komplementaris
pozcioban is vegrehajtunk egy baziscseret. Vegyuk eszre, hogy ezen
"
masodik"
baziscserek a primal megengedettseget nem befolyasoljak, hiszen mindaddig, amg
nem vegzunk baziscseret a tabla dual soraiban es a primal valtozoinak metszetenel,
addig dual oszlopok primal sor reszeben egy azonosan nulla matrix all. Az els}o
ket baziscsere tehat az x3 es s

1, illetve az y1 es z3 parbol all.
2. x1 x2 s

1 y1 y2
x3 1  1 1 0 0 1
s2 1 1 0 0 0 2
z1  2 1  1  1  1  1
z2 0 0 0 1  1 0
z3 2  1 1  1 0 1
3. x1 x2 s

1 z3 y2
x3 1  1 1 0 0 1
s2 1 1 0 0 0 2
z1  4 2  2  1  1  2
z2 2  1 1 1  1 1
y1  2 1  1  1 0  1
Tovabbra is az els}o fazist kovetve, a kovetkez}o baziscsere par az x2 es s

2
baziscsere, illetve az y2 es z2 baziscsere.
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4. x1 s

2 s

1 y1 y2
x3 2 1 1 0 0 3
x2 1 1 0 0 0 2
z1  6  2  2  1  1  6
z2 3 0 1 1  1 3
z3  3  1  1  1 0  3
5. x1 s

2 s

1 y1 z2
x3 2 1 1 0 0 3
x2 1 1 0 0 0 2
z1  9  3  3  2  1  9
y2  3  1  1  1  1  3
y1  3  1  1  1 0  3
Az 5. tabla mar primal megengedett. Mindharom dual sor dual nem meg-
engedett, vagyis mindharom bazison kvuli primal valtozo javto iranyt hataroz
meg. Mivel azonban s1 es s

2 mesterseges elteresvaltozok, gy azok nem terhetnek
vissza a bazisba (ezeket el lehetne hagyni a tablabol). Igy a bejov}o valtozo az x1.
A kiegesztett hanyadosteszt alapjan diagonalis baziscseret vegzunk z1 soraban.
6. z1 s

2 s

1 y1 z2
x3
2
9
1
3
1
3  49   29 1
x2
1
9
2
3   13  29   19 1
x1   19 13 13 29 19 1
y2   13 0 0  13   23 0
y1   13 0 0  13 13 0
A tabla megengedett es optimalis. Az optimalis megoldas az azonosan 1, azaz
x = y = z = 1.
2. A kvadratikus primal szimplex algoritmus vegessege
Az 1. abran es 1.1. algoritmusban bemutatott kvadratikus szimplex algorit-
musrol szamos cikk rodott az 1960-as evek elejen [26, 28, 29, 30, 31, 36]. Az al-
goritmus vegesseget eredetileg a perturbacios modszerrel igazoltak. Ebben a feje-
zetben a kvadratikus szimplex algoritmus uj bizonytasat adjuk ciklizalas ellenes
indexvalasztasi szabaly segtsegevel.
Felidezzuk az ugynevezett s-monoton index valasztasi szabalyokat [2]:
2.1. Dencio. Legyen adott egy index valasztason alapulo pivotalasi szabaly,
egy s 2 Nn vektor, amelynek a koordinatait a feladat valtozoihoz rendeltuk, es az
algoritmus iteracioi soran a pivotalasi szabalytol fugg}oen modosulhatnak. A pivo-
talasi szabalytol fugg}o s vektor sorozatra az alabbi elvarasokat fogalmazzuk meg:
1. Az s vektor ertekei a baziscserek soran nem csokkennek, illetve kizarolag
a mozgo valtozok erteke valtozhat. Az index valasztasi szabaly, valasztasi
lehet}oseg eseten, az s vektor szerinti maximalis ertek}u elemei kozul valaszt.
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2. A algoritmus soran barmikor mozgo (vagyis bazisbol kilep}o vagy belep}o) val-
tozokra megszortva, van olyan B bazis, amikor az s vektor szerinti legkisebb
ertek}u bazison kvuli valtozo egyertelm}u. Legyen ez az xl valtozo.
3. Ha a B bazis utan az xl valtozo belep a bazisba, akkor a legkozelebbi belepes
utan, egeszen addig, amg esetleg az xl valtozo ujra tavozik a bazisbol, igaz,
hogy azon valtozok s erteke, amelyek mozogtak az xl valtozo bazisba belepese
ota, nagyobbak, mint az xl valtozo s vektor szerinti erteke.
Azokat a pivotalasi szabalyokat, amelyekhez tartozo s vektorokra az 1{3. feltetelek
teljesulnek s-monoton pivotalasi szabalyoknak nevezzuk.
Az s-monoton indexvalasztasi szabalyok alkalmazasra kerultek kvadratikus
criss-cross algoritmus vegessegenek igazolasakor [1, 7, 9].
Dolgozatunk szempontjabol a f}o eszrevetel, hogy az s-monoton indexvalasztasi
szabalyok nem egyertelm}u valasztas eseten egy, az adott pillanatban jol denialt
preferencia vektor szerint valasztanak, nem hasznalva a bazistabla elemeinek a
konkret ertekeit.
Bizonytasunk az algoritmus es a linearis felteteles konvex kvadratikus prog-
ramozasi feladat pivot tablajanak tulajdonsagainak vizsgalatan alapul. Altalanos
esetben, sajnos a biszimmetrikus tulajdonsag nem orz}odik meg kozvetlen modon,
de egy kis kiegesztessel hasonlo tulajdonsag bizonythato.
2.1. Lemma. [33] Egy kvadratikus programozashoz tartozo biszimmetrikus
matrix eseten tetsz}oleges bazis transzformacioval nyert, komplementaris bazis ese-
ten a bazistabla tovabbra is biszimmetrikus azzal a kivetellel, hogy az eredeti pri-
mal feltetelek es a dual valtozok metszeteben lev}o nulla matrix helyen egy pozitv
szemidenit matrix all.
A fenti eredmeny kivetel resze elkerulhet}o, ha a kvadratikus feladat egy szim-
metrikus felrasat alkalmazzuk [21].
A vegesseg bizonytasat visszavezetessel vegezzuk. Bizonytjuk, hogy egy cik-
lizalo pelda eseten a primal megoldas szuksegszer}uen nem valtozik, vagyis minden
baziscsere primal degeneralt. Szemleletes modon, ez azt jelenti hogy az adott meg-
oldashoz tartozo linearizalt feladat valtozatlan marad. Megmutatjuk, hogy ilyen
esetben az algoritmus altal vegzett baziscserek pontosan megfelelnek egy megfelel}o
linearis programozasi feladatra nezve a primal szimplex algoritmus baziscsereinek,
mely indexvalasztasi szabaly alkalmazasa eseten veges: szuksegkeppen, a kvadra-
tikus szimplex algoritmus is veges mindazon ciklizalas elleni indexvalasztasi sza-
balyok eseten, melyre a primal szimplex az, amennyiben a ciklizalas elleni index-
valasztasi szabaly kizarolag a redukalt koltsegek el}ojelere es a valtozok indexevel
kapcsolatos valasztasi preferenciakra hivatkozik [9]. A lexikograkus szabalyra a
bizonytasunk nem alkalmazhato kozvetlen modon. Legjobb tudomasunk szerint,
a lexikograkus rendezes alkalmazasaval a kvadratikus szimplex algoritmus veges-
seget igazolo eredmeny nem ismert.
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Tegyuk fel tehat, hogy az algoritmus nem veges, es tekintsunk egy ciklizalo
ellenpeldat. Mivel a bizonytas visszavezetesen alapszik, a ciklizalo ellenpelda
meretenek minimalitasa nem szukseges, es nem is egyszer}ustene lenyegesen a gon-
dolatmenetet.
El}oszor megmutatjuk, hogy egy ciklizalo ellenpeldan az algoritmus kizarolag
egyfajta, megpedig kett}o hosszu hurkokat allt el}o.
2.2. Lemma. Tekintsuk a konvex (LKOF) feladatot a hozza tartozo (BLCP )
formaban. A kvadratikus szimplex algoritmus vegrehajtasa soran, egy ciklizalo
pelda eseten, legfeljebb veges sokszor fordulhat el}o olyan baziscsere, amelyik egy
hosszu hurkot vegez.
Bizonytas. A kvadratikus szimplex algoritmus megfogalmazasabol adodik,
hogy egy 1 hosszu hurok egyetlen, a dual vezervaltozo soraban vegzett baziscsere-
b}ol all, ez a 0 < 1  2 esetnek felel meg. Mivel a dual vezervaltozot ugy valasz-
tottuk, hogy a hozzatartozo jobboldal negatv, gy ez a baziscsere nem degeneralt.
Ilyen esetben a belep}o primal valtozo oszlopa egy javto irany es a celfuggveny
erteke javul [29]. Mivel az egy hosszu hurkok eseten a celfuggveny javul, ezert a
korabbi bazisok egyike sem terhet vissza, hiszen a kvadratikus szimplex algoritmus
celfuggvenye monoton csokken. Figyelembe veve, hogy veges sok bazis van, egy
hosszu hurok veges sokszor fordulhat el}o. ut
Most vizsgaljuk meg a kett}onel hosszabb hurkok lehetseges szamat.
2.3. Lemma. Tekintsuk a konvex (LKOF) feladatot a hozza tartozo (BLCP )
formaban. A kvadratikus szimplex algoritmus vegrehajtasa soran, egy ciklizalo
pelda eseten legfeljebb veges sok nem 2 hosszusagu hurok lehetseges.
Bizonytas. A 2.2. lemma alapjan legfeljebb veges sok 1 hosszu hurok lehet-
seges. Figyeljuk meg, hogy a bazisban lev}o primal valtozok szama legfeljebb az
1 hosszu hurkok eseten novekedhet. Nem 1 hosszu hurok eseten, az els}o bazis-
cseret kovet}oen, egeszen addig, amg nem a dual vezervaltozo soraban vegzunk
baziscseret, addig a baziscserek soran a bejov}o dual valtozo egy primal valtozot
cserel ki a bazisban. Vagyis amennyiben a hurok 3, vagy annal hosszabb, ugy a
bazisban lev}o dual valtozok szama monoton novekedik. Mivel csokkenni csak 1
hosszu hurkok soran tud, melyek szama veges, gy szuksegkeppen a 3, vagy annal
hosszabb hurkok szama is veges. ut
Osszefoglalva megallapthatjuk, hogy egy ciklizalo pelda eseten az algoritmus
veges sok baziscsere utan 2 hosszu hurkok vegtelen sorozatat vegzi.
Felvet}odik a kerdes hogy nem lenne-e celszer}u a bizonytast a criss-cross algo-
ritmus vegessegere visszavezetni, hiszen a 2 hosszu hurkok megfelelnek egy-egy
felcserel}os baziscserenek [21, 1, 7]. A nehezseget az okozza, hogy a baziscsere
soranak kivalasztasa utan az oszlopvalasztas a kvadratikus szimplex algoritmus
soran kotott, gy a criss-cross algoritmus masodik index valasztasi lepese elmarad.
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2.4. Lemma. Tekintsuk a konvex (LKOF) feladatot a hozza tartozo (BLCP )
formaban. A kvadratikus szimplex algoritmus vegrehajtasa soran, egy ciklizalo
pelda eseten legfeljebb veges sok baziscsere utan a bazismegoldas primal resze
nem valtozik.
Bizonytas. Tetelezzuk fel, hogy az ciklizalo pelda soran mar kizarolag 2 hosszu
hurkokat vegez az algoritmus a 2.2. es 2.3. lemmak alapjan.
Egy 2 hosszu hurok els}o baziscsereje soran egy nem degeneralt baziscsere ja-
vtana a celfuggeny erteket [29].
A masodik baziscsere eseten ennel tobb is mondhato. [33] alapjan ilyen esetben
a belep}o dual valtozo es az el}oz}o iteracioban a bazisbol kilepett primal valtozo talal-
kozasanal a bazistabla tij erteke nem-pozitv, es amennyiben szigoruan negatv,
ugy a baziscsere javt a celfuggvenyerteken { mely esetunkben azt jelenti, ez az eset
csak veges sokszor fordulhat el}o { illetve amennyiben nulla, ugy a bazistabla ezen
oszlopaban minden bazisban lev}o primal valtozohoz tartozo ertek nulla, vagyis a
pivot tabla primal resze mar nem transzformalodik. ut
A fenti bizonytasban szerepl}o [33] eredmenyenek felhasznalasaval a kovetkez}o
er}osebb lemmat is bizonythatjuk:
2.5. Lemma. Tekintsuk a konvex (LKOF) feladatot a hozza tartozo (BLCP )
formaban. A kvadratikus szimplex algoritmus vegrehajtasa soran, egy ciklizalo
pelda eseten legfeljebb veges sok baziscsere utan az algoritmus csupa 2 hosszu
hurkot vegez, melyekre a kovetkez}o igaz:
{ A hurok els}o baziscsereje egy degeneralt baziscsere, mely soran egy primal
valtozo belep, es egy primal valtozo kilep a bazisbol.
{ A hurok masodik (es utolso) baziscsereje soran a megel}oz}o iteracioban be-
lepett primal valtozo dual parja kilep, mg a megel}oz}o iteracioban kilepett
primal valtozo dual parja belep a bazisba.
{ A hurok masodik baziscsereje soran a belep}o dual valtozo transformalt osz-
lopaban minden primal valtozohoz tartozo sorban nulla ertek szerepel.
Bizonytas. Kovetkezik a 2.1. { 2.5. lemmakbol, a 2.5. lemma bizonytasahoz
hasonlo modon [33] eredmenyeb}ol. ut
Hasonlo tulajdonsag mondhato a hurkok els}o baziscserejenek dual reszere is.
2.6. Lemma. Tekintsuk a konvex (LKOF) feladatot a hozza tartozo (BLCP )
formaban. A kvadratikus szimplex algoritmus vegrehajtasa soran, egy ciklizalo
pelda eseten legfeljebb veges sok bazis csere utan a komplementaris bazisbol indulo
baziscserek eseten a belep}o primal valtozo transzformalt oszlopaban a kiindulasi
bazistablan a dual valtozokhoz tartozo sorokban nulla ertekek szerepelnek.
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Bizonytas. Felhasznalva a 2.1. lemmat, mivel a valasztott dual vezervaltozo
soranak es a hozza tartozo belep}o primal valtozo ennek a szemidenit matrixnak
egy diagonalis eleme, mely nulla, gy szukseges, hogy ennek a szemidenit mat-
rixnak ezen oszlopa (es sora) azonosan nulla legyen, hiszen ellenkez}o esetben nem
volna pozitv szemidenit, hiszen egy tetsz}oleges nemnulla ertek es a diagonalis
pozcio altal alkotott 2  2-es atlo menti reszmatrix determinansa negatv lenne.
ut
A korabbi lemmakkal mar bizonytottuk, hogy a ciklizalo ellenpelda eseten
a mozgo valtozok transzformalt oszlopaiban nulla ertekek szerepelnek a 2 hosszu
hurkok els}o baziscsereje eseten a dual valtozok soraiban, mg a masodik baziscserek
eseten a primal valtozok soraiban. A ket bazistabla szerkezetet a 2. abra mutatja.
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2. abra. Egy ciklizalo pelda eseten a ciklizalas beallta utan a 2 hosszu hurkok
els}o, illetve masodik baziscserejehez tartozo bazistabla szerkezete.
Tekintsunk egy ciklizalo peldat, es tegyuk fel a 2.2. es 2.3. lemmak alapjan,
hogy az algoritmus mar csupa 2 hosszu, degeneralt hurkokat vegez. Egy tetsz}oleges
komplementaris bazis eseten, IpB es IdB rendre jelolje a bazisban lev}o primal-,
illetve dual valtozok index halmazat, mg az IpN es IdN pedig a nem bazis valtozok
megfelel}o indexhalmazait, ahogyan azt korabban bevezettuk.
Legyen G = MIpBIpN az I
p
B es IpN indexhalmazok altal meghatarozott resz-
matrix, d = qIpB a I
p
B halmaz elemeihez tartozo jobboldal, mg f = qIdB a IdB
halmaz elemeihez tartozo jobboldal.
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Ekkor a 2.1. lemma alapjan G = MIpBIpN =   MIdNIdB . Lathato, hogy az M
transzformalt bazis tabla megegyezik a
min fTx
Gx  d (LPs)
pecialis linearis programozasi feladatra (LPs) felrt Karush{Kuhn{Tucker-feltete-
lekkel, amennyiben a feladat azon reszet}ol, mely nem jatszik szerepet a ciklizalas-
ban, eltekintunk.
Felhasznalva a 2.6., 2.5. es 2.1. lemmakat, lathato, hogy a bazistabla ugyan-
olyan modon transzformalodik a 2 hosszu hurkok soran, mint ahogy az el}oz}o line-
aris programozasi feladat bazistablaja. Tovabba a dual vezervaltozo valasztasa
megfelel a celfuggveny soraban lev}o oszlopvalasztasnak, majd a primal valtozok
feletti hanyadosteszt megfelel a linearis programozasi feladatra megfogalmazott
primal szimplex modszer hanyadostesztjenek a kisebb meret}u linearis programo-
zasi feladat eseten.
P G
0
0
MN
...
0
0
 GT
d
f
...
D
3. abra. A kvadratikus programozasi feladat bazis tablajanak szerkezete a cikli-
zalo valtozokra nezve.
Tehat a (BLCP ) feladatra megfogalmazott kvadratikus primal szimplex mod-
szer pontosan akkor ciklizalhat, ha a linearis programozasi feladtra megfogalmazott
primal szimplex algoritmus ciklizal az (LPs) linearis programozasi feladaton.
Figyelembe veve, hogy a linearis programozasi feladatra megfogalmazott pri-
mal szimplex algoritmus nem ciklizalhat, ha olyan index valasztasi szabalyt hasz-
nalunk a vegesseg biztostasara, amelyik az un. s-monoton indexvalasztasi szaba-
lyok (pl. minimal index szabaly, LIFO- vagy a leggyakrabban valasztott valtozo
szabalya) koze tartozik [9].
A (BLCP ) feladatra megfogalmazott kvadratikus primal szimplex modszert
el kell latnunk ciklizalas ellenes indexvalasztasi szaballyal, amely biztostja az al-
goritmus vegesseget. Osszefoglalva, kimondhatjuk a kovetkez}o tetelt:
2.1. Tetel. A (BLCP ) feladatra megfogalmazott kvadratikus primal szimp-
lex modszer, s-monoton indexvalasztasi szabalyok hasznalata eseten veges.
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Megmutattuk, hogy a kvadratikus primal szimplex algoritmus veges az s-
monoton indexvalasztasi szabalyok alkalmazasa eseten. Eredmenyunk kozvetlen
atultethet}o a kvadratikus dual szimplex algoritmusra is.
Koszonetnyilvantas. A kutatast a TAMOP-4.2.2./B-10/1-2010-0009 pa-
lyazattal a Nemzeti Innovacios Hivatal jogel}odje, a Nemzeti Kutatasi es Techno-
logiai Hivatal tamogatta.
Illes Tibor kutatasait a Strathclyde University, Glasgow a John Anderson
Research Leadership Program kereteben tamogatta.
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FINITENESS OF THE QUADRATIC SIMPLEX METHOD
WITH THE APPLICATION OF INDEX SELECTION RULES
Tibor Illes, Adrienn Nagy
We provide a new proof for the niteness of the primal simplex method for linearly const-
rained convex quadratic programming problems when using index selection rules. The original
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quadratic simplex algorithm was developed by Wolfe and van de Panne and Whintson, and
have been published in a series of papers in the 1960s, using perturbation techniques to ensure
niteness.
We show that for the method to cycle, the pivots and the problem needs to be degenerate;
i.e. the value of all the variables -in the corresponding pivot tableau of the Karush-Kuhn-Tucker
system- taking part of the primal ratio test needs to be zero, but moreover, the the value of
the entries in the transformed pivot columns that correspond to the quadratic objective must be
zero.
It follows that the quadratic primal simplex method is nite for any index selection rule that
only relies on the sign structure of the transformed right hand side and of the reduced costs, and
for which the corresponding traditional primal simplex method is nite for linear programming
problems.
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A KLASSZIKUS MATEMATIKA EGY LEHETSEGES ALTALANOSITASA1
RAZGA TAMAS
Dolgozatunk els}odleges celja, hogy bevezessuk a realisan ellentmondas-
mentes matematikai elmeletek fogalmat, es matematikai-logikai alapon meg-
mutassuk, hogy ezek ismeretelmeletileg egyenertek}uek a klasszikus ertelem-
ben vett ellentmondasmentes elmeletekkel, gy kepesek arra, hogy termeszetle-
rasunk teljes ertek}u alapjat kepezzek. Ismertetjuk Q(k)-t mint a termeszetes
szamok es R()-t mint a valos analzis egy javasolt uj, altalanos elmeletet.
Megmutatjuk, hogy Q(k) es R() egyarant realisan ellentmondasmentes,
valamint hogy egyfel}ol realis esely van a  allando ertekenek kserleti mod-
szerekkel (azaz numerikus szamtasok eredmenyekent) valo meghatarozasara,
masfel}ol arra, hogy  ertekenek megfelel}o valasztasaval a zikai termeszet-
lerashoz egy, a mainal jobban alkalmazkodni kepes matematikai elmelethez
juthassunk.
1. Bevezetes
A mult szazad kozepere tehet}o, amikor a matematika alapjainak kutatoi olyan
kerdesekkel kezdtek foglalkozni, hogy (1) termeszetes szamnak tekinthetjuk-e a
1010
10
jelsorozattal denialt absztrakt szamot; hogy (2) megadhato-e olyan de-
ncio, mely egzakt modon tesz kulonbseget a veges es a vegtelen szamok kozott;
hogy (3) egy konkret matematikai alltast tekinthetunk-e egy adott axiomarendszer
kovetkezmenyenek, ha annak (formalis) levezetese tobb, mint 101000 szimbolum-jel
alkalmazasat igenyli; es vegul hogy (4) mit kezdhetunk a termeszetes szamok arit-
metikajanak egy olyan rendszerevel, mely realisan ellentmondas-mentes (ha pl. a
realis bizonytasok hosszat 101000-re korlatozzuk), ugyanakkor a klasszikus logika
(mely a bizonytasok hosszat nem korlatozza) szempontjabol ellentmondasos.
Az el}obbi negy kerdes kozul az els}o kett}ot Van Dantziggal [1], mg az utobbi
kett}ot Rohit Parikh-hal [2] hozhatjuk kapcsolatba. A felvetett problemakor meg-
lehet}osen komoly, m}uvel}oinek kore nem csak e ket szerz}ore korlatozodik, hanem
1Az Alkalmazott Matematikai Lapok szerkeszt}osege nem azonostja magat az id}o kozben el-
hunyt szerz}o lozoai kovetkezteteseivel, azonban a gondolat- es szolasszabadsag jegyeben a dol-
gozatot nem kvanta megcsonktani.
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egy uj matematikai-logikai iskola, az ugynevezett ultranitizmus megalaptasahoz
vezetett [3].
Dolgozatunk szempontjabol az a lenyeg (ezt ragadjuk meg), hogy ezen uj
matematikai-logikai iskola szerint az aritmetikaban jogosan kerd}ojelezhetjuk meg,
hogy mindaz, ami ervenyes a kis, a kozepes es a nagy szamok korere, az min-
den tovabbi nelkul kiterjeszthet}o az olyan nagyon-kicsi es az olyan nagyon-nagy
szamokra is, amelyek el}oalltasa meghaladja (nemcsak technikai adottsagainkbol,
hanem zikai korlatainkbol is kovetkez}o) realitasunkat, esgy csak a kepzeletunkben
lehetseges.
Dolgozatunkban a realis bizonytasok hosszat a  jellel korlatozzuk, de  teny-
leges erteket mindvegig nyitva hagyjuk, erre vonatkozoan csak nehany el}ozetes
utalast teszunk.
Ugyanakkor szilardan meg vagyunk gy}oz}odve arrol, hogy ha  erteket helyesen
valasztjuk, ugy (ismeretelmeletileg) nem tehet}o kulonbseg a
"
csak" realisan ellent-
mondasmentes es a klasszikus ertelemben vett tenylegesen ellentmondasmentes
aritmetikai elmeletek kozott.
E hivatkozasok es bevezet}o gondolatok utan dolgozatunk programja a kovet-
kez}o:
a) Vizsgalataink alapjaul a termeszetes szamok aritmetikajanak Raphael
M. Robinsonrol elnevezett legegyszer}ubb axiomarendszeret, az ugyneve-
zett Q-aritmetikat valasztjuk.
A 2. fejezetben megmutatjuk, hogy: (1) habar a Q-aritmetika a Peano-
aritmetika leggyengebb alrendszeret kepezi, megis alkalmas arra, hogy
benne a szamelmelet jo nehany kozismert tetele legyen megfogalmazhato
es bizonythato; (2) a Q-aritmetika keretein belul konnyen denialhato az
y = exp(a; x) hatvanyfuggveny a szokasos tulajdonsagokkal (kiveve azt,
hogy minden a-hoz es x-hez tartozik y); (3) minden c ertekhez van olyan
k = k(c) termeszetes szam, melynel egyetlen y termeszetes szamra sincs az
y = exp(2; k(c)) egyenl}osegnek c -nel rovidebb bizonytasi hosszu bizony-
tasa; (4) kovetkezeskeppen Q-aritmetika kiegeszthet}o a (Q9) axiomaval
(ami az el}obb emltett korulmenyt fejezi ki kell}oen nagy c =  esetere)
ugy, hogy az ered}o Q(k)-aritmetika (a bizonytasi hosszak
"
nagyon-nagy"
-ra korlatozasaval) realisan ellentmondasmentes.
b) A 3. fejezetben becsleseket teszunk k(c) ertekere, valamint roviden kiterunk
arra, hogy amennyiben az osszeadas es szorzas m}uveleti fuggvenyeit logikai
fuggvenyekkel helyettestjuk, akkor az gy kapott (meg gyengebb) Q(k)
aritmetikaban k(c) k(c).
Ez utobbi korulmenyre is tekintettel megmutatjuk, hogy  megfelel}oen
nagy ertek}ure valasztasa eseten nem tehetunk kulonbseget a
"
csak" reali-
san ellentmondasmentes es a klasszikus ertelemben tenylegesen ellentmon-
dasmentes aritmetikai rendszerek kozott, gy a termeszetes szamok arit-
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metikajanak lehetseges (kvanatos) altalanostasakent a Q(k) es Q(k)
aritmetikak egyarant szamtasba jonnek.
c) A 4. fejezetben felvazoljuk a valos szamok Q(k)-aritmetikaval kompatibilis
uj elmeletet, megmutatjuk, hogy pusztan ennek keretein belul nem lehet-
seges a hatarozott integral ertelmezese, mert ehhez kulon axiomara van
szukseg, valamint ravilagtunk arra, hogy a valos szamok egyertelm}uen a
mikro- es makro-szamok kategoriajaba sorolhatok.
d) Az 5. fejezetben vazlatosan targyaljuk a valos analzis altalanostasahoz (es
ezen belul a hatarozott integral ertelmezesehez) szukseges kulon axioma-
kat, es megmutatjuk, hogy az ezekkel kiegesztett elmelet realisan ellent-
mondasmentes.
e) Befejezesul a 6. fejezetben osszegezzuk vizsgalataink alabbi f}obb tanulsa-
gait:
(i) mivel az uj elmelet ( kell}oen nagy ertek}ure valasztasa eseten) bizony-
tottan realisan ellentmondasmentes, ezert nincs okunk arra, hogy azt ne
tekintsuk (a klasszikus ertelemben vett) tenylegesen ellentmondas-mentes
elmeletnek;
(ii) az uj elmelet  allandoja (elvileg) ugyanugy tapasztalati uton hataroz-
hato meg (peldaul szamtogeppel tamogatott nagypontossagu numerikus
szamtasok eredmenyekent), mint ahogy a Bolyai-geometria  allandoja
is megkaphato nagyprecizitasu foldmeresek (illetve zikai meggyelesek)
eredmenyekent;
(iii) vegul felvazolunk nehany gondolatot arrol, hogy mikent lehet az uj,
altalanos elmeletet felhasznalni arra, hogy altala a zikai termeszetlera-
sunkhoz egy, a mainal jobban alkalmazkodni kepes matematikai hatter-
elmelethez juthassunk.
2. Q es Q(k) aritmetikai rendszerek
Ismeretes (lasd pl. [4]), hogy a termeszetes szamok (amik osszesseget a kialakult
gyakorlat szerint a tovabbiakban egyszer}uen csak N-nel jeloljuk) legaltalanosabb
elmeletet a Raphael M. Robinson altal bevezetett Q-aritmetika adja. Ezt az elmele-
tet valasztjuk tovabbi vizsgalataink kiindulo alapjaul, mint ahogy ezt valasztottuk
e dolgozat el}ofutarat kepez}o forrasm}u [5] alapjaul is. (Hivatkozott dolgozatunkban
meg nem ismertuk e temakor kiterjedt irodalmat, es ezert Q-aritmetika helyett
egyszer}uen csak RA-rendszerr}ol beszeltunk).
I. Reszben e kiterjedt irodalomra (aminek tovabbi reszletei pl. [6]-ban es [7]-ben
talalhatok), reszben a mar idezet forrasmunkara [5] hivatkozassal az alabbiakban
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roviden osszefoglaljuk a Q-aritmetika dolgozatunk szempontjabol leglenyegesebb
adottsagait.
a) A Q-aritmetika formalis rendszere a
"
0"konstans jelet, az
"
S", a
"
+"es a
"
"
m}uveleti jeleket, az
"
=" egyenl}oseg jelet, valamint valtozojeleket hasznal.
b) A Q-aritmetika els}o het axiomaja azonos a Peano-aritmetika els}o het axio-
majaval.
c) A Peano-aritmetika teljes indukcios axiomasemajat a Q-aritmetikaban az
alabbi (lenyegesen
"
gyengebb") axioma helyettesti:
(Q8) a = 0, vagy van olyan b, hogy a = Sb (ahol a es b valtozojelek).
d) A Q-aritmetikaban preczen denialhato a hatvanyozas y = exp(a; x) m}uve-
lete (a szokasos f}obb tulajdonsagokkal), ahol is x, y es a termeszetes szam-
valtozok.
e) Parikh tetele ertelmeben [2, Theorem 4.3.] Q-aritmetikaban ugyanak-
kor nem bizonythato a hatvanyozas m}uveleti fuggvenyenek totalis volta,
vagyis hogy az a es x valtozok minden konkret a es x ertekehez talalhato
legyen olyan y, hogy y = exp(a; x) fennall.
f) Q-aritmetikan belul megadhato a termeszetes szamoknak egy olyan N0
osszessege (nevezzuk ezeket a tovabbiakban egyszer}uen csak N0-szamoknak),
hogy:
(i) az N0-szamok kore az "S", a "+" es a "" m}uveletekkel szemben zart;
(ii) tetsz}oleges a es x N0-szamokhoz van olyan N-beli y szam, hogy
y = exp(a; x);
(iii) az N0-szamok koreben szamsorozatokat es fuggvenysorozatokat denial-
hatunk az ezekre vonatkozoan ismert osszefuggesek szinte erintetlen fenn-
tartasa mellett;
(iv) az N0-szamok koreben a Q-aritmetika olyan alapvet}o tetelek bizonyta-
sara kepes, mint a legnagyobb kozos oszto es a legkisebb kozos tobbszoros
letezese; a knai maradektetel ; vagy mint pl. Gauss alaptetele a termeszetes
szamok prmszam-szorzatra torten}o felbontasarol.
Feltehet}o tovabba [8], hogy az N0-szamok koreben a Q-aritmetika a szam-
elmelet olyan legismertebb teteleinek a bizonytasara is elegend}o, mint pel-
daul a
"
nagy" Fermat-tetel, valamint hogy egy termeszetes szam es annak
ketszerese kozott mindig van prmszam, es gy tovabb.
Megjegyzes. (i) es (ii) igazolasahoz leginkabb a [2]-ben, [4]-ben es [6]-ban
talalhato hatterismeretekre hivatkozunk, mg (iii) es (iv) alatamasztasanal [8]-ra
hagyatkozunk.
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A Q-aritmetikan belul valamely m termeszetes szamnak a (Q-aritmetika
formalis nyelven keresztul torten}o) formalis kifejezesere az alabbi ket modon van
lehet}oseg:
m = SSS. . . S0 azaz
"
m" darab
"
S"-jel valamint egy darab
"
0"-jel; (1)
vagy
0 = 0; 2 m = SS0 m 2 m+ 1 = 2 m+ S0 (2)
ahol is m jeloli az m termeszetes szam Q-aritmetikan beluli formalis valtozatat.
Az (1) szam-kifejezes a megszokottabb (Godel is ezt hasznalta), a (2) kifejezes
viszont
"
gazdasagosabb", ugyanis peldaul az m = 2k termeszetes szam formalis
kifejezesere (1) szerint 2k + 1, mg (2) eseten mindosszesen 6  k formalis jelre van
szukseg.
Dolgozatunkban { amikor csak megtehetjuk { mi mindvegig a (2) szam-kifejezest
hasznaljuk.
Tegyuk fel, hogy valamilyen okbol (pl. Univerzumunk zikai torvenyeib}ol kifo-
lyolag) formalis logikai m}uveleteink hosszaban korlatozva vagyunk, es gy pl. egy
kifejezest (ezen belul egy szam-kifejezest is), egy formulat, vagy egy bizonytast
csak akkor all modunkban realisan (hitelt erdeml}oen) elfogadni, ha azok jelsorozat-
hosszusaga kisebb valamely  szamnal.
Dolgozatunkban feltetelezzuk, hogy Univerzumunk (az aritmetika vonatkoza-
saban is) ilyen tulajdonsagu, es abban letezik ilyen  szam is, bar annak konkret
erteket nyitva hagyjuk.
Megjegyzes. A zika mai allasa szerint Univerzumunk veges, a benne foglalt
atomok szama mintegy 1080-ra becsulhet}o, es gy a   1080 ertek is egy ilyen
szoba-johet}o korlatot kepvisel.
2.1. Dencio. Valamely kifejezesr}ol (szam-kifejezesr}ol is), formularol vagy
bizonytasrol akkor mondjuk, hogy az realis (azaz tenyszer}u, megvalosthato, tehat
nem kepzeletbeli), ha annak Q-aritmetikan beluli kifejezesehez -nal kevesebb for-
malis jelre van szukseg;
2.2. Dencio. Egy elmeletr}ol akkor mondjuk, hogy realisan ellentmondas-
mentes, ha abban egyik axioma tagadasanak sincs realis bizonytasa.
A mondottak ertelmeben a Q-aritmetikan belul (2) szerint kifejezhet}o leg-
nagyobb szam:
nmax  2=4: (3)
Ha viszont (2) nem alkalmazhato (mert pl. a Q-aritmetikan belul a
"
+" es
"
"
m}uveleti fuggvenyeket logikai fuggvenyekkel helyettestjuk { lasd kes}obb, a 3. feje-
zetben), akkor:
nmax  : (4)
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2.1. Tetel. c minden ertekehez talalhato olyan k = k(c) termeszetes szam,
hogy az y = exp(2; k(c)) egyenl}osegnek egyetlen y termeszetes szam eseten sincs
c-nel rovidebb bizonytasa.
A tetelre szigoru, formalis bizonytas is adhato, melynek ismerteteset}ol (annak
terjedelme es matematikai-logikai melysegei okan) itt most eltekintunk, es helyette
megelegszunk egy informalis bizonytasi valtozat ismertetesevel.
De miel}ott alltasunk ezen informalis igazolasaba kezdenenk, el}oszor is ponto-
stjuk a hasznalt legf}obb fogalmakat, valamint az azokkal kapcsolatos jelolesmodot.
Valamely
"
A" alltas bizonytasi hosszan az annak formalis bizonytasaban
szerepl}o szimbolikus jelek osszes szamat, illetve a bizonytasi lepes-szaman az ugyan-
ezen bizonytasban alkalmazott osszes kovetkeztetesek szamat ertjuk (ez utobbi
vonatkozasban valamely konkret axioma alkalmazasa is kovetkeztetesnek szamt).
Qj{cA-val jeloljuk azt, hogy Q-aritmetikan belul az "A" alltasnak van c, vagy
rovidebb bizonytasi hosszu bizonytasa, mg Qj{/cA-val ennek az ellenkez}ojet.
Hasonloan: Qj{(c)A-val jeloljuk azt, hogy Q-aritmetikan belul az "A" alltas-
nak van c, vagy rovidebb bizonytasi lepes-hosszu bizonytasa, mg Qj{=(c)A-val az
ellenkez}ojet.
Mindezek alapjan a 2.1. tetel azt alltja, hogy van olyan k = k(c) termeszetes
szam, hogy:
8yfQj{/c y = exp(2; k(c))g: (5)
Bizonytas.
A tetel bizonytasahoz egyfel}ol felhasznaljuk azt a trivialitast, hogy
[Qj{cA]! [Qj{(c)A]; (6)
masfel}ol G. Kreisel Q-aritmetikara (mint veges szamu axiomara epult elmeletre)
bizonytott sejteset (bizonytasat lasd pl. [9]-ben), amit az alabbi segedtetelben
fogalmazunk meg:
2.1. SegASdtAStel. Ha valamely B(x) alltashoz talalhato olyan c termesze-
tes szam, hogy az alabbi osszefugges minden k termeszetes szamra (kulon-kulon)
fennall:
Qj{(c) B(k);
akkor egyuttal
Qj{8xB(x):
A 2.1. segedtetel alapjan meg egy segedtetelt fogalmazunk meg es bizonytunk
be.
2.2. SegASdtAStel. Q-aritmetikan belul adott c-hez mindig van olyan d ter-
meszetes szam, hogy:
8y 8 (x  d)Qj{(c) y = exp(2; x)	 (7)
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E segedtetel igazolasahoz ket trivialitast veszunk gyelembe. El}oszor is azt,
hogy minden c termeszetes szamhoz van olyan c( c), hogy:
Qj{(c) y = exp(2; d)
! 8(x  d) Qj{(c) y = exp(2; x)
masodszor pedig azt a korulmenyt (lasd a 2.e) pontnal), hogy:
Qj{= 8a 8x 9y [y = exp(a; x)]
Tetelezzuk marmost fel, hogy valamely adott c mellett (7) nem all fenn, azaz:
8d 9y 9(x  d)Qj{(c) y = exp(2; x)	 :
Ez esetben (a gyelembe vett els}o trivialitas miatt) egyuttal:
8d 8(x  d) 9y Qj{(c) y = exp(2; x)	
kovetkezeskeppen (a 2.1. segedtetel miatt) Qj{8x9y [y = exp(2; x)] eredmenyre
jutunk, ami ellentmondvan a masodik trivialitasnak, vegul is igazolja (7)-t.
Mindezen el}ozmenyek utan visszaterunk a 2.1. tetel, azaz (5) igazolasahoz.
El}oszor is eszrevesszuk, hogy (6)-bol, valamint j{=c es j{=(c) denciojabol kovet-
kez}oen: 
Qj{=(c)A
! [Qj{=cA] ;
es gy a 2.2. segedtetel a bizonytasi lepes-szamrol kozvetlenul kiterjeszthet}o a
bizonytasi hosszra is, azaz minden c-hez mindig van olyan k termeszetes szam,
hogy:
8y 8(x  k) fQj{c y = exp(2; x)g : (8)
Legyen kmin a (8) szerinti k szamok kozul a legkisebb es denialjuk k(c)-t
k(c) = kmin-kent. Nyilvanvalo, hogy k(c) el}obbi dencioja esetere a 2.1. tetel
bizonytast nyert. ut
II. Q(k)-aritmetikat ugy kapjuk meg Q-aritmetikabol, hogy ez utobbi osszesen
8 axiomajat (azaz a Q1 . . . , Q8 axiomakat) az alabbi 9. axiomaval egesztjuk ki:
(Q9) az exp(2; k) kifejezes egyetlen termeszetes szammal sem megegyez}o, azaz:
8y [exp(2; k) 6= y] ;
ahol k valamely (aritmetikailag formalisan kifejezhet}o) x, termeszetes
szam-kifejezes.
Alabb megmutatjuk, hogy ha k erteket megfelel}oen valasztjuk, ugy Q(k)-
aritmetika realisan ellentmondasmentes, es gy szilard alapjat kepezheti az alta-
lanos matematikanak.
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2.2. Tetel. Ha
"
k" egy tetsz}oleges olyan szam-kifejezes, amire fennall, hogy
k  k(); (9)
akkor a Q(k)-aritmetika realisan ellentmondasmentes.
Megjegyzes. Itt k(c) a 2.1. tetel bizonytasa soran denialt szam-fuggveny, mg 
pedig a realis szam-abrazolas es a realis bizonytas 2.2. a) dencioval
bevezetett korlatja.
Bizonytas. A k szam-kifejezes (9) szerinti valasztasa eseten itt elegend}o csak
azt igazolnunk, hogy a Q9 axioma tagadasat jelent}o alabbi kifejezesnek:
exp(2; k()) = y (10)
Q-aritmetikan belul egyetlen y ertek mellett sincs realis bizonytasa.
Mivel a 2.1. tetel alapjan tudjuk, hogy a Q-aritmetikan belul (10)-nek egyetlen
y ertek eseten sincs -nal rovidebb bizonytasa, gy { a realis bizonythatosag 2.2. b)
denciojat gyelembe veve { a 2.2. tetel ertelemszer}uen fennall.
A klasszikus logika szerint Q(k) ellentmondasos, mert a Q-aritmetikan belul
minden lehetseges  ertekre a (10) osszefugges kulon-kulon bizonythato.
Ez a korulmeny azonban ket okbol sem arnyekolhatja be a 2.1. tetel erve-
nyesseget, sem pedig az aritmetika altalanostasat celzo, jelen dolgozatban kifejtett
torekveseinket:
(i) a klasszikus logika nem szab semminem}u korlatot a bizonytasok
hosszanak, megengedi a 1080-nal is hosszabb, es gy csak gondola-
tilag kivitelezhet}o bizonytasi konstrukciokat is;
(ii) a 1080-nal nagyobb szamok koreben maguknak az axiomaknak az
ervenye is kerdeses. ut
3. Megfontolasok, becslesek, kovetkeztetesek
Dolgozatunk egyik legf}obb alltasa es egyik legf}obb mondanivaloja az, hogy a
realis ellentmondas-mentesseg korantsem egy mesterkelt kitalacio, hanem inkabb a
klasszikus matematikai gondolkodas egyik gyenge pontjara ramutato olyan fogalom,
ami alapjat kepezheti a matematika (ezen belul els}osorban az aritmetika es analzis)
altalanostasanak.
Mindezzel kapcsolatban az el}oz}o pontban matematikai-logikai modszerekkel
mutattuk meg, hogy leteznek olyan  es k() termeszetes szamok, melyek
mellett a realis ellentmondas-mentesseg fogalma nemcsak lozoailag, de mate-
matikailag is ertelmezhet}o.
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Az el}oz}oekben mind , mind pedig a 2.1. tetel bizonytasa soran denialt k(c)
szam-fuggveny ertekeinek a kerdeset nyitva hagytuk, megelegedtunk ezek puszta
letezesevel.
Mivel a dolgozatunk targyat kepez}o uj aritmetikai es valos fuggvenytani rend-
szer-modellt nem pusztan gondolati konstrukcionak szantuk, hanem annak koz-
vetlen gyakorlati alkalmazasara is gondoltunk, ezert a most kovetkez}o fejezetben
becslesekbe bocsatkozunk  szoba-johet}o ertekeit, es a k(c) szamfuggveny egy
valoszn}usthet}o fels}o korlatjat illet}oen.
Hangsulyozzuk, hogy itt f}oleg sejteseken alapulo becslesekr}ol es nem bizony-
tasokrol lesz szo.
Becslesekr}ol, melyek segtenek eligazodni eredmenyeink alkalmazhatosagaban,
es amikkel kapcsolatos esetleges tevedesek alapvet}o celunkat es mondanivalonkat
nem befolyasoljak.
3.1.  ertekenek el}ozetes becslese
Els}o temakorkent  ertekere teszunk becsleseket.
Ugy gondoljuk, hogy az alabbi nagy-szamok elegge kozismertek es sokat mon-
doak:
(i) Foldunk atomjainak a szama  1050.
(ii) Galaxisunk atomjainak a szama  1070.
(iii) Univerzumunk atomjainak a szama  1080.
A fenti szamokra hivatkozassal alig hihet}o, hogy egy realis bizonytas hossza
nagyobb lehessen, mint 1050, az viszont teljesseggel kizarhato, hogy ez a bizonytasi
hossz elerhesse a 1080 erteket. Kovetkezeskeppen nem sokat tevedhetunk, ha a
tovabbiakban  ertekere:
  1080 (11)
becslest tesszuk.
3.2. Egy lehetseges becsles k(c) fuggveny fels}o korlatjara
Masodik temakent denialjuk a (c) fuggvenyt, mely { sejtesunk szerint {
egy fels}o korlatjat kepezi a k(c) szamfuggvenynek. Vagy pontosabban, deni-
alni fogunk valamely (c) fuggvenyt, melyr}ol azt sejtjuk, hogy (legalabb is) a
k = 2m (m = 0; 1; 2; : : : ) szamok koreben:
k(c)  (c):
Jeloljuk (k)-val azt a formalisan kifejezhet}o alltast, hogy x = k mellett van
olyan y, melynel az exp(2; x) = y egyenl}oseg fennall, es jeloljuk (k)-val ennek a
formalis bizonytasi hosszat.
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Tudjuk, hogy I. d) szerint
"
Qj{(x) ! (2  x)", gy   2m+1 konnyen kife-
jezhet}o  (2m)-b}ol:

 
2m+1

=  (2m) +  m+ ; (12)
amib}ol viszont konnyen megkapjuk (2m) erteket:
 (2m) = =2 m2 + (   =2) m (13)
Megjegyzes.
(i) (12) szarmaztatasanal gyelembe vettuk, hogy a bizonytas soran
(x)! (2x) osszefuggesbe x helyere be kell helyettestenunk a k =
2m szamkifejezest, ami (2) ertelmeben (es x minden el}ofordulasanal)
4m formalis jel felhasznalasat jelenti.
(ii)  es  termeszetes szamok, es (i)-b}ol kovetkez}oen:   12.
(iii) Konnyen ellen}orizhet}o, hogy (13)-hoz hasonlo osszefuggesre jutunk
akkor is, ha (k)-t nem az I. d) szerinti (x) ! (2  x) ossze-
fugges, hanem az I. d) (ii)-ben jelzett azon korulmeny alapjan kvan-
juk bizonytani, hogy az N0-szamok koreben (k) mar eleve teljesul.
(Ez utobbi esetben nyilvanvaloan azt kell bizonytanunk, hogy k N0-
szam.)
A mondottak (es a 2.1. tetelben szerepl}o k(c) szamfuggveny dencioja)
ertelmeben egyertelm}uen valoszn}usthet}o, hogy a
(c) = 2
p
c
fuggveny egy fels}o korlatjat kepezi a k(c) szamfuggvenynek, azaz
k(c)  2
p
c:
Mindebb}ol, valamint (9)-b}ol kovetkez}oen azt mondhatjuk, hogy ha
k  2
p
; (14)
akkor Q(k) (nagy valoszn}useggel) realisan ellentmondasmentes.
3.3. Q (k) aritmetika es egy becsles k(c) fuggveny fels}o korlatjara
Q(k)-aritmetikanak egy erdekes alternatvajahoz (nevezzuk ezt Q(k)-aritme-
tikanak) jutunk, ha Q-aritmetikaban az osszeadas es szorzas m}uveleti fuggvenyeit
logikai fuggvenyekkel helyettestjuk (az otlet R. Parikhtol szarmazik, lasd pl. [10]).
Ebben, a Q-aritmetikanal lenyegesen
"
gyengebb" elmeletben a (3) szamabrazolas
nem lehetseges, a termeszetes szamok formalis kifejezesenel csak (4)-re hagyatkoz-
hatunk.
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Q(k)-aritmetikaban k(c) fuggveny helyett k(c) fuggveny szerepel, aminek
fels}o korlatjara
k(c)  c
fuggvenyt valoszn}ustjuk, es azt varjuk, hogy ha
k  c; (15)
akkor Q(k) (nagy valoszn}useggel) realisan ellentmondasmentes.
3.4. Egy ismeretelmeleti konkluzio
Be kell latnunk, hogy ha  es k ertekeit (11), illetve (14) alapjan valasztjuk,
ugy Q(k)-aritmetika (illetve Q(k)-aritmetika mar akar (15) valasztasa eseten is)
realisan ellentmondasmentes.
Be kell latnunk tovabba, hogy nem all modunkban kulonbseget tenni a (klasszi-
kus logika szerinti)
"
tenyleges" es a (dolgozatunk szerinti) realisan ellentmondas-
mentes elmeletek kozott, gy (ismeretelmeletileg) ez utobbiakat is kenytelenek
vagyunk teljes ertek}u elmeleteknek tekinteni.
4. A valos szamok altalanos elmeletenek alapjai
A valos szamokat (amik osszesseget R-rel jeloljuk) nem a termeszetes szamok-
bol szarmaztatjuk (meglehet}osen nehezkes es vitathato gondolatmenet eredmenye-
kent), hanem olyan onallo fogalomkent kezeljuk, melynek a termeszetes szamokkal
valo vitathatatlanul szoros kapcsolatat a tovabbiakban is valtozatlanul fenn kvan-
juk tartani.
A valos szamokhoz (mint t}olunk fuggetlenul objektven letez}o entitasokhoz) az
alabbi axiomakkal kifejezett tulajdonsagokat rendeljuk:
4.1. Axioma.
A. Test axiomak:
(i) A valos szamok R halmaza testet alkot, melyben az alabbiak kerulnek
denialasra:
 ket konstans (nevezetesen a
"
0" es az
"
1" elem), valamint
 ket m}uvelet (nevezetesen a
"
+" osszeadas es a
"
" szorzas).
(ii) E ket konstansra es ket m}uveletre R-ben ervenyes axiomak az alab-
biak:
 mindket m}uvelet kommutatv, azaz:
8a; b 2 R eseten a+ b = b+ a; valamint a  b = b  a;
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 mindket m}uvelet asszociatv, azaz:
8a; b; c 2 R eseten a+(b+c) = (a+b)+c; valamint a(bc) = (ab)c;
 e ket m}uvelet egyuttesen disztributv, azaz:
8a; b; c 2 R eseten a  (b+ c) = a  b+ a  c;
 a
"
0" elem additv, az
"
1" elem pedig multiplikatv egyseget kepez,
azaz:
8a 2 R eseten a+ 0 = a; valamint a  1 = a;
 R-ben minden elemnek letezik additv inverze, azaz:
8a 2 R eseten van olyan x 2 R; hogy a+ x = 0;
 R-ben minden a 6= 0 elemnek letezik multiplikatv inverze, azaz:
8a 2 R es a 6= 0 eseten van olyan x 2 R; hogy a  x = 1.
Megjegyzes. Az utobbi ket inverzt x =  a , illetve x = a 1 ertekkent is jeloljuk.
B. Rendezesi axiomak:
(i) A valos szamok R halmaza rendezett testet alkot, melynek egyetlen
rendezesi relacioja van, amit
"
<"-vel jelolunk.
(ii) E rendezesi relaciora R-ben az alabbi axiomak ervenyesek:
 0 < 1;
 8a; b; c 2 R eseten ha a < b; akkor egyuttal a+ c < b+ c;
 8a; b; c 2 R es 0 < c eseten ha a < b; akkor egyuttal a  c < b  c.
C. Kozbens}oertek axioma:
Ha egy polinom egy zart intervallum egyik vegen pozitv, masik vegen negatv
erteket vesz fel, ugy az intervallumnak van olyan bels}o pontja, ahol a polinom
erteke pont zerus.
D. Kapcsolat a termeszetes szamokkal:
(i) Letezik olyan fN!R(x) fuggveny, mely a termeszetes szamokat egy-
ertelm}uen lekepzi a valos szamok korebe ugy, hogy:
 fN!R(0) = 0;
 fN!R(S0) = 1;
 fN!R(Sm) = fN!R(m) + 1.
(ii) Archimedesi axioma:
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 minden a 2 R-hez van olyan m 2 N, hogy
fN!R(m)  jaj < fN!R(Sm):
(iii) Rekurzven denialt valos fuggvenyek axiomaja:
 ha f polinom, akkor g = f rekurzv fuggveny ;
 ha g1 es g2 rekurzv fuggvenyek, akkor g = g1 + g2, valamint g =
g1  g2 ugyancsak rekurzv fuggvenyek ;
 ha g1(x) rekurzv fuggveny, m pedig szamvaltozo, akkor
g1 = g [fN!R(m)] szinten rekurzv fuggveny (az m termeszetes szam-
mal, mint parameterrel);
 ha g0 es g1(m;x) rekurzv fuggvenyek, esm egy N0-beli szamvaltozo,
akkor az alabbi osszefuggessel denialt g(m) ugyancsak rekurzv fugg-
veny :
g(0) = g0;
g(Sm) = g1 [m; g(m)].
(iv) A teljes indukcio elvenek R0-beli alkalmazhatosaga:
Ha g(x) egy (az el}obbi pont szerint denialt) rekurzv fuggveny, m
pedig egy N0-beli szamvaltozo, amelyre az alabbi osszefuggesek fenn-
allnak:
g(0) = 0; valamint
8(m 2 N0) f[g(m) = 0]! [g(Sm) = 0]g ; (16)
akkor egyuttal az alabbi osszefugges is fennall:
8(m 2 N0) [g(m) = 0] : (17)
Megjegyzes.
{ Axiomarendszerunkben kerultunk minden halmazelmeleti alapot, mivel
Q(k)-aritmetika inkompatibilis a valos szamok axiomatizalasahoz alapul
valasztott Zermelo{Fraenkel-axiomarendszerrel (letezik Q(k)-aritmetikaval
kompatibilis altalanostott halmazelmelet is, ennek felvazolasara azonban
jelen dolgozat keretein belul nem vallalkozhattunk).
{ Ha a valos szamokat (a jelen dolgozatban alkalmazott gyakorlattol
elter}oen) halmazelmeleti alapon axiomatizaljuk, ugy a C. es D. axiomak
helyett elegend}o az egyeduli
"
teljessegi axiomara" hagyatkozni, mely
szerint
"
a valos szamok minden nem ures, felulr}ol korlatos reszhalmaza-
nak van R-beli legkisebb fels}o hatara".
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{ A C. axiomaban szerepl}o polinomokat az alabbiak szerint denialjuk:
 ha a valos szam, ugy f = a egy polinom;
 ha x egy valosszam-valtozo, akkor f = x egy polinom;
 ha f1 es f2 polinomok, akkor f = f1 + f2 is egy polinom;
 ha f1 es f2 polinomok, akkor f = f1  f2 is egy polinom.
{ A D. axioma hivatott arra, hogy (halmazelmeleti alapok hianyaban) meg-
teremtse a kapcsolatot a valos szamok es a termeszetes szamok kozott, es
(egyebek mellett) lehet}ove tegye (a 2. fejezet I. f) (ii) pontjaban mondot-
tak ertelmeben azonban csakis az N0-szamok koreben) a rekurzven deni-
alt fuggvenyek fogalmanak bevezeteset, valamint a teljes indukcio elvenek
R0-beli alkalmazhatosagat is.
{ Mivel { a D. 1. axioma ertelmeben { minden m termeszetes szamnak van
m = fN!R(m) valos szambeli megfelel}oje, ezert nem okozhat felreertest,
ha a tovabbiakban m-nek az m valos szam-megfelel}ojet egyszer}uen csak
m-mel jeloljuk.
Most pedig kovetkezzek nehany dencio, hogy azutan majd raterhessunk a
valos szamok dolgozatunkban javasolt uj altalanos elmeletenek nehany fuggveny-
tani vonatkozasara.
4.1. Denciok.
a) Valamely a valos szamot akkor, es csakis akkor nevezunk R0-szamnak, ha
van olyan m es n N0-beli termeszetes szam, hogy jaj = m=n.
b) A valos szamok koreben ertelmezett fuggvenyek (beleertve a folytonos es az
adott intervallumon belul egyenletesen folytonos fuggvenyeket is) fogalma
es dencioja az uj, altalanos matematikai rendszerben is megegyezik a
klasszikus elmeletben megszokottal.
c) Az alabbi modon kepzett f(x) valos fuggvenyeket tekintjuk alapfuggveny-
nek :
 ha f1(x) egy rekurzv fuggveny, akkor f(x) = f1(x) egy alapfuggveny ;
 ha f1(x) es f2(x) alapfuggvenyek, akkor f(x) = f1(x) + f2(x),
f(x) = f1(x)  f2(x), f(x) = f1(x)  f2(x), illetve (felteve, ha van olyan x,
hogy f(x)2 6= 0) f(x) = f1(x)=f2(x) ugyancsak alapfuggvenyek.
d) Az cf(x) fuggvenyr}ol akkor mondjuk, hogy az az f(x) fuggveny R0-repre-
zentacioja, ha:
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 cf(x) egy alapfuggveny, valamint ha
 minden R0-beli a valos szamra: f(a) = cf(a).
e) Az Iff(); x0; xg fuggvenyr}ol azt mondjuk, hogy az az f() fuggveny [x0; x]
intervallumra vonatkozo hatarozott integralja, ha az kielegti az alabbi kri-
teriumokat:
(i) Iff(); x0; x0g = 0;
(ii) Iff(); x0; xg+ Ifg(); x0; xg = Iff(); x0; xg+If g(); x0; xg;
(iii) Iff(); x1; x2g+ Iff(); x2; x3g = Iff(); x1; x3g;
(iv) (9M)(9m)f(8x)[(x1  x  x2)! (M  f(x)  m)]!
! [M  (x2   x1)  Iff(); x1; x2g  m  (x2   x1)]g,
ahol , , m es M valos szamok.
Az alabbiakban megmutatjuk, hogy a 4.1. denciok e) pontja ertelmeben
(valamint a klasszikus matematika gyakorlata szerint) denialt Iff(); x0; xg nem
kepez valos fuggvenyt.
4.1. Tetel. Ha m es n tetsz}oleges N0-szamok, x0 es x pedig tetsz}oleges valos
szamok,  = x x0n , valamint xi = x0 + i  , akkor mindig fennall, hogy:
xm+1   xm+10
m+ 1
>
nX
i=1
(  xmi ) > Ifxm; x0; xg >
>
n 1X
i=0
(  xmi ) >
(x  )m+1   (x0   )m+1
m+ 1
:
(18)
Bizonytas.
Konnyen ellen}orizhet}o, hogy az alabbi osszefugges minden i-re
(i = 0; 1; : : : ; n  1) fennall:
(xi + )
m+1   xm+1i
m+ 1
> (xi + )
m   > Ifxm; xi; xi+1g >
> xmi   >
xm+1i   (xi   )m+1
m+ 1
:
(19)
Osszegezve (19)-et i = 0-tol egeszen n  1-ig, kozvetlenul kapjuk (18)-at. ut
Eszre kell vennunk, hogy a 4.1. tetelben n erteke N0-szam, amihez ket meg-
jegyzes kvankozik:
{ Csak akkor van modunk (D. 3. es D. 4. ertelmeben) Iff(); x0; xg-t de-
nialni es (18)-at levezetni, ha felvallaljuk az n ertekere (hogy az N0-szam)
tett jelent}os megkotest.
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{ Q(k)-aritmetika Q9 axiomajabol egyertelm}uen kovetkezik, hogy n < k,
gy a klasszikus matematikaban megszokott n!1 hataratmenet itt tehat
most nem alkalmazhato.
Ebb}ol kovetkez}oen n minden lehetseges ertekenel az Ifxm; x0; xg fuggveny also
es fels}o korlatjanak { (18) jobb, illetve baloldalanak { a kulonbsege nagyobb egy jol
denialt (x0, x es k ertekeivel kifejezhet}o) pozitv valos szamnal, es gy Ifxm; x0; xg
nem kepez valos fuggvenyt.
5. Az analzis altalanos elmeletenek alapjai
A valos szamok 4.1. pont szerinti axiomai onmagukban nem elegend}oek a fugg-
venyek (klasszikus analzisben megszokott elvarasok szerinti) integraljanak a szar-
maztatasara, gy az analzis altalanos elmeletenek megalapozasahoz meg tovabbi
axiomakra van szuksegunk.
Ezen kiegeszt}o axiomak megfogalmazasanal gyelembe kell vennunk a valos
szamok tulajdonsagainak R es R0 szerinti kulonboz}oseget, illetve sajatos kett}os-
seget.
Azt mondhatjuk, hogy R kepviseli a valos szamok (minden
"
nom" reszletre
is kiterjed}o)
"
mikro-strukturajat", es R0 pedig annak (a reszleteket "elnagyolo")
makro-strukturajat.
5.1. Axioma.
E. Az integralfuggveny axiomai:
(i) A valos szamok koreben ertelmezett minden egyes egyenletesen foly-
tonos f() fuggvenyhez es [x0; x] zart intervallumhoz egyertelm}uen
tartozik az Iff(); x0; xg integralfuggveny, megpedig oly modon, hogy
az kielegti a 4.1. denciok e) pontban rogztett mind a negy integral-
kriteriumot. Az Iff(); x0; xg integralfuggvenyt (a klasszikus integ-
raltol valo megkulonboztetes celjabol) a tovabbiakban gyakran csak
Iff(); x0; xg 
R x
x0
f()-vel jeloljuk.
(ii) Az f() = m fuggveny integralfuggvenyenek R0-reprezentaciojara az
alabbi osszefugges all fenn:
cIfm; x0; xg = (x  )
m+1
m+ 1
  (x0   )
m+1
m+ 1
;
ahol is x0 es x R0-szamok,  pedig egy (kell}oen kis) valos szam, ami
az analzis uj altalanos elmeletenek alapvet}o allandojat kepezi.
(iii) Ha az egyenletesen folytonos f1() es f2() valos fuggvenyek R0-repre-
zentacioi megegyeznek, azaz:
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cf1() = cf2();
akkor minden x0-ra es x-re egyuttal az alabbi osszefugges is fennall:
cIff1(); x0; xg = c Iff2(); x0; xg:
F. Az analzis altalanos elmeletenek tovabbi kiegeszt}o axiomai:
(i) Ha a g(x) valos fuggvenynek letezik a cg(x) R0-reprezentacioja, ak-
kor g(x)-hez mindig tartozik egy (es csakis egy) f(x) fuggveny oly
modon, hogy minden x0 es x valos szamok mellett az alabbi ossze-
fugges fennall:
cIff(); x0; xg = c g(x)  cg(x0): (20)
Az ily modon denialt f(x) fuggvenyt g(x) derivaltjanak nevezzuk, es
a klasszikus derivalttol valo megkulonboztetes celjabol f(x) =
g(x)
x -
vel jeloljuk.
(ii) Ha g(x) = 1(x)(= 1); g(x) = x; vagy g(x) = u(x)  v(x) (ahol is
u(x) es v(x) derivalhato fuggvenyek), akkor az alabbi osszefuggesek
fennallnak:
1(x)
dx
= 0 es
x
dx
= 1;
c(u(x)  v(x))
dx
=
cu(x)
dx
 v(x+ ) + u(x+ ) 
cv(x)
dx
:
(iii) Ha (x) es  (x) derivalhato fuggvenyek, melyekre az x0    x
intervallumon belul az y = [ ()] fuggvenyertek mindenutt ertel-
mezett, h(x)-t pedig ugy denialjuk, hogy
h(x) = [ (x)] 
c (x)
x
;
akkor:
If();  (x0);  (x)g = Ifh(); x0; xg: (21)
Az alabbiakban egy rovid attekintest adunk az analzis altalanos elmelete
5.1. pontban osszefoglalt axiomainak nehany fontosabb kovetkezmenyer}ol.
E kovetkezmenyek tobbnyire egyszer}u, (mondhatni trivialis) bizonytasatol itt
most eltekintunk, ezek igazolasat az olvasora bzzuk.
5.1. Kovetkezmeny. Ha f(x) es g(x) derivalhato fuggvenyek,  es  pedig
tetsz}oleges valos szamok, ugy az alabbi osszefuggesek (mint 5.1. axiomak kozvetlen
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kovetkezmenyei) fennallnak:
c(  f(x) +   g(x))
x
=  
cf(x)
x
+  
cg(x)
x
; (22)
xm
x
= m  (x+ )m 1; (23)
c

1
g(x)
x
=  
cg(x)
x
g2(x+ )
; (24)
g(x)
x
=
dg(x+ )
dx
: (25)
Ha pedig f(x) egy polinom, ugy fennall:
c xZ
x0
f() =
xZ
x0
f(   )d: (26)
Megjegyzes.
{ Ha a g(x) valos fuggvenynek letezik a (20) szerinti f(x) derivalt-fugg-
venye, akkor g(x) fuggvenyt derivalhato fuggvenynek tekintjuk (illetve
nevezzuk).
{ (25) es (26) ugyanazon fuggvenyek klasszikus es az uj altalanos elme-
let szerint kepzett derivaltjai es integraljai kozotti szoros osszefuggest
tarjak fel.
{ A (22){(26) osszefuggesekben szerepl}o  (mint latni fogjuk) kell}oen kis
valos szam, ami az analzis uj altalanos elmeletenek
alapvet}o allandojat kepezi, es amelyr}ol azt gondoljuk, hogy (a Bo-
lyai geometria  allandojahoz hasonloan) tapasztalati uton hatarozhato
meg.
E fejezet tovabbi reszeben megmutatjuk, hogy ha 0 <  < 1=k (ahol k a Q9
axiomaban szerepl}o termeszetes szam), ugy a valos analzis 4.1. es 5.1. axiomacso-
porttal meghatarozott uj altalanos elmelete realisan ellentmondasmentes.
5.1. Tetel. Ha k  k (), es 0 <  < 1=k, akkor a valos analzis 4.1. es
5.1. axiomacsoporttal meghatarozott uj altalanos elmelete realisan ellentmondas-
mentes.
Bizonytas. Az 5.1. tetel bizonytasahoz negy korulmenyt vizsgalunk meg, es
ezen belul ket felmerul}o ellentmondas-gyanurol mutatjuk meg, hogy azok teljesseg-
gel alaptalanok.
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a) Mindenekel}ott megallaptjuk, hogy a 4.1. axiomacsoport A., B., C. es
D. axiomai a valos szamok klasszikus axiomarendszerenek olyan reszet ke-
pezik, melyek k-tol es -tol teljes mertekben fuggetlenek, gy { a klasszi-
kus elmeletb}ol kovetkez}oen { onmagukban egy ellentmondasmentes rend-
szert kepeznek. Itt kell ugyanakkor megemltenunk, hogy ha elfogadnank
a halmazelmelet Zermelo-Fraenkel-fele (ZFC) els}orend}u axiomarendszeret
mint kiindulo alapot (mint ahogy azt a 4.1. D. axiomakkal kapcsolatos
els}o megjegyzes ertelmeben nem tesszuk), ugy mindezen axiomak a ZFC
kovetkezmenyekent volnanak szarmaztathatok.
b) Az 5.1. E. axiomakkal kapcsolatban pusztan egyetlen tennivalonk van,
nevezetesen annak igazolasa, hogy ha a Q(k) aritmetika realisan ellentmon-
dasmentes (mint ahogy azt a 2.2. tetelkent mar bizonytottuk),
tovabba 0 <  < 1=k (= 1=k()) fennall, ugy az 5.1. E. ii) axioma
nem mond ellent a 4.1. denciok e) pontban megfogalmazott integral-
kriteriumoknak, es ezen belul kulonosen a (iv) kriteriumnak. Figyelembe
veve, hogy (az 5.1. E. ii) axioma ertelmeben) x0 es x (> x0) R0-szamok,
valamint az 5.1. tetel feltevese ertelmeben 0 <  < 1=k, az alabbi ossze-
fugges fennall:
x > x0 + 2   es (x0 + )
m+1   (x0   )m+1
m+ 1
> xm0  2  :
Ebb}ol rogton kovetkezik, hogy:
xm+1  (x  x0) > (x  )
m+1   (x0   )m+1
m+ 1
> xm+10  (x  x0);
azaz a Q(k) aritmetikaban az 5.1. D. ii) axioma kielegti a
"
4.1. e) (iv)"
integral-kriteriumot.
c) Az 5.1. F. axiomacsoport els}o ket axiomaja biztosan nem vezet ellentmon-
dasra:
{ Az i) axiomaval nem lehet gondunk, hiszen az semmi mast nem mond
ki, mint azt, hogy (a klasszikus elmelettel megegyez}oen) a derivalt az
integral inverze.
{ Hasonloan problemamentes a ii) axioma is, mely (a klasszikus elmelet-
tel egyez}oen) azt mondja ki, hogy a derivalt-operator R0-reprezentaci-
oja a valos fuggvenyek osszeadasaval es szorzasaval szemben zart.
d) Az 5.1. F. iii) axiomaval kapcsolatban mar bonyolultabb a helyzetunk,
alltasunk igazolasahoz egy latszolagos ellentmondast kell feloldanunk.
{ Legyenek m(x) es  n(x) m-ed, illetve n-ed rangu polinomok es legyen
tovabba m+1(x) az m(x) fuggveny integralfuggvenye. Ekkor [ (x)]
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m  n-ed foku polinomot kepez, melyre { (16) es (17) alkalmazasaval {
a kovetkez}o osszefuggest kapjuk:
c xZ
=x0

m[ n()]   n()


 =
=
c xZ
=x0

dm+1 [ n () + 
d n()
 d n( + )
d

 =
=
xZ
=x0
dm+1[ n(   ) + ]
d
d =
= [m+1( n(   ) + )]x=x0 :
(27)
Ugyanakkor (27) baloldalat az 5.1. F. iii) axioma segtsegevel (min-
denfele levezetes nelkul) kozvetlenul is megkaphatjuk, ami viszont az
alabbi osszefuggest eredmenyezi:
xZ
=x0

m[ n()]   n()


 =
=
 (x)Z
= (x0)
m() = [m+1( n())]
x
=x0
:
(28)
{ (27) es (28) osszevetese egy latszolagos ellentmondasra utal, mely az
alabbi gondolatmenet alapjan azonban konnyen feloldhato.
{ Emlekezzunk vissza, hogy az 5.1. E. ii) axioma pusztan csak az R0-
szamok koreben rendel konkret erteket valamely polinom integralfugg-
venyehez, kovetkezeskeppen m(x) polinom is csak az R0-szamok
koreben tolti be az integralfuggveny szerepet. Mindebb}ol az kovet-
kezik, hogy (27) es (28) akkor, es csakis akkor mond ellent egymasnak,
ha van olyan  R0-szam, hogy a  n() es  n(   ) +  egyarant
R0-szamot ad fuggvenyertekul. Marpedig konnyen belathato, hogy ha
 n() egy polinom (ahogy azt felteteleztuk), ugy  n() es  n( )+
nem eredmenyezhet egyarant R0-szamot, es gy az emltett ellentmon-
das valoban csak latszolagos.
e) Mindezzel 5.1. tetelunket igazoltuk, azaz a valos analzis felvazolt altalanos
elmelete realisan ellentmondasmentes, es gy nem lehet okunk ketelkedni
annak helyessegeben. ut
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6. Az altalanos elmelet nehany varhato kovetkezmenye
E fejezetben az analzis altalanos elmeletenek nehany varhato kovetkezmenyet
ismertetjuk.
I. Egy lehet}oseg  ertekenek numerikus szamtasokkal valo meghatarozasara
Vizsgalataink el}ofutarat kepez}o [5] dolgozatban azt alltottuk, hogy az alabbi
osszeg:
B(n) =
nX
i=0
1
16i


8
8i+ 1
  8
8i+ 2
  4
8i+ 3
  8
8i+ 4
 
  2
8i+ 5
  2
8i+ 6
+
1
8i+ 6
 (29)
nagypontossagu kiszamolasaval (es a klasszikus elmelet szerinti lim
n!1B(n) = 0
hatarertek kepzesevel) eldonthet}o, hogy matematikai rendszerunk PA-konform-e,
vagy sem.
Hivatkozott alltasunk meger}ostesere az alabbiakban megmutatjuk, hogy
lim
n!1N0
B(n)  54; 5  ; (30)
azaz (29) ertekenek nagypontossagu kiszamtasaval egyuttal megkaphatjuk  erte-
ket is.
Megjegyzes. A (30)-ban alkalmazott 1N0 jellel azt kvantuk erzekeltetni, hogy
itt a hatarertek-kepzesnel mindvegig az N0-szamok koreben maradunk.
6.1. Kovetkezmeny. Ha
"
B(n)"-t (29)-cel denialjuk es -val jeloljuk az alabbi
hatarertek-kifejezest:
 = lim
n!1N0
B(n);
ugy  ertekere az alabbi osszefugges all fenn:
  54; 5  : (31)
Bizonytas. Vezessuk be a kovetkez}o fuggvenyeket:
(x) =
1
1  x ;
 1(x) =
p
2  x  x2;
 2(x) = x
2;
h1(x) = [ 1(x)] 
c 1(x)
x
;
h2(x) = [ 2(x)] 
c 2(x)
x
:
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Mivel  1(0) =  2(0) es  1(1=
p
2) =  2(1=
p
2), ezert az 5.1. F. iii) axioma alapjan
kapjuk:
I
n
h1(x); 0; 1=
p
2
o
= I
n
(x);  1(0);  1

1=
p
2
o
=
= I
n
(x);  2(0);  2

1=
p
2
o
= I
n
h2(x); 0; 1=
p
2
o
:
Ugyanakkor viszont (22)-b}ol, majd (21)-b}ol kovetkez}oen kapjuk:
h1(x) =
p
2  2x  2
1 p2  x+ x2 ;
h2(x) =
2x+ 2
1  x2 ;
c 1=p2Z
x=0
p
2  2x  2
1 p2  x+ x2x 
c 1=p2Z
x=0
2x+ 2
1  x2 x = 0:
Hosszabb szamtassal konnyen ellen}orizhet}o, hogy ebb}ol az alabbi osszefuggesre
juthatunk:
1=
p
2Z
x=0
p
2  2x p2x2   4x3  p2x4   2x5 +p2x6
1  x8 x 
  2 
1=
p
2Z
x=0
1
1 p2  x+ x2 dx  2 
1=
p
2Z
x=0
1
1  x2 dx = 0:
(32)
Ha kiindulunk az 5.1. E. ii) axiomabol es gyelembe vesszuk, hogy   1, ugy a
(32)-ben szerepl}o
R 1=p2
x=0
xk 1
1 x8x tagokra az alabbi osszefuggest kapjuk:
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1=
p
2Z
x=0
xk 1
1  x8x =
1=
p
2Z
x=0
1X
i=0
xk 1+8ix 
1X
i=0
1=16i
2k=2  (8i+ k)    
16=15
2(k 1)=2
:
Mindezen reszeredmenyek felhasznalasaval es egy hosszadalmas (de mindvegig egy-
szer}u, elemi lepesekb}ol allo) levezetes eredmenyekent vegul az alabbi eredmenyt
kapjuk:
 =
1X
i=0
1
16i


8
8i+ 1
  8
8i+ 2
  4
8i+ 3
  8
8i+ 4
 
  2
8i+ 5
  2
8i+ 6
+
1
8i+ 6

 54; 5  ;
ami egyuttal bizonytja a 6.1. kovetkezmenyben alltott (31) osszefuggest. ut
Varakozasunk szerint  < 10 20, kovetkezeskeppen  meghatarozasahoz leg-
alabb 1020 tizedes-jegy (vagy inkabb hexadecimalis jegy) pontossagu szamtasokra
van szukseg.
Mai tapasztalataink szerint ilyen pontossagu szamtasok elvegzesere csak a
BBP-fele szamjegy-kinyereses modszer [11] ad eselyt, mely a szamtasokat nem
a teljes szamsorra, hanem csak a kerdeses szamjegyekre (a mi esetunkben pl. a
1020. pozciotol kezd}od}o szamjegy-sorra) vonatkozoan vegzi el.
II. Gondolatok eredmenyeink zikaban torten}o alkalmazhatosagarol
Az el}obb lattuk, hogy (legalabbis elvben) realis eselyunk van  ertekenek
(szamtogeppel tamogatott) nagypontossagu numerikus szamtasokon alapulo meg-
hatarozasara.
Az alabbiakban nehany gondolatot vetunk fel, illetve lehet}oseget vazolunk fel
arrol, hogy (a) mikent lehet dolgozatunk eredmenyeinek zikaban torten}o alkalma-
zasaval is eljutni  ertekenek remenybeli meghatarozasahoz; tovabba hogy (b) az
altalanos analzis mikent knalhat eselyt a kvantumelektrodinamika renormalizaci-
oval es regularizacioval kapcsolatos anomaliainak a feloldasara.
a) Ha a modern zikanak a klasszikus analzisre epul}o mai elmeletet az alta-
lanos analzisre adaptaljuk, ugy (ez utobbiban szerepl}o ujabb  allando
reven) a termeszetlerasnak egy, a valosaghoz a jelenleginel jobban alkal-
mazkodni kepes uj valtozatahoz juthatunk el. Ennek a lehet}osegnek a
puszta illusztralasara az alabbiakban roviden felvazoljuk, hogy az anal-
zis altalanos elmeleteben mikent is fog
"
kinezni" a kvantummechanika jol
ismert Schrodinger-egyenlete pl. egy szabad reszecske stacionaris allapo-
tara.
A klasszikus analzis szerint ez a sajatertek-fuggveny az alabbi format veszi
fel:
 h2
2M
 d
2	(x)
dx2
= E 	(x); (33)
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mg ugyanezen sajatertek-fuggveny az analzis altalanos elmeleteben az
alabbi lesz:
 h2
2M


d2	(x)
dx2
+ 2  d
3	(x)
dx3

= E 	(x): (34)
Itt mindenekel}ott azt kell megemltenunk, hogy (34) szarmaztatasanal
egyfel}ol felhasznaltuk a (25) osszefuggest, valamint azt, hogy (34) ertelem-
szer}uen csak az R0-szamok korere all fenn. (Ez a megkotes a zikaban nem
jelenthet erdemi korlatozast, hiszen a
"
merhet}o" zikai mennyisegek kore
sem lepheti tul az R0-szamok tartomanyat). A klasszikus es az altalanos
analzishez tartozo (33) es (34) osszehasonltasabol jol latszik azok markans
elterese; ebb}ol kovetkez}oen a (33) es (34) keplethez tartozo sajatenergia-
ertekek is elter}oek. Ezek a (feltehet}oen merhet}o) elteresek kifejezhet}ok a
(rendkvul kicsi)  allando fuggvenyekent, es gy ezaltal is lehet}oseg adodik
 meghatarozasara.
b) A kvantumelektrodinamikaban komoly gondot jelentenek a (perturbacios)
szamtasok soran ohatatlanul fellep}o divergenciak, melyek ugyan a regu-
larizacio es a renormalizalas modszereivel (a gyakorlatban) eleg jol ke-
zelhet}oek, melyeknek azonban mindmaig nem letezik kell}o matematikai
egzaktsaggal alatamasztott elmeleti alapja.
Allaspontunk szerint az analzis altalanos elmelete eselyt ad arra, hogy
keretein belul e divergenciak kezelhet}oek es feloldhatoak legyenek.
A regularizacio modszere azon alapszik, hogy a kvantumelektrodinamika
divergens integraljait egy bizonyos energiaszintnel
"
levagjak", gy teve
"
vegesse" az egyebkent divergens integralt.
Ugy t}unik, hogy az analzis altalanos elmeleteben ennek a modszernek az
alkalmazhatosaga { az alabbi okfejtes alapjan { elmeletileg is megalapoz-
hato:
{ Mint ahogy azt mar korabban lattuk, az uj elmelet keretein belul az
integralok viselkedeset csak az R0-szamok koreben tudjuk aritmetika-
ilag is nyomon kovetni.
{ Az el}oz}o pontban mondottak alapjan hasonloan tudjuk, hogy a zikai
mennyisegek merhet}o ertekei sem lephetik sohasem tul az R0-szamok
koret.
{ Kovetkezeskeppen logikusnak latszik, hogy az integralokbol az R0-sza-
mok koret meghalado reszt egyszer}uen elhagyjuk, es gy a
"
levagast"
kell}o matematikai szigorusaggal megalapozva elmeletileg is igazoljuk.
Ezen erdekes tema tovabbi kifejtesere itt most terjedelmi okokbol nem vallal-
kozhattunk.
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III. Vegezetul dolgozatunk f}obb alltasainak es kovetkezteteseinek az osszeg-
zese
Dolgozatunk legf}obb kovetkeztetesei es megallaptasai az alabbiak szerint ossze-
gezhet}ok:
a) Letezik olyan (kell}oen nagy) k termeszetes szam, hogy a Q-aritmetika Q(k)
kiterjesztese vegul is realisan ellentmondasmentes elmeletet eredmenyez.
b) Nincs erzekelhet}o kulonbseg az ellentmondasmentes es a realisan ellent-
mondasmentes elmeletek kozott, ezeket ismeretelmeleti szempontbol egyen-
rangunak kell tekintenunk.
c) Az analzis javasolt uj, altalanos elmeleteben:
{ az integral- es derivalt-operatorokhoz csak a valos szamok R0-tarto-
manyaban van modunk valos szamot kepvisel}o (egyertelm}u) fuggveny-
erteket rendelni;
{ az integral es derivalt ezen fuggveny-ertekei egyuttal fuggvenyei
-nak is, azaz az analzis altalanos elmelete alapvet}o allandojanak;
{ ez a -allando osszefuggesben van a Q(k)-aritmetika k konstansaval:
0 < 1=k.
d) Az analzis javasolt altalanos elmelete jo eselyt ad arra, hogy  allan-
dojanak az erteket (szamtogeppel tamogatott nagypontossagu numerikus
szamtasok eredmenyekent) magabol a rendszerb}ol hatarozhassuk meg.
e) Dolgozatunkban arra a kovetkeztetesre jutottunk, hogy az Euklideszi geo-
metriahoz hasonloan (amelyikr}ol kiderult, hogy szamos altalanostasa
lehetseges, pl. a Bolyai-geometria) az analzis klasszikus elmeletenek is
kell, hogy legyen altalanostasa, ami a zikusok szamara hatekony eszkozt
nyujthat ahhoz, hogy elmeleteiket a mainal talan meg jobban kozelthessek
a zikai valosaghoz.
f) A dolgozatunkban bemutatott uj elmelet pusztan csak egy lehetseges mod-
jat adja az analzis altalanostasanak, es nem kvanja kizarni, hogy mas
modszerekkel talan meg hatekonyabb altalanos matematikai elmeletekhez
juthassunk el.
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EMLEKEK KLAFSZKY EMIL (1934{2009) MATEMATIKUSROL
HUJTER MIHALY
Jelen ras celja, hogy kollegamrol, baratomrol, foldimr}ol,
"
fogadott" nagyba-
tyamrol megemlekezzek kotetlen keretek kozott, szemelyes hangvetellel.
Klafszky Emil 1934. december 3-an szuletett. Amikor el}oszor hallottam az }o
szuletesi datumat, akkor rogton az jutott eszembe, hogy csak par hettel id}osebb,
mint a
"
kiraly", azaz Elvis Aaron Presley. Emil Konyban szuletett; Kony Gy}or es
Csorna kozotti kiskozseg. Emil edesapja kozsegi vendegl}ot uzemeltetett. Napjaink-
ban mar az internetr}ol megtudhato, hogy a kozseg nevezetessege a konyi verbunk.
Ez a rabakozi tanc hatterbe szortotta a huszas{harmincas evekben a korabban al-
talanosabb karej nevezet}u tancot. A koncsmaudvaron sokszor lathatta a gyermek
Emil a falu tancosait. Az interneten fellelhet}o egy kep, ami a falu 1942-es regru-
tai kozott mutatja Emilt, az edesanyjat, Csonka Irmat, es a hugocskat, Valeriat.
Hala Istennek, Valeria meg mindig jo egeszsegnek orvend; napjainkban is sikeres
rejtvenyfejt}o. A csalad tavoli rokona volt Klafszky Katalin (1855{1896) vilaghr}u
operaenekesn}o.
Szeretet szul}ofoldjet tanulmanyai vegett elhagyni kenyszerult Emil. M}uegye-
temi kollegank, Molnar Emil emlekszik ra kisgyermek korabol, mert Klafszky Emil
abban a gy}ori kollegiumban lakott, ahol Molnar Emil edesapja volt a kollegium
igazgatoja. Mivel mindket Molnar jo matematikus volt es Klafszky Emil is, no
meg mivel a ritka keresztnev is egyezett, kialakult az ismerettseg.
Klafszky Emil egyetemi eveir}ol nincs sok informaciom. Csak azt tudom biz-
tosan, hogy az ELTE-re es a BME-re is jart. Mindket helyen diplomat szer-
zett. A mernoki diplomajat 1959-ben, a matematikus oklevelet 1965-ben kapta.
A m}uegyetemi diakelet egyik legmegdobbent}obb elmenyekent emltette evtizedek-
kel kes}obb Emil, hogy milyen szomoru esemenylancolat volt Egervary professzor
meghurcoltatasa es ongyilkossagba kergetese 1958 }oszen. (Ezekr}ol a dolgokrol Emil
az akkori szobatarsatol ertesult, aki Egervary kozeleben gyakornokoskodott.)
Emil tovabbi szakmai tevekenyseger}ol a Historia{Tudosnaptar reven tajeko-
zodhatunk az internetr}ol. Korabban volt itt egy atalkori kep is, de azt valaki
valamely titokzatos oknal fogva eltavoltotta. Jelen rasban tisztelettel kozreadjuk
ezt a kepet is es egy masikat is.
Klafszky Emil 1959{65 kozott a Budapesti M}uszaki Egyetemen (akkori neven
Ept}oipari es Kozlekedesi M}uszaki Egyetem) volt tanarseged. Akkoriban hallhatott
egy meghato tortenetet egy oreg hivatalszolgatol, aki mar a negyvenes evekben is
a M}uegyetemen dolgozott. A tortenet szerepl}oi a legendas K}onig Dini tanar ur
es Egervary Jen}o akademikus ur, es a tortenet | velhet}oleg | az 1944-es esz-
tend}o tavaszi szemesztereben jatszodik. K}onig Denes (1884{1944) eppen el}oadast
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tartott, de szels}ojobboldali hallgatok hangos bekiabalasokkal zavartak a rendes el}o-
adast; koveteltek, hogy az el}oado t}uzze ki a David-csillagot. Amikor Egervary Jen}o
(1891{1958) tudomasara jutott az eset, hivatali hatalma felhasznalasaval gyorsan
intezkedett, melynek nyoman az egyetemi rendeszek ksertek ki a nyilaserzelm}u
h}ozong}oket.
Klafszky Emil 1965{76 kozott az MTA Szamtastechnikai es Automatizalasi
Kutatointezetenek, majd az Orszagos Tervhivatal Szamtokozpontjanak munka-
tarsa volt; kandidatusi ertekezeset 1974-ben vedte meg geometriai programozas
temaban; 1979-tol 1989-ig tanszekvezet}o volt a Miskolci Egyetemen, 1989-t}ol a
Budapesti M}uszaki Egyetem Epteskivitelezesi tanszekenek professzorakent m}uko-
dott.
Emil szerette a jo matematikat. Az els}ok kozott tantotta magyar nyelven
a hres Hungarian Method algoritmust a szalltasi feladat megoldasara. Klafszky
legkeresettebb konyve: Halozati folyamok, Budapest, 1969. (Miutan a keves eredeti
peldany legtobbjet ellopkodtak a konyvtarakbol, akinek pedig sajat peldany jutott,
az jol megfontolt onerdekb}ol letagadta a konyv megletet az erdekl}od}o kollegak el}ott,
nagy nehezen sikerult megszereznunk a szukseges engedelyeket es az internetre
helyeznunk a konyv teljes tartalmat.)
A jelen sorok szerz}ojenek nehez dolga akadt 1987-ben: Kiderult, hogy az egye-
temi doktori ertekezesenek Klafszky Emil lesz az egyik braloja. (A masik bra-
loval nem volt semmi gond: elolvasta a dolgozatot, megrta a bralatot, es min-
den rendben volt.) Klafszky tanar urnak azonban ez nem volt megfelel}o modszer.
Talalkoznom kellett vele, es szep reszletesen mindent el kellett neki mondanom.
Es allandoan belekerdezett. Csak akkor mondta ki az elfogado igent, amikor mar
}o is annyira ertette a mondanivalot, mintha maga rta volna az egesz disszertaciot.
Ketsegtelen, hogy Klafszky Emil nagyon jo tanar, nagyon jo kutato matemati-
kus volt. Bizonyos esetekben azonban nyelve elesseget is tapasztaltuk. Korulbelul
tz-tizenot eve egyutt hallgattuk egy regi munkatarsunk el}oadasat, melyet | mint
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kvazi egyetemi hallgatoknak | tartott nekunk a kollega. Amikor az el}oado oda
ert, hogy a vegeredmeny az Euler-fele szam, ami kozelt}oleg 2; 7, es ekkor az el}o-
ado elakadt, es a paprjait kereste, akkor Emil arcara ult a megdobbenes. Felem
fordult, es en erre halkan sugtam a folytatast: tizennyolc-huszonnyolc-tizennyolc-
huszonnyolc; ezzel jeleztem, hogy nem csak neki, Emilnek, hanem nekem, Misinek
is rendes tanarom volt mar a kozepiskolaban. Ekkor Emil odadunnyogte nekem:
No, ez a Bela meg az egyszeregyet is paprbol rna fel a gyerekeknek a tablara. Ez
a Bela akar habilitalt professzor lenni?
Nem untatom a nyajas olvasot Emil munkasaganak technikai reszleteivel, hi-
szen az erdekl}od}o kutato hamar megtalal minden adatot az interneten.
Soraimat azzal zarom, hogy Klafszky Emil legfontosabb kituntetese az Eger-
vary Jen}o emlekplakett volt 2004-ben. Nagy orom volt latni Emil arcan, mennyire
meghatodott, es nagy orom volt latni a kollegak arcan az elismerest, hogy mennyire
megfelel}o embernek teltek oda a rangos kituntetest.
Klafszky Emil ot eve, januar 31-en hunyt el. Hamvait szul}ofalujaban, rokonai
melle temettek.
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