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NEWTON POLYTOPES AND ALGEBRAIC
HYPERGEOMETRIC SERIES
ALAN ADOLPHSON AND STEVEN SPERBER
with an appendix by Nicholas M. Katz
Abstract. Let X be the family of hypersurfaces in the odd-dimensional torus
T2n+1 defined by a Laurent polynomial f with fixed exponents and variable
coefficients. We show that if n∆, the dilation of the Newton polytope ∆ of
f by the factor n, contains no interior lattice points, then the Picard-Fuchs
equation ofW2nH2nDR(X) has a full set of algebraic solutions (whereW• denotes
the weight filtration on de Rham cohomology). We also describe a procedure
for finding solutions of these Picard-Fuchs equations.
1. Introduction
It is a problem of classical interest to determine which hypergeometric series
are algebraic functions. Schwarz[17] answered this question for the series 2F1,
the answer for nFn−1 was given by Beukers-Heckman[9]. We refer the reader to
Baldassarri-Dwork[6] for additional results and historical information. In another
direction, Katz[14] showed that for certain differential equations arising from ge-
ometry a full set of solutions modulo p for almost all primes p implies a full set
of algebraic solutions. Beukers[8] applied this result to give a condition for certain
nonresonant A-hypergeometric series to be algebraic.
Our interest in this area was stimulated by a result of Rodriguez-Villegas[15],
who showed that certain series whose coefficients are ratios of factorials are algebraic
functions. Let α1, . . . , αn, βn+1, . . . , βm be a sequence of positive integers satisfying
n∑
i=1
αi =
m∑
j=n+1
βj ,
put
(1.1) uk(α, β) =
(α1k)! · · · (αnk)!
(βn+1k)! · · · (βmk)!
,
and consider the series
(1.2) u(α, β; t) =
∞∑
k=0
uk(α, β)t
k.
Rodriguez-Villegas showed that (excluding the trivial case where the βj are a per-
mutation of the αi) the series u(α, β; t) is an algebraic function if and only if
m = 2n+ 1 and u(α, β; t) has integral coefficients.
From the A-hypergeometric point of view these series are resonant so the result
of Beukers does not apply directly. However these series are related to nonresonant
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nFn−1-hypergeometric series (see Bober[10, Section 4] for the details) so one can
apply Beukers-Heckman.
Our approach was motivated by the following observation. Let ∆(α, β) ⊆ Rm be
the convex hull of the following set of m+2 lattice points: the origin, the standard
unit basis vectors, and (α1, . . . , αn,−βn+1, . . . ,−βm). For a nonnegative integer k
and a polytope ∆ ⊆ Rm, we denote by k∆ the set
k∆ = {(kx1, . . . , kxm) ∈ R
m | (x1, . . . , xm) ∈ ∆}.
It follows easily from a result in [5] (see Section 8 for the proof) that the following
characterization holds.
Proposition 1.3. The ratios uk(α, β) are integral for all natural numbers k if and
only if the polytope n∆(α, β) contains no interior lattice points.
Thus the series u(α, β; t) is an algebraic function if and only if m = 2n+ 1 and
n∆(α, β) contains no interior lattice points. In this paper we apply ideas from toric
geometry to explain more directly how the absence of interior lattice points leads
to the algebraicity of hypergeometric series.
Consider a more general situation. Let B = {b1, . . . ,bN} ⊆ Zm be a finite set
of lattice points whose convex hull ∆(B) is an m-dimensional polytope and let
f =
N∑
i=1
λix
bi ∈ C(λ1, . . . , λN )[x
±1
1 , . . . , x
±1
m ],
where λ1, . . . , λN are indeterminates. Let Tm be them-torus over C(λ) and let X ⊆
Tm be the hypersurface defined by the equation f = 0. Then X is a smooth C(λ)-
scheme, and we denote by H•DR(X) its relative de Rham cohomology over C(λ).
Denote by D the ring of differential operators in the λi with coefficients in C(λ).
Via the Gauss-Manin connection, the cohomology groups H•DR(X) are modules
over the ring D (by the phrase “D-module” we always mean a left D-module). Let
W• denote the weight filtration on de Rham cohomology. The WjH
k
DR(X) are
D-submodules of HkDR(X).
Our focus will be on the top cohomology group Hm−1DR (X). When m is odd, say,
m = 2n + 1, we are particularly interested in the case where the Hodge filtration
F • is trivial on W2nH
2n
DR(X), i. e.,
(1.4) F kW2nH
2n
DR(X) =
{
W2nH
2n
DR(X) if k ≤ n,
0 if k > n.
The only nonvanishing Hodge number is then the middle one:
(1.5) hn,n
(
W2nH
2n
DR(X)
)
= dimC(λ)W2nH
2n
DR(X).
The following result is due to N. M. Katz (Theorem 9.1 and Corollary 9.3).
Theorem 1.6. Suppose that m = 2n + 1. If the Hodge filtration is trivial on
W2nH
2n
DR(X), then the D-module W2nH
2n
DR(X) has a full set of solutions that are
algebraic functions.
Deligne’s theory of mixed Hodge structures[11] has been explicitly described
for hypersurfaces in a torus by Batyrev[7]. Using Batyrev’s results, we show in
Section 2 that if n∆(B) contains no interior lattice points, then the Hodge filtration
on W2nH
2n
DR(X) is trivial (Proposition 2.11 below). Theorem 1.6 then implies our
first main result:
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Theorem 1.7. Suppose that m = 2n + 1. If n∆(B) contains no interior lattice
points, then the D-module W2nH2nDR(X) has a full set of solutions that are algebraic
functions.
Theorem 1.7 is a straightforward consequence of the results of Katz and Batyrev.
But in order to apply Theorem 1.7 to prove that specific series represent algebraic
functions, we need to study the D-moduleW2nH2nDR(X) and its solutions. The main
body of our paper is thus devoted to studying the D-module structure on Hm−1DR (X)
and to describing solutions of the associated Picard-Fuchs equation.
In Section 2 we recall Batyrev’s description of Hm−1DR (X) and its D-module struc-
ture. In Sections 3 and 4, we give an “A-hypergeometric” description of the Picard-
Fuchs equation. Sections 5 and 7 describe a method (adapted from [4]) for finding
solutions of the Picard-Fuchs equation. Sections 6 and 8 contain examples of series
that, by Theorem 1.7, are algebraic over C(λ). Section 9 is the appendix, due to
Nicholas Katz.
2. De Rham cohomology of X
Before recalling his results, we note that Batyrev worked over C while we are
working over C(λ). Batyrev’s results depended on the assumption of nondegen-
eracy of the polynomial defining the hypersurface. Since the condition of nonde-
generacy is generically satisfied, those results remain valid over C(λ). For nota-
tional convenience we put L = C(λ)[x±11 , . . . , x
±1
m ], the coordinate ring of T
m. Let
g = xm+1f ∈ L[xm+1].
For bj ∈ B, set aj = (bj , 1) ∈ Zm+1 and put A = {a1, . . . , aN} ⊆ Zm+1. Let
∆0(A) ⊆ Rm+1 be the convex hull of A ∪ {0}, and let C(A) ⊆ Rm+1 be the real
cone generated by A. Let M = Zm+1 ∩C(A), the lattice points contained in C(A),
and let M◦ ⊆M be the interior lattice points of C(A).
Let S ⊆ L[xm+1] be the C(λ)-algebra generated by monomials xu with u ∈ M ,
let S+ be the ideal of S generated by all xu with u ∈M \0, and let I be the ideal of
S generated by monomials xu with u ∈M◦. For i = 1, . . . ,m+1, define differential
operators Di on S by the formula
(2.1) Di = xi
∂
∂xi
+ xi
∂g
∂xi
.
By [7, Theorem 7.13], we have the isomorphism
(2.2) HmDR(T
m \X) ∼= S+/
m+1∑
i=1
DiS
+
(note that the variable we are denoting by “xm+1” was denoted by “x0” in [7]).
By [7, Corollary 5.5 and Theorem 7.5], we see that under the isomorphism (2.2)
the image of HmDR(T
m) in HmDR(T
m \ X) is spanned by
∑m+1
i=1 DiC(λ), hence for
the primitive part of cohomology we have
(2.3) PHmDR(T
m \X) ∼= S+/
m+1∑
i=1
DiS.
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The Poincare´ residue map defines an isomorphism between the primitive cohomolo-
gies of X and Tm \X ([7, Proposition 5.3]), so we also have
(2.4) PHm−1DR (X)
∼= S+/
m+1∑
i=1
DiS.
By [7, Theorem 8.2] we have
(2.5) Wm+1H
m
DR(T
m \X) ∼=
(
I +
m+1∑
i=1
DiS
+
)
/
m+1∑
i=1
DiS
+,
so by (2.3), (2.4), and the second equation of [7, Proposition 5.3]
(2.6) Wm−1PH
m−1
DR (X)
∼=
(
I +
m+1∑
i=1
DiS
)
/
m+1∑
i=1
DiS.
The second sentence of [7, Corollary 3.10] implies that
Wm−1H
m−1
DR (X) =Wm−1PH
m−1
DR (X),
so we finally have
(2.7) Wm−1H
m−1
DR (X)
∼=
(
I +
m+1∑
i=1
DiS
)
/
m+1∑
i=1
DiS.
The derivations ∂j corresponding to the variables λj act on H
m−1
DR (X) via the
Gauss-Manin connection, making this cohomology group into a D-module. Let
Dλj =
∂
∂λj
+ xaj .
We make S into a D-module by letting ∂j act by Dλj . Note that the Dλj are stable
on I and commute with the Di, so the right-hand side of (2.7) becomes a D-module.
Proposition 2.8. The isomorphisms (2.4) and (2.7) are isomorphisms of D-modules.
Proof. This result follows from [7, Theorem 11.6] or [1, Theorem 1.1]. 
We define a grading on the ring S by setting for u = (u1, . . . , um+1) ∈M
deg xu = um+1.
Then g is homogeneous of degree 1 and the quotient ring
S¯ := S/(x1∂g/∂x1, . . . , xm+1∂g/∂xm+1)
inherits a grading from S. The graded ring S¯ is related to the Hodge filtration F •
on Hm−1DR (X) by [7, Corollary 6.10]:
(2.9) F k/F k+1PHm−1DR (X)
∼= S¯(m−k) for k = 0, 1, . . . ,m− 1,
where the isomorphism is induced from (2.4). Define H¯ to be the image of I in S¯
induced by the inclusion I →֒ S. Then Batyrev shows[7, Proposition 9.2] that H¯
describes the Hodge filtration on Wm−1H
m−1
DR (X):
(2.10) F k/F k+1
(
Wm−1H
m−1
DR (X)
)
∼= H¯(m−k) for k = 0, 1, . . . ,m− 1.
Proposition 2.11. Suppose that m = 2n+1. If n∆(B) contains no interior lattice
points, then the Hodge filtration on W2nH
2n
DR(X) is trivial.
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Proof. The hypothesis that n∆(B) contains no interior lattice points implies that
H¯(i) = 0 for i = 1, . . . , n, hence by (2.10)
F 2n+1−k/F 2n+2−kW2nH
2n
DR(X) = 0 for k = 1, . . . , n.
Since F 2n+1W2nH
2n
DR(X) = 0, we must have
(2.12) F kW2nH
2n
DR(X) = 0 for k = n+ 1, n+ 2, . . . , 2n.
But W2n−1H
2n
DR(X) = 0, so Hodge symmetry holds for W2nH
2n
DR(X). Since
F 0W2nH
2n
DR(X) =W2nH
2n
DR(X),
we conclude from Hodge symmetry and (2.12) that
(2.13) F kW2nH
2n
DR(X) =W2nH
2n
DR(X) for k = 0, 1, . . . , n.
Thus the Hodge filtration is trivial on W2nH
2n
DR(X). 
As noted in Section 1, Proposition 2.11 and Theorem 1.6 immediately imply
Theorem 1.7.
Remark: If (n+1)∆(B) contains no interior lattice points, then H¯(n+1) = 0 also,
so (2.10) implies that (2.12) holds in addition for k = n. From (2.13), we conclude
that W2nH
2n
DR(X) = 0 in this case. This leads to the following observation.
Lemma 2.14. Suppose that m = 2n+ 1. If W2nH
2n
DR(X) 6= 0, then (n + 1)∆(B)
contains an interior lattice point.
3. Picard-Fuchs equations
In this section, we apply Proposition 2.8 to obtain information about the Picard-
Fuchs equation of Wm−1H
m−1
DR (X) and its solutions. We first recall some general
facts.
Let M be a D-module which is finite-dimensional as a vector space over C(λ).
The classical “Picard-Fuchs equation” of M can be described as the following
Pfaffian system. First choose a basis {mi}di=1 for M as C(λ)-vector space. For
k = 1, . . . , N , each ∂k(mi) can be written as a linear combination of the {mj}dj=1
with coefficients in C(λ):
∂k(mi) =
d∑
j=1
C
(k)
ij (λ)mj .
Let C(k)(λ) =
(
C
(k)
ij (λ)
)d
i,j=1
be the corresponding (d× d)-matrix of rational func-
tions and let Y be the column vector with entries y1, . . . , yd. The associated Pfaffian
system of differential equations is then
(3.1) ∂kY = C
(k)(λ)Y for k = 1, . . . , N .
The solutions of (3.1) in an arbitrary D-module F are related to HomD(M,F) in
the following way. Let φ ∈ HomC(λ)(M,F) be a vector-space homomorphism. Then
φ ∈ HomD(M,F) if and only if the column vector with entries φ(m1), . . . , φ(md)
is a solution of the system (3.1). To say thatM has a full set of algebraic solutions
means that all φ(mi) are algebraic over C(λ).
6 ALAN ADOLPHSON AND STEVEN SPERBER
Proposition 2.8 shows that PHm−1DR (X) and Wm−1H
m−1
DR (X) are D-submodules
of the D-module W := S/
∑m+1
i=1 DiS. If F is an arbitrary D-module, we get by
restriction maps
res : HomD(W ,F)→
{
HomD(PH
m−1
DR (X),F)
HomD(Wm−1H
m−1
DR (X),F).
We first describe the elements of HomD(W ,F), which by restriction will then give
solutions of the D-modules PHm−1DR (X) and Wm−1H
m−1
DR (X).
As a C(λ)-vector space, S has basis {xu}u∈M . Define a C(λ)-vector space
R′(F) :=
{ ∑
u∈M
Aux
−u | Au ∈ F
}
.
There is a pairing R′(F)× S → F defined by〈 ∑
u∈M
Aux
−u,
∑
u∈M
Bux
u
〉
=
∑
u∈M
BuAu,
where the Bu lie in C(λ) and the sum on the right-hand side is finite because the
second sum on the left-hand side is. This pairing defines an isomorphism
(3.2) HomC(λ)(S,F) ∼= R
′(F),
explicitly,
HomC(λ)(S,F) ∋ φ↔
∑
u∈M
φ(xu)x−u ∈ R′(F).
The next step is to determine which elements of R′(F) correspond to elements
of HomD(S,F) under the identification (3.2). The condition to be satisfied is that
for j = 1, . . . , N and all u ∈M〈 ∑
v∈M
Avx
−v, Dλj (x
u)
〉
= ∂j
〈 ∑
v∈M
Avx
−v, xu
〉
= ∂j(Au).
But Dλj (x
u) = xu+aj , so the left-hand side is just Au+aj . Put
R∗(F) =
{ ∑
u∈M
Aux
−u | Au ∈ F and ∂j(Au) = Au+aj for all u, j
}
.
Then we have shown that
(3.3) HomD(S,F) ∼= R
∗(F).
Equation (3.3) implies that the set HomD(W ,F) can be identified with the
elements of R∗(F) that annihilate
∑m+1
i=1 DiS under the pairing. Let
ξ =
∑
u∈M
Aux
−u ∈ R∗(F).
Then ξ vanishes on
∑m+1
i=1 DiS if and only if it vanishes on Di(x
v) for all i =
1, . . . ,m + 1 and all v ∈ M . So the condition to be satisfied is (where we write
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aj = (a1j , a2j , . . . , am+1,j))
〈ξ,Di(x
v)〉 =
〈
ξ, vix
v +
N∑
j=1
aijλjx
v+aj
〉
= viAv +
N∑
j=1
aijλjAv+aj
= 0.
But since ξ ∈ R∗(F) we have Av+aj = ∂jAv, so this condition becomes( N∑
j=1
aijλj∂j
)
Av = −viAv for all v ∈M and i = 1, . . . ,m+ 1.
To simplify notation, we write this condition in vector format:
(3.4)
( N∑
j=1
ajλj∂j
)
Av = −vAv for all v ∈M .
Let
K(F) =
{ ∑
u∈M
Aux
−u | Au ∈ F , ∂i(Au) = Au+ai for i = 1, . . . , N,
and
( N∑
j=1
ajλj∂j
)
(Au) = −uAu for all u ∈M
}
.
Then we have proved that there is an isomorphism
(3.5) HomD(W ,F) ∼= K(F).
Proposition 3.6. Suppose that
∑
u∈M Aux
−u ∈ K(F). Then∑
u∈M◦
Aux
−u ∈ HomD(Wm−1H
m−1
DR (X),F).
Proof. This follows immediately from (3.5) and Proposition 2.8:
∑
u∈M◦ Aux
−u is
just the restriction of
∑
u∈M Aux
−u ∈ HomD(W ,F) to Wm−1H
m−1
DR (X). 
Corollary 3.7. Suppose that m = 2n + 1. If
∑
u∈M Aux
−u ∈ K(F) and the
polytope n∆(B) contains no interior lattice points, then the Au for u ∈ M◦ are
algebraic over C(λ).
Proof. Fix v ∈M◦. If Av 6= 0, then xv 6∈ I ∩
∑m+1
i=1 DiS, so one can find a basis for
Wm−1H
m−1
DR (X) (under the identification (2.7)) that contains x
v. By the general
remarks at the beginning of this section, Av will appear in the solution vector of the
Picard-Fuchs equation of Wm−1H
m−1
DR (X) corresponding to
∑
u∈M◦ Aux
−u. The
assertion of the corollary now follows from Theorem 1.7. 
Remark. Spaces of the type K(F) were first introduced by Dwork[12]. Roughly
speaking, he considered (a p-adic analogue of) the space K := HomC(λ)(W ,C(λ)).
One then has
K
⊗
C(λ)
F ∼= HomC(λ)(W ,F).
Dwork described HomD(W ,F) as a subset of K
⊗
C(λ) F .
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4. The A-hypergeometric nature of K(F)
We recall the definition of the A-hypergeometric system with parameter β ∈
Cm+1. Let L be the lattice of relations on the set A:
L =
{
l = (l1, . . . , lN ) ∈ Z
N |
N∑
j=1
ljaj = 0
}
.
For l ∈ L, define the box operator l by
(4.1) l =
∏
lj>0
(
∂
∂λj
)lj
−
∏
lj<0
(
∂
∂λj
)−lj
.
Let β = (β1, . . . , βm+1) ∈ Cm+1. Associated to β and the set A are the Euler or
homogeneity operators, written in vector format as
(4.2)
N∑
j=1
ajλj∂j − β.
The A-hypergeometric system with parameter β is the system consisting of the box
operators (4.1) for l ∈ L and the Euler operators (4.2).
Proposition 4.3. Let
∑
u∈M Aux
−u ∈ K(F). Then Au satisfies the A-hyper-
geometric system with parameter β = −u.
Proof. It follows immediately from the definition of K(F) that each Au satisfies the
Euler operators with parameter β = −u.
The condition that ∂j(Au) = Au+aj implies that
(4.4) l(Au) = Au+
∑
lj>0
ljaj −Au−
∑
lj<0
ljaj .
But l ∈ L implies that
∑
lj>0
ljaj = −
∑
lj<0
ljaj , so the right-hand side of (4.4)
vanishes. It follows that if
∑
u∈M Aux
−u ∈ R∗(F), then Au satisfies l for all
u ∈M and l ∈ L. 
5. Explicit solutions
Our scheme for obtaining algebraic solutions ofW2nH
2n
DR(X) will be to construct
elements of K(F) and apply Corollary 3.7. We start by recalling the procedure
of [4], which constructs elements of K(F) for certain D-modules F whose elements
are formal Laurent series multiplied by complex powers of the variables.
For z ∈ C and k ∈ Z, k < −z if z ∈ Z<0, define
[z]k =

1 if k = 0,
1
(z + 1)(z + 2) · · · (z + k)
if k > 0,
z(z − 1) · · · (z + k + 1) if k < 0.
For z = (z1, . . . , zN ) ∈ CN and k = (k1, . . . , kN ) ∈ ZN , we define, assuming for
every i that ki < −zi if zi ∈ Z<0,
[z]k =
N∏
i=1
[zi]ki .
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Let β ∈ Zm+1 and fix v = (v1, . . . , vN ) ∈
(
C \ Z<0
)N
such that
(5.1)
N∑
i=1
viai = β.
Let T1, . . . , Tm+1 be indeterminates. If c = (c1, . . . , cm+1) ∈ Cm+1, we write T c =
T c11 · · ·T
cm+1
m+1 . Form the generating series
Φvi(λi, T ) =
∑
ki∈Z
[vi]kiλ
vi+ki
i T
(vi+ki)ai
and their product
Φv(λ, T ) =
N∏
i=1
Φvi(λi, T ) =
∑
u∈Zm+1
Φv,u(λ)T
β+u,
where
(5.2) Φv,u(λ) =
∑
∑
kiai=u
[v]kλ
v+k
and we write k = (k1, . . . , kN ) and λ
v+k = λv1+k11 · · ·λ
vN+kN
N .
By [4, Equation (2.12)] (or a straightforward calculation from the definition) we
have
∂jΦv(λ, T ) = T
ajΦv(λ, T ),
i. e.,
(5.3) ∂jΦv,u(λ) = Φv,u−aj(λ).
When
∑N
i=1 kiai = u, we have
N∑
i=1
(vi + ki)ai = β + u.
The Euler operator
∑N
i=1 aiλi∂i − (β + u) thus annihilates every monomial λ
v+k
on the right-hand side of (5.2), so it annihilates Φv,u(λ).
For u ∈M , set
(5.4) Au = Φv,−β−u(λ) =
∑
∑
kiai=−β−u
[v]kλ
v+k.
Then Au satisfies the Euler operator
∑N
i=1 aiλi∂i+u, and by (5.3) we have ∂jAu =
Au+aj . This implies that (4.4) holds, so the proof of Proposition 4.3 shows that the
Au satisfy the box operatorsl for l ∈ L. We have proved the following proposition.
Proposition 5.5. Let Au be given by (5.4) for u ∈ M . If all Au lie in some
D-module F , then the series
∑
u∈M Aux
−u lies in K(F).
Applying Corollary 3.7 then gives the following result.
Corollary 5.6. Suppose that m = 2n + 1 and that the Au given by (5.4) all lie
in some D-module F . If n∆(B) contains no interior lattice points, then Au is
algebraic over C(λ) for u ∈M◦.
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Whether there exists a D-module F containing all the series Au depends on the
choice of v satisfying (5.1). For example, if we take β = 0 and all vi = 0, then
A0 = 1 and Au = 0 for u ∈ M , u 6= 0. In this case, all Au lie in the D-module
C(λ).
In general we shall take F to be a D-module of the following type. Let C be a
strongly convex rational polyhedral cone in RN , i. e., the cone C is generated by a
finite set of integral vectors and has a vertex at the origin. Let HC be the set of all
series
ξ =
∑
dvλ
v ∈ C[[λ±11 , . . . , λ
±1
N ]]
with the following property: there exists cξ ∈ ZN such that if dv 6= 0, then
v ∈ ZN ∩ (cξ + C).
Multiplication of two elements ofHC is clearly well defined, and it is straightforward
to check thatHC is an integral domain. The derivations ∂i act onHC in the obvious
way. Furthermore, HC contains C[λ], so its quotient field H ′C contains C(λ) and
hence becomes a D-module. In general, we shall look for solutions of W in a D-
module F of the form
F = H ′C [λ
q, logλ1, . . . , logλN ],
where q lies in QN .
6. Examples
In this section we apply the results of Section 5 to construct a class of A-
hypergeometric series that are algebraic functions. Recall that the negative support
of a vector v = (v1, . . . , vN ) ∈ CN is the set
nsupp(v) = {i ∈ {1, . . . , N} | vi ∈ Z<0}.
The vector v is said to have minimal negative support if nsupp(v+ l) is not a proper
subset of nsupp(v) for any l ∈ L, where L is the lattice of relations on the set A
(see Section 4). Let
Lv = {l ∈ L | nsupp(v + l) = nsupp(v)}.
If v has minimal negative support and
∑N
i=1 viai = β ∈ C
m+1, then by Saito,
Sturmfels, and Takayama[16, Proposition 3.4.13] the series
(6.1) Ψv(λ) :=
∑
l∈Lv
[v]lλ
v+l ∈ λvC[[λ±11 , . . . , λ
±1
N ]]
is a formal solution of the A-hypergeometric system with parameter β.
We first note a general property of interior lattice points. Let B be as in the
Introduction and let C(A) be as in Section 2. Let k ∈ Z>0 be minimal with the
property that k∆(B) contains an interior lattice point u. Then u(0) := (u, k) is a
lattice point in the interior of C(A) whose (m+1)-st coordinate is minimal among
all interior lattice points of C(A).
Lemma 6.2. Suppose that v1, . . . , vN ∈ R≥0 satisfy the equation
N∑
i=1
viai = u
(0).
Then vi ≤ 1 for all i.
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Proof. Suppose that vi > 1 for some i, say, v1 > 1. Put
v′i =
{
vi for i = 2, . . . , N ,
v1 − 1 for i = 1,
and consider
u(0) − a1 =
N∑
i=1
v′iai.
The v′i are all nonnegative and v
′
i > 0 if vi > 0, so u
(0) − a1 is an interior lattice
point of C(A) whose (m+1)-st coordinate equals k−1, contradicting the minimality
property of u(0). 
We examine more closely the behavior of the series Ψv(λ) of (6.1) when m =
2n + 1 and n∆(B) contains no interior lattice points, which we assume for the
remainder of this section. To avoid the trivial case (see Lemma 2.14) we assume
that (n + 1)∆(B) does contain interior lattice points. We show how to associate
an algebraic function to each interior lattice point of (n+1)∆(B) that satisfies the
hypothesis of Proposition 6.4 below.
Let u be an interior lattice point of (n + 1)∆(B). Then u(0) = (u, n+ 1) is an
interior lattice point of C(A) whose last coordinate n + 1 is minimal among all
interior lattice points. Since C(A) ⊆ R2n+2, the point u(0) lies in the real cone
generated by 2n + 2 linearly independent elements of A, say, {ai}
2n+2
i=1 . We may
thus write
(6.3)
2n+2∑
i=1
viai = −u
(0)
with v1, . . . , v2n+2 ∈ Q≤0. By Lemma 6.2 all vi lie in the interval [−1, 0]. Put
v = (v1, . . . , v2n+2, 0, . . . , 0) ∈ [−1, 0]
N and consider the associated series Ψv(λ)
defined by (6.1).
Proposition 6.4. Suppose that m = 2n+ 1 and that n∆(B) contains no interior
lattice points. If vi > −1 for i = 1, . . . , 2n + 2, then Ψv(λ) is a solution of the
A-hypergeometric system with parameter −u(0) and its coefficients are p-integral
for every prime p for which all the vi are p-integral.
Proof. The hypothesis that vi > −1 for all i implies that nsupp(v) = ∅, so v has
minimal negative support. Equation (6.3) then implies that Ψv(λ) is a solution of
the A-hypergeometric system with parameter −u(0).
Fix a prime number p for which all vi are p-integral. For a p-integral rational
number r, −1 < r ≤ 0, define r′ to be the unique p-integral rational number,
−1 < r′ ≤ 0, satisfying pr′−r ∈ Z. We denote the k-fold iteration of this operation
by r(k). We claim that −
∑2n+2
i=1 v
′
iai is an interior lattice point of C(A) whose last
coordinate equals n+ 1.
To see this, for i = 1, . . . , 2n+ 2 let ǫi ∈ {0,−1, . . . ,−(p− 1)} be chosen so that
vi + ǫi = pv
′
i. Then by (6.3)
−
2n+2∑
i=1
pv′iai = u
(0) −
2n+2∑
i=1
ǫiai.
The right-hand side of this equation shows that this vector has integral coordinates
and the left-hand side shows that all these coordinates are divisible by p, hence
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−
∑2n+2
i=1 v
′
iai has integral coordinates. Furthermore, −v
′
i > 0 whenever −vi > 0,
so −
∑2n+2
i=1 v
′
iai is an interior lattice point of C(A).
Since the last coordinate of each ai equals 1, the last coordinate of −
∑2n+2
i=1 v
′
iai
equals −
∑2n+2
i=1 v
′
i. And since the minimal last coordinate of any interior lattice
point of C(A) is n+ 1, we have
−
2n+2∑
i=1
v′i ≥ n+ 1.
But if this inequality were strict, then
∑2n+2
i=1 (1 + v
′
i) < n + 1, which implies that∑2n+2
i=1 (1 + v
′
i)ai is an interior lattice point of C(A) with last coordinate < n + 1,
a contradiction.
Induction on k then shows that for all k, −
∑2n+2
i=1 v
(k)
i ai is an interior lattice
point of C(A) whose last coordinate equals n+1. The p-integrality of the coefficients
of Ψv(λ) now follows by [3, Corollary 3.6]. 
By a theorem of Eisenstein, the coefficients of a series representing an alge-
braic function are p-integral for all but a finite number of primes p. We show in
Theorem 6.6 below that the series Ψv(λ) of Proposition 6.4 is in fact algebraic.
The algebraic series described by Rodriguez-Villegas have integral coefficients and
do not arise as special cases of Proposition 6.4 (they are discussed in Section 8).
However, they are combinatorially related to many algebraic series that do arise
as special cases of Proposition 6.4. These other series may be constructed using
Bober’s list[10] of all ratios (1.1) with m = 2n+1 which are integral for all k ∈ Z≥0.
The following example is based on [10, Table 2, Line 11].
Example 1: Let B = {bi}7i=1 ⊆ Z
5, where b1, . . . ,b5 are the standard unit
basis vectors in R5, b6 = (9, 1,−5,−3,−2), and b7 is the zero vector. Let A =
{ai}7i=1 ⊆ Z
6, where ai = (bi, 1). One checks that the polytope 2∆(B) contains no
interior lattice points but that 3∆(B) does, for example, u = (2, 1,−1, 0, 0, ) is an
interior point of 3∆(B). The augmented vector u(0) = (u, 3) is interior to the cone
spanned by {ai}7i=2 and we have
7∑
i=1
viai = −u
(0)
for
v = (0,−7/9,−1/9,−2/3,−4/9,−2/9,−7/9).
Note that the lattice L of relations on the set A is given by
L = {l(9, 1,−5,−3,−2,−1, 1) | l ∈ Z},
and for our choice of v we have
Lv = {l(9, 1,−5,−3,−2,−1, 1) | l ∈ Z≥0}.
In this case, the series Ψv(λ) of Proposition 6.4 becomes
∞∑
l=0
[0]9l[−
7
9 ]l[−
1
9 ]−5l[−
2
3 ]−3l[−
4
9 ]−2l][−
2
9 ]−l[−
7
9 ]lλ
v+l(9,1,−5,−3,−2,−1,1).
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When we rewrite this series in terms of the classical Pochhammer symbol
(
(a)k =
a(a+ 1) · · · (a+ k − 1)
)
it becomes
(6.5)
∞∑
l=0
(−1)l
(19 )5l(
2
3 )3l(
4
9 )2l
(1)9l(
2
9 )l
λv+l(9,1,−5,−3,−2,−1,1).
By Proposition 6.4, this series has p-integral coefficients for all primes p 6= 3.
Theorem 6.6. Under the hypothesis of Proposition 6.4, the series Ψv(λ) is an
algebraic function.
We prove Theorem 6.6 by constructing a sequence {Au}u∈M◦ in which Ψv(λ)
appears and applying Corollary 5.6. We begin with an elementary lemma whose
proof is left to the reader.
Let d1, . . . ,dk be linearly independent vectors in R2n+2, let e1, . . . , eM be vectors
in R2n+2, and suppose that the real cone E generated by {ei}
M
i=1 has a vertex at
the origin. Let w ∈ R2n+2. Define
E′w =
{
(y1, . . . , yk) ∈ R
k |
k∑
i=1
yidi ∈ w + E
}
.
Lemma 6.7. The set E′0 is a cone with a vertex at the origin, and E
′
w = w
′ +E′0
for some w′ ∈ Rk.
Proof of Theorem 6.6. Let the vi satisfy (6.3) with vi > −1 for i = 1, . . . , 2n + 2.
Set
v′i =
{
vi − 1 if vi < 0,
0 if vi = 0.
Set u(1) =
∑
vi<0
ai and define
(6.8) β =
2n+2∑
i=1
v′iai = −u
(0) − u(1).
Note that −β is an interior lattice point of C(A) since u(0) is. We apply the
construction of Section 5 with (5.1) replaced by (6.8). Equation (5.2) then becomes
(6.9) Φv′,u(λ) =
∑
∑
kiai=u
[v′]kλ
v′+k
for u ∈ Z2n+2. Equation (5.4) becomes
(6.10) Au = Φv′,−β−u(λ) =
∑
∑
kiai=−β−u
[v′]kλ
v′+k.
Note first the relation between Au(0) and the series Ψv(λ) we assert is an algebraic
function. From (6.10) we have
(6.11) Au(0) =
∑
∑
kiai=u(1)
[v′]kλ
v′+k.
Since −1 < vi ≤ 0 for all i, if l ∈ L \ Lv, then there exists i such that vi = 0 and
li < 0. This implies that [vi]li = 0, hence [v]l = 0. It follows that the sum over Lv
in (6.1) can be replaced by a sum over L:
(6.12) Ψv(λ) =
∑
∑
liai=0
[v]lλ
v+l.
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There is a bijective correspondence between the index sets in the summations in
(6.11) and (6.12): one has
∑N
i=1 liai = 0 if and only if∑
vi<0
(li + 1)ai +
∑
vi=0
liai = u
(1).
If r ∈ C \Z<0 and m ∈ Z, then r[r− 1]m+1 = [r]m. A short calculation then shows
that
Ψv(λ) =
( ∏
vi<0
vi
)
Au(0) ,
so if we can show that the {Au}u∈M all lie in a D-module F , then Corollary 5.6
implies that Ψv(λ) is an algebraic function.
As noted at the end of Section 5, it suffices to show that for each u ∈ M , the
exponents k = (k1, . . . , kN ) ∈ ZN that appear on the right-hand side of (6.10) lie
in a translate (depending on u) of a real cone with vertex at the origin. We have
v′i = 0 if vi = 0 and [0]ki = 0 if ki < 0, so if [v
′]k 6= 0, then
(6.13) ki ≥ 0 for vi = 0.
The sum on the right-hand side of (6.10) then runs over solutions of the equation
(6.14)
∑
vi<0
kiai = u
(0) + u(1) − u−
∑
vi=0
kiai
subject to (6.13).
Put r = card{ai | vi < 0}. Let E ⊆ R2n+2 be the real cone generated by
{−ai}vi=0 and set
E′u =
{
(ki)vi<0 ∈ R
r |
∑
vi<0
kiai ∈ u
(0) + u(1) − u+ E
}
.
By Lemma 6.7 we have E′u = u
′ + E′′ for some u′ ∈ Rr, where E′′ is a cone in Rr
with a vertex at the origin. It follows that all the solutions
(
(ki)vi<0, (ki)vi=0
)
∈ ZN
of (6.14) subject to (6.13) lie in a translate of E′′ × (R≥0)N−r, which is a cone in
RN with a vertex at the origin. 
The proof of Theorem 6.6 shows more than the algebraicity of Ψv(λ).
Corollary 6.15. If vi > −1 for i = 1, . . . , 2n+ 2, then for u ∈ M◦ the series Au
defined by (6.10) are algebraic functions.
7. Formal logarithmic solutions
The series (1.2) that originally stimulated our interest are related to logarithmic
solutions of W . Before examining them in detail, we make some general remarks
on logarithmic solutions of A-hypergeometric systems that extend the results of [4]
in a special case. We begin by defining some generating series whose significance
will gradually become apparent.
Fix a nonnegative integer r. There is a unique sequence {f
(r)
k (t)}k∈Z of func-
tions of one variable t satisfying the three conditions (i) f
(r)
0 (t) = log
r t, (ii)
d/dt
(
f
(r)
k (t)
)
= f
(r)
k−1(t) for all k ∈ Z, and (iii) f
(k)(t) equals tk times a polyno-
mial in log t of degree ≤ r with constant coefficients. One calculates this sequence
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by successive differentiation and integration of logr t. We summarize the result.
Let i be a nonnegative integer. For a positive integer k, set
Mk,i =
(−1)i
k!
∑
j1+···+jk=i
1−j12−j2 · · · k−jk ,
for k = 0, set
M0,i =
{
1 if i = 0,
0 if i > 0,
and for a negative integer k, set
Mk,i = (−1)
−k−i
∑
1≤j1<···<ji−1≤−k−1
(−k − 1)!
j1j2 · · · ji−1
,
with the understanding that (for k < 0) Mk,i = 0 for i = 0 or i > −k. Then
(7.1) f
(r)
k (t) = t
k
r∑
i=0
Mk,ir(r − 1) · · · (r − i+ 1) log
r−i t.
For a nonnegative integer r, put Pr = {1, . . . , N}r, the set of sequences of length
r from the set {1, . . . , N}. Let P = (p1, . . . , pr) ∈ P . Up to ordering, the sequence
P is determined by its associated multiplicity function ρP : {1, . . . , N} → N defined
by
ρP (i) = card{j | pj = i}.
We associate to P a generating series ΨP (λ, T ) (where T = (T1, . . . , Tm+1)) defined
as follows. First put
(7.2) ΨρP (i)(λi, T ) =
∑
ki∈Z
f
(ρP (i))
ki
(λi)T
kiai ,
then set
(7.3) ΨP (λ, T ) =
N∏
i=1
ΨρP (i)(λi, T ).
This series depends only on ρP , not on P , i. e., it is independent of the ordering
of the sequence P . However, it will be useful for bookkeeping purposes to index
these series by P . We use these series to construct logarithmic solutions of the
A-hypergeometric system with parameters in Z.
Write
(7.4) ΨP (λ, T ) =
∑
u∈Zm+1
ΨPu (λ)T
u.
Equation (7.2) and the definition of f
(ρP (i))
ki
(λi) imply that
∂
∂λi
ΨρP (i)(λi, T ) = T
aiΨρP (i)(λi, T ),
hence by (7.3)
∂
∂λi
ΨP (λ, T ) = T aiΨP (λ, T ),
or, equivalently,
(7.5)
∂
∂λi
ΨPu (λ) = Ψ
P
u−ai
(λ).
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Arguing as in the proof of Proposition 4.3 (see Eq. (4.4)) then gives the following
result.
Proposition 7.6. For all u ∈ Zm+1, the expression ΨPu (λ) satisfies the box opera-
tors l for l ∈ L.
In general, the ΨPu (λ) do not satisfy any Euler operators because of the pres-
ence of log terms. We shall analyze the ΨPu (λ) more closely to see how to create
logarithmic series that also satisfy Euler operators.
From (7.2), (7.3), and (7.4), we compute
(7.7) ΨPu (λ) =
∑
k1,...,kN∈Z∑
kiai=u
λk11 · · ·λ
kN
N ·
N∏
i=1
( ρP (i)∑
ji=0
Mki,jiρP (i)(ρP (i)− 1) · · · (ρP (i)− ji + 1) log
ρP (i)−ji λi
)
.
Let ρ, ρ′ : {1, . . . , N} → N be arbitrary functions. We write ρ′ ≤ ρ if ρ′(i) ≤ ρ(i)
for all i. Put
R(ρP ) = {ρ : {1, . . . , N} → N | ρ ≤ ρP }.
We may rewrite (7.7) as
(7.8) ΨPu (λ) =
∑
k1,...,kN∈Z∑
kiai=u
λk11 · · ·λ
kN
N ·
∑
ρ∈R(ρP )
N∏
i=1
Mki,ρ(i)ρP (i)(ρP (i)− 1) · · · (ρP (i)− ρ(i) + 1)
logρP (i) λi
logρ(i) λi
.
The set R(ρP ) is related to subsequences of P . For 0 ≤ k ≤ r, let S(P, k) denote
the set of subsequences of P of length k. For Q ∈ S(P, k) we clearly have ρQ ≤ ρP .
Conversely, if we are given ρ ∈ R(ρP ), then setting k =
∑N
i=1 ρ(i), there exists
Q ∈ S(P, k) such that ρQ = ρ. Furthermore, it is easy to see that for this ρ we have
card{Q ∈ S(P, k) | ρQ = ρ} =
N∏
i=1
ρP (i)(ρP (i)− 1) · · · (ρP (i)− ρ(i) + 1).
We can thus rewrite (7.8) as
(7.9) ΨPu (λ) =
∑
k1,...,kN∈Z∑
kiai=u
λk11 · · ·λ
kN
N ·
r∑
k=0
∑
Q=(pj1 ,...,pjk )∈S(P,k)
( N∏
i=1
Mki,ρQ(i)
)
logλp1 · · · logλpr
logλpj1 · · · logλpjk
.
For Q ∈ S(P, k), we set
(7.10) ΦQu (λ) =
∑
k1,...,kN∈Z∑
kiai=u
( N∏
i=1
Mki,ρQ(i)
)
λk11 · · ·λ
kN
N ,
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giving finally
(7.11) ΨPu (λ) =
r∑
k=0
∑
Q=(pj1 ,...,pjk )∈S(P,k)
ΦQu (λ)
logλp1 · · · log λpr
logλpj1 · · · logλpjk
.
Note that ΦQu (λ) depends only on ρQ, hence is independent of the original sequence
P for which S(P, k) contains Q.
This expression ΨPu (λ) satisfies the box operators by Proposition 7.6 and the
series ΦQu (λ) appearing in (7.11) satisfy the Euler operators for the parameter u
by (7.10). We say that ΨPu (λ) is an r-th order quasisolution for the parameter u. We
have shown how to associate an r-th order quasisolution ΨPu (λ) for the parameter
u to each sequence P = (p1, . . . , pr) ∈ Pr. We call the collection {ΨPu (λ)}P∈Pr a
complete set of r-th order quasisolutions for the parameter u.
Proposition 7.12. Let {ΨPu (λ)}P∈Pr be a complete set of r-th order quasisolutions
for the parameter u and let l(k) = (l
(k)
1 , . . . , l
(k)
N ) ∈ L for k = 1, . . . , r. Then the
expression
(7.13)
∑
P=(p1,...,pr)∈Pr
l(1)p1 · · · l
(r)
pr
ΨPu (λ)
is a solution of the A-hypergeometric system with parameter u.
Proof. The expression (7.13) satisfies the box operators because it is a linear com-
bination of expressions ΨPu (λ) that satisfy the box operators. We need to prove
that it satisfies the Euler operators with parameter u.
Substitute (7.11) into (7.13):
(7.14)
∑
P=(p1,...,pr)∈Pr
l(1)p1 · · · l
(r)
pr
r∑
k=0
∑
Q=(pj1 ,...,pjk )∈S(P,k)
ΦQu (λ)
logλp1 · · · logλpr
logλpj1 · · · logλpjk
.
Now reverse the order of summation: For a sequence Q = (pj1 , . . . , pjk) ∈ Pk, the
set of all sequences P = (p1, . . . , pr) ∈ Pr for which Q ∈ S(P, k) has cardinality
N r−k: the values pl for l 6∈ {j1, . . . , jk} can be assigned arbitrarily from {1, . . . , N}.
Expression (7.14) thus equals
(7.15)
r∑
k=0
∑
1≤j1<···<jk≤r
N∑
pj1 ,...,pjk=1
l(j1)pj1 · · · l
(jk)
pjk
Φ
(pj1 ,...,pjk )
u (λ)·
N∑
p1,...pˆj1 ,...,pˆjk ...,pr=1
l(1)p1 · · · l̂
(j1)
pj1
· · · l̂
(jk)
pjk
· · · l(r)pr ·
logλp1 · · · l̂ogλpj1 · · · l̂ogλpjk
· · · logλpr .
Note that the innermost sum in (7.15) equals∏
i=1,...,ˆ1,...,ˆk,...,r
logλl
(i)
,
so (7.15) simplifies to
(7.16)
r∑
k=0
∑
1≤j1<···<jk≤r
N∑
pj1 ,...,pjk=1
l(j1)pj1 · · · l
(jk)
pjk
Φ
(pj1 ,...,pjk )
u (λ)
∏
i=1,...,r
i6=j1,...,jk
logλl
(i)
.
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Every monomial λv appearing in some ΦQu (λ) satisfies the Euler operators with pa-
rameter u, which implies by a straightforward calculation that λv
∏
i=1,...,r
i6=j1,...,jk
logλl
(i)
also satisfies the Euler operators with parameter u. It follows that the expression
(7.16) (and hence (7.13), which it equals) satisfies the Euler operators with param-
eter u. 
Let l(k) = (l
(k)
1 , . . . , l
(k)
N ) ∈ L for k = 1, . . . , r. Let the Ψ
P
u (λ) be as in (7.11) and
let ΨP (λ, T ) be as in (7.4). For u ∈M , put
(7.17) Au =
∑
P=(p1,...,pr)∈Pr
l(1)p1 · · · l
(r)
pr
ΨP−u(λ)
It follows from (7.5) that ∂jAu = Au+aj and it follows from Proposition 7.12 that
Au satisfies the Euler operators with parameter −u. We therefore get the following
result.
Proposition 7.18. Let Au be given by (7.17) for u ∈ M . If all Au lie in some
D-module F , then the series
∑
u∈M Aux
−u lies in K(F).
Again, we apply Corollary 3.7 to get the following result.
Corollary 7.19. Suppose that m = 2n+ 1 and that all Au for u ∈M lie in some
D-module F . If n∆(B) contains no interior lattice points, then Au is algebraic over
C(λ) for u ∈M◦.
Remark. Of course, under the hypothesis of Corollary 7.19, no logarithms will
appear in Au for u ∈M◦ (see the examples in the next section).
8. Logarithmic examples
In this section, we explain how the series (1.2) arise from the logarithmic solutions
described in Proposition 7.18. For this section only, we reprise the notation from
the beginning of Section 1.
Let α1, . . . , αn, βn+1, . . . , βm be a sequence of positive integers satisfying
n∑
i=1
αi =
m∑
j=n+1
βj .
Throughout this section we deal with a fixed set B, so the slight changes we make
in notation should not cause confusion. We take B = {b0, . . . ,bm+1} ⊆ Rm to be
the following set of vectors: b0 = 0, b1, . . . ,bm are the standard unit basis vectors
in Rm, and
bm+1 = (α1, . . . , αn,−βn+1, . . . ,−βm).
We denote the convex hull of these points by ∆(α, β) ⊆ Rm rather than by ∆(B)
as we did previously. Put ai = (bi, 1) ∈ R
m+1 and A = {ai}
m+1
i=0 . We denote
by ∆0(α, β) ⊆ Rm+1 the convex hull of A ∪ {0}, rather than by ∆0(A) as we did
previously. For the lattice of relations L on the set A we have
L =
{
(l0, . . . , lm+1) ∈ Z
m+2 |
m+1∑
i=0
liai = 0
}
= {l(−1,−α1, . . . ,−αn, βn+1, . . . , βm, 1) | l ∈ Z}.
Put γ = (−1,−α1, . . . ,−αn, βn+1, . . . , βm, 1) a generator of L.
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Put
u(0) =
n∑
i=0
ai = (1, . . . , 1, 0, . . . , 0, n+ 1)
(1 repeated n times, 0 repeated m − n times). If we set vi = −1 for i = 0, . . . , n
and vi = 0 for i = n+ 1, . . . ,m+ 1, then
(8.1)
m+1∑
i=0
viai = −u
(0),
Lv = {l(−1,−α1, . . . ,−αn, βn+1, . . . , βm, 1) | l ∈ Z≥0},
and the series Ψv(λ) of (6.1) becomes
(8.2) Ψv(λ) =
( n∏
i=0
λi
)−1 ∞∑
l=0
[−1]−l
( n∏
i=1
[−1]−lαi
)( m∏
j=n+1
[0]lβj
)
[0]lλ
lγ ,
or, using the definition of the symbol [z]k,
(8.3) Ψv(λ) =
( n∏
i=0
λi
)−1 ∞∑
l=0
(−1)l(1+
∑n
i=1 αi)
∏n
i=1(αil)!∏m
j=n+1(βj l)!
λlγ .
Our explicit description of L shows that v has minimal negative support, so Ψv(λ)
is a solution of the A-hypergeometric system with parameter −u(0).
Proof of Proposition 1.3. Note that the polytope n∆(α, β) contains no interior lat-
tice points if and only if the polytope (n + 1)∆0(α, β) contains no interior lattice
points. Consider the coordinate change on Rm+1 that sends (u1, . . . , um, um+1)
to (u1, . . . , um, um+1 − u1 − · · · − um). This transforms the polytope ∆0(α, β) to
the polytope ∆˜0(α, β) having vertices at the origin, the standard unit basis vec-
tors, and the point (α1, . . . , αn,−βn+1, . . . ,−βm, 1). And since this transformation
is unimodular, the polytope (n + 1)∆0(α, β) contains no interior lattice points if
and only if the polytope (n + 1)∆˜0(α, β) contains no interior lattice points. The
assertion of the proposition now follows from the case r = 1 of [5, Theorems 1.7
and 1.12(a)]. 
It follows from [5, Corollary 2.22] that, aside from the trivial case where the
αi are a rearrangement of the βj , the series (1.2) cannot have integral coefficients
unless m > 2n.
Proposition 8.4. Suppose that m > 2n and fix r ≤ n + 1. Then there exists a
D-module F that contains for all u ∈ Zm+1 the r-th order logarithmic solutions
(7.13) of the A-hypergeometric system with parameter u.
Proof. Fix r ≤ n+ 1 and u ∈ Zm+1. We need to show that the exponents k of the
monomials λk that appear in (7.8) with a nonzero coefficient all lie in a translate
of a certain cone with vertex at the origin. The translate may depend on u, but
the cone itself must be independent of u.
Let P ∈ Pr and put Q = {n+1, . . . ,m+1}. The set Q has cardinalitym+1−n >
n+ 1. Since r ≤ n+ 1, there exists q ∈ Q such that ρP (q) = 0. This implies that
ρ(q) = 0 for all ρ ∈ R(ρP ). Since Mkq,0 = 0 if kq < 0, Equation (7.8) implies that
the coefficient of λk in ΨPu (λ) equals 0 if kq < 0. We therefore examine when kq < 0
in (7.8).
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Suppose that k(0) = (k
(0)
0 , . . . , k
(0)
m+1) ∈ Z
m+2 satisfies
∑m+1
i=0 k
(0)
i ai = u. If
k = (k0, . . . , km+1) ∈ Zm+2 also satisfies
∑m+1
i=0 kiai = u, then k − k
(0) ∈ L, so we
may write
(8.5) k = k(0) + l(−1,−α1, . . . ,−αn, βn+1, . . . , βm, 1)
for some l ∈ Z. Equation (8.5) implies that for all q ∈ Q, kq < 0 for all but finitely
many l < 0. It follows that if the coefficient of λk in ΨPu (λ) in Eq. (7.8) is nonzero,
then k lies in a translate of the real cone
(8.6) {r(−1,−α1, . . . ,−αn, βn+1, . . . , βm, 1) | r ∈ R≥0}.

We record for later use an observation made during the proof of Proposition 8.4.
Lemma 8.7. If there is an index i ∈ {0, 1, . . . ,m + 1} for which ρP (i) = 0 and
ki < 0, then the coefficient of λ
k in (7.8) equals 0.
The series (8.3) will appear in the (n+1)-st order logarithmic solution. We begin
with some lemmas.
A short calculation determines the inequalities defining the polytope ∆(α, β).
One has (x1, . . . , xm) ∈ ∆(α, β) if and only if
(8.8) x1 + · · ·+ xm ≤ 1 + min
{
0,
xn+1
βn+1
, . . . ,
xm
βm
}
and
(8.9) xi ≥ −αimin
{
0,
xn+1
βn+1
, . . . ,
xm
βm
}
for i = 1, . . . , n.
A further calculation using (8.8) and (8.9) establishes the following result.
Lemma 8.10. Suppose m > 2n and let Q ⊆ {0, . . . ,m+1} be a subset of cardinality
≤ n + 1. If Q 6= {0, . . . , n}, then the bq for q ∈ Q all lie on a common face of
∆(α, β).
We apply this lemma to get information about interior lattice points of C(A).
Lemma 8.11. Suppose that
∑m+1
i=0 kiai (where the ki are integers) is an interior
lattice point of C(A). Set
Q = {q ∈ {0, . . . ,m+ 1} | kq > 0}.
If m > 2n, then Q = {0, 1, . . . , n} or card(Q) > n+ 1.
Proof. Since
∑m+1
i=0 kiai is an interior lattice point of C(A), so is
m+1∑
i=0
kiai +
∑
j 6∈Q
(−kj)aj =
∑
q∈Q
kqaq
(since −kj ≥ 0 for j 6∈ Q). Since
∑
q∈Q kqaq is an interior lattice point of C(A), so
is
∑
q∈Q aq. But by Lemma 8.10, if card(Q) ≤ n + 1 and Q 6= {0, 1, . . . , n}, then
the aq for all q ∈ Q lie on a common face of C(A), in which case
∑
q∈Q aq would
not be an interior lattice point of C(A). 
We now consider the (n + 1)-st order quasisolutions of the A-hypergeometric
system described in Proposition 7.12. We use Lemma 8.11 to describe the series
ΨP−u(λ) appearing in (7.17) for u ∈M
◦ when P ∈ Pn+1.
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Lemma 8.12. Suppose that m > 2n. Let P ∈ Pn+1 and suppose that P is not
a rearrangement of the sequence (0, 1, . . . , n). Then ΨP−u(λ) = 0 for all u ∈ M
◦,
where ΨP−u(λ) is given in (7.8).
Proof. Let u ∈ M◦. By (7.8), the series ΨP−u(λ) is a sum over k0, . . . , km+1 ∈ Z
satisfying
∑m+1
i=0 kiai = −u. By Lemma 8.7, we can restrict this sum to monomials
λk satisfying ki < 0 only if ρP (i) 6= 0. Rewriting this equation as
(8.13)
m+1∑
i=0
(−ki)ai = u,
we have −ki > 0 for at most n+1 values of i since P ∈ Pn+1. Lemma 8.11 implies
that (8.13) is impossible unless P is, up to reordering, the sequence (0, 1, . . . , n). 
Lemma 8.12 simplifies the (n + 1)-st order logarithmic solutions described in
Proposition 7.12 when u ∈M◦.
Corollary 8.14. If m > 2n and u ∈ M◦, then Ψ
(0,1,...,n)
−u (λ) is a solution of the
A-hypergeometric system with parameter −u.
We can now apply Proposition 8.4 and Corollary 7.19 to conclude the following.
Corollary 8.15. Suppose that m = 2n+1 and n∆(α, β) contains no interior lattice
points. Then Ψ
(0,1,...,n)
−u (λ) is algebraic over C(λ) for all u ∈M
◦.
Put P0 = (0, 1, . . . , n). To complete this section, we give the explicit formula for
ΨP0−u(λ) when u ∈M
◦ by examining the coefficients of λk in Eq. (7.8).
Fix k = (k1, . . . , kN ) ∈ ZN satisfying
N∑
i=1
kiai = −u,
i. e.,
N∑
i=1
(−ki)ai = u ∈M
◦.
By Lemma 8.11 there are two possibilities: either −ki > 0 for i = 0, . . . , n and
−ki ≤ 0 for i > n or
card{i | −ki > 0} > n+ 1.
In the latter case we must have −ki > 0 for some i > n, i. e., ki < 0 for some i with
ρP0(i) = 0. Lemma 8.7 then implies that the coefficient of λ
k equals 0.
We may therefore assume that we are in the case where −ki > 0 for i = 0, . . . , n
and −ki ≤ 0 for i > n. We now examine the sum over ρ ∈ R(ρP0) that appears
in (7.8).
We have ρP0(i) = 1 for i ∈ P0 and ρP0(i) = 0 for i 6∈ P0. So if ρ ∈ R(ρP0), then
ρ(i) = 1 or ρ(i) = 0 for i ∈ P0 and ρ(i) = 0 for i 6∈ P0. Since Mki,0 = 0 for ki < 0
and ki < 0 for i = 0, . . . , n, the only element ρ of R(ρP0) that makes a nonzero
contribution to the coefficient of λk in Eq. (7.8) is ρ = ρP0 . That contribution is
m+1∏
i=0
Mki,ρP0 (i) =
n∏
i=0
Mki,1 ·
m+1∏
j=n+1
Mkj ,0
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(in particular, no logarithms appear). From the definition of the Mk,i, this equals
(−1)n+1−
∑n
i=0 ki
∏n
i=0(−ki − 1)!∏m+1
j=n+1 kj !
,
hence
(8.16) ΨP0−u(λ) =
∑
k0,k1,...,kn∈Z<0
kn+1,...,km+1∈Z≥0∑m+1
i=0 kiai=−u
(−1)n+1−
∑
n
i=0 ki
∏n
i=0(−ki − 1)!∏m+1
j=n+1 kj !
λk.
We may then restate Corollary 8.15 in an explicit form.
Corollary 8.17. Suppose that m = 2n+1 and n∆(α, β) contains no interior lattice
points. Then the series (8.16) is algebraic over C(λ) for all u ∈M◦.
Example. The series (1.2) can be recovered as a special case of (8.16). Take
u(0) =
n∑
i=0
ai = (1, . . . , 1, 0, . . . , 0, n+ 1)
(1 repeated n times, 0 repeated m−n times). Equations (8.8) and (8.9) imply that
u(0) is an interior lattice point of C(A). One checks that (k0, . . . , km+1) satisfies
the conditions of the summation on the right-hand side of (8.16) if and only if it
lies in the set
{(−l− 1,−lα1 − 1, . . . ,−lαn − 1, lβn+1, . . . , lβm+1, l) | l ∈ Z≥0}.
For u = u(0), the series (8.16) thus becomes the series (8.3). Corollary 8.17 now
implies that the series (1.2) is an algebraic function when m = 2n+1 and n∆(α, β)
contains no interior lattice points, the observation that originally motivated this
work.
Remark. Corollary 8.14 implies that if m > 2n and u ∈ M◦, then the series
(8.16) is a solution of the A-hypergeometric system with parameter −u. We conjec-
ture that if in addition n∆(α, β) contains no interior lattice points, then the series
(8.16) has integral coefficients. Proposition 1.3 shows that this assertion holds for
the special case u = u(0) of the preceding example that gives the series (8.3).
9. Appendix: Algebraic Solutions, by Nicholas M. Katz
The X/C(λ) of the paper is the generic fibre of the family X of hypersurfaces∑
i λix
bi = 0 viewed over the affine space AN/C of the λi. This generic fibre
is smooth and geometrically connected over C(λ). At the expense of extending
scalars from C(λ) to a finite extension field K/C(λ), by Hironaka[13] there exists a
projective smooth X/K with geometrically connected fibres, and a normal crossing
divisorD = ∪jDj inX/K such thatX⊗C(λ)K isX\∪jDj . By the usual “spreading
out” argument, there exists a dense open set U ⊂ AN/C over which X is smooth,
say
f : XU → U,
and over which each de Rham cohomology sheaf HiDR(X/U) is locally free of finite
rank on U , and there exists a finite etale connected covering E → U with K the
function field of E, and a projective smooth X/E with a normal crossing divisor
D = ∪jDj over E such that, over E, XE := XU ⊗ E is X \ ∪jDj .
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In this setting, for each integer i ≥ 0, the de Rham cohomology sheafHiDR(XE/E)
is the de Rham incarnation of a mixed Hodge structure on E, whose weight filtration
begins as
Wi−1H
i
DR(XE/E) = 0,
WiH
i
DR(XE/E) = the image of H
i
DR(X/E).
In particular,
WiH
i
DR(XE/E) = gr
W
i (H
i
DR(XE/E))
is the de Rham incarnation of a polarized variation of pure Hodge structure.
Theorem 9.1. Suppose that i is even, i = 2n, and suppose the Hodge filtration on
W2nH
2n
DR(XE/E) is given by
F i =W2nH
2n
DR(XE/E) for i ≤ n, F
i = 0 for i > n.
Then W2nH
2n
DR(XE/E) is the de Rham incarnation of a variation of pure Hodge
structure which becomes constant on a finite etale covering of E.
Proof. This is [14, Proposition 4.2.1.3]. 
Corollary 9.2. On a finite etale connected covering E1/E, W2nH2nDR(XE/E) with
its Gauss-Manin connection becomes isomorphic to the trivial D-module (Or
E1
, d),
for r := rankW2nH
2n
DR(XE/E).
Corollary 9.3. Over a finite extension field L/C(λ), the Gauss-Manin connection
on W2nH
2n
DR(X/C(λ)) becomes isomorphic to the trivial D-module (C(λ)
r , d), for
r := dimW2nH
2n
DR(X/C(λ). In down to earth terms, all solutions of the Picard-
Fuchs equations for W2nH
2n
DR(X/C(λ)) with its Gauss-Manin connection are alge-
braic functions of the λ’s.
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