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Abstract: A spectral decomposition method is used to obtain solutions to a class of1
nonlinear differential equations. We extend this approach to the analysis of the fractional2
form of these equations and demonstrate the method by applying it to the fractional Riccati3
equation, the fractional logistic equation and a fractional cubic equation. The solutions4
reduce to those of the ordinary nonlinear differential equations, when the order of the5
fractional derivative is α = 1. The exact analytic solutions to the fractional nonlinear6
differential equations are not known, so we evaluate how well the derived solutions satisfy the7
corresponding fractional dynamic equations. In the three cases we find a small, apparently8
generic, systematic error that we are not able to fully interpret.9
Keywords: fractional calculus; nonlinear fractional differential equations; spectral10
decomposition; operators; eigenvalues11
1. Introduction12
Herein we propose a spectral method for solving fractional nonlinear rate equations of a certain kind.13
The method is not perturbative, but neither is it exact, since it gives rise to systematic deviations of14
the analytic solution from the numerical solution at intermediate times that reaches a maximum value15
of 2%. On the one hand, the spectral method provides a remarkable good approximation to numerical16
calculation. On the other hand, the source of the small but systematic deviation from the numerical17
solution remains a mystery. This paper presents the approach in detail and introduces a new problem18
that requires explanation.19
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Despite the advances made into the understanding of complex nonlinear systems in the last half of the20
twentieth century, many physical phenomena failed to be described using the tools of ordinary calculus.21
Nonlocal distributed effects and memory effects observed in relaxation phenomena [1], living systems [2,22
3], wave propagation in porous materials [4] have been more successfully modeled within the framework23
of the fractional calculus [5]. Fractional differential equations (FDE) have been adopted to explain these24
and other complex phenomena [6,7]. Since exact solutions to the majority of FDEs are not available,25
the search for appropriate analytical and numerical methods is a subject of ongoing research. Recently,26
a number of approaches devoted to solving FDEs have been proposed. Examples include Adomian27
decomposition method [8], homotopy perturbation method [9,10], the fractional sub-equation method.28
and the Haar wavelet method [11], to name but a few. However, the convergence region of solutions29
obtained with these algorithms is rather small.30
It was hypothesized [12] that the spectral decomposition method can be extended to the analysis31
of a class of nonlinear fractional differential equations (NFDEs). Herein we demonstrate the method32
by applying it to the fractional Riccati equation (FRE), the fractional logistic equation (FLE) and a33
fractional cubic equation (FCE), where the fractional-order is in the range 0 < α ≤ 1. The solutions34
obtained are shown to have the correct short-time and long-time behaviors. Additionally, they reduce to35
the well known solutions of the ordinary nonlinear differential equations, when the order of the fractional36
derivative is α = 1. In the cases considered herein the exact analytic solution to the FNDE was not37
known previously, we evaluate how well the derived solutions satisfy the corresponding NFDE using38
numerical techniques. In all cases we find a very small, but systematic deviation of the analytic from the39
numerical solutions that has eluded our best efforts to interpret. One possibility, of course, is that the40
numerical technique used to solve the NFDE is the culprit, since it was based on numerically solving41
linear fractional equations. But this remains to be investigated.42
In Section 2 we introduce the spectral decomposition of the solution to define the eigenvalue problem43
for integer-order linear and nonlinear rate equations, as well as NFDEs. In Section 3 we obtain a44
series expansion over the spectrum of eigenvalues and eigenfunctions for the solution to three NFDEs,45
where the exponentials in the solutions to the integer-order equations, also obtained, are replaced with46
Mittag-Leffler functions (MLFs). Exact solutions to NFDEs are rare in the literature [13,14], so to test the47
validity of the analytic results we numerically evaluate how the solutions obtained satisfy the appropriate48
NFDE. To our surprise the error function measuring this fit is not zero, but varies in time, increasing as49
t2α at early times and decreasing as t−α at late times, and reaching a maximum difference of less than a50
few percent at an intermediate time. This non-monotonic scaling difference is shown to occur with the51
solutions to the FRE, the FLE, as well as, the FCE, all with the same qualitative behavior in the error.52
In Section 8 we draw some tentative conclusions including the speculation that this systematic deviation53
may be generic.54
2. Spectral decomposition55
2.1. Integer operator56
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Let us begin by establishing the nomenclature used in the study of the nonlinear differential equations.
Consider the one-dimensional first-order differential equation
d
dt
X(t) = OX(t), (1)
where X(t) is the dynamic variable of interest andO is a generic operator acting on X(t). Allowing Eq.
(1) to describe any dynamical system of interest entails the formal solution
X(t) = eO0tx0, (2)
where x0 ≡ X(0) defines the initial condition in the phase space for the dynamic variable and the
operator O0 acts on the initial condition. The exponential operator is formally defined by the series
expansion
eO0t =
∞∑
k=0
(O0t)k
Γ (k + 1)
(3)
so that the solution Eq.(2) can be expressed as
X(t) =
∞∑
k=0
(O0t)k
Γ (k + 1)
x0 =
∞∑
k=0
tk
Γ (k + 1)
O0kx0 (4)
where the operatorO0k acts solely on the initial condition. Note that for a linear equation with a constant
rate λ the operator is given by
O0kx0 =
(
λx0
∂
∂x0
)k
x0 = λ
kx0, (5)
which when inserted into Eq.(4) and summing the series yields the exponential solution to the scalar rate
equation
X(t) = eλtx0. (6)
It is apparent that Eq.(5) has a form suggestive of an eigenvalue equation and that the solution to the
general integer-operator rate equation can be expressed as an eigenfunction expansion over the spectrum
of eigenvalues
X(t) =
∞∑
k=0
Ckφk (x0)χk (t) . (7)
The quantity φk (x0)χk (t) is the eigenfunction, factored into a piece determined by the spectrum
of eigenvalues {λk; k = 0, 1, 2, ··}, a piece determined by the initial condition x0, and the expansion
coefficient Ck determined by the dynamics and overall initial normalization. Inserting Eq.(7) into (1),
allows us to separate out the time-dependence of the components of the expansion
d
dt
χk (t) = λkχk (t)⇒ χk (t) = eλkt. (8)
Correspondingly, the eigenvalue equations are given by
O0φk (x0) = λkφk (x0) (9)
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and the eigenvalues are determined by the form of the operator.57
In the linear case just considered the operator is the same as before, so the equation for the
eigenfunction is
λx0
dφk
dx0
= λkφk
with the solution
φk (x0) = x
λk
λ
0 .
The linear eigenvalue spectrum is degenerate λk = λ and the coefficients are determined from the initial
condition to satisfy
∞∑
k=0
Ck = 1.
The resulting solution is, of course, given by Eq.(6).58
2.2. Non-integer (fractional) operator59
Now assume that this general form of a solution to a differential equation translates to the fractional
calculus domain. Thus, we replace Eq.(1) with the fractional differential equation
dα
dtα
X(t) = OX(t), (10)
where 0 < α ≤ 1. We assume the fractional derivative to be defined in the Caputo sense:
dα
dtα
X(t) =
1
Γ (1− α)
∫ t
0
X ′(τ)
(t− τ)αdτ. (11)
where X ′(τ) denotes the derivative of X(τ) with respect to its argument. Eq.(10) can be solved
analytically in terms of the MLF by employing the spectral decomposition introduced above in which
case we have for the components of the eigenfunction
dα
dtα
χk(t) = λkχk (t) , (12)
to obtain the MLF evaluated over the spectrum of eigenvalues
χk(t) = Eα (λkt
α) . (13)
The MLF is defined by the series [15,16]
Eα (z) =
∞∑
k=0
zk
Γ (kα + 1)
. (14)
Consequently, inserting the MLF into the expansion for the solution yields [12]
X(t) =
∞∑
k=0
Ckφk (x0)Eα (λkt
α) (15)
and the eigenvalues are determined by the operator in Eq.(9). The MLF reduces to an exponential60
function when α = 1, reducing the series expansion to the ordinary solution of Eq.(2) in that case.61
Note that we can adopt the same formal spectral decomposition employed for the integer-derivative62
case discussed above for the fractional-order dynamics considered here. But, before we explore the63
fractional case, let us examine an integer-order nonlinear dynamic equation.64
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3. Riccati equation65
We illustrate the spectral decomposition method, applied to a nonlinear rate equation, using the
reduced form of the Riccati equation [17]:
d
dt
X(t) = 1−X2(t) = OX(t). (16)
The Riccati equation is put into the form of Eq.(1) by introducing the phase space operator O :
O = (1− x2) ∂
∂x
, (17)
and the formal solution to the Riccati equation can be written as the eigenmode expansion
X(t) =
∞∑
k=0
Ckφk (x0) e
λkt. (18)
The dependence of the solution on the initial condition can be described by the eigenfunctions equation66
O0φk (x0) ≡
[
1− x20
] dφk (x0)
dx0
= λkφk (x0) . (19)
The solution to Eq.(19) is given by
lnφk (x0) =
λk
2
ln
[
1 + x0
1− x0
]
,
where we need to determine the spectrum of eigenvalues {λk} .67
This last expression is inserted into Eq. (18) to obtain
X(t) =
∞∑
k=0
Ck
[
1 + x0
1− x0
]λk
2
eλkt. (20)
It is straightforward to obtain the eigenvalues λk = −2k by inserting Eq.(20) into Eq.(16) and equating
coefficients of time dependent terms, as well as the coefficients for equal k values
Ck = 2
(
C1
2
)k
; k > 0.
The series solution is then
X(t) = 2
∞∑
k=0
(
C1
2
)k (
1− x0
1 + x0
)k
e−2kt.
The final expansion coefficient is determined to be C1 = −2 from the initial condition, so that the
solution to the nonlinear initial value problem becomes
X(t) = 2
∞∑
k=0
(
x0 − 1
x0 + 1
)k
e−2kt − 1 (21)
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Additionally, for x0 = 0, Eq.(21) reduces to the well-known solution of Riccati equation [17]
X(t) = tanh(t).
For initial values x0 6= 0 the solution to Eq. (16) is obtained by summing the series in Eq.(21) to obtain
X(t) =
tanh(t) + x0
x0 tanh(t) + 1
(22)
also in agreement with the solution obtain by Davis [17].68
Since we have an exact solution we can test the series expansion computationally. The error is defined
as the difference between the time derivative of the series solution obtained using Eq.(21) and the known
exact solution given by Eq.(22) inserted into the right hand side of the Riccati equation:
∆(t) = 2
∞∑
k=0
(
x0 − 1
x0 + 1
)k
(−2k) e−2kt − 1 +
[
tanh(t) + x0
x0 tanh(t) + 1
]2
. (23)
The sum is estimated by its first 100 terms yielding a difference on the order of 10−15, which matches69
machine precision, affirming that the series given by Eq. (21) is a valid solution to the Riccati equation.70
4. Fractional Riccati equation71
4.1. Spectral decomposition solution72
We now establish that a generalization of the spectral decomposition method leads to valid solutions
for certain NFDEs. We start from the fractional form of the Riccati equation
dα
dtα
X(t) = 1−X2(t) = OX(t) (24)
where 0 < α < 1. If the fractional derivative is of the Caputo type, Eq.(24) has the operator given by
Eq.(17). Consequently, the solution to the FRE is of the form
X(t) = sum∞k=0Ckφk (x0)Eα (λkt) , (25)
and the eigenvalue problem is the same as for the integer-order Riccati equation, that is, given by Eq.(19).
Consequently, we have the same spectrum of eigenvalues obtained in the integer-order RE, obtained at
early times using the stretched form of the MLF. In the same way the expansion coefficients are the same
as previously obtained in order to satisfy the initial condition and we obtain for the solution to the FRE:
X(t) = 2
∞∑
k=0
(
x0 − 1
x0 + 1
)k
Eα (−2ktα)− 1. (26)
We note that the solution obtained to the FRE does not coincide with that obtained by Zhang et al.
[14]. However we point out that these authors use Jumarie’s modified form of the Reimann-Liouville
fractional derivative [18], which explicitly satisfies the Leibniz condition:
dα
dtα
[f(t)g(t)] = g(t)
dαf(t)
dtα
+ f(t)
dαg(t)
dtα
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Figure 1. Solutions to the fractional differential equations. (left) Fractional Riccati
differential equation, as defined by Eq. 26. (middle) Fractional logistic equation, as defined
by Eq. 37. The growth rate is λ = 1.00. (right) The cubic fractional equation, as defined by
Eq. 48, with a = b = 1.00. The order of the fractional derivative in all cases is α = 0.75.
Continuous lines correspond to solutions obtained with the spectral decomposition method,
dashed lines correspond to numerical integration of given equations. The integration step is
h = 10−3.
for the derivative of the product of two analytic functions f(t) and g(t) . It is evident that the Caputo73
fractional derivative does not satisfy the Leibniz condition [15,16] and consequently, although the74
starting dynamic equations look the same, that because of the restrictions on the fractional derivatives,75
the problem solved by Zhang et al. [14] is different from the FRE considered here.76
We see in this figure that the analytic solution does extremely well in following the numerical solution77
to the FRE, but it is not exact. The numerical solutions for various initial conditions, obtained using78
Eq.(26), where the infinite sum is approximated by its first 100 elements, are demonstrated in the first79
panel of the tryptic in Figure 1. One can easily verify that the proposed solution satisfies the initial80
condition and has the correct long time behavior. But since there are no known exact solutions to the81
initial value problem for the NRE, we use the numerical test introduced previously to test the veracity of82
Eq.(26).83
4.2. Testing the solution84
Since the exact analytic solution to the FRE Eq. (24) is not known, one possible approach to check the
validity of Eq.(26) is to check that this solution satisfies the fractional differential equation in question.
Applying the Caputo definition of fractional derivative to the analytic solution to the RME yields
LHS =
dα
dtα
X(t) = 2
∞∑
k=0
(
x0 − 1
x0 + 1
)k
(−2k)Eα (−2ktα) , (27)
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Figure 2. The difference ∆(t) between the RHS and LHS of the fractional Riccati equation,
when the solution is assumed to be Eq. 26. Consecutive panels correspond to an increasing
order of the fractional derivative α. Color lines correspond to range of initial conditions, as
denoted by the legend in lower right plot.
while the right hand side of the FRE is
RHS = 1−X2(t) = 1−
(
2
∞∑
k=0
(
x0 − 1
x0 + 1
)k
Eα (−2ktα)− 1
)2
. (28)
Again the potential error is defined in terms of the difference
∆(t) = RHS − LHS, (29)
which for an exact solution should be zero. This error variable is estimated numerically, and its
behavior is plotted in Figure 2 for four values of α. It is apparent that the difference variable ∆(t)
departs from zero at early times, gradually increasing, reaching a maximum value at t ≈ 1, and finally
decreases at long times. The behavior of ∆(t) and its maximum value ∆max < a few percent, clearly
depends on the order of the fractional derivative, α, and on the initial condition x0. The precise form of
power-law scaling of ∆(t), present at short and long times, is obtained adopting an approximation to the
MLF. At early times, the series defining the MLF (Eq. 14) reduces to a stretched exponential function
E0α = lim
t→0
Eα (−λtα) = 1− λt
α
Γ (1 + α)
+ ... = exp
[
− λt
α
Γ (1 + α)
]
, (30)
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Figure 3. Short and long time power law behavior of the error function ∆(t). Both regimes
are approximated by equations 32 and 33, respectively. The order of the fractional derivative
α = 0.90.
while at late times the MLF has inverse-power law behavior
E∞α = lim
t→∞
Eα (−λtα) = t
−α
λΓ (1− α) . (31)
Thus, at early times the difference ∆(t) scales as t2α and after some algebra this difference is determined
to be
∆0(t) = lim
t→0
∆(t) =
t2α
Γ2 (1 + α)
(
1− x20
)2
, (32)
while the long-time behavior of the difference is determined by direct calculation to scale as t−α :
∆∞(t) = lim
t→∞
∆(t) =
t−α
Γ (1− α)
[
2 log
(
x0 + 1
2
)
+ x0 + 1−
log2
(
x0+1
2
)
Γ (1− α) t
−α
]
(33)
Figure 3 illustrates the validity of both approximations to the difference ∆(t) for selected orders of the85
fractional derivative. It is evident that the deviation of the solution obtained by spectral decomposition86
deviates from the exact solution in systematic ways at both late and early times. The maximum difference87
for α = 0.9 is shown in this figure to be below 2%, but the explanation as to why the deviation behaves88
the way it does remains elusive. Therefore we examine the solutions obtained by applying the technique89
to two other well known nonlinear initial value problems extended to the fractional domain.90
5. Fractional logistic equation91
5.1. Spectral decomposition solution92
Next we examine the fractional logistic equation (FLE)
dα
dtα
X(t) = λαX(t) (1−X(t)) (34)
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where X(t) is the normalized population and λ is the population growth rate. As before we define a
phase space operator
O = λαx (1− x) ∂
∂x
(35)
and write the formal solution as Eq.(25). The eigenvalue equation is slightly different from that for the93
FRE94
O0φk (x0) = λαx0 (1− x0) dφk (x0)
dx0
= λkφk (x0) (36)
After some algebra we obtain for the eigenfunctions
φk (x0) =
(
x0
1− x0
) λk
λα
and after some algebra, using the spectral decomposition method, we arrive at the eigenvalues λk =
−kλα, the expansion coefficients Ck = Ck1 and from the initial condition C1 = −1. Inserting these
quantities into the formal solution Eq.(25) yields
X(t) =
∞∑
k=0
(
x0 − 1
x0
)k
Eα (−kλαtα) . (37)
where again x0 is the initial condition.The numerical solutions for various initial conditions, obtained95
using Eq.(37), where the infinite sum is approximated by its first 100 elements, are demonstrated in the96
middle panel of the tryptic in Figure 1. As you might expect the solutions are qualitatively the same as97
in the first panel.98
When α = 1, Eq.(37) reduces to the well-known solution to the logistic equation
X(t) =
x0
x0 + (1− x0) e−λt , (38)
yielding sigmoidal population growth from the initial valueX(0) = x0 to the saturation levelX(∞) = 1.99
Note that even though the FRE and the FLE have quadratic nonlinearities, the spectra in the two case100
are different. The former increasing as 2k and the latter as k, which also determines the difference in the101
normalization parameter C1 in the two cases.102
The solution, given by Eq.(37), is identical to the one obtained by one of the authors [13] using the103
Carleman embedding technique. The Carleman embedding approach has successfully determined the104
solution to many nonlinear differential equations as presented and discussed by Kowalski and Steeb105
[19]. The technique was applied to a FNDE in [13] to obtain an infinite-order hierarchy of fractional106
moment equations, using Laplace transforms and solved using a matrix diagonalization method. A107
modest deviation of the analytic solution from the numerical integration of the FLE was noted in this108
earlier analysis.109
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Figure 4. The difference ∆(t) between the RHS and LHS of the fractional logistic equation,
when the solution is assumed to be Eq. 37. Columns correspond to decreasing values of α:
α = 0.90 (left), α = 0.75 (middle) and α = 0.50 (right). The initial value x0 = 0.75 in
all cases. Top row demonstrates the error function ∆(t) for a range of growth rate λ values.
Middle row demonstrates the effect of rescaling time, while bottom row achieves complete
overlap of ∆(t) curves generated for different λ through rescaling y−axis variable.
5.2. Testing the solution110
Here again we check if the solution given by Eq.(37) satisfies the FLE by examining the difference
equation. The left hand side of Eq.(34) is
LHS =
dα
dtα
X(t) =
∞∑
k=0
(
x0 − 1
x0
)k
(−kλα)Eα (−kλαtα) , (39)
while the right hand side is111
RHS = λαX(t) (1−X(t)) (40)
= λα
∞∑
k=0
(
x0 − 1
x0
)k
Eα (−kλαtα)
(
1−
∞∑
k′=0
(
x0 − 1
x0
)k′
Eα (−k′λαtα)
)
. (41)
The difference or potential error is defined as before by Eq.(29).112
Figure 4 demonstrates the behavior of ∆(t) for selected values of the order of the fractional derivative113
α, the initial condition x0 and the unperturbed growth rate λ. We observe the same dependence of the114
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difference ∆(t) on time as in the case of the FRE. Note again that the the difference is not monotonic,115
but has a maximum value of less than 1%, depending on α and x0. The location of maximum in time is116
a function of λ. Rescaling both the x−axis and y−axis as follows117
t → tλ (42)
∆(t) → ∆(t)λ−α (43)
normalizes the ∆(t) curves, making them independent of the growth rate, as shown by the bottom row118
of curves in the figure.119
Adopting the short-time and long-time approximations to the MLF we find that at early times the
difference ∆(t) scales as t2α :
∆0(t) = lim
t→0
∆(t) =
t2α
Γ2 (1 + α)
x20 (x0 − 1)2 , (44)
while the long time behavior scales as t−α :
∆∞(t) = lim
t→∞
∆(t) =
t−α
Γ (1− α)
[
(x0 − 1− log x0)− log
2 x0
Γ (1− α)t
−α
]
. (45)
The accuracy of the algebraically determined scaling is numerically demonstrated in Figure 5. Here120
again, the deviation of the solution determined using the spectral decomposition technique to solve the121
FLE from the exact numerical solution, is non-monotonic and never exceeds 1%. Thus, the worst case122
using this technique is better than the best obtained using many approximation techniques.123
6. Cubic fractional differential equation124
6.1. Spectral decomposition solution125
The final equation that we consider is a fractional differential equation with a cubic term (FCE)
dα
dtα
X(t) = −aX(t)− bX3(t) = OX(t). (46)
The formal solution given by the spectral decomposition requires the solution to the eigenvalue equation126
O0φk (x0) = −x0
[
a+ bx20
] dφk (x0)
dx0
= λkφk (x0) . (47)
The algebra providing the solution to the eigenvalue problem will be presented elsewhere. Here we
record that the solution is given by sum over the eigenvalue spectrum
X(t) =
∞∑
k=0
(2k − 1)!!
(2k)!!
(
b
a
x20
b
a
x20 + 1
)k
x0√
b
a
x20 + 1
Eα (− (2k + 1) atα) , (48)
where we have adopted the notation of double factorial (2k)!! = 2k (2k − 2) (2k − 4) · · · . The solutions127
obtained using Eq. (48) are presented on the right panel of Fig. 1.128
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Figure 5. The difference ∆(t) between the RHS and LHS of the FLE. Consecutive panels
correspond to an increasing order of the fractional derivative α. Color lines correspond to a
range of initial conditions, as denoted by the legend in lower right plot. The growth rate in
all cases is λ = 1.
For the integer-value case α = 1, the MLF can again be replaced by an exponential in Eq.(48) and
the series summed to yield the exact integer-value solution
X(t) =
x0e
−at√
1 + b
a
x20 (1− e−2at)
. (49)
6.2. Testing the solution129
Once again we check how well this solution satisfies the NFDE in question by taking the difference
between the two sides of the FCE. The difference or potential error function ∆(t) is illustrated on Figure
6 for a = b = 1. The short-time behavior of ∆(t) is
∆0(t) = lim
t→0
∆(t) =
t2α
Γ2 (1 + α)
x30 (x0 − 1)2
[
3− t
α
Γ (1 + α)
(x0 − 1)3
]
, (50)
while the long-time behavior is
∆∞(t) = lim
t→∞
∆(t) = C1 (α, x0)
t−α
Γ (1− α) + C2 (α, x0)
t−2α
Γ2 (1− α) + C3 (α, x0)
t−3α
Γ3 (1− α) (51)
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Figure 6. The difference ∆(t) between the RHS and LHS of the FCE. Consecutive panels
correspond to an increasing order of the fractional derivative α. Color lines correspond to
range of initial conditions, as denoted by the legend in lower right plot.
where C1, C2 and C3 are coefficients depending on α and x0, and there is no need to record their values130
here.131
Here again the deviation of the two sides of the FCE using the spectral decomposition analytic solution132
and the exact numerical calculation of the fractional derivative results in scaling as depicted in Figure 6.133
At early times the deviation increases as t2α whereas at late times the deviation decreases as an inverse134
power law in time t−α, reaching a maximum at an intermediate time that does not exceed a few percent.135
7. Numerical solutions136
Since the analytic solutions to ordinary nonlinear differential equations are notoriously difficult to137
find, one turns to numerical methods for assistance. Due to the nonlocal property of the fractional138
derivatives, known numerical methods are not easily transferable to the fractional calculus. Herein139
we adopted the Adams-Bashforth-Moulton predictor-corrector technique, developed by Diethelm et al.140
[20,21] to investigate the solutions to fractional Riccati equation, fractional logistic equation and cubic141
fractional equation in purely numerical fashion through the numerical integration of the listed equations142
The main motivation is to compare the numerical solutions with the ones obtained through spectral143
decomposition method.144
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Figure 7. The difference δ(t) between the numeric integration of fractional differential
equations and the solutions obtained with spectral decomposition method.
Solutions for selected values of α and x0 are presented on Fig. 1, together with the solutions obtained
with the spectral decomposition. The overlap of both curves in all cases is extremely good. To better
visualize how close the spectral decomposition solution XSP (t) is to the numerical solution XNUM(t),
on Figure 7 we plot the difference
δ(t) = XNUM(t)−XSP (t). (52)
In all cases the difference δ(t) is smaller than 1% and is characterized by an increase in short time scale,145
maximum value at intermediate times and and a decrease at large times, where the difference scales as146
t−α. This result, taken together with the behavior of ∆(t) demonstrates that the spectral decomposition147
method provides analytic solutions that are very close to the true solutions to the fractional nonlinear148
differential equations.149
8. Discussion150
It has been demonstrated that the spectral decomposition solution to fractional nonlinear dynamic151
problems with quadratic and cubic nonlinearities systematically deviate from the evaluation of the152
fractional derivative in a common way. The systematic deviation is not monotonic, but for both quadratic153
and cubic nonlinearity grows as the same power law at early time, decays as the same inverse power law154
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at late times, and has a maximum deviation of the analytic solution from the numerical evaluation of the155
fractional derivative of a few percent at some intermediate time. Only the size of the coefficients change156
with the parameter values and the type of nonlinearity, but not the functional form in time. It appears157
that the scaling form of the deviation is a consequence of the MLF in the spectral decomposition, which158
changes as tα at early times and as t−α at late times.159
Recall that the FLE was the only other case with which we could compare the solution obtained here160
with that obtained using a different method and they turned out to be identical. However, the hierarchy161
of equations solved using the matrix method to solve the FLE [13], implicitly assumed a version of162
the Leibniz condition. The correspondence of that earlier solution and that obtained using the spectral163
decomposition method suggests that the deviation from the numerical solution, obtained using the latter164
technique is related to the Leibniz condition. Unfortunately we have not been able to identify precisely165
how this comes about and this remains a speculation.166
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