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Inleiding
In deze thesis bestuderen we het Schwinger model, QED in (1+1) dimen-
sies met één Wavor, met behulp van Matrix Product Toestanden (MPS)1.
Schwinger bestudeerde dit model [1] omdat dit model een voorbeeld geeft
van een ijkveld dat massa kon verwerven zonder de ijksymmetrie expliciet
te breken [2]. Een paar maanden later zou Anderson zijn voorstel voor het
Higgs mechanisme publiceren waarin ijkbosonen massa verwerven zonder
dat de ijksymmetrie expliciet gebroken wordt [3]. Ondanks dat dit een
relatief simpel model is, een Abelse (1+1)-dimensionale ijktheorie, heeft dit
model veel interessante fysische eigenschappen zoals conVnement en chirale
symmetriebreking. Daardoor is dit model zeer aantrekkelijk om analytische
en numerieke methoden op te testen [4–34]. Ook vanuit de experimentele
hoek krijgt dit model tegenwoordig veel aandacht in de context van kwan-
tumsimulatoren, zie [35–38] en de referenties daarin.
MPS zijn een klasse van toestanden die een eXciënte en betrouwbare ansatz
zijn voor grondtoestanden van Hamiltonianen met een mass gap. Tot op
heden zijn er twee onderzoeksgroepen die MPS gebruikten om het Schwinger
model te bestuderen. In 2003 heeft Byrnes [27] zijn doctoraat beëindigd
waarin hij de fasetransitie gerelateerd aan de CT-symmetrie onderzocht en
ook het massaspectrum van de theorie bepaalde voor twee bijzondere waar-
den van het elektrisch achtergrondveld. Anderzijds hebben Bañuls et al. ook
het massaspectrum bepaald en bestudeerden zij het chiraal condensaat op
temperatuur nul alsook op eindige temperatuur.
1. De afkorting MPS komt van het Engels: Matrix Product States.
vii
Hier gebruiken we een andere benadering door onmiddellijk in de thermo-
dynamische limiet te werken. Dit heeft het voordeel dat we randeUecten
vermijden. Een ander voordeel is dat we de translatiesymmetrie niet breken
en bijgevolg de excitaties kunnen labelen met hun momentum. In tegen-
stelling tot hun methode gaan we de ijkvelden niet uitintegreren. Dit laatste
is enkel mogelijk op een eindig rooster waar de Hamiltoniaan dan equivalent
is met een spin-1/2 Hamiltoniaan met niet-lokale interacties. Deze truc
lukt wel alleen maar in één dimensie. Daarentegen, omdat wij de ijkvelden
dynamisch houden, kan onze methode veralgemeend worden naar hogere
dimensies.
We hebben ook het feit dat het MPS-formalisme toelaat om het Schmidt-
spectrum te berekenen volledig uitgebuit. In het laatste decennium is het
duidelijk geworden dat de verstrengelingsentropie een interessante grootheid
is voor het karakteriseren van veeldeeltjessystemen en kwantumveldenthe-
orieën [39]. In tegenstelling tot oudere methoden zoals de Ads/CFT be-
nadering [40] of de replica-truc [41], geven MPS directe toegang tot het
hele Schmidt-spectrum en kunnen we alle Renyi-entropieën en de verstren-
gelingsentropie uitrekenen.
Voor de eerste keer ooit hebben we een volledige kwantumsimulatie gedaan
van tijdsevolutie van het Schwinger model. Eerdere studies hiervan gebruik-
ten de semi-klassieke benadering [16, 24, 31].
Overzicht van de thesis
Deze thesis bestaat uit twee delen. In deel I concentreren we ons voor-
namelijk op de systematiek van onze methode en op de resultaten. De details
van onze simulaties worden uitgelegd in het technische deel II. De delen
zijn zodanig geschreven dat ze onafhankelijk gelezen en begrepen kunnen
worden.
Overzicht van deel I
In hoofdstuk 1 geven we eerst een historisch overzicht van het Standaard-
model om het onderzoek van deze thesis te kaderen. In dit hoofdstuk in-
troduceren we ook de MPS ansatz voor de de grondtoestandsgolUunctie.
We leggen een bepaalde blokstructuur op aan de tensoren zodat de MPS
manifest ijkinvariant zijn. In de hoofdstukken 2-5 gebruiken we deze MPS
voor enkele interessante toepassingen.
In hoofdstuk 2 bepalen we zeer nauwkeurig eigenschappen van de grond-
toestand en de elementaire deeltjes van de theorie in de continuumlimiet. In
het bijzonder vinden we een nieuwe excitatie onder de vorm van een massief
vectorboson dat al eerder voorspeld was in perturbatietheorie. We veriVëren
viii
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Elitzurs theorema en tonen het voordeel aan van te werken met manifest
ijkinvariante MPS door onze simulaties te vergelijken met simulaties in de
volledige ijkvariante Hilbertruimte. Verder berekenen we ook nog het chiraal
condensaat en vinden we de voorspelde UV-divergentie. We bestuderen
ook de bipartite verstrengelingsentropie en vinden een logaritmische UV-
divergentie met universele coëXciënt. Dit is compatibel met de studies
in [42]. Tenslotte bepalen we de elementaire excitaties van het Schwinger
model wanneer er een elektrisch achtergrondveld is. Wanneer de massa van
de fermionen klein is, bekomen we een schatting voor de waarde van het
elektrisch achtergrondveld waar de elementaire excitatie met de grootste
massa onstabiel wordt en kan vervallen in twee elementaire deeltjes met
lagere massa.
In hoofdstuk 3 doen we een numerieke studie van het Schwinger model
waarin we een externe statische ‘quark’ en ‘anti-quark’ in het vacuum plaat-
sen. We verkrijgen een gedetailleerd beeld van de transitie van een con-
Vning toestand voor kleine interquark afstanden naar de gebroken-string-
gehadronizeerde toestand voor grote interquark afstanden. Naast de rel-
evante grootheden, zoals het elektrisch veld en de lading, berekenen we
ook de verstrengelingsentropie en tonen we aan dat het aftrekken van de
vacuumwaarde resulteert in een UV-eindige grootheid. We vinden dat zowel
stringvorming als stringbreking een karakteristieke afdruk laten op het ruim-
telijk proVel van de gerenormalizeerde entropie. Tenslotte simuleren we ook
voor de allereerste keer partiële stringbreking, het geval wanneer de quark
en de anti-quark een niet-gehele lading hebben.
Gebruik makend van Matrix Product Operators (MPO) simuleren we het
Schwinger model op eindige temperatuur in hoofdstuk 4. De variationele
variëteit van ijkinvariante MPO die Gibbs states benaderen wordt gecon-
strueerd. Als een eerste toepassing bereken we het chiraal condensaat in
thermisch evenwicht. De resultaten komen overeen met eerdere studies. Als
nieuwe toepassing bestuderen we ook het Schwinger model wanneer we een
quark-antiquark paar in het systeem in thermisch evenwicht plaatsen met
een fractionele lading. We detecteren een kritische temperatuur waarboven
de string tension exponentieel afvalt. Dit is in overeenstemming met eerdere
studies in de strong-coupling limiet. Tenslotte onderzoeken we het spon-
taan breken van de CT-symmetrie op eindige temperatuur. Onze resultaten
suggereren dat er op elke eindige temperatuur strikt groter dan nul geen
spontane symmetriebreking is.
In hoofdstuk 5 bestuderen we reële tijdsevolutie ten gevolge van het aan-
leggen van een perturbatie in de vorm van een elektrisch achtergrondveld.
Voor kleine waarden van de perturbatie kunnen we onze resultaten verklaren
via het spectrum van de geperturbeerde Hamiltoniaan. Voor grotere waar-
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den van de perturbatie zien we al vlug dat de toestand naar een stationaire
oplossing convergeert. Gebruik makend van onze resultaten op eindige tem-
peratuur onderzoeken we of de toestand thermalizeert of niet.
Ten slotte beëindigen we dit deel met conclusies en een vooruitblik. We
leggen ook uit hoe dit formalisme uitgebreid zou kunnen worden naar hogere
dimensies.
Overzicht van deel II
In deel II ontwikkelen we het formalisme voor de simulaties met ijkinvariante
MPS. Zoals eerder vermeld is dit gedeelte zeer technisch en kan dit gerust
overgeslagen worden. De nodige kennis over MPS en onze methode worden
uitgelegd in deel I. Dit gedeelte is geschikt voor de lezer met interesse in
numerieke methoden.
In hoofdstuk 1 hernemen we de deVnite van MPS en vermelden we enkele
eigenschappen. We introduceren ook de tensor netwerk diagrammen die
een visuele manier bieden om verwachtingswaarden uit te rekenen. Na-
dien focussen we op de thermodynamische limiet en deVniëren translatie
invariante MPS. Deze worden uniforme MPS genoemd. We doen ook een
grondige studie van de raakruimte in uniforme MPS omdat de elementen
van de raakruimte gebruikt zullen worden om elementaire excitaties te be-
naderen. Tenslotte wordt het formalisme uitgebreid voor CT invariante sys-
temen waarbij C een idempotente operator is en T translatie is.
In hoofdstuk 2 bestuderen we enkele optimalizatietechnieken voor MPS uit
de literatuur. Deze zullen gebruikt worden voor onze berekeningen. Con-
creet passeren de volgende methoden de revue: TDVP [43], DMRG [44] en
iTEBD [45].
In hoofdstuk 3 construeren we manifest ijkinvariante MPS voor eindige roost-
ers. De variationele vrijheidsgraden zijn gecodeerd in blokmatrices. We bek-
ijken het Schmidt-spectrum en vinden ten gevolge van de speciale structuur
van de de MPS dat we de Schmidt-waarden kunnen labelen met de eigen-
waarden van het elektrisch veld. We bekijken ook hoe MPO benaderingen
voor de Gibbs state in het ijkinvariante geval geconstrueerd kunnen worden.
Tenslotte identiVceren we de relevante matrix elementen van ijkinvariante
observabelen door te projecteren op de ruimte van ijkinvariante toestanden.
In hoofdstuk 4 passen we de algoritmen bestudeerd in hoofdstuk 2 aan
voor ons geval. Op die manier buiten we de ijkinvariante structuur van de
MPS uit wat leidt tot eXciëntere algoritmen. Dit garandeert ons ook dat al
onze berekeningen manifest ijkinvariant zijn. Hier kunnen alle algoritmen
teruggevonden worden die geleid hebben tot de resultaten besproken in deel
I.
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The Schwinger model: the Hamiltonian
picture
1

1
Introduction
1.1. Motivation
1.1.1. Brief history of the Standard Model
The Standard Model describes all fundamental forces except for gravity. Its
history goes back to 1860 when Maxwell published his Maxwell’s equations
for classical electrodynamics. These equations survived two major revolu-
tions of theoretical physics in the twentieth century: special relativity and
quantum mechanics. Rewriting the Maxwell equations in the covariant form
shows indeed that they are manifestly Lorentz invariant. Furthermore, two
decades of research since the foundation of quantum mechanics in 1926 lead
to a reliable quantum Veld theory describing the interaction of light and
matter in the beginning of the 1950s. This theory is known as Quantum
electrodynamics (QED) which is indeed described by a quantized version of
the Maxwell equations. Perturbation theory using Feynman diagrams has
produced physical predictions with unleveled precision for QED.
QED also lies at the basis of the further development of the Standard Model.
It was already recognized in 1929 by Weyl that the electromagnetic interac-
tion of charged particles could be described by applying the ‘gauge principle’
to free particles [46]. The idea is that by making a global symmetry of a
free theory local, we get the interactions of the theory. For QED it is the
Lagrangian of the Dirac Veld, which exhibits a global U(1) symmetry, that
is gauged. This results in a Lagrangian where the fermions are coupled to
a gauge Veld and that is invariant under time and space dependent U(1)
transformations. The quanta of this gauge Veld are the photons. Hence,
starting from a free fermion theory with a global U(1) symmetry we get the
electromagnetic interactions by making this U(1) symmetry local. These
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ideas have been generalized to the unitary groups SU(N) for N > 1, by
Yang and Mills and have lead to the famous SU(N) Yang-Mills theories
[47]. These theories describe the two other interactions of the Standard
model: the weak interaction and the strong interaction.
In 1961 Sheldon Glashow published his proposal for the electroweak theory
which uniVes the electromagnetic and weak interaction as a SU(2)× U(1)
Yang-Mills theory [48]. The model was however premature and did not
obtain the masses for the gauge Velds of the weak interactions, called the
W± and the Z boson. Abdus Salam and Steven Weinberg revised the model
independently in 1967 and incorporated the Higgs mechanism [3, 49, 50]
leading to the famous Glashow-Weinberg-Salam model for the electroweak
interaction. The Higgs mechanism, in Belgium better known as the Brout-
Englert-Higgs mechanism, predicted the existence of the Higgs boson. The
experimental discovery of the Higgs boson in 2012, besides the discovery of
the W and Z bosons in 1983, was then also the ultimate victory of this model.
After diUerent attempts to Vnd a model to describe the strong interaction,
it were Fritzsch and Gell-Mann who presented Quantum Chromodynamics
(QCD) to model the strong interaction [51, 52]. QCD is a SU(3) Yang-Mills
theory where the fermions, called the quarks, are coupled to the massless
gauge bosons, called the gluons. Given the fact that QED and the elec-
troweak model were successful, this model seems to be a straightforward
and logic candidate for the strong interactions. However there was one main
problem. The model predicts the existence of quarks, but these were never
detected in experiments. So if QCD does describe the strong interaction,
where are the quarks?
The answer to this question seemed to be ‘asymptotic freedom’ which was
described by ’t Hooft in 1972 (unpublished) and Gross, Wilczek and Politzer
[53, 54]. More speciVcally they showed that the beta function for QCD was
negative, implying that the coupling increases with growing distance. This
hinted towards an explanation for the absence of free quarks. It has also lead
to the acceptance of QCD as a plausible candidate to describe the strong
interaction.
1.1.2. Lattice QCD
Asymptotic freedom did however not explain why free quarks do not appear
in Nature. Also, asymptotic freedom implies that perturbation theory at
low energies is not valid for QCD. This leads to another big problem: QCD
seemed not to be well deVned. A Vrst reason is that the path integral is
inVnite if one does not Vx the gauge. At the perturbative level one can
overcome the gauge Vxing problem with the introduction of the Fadeev-
Popov ghosts [55]. At the non-perturbative level this approach fails and it is
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impossible to Vx the gauge. This problem is known as the Gribrov-problem
and is still a subject of research [56, 57]. A second problem was that methods
for the regularization of UV and infrared divergencies were only known in
perturbation theory. At the non-perturbative level there was thus no way of
renormalizing divergencies.
Both problems were overcome in Wilsons’ famous paper ‘ConVnement of
quarks’ [58]. In this paper, Wilson discretized the SU(N) Yang-Mills path
integral on an Euclidean lattice in order to explain conVnement. In this
formulation, the fermion Velds live on the sites of the lattice and the gauge
Velds, which are now represented by SU(N) elements, live on the links
between the fermions. By employing a strong coupling expansion, Wilson
explained why no free quarks appear. It is in this paper that he intro-
duced his Wilson loop to distinguish the conVned phase from the deconVned
phase. Notably, in an anecdotal account for the thirtieth anniversary of his
paper [59] Wilson said that ‘the concept of conVnement was nowhere in his
thinking when starting his eUort to construct lattice gauge theory’.
This paper did indeed not only attempt to explain the conVnement of quarks
but also regularized QCD in the non-perturbative regime. Indeed, on a
Vnite lattice with a non-zero lattice spacing the path integral, in this context
called the Wilsonian path integral, is manifestly Vnite and all quantities
can be computed without the need of gauge Vxing. The inverse lattice
spacing and the volume of the lattice served as a natural cut-oU of the theory.
Therefore the Wilsonian path integral also enables to numerically compute
expectation values. Although a full computation of the path integral, which
requires computing an average sum over all possible Veld conVgurations,
was impossible, the path integral could be estimated using the Monte-Carlo
method [60]. With the increasing computing power, this method has since
its Vrst results at the end of the Seventies [61] produced by far the most
impressive results for QCD [62, 63]. Examples include the determination of
the light hadron masses [64], the determination of the quark masses [65]
and obtaining the phase diagram at Vnite temperature [66].
Despite its success this method also has its drawbacks. When including
a non-zero chemical potential, which is relevant for the physics of heavy-
ion collisions, neutron stars and supernovae, simulations are troubled by
the notorious sign problem. Recent eUorts using the Taylor extrapolation
method, reweighting or analytical continuation of the chemical potential has
lead to results for small baryon densities and/or high temperatures [66, 67].
However, for large chemical potential and/or at zero temperature this prob-
lem cannot be overcome and an accurate description is still lacking. Another
disadvantage of the Monte-Carlo method is that it is deVned on an Euclidean
lattice and hence does not enable to describe real-time evolution.
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1.1.3. Tensor network states for Hamiltonian gauge theories
One month after Wilson submitted his paper, Kogut and Susskind, who were
working in the same department at that time, presented Wilsons’ lattice
approach in the Hamiltonian framework for SU(2). In [68] they discretized
now only the spatial dimensions and kept time continuous. Similar as in Wil-
son’s framework, the fermions are deVned on the lattice sites and the gauge
Velds live on the links between the sites. The Hilbert space representing
the gauge Velds is now determined by the irreducible representations of the
Lie algebra corresponding to the gauge group. The so-called Kogut-Susskind
Hamiltonian they obtained corresponds to the one that can be determined
from the Wilsonian path integral with the transfer matrix formalism [69, 70].
This approach can in principle overcome the sign problem and enables the
study of out-of-equilibrium physics. Unfortunately, exact diagonalization of
the Kogut-Susskind Hamiltonian is impossible for large lattices due to the
exponential increase of the dimension of the Hilbert space with the number
of sites.
This problem described above is not speciVc to QCD only but holds for
any strongly correlated many-body system: perturbative approaches such as
mean-Veld theory fail and the Hilbert space describing the space of states is
too large to simulate on a classical computer. For instance, with the present
computing power one can diagonalize a spin-1/2 system of N sites with N
at most 40. Fortunately, often one is only interested in the low-energy states
of a system and it turns out that the area law for entanglement entropy [71–
73] gives a universal identiVcation of the physically relevant tiny corner of
Hilbert space for these states. This is where Tensor Network States (TNS)
[74, 75] come into play, these are a variational class of states that eXciently
represent general low-energy states, by encoding the wave function into
a set of tensors whose interconnections capture the proper entanglement
behavior.
The most famous example of TNS are the Matrix Product States (MPS) [76]
in one spatial dimension that underlie White’s Density Matrix Renormaliza-
tion Group (DMRG) [44]. Notably, it took quit long from the introduction
of MPS until they were used as a variational ansatz for quantum many-
body systems [77]. Historically they were mainly considered as an analytical
tool. One well-known example that can be found in almost any introduction
to MPS [74, 76] is the ground state of the AKLT model [78] which can be
represented as an exact MPS. In 1992 Fannes, Nachtergaele and Werner [79]
considered the MPS, in their paper called Vnitely correlated states, as an
interesting class of states because one can easily impose translational invari-
ance on them. The relation between DMRG and MPS only became clear to
the majority of the community around the year 2000. Since the formulation
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of DMRG in terms of MPS, the number of MPS algorithms for many-body
systems has increased exponentially. In particular some algorithms have
been developed for simulating real-time evolution. Some of these algorithms
will be used in this thesis: the TDVP [43], the iTEBD [45] and of course
the DMRG [44] albeit in a slightly diUerent setting [80]. These algorithms
enabled many physicists to obtain approximations of the low-energy states
of a wide range of many-body states up to unleveled precision. Also for
lattice gauge theories MPS have been applied successfully [27, 30, 33, 34, 81–
85]. Although MPS are these days mainly used for numerical purposes they
are still interesting from the theoretical point of view. For instance they
enabled the classiVcations of all gapped phases in one dimension [86].
1.1.4. The Schwinger model
In this dissertation we will use MPS to investigate the Schwinger model. The
Schwinger model is one-Wavor QED in one spatial dimension. Historically,
Schwinger considered this model [1] as an example of a gauge vector Veld
that can have a non-zero mass [2]. It was only a few months later that An-
derson published his proposal for the Higgs mechanism where gauge Velds
acquire mass without breaking gauge invariance [3]. Despite its simplicity
as an abelian gauge theory in one spatial dimension, it has many interesting
physical features like for instance conVnement and chiral symmetry break-
ing. This made this model very attractive to test analytical and numerical
methods [4–34]. This model also gained interest from the experimentalists
in the context of quantum simulators, see [35–38] and references therein.
Up to now two diUerent groups considered the Schwinger model for MPS
simulations. In 2003 Byrnes [27] Vnished his PhD where he investigated the
phase transition related to the CT symmetry and also determined the mass
spectrum for two particular cases of the electric background Veld. On the
other hand Bañuls et al. [30, 33, 34] determined the mass spectrum as well
and considered the chiral condensate at zero and Vnite temperature.
Here we choose a diUerent approach and work directly in the thermody-
namic limit. This has the advantage that we avoid any possible Vnite size
artifacts. Another advantage is that the translation symmetry will be main-
tained manifestly during our simulations and that we can label the eigen-
states of the Hamiltonian with their momentum. Contrary to their approach
we do not integrate out the gauge Velds. Working on a Vnite lattice allows
one to map the Hamiltonian to a long-range spin-1/2 system. This trick,
however, is only possible in one spatial dimension. In contrary, because we
keep the gauge Velds dynamical, our method can be generalized to higher
dimensions.
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In addition to the earlier MPS studies we also exploit the fact that our
TNS simulations allow for a direct calculation of the entanglement entropy
between diUerent regions. In the last decade it has become clear that en-
tanglement entropy is a very useful quantity for the characterization of
quantum many body systems and quantum Veld theories [39]. In contrast to
earlier methods such as the AdS/CFT approach [40] or the replica trick [41],
tensor network state simulations give access to the full Schmidt spectrum of
the state, from which one can calculate all Renyi entropies easily, including
the Von Neumann entropy.
We also perform for the Vrst time a full quantum real-time evolution of the
Schwinger model induced by a quench in the form of an electric background
Veld, thereby showing the full potential of the MPS framework. Earlier
studies were always in the semi-classical approximation e.g. [16, 24, 31].
1.2. Overview
The thesis is divided into two parts. In this part (part I) we mainly focus
on the systematics of our simulations and the results. The details of the
simulations are explained in the more technical part II. Both parts are written
such that one should be able to read them independently.
1.2.1. Overview of part I
In the next section we introduce the Schwinger model and construct a MPS
ansatz for the ground state wave function. By imposing a block structure
on the tensors the state is manifestly gauge invariant. In chapter 2-5 we
consider these gauge invariant MPS for some interesting applications.
In chapter 2 we are able to determine very accurately the ground state
properties and elementary one-particle excitations in the continuum limit.
In particular, a novel particle excitation in the form of a heavy vector boson is
uncovered, compatible with the strong coupling expansion in the continuum.
We verify Elitzur’s theorem and demonstrate the advantage of working with
gauge invariant MPS by comparing with MPS simulations on the full Hilbert
space, that includes numerous non-physical gauge variant states. Further-
more, we compute the chiral condensate and recover the predicted UV-
divergent behavior. We also consider the half chain entanglement entropy
and Vnd a logarithmic divergence with a universal coeXcient, compatible
with the result of [42]. Finally we determine the elementary excitations
of the Schwinger model in the presence of an electric background Veld.
For relatively small fermion masses we obtain an estimate for the value
of the background Veld where the one-particle excitation with the largest
energy becomes unstable and decays into two other elementary particles
with smaller energy.
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In chapter 3 MPS are used to perform a numerical study of the Schwinger
model in the presence of an external static ‘quark’ and ‘antiquark’. We ob-
tain a detailed picture of the transition from the conVning state at short in-
terquark distances to the broken-string ‘hadronized’ state at large distances
and this for a wide range of couplings, recovering the predicted behavior
both in the weak and strong coupling limit of the continuum theory. In
addition to the relevant local observables like charge and electric Veld, we
compute the (bipartite) entanglement entropy and show that subtraction of
its vacuum value results in a UV-Vnite quantity. We Vnd that both string
formation and string breaking leave a clear imprint on the resulting entropy
proVle. Finally, we also study the case of fractional probe charges, simulating
for the Vrst time the phenomenon of partial string breaking in the Schwinger
model.
Using Matrix Product Operators (MPO) the Schwinger model is simulated
in thermal equilibrium in chapter 4. The variational manifold of gauge in-
variant MPO is constructed to represent Gibbs states. As a Vrst application
we compute the chiral condensate in thermal equilibrium and Vnd agree-
ment with earlier studies. Furthermore, as a new application we probe the
Schwinger model with a fractionally charged static quark-antiquark pair
separated inVnitely far from each other. We Vnd a critical temperature
beyond which the string tension is exponentially suppressed, which is in
qualitative agreement with analytical studies in the strong coupling limit.
Finally, the CT symmetry breaking is investigated and our results strongly
suggest that the symmetry is restored at any nonzero temperature.
In chapter 5 we study non-equilibrium dynamics by simulating the real-
time evolution of the system induced by a quench in the form of a uniform
background electric Veld. For small quenches we can explain our results by
investigating the one-particle spectrum of the quenched Hamiltonian. For
larger values of the quench we observe that the state converges already at
early times to a steady-state solution. By using our results from the Vnite
temperature simulations we investigate whether the state thermalizes or
not.
Finally we present our conclusion and discuss the generalization of our setup
to higher dimensions.
1.2.2. Overview of part II
In part II we develop the formalism for performing simulations with gauge
invariant MPS. It is not necessary to read this part to understand MPS and
our approach as it is also brieWy explained in part I. This part is in particular
for the reader that is interested in numerical methods.
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In chapter 1 we recall the deVnition of MPS and its properties. We introduce
the tensor network diagram notation which visualizes the computation of
expectation values with MPS. Furthermore we consider the thermodynamic
limit and deVne translation invariant MPS, called uniform MPS. We study
the tangent space of these uniform MPS as they will be used to approximate
one-particle excitations with a particular momentum. Finally, the framework
is extended to describe systems that exhibit CT invariance, where C can be
any idempotent operator and T is the translation over one site.
In chapter 2 we review some optimization methods for MPS in the thermo-
dynamic limit from literature that will be used for our simulations. More
speciVcally, we discuss the Time-Dependent Variational Principle (TDVP)
[43] and the DMRG [44] for Vnding the optimal approximation of the ground
state within the class of MPS. We also consider the method of [87] to Vnd
the optimal tangent vectors to approximate the one-particle excitations. Fur-
thermore, we explain the inVnite Time Evolving Block Decimation (iTEBD)
algorithm [45] for real-time evolution.
In chapter 3 we construct the most general gauge invariant MPS on a Vnite
lattice. The variational degrees of freedom of these MPS are encoded by
block matrices. We discuss the Schmidt decomposition and Vnd that the
special structure of the MPS enables us to label the Schmidt values by the
eigenvalues of the electric Veld. We extend the gauge invariant ansatz to
systems in the thermodynamic limit by imposing translation symmetry or
CT symmetry on the state. Finally we construct gauge invariant MPO to
approximate the Gibbs state at Vnite temperature. We also consider gauge
invariant observables and identify the relevant matrix elements by projecting
out the gauge variant part.
In chapter 4 we modify the MPS algorithms discussed in chapter 2 such that
all computations are gauge invariant. This is done by exploiting the sparse
structure of the gauge invariant MPS. This also leads to a huge speed up
compared to when we should perform the computations in the full Hilbert
space. We present the algorithms that are used to produce the results in part
I.
1.3. Matrix product states for the Schwinger model
1.3.1. Lagrangian and Hamiltonian quantization
The Schwinger model is 1+1 dimensional QED with one fermion Wavor. We
start from the Lagrangian density in the continuum:
L = ψ¯ (γµ(i∂µ + gAµ)−m)ψ − 1
4
FµνF
µν , (1.1)
10
Introduction
where the sum over µ and ν runs from 0 to 1
ψ =
(
ψ1
ψ2
)
and Fµν = ∂µAν − ∂νAµ.
Here the gamma matrices are (2× 2) matrices:
γ0 =
(
1 0
0 −1
)
, γ1 =
(
0 1
−1 0
)
and satisfy
{γµ, γν} = 2gµν with gµν =
(
1 0
0 −1
)
the Lorentzian metric. The Lagrangian is invariant under the local gauge
transformation
ψ(x) −→ e−igϕ(x)ψ(x), Aµ(x) −→ Aµ(x)− ∂µϕ(x)
where x = (x0, x1) = (t, z).
The Euler-Lagrange equations for Aµ read
∂µF
µν = gjν , jν = ψ¯γνψ.
We will now perform a Hamiltonian quantization. Therefore we use the
gauge freedom to put A0 = 0, this is the so-called temporal gauge. Intro-
ducing the electric Veld
E = −F 01 = F 10,
the Euler-Lagrange equation for A0 becomes the well known Gauss’ law
∂zE = gj
0. (1.2)
The electric Veld is the canonical conjugate ΠA1 of A1:
E =
∂L
∂ (∂tA1)
= ΠA1 ,
therefore the Hamiltonian in the temporal gauge becomes
H = ΠA1∂tA1 − L
=
1
2
E2 − iψ¯γ1 (∂1 − igA1)ψ +mψ¯ψ (1.3)
where one needs to include Gauss’ law eq. (1.2) as an additional constraint.
The Velds are quantised by imposing
{ψα(t, z1)†, ψβ(t, z2)} = δ(z1 − z2)δα,β,
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{ψα(t, z1), ψβ(t, z2)} = 0,
[A1(t, z1), E(t, z2)] = iδ(z1 − z2).
For m/g = 0 the model can be solved through bosonization and reduces to
the theory of a free boson with mass g/
√
pi. When m/g 6= 0 there is no
exact solution anymore. However for m/g  1, the strong coupling limit,
there are results available in mass perturbation theory [6, 21]. In the weak
coupling limit, m/g  1, there are also some results available about the
mass spectrum [6, 27]. Some of these results will be used to benchmark our
method and will be discussed in the next chapters.
1.3.2. Kogut-Susskind Hamiltonian
We will now brieWy recall the Kogut-Susskind spatial discretization [7, 68] to
turn this into a lattice system. Consider a lattice of 2N sites with lattice
spacing a. To avoid the fermion doubling problem, the two-component
fermions are sited on a staggered lattice:
ψ1(2na) =
1√
a
φ(2n) and ψ2
(
(2n− 1)a)= 1√
a
φ(2n− 1) (1 ≤ n ≤ N)
where φ is a dimensionless fermion Veld:
{φ(n), φ(m)} = 0, {φ†(n), φ(m)} = δn,m.
This can be turned into a spin-1/2 system by the Jordan-Wigner transforma-
tion
φ(n) =
∏
k<n
[iσz(k)]σ
−(n), φ†(n) =
∏
k<n
[−iσz(k)]σ+(n).
The eigenvectors {|sn〉n : sn ∈ {−1, 1}} of σz(n) will form the basis of the
local Hilbert space at site n for our computations:
σz(n) |s〉n = s |s〉n ; s = −1, 1;
σ−(n) |1〉n = |−1〉n , σ+(n) |−1〉n = |1〉n ,
σ−(n) |−1〉n = σ+(n) |1〉n = 0.
On the links between the sites, we put the gauge Veld θ(n) = agA1(na)
and the electric Veld E(n) ← E(na), with [θ(n), E(m)] = igδn,m. The
commutation relation determines the spectrum of E(n) up to a constant:
E(n)/g = L(n) + α(n), where L(n) is the angular operator which has an
integer spectrum and α(n) ∈ R corresponds to the background electric Veld
at link n. Therefore, at link n a basis is {|pn〉[n] : pn ∈ Z} with
L(n) |p〉[n] = p |p〉[n] and e±iθ(n) |p〉[n] = |p± 1〉[n] (p ∈ Z)
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As can be veriVed, the gauged spin Hamiltonian
H =
g
2
√
x
(
2N∑
n=1
1
g2
E(n)2 +
√
x
g
m
2N∑
n=1
(−1)n(σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
,
where x = 1/g2a2 is the inverse lattice spacing in units of g, corresponds
in the continuum limit x → ∞ to the Hamiltonian density eq. (1.3). Notice
the diUerent second (mass) term in the Hamiltonian for even and odd sites
which originates from the staggered formulation of the fermions. In this
formulation the odd sites are reserved for the charge−g ‘quarks’, where spin
up, s = +1, corresponds to an unoccupied site and spin down, s = −1, to
an occupied site. The even sites are reserved for the charge +g ‘antiquarks’
where now conversely spin up corresponds to an occupied site and spin down
to an occupied site.
In the time-like axial gauge the Hamiltonian is still invariant under the
residual time-independent local gauge transformations generated by:
gG0(n) = E(n)− E(n− 1)− g
2
(σz(n) + (−1)n) .
As a consequence, if we restrict ourselves to physical gauge invariant opera-
tors O, with [O,G0(n)] = 0, the Hilbert space decomposes into dynamically
disconnected superselection sectors, corresponding to the diUerent eigen-
values of G0(n). In the absence of any background charge (α(n) = 0) the
physical sector then corresponds to the G(n) = 0 sector where
G(n) = L(n)− L(n− 1)− σz(n) + (−1)
n
2
.
Imposing this condition (for every n) on the physical states is also referred
to as the Gauss law constraint, as this is indeed the discretised version of eq.
(1.2).
The other superselection sectors correspond to states with background char-
ges. SpeciVcally, if we want to consider two inVnitely heavy probe charges,
one with charge −gQ at site mL and one with opposite charge +gQ at site
mR, we have to restrict ourselves to the sector:
gG0(n) = gQ(δn,mL − δn,mR).
Notice that we will consider both integer and non-integer (fractional) char-
ges Q. As in the continuum case [5], we can absorb the probe charges into
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a background electric Veld string that connects the two sites. This amounts
to taking α(n) only nonzero in between the sites: α(n) = −QΘ(mL ≤ n <
mR). The Gauss constraint,
gG0(n) = E(n)− E(n− 1)− g
2
(σz(n) + (−1)n) = gQ(δn,mL − δn,mR),
now becomes
G(n) = L(n)− L(n− 1)− σz(n) + (−1)
n
2
= 0 , (1.4)
and we Vnally Vnd the Hamiltonian
H =
g
2
√
x
(
2N∑
n=1
[L(n) + α(n)]2 +
√
x
g
m
2N∑
n=1
(−1)n(σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
, (1.5)
in accordance with the continuum result of [5].
1.3.3. Gauge invariant MPS
Consider now the lattice spin-gauge system eq. (1.5) on 2N sites. On site n
the matter Velds are represented by the spin operators with basis {|sn〉n :
sn ∈ {−1, 1}}. The gauge Velds live on the links and on link n their Hilbert
space is spanned by the eigenkets {|pn〉n : pn ∈ Z} of the angular operator
L(n). But notice that for our numerical scheme we only retain a Vnite range:
pminn+1 ≤ pn ≤ pmaxn+1 . We will address the issue of which values to take for
pminn+1 and p
max
n+1 later in this subsection. Furthermore, it is convenient to block
site n and link n into one eUective site with local Hilbert space spanned by
{|sn, pn〉n}. Writing κn = (sn, pn) we introduce the multi-index
κ =
(
(s1, p1), (s2, p2), . . . , (s2N , p2N )
)
= (κ1, . . . , κ2N ).
With these notations we have that the eUective site n is spanned by {|κn〉n}.
Therefore the Hilbert space of the full system of 2N sites and 2N links,
which is the tensor product of the local Hilbert spaces, has basis {|κ〉 =
|κ1〉1 . . . |κ2N 〉2N} and a general state |Ψ〉 is thus a linear combination of
these |κ〉:
|Ψ〉 =
∑
κ
Cκ1,...,κ2N |κ〉
with basis coeXcients Cκ1,...,κ2N ∈ C.
14
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A general MPS |Ψ[A]〉 now assumes a speciVc form for the basis coeXcients
[79]:
|Ψ[A]〉 =
∑
κ
v†LA
κ1
1 A
κ2
2 . . . A
κ2N
2N vR |κ〉 , (1.6)
where Aκnn is a complex Dn × Dn+1 matrix with components [Aκnn ]αβ and
where vL ∈ CD1×1,vR ∈ CD2N+1×1 are boundary vectors. The MPS ansatz
thus associates with each site n and every local basis state |κn〉n = |sn, pn〉n
a matrixAκnn = A
sn,pn
n . The indices α and β are referred to as virtual indices,
and D = maxn(Dn) is called the bond dimension.
To better understand the role of the bond dimension in MPS simulations it is
useful to consider the Schmidt decomposition with respect to the bipartition
of the lattice consisting of the two regions A n1 = Z[1, . . . , n] and A
n
2 =
Z[n+ 1, . . . , 2N ] [76]:
|Ψ[A]〉 =
Dn+1∑
α=1
√
σn,α |ψA
n
1
α 〉 |ψA
n
2
α 〉 . (1.7)
Here |ΨA n1α 〉 (resp. |ΨA
n
2
α 〉) are orthonormal unit vectors living in the tensor
product of the local Hilbert spaces belonging to the region A n1 (resp. A
n
2 )
and σn,α, called the Schmidt values, are non-negative numbers that sum to
one. One can easily deduce that for a general MPS of the form eq. (1.6) at
most Dn+1 Schmidt values are nonzero (for the cut at site n eq. (1.7)). We
refer to subsection 1.1.3 of part II for the computation of the Schmidt values
for a MPS, see also [76, 88]. We thus see that taking a Vnite bond dimension
for the MPS corresponds to a truncation in the Schmidt spectrum of a state.
The success of MPS is then explained by the fact that ground states of local
gapped Hamiltonians can indeed be approximated very eXciently in D [71]
and that the computation time for expectation values of local observables
scales only withD3, allowing for reliable simulations on an ordinary desktop.
Another advantage of MPS simulations is that one can work directly in
the thermodynamic limit N → ∞, see section 1.2 of part II and [43, 88],
bypassing any possible Vnite size artifacts. In the following we will work in
this limit. In section 2.1 where the Hamiltonian is invariant under the CT
transformation the tensors Aκnn are independent of n. In sections 2.2 and 3.3
the Hamiltonian is invariant under translations over two sites and therefore
Aκnn only depends on the parity of n. While in section 3.4 the MPS ansatz
is not translational invariant in the bulk. In that case the tensors are Vxed
asymptotically (|n|  1) to their ground state value, anticipating that we
approach the translational invariant ground state of the zero-background
Hamiltonian. In both cases the MPS ansatz depends on a Vnite number of
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parameters. Finally, we note that, in the thermodynamic limit, the expecta-
tion values of local observables are independent of the boundary vectors vL
and vR.
To parameterize gauge invariant MPS, i.e. states that obey G(n) |Ψ[A]〉 =
0 for every n, it is convenient to give the virtual indices a multiple index
structure α→ (q, αq);β → (r, βr), where q resp. r labels the eigenvalues of
L(n − 1) resp. L(n). In section 3.2 of part II it is proven that the condition
G(n) = 0, eq. (1.4), then imposes the following form on the matrices:
[As,pn ](q,αq),(r,βr) = [a
q,s
n ]αq ,βrδq+(s+(−1)n)/2,rδr,p, (1.8)
where αq = 1 . . . D
q
n, βr = 1 . . . Drn+1. The Vrst Kronecker delta is Gauss’
law,G(n) = 0, on the virtual level while the second Kronecker delta connects
the virtual index r with the physical eigenvalue p of L(n). Because the
indices q (resp. r) label the eigenvalues of L(n− 1) (resp. L(n)) and we only
retain the eigenvalues ofL(n−1) in the interval Z[pminn , pmaxn ] (resp. ofL(n)
in the interval Z[pminn+1, p
max
n+1 ]) we have that D
q
n = 0 for q > pmaxn and q <
pminn . The formal total bond dimension of this MPS is Dn =
∑pmaxn
q=pminn
Dqn,
but notice that, as eq. (1.8) takes a very speciVc form, the true variational
freedom lies within the matrices aq,sn ∈ CD
q
n×Drn+1 .
Gauge invariance is of course also reWected in the Schmidt decomposition
eq. (1.7): for states of the form eq. (1.8) the Schmidt values can be labeled
with the same double index α → (q, αq). More speciVcally, the Schmidt
decomposition eq. (1.7) now reads (see section 3.3 of II):
|Ψ[A]〉 =
pmaxn+1∑
q=pminn+1
Dqn+1∑
αq=1
√
σqn,αq |ψA
n
1
q,αq〉 |ψA
n
2
q,αq〉 . (1.9)
We observe that taking a Vnite bond dimension Dqn+1 corresponds to a
truncation in the Schmidt spectrum, now of the charge sector q. The choice
for the diUerent bond dimensions Dqn+1 in the diUerent simulations should
then be such that the discarded Schmidt values for each charge sector are
suXciently small. Not surprisingly given the Vrst term in the Hamiltonian
eq. (1.5) – we will Vnd the relevant eigenvalues sectors ofL(n) to be centered
around a dominant sector p0 that can be shifted away from p0 = 0 for some
sites n, see also [33] for a discussion. The largest Schmidt value in each
q-sector decreases as we move farther away from q = p0. Therefore, we
found for |q − p0| suXciently large that all the Schmidt values σqn,αq were
suXciently small and we could safely take Dq = 0 for these values of q. For
each of our simulations we will provide details on the weight of the diUerent
sectors for the diUerent simulations.
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From the Schmidt spectrum eq. (1.9) one can extract diUerent measures
for the entanglement. In this thesis we will always use the Von Neumann
entropy S. For the half chain cut at site n, to which we will associate the
position z = (n+ 1/2)a in physical units, we then have:
S(z) = −
pmaxn+1∑
q=pminn+1
Dqn+1∑
αq=1
σqn,αq log(σ
q
n,αq). (1.10)
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2.1. α = 0
2.1.1. Setup
In this section we will consider the Schwinger model in a zero electric back-
ground Veld (α(n) = 0), the Kogut-Susskind Hamiltonian eq. (1.5) thus
becomes
H =
g
2
√
x
(
2N∑
n=1
L(n)2 +
√
x
g
m
2N∑
n=1
(−1)n (σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
, (2.1)
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with x = 1/g2a2 and a the lattice spacing.
In the thermodynamic limit (N → +∞) the Hamiltonian eq. (2.1) is invari-
ant under T2, a translation over two sites, and the corresponding eigenvalues
read T2 = ei2ka, where k ∈ [−pi/2a, pi/2a[ is the physical momentum of the
state. Another symmetry that will be useful is CT, obtained by a translation
over one site, followed by a charge conjugation, C |sn, pn〉 = |−sn,−pn〉.
Since C2 = 1, we will have CT = ±eika. The states with positive sign then
correspond to the scalar sector, while the negative sign corresponds to the
vector sector.
To obtain a ground state approximation in the thermodynamic limit (N →
∞) and thereby anticipating CT = 1, we use a CT invariant MPS, see section
1.4 of part II:
|ΨC[A]〉 =
∑
κn
v†L
(
2N∏
n=1
Aκn
)
vR |κc〉 (N → +∞), (2.2a)
where
|κc〉 = |{(−1)n+1κn〉}n=1...2N , κn = (sn, pn) ∈ {−1, 1} × Z[pmin, pmax],
vL, vR ∈ CD , and Aκ ∈ CD×D . Gauge invariance,
G(n) |ΨC[A]〉 = 0 with G(n) = L(n)− L(n− 1) + σz(n) + (−1)
2
2
,
is imposed if A takes the form
[As,p](q,αq);(r,βr) = [a
q,s]αq ,βrδp,q+(s−1)/2δr,−p (2.2b)
with aq,s ∈ CDq×Dr . We refer to subsection 3.3.2 of part II for an explicit
derivation of this MPS starting from the most general gauge invariant MPS
eq. (1.8). The Schmidt decomposition eq. (1.9) with respect to the bipartition
of the lattice consisting of the two regions A n1 = Z[1, . . . , n] and A
n
2 =
Z[n+ 1, . . . , 2N ] now reads
|ΨC[A]〉 =
pmax∑
q=pmin
Dq∑
αq=1
√
σqαq |ψA
n
1
q,αq〉 |ψA
n
2
q,αq〉 .
Note that the Schmidt spectrum is independent of n. The computation of
the Schmidt values σqαq is discussed in subsection 4.1.2 of part II.
In subsection 4.1.4 of part II it is explained how we implement the time-
dependent variational principle (TDVP) [43] to obtain the optimal approxi-
mation for the ground state within the class of states eq. (2.2) with a Vxed
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Figure 2.1.: m/g = 0.25, x = 100. Distribution of the (base-10) logarithm of the
Schmidt coeXcients σ in every charge sector. (a) pmax = −pmin = 3 and
Dq = (5, 20, 48, 70, 62, 34, 10). (b) pmax = 4 = −pmin and
Dq = (2, 5, 20, 48, 70, 62, 34, 10, 2).
bond dimension Dq . The variational freedom of these states |ΨC[A]〉 lies
within the matrices aq,s ∈ CDq×Dr and the formal bond dimension of this
MPS equalsD =
∑
q∈ZD
q . It will be important to choose the distribution of
Dq wisely, according to the relative weight of the diUerent charge sectors. As
illustrated in Vg. 2.1a, this is done by looking at the Schmidt coeXcients σqαq ,,
and demanding that the smallest coeXcients of each sector coincide more
or less. The resulting distribution ofDq is peaked around q = 0, and justiVes
our pmax = 3 truncation that corresponds to Dq = 0 for |q| > 3. Physically,
this truncation hinges on the fact that the Vrst term in the Hamiltonian
eq. (2.1) (∝
∑
n L
2(n)) punishes states with large eigenvalues of L(n).
As a consequence we expect such states not to be relevant for the low-
energy physics at strong coupling. In Vg. 2.1a we illustrate how one can
check this assumption and determine the proper truncation by looking at
the relative weight of the diUerent charge sectors. As an extra check on
our truncation we have performed another simulation, now with pmax = 4,
again for x = 100,m/g = 0.25. In Vgure 2.1b we plot again the Schmidt
coeXcients for the ground state and by comparing Vg. 2.1b with Vg. 2.1a,
we clearly see that we can indeed neglect the contributions from the q = ±4
charge sectors.
Once we have a good approximation for the ground state, we can use the
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Figure 2.2.:m/g = 0.25, x = 100, α = 0. (a): DiUerence for the estimated
energies of the excited states for various bond dimension with respect to these
with Dq = (5, 20, 48, 70, 62, 34, 10) for the vector sector γ = −1. Only the Vrst
two excitations are stable under variation over D. (b): m/g = 0.75. Fit of the
Einstein-dispersion relation E21,v(k) = k
2 + E1, v2(x) (dashed lines) to the data
(small circles) for diUerent values of x. The stars represent the estimated
continuum values, the full line (lowest lying curve) is the curve E2 = k2 + E21,v .
method of [87] to obtain the one-particle excited states. The excitations are
labelled by their (physical) momentum k ∈ [−pi/2a, pi/2a[ and their CT
quantum number γ = ±1. For a given ground state approximation we then
take the following ansatz state |ΦCk,γ [B,A]〉 for the one-particle excitations
(see also subsection 1.4.2 of part II):
2N∑
m=1
eikmaγm
∑
qn
v†L
( ∏
1<n<m
Aκn
)
Bκm
( ∏
m<n<2N
Aκn
)
vR |κc〉 , (2.3)
with Bq,s again of the gauge invariant form eq. (2.2b) with general matri-
ces bq,s. These are determined variationally by minimizing their energy in
the ansatz subspace which leads to a generalized eigenvalue problem (see
subsection 4.2.5 of part II for the details). For a given momentum and CT
quantum number we typically Vnd diUerent local minima of which only one
or two are stable under variation of the bond dimension D (see Vg. 2.2a).
It are these stable states that we can interpret as approximations to actual
physical one-particle excitations.
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Figure 2.3.:m/g = 0.75, α = 0. Continuum extrapolation through our data
(bullets). We show here the cubic Vt through all points (black), through the Vve
largest x−values (red) and a quartic Vt through all points (green). The star
represents our Vnal continuum estimate which is based on the cubic Vt through
the Vve largerst x−values. Insets: zooming in on the interval
1/
√
x ∈ [0, 5× 10−4]. (a) ω0(x). (b) E1,v(x).
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2.1.2. Spectrum
The continuum limit a→ 0 of the Schwinger model corresponds to the limit
x → ∞. To obtain the energies of the ground state and of the one-particle
excitations in this limit, we have calculated these quantities for values of x =
100, 200, 300, 400, 600, 800. At every x we considered diUerent values of D
till convergence was reached at some Dmax. We estimated the truncation
error on D from comparison of the result for D = Dmax with the result for
the next to largest value of D. Larger values of x typically required larger
values of D for the same order of the error. For instance for m/g = 0.5 our
maximal D varied from 185 for x = 100 to 358 for x = 800. This scaling
of D is not surprising, as it is well known that MPS representations require
larger D for systems with larger correlation lengths ξ (in units of the lattice
spacing) [75]. For the Schwinger model ξ indeed diverges in the x → ∞
limit.
To extrapolate towards x→∞we used a third order polynomial Vt in 1/√x
through the largest Vve x-values. Similar to [27] our extrapolation error is
then estimated by considering a third and fourth order polynomial through
all six points, taking the error to be the maximal diUerence with the original
inferred value. As can be observed from Vgs. 2.3a and 2.3b we indeed Vnd
that ω0(x) and E1,v(x) lie almost on a straight line as a function 1/
√
x. This
was also the case for E2,v(x) and E1,s(x). By Vtting our data to higher order
polynomials in 1/
√
x we take into account larger cut-oU eUects in x.
In table 2.1 we display our resulting values for the ground state energy
density ω0 = E0/2N
√
x with E0 the ground state energy, and the mass
Ek,γ = Ek,γ − E0 of the diUerent one-particle excitations. Because H/2
√
x
reduces to the to the XY spin model in a staggered magnetic Veld in the limit
x→ +∞ we have that ω0 = −1/pi = −0.318310.
For m/g = 0 the Schwinger model can be solved by bosonization [1] and
reduces to a free theory, of one bosonic vector (γ = −1) particle with mass
E1,v = 1/
√
pi = 0.56419. In table 2.1 our results for m/g = 0 are compared
with the analytical result. For m/g 6= 0 we Vnd three excited states, one
scalar and two vectors, with the hierarchy of masses E1,v < E1,s < E2,v
matching that of the strong coupling result [6, 21]. This is the Vrst time that
the second vector excitation has been found numerically. For the energy
density and the two lowest mass excitations our results are consistent with
the previous most precise simulations [27, 30], with a similar or sometimes
better accuracy. Finally, a nice cross-check of our method follows from
calculating the excitation energies for non-zero momenta k. The Schwinger
model is Lorentz invariant in the continuum limit, so we should have an
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m/g ω0 E1,v E1,s E2,v
0 -0.318320(4) 0.56418(2)
0.125 -0.318319(4) 0.789491 (8) 1.472 (4) 2.10 (2)
0.25 -0.318316(3) 1.01917 (2) 1.7282 (4) 2.339(3)
0.3 -0.318316(3) 1.11210 (8) 1.82547 (3) 2.4285 (3)
0.5 -0.318305(2) 1.487473 (7) 2.2004 (1) 2.778 (2)
0.75 -0.318285 (9) 1.96347 (3) 2.658943(6) 3.2043(2)
1 -0.31826 (2) 2.44441 (1) 3.1182 (1) 3.640(4)
Table 2.1.: Energy density and masses of the one-particle excitations (in units g =
1) for diUerent m/g. The last column displays the result for the heavy vector boson,
compatible with the prediction of Coleman [6, 21]
approximate Einstein dispersion relation at Vnite lattice spacing a, for small
momenta ka 1. As shown in Vg. 2.2b, this is precisely what we Vnd.
2.1.3. Elitzurs’ theorem
By Elitzur’s theorem [89], which states that a gauge symmetry cannot be
spontaneously broken, one could argue that it is not necessary to impose
the condition eq. (2.2b) for a variational calculation of the ground state.
However, there will typically be many more non-physical (gauge variant)
low-energy excitations in the full Hilbert space, and one would therefore
expect a slower convergence rate for variational calculations that do not
impose gauge invariance. Let us now examine this issue explicitly for the
Schwinger model. To this end we do a comparative study where we approx-
imate the ground state with a MPS eq. (2.2a), with and without imposing
gauge invariance eq. (2.2b). We take the parameters m/g = 0.25, x = 100
and do the simulations for D = 29 and D = 40. As explained in the
previous subsection, for the gauge invariant ansatz we have to distribute
the variational freedom wisely among the charge sectors Dq (D =
∑
qD
q)
according to the Schmidt values. We truncate the charges q on the links,
|q| ≤ pmax = 2 for D = 29 and |q| ≤ pmax = 3 for D = 40. In all
cases we used TDVP to Vnd the ground state and stopped the algorithm
when the norm of the gradient was below 10−6. In the second and fourth
column of table 2.2 we display the simulations where we did not impose
gauge invariance and in the third and Vfth column the simulations where
the states were manifestly gauge invariant. For reference, for D = 249 with
D = (5, 20, 48, 70, 62, 34, 10), we found ω0 = −3.048961 and
E1,v = 1.04207,E2,v = 2.357 and E1,s = 1.7516.
25
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without GI with GI without GI with GI
pmax 2 2 3 3
D 29 [2 6 9 8 4] 40 [2 3 7 11 10 4 2]
steps 9645 278 12417 561
time 3 h 30 min 2 min 6 h 27min 5 min
〈G2〉 3× 10−9 0 3× 10−9 0
ω0 -3.048961 –3.048961 -3.048961 -3.048961
E1,v 1.04252{10} 1.04254 1.04194 {14} 1.04209
E2,v 2.455 {37} 2.455 2.385 {59} 2.386
E1,s 1.7719{20} 1.7719 1.7559 {31} 1.7565
Table 2.2.: Results of computations with and without imposing gauge invariance
(GI). (x = 100,m/g = 0.25)
One immediately observes that the number of required steps is much larger
in the gauge variant case. Furthermore, as the local dimension of the Hilbert
space is larger, one TDVP iteration also takes more time in the gauge variant
case. This leads to a huge diUerence in the total time: the gauge invariant
simulations converged in a few minutes while the gauge variant simulations
took a few hours. We can also explicitly verify Elitzur’s theorem, by looking
at the variance 〈G2〉 = 〈G(n)2〉, ∀n, of the gauge transformation generators
for our ground state approximations on the full Hilbert space. As 〈G2〉 ≈
0 we indeed converge to the gauge invariant ground state, which is also
conVrmed by the agreement of the ground state energy per site ω0 with the
gauge invariant simulations.
We have also examined the low-energy states which are computed with the
same MPS ansatz as in eq. (2.3), but now again with and without imposing
gauge invariance. For the gauge invariant case, we found in the previous
subsection three stable one-particle excitations: two with CT = −1 and
mass E1,v,E2,v and one with CT = 1 and mass E1,s. As expected, on the full
Hilbert space we Vnd many more non-physical excitations with 〈G2〉 6= 0.
As illustrated in Vgure 2.4a we can identify the physical states by calculating
〈G2〉. The ranking (in increasing energy) where the physical excitations
appear in the list of all excitations per sector (CT = ±1) is indicated in
table 2.2 with curly brackets {. . .}. There are indeed many gauge variant
states lying between the ground state and low lying gauge invariant states.
Moreover, the number of obtained gauge variant states increases with the
bond dimension and we suspect that the Hamiltonian eq. (2.1) is gapless on
the full Hilbert space.
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Figure 2.4.: (a): m/g = 0.25, x = 100, D = 40 : one-particle excitations with
CT = −1, ranked according to increasing energy. Only those with 〈G2〉 = 0 are
gauge invariant. In this case, only the 14th and 59th excitations are physical and
correspond to E1,v and E2,v . (b): m/g = 0.5, g = 1. Optimal Vt f1(x), eq. (2.5a),
trough the data points Σ(x) for the Vve largest x. The divergence is removed by
subtracting Σfree. Inset: Optimal Vt of f3(x), eq. (2.5c), trough the data points
Σren(x). The continuum value Σren is the intersection with the y-axis.
2.1.4. Chiral condensate
Form/g 6= 0 the chiral condensate Σ = 〈ψ¯ψ〉 is UV divergent (x→∞), and
it has been argued that also at the non-perturbative level, this divergence
originates solely from the free (g = 0) theory, leading to a logarithmic
divergence, which is linear in m [23]. We now calculate the value of the
chiral condensate with our MPS simulations and show that the scaling for
large x does indeed show the predicted UV behavior. This problem was also
studied in [34] with MPS-simulations for Vnite volumes. This allows us to
compare results for the UV regulated chiral condensate.
On the lattice Σ = 〈ψ¯ψ〉 reduces to
Σ(x)
g
=
√
x
2N
2N∑
n=1
(−1)n
〈σz(n) + 1
2
〉
,
which is easily computed from our MPS approximation eq. (2.2) for the
ground state, see section 4.1 in part II. For the Hamiltonian eq. (2.1) the
free chiral condensate Σfree(x), i.e. the chiral condensate for g = 0, can be
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computed exactly [34]:
Σfree(x)
g
= −m
pig
1√
1 + m
2
g2x
K
(
1
1 + m
2
g2x
)
(2.4)
where K(z) is the complete elliptic integral of the Vrst kind. As x→∞, we
indeed have up to Vnite terms Σfree(x)/g → −m/(2gpi) log(x). We now
verify that this is the only UV divergence for all values of m/g. Thereto we
compute Σ(x)/g for x = 100, 200, 300, 400, 600, 800. We Vnd that
f1(x) = A1 +B1
log(x)√
x
+
(
− m
2gpi
− C1
)
log(x) +D1
1√
x
(2.5a)
results in a good Vt to the data Σ(x), see Vgure 2.4b. Our estimate of C1 is
obtained by i) Vtting Σ(x)/g to f1(x) for the Vve largest x, ii) Vtting all the
data to f1(x), iii) Vtting all the data to
f2(x) = A2 +B2
log(x)√
x
+
(
− m
2gpi
− C1
)
log(x) +D2
1√
x
+ E2
1
x
. (2.5b)
The displayed value of C1 in the second column of table 2.3 is the one with
the largest magnitude of the Vts i), ii) and iii). We observe that C1 ≈ 0,
consistent with the claim [23] that the full non-perturbative UV divergence
can indeed be traced back completely to the free chiral condensate eq. (2.4).
To compare our results with [34], we renormalize the chiral condensate by
subtracting Σfree(x) from Σ(x). As in [34] we Vt
f3(x) = A3 +B3
log(x)√
x
+ C3
1√
x
+D3
1
x
(2.5c)
to the renormalized chiral condensate Σren(x)/g = Σ(x)/g − Σfree(x)/g.
Our estimate for Σren/g is the A3 obtained by a Vt through the largest Vve
x-values (see Vg. 2.4b, inset). The error on this value is estimated as the
maximum of the diUerence with the A3’s we would obtain if we Vtted all
data to f3(x) and to
f4(x) = A3 +B4
log(x)√
x
+ C4
1√
x
+D4
1
x
+ E4
1
x3/2.
(2.5d)
This error dominates the error due to the truncation of the bond dimension.
The results can be found in the third column of table 2.3. We see that our
results agree very well with [34] and with the exact strong coupling (m/g =
0) result: Σ0/g = −eγ/(2pi3/2) ≈ −0.1599288 .
28
Ground state properties and spectrum
m/g C1 Σren/g Σren/g[34] exact
0 3× 10−6 -0.159928 (1) -0.159930 (8) -0.1599288
0.125 3× 10−5 -0.092019 (2) -0.092019 (4) -
0.25 4× 10−5 -0.066647 (4) -0.066660 (11) -
0.5 1× 10−4 -0.042349 (2) -0.042383 (22) -
0.75 2× 10−4 -0.03062 (3) - -
1 3× 10−4 -0.023851 (8) - -
2 1× 10−3 -0.012463 (9) - -
Table 2.3.: Results for chiral condensate.
2.1.5. Entropy
We also computed the half chain (Von Neumann) entropy S0, eq. (1.10),
for diUerent values of m/g. Because the Schmidt spectrum {σqαq} is site
independent, the half chain entropy will not depend on the position of the
cut. As such the entropy is a UV divergent quantity, but one expects the
divergence to come from the fermion kinetic term in the Hamiltonian eq.
(2.1). SpeciVcally, the general results of Cardy and Calbrese [90] predict for
two fermionic degrees of freedom a UV divergence (with correlation length
ξ in physical units)
S0(x) ∼ 1
6
log
(
ξ
a
)
= −1
6
log(1/
√
x) + (Vnite terms as x→ +∞)
where we denote with S0(x) the half chain entropy at lattice spacing ga =
1/
√
x.
This is precisely what we Vnd in our simulations. When looking at S0(x) +
1
6 log(1/
√
x) as a function of 1/
√
x, we observe that it behaves linear, see
inset Vgs. 2.5a and 2.5b. Therefore, we should be able to Vt S0(x) to a
function of the form
f1(x) = A0 +B0 log
(
1√
x
)
+ C0
1√
x
(2.6)
and Vnd B0 = 1/6. SpeciVcally, we Vtted our data corresponding to the
largest Vve x−values, x = 200, 300, 400, 600, 800, against f1 to obtain a
Vrst estimate for B0. To have some robustness against the choice of Vtting
interval and the Vtting function, we also included our result for x = 100 and
Vtted all our data against f1 and against
f2(x) = A0 +B0 log
(
1√
x
)
+ C0
1√
x
+D0
1
x
. (2.7)
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Figure 2.5.: Fit of the form (−1/6) log(1/√x) +A+B/√x through S0(x). Inset:
linear extrapolation of S0(x) + (1/6) log(1/
√
x) based on the largest Vve
x−values, x = 200, 300, 400, 600, 800, to obtain the coeXcients A and B. (a)
m/g = 0.125. (b): m/g = 0.75.
m/g 0.125 0.25 0.3 0.35 0.5 0.75 1
(B0 + 1/6)× 103 0.1 0.3 0.5 0.5 0.8 1.3 2
Table 2.4.: The largest value in magnitude of B0 + 1/6 multiplied by 103 obtained
from the Vt eq. (2.6) through the largest Vve x−values and the Vts eqs. (2.6) and
(2.7) through all our data. According to [90] we should have B0 + 1/6 = 0.
This gave us two other estimates for B0. In table 2.4 we give the results
for B0 + 1/6. The value that is shown is the largest value for B0 + 1/6 (in
magnitude) from the three Vts, i.e. the largest error on the predicted result of
[90]. As one observes these errors are at most 2× 10−3 and for small values
of m/g only of order 10−4 which is a nice cross-check on our results. In the
insets of Vgs. 2.5a and 2.5b we show a linear Vt of the form f(x) = A+B 1√
x
through S0(x) + (1/6) log(x). Here we estimated A and B by taking into
account the largest Vve x−values. In the main Vgures we also show the Vt
(−1/6) log(x) + f(x) through S0(x).
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2.2. α 6= 0
2.2.1. Setup
Let us now turn on an electric background Veld, α(n) = α 6= 0. The Kogut-
Susskind Hamiltonian eq. (1.5) then becomes
H =
g
2
√
x
(
2N∑
n=1
[L(n) + α]2 +
√
x
g
m
2N∑
n=1
(−1)n(σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
. (2.8)
The CT symmetry is broken for α 6= 1/2. For α = 1/2 the Hamiltonian
exhibits again the CT symmetry but now with C |sn, pn〉 = |−sn,−1− pn〉
(CL(n)C = −1− L(n)). Note however that contrary to the case α = 0 this
CT symmetry is spontaneously broken for m/g & (m/g)c ≈ 0.33 [6, 27]. At
m/g = (m/g)c there is a phase transition which lies in the same universality
class as the 2D classical, or equivalently the 1D quantum, transverse Ising
model.
To obtain a ground state approximation in the thermodynamic limit (N →
∞) we only need to anticipate T2 invariance. Therefore it is convenient to
block the eUective sites 2n− 1 and 2n in one eUective site n. Denoting
ζn = (κ2n−1, κ2n) = (s2n−1, p2n−1, s2n, p2n)
∈ {−1, 1} × Z[pmin2n−1, pmax2n−1]× {−1, 1} × Z[pmin2n−1, pmax2n−1],
|ζ〉 = |ζ1〉 . . . |ζN 〉
a MPS ansatz invariant under T2 is, see section 1.2 of part II,
|Ψu[A]〉 =
∑
ζ
v†L
(
N∏
n=1
Aζn
)
vR |ζ〉 (N → +∞), (2.9a)
where vL, vR ∈ CD , and Aζ ∈ CD×D . Gauge invariance,
G(n) |Ψu[A]〉 = 0 with G(n) = L(n)− L(n− 1) + σz(n) + (−1)
2
2
,
is imposed if A takes the form
[As1,p1,s2,p2 ](q,αq);(r,βr) = [a
q,s1,s2 ]αq ,βrδp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 .
(2.9b)
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We refer to subsection 3.3.1 of part II for an explicit derivation of this MPS
starting from the most general gauge invariant MPS eq. (1.8). The Schmidt
decomposition eq. (1.9) with respect to the bipartition of the lattice consist-
ing of the two regions A 2n1 = Z[1, . . . , 2n] and A
2n
2 = Z[2n + 1, . . . , 2N ]
now reads
|Ψu[A]〉 =
pmax2n+1∑
q=pmin2n+1
Dq2n+1∑
αq=1
√
σqαq |ψA
2n
1
q,αq 〉 |ψA
2n
2
q,αq 〉 (2.10)
where the Schmidt values now only depend on the parity of n: σqα ≡ σq2n,αq .
The computation of the Schmidt values σqαq is discussed in subsection 4.2.2
of part II.
In subsection 4.2.4 of part II one can Vnd the details of the TDVP to obtain
the optimal approximation for the ground state within the class of states eq.
(2.9) with a Vxed bond dimension Dq . As can be observed from eq. (2.10),
truncating to a Vnite bond dimension corresponds to an eUective truncation
in the Schmidt decomposition of the ground state. Similar as for α = 0, see
the previous section, one would want a distribution of Dq-values such that
the smallest retained Schmidt value is more or less equal for each eigenvalue
sector of L(2n). Then if we want a reliable MPS approximation for the
ground state, these smallest retained Schmidt values should be suXciently
small, which corresponds to taking Dq suXciently large. Similar to the
case α = 0 we did several simulations and adapted Dq until the smallest
Schmidt value in each eigenvalue sector of L(2n) was of order 10−17, i.e.
minαq σq,αq ≈ 10−17.
In Vgs. 2.6a and 2.6b we plot the distribution of the Schmidt values among
the eigenvalue sectors of L(2n) for the Vnal MPS ground state approxima-
tions for m/g = 0.75, x = 400 and α = 0.2, 0.45. As in subsection 2.1
we observe that the sectors corresponding to q = 0,−1, 1 are the most
dominant ones which justiVes our choice of taking Dq = 0 for |q| > 3. As
for α = 0 this can be understood from the term proportional to [L(n) + α]2
in eq. (2.8) which punishes large eigenvalues of L(n). We also display the
bond dimensions for each sector and for each simulated value of x in Vgs.
2.6c and 2.6d. One can observe that as x increases we need larger Dq for the
same accuracy which is a consequence of the diverging correlation length
as we approach the continuum limit (x → +∞). For the same reason we
also need larger Dq when we are getting closer to the phase transition at
m/g = (m/g)c ≈ 0.33 and α = 1/2.
The properties of the ground state will be discussed in the next chapter in
the context of conVnement of static charges. Here we restrict ourselves to
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Figure 2.6.: m/g = 0.75. (a): α = 0.2, x = 400. Distribution of the 10−base
logarithm of the Schmidt values σqαq among the eigenvalue sectors q of L(2n). (b):
Same as (a) but now for α = 0.45. (c): α = 0.2. Distribution of the bond dimension
among the eigenvalue sectors of L(2n) for diUerent values of x. (d): Same as (c)
but now for α = 0.45.
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the excitations. For the elementary excitations with momentum k we take
the ansatz [88]:
|Φk[B,A]〉 =
N−M+1∑
m=1
e2ikn/
√
x
∑
{κn}
v†L
(
m∏
n=1
Aζm
)
Bζm+1,...,ζm+M
(
N∏
n=m+M+1
Aζm
)
vR |ζ〉 , (2.11a)
where Aζ corresponds to the ground state eq. (2.9) and gauge invariance is
imposed by
[Bζ1,...,ζM ](q,αq);(r,βr) =
(
2M∏
n=2
δpn,pn−1+(s+(−1)n)/2
)
δp1,q+(s1−1)/2δp2M ,r
[bq,s1,...,s2Mk ]αq ,βr . (2.11b)
where ζn = (s2n−1, p2n−1, s2n, p2n) and b
q,s1,...,s2M
k ∈ CD
q×Dr . The algo-
rithm to Vnd the optimal approximation |Φk[B,A]〉 for the excitated states
is discussed in subsection 4.2.5 of part II for M = 1. The implementation
for M ≥ 2 is similar but a little bit more tedious. We refer to [88] for the
details. For suXciently large bond dimension this ansatz should converge
exponentially fast as M increases to an elementary particle with momen-
tum k [91]. The speed of convergence depends on how far this excitation
is separated from the other excitations in the same momentum sector (in
units of the Lieb-Robinson velocity). For α = 0 we saw that M = 1 was
already suXcient. Note that the computation time scales asO(4M maxpD3p)
allowing only simulations for small M .
2.2.2. Spectrum for α 6= 0
For a Vxed value of x we approximate the excited states using the ansatz
eq. (2.11) for M = 2. By comparing these energies with simulations for
other values of the bond dimension Dq and for M = 1 we obtain an error
for truncating the bond dimension and truncating M . Now we compute
the excitation energies for x = 25, 50, 60, 75, 90, 100. Continuum estimates
for the excitation energies are obtained similar as for α = 0. Because the
values of ga = 1/
√
x are now larger then for α = 0, i.e. we are farther
away from the continuum, only the linear Vts and quadratic Vts in 1/
√
x are
reliable. To have some robustness against the choice of Vtting method and
Vtting interval we perform several Vts: we Vt the points corresponding to
the largest four, Vve and six x−values against a quadratic function in 1/√x
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and we perform linear Vts in 1/
√
x through the points corresponding to the
largest three, four, Vve and six x-values, see Vg. 2.7a. We take the mean of
all these energies as our Vnal estimate. The standard deviation of this mean
serves as an error on this value and were of order 10−3 or smaller. This error
dominates the error of taking a Vnite bond dimensionDq and takingM ≤ 2.
Physics is periodic in α with period 1 and the excitations for α ∈ [1/2, 1] can
be obtained from the excitations for α ∈ [0, 1/2] by a CT transformation.
Therefore we can restrict our computations to α ∈ [0, 1/2]. Also, as the
Schwinger model is a relativistic theory, the energy E(k) of a particle with
momentum k can be obtained from the energy E = E(0) of this excitation
with momentum zero by the Einstein dispersion relation E2(k) =
√
k2 + E2.
Hence we only need to compute the excitations with momentum zero. In Vg
2.7b we compare our numerical results for the energy E1 of the Vrst excited
state with mass perturbation theory [21]:
E21 = µ
2
0
(
1 + 3.5621
m
µ0
cos(2piα) + 5.4807
(
m
µ0
)2
− 2.0933
(
m
µ0
)2
cos(4piα)
)
+O
([
m
µ0
]3)
. (2.12)
where µ0 =
g√
pi
. The plot shows that our numerical results converge towards
eq. (2.12) when m/g → 0.
For α = 0, we found in subsection 2.1.2 two elementary excitations with
CT = −1 and energy E1 = E1,v and E3 = E2,v and one elementary exci-
tation with CT = 1 and energy E2 = E1,s, see table 2.1. For these energies
we had E1 < E2 + E3 and for m/g = 0.125, 0.25 and m/g = 0.3 we had
E3 > 2E1 while for m/g & 0.5 we had E3 ≤ 2E1. This means that the decay
of E3 into two elementary particles is only prevented by the CT symmetry
for m/g = 0.125, 0.25, 0.3. When 0 < α < 1/2 the CT symmetry is broken
and this decay is no longer forbidden. This is indeed what we observe in the
one-particle spectrum: for α > 0 only the excitations with energy E1 resp.
E2 corresponding to E1,v and E1,s for α → 0 remain stable, see Vg. 2.8(a)-
(c). Furthermore, we observe that the binding energy Ebind = 2E1 − E2
decreases as α tends towards 1/2. When the binding energy becomes small,
the convergence rate of the ansatz eq. (2.11) as a function ofM to the excited
state with energy E2 is rather slow.
For m/g = 0.125, see Vg. 2.8a, the second particle is stable until α . 0.35.
For α = 0.38 our estimates are E1 = 0.4784(5) and E2 = 0.965(2), indi-
cating that the second excited state is unstable, E2 > 2E1. When α > 0.38
we have E2(x) > 2E1(x) for all the x−values we used. We conclude that
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Figure 2.7.: (a): m/g = 0.25, α = 0.45. Extrapolation of the energy E2 of the
second excited state to x =∞. We perform several linear and quadratic Vts in
1/
√
x through the points with x = (x1, . . . , x6) = (25, 50, 60, 75, 90, 100) (see
legend). Inset: our continuum estimate is the mean of all the Vts. The error is the
standard deviation. (b): Comparison of E1 obtained by our numerical simulations
(full line) with mass perturbation theory (dashed line).
there are two stable particles for α . 0.35 and only one stable particle
for α & 0.38. This agrees qualitatively with mass perturbation theory,
m/g  1, where there are two stable particles for α ≤ 1/4 and one stable
particle for 1/4 < α ≤ 1/2 [6].
For m/g = 0.25, see Vg. 2.8b, our estimates for the energy E2 were un-
stable against variation of the bond dimension D and M for α ≥ 0.47.
The errors on E2 are too large and prevent an extrapolation towards x =
∞. Nevertheless, in our simulations we have E2(x) < 2E1(x) for x =
(25, 50, 60, 75, 90, 100) and the fact that E2(x) decreases as the bond dimen-
sion and M increase might suggest that this particle is still stable but with
very small binding energy. For α = 1/2 the ground state is CT invariant for
m/g ≤ (m/g)c ≈ 0.33 allowing us to classify the excitations according to
their CT number using an ansatz similar to eq. (2.3), see section 4.1 of part II
for the details. We computed the excitation energies with and without clas-
sifying the states according to their CT−number for (m/g, α) = (0.25, 1/2).
In both cases, we found only one elementary particle. In the vector sector
(CT = −1) all other states had energies that were larger than 3E1 and in the
scalar sector (CT = 1) the energies were larger than 2E1. This corresponds
to a theory with one stable particle. Therefore we estimate the value of the
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electric background Veld where the second elementary particle disappears
to be larger than 0.47 but smaller than 0.5 for m/g = 0.25. A similar picture
is found for m/g = 0.3 as can be seen in Vg. 2.8c. Here we estimate that the
second elementary particle disappears between α = 0.48 and α = 0.5.
One also observes that the mass gap decreases as (m/g, α)→ ((m/g)c, 1/2).
This is a consequence of the fact that we are approaching a phase transition
for these parameters and hence that the model becomes gapless. Because
of that, the simulation for (m/g, α) = (0.3, 0.5) was extremely hard. Not
only did we need a large bond dimension but the small mass gap also im-
plied that the TDVP algorithm took long until it converged to the optimal
approximation for the ground state.
For m/g = 0.5, we have for all values of α that E3 < 2E1 and thus at
least three stable particles, see Vg. 2.8d. When α → 1/2 we observe that
the diUerence between the energies E1, E2 and E3 becomes smaller. This
requires in turn more variational parameters in our ansatz, i.e. larger values
of Dq and M in eq. (2.11). For α ≥ 0.4 we could not perform a reliable
continuum extrapolation anymore of E2 and E3. We took as the continuum
estimate their x = 100 values which we expect to be within 10% of its
continuum value. Anyway, we found that E1, E2 and E3 were stable for all
values of x. Furthermore, for α ≥ 0.45 we found even another particle that
seems to be stable. However, because it energy was very close to 2E1 the
errors on this energy using the ansatz eq. (2.11) for Vxed values of x were to
large to extrapolate its value to the continuum.
Our results thus show that the spectrum of m/g = 0.5 is clearly diUerent
then that for m/g ≤ (m/g)c. When α→ 1/2 the number of stable particles
seems rather to increase than to decrease for m/g = 0.5. This agrees with
studies in the weak coupling limit m/g  1 [6] where they found that
for large values of m/g the number of stable particles is proportional with
1/(1/2 − α). For α = 1/2, due to spontaneous symmetry breaking of the
CT symmetry, there are two vacua and kinks which connect these two vacua
[27]. The excitations with energy E1,E2,E3 are in this case larger than twice
the energy of the kinks and hence they do not correspond to stable particles
for α = 1/2. Figure 2.8d should for α = 1/2 thus only be interpreted in the
limit α
6=→ 0.
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Figure 2.8.: Energy of the elementary particles E1, E2 and E3 as a function of α.
(a): m/g = 0.125. Only E1 and E2 are stable. For α & 0.38 only E1 is stable. (b):
m/g = 0.25. Only E1 and E2 correspond to elementary particles for α 6= 0. E2 is
unstable for α & 0.47. (c): m/g = 0.3. Similar as (b) but now E2 disappears in the
continuum for α & 0.48. (d): m/g = 0.5. For α < 0.5 we Vnd at least three
elementary particles.
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3.1. Introduction
The conVnement of color charge in quantum chromodynamics (QCD) is one
of the beautiful key mechanisms of the Standard Model. Focussing on the
static aspect of conVnement, one can probe the theory with a heavy quark
antiquark (qq¯) pair and examine how the modiVed ground state evolves
as a function of the interquark distance [92]. For small distances a color
electric Wux tube forms between the pair, resulting in a static potential (i.e.
the surplus energy of the modiVed ground state) that grows linearly with
the distance. This Wux tube can therefore be conveniently modeled by an
interquark string with a certain string tension. One can then describe a
heavy quarkonium state as a qq¯ pair that is kept together by this conVning
string. However, there exists a critical distance at which the string breaks.
Beyond this distance the Wux tube disappears and the potential Wattens out
to a constant. At this point it has become energetically favorable to excite
light particles out of the vacuum that completely screen both the probe
quark and antiquark, leading to two isolated color singlets. In a dynamical
setting these would then be the two freely propagating jets of hadrons that
emerge as Vnal product of some particle collision.
This phenomenological picture is corroborated both by experiment and theo-
retical work. At the computational level, the static potential has been studied
extensively over the years with lattice QCD. And one has indeed obtained
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the linearly rising conVning interquark potential, both in the quenched case
[93–102] that excludes dynamical light quark degrees of freedom and in
the unquenched case [103–105] that includes these degrees of freedom. In
the latter case, where the dynamical quarks can screen the heavy probe
charges, also the phenomenon of string breaking has been observed [106]
as an asymptotic Wattening of the calculated potential. Nevertheless our
understanding of conVnement is still not complete: the Euclidean space-
time lattice Monte Carlo simulations can not access the real-time aspects of
the dynamical string formation and string breaking. Furthermore, even in
the static case, it is not settled yet [107–109] if one can fully describe the
conVnement mechanism - speciVcally the non-perturbative string formation
- in terms of (semi-)local degrees of freedom such as for instance vortices
and magnetic monopoles [110].
In this chapter we study how conVnement and string breaking show up in
the Hamiltonian set-up in the Schwinger model [1]. An important diUerence
with QCD is that the Schwinger model already exhibits conVnement at the
perturbative level, as the Coulomb potential is linear in 1+1 dimensions. We
make extensive use of both the strong and weak coupling results in the anal-
ysis of our numerical results. Our simulations of the lattice Hamiltonian are
performed close to the continuum limit, indeed allowing for a quantitative
check against these analytic continuum results in the appropriate regimes.
SpeciVcally we simulate the modiVed vacuum structure in the presence of
two probe charges and this for diUerent distances and values of the charges.
As we will show, already in this static case the Hamiltonian simulations give
a complementary view on the conVning properties of the theory. At the
practical level, the direct access to the quantum state allows for a relatively
easy calculation of all local observables. In this way we could not only extract
the static interquark potential, but also for instance determine the detailed
spatial proVle of the electric string or the precise charge distribution of the
light fermions around the probe charges. We also Vnd that subtraction of the
vacuum entropy results in a UV Vnite entanglement (Von Neumann) entropy
and that both the string formation and string breaking leave characteristic
imprints on this renormalized entropy.
3.2. Lattice formulation and Hamiltonian
We now consider the lattice with sites
{−NL,−NL + 1, . . . , 1, . . . ,M, . . . ,M +NR}
(the meaning of NL,M and NR will become clear later) where the thermo-
dynamic limit is obtained by taking the limits
NL → +∞, NR → +∞
40
ConVnement and string breaking
while keeping M Vxed. We start from the ground state |ψ0〉 of the Hamilto-
nian eq. (2.1) in a zero background Veld (α = 0):
H0 =
g
2
√
x
(
M+NR∑
n=−NL
L(n)2 +
√
x
g
m
M+NR∑
n=−NL
(−1)n (σz(n) + (−1)n)
+ x
M+NR−1∑
n=−NL
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
.
Then we consider an inVnitely heavy quark-antiquark pair in this vacuum.
The quark with charge −gQ is put at site mL and the antiquark with oppo-
site charge gQ is put at site mR with
−NL  1 ≤ mL ≤ mR ≤M M +NR.
As discussed in section 1.3, see in particular eqs. (1.4) and (1.5), these probe
charges can be absorbed in the electric background Veldα(n) = −QΘ(mL ≤
n < mR) and we thus arrive at the Hamiltonian
H =
g
2
√
x
(
M+NR∑
n=−NL
[L(n) + α(n)]2 +
√
x
g
m
M+NR∑
n=−NL
(−1)nσz(n)
+ x
M+NR−1∑
n=−NL
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
, (3.1)
where gauge invariance is imposed by the condition
G(n) = L(n)− L(n− 1)− σz(n) + (−1)
n
2
= 0. (3.2)
In the following sections we will obtain ground state approximations of this
Hamiltonian, for diUerent values ofm/g, diUerent values of the probe charge
Q and diUerent distances Lg = (mR −mL)/
√
x (in physical units g = 1) of
the charge-pair, all this for diUerent lattice-spacings 1/
√
x, focussing on the
continuum limit x → ∞. Note that in the thermodynamic limit NR, NL →
+∞ physics does not depend onM but onmR−mL. The parameterM will
indeed only be considered for numerical purposes, see section 3.4.
An important point regarding the continuum limit is that the ground state
energy of the Schwinger model is UV divergent but that this UV divergence
does not depend on the background Veld α(n). If we write E0 = 2N0 (with
2N = M + NL + NR + 1 the number of sites and N → +∞) for the
ground state energy of H0 with zero background Veld α(n) = 0, we have
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√
x0 → −x/pi for the energy density in the x → ∞ limit [10]. For the
modiVed ground state energy in the presence of the probe charge gQ pair
at distance L we can then write EQ(L) = VQ(L) + E0, where the potential
VQ(L) is now UV Vnite. Notice that VQ(L) will also be IR (N → ∞) Vnite
(for Vnite L).
3.3. Asymptotic conVnement
3.3.1. Setup
We Vrst study the large distance behavior of the potential as captured by
the asymptotic string tension σQ = limL→+∞ VQ(L)/L. This is the quan-
tity that indicates whether the probe charges are asymptotically conVned
(σQ 6= 0) or not (σQ = 0). For the Schwinger model σQ has been com-
puted analytically in the strong coupling expansion [5, 13, 22, 25]. At the
numerical front the most successful computation up-to-date used Vnite-
lattice scaling methods in a Hamiltonian formulation [10]. An advantage
of our MPS simulations is that in contrast to [10] we can directly work in
the thermodynamic limit, leaving only the x → ∞ interpolation to extract
the continuum results. The challenge of taking this continuum limit now lies
in the diverging correlation length ξ/a (in lattice units), as MPS simulations
require larger bond dimensions for growing correlation length [75].
To Vnd the asymptotic string tension we put a probe charge−gQ at−∞ and
a probe charge gQ at +∞. As was explained in the previous section, a probe
charge pair translates to a background electric Veld α(n) in the Hamiltonian
eq. (3.1). In this case the background electric Veld will be uniform: α(n) =
−Q,∀n. The Hamiltonian equals then the Hamiltonian eq. (2.8) with α =
−Q,
HQ =
g
2
√
x
(
2N∑
n=1
[L(n)−Q]2 +
√
x
g
m
2N∑
n=1
(−1)nσz(n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
(N → +∞), (3.3)
and is in particular T2 invariant. It is discussed in subsection 2.2.1 how we
can obtain a faithful MPS approximation |Ψu[A]〉 for the ground state which
is T2 invariant and gauge invariant.
3.3.2. Results
As explained in more detail in section A.1 of appendix A we computed values
for σQ(x) for x = 100, 200, 300, 400, 600, 800 and performed a polynomial
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extrapolation in 1/
√
x similar to [10]. This indeed allowed us to recover
a Vnite value for limx→∞ σQ(x), thereby explicitly verifying that the UV
divergencies in the energy densities
√
xQ and
√
x0 cancel out.
In Vg. 3.1a we plot our result for the continuum string tension σQ com-
puted for diUerent values of the mass m/g as a function of the charge
gQ of the external quark-antiquark pair. Notice that we only consider Q-
values ∈ [0, 1[ as the string tension is periodic in Q: Q → Q − p upon
L(n) → L(n) + p for p ∈ Z in the Hamiltonian eq. (3.3). Notice also that
one can combine this transformation for p = 1 with a CT transformation.
This transformation gives Q → 1 − Q in the Hamiltonian eq. (3.3) and
therefore σQ = σ1−Q. So for our calculations we could restrict ourselves
to values Q ∈ [0, 1/2]. In practice we considered the explicit values: Q =
0.05, 0.10, 0.15, ..., 0.45, 0.47, 0.48, 0.5 and performed an interpolating Vt.
Our considered values for m/g interpolate between the strong and weak
coupling regime. In the strong coupling regime m/g  1 the string tension
was computed in mass perturbation theory from the bosonized Veld theory
up to order O((m/g)3) [22]
σQ
g2
≈ m
g
Σ(1− cos(2piQ)) + m
2Σ2E+pi
4g2
(1− cos(4piQ)) (3.4)
where Σ = 0.15993, E+ = −8.9139. As one can observe in Vg. 3.1c for
m/g → 0 our results indeed converge to this analytic result which is plotted
with a dashed line for m/g = 0.125 and for m/g = 0.25.
In the weak coupling regime g/m  1 we can easily compute the string
tension in standard perturbation theory from the continuum Lagrangian eq.
(1.1). We include a current jµ = gµν∂νQ; with Q constant everywhere in
the bulk, and Q→ 0 only at the boundaries at inVnity (see [5]):
L = ψ¯ (γµ(i∂µ + gAµ)−m)ψ − 1
4
FµνF
µν −Aµjµ
= ψ¯ (γµ(i∂µ + gAµ)−m)ψ − 1
4
FµνF
µν − 1
2
FµνF¯
µν , (3.5)
where on the last line we performed a partial integration and F¯µν ≡ µνgQ.
The eUective action, obtained by integrating out both the fermion and the
gauge Velds in the path integral, will then have the general form:
Seff =
∫
d2x Leff =
∫
d2 x C0(
g
m
)F¯µνF¯
µν + C1(
g
m
)
(F¯µνF¯
µν)2
m2
+ . . . ,
(3.6)
where we can exclude derivative terms since F¯µν is constant. At next to
leading order we Vnd for the Vrst coeXcient C0 :
C0 = −1
4
+
g2
24pim2
. (3.7)
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Figure 3.1.: (a): string tension σQ. (b): electric Veld per site. (c): comparison with
the strong coupling result eq. (3.4) (dashed line) for m/g = 0.125 and m/g = 0.25.
(d): comparison with the weak coupling result eq. (3.4) (dashed line) for
m/g = 1, 2, 4. Inset: zooming in on the m/g = 4 curve.
44
ConVnement and string breaking
Figure 3.2.: Some diagrams for the eUective action from eq. (3.5). On the Vrst line
we have the tree-level and the next to leading order g2/m2 contribution to C0 eq.
(3.7). Evaluation of the Vrst diagram on the second line would give a g4/m4
correction to C0, while the other diagram would give the leading g4/m4
contribution to C1.
The zero order term here is the tree-level result while the g2/m2 term follows
from the one loop Feynman diagram on the Vrst line of Vg. 3.2, which can
be calculated with standard techniques (see e.g.[111]). Furthermore one
can see that all other non-zero diagrams will lead to contributions to the
coeXcients Ci that are at least order g4/m4. Finally, we can then identify
Seff =
∫
d2xσQ, leading to the result
σQ
g2
≈ Q
2
2
(
1− g
2
m2
1
6pi
)
, (3.8)
with the value for Q > 1/2 following from the identiVcation σQ = σ1−Q for
the compact formulation of QED2 that we are considering. In Vg. 3.1d one
can observe the convergence of our numerical results to this analytic result,
now for g/m→ 0. Notice here that we subtracted the leading order term of
eq. (3.8).
Comparing the strong and weak coupling regime we observe an important
diUerence: in the strong coupling limit σQ is diUerentiable at Q = 1/2
whereas in the weak coupling limit this is not the case. Therefore there exists
a critical mass (m/g)c with the property that σQ is diUerentiable atQ = 1/2
for (m/g) < (m/g)c and not diUerentiable atQ = 1/2 for (m/g) > (m/g)c.
45
Asymptotic conVnement
This point (m/g)c corresponds to the Vrst order phase transition for the
Hamiltonian HQ eq. (3.3) at Q = 1/2 [10]. HQ=1/2 is symmetric under
the CT transformation and the point (m/g)c separates the unbroken phase
m/g < (m/g)c from the spontaneously broken phase m/g > (m/g)c that
was originally predicted by Coleman [6]. This relationship of the breaking
of CT-symmetry with the non-diUerentiability of σQ can be made more
concrete by noting that
dσQ
dQ
= −1
2
〈∑
n=1,2
(L(n)−Q)
〉
Q
= − 1
2g
EQ
where 〈. . .〉Q denotes the expectation values with respect to the ground state
ofHQ. We now have the relationEQ = −E1−Q from the CT-transformation,
which indeed makes it a good order parameter for the CT breaking at Q =
1/2.
We have performed an independent computation of EQ, again for Q =
0.05, 0.10, 0.15, ..., 0.45, 0.47, 0.48, 0.5, and now using values x = 100 , 200,
300, 400 for our continuum extrapolation (see section A.2 of appendix A).
Our results are displayed in Vg. 3.1b. At Q → 1/2 we Vnd for m/g = 0.3,
EQ/g = 0 up to a numerical error of 4 × 10−3 while for m/g = 0.35 we
Vnd EQ/g = 0.314(2), consistent with the value (m/g)c ≈ 0.33 that was
obtained in [27] and also consistent with the behavior of σQ in Vg. 3.1a.
Finally we also computed the half chain entropy SQ eq. (1.10) for diUerent
values of Q and m/g, which in this translational invariant case will not
depend on the position of the cut. Similar as for Q = 0, see subsection
2.1.5, we Vnd the predicted logarithmic divergence of Cardy and Calabrese
[90]
SQ(x) ∼ 1
6
log
(
ξ
a
)
= −1
6
log
(
1/
√
x
)
+ (Vnite terms as x→ +∞)
with ξ the correlation length. As an illustration, in Vg. 3.3a we show a Vt
of the form (−1/6) log(1/√x) +A+B/√x through our data of SQ(x) for
Q = 0, Q = 0.45 and m/g = 0.25. A and B have been obtained by a linear
Vt through SQ(x) + (1/6) log(1/
√
x).
The universality of the logarithmic UV-divergence then allows us to deVne
a UV Vnite renormalized entropy ∆SQ ≡ SQ − S0, with a Vnite continuum
value that can be obtained by a polynomial extrapolation in 1/
√
x, see inset
Vg. 3.3a. Contrary to the string tension and the electric Veld, we found
sometimes that the results at x = 100 and the continuum results diUered
by a factor of order one or had diUerent sign. We refer to subsection A.3 in
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Figure 3.3.: (a): m/g = 0.25, Q = 0.45. Fit of the form
(−1/6) log(1/√x) +A+B/√x to SQ(x) and S0(x). Inset: linear Vt to ∆SQ(x).
(b): ∆SQ for diUerent values of m/g.
appendix A and in particular to Vg. A.5 for the details about the continuum
extrapolation. In Vg. 3.3b we show this renormalized entropy ∆SQ as a
function of Q for diUerent values of m/g. Most notably we observe an
(almost) divergent behavior for m/g = 0.3 at Q → 1/2 close to the critical
point Q = 1/2, (m/g)c ≈ 0.33. From eq. (3.9) we indeed expect a growing
entropy for growing correlation length. By the same argument one can
understand the behavior at small Q-values: there the correlation length
(inverse mass gap) increases with growing g/m (see subsection 2.2.2), which
is indeed paralleled by the behavior of ∆SQ.
3.4. From small to large distances
3.4.1. MPS ground state approximation
Let us now consider the situation where the external quark and antiquark
pair are separated over a Vnite length L. On a lattice with spacing a and
interquark distance L = (mR − mL)a, the pair introduces a non-uniform
background electric Veld α(n) = −QΘ(mL ≤ n < mR) in the Hamiltonian
eq. (3.1). As ansatz for our MPS trial state |Ψ[B]〉 for the ground state we
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now write [80, 112, 113]:
∑
κ
v†L
 0∏
n=−NL
Aκnn
( M∏
n=1
Bκnn
)(
M+NR∏
n=M+1
Aκnn
)
vR |κ〉 , (3.9)
where −NL  1 ≤ mL ≤ mR ≤ M  M + NR and Aκn = Aκn(mod 2)
is obtained from the MPS approximation eq. (2.2) of the ground state of
the zero-background Hamiltonian (α(n) = 0) and only depends on the
parity of n. This is a MPS of the form eq. (1.6) in the thermodynamic limit
(NR, NL → +∞) where we take An = Bn for 1 ≤ n ≤ M and take the An
corresponding to the ground state eq. (2.2) for α(n) = 0 to the left and to
the right of the Bn’s (n < 1 and n > M ).
The idea behind this ansatz is that the non-uniform background electric Veld
changes the vacuum and breaks translation invariance (all Bn are diUerent)
but that asymptotically (|n|  1) it does not aUect the vacuum, see also
section 2.4 of part II for a more detailed discussion. Again, gauge invariance
eq. (1.4) is imposed if Bn takes the form eq. (1.8) with general matrices
bq,sn ∈ CD
q
n×Drn+1 (q ∈ Z[pminn , pmaxn ]; p, r ∈ Z[pminn+1, pmaxn+1 ]). Note that
we allow diUerent bond dimensions on diUerent sites. Also As,pn is of the
form eq. (1.8) as we imposed this to determine the ground state of the zero-
background electric Veld Hamiltonian. The Schmidt decomposition eq. (1.9)
with respect to the bipartition of the lattice consisting of the two regions
A n1 = Z[−NL, . . . , n] and A n2 = Z[n+ 1, . . . ,M +NR] now reads
|Ψ[B]〉 =
pmaxn+1∑
q=pminn+1
Dqn+1∑
αq=1
√
σqn,αq |ψA
n
1
q,αq〉 |ψA
n
2
q,αq〉 .
The computation of the Schmidt values σqn,αq is discussed in subsection 4.4.2
of part II.
Because eq. (3.9) is linear in each of the Bn we can use the DMRG-method
[44, 80] to obtain the best approximation for the ground state within the
manifold of gauge invariant states, by optimizing on the UV and IR Vnite
quantity VQ(L), see section 4.4 of part II for the details on the implementa-
tion.
By looking at the Schmidt spectrum we were able to Vx the values of the
virtual dimension Dqn+1 and the minimum and maximum eigenvalues p
min
n+1
and pmaxn+1 of L(n) we retained in our numerical scheme to obtain an accurate
approximation of the ground state. In practice we started with a certain dis-
tribution of Dq-values for each n, anticipating that the dominant eigenvalue
sector of L(n) would shift from q = 0 at large n to q ≈ Q at the centre.
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After a Vrst full DMRG-optimization, the initial Dq values were updated:
increased in case that the minimal retained Schmidt value in the particular
eigenvalue sector was larger than σmin = 10−18, decreased in case that
the minimal retained Schmidt value was smaller. This was repeated a few
times until all retained minimal Schmidt values were smaller or of the same
order than σmin. As for the choice of mL and M , which varied between
150 ≤ mL ≤ 250 and mR + 150 ≤M ≤ mR + 250, we veriVed a posteriori
that the inhomogeneous interval of the MPS eq. (3.9) was taken to be large
enough, by verifying the convergence of local observables at large distances
to their value for the homogenous ground state.
Let us give a speciVc example. In Vg. 3.4 and Vg. 3.5 we show some details on
the simulation of the ground state for m/g = 0.25, Q = 5, x = 100, Lg =
10.1. In our setup with lattice spacing 1/g2
√
x = 0.1/g this corresponds
to a distance of 101 sites between the external quark with charge −gQ and
the external antiquark with charge gQ. SpeciVcally, we put the antiquark at
site mL = 151 and the quark at site mR = 252. And we reserved 150 sites
on the left of the antiquark and 150 sites on the right for the non-uniform
part of our MPS ansatz. In total we thus have M = 151 + 101 + 150 = 402
tensorsBn that need to be optimized. By looking at the 10-base logarithm of
the expectation value of some local quantities with respect to the Schwinger
vacuum, see Vg. 3.4a, we observe that we took the range of the non-uniform
part large enough: the errors by taking a Vnite range for the non-uniform
part are of order 10−6.
In Vg. 3.4b we show the distribution of the minimum charge pminn and
maximum charge pmaxn we used. For q < p
min
n and q > p
max
n we thus
put Dqn = 0. The pminn and p
max
n we took at the boundaries, i.e. n & 1 and
n . 402 correspond to the pmin and pmax of the Schwinger vacuum, i.e. the
vacuum without external charges that we simulated in section 2.1. Between
the boundaries and the external charges we anticipated the increasing elec-
tric Veld and raised pmaxn to 4+Q = 9 anticipating the dominant eigenvalue
sector q0 ≈ Q at the centre.
In Vgs. 3.4c and 3.4d we plot the distribution of the Schmidt values among
the eigenvalues sector q of L(n) at the sites n = 150 (c) and n = 200 (d). As
explained above, we adapted the bond dimensions such that for each site n
and at each eigenvalue sector p of L(n): minαq σ
q
n,αq . 10−18. Comparing
with Vgs. 2.6a and 2.6b we observe that the dominant eigenvalue sector is
shifted to q = 2 for n = 150 and to q = 5 for n = 200. One can also see
that our pminn and p
max
n are not entirely optimal: for certain charge sectors
the largest Schmidt-value is still well below 10−18, and these sectors could
have been discarded altogether. As we can see by looking at Vg. 3.5a the
most dominant eigenvalue sector of L(n), i.e. the eigenvalue sector q with
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Figure 3.4.: m/g = 0.25, x = 100, Q = 5, Lg = 10.1. The stars represent the
external charges. Between them the electric background Veld −Q = −5 is applied.
(a): 10-base logarithm of the expectation values of some local quantities with the
Schwinger vacuum-value subtracted. At the boundaries one observes that they are
suXciently small indicating that we took the non-uniform range wide enough. (b):
maximum and minimum eigenvalues pmaxn and p
min
n of L(n− 1) we took into
account in our numerical scheme on every site. (c): Distribution of the 10−base
logarithm of the Schmidt values σqn,αq among the eigenvalue sectors q of L(n) for
n = 150. (d): Distribution of the of the 10−base logarithm of the Schmidt values
σqn,αq among the eigenvalue sectors q of L(n) for n = 200.
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Figure 3.5.:m/g = 0.25, x = 100, Q = 5, Lg = 10.1. The stars represent the
external charges. Between them the electric background Veld −Q = −5 is
applied.(a): Dominant eigenvalue sector of L(n), i.e. eigenvalue q of L(n) with
largest
∑Dqn
αq=1
σqn,αq . D
q
n is taken such that smallest Schmidt value is around
10−18. (b): maxqDqn : Largest bond dimension among the eigenvalue sectors of
L(n) at every site n.
the largest value for
∑Dqn
αq=1
σqn,αq shifts from q = 0 to q = 5 as we go from
the left boundary to the middle and then decreases to q = 0 as we go to the
right boundary.
We also show the maximum bond dimension maxqD
q
n in Vg. 3.5b. The
largest bond dimension is required in the region where the electric back-
ground Veld is applied.
Physics is independent of the precise position of the quark and antiquark
but depends on the distance L = (mR −mL)
√
x/g between them. For our
discussion of the results we will shift the system such that the quark with
charge −gQ is at position z = −L/2 and the antiquark with charge gQ is
at position z = L/2.
3.4.2. The case m/g=0: screening a` la Higgs
We will now Vrst discuss our results for the m/g = 0 case. This is a special
case, as the asymptotic string tension σQ vanishes for all values (integer or
fractional) of the charge. Physically, this is interpreted as a manifestation
of a Higgs mechanism [5], suppressing the long range Coulomb force and
replacing it with a short range Yukawa force thereby eUectively screening
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Figure 3.6.: m/g = 0. (a): Potential for Q = 1 and Q = 1.5 compared with exact
result in the continuum eq. (3.10). Inset: convergence for x→ +∞ to eq. (3.10) for
Q = 1. (b): Distribution of fermion charge for Q = 1.5 for diUerent separation
lengths of the quark and antiquark for x = 100. The results are compared with the
exact result eq. (3.11).
all charges. Another reason that makes the m/g = 0 case special is that it
can be solved analytically [13], which allows for benchmarking of numerical
results. Previous numerical calculations for this case were performed with
Monte-Carlo simulations on the bosonized version of the theory [11].
In Vg. 3.6a we have plotted our results for the potential for m/g = 0 for
Q = 1 and Q = 1.5. This can be compared with the exact continuum result
[13]:
VQ(L) =
√
pigQ2
2
(
1− e−Lg/
√
pi
)
, (3.10)
which is indeed of the Yukawa-type. We Vnd very good agreement already
for x = 100 both for Q = 1 and Q = 1.5. For Q = 1 we also performed
a computation for x = 400, in the inset one can observe the rate of conver-
gence towards the continuum x→∞ in this case.
The charge density 〈ψ¯(z)γ0ψ(z)〉 of the light quarks is of course also an
interesting quantity to compute, as it explicitly shows the screening of the
external probe charges. The analytical result for the probe charge pair put at
±L/2 reads [13]:
〈ψ¯(z)γ0ψ(z)〉 = gQ
2
√
pi
(
e−g|z+L/2|/
√
pi − e−g|z−L/2|/
√
pi
)
. (3.11)
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Figure 3.7.: m/g = 0, Q = 1. Spatial proVle of ∆SQ for diUerent values of L and
scaling to the continuum limit (x→ +∞). (a) Lg = 0.85. (b): Lg = 15.65.
This indeed corresponds to a charge distribution with two ‘clouds’ of oppo-
sitely charged light (in this case massless) quarks, around the external quark
and antiquark, that for large distance L have exactly the same total charge
±Q as the external pair. On the lattice the charge density at z = (2n−1/2)a
is computed as
√
x〈σz(2n−1)+σz(2n)〉/2. In Vg. 3.6b, we plot this density
for Q = 1.5 where the charges are separated at distances Lg = 5.1 and
Lg = 17.3. Here too our results for x = 100 are already very close to the
continuum result.
In Vg. 3.7 we show the spatial proVle of the renormalized half chain Von
Neumann entropy ∆SQ(z) = SQ(z) − S0(z), see eq. (1.10), for diUerent
values of Lg. We computed this quantity for z = (n + 1/2)a with n even
and performed an interpolating Vt. When the heavy quarks are close to
each other, ∆SQ(z) shows a peak in the middle between the charges and
falls of very fast with |zg|. For larger values of Lg a cloud of light quarks
forms around each of the heavy charges which clearly leaves its imprints on
the spatial proVle of the Von Neumann entropy, see Vg. 3.7b. ∆SQ(z) is
non-zero around each of the heavy charges and is zero around zg ≈ 0.
In Vg. 3.7a and 3.7b we also show the scaling of ∆SQ(z) to the continuum
limit, x→ +∞. Here we also needed to perform some interpolation because
we can only take Lg to be an integer multiple of 1/
√
x. SpeciVcally, we
performed simulations for x = 400 and Lg = 0.85, 5.25, 15.65. For x =
100, 200, 300 we Vrst did simulations for L1g < 0.85, 5.25, 15.65 and L2g >
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0.85, 5.25, 15.65. Afterwards we did a simple linear interpolation between
L1g and L2g to obtain the curve for Lg = 0.85, 5.25, 15.65. We Vnd the
same qualitatively behavior for diUerent values of x. In the continuum limit
x→ +∞ the entropy however becomes very small. For instance, in Vg. 3.7a
a continuum extrapolation of the maxima for zg ≈ 0 yields the estimate
∆SQ(0) ≈ 5(7)× 10−4, while extrapolating the maxima in Vg. 3.7b around
zg = ±10 gives ∆SQ(±10) ≈ 2(5)× 10−4.
3.4.3. The case Q = 1: string breaking
For m/g 6= 0, the asymptotic string tension σQ vanishes only for integer
charges Q. This is taken to be an indication for a screening a` la QCD
[5], where the potential exhibits a string tension (VQ(L) ∝ L) at short
distances, but Wattens out completely at large distances, at least for integer
charges Q. At these large distances it becomes energetically favorable to
materialize light (yet massive) (anti-)fermions out of the vacuum that bind
to the external quark and antiquark, resulting in two charge neutral mesons.
Historically, for QCD, lattice Monte-Carlo simulations succeeded Vrst to
calculate numerically the short distance conVning behavior of the potential –
both in the quenched and unquenched approximation – via the expectation
value of the Wilson loop [106, 109]. The detection of string breaking has
posed a larger challenge. A main problem with the use of the standard
Wilson loop is the poor overlap with the broken-string two-meson state.
This problem was Vnally overcome by including light quark propagators in
the Wilson loop and analyzing its mixing with the standard Wilson loop
[106, 114].
For the Schwinger model the string breaking phenomenon has been con-
Vrmed in mass perturbation theory [25] and in a semi-classical approxima-
tion of the bosonized version of the theory [9, 14]. At the numerical level, for
Q = 1, lattice Monte-Carlo simulations have detected both the conVning
and string breaking behavior of the potential [11, 28]. In [11] the problem
with the Wilson loop was avoided by computing instead the expectation
value of the bosonized Hamiltonian, while [28] turned to very high statistics
thereby explicitly showing the poor overlap of the Wilson loop with the
broken-string ground state.
For the local quantities (charge density =ψ¯(z)γ0ψ(z), electric Veld=E(z))
and the potential, we restrict ourselves from now on to lattice spacing x =
100(= 1/g2a2); from the previous subsection we can expect these results
already to be quite close to the continuum. In Vg. 3.8a we display our
results for the potential, and this for diUerent values of m/g. We computed
explicitly the ground state energy at Lg = 0.1, 0.3, . . . 15.3 and performed
an interpolating Vt. We clearly Vnd a transition from the conVning behavior,
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Figure 3.8.: Q = 1, x = 100. (a): Quark-antiquark potential for diUerent values of
m/g. (b): Comparison of potential with non-relativistic limit result eqs. (3.12) and
(3.15) (dashed line) for m/g = 0.25, 0.75, 1, 2.
associated with the string state, towards the constant behavior associated
with the broken-string two-meson state. This transition happens more sud-
den for larger values of m/g, which is in qualitative agreement with the
semi-classical results from the bosonized theory [9, 14].
These results are also what one would expect from the non-relativistic weak
coupling regime. In this non-relativistic limit one can obtain the ground state
by diagonalizing the Hamiltonian in subspaces of the diUerent (fermion)
particle sectors. The zero particle sector simply consists of the Fock vacuum
of the free Dirac-Veld and corresponds to the conVning string state with an
energy
Estring = g
2L/2 , (3.12)
for probe chargeQ = 1 and separation lengthL. The broken-string state will
correspond to the ground state in the subspace of all states containing one
(light) quark antiquark pair. For this state the light antiquark will bind to the
external probe quark and vice versa. We can make this more quantitative,
by considering the eUective Hamiltonian in the non-relativistic limit for this
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Figure 3.9.: Q = 1, x = 100. (a): The total charge of the light fermions on the
negative axis Q−(L) for diUerent values of m/g. (b): Electric Veld for m/g = 0.75.
(c): Charge distribution for m/g = 0.75. For Lg = 17.3 we compare with the
charge distribution of the non-relativistic meson state (full red line). (d):
Comparison of the charge density of the left cloud (full line) with that of the
non-relativistic meson state, eq. (3.17), (dashed line) for Lg = 17.3, now for
m/g = 0.125, 0.5, 1, 2.
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particle sector:
Hqq¯ = 2m− ∇
2
A
2m
− ∇
2
B
2m
+
g2
2
|xA +L/2|+ g
2
2
|xB −L/2|+ g
2
2
|xA− xB|
− g
2
2
|xA − L/2| − g
2
2
|xB + L/2|+ g
2
2
L . (3.13)
Here xA and xB are the coordinates for the light antiquark and quark, and
we have put the probe quark at x = −L/2 and the probe antiquark at
x = L/2. Anticipating binding of the light fermions to the probe charges
for large L, we can assume xA < xB , xA < L/2 and xB > −L/2 leading to
a cancellation of the last four potential terms Hqq¯ ≈ HA +HB with
HA = m− ∇
2
A
2m
+
g2
2
|xA + L/2|,HB = m− ∇
2
B
2m
+
g2
2
|xB − L/2|.
A ground state solution will therefore be of the form
Ψ(xA, xB) = φA(xA)φB(xB)
where now φA(xA) and φB(xB) are both ground states of the non-relativistic
one-particle problem for a linear potential. All eigenstates for this non-
relativistic Hamiltonian HA (and similar for HB) can be written in terms
of the so called Airy function Ai [115]:
φ
(n)
A (xA) = NAi
(
(g2m)1/3|xA + L/2| − 2Enm
1/3
g4/3
)
, (3.14)
where N is the normalization factor and En is the (kinetic) eigenenergy of
the eigenstate. These energies follow from the continuity requirement on
φA and φ′A at xA = −L/2, leading to either even or odd φA under xA +
L/2 → −(xA + L/2). The ground state wave-function is even and the
ground state energy E0 is related to the Vrst zero of the Vrst derivative of
the Airy function, Ai′(x1) = 0, at x1 ≈ −1.0188: E0 = −x12 g
4/3
m1/3
. So in the
non-relativistic approximation we Vnd:
E2meson = 2m+ 1.0188
g4/3
m1/3
. (3.15)
Notice that relativistic corrections to this approximation will necessarily in-
volve quantum Veld contributions from other particle sectors. The relativistic
one-particle Dirac equation has no bound state solutions for a linear (vector)
potential [116, 117].
Hence, in the non-relativistic approximation we can then understand the
transition from the string state to the broken-string state as a level crossing
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at the critical length L, where Estring = E2meson. The dashed lines in Vg.
3.8b corresponding to this non-relativistic result for Estring = Lg2/2 and
E2meson = 2m + 1.0188
g4/3
m1/3
were plotted for comparison. We can indeed
observe the convergence towards this result for increasing values ofm/g. We
further illustrate this behavior in Vg. 3.9a, where we plot the total chargeQ−
of the light fermions on the negative z−axis:
Q− = g
∫ 0
−∞
dz 〈ψ¯(z)γ0ψ(z)〉 . (3.16)
One can observe indeed that the interpolation betweenQ− = 0 (string state)
for small L and Q− = 1 (meson state) for large L becomes more and more
discontinuous for growing m/g in accordance with the non-relativistic level
crossing picture.
In Vgs. 3.9b and Vg. 3.9c we investigate the interpolation from the string
state to the string-broken state in more detail for m/g = 0.75 by plotting
the charge density and electric Veld. For L/g = 0.5 there is only a very small
charge cloud around the external quark and antiquark, notice also the very
short electric Veld string displayed at the bottom of Vg. 3.9b. At L/g = 5.1
the clouds start to build up, lowering the electric Veld value at the centre. At
L/g = 10.1 the string is completely broken, the electric Veld at the centre
has vanished, and we have two clouds of total charge±1 around the external
quark and antiquark. At L/g = 17.3 the two isolated mesons are simply
separated over a larger distance, with a quasi-identical charge distribution
around the external quarks as for L/g = 10.1.
The full red line in Vg. 3.9c is the charge distribution ±|φ(z)|2 for the non-
relativistic meson state for Lg = 17.3, with
φ(z) = NAi
(
(g2m)1/3|z ± L/2| − 1.0188
)
(3.17)
the ground state of the one-particle problem in a linear potential, see eq.
(3.14). As one can observe, the charge distribution from this non-relativistic
picture matches very well our exact (numerical) result. In Vg. 3.9d we
compare the charge cloud at the negative z−axis with the non-relativistic
result for other values ofm/g. One can again observe the convergence to the
non-relativistic result for growing m/g, notice that already for m/g = 0.5
the match is quite good.
For the renormalized Von Neumann entropy ∆SQ(z) we also Vnd a char-
acteristic picture, both for the string state and the string-broken state, see
Vg. 3.10 for the case m/g = 2. For the string state, Lg . 9.5, the entropy
shows a constant surplus in between the probe charges, similar to the electric
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Figure 3.10.: m/g = 2, Q = 1. ∆SQ(z) for diUerent values of L and scaling to
the continuum limit. (a) Lg = 5.25. (b) Lg = 10.95.
Veld. But notice that this eUect vanishes in the continuum limit, we Vnd an
extrapolated value: ∆Sg(z) ≈ 2.0(5) × 10−3 for zg ∈ [−2.5, 2.5]. For the
string-broken case Lg & 10, see Vg. 3.10b, we Vnd that the entropy now
shows two clouds around the heavy quark and the heavy antiquark, similar
to the charge density. But notice that in contrast to the string state the
entropy now survives the continuum limit, with the x = 100 value already
close to the continuum extrapolation.
3.4.4. General Q: partial string breaking
We now Vnally turn our attention to the general case Q 6= 1. In this case we
should have the interesting phenomenon of partial string breaking. Indeed,
in the non-relativistic limit m/g → ∞ of string breaking due to meson
formation, probe charges Q can only be screened by an integer number:
Q → Q˜ = Q − n, where n is the number of light (anti-)quarks that bind
to the external charges. For nonzero Q˜ this still leaves a string between the
two separated meson conVgurations.
Our simulations allow us to verify to what extent this picture is realized for
Vnite m/g. In Vg. 3.11 we plot our results for diUerent values of Q, both
fractional and integer. We do indeed recover partial string breaking, largely
following the non-relativistic picture. To our knowledge this is the Vrst suc-
cessful simulation of partial string breaking for the Schwinger model, a pre-
vious Monte-Carlo simulation [28] failed to detect the phenomenon. Note
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Figure 3.11.: x = 100. (a) - (c): Quark-antiquark potential for diUerent values of
Q. (a) m/g = 1. (b) m/g = 0.5 (c) m/g = 1. (d) - (f): Q−(L) for diUerent values of
Q. (d) m/g = 1. (e) m/g = 0.5 (f) m/g = 0.25.
however that for SU(2) Yang-Mills theory Monte-Carlo simulations [118]
were able to detect partial string breaking using the multi-level method.
In Vg. 3.11d we plot, as in the previous section, the evolution of the total
dynamical charge Q− at the negative z-axis, for m/g = 1. For all values of
Q this charge Q− indeed makes quasi-discrete jumps of ∆Q− ≈ +1 which
should correspond to (partial) string breakings. As we see in Vg. 3.11a these
jumps indeed correlate with jumps in the string tensions in the diUerent
regions of the potentials. For m/g = 0.5 we still Vnd jumps of Q− but they
are smoothened out, as can be seen in Vgs. 3.11b and 3.11e. For m/g = 0.25
the jumps are even more smoothened out as can be seen in Vgs. 3.11c and
3.11f. This smoothened behavior, similar to what we obtained in the Q = 1
case, is expected as we go further from the non-relativistic largem/g regime.
But still notice the contrast with the behavior in the massless limit m/g = 0
of subsection 3.4.2, where the charge Q− grows continuously to the external
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m/g
Q 0.25 0.5 1
0.75 2.5× 10−5 (6) 5× 10−7 (2) −7× 10−10(2)
1 8× 10−7 (2) 5× 10−9 (2) −4× 10−11 (4)
1.75 2.6× 10−4 (7) 1.7× 10−5 (7) 8× 10−8 (8)
2.5 3.0× 10−3 (1) 2.5× 10−6 (5) −1× 10−9 (1)
3.25 2.2× 10−5 (1) 2.1× 10−7 (8) −1× 10−9 (1)
4.5 4.0× 10−3 (2) 1.0× 10−5 (2) −1× 10−9 (1)
5 2.1× 10−4 (6) 1.0× 10−5 (5) −2× 10−8 (1)
Table 3.1.: x = 100. Values for the diUerence (∆VQ/∆L− σQ)/g2 where
∆VQ/∆L is the mean of the backward diUerences at Lg = 15.3 with ∆L g =
0.4,0.8,1.2,1.6.
value Q, assuring a complete screening.
For L going from 0 to ∞, diUerent partial string breakings should lead to
the asymptotic behavior of the potential that we examined in section 3.3. In
table 3.1 we show the diUerence of the slope of the potential around Lg =
15.3 with the asymptotic string tension at x = 100 that we calculated in
the previous section. The former is estimated as the mean of the backward
diUerences
1
g2
∆VQ
∆L
=
VQ(15.3g)− VQ(Lg)
Lg
(
≈ 1
g2
dVQ
dL
)
(3.18)
for Lg = 13.7, 14.1, 14.5, 14.9. The error is computed as the standard
deviation of these backward diUerences. One observes that for m/g = 1
the string tension has already converged to the asymptotic result, almost up
to the numerical precision, while for m/g = 0.5 we are already very close to
the asymptotic result and for m/g = 0.25 there is a slightly larger (but still
very small) diUerence.
For integer values ofQ, the asymptotic string tension vanishes, so asymptot-
ically we expect Q− → Q, corresponding to a complete screening. For the
values Q = 1 and Q = 5 that we considered, this is already almost satisVed
at Lg = 15.3, as can be seen in table 3.2. In the non-relativistic limit for
general Q, the total dynamical charge Q− that is produced asymptotically,
will be the integer number that minimizes |Q − Q−|. For Vnite m/g we
expect corrections to the non-relativistic limit, but as one can see in the table
these corrections are still very small for m/g = 1 and m/g = 0.5. Notice
also that for the half-integer values Q = 2.5 and 4.5, for which we have
spontaneous symmetry breaking in the asymptotic limit (see section 3.3), we
61
From small to large distances
m/g
Q 0.25 0.5 1
0.75 0.9225 0.9675 0.9891
1 0.9995 1.0000 1.0000
1.75 1.9157 1.9665 1.9891
2.5 2.2384 2.0778 2.0223
3.25 3.0748 3.0332 3.0111
4.5 4.2150 4.0770 4.0230
5 4.9922 4.9990 5.0000
Table 3.2.: x = 100. Values for Q− at Lg = 15.3 for m/g = 0.25, m/g = 0.5 and
m/g = 1 .
Vnd Q− approaching the smallest of the two possible non-relativistic values
Q− ≈ Q− 1/2.
In Vg. 3.12 we show the spatial charge distribution and electric Veld for
diUerent distances of the probe quarks. For Q = 1.75 we have two partial
string breakings. The Vrst one, around Lg ≈ 1.7 (see Vg. 3.12a) brings
the electric Veld string at the centre from E/g ≈ −1.7 to E/g ≈ −0.7.
After the second partial string breaking, around Lg ≈ 9, the probe charge is
‘overscreened’, Q− ≈ 2, leading to a Vnal electric Veld string with opposite
sign E/g ≈ +0.2. Notice that in contrast to the Q = 1 case, the charge
clouds at large separation of the probe quarks are not symmetric around the
position of the probes. This is expected, as the remaining conVning force
between the two (charged) ‘mesons’ distorts the charge distribution. For
Q = 4.5 we have a similar picture, but now, after the Vnal partial string
breaking, the probe charge is ‘underscreened’, Q− ≈ 4, resulting in a Vnal
negative electric Veld string E/g ≈ −0.4. While for Q = 5 the Vnal string
breaking is complete: the probe charge is screened entirely Q− ≈ 5, leading
to a complete neutralization of the electric Veld string E/g ≈ 0 at the
centre. In this case for large enough Lg we expect the charge distributions
to become fully symmetric around the probe charge positions.
In Vg. 3.13 we show the eUect of diUerent partial string breakings on the
entropy proVle ∆SQ(z), for m/g = 0.5 and Q = 4.5. For the smallest
interquark distance Lg = 0.55, the entropy peaks at the centre. At Lg &
2.55 (after two string breakings, see Vg. 3.11), we observe a proVle with
two peaks around the positions of the probe charges. At Lg & 7.35 and
Lg & 13.15, after four string breakings, the proVle now shows four peaks
around the probe quark positions. In addition, we Vnd an entropy surplus in
the centre, which now seems to be stable under the continuum extrapolation.
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Figure 3.12.:m/g = 0.5, x = 100. (a) - (c): charge distribution for diUerent values
of Lg. (a) Q = 1.75. (b) Q = 4.5. (c) Q = 5. (d) - (f): Spatial proVle of electric Veld
for diUerent values of Lg. (d) Q = 1.75 (e) Q = 4.5 (f) Q = 5.
In Vg. 3.14 we show that this characteristic imprint on the entropy is generic.
We plot ∆SQ(z) for Lg = 15.25 and diUerent values of Q. For Lg = 15.25
all the partial string breakings have occurred and the Vnal meson conVgu-
rations around the external charge positions are formed. By counting the
peaks one can again deduce the number of light elementary quarks (corre-
sponding to the number of partial string breakings) in the meson states. For
instance, for Q = 4.5, Vg. 3.14a, we observe that there were four partial
string breakings and for Q = 5, Vg. 3.14b, we observe that there were Vve
partial string breakings. The spatial proVles do in fact only diUer by one
additional peak in each of the clouds forQ = 5 around zg = ±5. Notice also
the diUerence in the spatial proVle for Q = 1.75 and Q = 2.5, see Vgs. 3.14c
and 3.14d. In both cases two partial string breakings lead to the asymptotic
meson state, but in the former case the Vnal electric Veld is ‘overscreened’
while in the latter case the Vnal electric Veld is ‘underscreenend’. Finally,
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Figure 3.13.: m/g = 0.5, Q = 4.5. ∆SQ(z) for diUerent values of L. We also
show the scaling to x→ +∞. (a) Lg = 0.55. (b) Lg = 2.55. (c) Lg = 7.35 (d)
Lg = 13.25.
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notice that we can trust these results to be close to their continuum value,
as the variation for the diUerent x-values is very small.
3.5. Conclusion
In this chapter we employed the MPS formalism for a detailed numeri-
cal study of the conVning mechanism in the static limit for the massive
Schwinger model. Our Hamiltonian set-up gives us direct access to the
modiVed vacuum state in presence of two probe charges. This allowed us,
not only to compute the interquark potential, but also the spatial proVle of
the electric Veld between the probe charges and the charge concentration of
the light fermions. Even for relatively small m/g the picture that emerged
can be understood as a smoothened version of the non-relativistic limit, with
a level crossing between the electric string state that is the ground state at
short distances and the broken-string two meson state that is the ground
state at large distances. Here the two isolated mesons each consist of a light
(anti-)quark cloud around the heavy probe charge, that is well described
by the solution to the Schrödinger equation of the appropriate one-particle
problem.
In the case of fractional probe charges, we clearly observed the expected
partial string breaking. Again in accordance with the non-relativistic picture
we found the screening of the probe charges to happen in jumps ∆Q ≈ 1 of
the light fermion charge; with these jumps becoming more and more discrete
for growing m/g.
The tensor network simulations also give us direct access to the full Schmidt
spectrum for the diUerent bipartitions on the state. The numerical simu-
lations show that the UV-divergence in the corresponding Von Neumann
entropy is universal, allowing us to deVne a UV-Vnite renormalized entropy
by subtracting the vacuum value. We have examined the imprint of both
the string formation and string breaking on the proVle of this renormalized
entropy. Most notably we found that string breaking leaves a very distinct
imprint on this entropy proVle.
We have checked our results not only against the predictions from the one-
particle Schrödinger equation eq. (3.13), but also against the weak coupling
results from the original Lagrangian eq. (3.5) and against the strong cou-
pling results from the bosonized Veld theory [6]. In the appropriate regimes
we found nearly perfect agreement with these continuum analytic results.
This not only demonstrates the potential of MPS simulations close to the
continuum critical point of a lattice theory. But it also serves as a nice, if
not unexpected, cross-check of the consistency of all diUerent descriptions
of the Schwinger model.
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Figure 3.14.: m/g = 0.5, Lg = 15.25. ∆SQ(z) for diUerent values of Q and
scaling to x→ +∞. (a) Q = 4.5. (b) Q = 5. (c) Q = 1.75. (d) Q = 2.5.
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4.1. Introduction
When coupling a system to a heat bath it is described by mixed density
operators instead of pure vector states. In one dimension the straightfor-
ward generalization of MPS to operators are the Matrix Product Operators
(MPO) [119, 120]. Just like MPS are an eXcient and faithful representation
for ground states of local gapped Hamiltonians [71], MPO are an eXcient
approximation for Gibbs states [121, 122] which describe the system in ther-
mal equilibrium. Therefore we expect TNS to be useful for investigating
canonical and grand canonical ensembles for gauge Veld theories. This has
recently been conVrmed by a successful study of the chiral condensate of
the Schwinger model at Vnite temperature [34].
In this chapter we also study the Schwinger model in thermal equilibrium,
but now also focussing on asymptotic conVnement and CT symmetry break-
ing, thereby continuing our work at zero temperature of chapter 3. In the
next section we discuss the setup of our simulations using MPO. To test our
method, we compute in section 4.3 the chiral condensate and compare our
results with earlier studies [15, 34]. In section 4.4 we turn our attention
to the asymptotic aspects of conVnement for a static quark-antiquark pair
with fractional charge. At high temperatures we Vnd that the string tension
becomes exponentially small. Furthermore, we also study the CT symmetry
and Vnd strong indications that the spontaneous symmetry breaking of the
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ground state at zero temperature vanishes, as soon as a nonzero temperature
is turned on.
4.2. Setup
4.2.1. Hamiltonian and gauge invariance
We start from the same setup as in subsection 2.2.1. The Hamiltonian is
deVned on a lattice of 2N sites
H =
g
2
√
x
(
2N∑
n=1
[L(n) + α]2 +
√
x
g
m
2N∑
n=1
(−1)n(σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
, (4.1)
taking into account that we are interested in the thermodynamic limit N →
+∞. As mentioned in section 3.3, the electric background Veld can be inter-
preted to originate from an inVnitely heavy quark-antiquark pair, separated
inVnitely far from each other, N → +∞, where the quark at site n = 1 has
charge gα and the antiquark at site n = 2N has charge −gα.
Here we consider the system coupled to a heat reservoir with Vxed tem-
perature T . If the system only exchanges energy with this reservoir and it
reaches thermal equilibrium it is represented by the canonical ensemble. The
density operator that describes this canonical ensemble is the Gibbs state
ρ(β) = e−βH, where β = 1/T is the inverse temperature. The probability of
Vnding the system in a particular eigenstate |E〉 of H is e−βE/Z(β) where
Z(β) = tr(e−βH) is the partition function. Because the physical sector
corresponds to states with G(n) = 0,
G(n) = L(n)− L(n− 1) + σz(n) + (−1)
n
2
,
we need to exclude the (micro)states that are not gauge invariant. In partic-
ular, the probability to Vnd the system in an eigenstate |E〉 ofH which is not
gauge invariant, G(n) |E〉 6= 0, should be zero: 〈E|ρ(β)|E〉 = 0. Therefore
we need to project H onto the (G(n) = 0)−subspace. If P is the projector
onto the (G(n) = 0)-subspace, the canonical ensemble is thus described by
the density operator
ρ(β) = Pe−βH(= Pe−βHP = e−βHP). (4.2)
The ensemble average of a given gauge invariant observable Q is computed
as
〈Q〉β = tr(PQPe
−βH)
Z(β)
with Z(β) = tr
(
Pe−βH
)
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the partition function. Note that this expectation value indeed corresponds
to the expectation value obtained from the Wilsonian path integral [70].
4.2.2. Gauge invariant MPO
A general operator ρ in the lattice system eq. (4.1) takes the form:
ρ =
∑
κ
C(κ1,κ
′
1),...,(κ2N ,κ
′
2N ) |κ〉 〈κ′|
with C(κ1,κ
′
1),...,(κ2N ,κ
′
2N ) ∈ C, κn = (sn, pn) ∈ {−1, 1} × Z[pminn+1, pmaxn+1 ]
and κ = |κ1〉 . . . |κ2N 〉. Note that we only retained a Vnite range for the
eigenvalues pn of L(n) for our numerical scheme. We will address the issue
of which values to take for pmin and pmax in subsection 4.2.3. The projector
P onto the (G(n) = 0)-subspace equals
P =
∑
κ
(
2N∏
n=1
δ
pn−pn−1, sn+(−1)n2
)
|κ〉 〈κ| . (4.3)
To obtain a puriVcation of the state P we consider the Hilbert space
Hfull =
2N⊗
n=1
Hn ⊗H an
where H an = span{|κan〉n = |san〉n |pan〉} is an auxiliary Hilbert space with
the same dimension asHn. If we introduce the MPS [119]
|Ψ[A]〉 =
∑
κ,κa
tr
(
A
κ1,κa1
1 . . . A
κ2N ,κ
a
2N
2N
)
|κ,κa〉 ∈ Hfull,
|κ,κa〉 = |κ1〉1 |κa1〉1 . . . , |κ2N 〉2N |κa2N 〉2N ,
where
[A(s,p),(s
a,pa)
n ](q,α);(r,β) = [an]αq ,βrδr,q+[s+(−1)n]/2
δp,rδs,saδpa,q+[sa+(−1)n]/2, (4.4)
then tracing out the auxiliary Hilbert spaceH a =
⊗2N
n=1H
a
n gives us P up
to a normalization factor:
trH a
(|Ψ[A]〉 〈Ψ[A¯]|) ∝ P.
We refer to subsection 3.4.1 of part II for a more detailed derivation.
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For β = 0 we have that ρ(0) is the projector P on the (G(n) = 0)-subspace.
[H,P] = 0 implies that ρ(β) = e−βPHP = e−βH/2Pe−βH/2. As a conse-
quence, if we evolve the puriVcation |Ψ[A(β)]〉 according to
|Ψ[A(β)]〉 = e−(β/2)H |Ψ[A(0)]〉 . (4.5)
we have for all values of β that
ρ(β) ∝ trH a
(|Ψ[A(β)]〉 〈Ψ[A¯(β)]|) .
Note that because An(β = 0) takes the form eq. (4.4), gauge invariance of
H implies that during the evolution eq. (4.5) An(β) will have a similar form:
[A(s,p),(s
a,pa)
n (β)](q,α);(r,β) = [a
q,s,sa
n (β)]αq ,βrδr,q+[s+(−1)n]/2
δp,rδpa,q+[sa+(−1)n]/2 (4.6)
where aq,s,s
a
n ∈ CDq×Dr represents the variational freedom of the MPS
|Ψ[A(β)]〉. Note that contrary to eq. (4.4) aq,s,san now also depends on s, p
and sa. The total bond dimension of this MPS is D =
∑
qD
q . Finally
we note that by restricting ourselves to Vnite eigenvalues of L(n) we can
not represent the initial state ρ(0) exactly. Fortunately, as we will see later
this does not spoil our results for non-zero β, see subsection 4.2.3 and in
particular Vgs. 4.1a and 4.2a.
By performing our simulations in the thermodynamic limit N → +∞ we
can impose translation invariance over two sites on our state by letting
aq,s,s
a
n (β) only depend on the parity of n:
aq,s,s
a
2n−1 (β) = a
q,s,sa
1 (β) and a
q,s,sa
2n (β) = a
q,s,sa
2 (β),∀n.
4.2.3. iTEBD for thermal evolution
In the previous subsection we puriVed the Gibbs state ρ(β) = Pe−βH by
the MPS |Ψ[A(β)]〉. Using gauge invariance and translation invariance over
two sites we identiVed the variational degrees of freedom aq,s,s
a
1 , a
q,s,sa
2 ∈
CD
q×Dr of |Ψ[A(β)]〉, see eq. (4.6). There now only remains to solve eq.
(4.5) within the MPS manifold which is performed by using the iTEBD [45].
SpeciVcally, we perform a fourth order Trotter decomposition of e−(dβ/2)H
for small steps dβ [123]. Afterwards we project
|Ψ[A(β + dβ)]〉 = e−(β/2)H |Ψ[A(β)]〉
to a MPS with smaller bond dimensions Dq . In this way we avoid the bond
dimensions to increase exponentially with β. This projection is performed as
70
Finite temperature
an eUective truncation in the Schmidt spectrum of |Ψ[A(β)]〉 with respect
to the bipartition {A n1 = Z[1, n],A n2 = Z[n+ 1, 2N ]}.
The Schmidt decomposition with respect to the bipartition {A n1 ,A n2 } reads
|Ψ[A(β)]〉 =
pmax∑
q=pmin
Dq∑
αq=1
√
σqn,αq |ψA
n
1
q,αq〉 |ψA
n
2
q,αq〉 (4.7)
where |ψA nkq,αq〉 are orthonormal unit vectors in the Hilbert space HA nk =⊗
j∈A nk (Hj ⊗ H
a
j ) (k = 1, 2) and the Schmidt values σ
q
n,αq are non-
negative numbers that sum to one. Note that the Schmidt values are labeled
by the eigenvalues of L(n) which is a consequence of eq. (3.25). Due to
translation symmetry over two sites σqn,αq only depends on the parity of
n: σq2n−1,αq = σ
q
1,αq
and σq2n,αq = σ
q
2,αq
,∀n. From eq. (4.7) one observes
that the limit Dq → +∞, pmin → −∞ and pmax → +∞ yields an exact
representation of the state |Ψ[A(β)]〉 and thus of the Gibbs state. The
success of the approach using MPO is explained by the fact that by using
relatively small values of Dq we can obtain very accurate approximations of
the Gibbs state [121, 122]. After every Trotter step the iTEBD algorithm dis-
cards all Schmidt values σqn,αq < 
2 with  a preset tolerance. In particular,
when all Schmidt values σqn,αq corresponding to an eigenvalue q are smaller
than 2 this eigenvalue sector is discarded and pmin is increased or pmax is
decreased. In this way pmin, pmax and Dq are adapted dynamically. We
refer to subsection 4.3.2 of part II for the details on the implementation of
the iTEBD algorithm.
In Vg. 4.1a we plot pmax and pmin for our simulations with m/g = 0.25,
x = 200, α = 0, once with preset tolerance  = 10−6 and once with preset
tolerance  = 5× 10−6. For  = 10−6 we started with pmax = −pmin = 25
and for  = 5 × 10−6 we started with pmax = −pmin = 20. We observe
that pmax and pmin decrease very fast in magnitude as a function of β to
pmax = 3 and pmin = −3. The fact that we can accurately describe the
system with a Vnite range of eigenvalues of the electric Veld should not come
as a surprise. Physically, we do not expect it to be very likely to observe the
system, which is in thermal equilibrium, in a state with extremely large elec-
tric Veld compared to the temperature. This follows from the Vrst term in the
Hamiltonian eq. (4.1) that appears in the Gibbs state ρ(β) = P exp(−βH).
Note that the pmin and pmax at βg = 10 corresponds to the values of pmax
and pmin in our simulations at zero temperature in sections 2.1 and 2.2. In
the inset we show the evolution of the maximum bond dimension over all
the charge sectors. The bond dimension is an almost linearly increasing
function of βg for βg . 5. When βg & 5 the bond dimension remains almost
constant, indicating that for these parameters βg & 5 is already very close to
71
Setup
β · g
0 2 4 6 8 10
-25
-20
-15
-10
-5
0
5
10
15
20
25
pmin/max
pmin (ǫ = 10
−6)
pmax (ǫ = 10
−6)
pmin (ǫ = 5× 10
−6)
pmax (ǫ = 5× 10
−6)
0 5 10
0
100
200
300
Dmax
(a)
β · g
0 2 4 6 8 1010
-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
|E0(β, x)|/g
ǫ = 10−6
ǫ = 5× 10−6
(b)
Figure 4.1.:m/g = 0.25, x = 200, α = 0. (a) pmin and pmax for  = 10−6 and
 = 5× 10−6. Inset: maximum bond dimension over all the charge sectors. (b):
Electric Veld per site E0(β, x). Because α = 0 we should have E0(β, x) = 0.
zero temperature. If we want better accuracy one needs smaller values of .
In the inset of 4.1a one observes that this requires more variational freedom
in the MPS representation of |Ψ[A(β)]〉 and thus longer computation time.
As a Vrst check on our method we show in Vg. 4.1b the electric VeldEα(β, x)
at lattice spacing a = 1/
√
gx where
Eα(β, x) =
g
2
tr
(
Pe−βHP
tr(Pe−βH)
(L(1) + L(2) + 2α)
)
.
For zero background Veld, α = 0, this quantity should be zero which follows
from CT symmetry of the Hamiltonian (C is charge conjugation: σz →
−σz, L → −L, and T is translation over one site). For very small values of
βg the errors onE0(β, x) are relatively large. This is a consequence of taking
Vnite values for pmin and pmax; as we discussed in the previous section, for
βg = 0 one should consider all possible electric Veld values (p ∈ [−∞,+∞])
to represent the Gibbs state ρ(0) = P. Fortunately, discarding these Schmidt
values for small values of βg does not spoil the results for larger values of
βg. Indeed, for βg > 0 the errors on E0(β, x)/g are only of order 10−4. In
this plot one also observes that taking a smaller value for  leads to better
accuracy. From this example it is clear that, unless one is interested in the
β → 0 limit, one can safely neglect eigenvalue sectors q with q + α larger
than 20 in magnitude.
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Figure 4.2.:m/g = 0.5, x = 100, α = 0.25. (a) pmin and pmax for
 = 10−7, dβ = 0.01 and  = 10−6, dβ = 0.05. Inset: maximum bond dimension
over all the charge sectors. (b): Electric Veld per site Eα(β, x)/g. Inset: 10-base
logarithm of diUerence of Eα(β, x)/g between simulations with
 = 10−7, dβ = 0.01 and  = 10−6, dβ = 0.05.
In Vg. 4.2a and Vg. 4.2b we compare two simulations for diUerent values of
the step size dβ and , now for nonzero background Veld α 6= 0. The Vrst one
has (dβ, ) = (0.05, 10−6) and the second one has (dβ, ) = (0.01, 10−7).
In Vg. 4.2b we compare the electric Veld, which is non-zero for α 6= 0,
for both simulations and observe that the results are the same up to order
10−5. For βg . 2 the diUerence is slightly larger, but still suXciently small.
This slightly larger error mainly originates from ignoring large eigenvalues
of L(n) at βg = 0. The fact that the results for diUerent choices of dβ and
 are in agreement justiVes taking (dβ, ) = (0.05, 10−6) for most of our
simulations.
4.3. Chiral condensate
4.3.1. Introduction
In QCD with massless up and down quarks, the non-zero chiral quark con-
densate signals spontaneous symmetry breaking of the chiral symmetry.
This spontaneous symmetry breaking occurs for relatively low temperatures
and explains the existence of pions [124, 125]. For physical quark masses
this chiral symmetry is explicitly broken. However, one can still distinguish
two phases separated by a pseudo-critical temperature Tc ≈ 150 − 190
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MeV. For temperatures T  Tc thermal expectation values are dominated
by the pions which are a ‘remnant’ of the chiral symmetry, while at high
temperatures the thermodynamics are well described by the quarks and
the gluons. The pions can be interpreted as an example of conVned quark
bound states that dominate the physics only below Tc. Therefore, not so
surprisingly, it is also suggested that around this pseudo-critical temperature
QCD changes from the conVned phase to the deconVned phase, although
this is still a subject of debate [126, 127]. In the conVned phase the gluons
conVne the quarks to baryons and mesons while in the deconVned phase
QCD should resemble a quark-gluon plasma.
Here we will consider the chiral condensate of the Schwinger model to bench-
mark our method. In the one-Wavor massless Schwinger model the non-zero
chiral condensate is a consequence of the chiral symmetry being anomalous.
The non-zero chiral condensate also determines the conVning behavior of
external charges in mass perturbation theory [20]. For m/g = 0, the chiral
condensate is computed analytically by Sachs and Wipf [15]. Besides the
studies in the exactly solvable case (m/g = 0) [15, 17], there are results
available in mass perturbation theory (m/g  1) [20, 26]. Furthermore,
in [26] an approach using a generalized Hartree-Fock method beyond mass
perturbation theory was studied. Recently, MPO simulations succeeded in
recovering the analytical result of Sachs and Wipf for m/g = 0 and also
obtained the chiral condensate in the non-perturbative regime [34].
On the lattice with spacing ga = 1/
√
x and 2N sites the chiral condensate
Σ(β) = 〈Ψ¯(z)Ψ(z)〉β equals
Σ(β, x) =
g
√
x
2N
2N∑
n=1
(−1)ntr
(
Pe−βH
tr(Pe−βH)
σz(n) + 1
2
)
(4.8)
and can be computed directly in the thermodynamic limit (N → +∞) using
the ansatz eq. (4.5), see subsection 4.3.2 of part II for the details. Form/g = 0
we compare our simulations with the analytical result in subsection 4.3.2. In
subsection 4.3.3 we compute a renormalized chiral condensate in the non-
perturbative regime: m/g ∼ O(1). The results are compared with the recent
simulations of Bañuls et al. [34].
4.3.2. The chiral limitm/g = 0
Using path integral methods Sachs and Wipf [15] found that for m/g = 0:
ΣSW (β) =
g
2pi3/2
eγe2I(βg/
√
pi), I(u) =
∫ +∞
0
dt
1− eu cosh(t) . (4.9)
As will become clear later, it is convenient to remove the scaling in x origi-
nating from the ground state expectation value. More speciVcally, for a Vxed
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Figure 4.3.:m/g = 0. (a): Σren(β, x) for diUerent values of x (full line) compared
with the analytical result eq. (4.9) (SW, dashed line). (b): Chiral condensate in the
continuum limit (full line) compared with the analytical result eq. (4.9). Inset:
diUerence with the analytical result.
value of xwe subtract the ground state expectation value Σ(x) = Σ(+∞, x)
and add the ground state expectation value in the continuum limit Σ =
Σ(+∞,+∞), i.e. we consider
Σren(β, x) = Σ(β, x)− Σ(x) + Σ. (4.10)
The quantities Σ(x) and Σ have already been computed before in subsec-
tion 2.1.4 (see also [34]). These changes won’t aUect the continuum limit:
limx→+∞Σ(β, x) = limx→+∞Σren(β, x). In Vg. 4.3a we plot the chiral
condensate for x = 100, 200, 300, 400, 500, 600 and compare it with eq.
(4.9). One indeed observes that even at x = 100 our result is close to the
analytical result. This is a consequence of subtracting the scaling at zero
temperature, i.e. using the chiral condensate Σren deVned in eq. (4.10), see
also Vg. B.1a and Vg. B.1b in appendix B.1. Only at small values of βg a
continuum extrapolation is necessary. As in [34] this is performed by Vtting
Σ(β, x) to (see appendix B.1 for the details)
f1(x) = A1 +B1
log(x)√
x
+ C1
1√
x
(4.11a)
and to
f2(x) = A2 +B2
log(x)√
x
+ C2
1√
x
+D2
1
x
. (4.11b)
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We show our continuum result in Vg. 4.3b and we observe now also nice
agreement with eq. (4.9) for small values of βg. In the inset we show the
diUerence with this analytical result. For βg & 5 the diUerence between
Σ(β, x) for diUerent x−values becomes too small, only of order 10−4, to
obtain a reliable continuum extrapolation. Therefore we used for βg & 5
our results at x = 100 as our continuum result. To have better precision
for these values of βg one should lower  and/or use a smaller time step
dβ. This would in turn require longer computation time. Note that for large
values of βg the thermal corrections to the ground state expectation value
are exponentially small anyway.
4.3.3. m/g 6= 0 : renormalization of Σ(β)
At zero temperature the chiral condensate diverges for m/g 6= 0. By sub-
tracting the free chiral condensate (g = 0) a UV Vnite quantity was obtained
in subsection 2.1.4. At Vnite temperature it is suXcient to remove the diver-
gent part at zero temperature. Like in the (m/g = 0)-case, for a Vxed value
of x, we subtract the ground state expectation value Σ(x) = Σ(+∞, x),
but now we add the renormalized chiral condensate of the ground state
Σren = Σren(+∞,+∞) in the continuum limit. Eq. (4.10) thus becomes
Σren(β, x) = Σ(β, x)− Σ(x) + Σren
with
Σren = lim
x→+∞Σ(x) +
m
pig
1√
1 + m
2
g2x
K
(
1
1 + m
2
g2x
)
,
where K is the complete elliptic integral of the Vrst kind, see eq. (2.4). The
values of Σren for diUerent values ofm/g have been computed in subsection
2.1.4, see table 2.3.
In Vg. 4.4a we show the results for x = 100 (full line) and x = 300 (dashed
line). As can be seen in the inset, the chiral condensate for x = 100 and
x = 300 are almost on top of each other. This suggests that our results
are already very close to the continuum limit x → +∞. For small values
of βg a continuum estimate is obtained by performing a Vt of the form eq.
(4.11). For larger values of βg the diUerence between the results for diUerent
x−values becomes too small to obtain a reliable continuum estimate, so our
results for x = 100 served as our continuum result. We refer to appendix
B.1 for the details.
In Vg. 4.4b we compare our continuum estimates (full line) with the results
in [34] (dashed line). Clearly, the results are in very good agreement with
each other. Note that this is a non-trivial check on MPO methods for gauge
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Figure 4.4.: Chiral condensate for m/g 6= 0. Color legend left up applies to all
plots. (a): Renormalized chiral condensate Σren(β, x) for x = 100 (full line) and
x = 300 (dashed line). Inset: zooming in on the interval βg ∈ [2, 3]. (b):
Continuum estimation for chiral condensate (full line) and comparison with [34]
(dashed line). Inset: zooming in on the interval βg ∈ [1, 4].
theories because in both approaches the optimization methods are diUer-
ent. In [34] they perform their simulations on a Vnite lattice and take the
thermodynamic limit on the level of the expectation values. Also, instead
of purifying the Gibbs state, they apply Pe−βH immediately to the MPO.
After every step they project this MPO to a MPO with smaller bond dimen-
sion D which has been Vxed before. In contrast, we did our simulations
immediately in the thermodynamic limit and adapted the bond dimension
by investigating the Schmidt spectrum of the puriVed state.
Looking at the chiral condensate, one observes that it diverges for β = 0
which is a consequence of our renormalization scheme. Indeed, for β = 0
we have that Σ(β, x) = 0 while Σ(x) diverges logarithmically in the limit
x → +∞. For other values of βg the chiral condensate is UV Vnite and
decreases to its ground state expectation value as a function of βg. The
chiral condensate tends faster to its ground state expectation value for larger
values of m/g. For instance, in Vg. 4.4 we observe that for m/g = 1 the
chiral condensate is already very close to its ground state expectation value
for βg ≈ 2 while for m/g = 0 even for βg ≈ 4 there is still a signiVcant
diUerence with the ground state expectation value. This is explained by the
fact that the mass gap of H grows with m/g for α = 0, see table 2.1 in
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subsection 2.1.2.
4.4. Asymptotic conVnement
4.4.1. Introduction
As mentioned in the previous section, QCD changes from the conVned to the
deconVned phase around a pseudo-critical temperature Tc. For inVnitely
heavy quark masses this phase transition is detected by the spontaneous
breaking of the SU(3)-center symmetry or equivalently by examining the
free energy of an inVnitely separated probe quark anti-quark pair, which
diverges in the conVning phase and is Vnite in the deconVning phase. In the
case of physical QCD, with Vnite quark masses, the notion of conVnement
versus deconVnement is less clear [109]: the inVnitely separated probe pair
will always be screened by charge production out of the vacuum, leading to
a Vnite free energy, already at zero temperature.
For the Schwinger model we have a similar situation: for integer probe
charges the conVning string will always be broken at large separation of
the probe pair, due to screening by the dynamical fermions. However, this
is not the case if we introduce fractional probe charges. In that case, at zero
temperature, for m/g 6= 0 a conVning string remains even at inVnite sepa-
ration [5]. So by probing the vacuum with fractional charge pairs at inVnity
we can examine the conVning nature of the theory at Vnite temperatures.
At zero temperature we already elaborated on this in chapter 3 for Vnite
and inVnite distance Lg between the quark and antiquark. Our simulations
conVrmed the known results that form/g = 0 the quark-antiquark potential
is never conVning for large Lg and that for m/g 6= 0 it is only conVning if
the charge of the heavy probe quarks is non-integer. A similar result has
been shown when the system is in thermal equilibrium with a heath bath
for m/g = 0 [19] and m/g  1 [8, 12, 18]. But notice, that a critical
temperature was found, above which the string tension is exponentially
suppressed with the temperature. In the next subsection 4.4.2 we will focus
on this phenomenon in the non-perturbative regimem/g ∼ O(1). As we will
discuss in subsection 4.4.3, our simulations in this mass regime also allow us
to investigate the CT symmetry restoration in the α→ 1/2 limit. But let us
now Vrst discuss the general setup of the simulations.
Assuming that the quark has charge gα and the antiquark has charge −gα,
this setup can be translated to a uniform background Veld gα in the Hamil-
tonian Hα, see eq. (4.1). Note that we denoted the α-dependence of H in
Hα. The string tension at Vnite x, σα(β, x), is obtained from the partition
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function Zα(β, x) = tr(e−βHαP) as
σα(β, x) = −
√
x
2N
1
β
log
(
Zα(β, x)
Z0(β, x)
)
=
√
x
2N
(
Fα(β, x)− F0(β, x)
)
where Fα(β, x) = −(1/β) log
(
Zα(β, x)
)
is the free energy for Lg = +∞.
The MPO framework enables us to compute the partition function Zα(β, x)
and thus the free energy per unit of length Fα(β, x) =
√
x
2NFα(β, x) directly,
also in the thermodynamic limit (N → +∞), see eq. (4.58) of subsection
4.3.2 in part II. This is in contrast to Monte-Carlo methods where the com-
putation of the free energy is a diXcult task [66, 128–130].
Other quantities that will be of interest here are the electric Veld and the
Gibbs free entropy. The electric Veld,
Eα(β, x) = lim
N→+∞
g
2N
2N∑
n=1
tr
(
e−βHαP
Zα(β, x)
(L(n) + α)
)
,
gives us more information about the α-dependence of the string tension
because it equals Eα(β, x) = ∂ασα(β, x)/g. The (Gibbs) entropy per unit of
length,
Sα(β, x) = −
√
x
2N
tr
(
e−βHαP
Zα(β, x)
log
(
e−βHαP
Zα(β, x)
))
,
is a measure for thermal Wuctuations in the Gibbs state. When the canon-
ical ensemble behaves as the ground state and corrections to ground state
expectation values are negligible, i.e. when the system is eUectively at zero
temperature, the entropy is very small and vice versa.
Sα(β, x) is obtained from the average energy per unit of length Eα(β, x) =√
x
2N
1
Zα(β,x)
tr(Hαe−βHαP) via the standard relation Sα(β, x) = −β
(
Fα(β, x)−
Eα(β, x)
)
for Gibbs states. For every value of βg we subtract its (α = 0)-
value from it and we thus consider ∆Sα(β, x) = Sα(β, x) − S0(β, x). Be-
cause retaining only a Vnite range of eigenvalues of L(n) leads to the same
errors in Sα(β, x) and S0(β, x), the quantity ∆Sα(β, x) can be obtained
accurately at all temperatures. We will see later that ∆Sα(β, x) is actually
still a good measure for characterizing the transition from the eUective zero
temperature behavior at small temperatures towards a thermal behavior at
larger temperatures, see subsection 4.4.2 and in particular Vg. 4.5d.
One can also compute the chiral condensate Σα(β, x). Contrary to the
previous section, we will now renormalize it by subtracting its (α = 0)-value
and thus consider ∆Σα(β, x) = Σα(β, x)− Σ0(β, x).
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As shown in appendix B.2 form/g = (0.125, 0.25) and α = (0.1, 0.25, 0.45),
all these quantities are UV Vnite quantities. There we extrapolate our results
for x = 100, 125, . . . , 300 to the continuum limit for all values of βg ∈
[0.5, 10]. For all the quantities our data could be Vtted against a simple
polynomial function in 1/
√
x, see Vg. B.3 in appendix B.2. As an extra check
on our results we observed convergence to the results of chapter 3 at large
values of βg for the string tension and the electric Veld, see Vg. B.4. We Vnd
that at x = 100 our results were already very close to the continuum limit.
When m/g & 0.5, the results for diUerent x−values are very close to each
other, see Vg. B.5 in appendix B.2, and we can thus expect to be close to the
continuum limit at x = 100. Therefore we will restrict ourselves in the main
text to x = 100.
Physics is periodic in α with period 1 and due to CT symmetry
σα(β, x) = σ1−α(β, x),∆Σα(β, x) = ∆Σ1−α(β, x)
Eα(β, x) = −E1−α(β, x), Sα(β, x) = S1−α(β, x).
Therefore we can restrict ourselves to α ∈ [0, 1/2]. In subsection 4.4.2 we
will investigate the temperature dependence of the string tension. In the
high temperature regime we focus on the deconVnement of the heavy quarks
when the temperature T becomes inVnite: T → +∞. Then, in subsection
4.4.3, we treat the case when α tends to 1/2 and investigate the spontaneous
breaking of the CT symmetry, see [6, 27] or subsection 3.3, for α = 1/2 at
Vnite temperature.
4.4.2. DeconVnement transition at large T
When α is small one can expand the string tension into a series of powers of
α. Because σα is even in α, this yields an expansion in α2:
σα(β) ≈ f2(β,m)α2 + O(α4). (4.12a)
For the electric Veld expectation value we then Vnd:
Eα(β, x) =
∂
∂(gα)
(σα(β, x)) = 2α
f2(β,m)
g
+ O(α3) (4.12b)
and similarly for the entropy and chiral condensate:
∆Sα(β, x) = β
2∂f2
∂β
(β,m)α2 + O(α4), (4.12c)
∆Σα(β, x) =
∂f2
∂m
(β,m)α2 + O(α4). (4.12d)
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Figure 4.5.: x = 100. α = 0.05 (full line), α = 0.1 (dashed line), α = 0.25 (dotted
line) and α = 0.4 (dashed dotted line). (a) σα(β, x)/g2α2. (b) Eα(β, x)/gα. (c)
∆Σα(β, x)/gα
2. (d) ∆Sα(β, x)/g2α2. The stars in (a) and (b) are the values at
βg = +∞ for α = 0.25.
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Figure 4.6.: x = 100. Logarithm of the string tension at larger temperatures
T = 1/βg as a function of T . (a) m/g = 0.125, α = 0.05 (full line), α = 0.1
(dashed line). Convergence of our results when improving the precision . (b)
m/g = 0.125. Logarithm of string tension for α = 0.05 (full line), α = 0.1 (dashed
line),α = 0.25 (dotted line), α = 0.4 (dashed dotted line). (c) Same as (b), now for
m/g = 0.25. (d) Same as (b), now for m/g = 1.
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We thus expect for α suXciently small that the quantities σα(β, x)/g2α2,
Eα(β, x)/gα, ∆Σα(β, x)/gα2 and ∆Sα(β, x)/g2α2 are independent of α
up to order α2. This is precisely what we Vnd in Vg. 4.5 for α = 0.05 and
α = 0.1. Note that as a consequence of eq. (4.12), the curves of the string
tension and the electric Veld are similar, see Vgs. 4.5a and 4.5b. For α & 0.25
the expansion eq. (4.12) is in general not valid anymore and higher order
corrections can become important.
When βg is large compared to the mass gap we Vnd that all quantities have
converged to their zero temperature value, i.e. the system is eUectively at
zero temperature. The value of (βg)0 above which all ensemble averages are
close to their ground state expectation agrees with the value of βg above
which ∆Sα ≈ 0. This justiVes taking the UV Vnite renormalized entropy
∆Sα as a measure to quantify thermal Wuctuations in the Gibbs state. We
observe that (βg)0 is larger for smaller values of m/g. This is explained by
the fact that for the values of α we considered here, the mass gap of Hα
increases with m/g, see Vg. 2.8 in subsection 2.2.2 or [6]. For α = 0.25 we
observe in Vgs. 4.5a and 4.5b that the string tension and the electric Veld
have converged to their ground state expectation values (stars) for βg = 10.
In particular at low temperatures, large βg, the heavy probe charges are
always conVned when α is non-integer.
For βg . 0.5, the string tension is very small which suggests a transition
from the conVned phase to a deconVned plasma phase. In fact, we expect
the string tension to decay exponentially with temperature at large values of
T = 1/β and the transition to occur exactly at inVnite temperature T/g =
1/βg = +∞. This is corroborated by studies in the strong coupling limit
[8, 20] where they found that
σα(β) ∼ 2mT sin(piα)2e−pi3/2T/g + O(m2), (4.13)
at high temperatures (T/g = 1/βg → +∞). In Vgs. 4.6b, 4.6c, 4.6d we
indeed Vnd that the logarithm of the string tension is almost linear as a
function of T for T/g ∈ [1, 3] or equivalently βg ∈ [0.33, 1]. Note that
because for these values of βg the string tension is very small, we needed
very small values of the tolerance  and the step dβ ≤ 5×10−3 to investigate
this regime, see Vg. 4.6a.
In table 4.1 we show the coeXcients for a Vt of the form
log(σα(β, x)/g
2) = log(Aαα
2) +Bα log(T/g)− CαT/g (4.14)
to our data, which is equivalent to
σα(β, x)/g
2 = α2Aαe
−CαT/g(T/g)Bα .
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m/g α log(Aα) Bα Cα
0.125 0.05 2.53 1.91 6.45
0.1 2.49 1.88 6.44
0.25 2.31 1.86 6.43
0.4 1.95 1.83 6.41
0.5 0.05 4.06 2.16 6.61
0.1 4.03 2.14 6.6
0.2 3.81 2.05 6.54
0.4 3.42 1.94 6.49
1 0.05 5.38 2.97 7.1
0.1 5.34 2.92 7.07
0.25 5.05 2.67 6.93
0.4 4.57 2.39 6.77
Table 4.1.: x = 100. CoeXcients of the Vt eq. (4.14) to our data for
m/g = 0.125, 0.5 and α = 0.05, 0.1, 0.25.
We performed these Vts to our data log(σα(β, x)/g2) for  = 10−9 and
β ∈ [β1, β2] with step dβ = 0.005 for
(β1, β2) = (0.425, 0.965), (0.45, 0.94), (0.475, 0.915) . . . , (0.65, 0.75).
All these Vts gave us estimates for Aα, Bα and Cα. As our Vnal estimate we
take the mean of all these Aα, Bα and Cα. The standard deviation on our
estimates was at most of order 10−2 and the error of the Vt was at most of
order 10−3.
For all values of m/g we observe that A0.05 ≈ A0.01 which is a consequence
of eq. (4.12). Furthermore, we also Vnd that Bα changes from Bα ≈ 2 for
m/g = 0.25, 0.5 to Bα ≈ 3 for m/g = 1. The values of Cα obviously
show that the string tension is exponentially suppressed for T/g & 2. Note
however that already for m/g = 0.125 the value of Cα deviates from the
C0α = pi
3/2 ≈ 5.56 in the strong coupling limit eq. (4.13).
We conclude that we have conVnement for all Vnite values of the tempera-
ture T/g, but for T/g & 2, or equivalently βg . 0.5, the string tension is
exponentially suppressed with T/g. At high temperatures, the string tension
can thus only be observed if we would separate the heavy charges by a
distance which scales exponentially in the temperature. In an experimen-
tal setting, this means that the heavy charges are actually deconVned for
βg . 0.5.
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4.4.3. CT symmetry restoration at nonzero T
As already discussed in section 3.3, at zero temperature there is a phase tran-
sition for α = 1/2 and m/g = (m/g)c ≈ 0.33 [27]. For m/g ≤ (m/g)c the
ground state is CT invariant whereas form/g ≥ (m/g)c the CT symmetry is
spontaneously broken to T2. The vacuum is still invariant under translation
over two sites and is two-fold degenerate. A detailed study of this phase
transition was performed by Byrnes et al. [27]. Their results for the critical
indices, ν = 0.99(1) and β/ν = 0.125(5), gave strong evidence that the
phase transition lies in the universality class of the transverse Ising model
or equivalently of the 2D classical Ising model [131]. For the transverse
Ising model the phase transition is determined by the Z2 symmetry. When
this symmetry is spontaneously broken, the magnetization gains a non-
zero expectation value. Here the CT symmetry of the Schwinger model for
α = 1/2 plays the role of the Z2-symmetry and the electric Veld plays the
role of the magnetization.
Besides this phase transition the pattern of the eigenvalues of the Schwinger
model at α = 1/2 in the symmetry broken regime bears a remarkable resem-
blance to the transverse Ising model [27]. Because of the similarities between
both models, we might expect that also at Vnite temperature there are some
analogies. In particular, because the spontaneous symmetry breaking in the
transverse Ising model occurs only at zero temperature we might expect this
also to be the case for the Schwinger model. Furthermore, general theorems
like for instance the Mermin-Wagner theorem [132] or Peierls argument
[133] suggest that at Vnite temperature no spontaneous symmetry breaking
occurs in one spatial dimension. However the former is not applicable as the
CT transformation is discrete whereas the latter might not apply because
the local dimension of the Hilbert space is inVnite. Therefore it is a priori
not sure whether the CT symmetry is restored at any Vnite temperature.
The spontaneous symmetry breaking of the CT symmetry is detected by
investigating the left/right limits (α = 1/2± δ):
lim
δ→0+
E1/2+δ(β) and lim
δ→0+
E1/2−δ(β). (4.15)
When these limits are diUerent, the symmetry is spontaneously broken. Due
to CT symmetry we thus need to check whether
lim
δ→0
E1/2−δ(β) = 0.
Form/g = 0.125 andm/g = 0.25 we Vnd for all values of βg thatE1/2+δ(β)
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Figure 4.7.: x = 100. α = 1/2− δ for diUerent values of δ. Left: m/g = 0.125. (a)
Electric Veld. (c) String tension. Right: m/g = 0.25. (b) Electric Veld. (d) String
tension.
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decreases to zero as |δ| → 0, see Vgs. 4.7a and 4.7b. This leads us to the
conclusion that limδ→0E1/2−δ(β, x) = 0. We can actually perform direct
simulations for α = 1/2 and Vnd numerically that |E1/2(β, x)| . 5× 10−5.
This can be improved by requiring better accuracy of our simulations, see ap-
pendix B.3. So similar as for zero temperature we observe form/g . (m/g)c
that E1/2(β, x) = 0; implying that there is no CT symmetry breaking.
Because Eα(β, x) = ∂σα(β, x)/∂α, the string tension reaches its maximum
for α = 1/2. This is indeed what can be seen in Vgs. 4.7c and 4.7d: for all
values of βg the string tension increases monotonically as a function of α to
its value at α = 1/2 when δ tends to zero. At large temperatures, the string
tension shows similar as in subsection 4.4.2 deconVnement for T → +∞.
Contrary to the case α = 0.1 and α = 0.25, we Vnd that neither the free
energy nor the electric Veld has entirely converged to its ground state expec-
tation value at βg = 10. This is what we would expect from our numerical
simulations in subsection 2.2.2. There we found that for m/g = 0.125 and
m/g = 0.25 the mass gap decreases when α tends to 1/2, see Vg. 2.8; con-
sistent with the phase transition that occurs at (m/g, α) =
(
(m/g)c, 1/2).
For m/g ≥ (m/g)c, at the exact value α = 1/2, the simulations are not
reliable anymore. Due to spontaneous symmetry breaking the ground state
is now two-fold degenerate and for large values of βg the iTEBD algorithm
pushes the Gibbs state during the evolution either to the ground state
|Ψ1/2−〉 of H1/2−δ
or to the ground state
|Ψ1/2+〉 of H1/2+δ
in the limit δ → 0+, see appendix B.3.
To examine the CT symmetry breaking or restoration we need to consider
nonzero δ > 0. For small values of βg we Vnd that the electric Veld con-
verges to zero when δ → 0, see Vgs. 4.8a and 4.8b. This indicates that there
is no spontaneous symmetry breaking for small values of βg.
For large values of βg however, we Vnd that even for δ = 0.001 the electric
Veld and string tension are still very close to the values in the spontaneous
broken ground state |Ψ1/2−〉. But notice that the δ-dependence of the ob-
servables in the intermediate temperature region suggests that the δ → 0
limit has not been reached yet. This is corroborated by a study in the weak
coupling limit, see appendix B.4, where we argue that thermal corrections to
ground state expectation values can only be relevant if
δ . Km
e−2βm
β
(4.16)
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Figure 4.8.: x = 100. α = 1/2− δ for diUerent values of δ. Left: m/g = 0.5. (a)
Electric Veld. (c) String tension. Right: m/g = 1. (b) Electric Veld. (d) String
tension.
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Figure 4.9.: x = 100. exp(−2β1/2m) as a function of δ. (a) m/g = 0.5. (b)
m/g = 1.
withKm positive and independent of β. This implies that to observe thermal
corrections to ground state expectation values we should take δ exponen-
tially small in βm.
From the numerical point of view it is hard to simulate such small values
of δ. For instance, for (m/g, δ) = (1, 0.001) we had to set  = 10−7 and
during the evolution the bond dimension of our MPS representation already
reached 267. To examine the δ → 0 limit from our simulated δ-values
we investigate the scaling of β1/2, the value of β where the electric Veld
E1/2−δ(β1/2, x) equals half of its ground state expectation valueE1/2−δ(β =
+∞, x). Motivated by eq. (4.16) we plot in Vg. 4.9 exp(−2β1/2m) as a
function of δ. We seem to Vnd there that exp(−2β1/2m) → 0 as δ → 0,
or equivalently that β1/2 → +∞ for δ → 0. This indicates that the curve
of the electric Veld tends to a function which is zero for all Vnite values
of β as δ → 0. Hence it seems, similar to the 1D quantum transverse Ising
model, that the spontaneous symmetry breaking vanishes at all Vnite inverse
temperatures and a phase transition would occur exactly at T = 0.
Similar as for m/g = 0.125, 0.25 the string tension, Vgs. 4.8c and 4.8d,
converges nicely to its maximum for δ → 0 for all values of βg. At high
temperatures we Vnd again deconVnement for T/g = 1/βg → +∞.
To conclude, in this subsection we investigated the Schwinger model with an
electric background Veld α close to 1/2. We considered the values m/g =
0.125, 0.25, 0.5 and 1. For all these values we Vnd strong indications for
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the existence of CT symmetry at any nonzero temperature. In particular
for m/g > (m/g)c ≈ 0.33, where the CT symmetry is broken at zero
temperature [27], our results imply a restoration of the CT symmetry at any
nonzero temperature. This is similar to what happens with the Z2 symmetry
of the transverse Ising model and thus lends further support to the purported
relationship between the Schwinger model at α = 1/2 and the transverse
Ising model, as suggested in [27].
4.5. Conclusion
In this chapter we investigated the Schwinger model in thermal equilibrium
within the framework of MPO. We computed the chiral condensate and
found agreement with the analytical result for m/g = 0 [15] and agree-
ment with [34] in the non-perturbative regime. We also investigated the
asymptotic aspects of conVnement by considering a heavy quark-antiquark
pair with fractional charge gα, separated over an inVnite distance. We Vnd
a nonzero string tension and therefore conVnement for all values of m/g.
However, at large temperatures T & 2g we Vnd that the string tension
decays exponentially with the temperature. We also considered the case
when α tends to 1/2 and investigated the spontaneous breaking of the CT
symmetry at Vnite temperature. Our results indicate that the spontaneous
symmetry breaking vanishes at any nonzero temperature which implies that
there is only a phase transition at zero temperature. We thus found two
phase transitions that occur in limiting cases only: inVnite temperature or
zero temperature.
Our simulations show that the MPO framework oUers a reliable approach to
study the non-perturbative regime of one dimensional gauge Veld theories.
However, even within the Schwinger model there remains a lot of fascinating
things to explore. For instance one can investigate string breaking between
the probe charges when they are separated by a Vnite distance, similar to
section 3.4 but now at Vnite temperature.
90
5
Real-time evolution
5.1. Introduction
One of the main advantages of the TNS framework is that it allows for the
full quantum simulation of real-time phenomena. SpeciVcally we investigate
the non-equilibrium dynamics induced by applying a uniform electric Veld
E0 = gα on the ground-state |Ψ0〉 at time t = 0. Physically, the process
corresponds to the so called Schwinger particle creation mechanism [134],
but now for a conVning theory. This process has been studied extensively
in the past, either with some eUective classical kinetic description [16, 24],
in the semi-classical limit for the gauge Velds [16, 31], in the context of
ultracold atomic simulations [38] and with the AdS/CFT correspondence
[135].
Here we investigate how the dynamics in earlier times depends on the mag-
nitude of α. For relatively small values of α we observe oscillatory be-
havior of the local quantities. We Vnd that the results can be reproduced
by only considering the ground state and the one-particle excitations of
the quenched Hamiltonian, also beyond the linear response regime. When
increasing the values of α we Vnd that these oscillations are damped over
time which suggests that the state tends asymptotically to a steady-state
solution. Using the Vnite temperature simulations of chapter 4 we investi-
gate whether this steady-state is a Gibbs state.
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Figure 5.1.: Results for m/g = 0.25, x = 100, α = 0.3. (a): DiUerence of E(t) for
various tolerances  with respect to the estimated value for  = 0 = 2 · 10−6
(α = 0.3). (b): for α = 0.3, the diUerent energies per unit of length eq. (5.4). We
subtracted the values at t = 0 without background Veld (α = 0). The straight blue
line is the total energy per unit of length obtained as the sum of the three terms.
5.2. Setup and systematics of the method
In our set-up the application of a uniform electric Veld is simulated by ap-
plying a uniform quench, i.e. evolving with the Hamiltonian
Hα =
g
2
√
x
(
2N∑
n=1
[L(n) + α]2 +
√
x
g
m
2N∑
n=1
(−1)nσz(n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
. (5.1)
At t = 0 we start from a CT invariant MPS approximation for the ground
state of H0 = Hα=0, see eq. (2.2a), and turn this into an MPS ansatz which
takes the form (see eq. (3.19) in subsection 3.3.2 of part II)
|Ψu[A1A2]〉 =
∑
κ
v†L
(
N∏
n=1
(
A
κ2n−1
1 A
κ2n
2
))
vR |κ〉 (N → +∞) (5.2)
where κn = (sn, pn) ∈ {−1, 1} × Z[pminn+1, pmaxn+1 ] and gauge invariance
imposes the following block structure:
[As,pn ](q,αq);(r,βr) = [a
q,s
n ]αq ,βrδp,q+(s+(−1)n)/2δr,p,
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with aq,sn ∈ CD
q
n×Drn+1 . We have implemented the iTEBD [136] using a
fourth-order Trotter expansion [123] with time steps varying from dt =
0.01/g until dt = 0.05/g and during the whole evolution the structure of
this uMPS is maintained. We refer to section 4.3.1 of part II for the details.
After every application of a Trotter gate the iTEBD truncates the Hilbert
space by discarding the Schmidt coeXcients lower than some Vxed threshold
2. More speciVcally, the Schmidt decomposition eq. (1.9) becomes now:
|Ψu[A1A2]〉 =
pmaxn+1∑
q=pminn+1
Dqn+1∑
αq=1
√
σqn,αq |ψA
n
1
q,αq〉 |ψA
n
2
q,αq〉 .
where pminn , p
max
n , D
min
n , D
max
n and σ
q
n,αq only depend on the parity of n.
After every Trotter gate the Schmidt values σqn,αq smaller than 
2 are dis-
carded. This in turn determines the required bond dimensions Dq for every
charge sector, that will evolve in time. For instance, for the value 0 =
2 · 10−6 that we used for the simulations in Vg 5.1, the maximal bond di-
mension goes from D0 = 18 at t = 0 to D0 = 173 at t = 25. It is this
growth of the required bond dimensions, which can be traced back to the
growth of entanglement [42], that makes the computations more costly at
later times. As the simulation should be exact as  → 0, the convergence
in  can be used to control the truncation error for a certain observable. We
illustrate this in Vg. 5.1a for the electric Veld E(t) expectation value
E(t) =
1
2N
2N∑
n=1
〈Ψ(t)|L(n) + α|Ψ(t)〉 (5.3)
where |Ψ(t)〉 = |Ψu[A1A2]〉 corresponds to our uMPS approximation of
e−iHαt |Ψ(0)〉. Also notice that the convergence rate decreases in time.
Keeping the truncation error small for larger time intervals will therefore
require smaller values of the tolerance .
In Vg. 5.1b we show the evolution of the energies per unit of length in the
diUerent sectors:
Eg(t) =
g
4N
2N∑
n=1
〈Ψ(t)|[L(n) + α]2|Ψ(t)〉 , (5.4a)
Ef (t) =
m
√
x
4N
2N∑
n=1
〈Ψ(t)|σz(n) + (−1)n|Ψ(t)〉 , (5.4b)
Ei(t) =
gx
4N
2N∑
n=1
〈Ψ(t)|σ+(n)eiθ(n)σ−(n+ 1) + h.c.|Ψ(t)〉 (5.4c)
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and the total energy per unit of length
E(t) =
√
x
2N
〈Ψ(t)|Hα|Ψ(t)〉 .
We see that the energy which is initially injected in the Vrst gauge Veld term
in eq. (5.1), partially leaks into the second fermionic mass term and third
kinetic/interaction term, as we can again qualitatively understand from the
fermionic particle creation picture. In [31] a similar behavior was observed
in the semi-classical limit. A last cross-check of our real-time results is then
provided by the total energy conservation which is indeed satisVed as can
be seen from the blue line in Vg. 5.1b.
Besides the electric Veld eq. (5.3) we will also investigate the ‘chiral conden-
sate’
Σ(t) =
〈
Ψ(t)
∣∣∣∣∣g
√
x
2N
2N∑
n=1
σz(n) + (−1)n
2
∣∣∣∣∣Ψ(t)
〉
. (5.5)
To obtain a UV Vnite quantity we subtract its contribution at t = 0 and thus
consider
N(t) =
Σ(t)− Σ(0)
g
.
Here this quantity will be referred to as the (fermion) particle number. In-
deed this quantity counts the number of electrons and positrons per unit of
length that are created out of the vacuum or destroyed in the vacuum due
to turning on the electric background Veld α at t = 0.
The MPS representation enables us to obtain the Schmidt spectrum, see
eq. (4.55) of subsection 4.3.1 in part II. Therefore we can also compute the
renormalized half chain Von Neumann entropy,
∆S(t) = S(t)− S(0).
which is obtained by computing the entropy of the state at time t, see eq.
(1.10), and subtracting the entropy of the initial state computed in subsection
2.1.5. The cut for the half chain bipartition is taken on an even site. Note
that due to T2 invariance it follows that this quantity is independent of the
position.
By subtracting the t = 0 value of the entropy and the chiral condensate we
expect thatN(t) and ∆S(t) are UV Vnite quantities. This is corroborated by
Vgure 5.2 where we show the evolution of the electric Veld E(t, x), the par-
ticle number N(t, x) and the renormalized entropy ∆S(t, x) as a function
of time for x = 100, 200, 300, 400. Note that we here explicitly denote the
x−dependence of the quantities. We observe that for all these quantities the
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Figure 5.2.: m/g = 0.25, α = 0.75. Scaling of the quantities to x→ +∞. (a)
Electric Veld E(t, x). (b) Particle number N(t, x). (c) Renormalized entropy
∆S(t, x). (d) Polynomial extrapolation in 1/
√
x of the renormalized entropy to
x→ +∞.
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graphs are almost on top of each other, see Vgs. 5.2 (a) - (c). This underlies
the fact that these are UV Vnite quantities. One can also obtain a continuum
estimate for these quantities by a polynomial extrapolation, see Vg. 5.2d
where we perform a polynomial extrapolation of ∆S(t) for tg = 5. It is also
clear from this example that we can already expect at x = 100 to be close
to the continuum limit. For the further simulations we will therefore restrict
ourselves to x = 100, the x-dependence in the quantities E(t, x), N(t, x)
and ∆S(t, x) will be omitted.
5.3. Weak Veld regime
In Vg. 5.3a we display our results for the evolution of the electric Veld
expectation value for diUerent values of α. For early times we clearly Vnd the
α-scaling behavior as predicted from linear response theory. The α = 0.005
and α = 0.01 cases remain in the linear response regime throughout the
entire depicted evolution; the periodic oscillations in this case can be traced
back to the dominant production of the single-particle vector excitation in
the linear response regime. Indeed, if we writeHα eq. (5.1) as a perturbation
on the Hamiltonian H0:
Hα = H0 + α
(
1√
x
2N∑
n=1
L(n)
)
where we omitted the irrelevant constant Nα2/
√
x, then from the Dyson
series [111] it follows that up to Vrst order in α:
E(t) ∼ α− α
∑
m
Cm sin(Emt/2)
2
where the sum over m runs over all excitations of H0 with CT number
(k, γ) = (0,−1) and Cm is a constant depending on the excitations. By
truncating this sum to the Vrst excitation E1,v of H0, see subsection 2.1.2,
we Vnd that
E(t) ∼ α (1− C1 sin(E1,vt/2)2) .
For x = 100 and m/g = 0.25 the numerical value of E1,v is 1.0421, hence
within the linear response regime E(t) should reach its minimum for tg =
pi/E1,v = 3.0148. From Vg. 5.3a we can deduce for α = 0.005 and α = 0.01
that E(t) reaches its minimum for tg = 3.02(1) which indeed conVrms
that the periodic oscillations can be traced back to the single-particle vector
excitation.
In Vg. 5.3b we display the analogous result for the particle number N(t). As
N(t) is now invariant under CT the Vrst order coeXcients Ck in α vanish
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Figure 5.3.: m/g = 0.25, x = 100. (a) E(t)/α. (b) N(t)/α2.
identically and henceN(t) should scale asα2 for early times, which is indeed
what we Vnd for α = 0.005 and α = 0.1.
The values α = 0.1 and 0.2 depart from linear response theory, however the
evolution can now be explained from the spectrum of the quenched Hamil-
tonian Hα. Therefore we expand all operators, including the Hamiltonian
H0, in the creation and annihilation operators of Hα up to second order.
More speciVcally, we make the following approximation
Hα ≈
∫
dk
(∑
m
Em(k)a
†
m(k)am(k)
)
. (5.6a)
Here the integral goes over the momenta from−pi till pi, the sum overm and
n goes over all one-particle excitations and Em(k) is positive. The operators
am and a
†
m are the annihilation and creation operators of the one-particle
excitations |Em(k)〉 with energy Em(k) and momentum k and satisfy the
canonical bosonic commutation relations
[an(k
′), a†m(k)] = δ(k
′ − k)δm,n, [am(k′), an(k′)] = 0, [a†n(k′), a†m(k)] = 0.
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For any other operator O we assume then that
O ≈
∫
dk
(∑
m
o2,m(k)am(k) + o¯2,m(k)a
†
m(k)
)
+
∫
dk
∫
dk′
(∑
m,n
o1,m,n(k, k
′)a†m(k)an(k
′)
)
. (5.6b)
where the coeXcients o1,m,n(k) and o2,m(k) can be obtained from the MPS
approximations |Φk[Bm(k), A]〉 eq. (2.11) of the excitations |Em(k)〉 ob-
tained in subsection 2.2.2, see subsection 4.2.7 of part II for the details. For
translation invariant operators we have that o1,m,n(k), o2,m(k) ∝ δ(k) hence
we only need the zero-momentum one-particle excitations.
Employing this approximation for H0 implies that the initial state |Ψ(0)〉,
which is the ground state of H0, is a coherent state, i.e. it is an eigenvector
of am(k) (see subsection 4.2.7 of part II):
am(k) |Ψ(0)〉 = dm(k) |Ψ(0)〉 (5.6c)
where dm(k) ∝ d′mδ(k) for some constant d′m ∈ C. Within our approxima-
tion we interpret the initial state |Ψ(0)〉 thus as the ground state ofHα with
on top of it a density of zero-momentum one-particle excitations |Em(0)〉.
This approximation is valid as long as this density of excitations is suX-
ciently small such that the elementary particles don’t interact. This is what
we would expect as the approximations eqs. (5.6a) and (5.6b) neglect the
contribution of the scattering states of elementary excitations. The real-time
evolution and the computation of expectation values of operators O within
the approximation eq. (5.6b) can now easily be performed, see subsection
4.2.7 of part II for the details.
For m/g = 0.25 and α = 0.1, 0.2 we found in subsection 2.2.2 MPS approx-
imations for the two one-particle excitations E1 and E2 of Hα. This means
that in eq. (5.6a) and eq. (5.6b) the sum over m and n runs from 1 to 2. Figs.
5.4a and Vgs. 5.4b show that the electric Veld E(t) and the particle number
N(t) computed within the approximation eq. (5.6) are in very good agree-
ment with the iTEBD simulations for α = 0.01. In particular we Vnd that
the masses E1 and E2 of the one-particle excitations explain the frequencies
of the oscillations in E(t) and N(t). This is also the case for α = 0.2, Vgs.
5.4c and 5.4d, but now there is a larger discrepancy between the amplitudes
of both curves. The approximation seems to systematically overestimate the
amplitude ofE(t) with respect toE(0) and the magnitude ofN(t). It would
deVnitely be interesting to investigate whether including the two-particle
scattering excitations [137, 138] in the approximation eq. (5.6) could damp
the oscillations such that we would Vnd even better agreement.
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Figure 5.4.: m/g = 0.25, x = 100. Comparison of the approximation eq. (5.6)
(dashed line) with the (exact) iTEBD simulation (full line). (a)-(b): α = 0.1 (a) E(t).
(b) N(t). (c)-(d): α = 0.2 (c) E(t). (d) N(t).
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Figure 5.5.: m/g = 0.25, x = 100. (a) Electric Veld E(t). (b) Particle number
N(t). (c) Renormalized von Neumann entropy ∆S(t). (d) Maximum bond
dimensions over the eigenvalue sectors of L(n).
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5.4. Strong Veld regime
In the previous section we saw that we could explain the oscillatory behavior
of the local quantities beyond linear response theory for relatively small
values of α. However at very late times we expect that the physical picture
discussed in the previous section doesn’t hold anymore. It is accepted that
in general a state that is brought out of equilibrium will relax and equilibrate
at late times [139]. With this we mean that for any compact subsystem the
reduced density operator of the state |ψ(t)〉 converges to a steady state. How
these asymptotic states look like is less clear [140]. In general it is believed
that this steady state is a Gibbs state of the quenched Hamiltonian at a
certain temperature. This process, which is called thermalization, erases the
local memory of the initial state. However there are also counterexamples
like for instance integrable systems when the system has some local con-
served quantities. In this case the steady state is believed to be a generalized
Gibbs ensemble which is compatible with the conserved quantities [141].
Another counterexample is many-body localization [142] which occurs when
all the eigenstates of the Hamiltonian obey an area law for the entanglement
entropy. Even when some local quantities indicate thermalization it is still
possible that the state as a whole doesn’t become thermal, see for instance
[143]. In this section we increase the magnitude of the background electric
Veld and examine if it equilibrates to the predicted Gibbs state.
In Vgs. 5.5a and 5.5b we show the electric Veld and the particle number for
α = 0.5, 0.75 and α = 0.99. The observed oscillatory behavior at earlier
times can be seen as a remnant of the oscillations for smaller values of α, see
Vgs. 5.4a and 5.4c. These oscillations are now damped over time and suggest
that the state starts equilibrating. This is also corroborated by the half chain
entropy, Vg. 5.5c, which grows linearly in time. Note the diUerence with
the case α = 0.1 where the entropy oscillates around zero. It is precisely
this growth of entropy that leads to an exponential increase of the bond
dimension for a Vxed tolerance. This is conVrmed in Vg. 5.5d where we
show the maximum bond dimension maxqDq for our simulations. For α =
0.5, 0.75 and 0.99 we took  = 10−5 and for α = 0.1 we took  = 10−6. This
growth of the bond dimension limits the time we can follow the equilibration
process.
If the state would eventually thermalize we can estimate its temperature
from the results of chapter 4. The inverse temperature β0 of the asymptotic
Gibbs state ρ(β0) ∝ Pe−β0Hα , see eq. (4.2), is determined from the require-
ment that
〈Ψ(t)|Hα|Ψ(t)〉 =
tr
(
HαPe
−β0Hα)
tr (Pe−β0Hα)
.
101
Strong Veld regime
In Vgs. 5.6a and 5.6d we show the energy per unit of length Eβ of the Gibbs
state ρ(β) as a function of β and the (conserved) energy per unit of length
E(t) of the state |Ψ(t)〉. We subtracted from both quantities the energy per
unit of length of |Ψ(0)〉. The intersection between the curves determines the
value of β0g. Because we simulated the thermal evolution with steps dβ =
0.05 we can only determine an interval [β0g− 0.05, β0g+ 0.05] for β0g. For
α = 0.5 we Vnd β0g ∈ [2.6, 2.7] and for α = 0.75 we Vnd β0g ∈ [1.3, 1.4].
Figs. 5.6b and 5.6e suggest that the electric Veld expectation value indeed
converges towards its thermal value for β ≈ β0 which might suggest that
the state does thermalize. In contrast, the expectation value of the particle
number has not entirely equilibrated yet and it is not clear wether it will
converge to its thermal value or not. In Vgs. 5.6c and Vgs. 5.6f we Vnd that
the particle number at the depicted times is still relatively far away form
its predicted thermal value. We would need a larger range of time to track
the state to draw further conclusions about whether the state thermalizes or
not.
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Figure 5.6.: m/g = 0.25, x = 100. (a) α = 0.5. Estimating the temperature of the
steady-state. (b) α = 0.5. Electric Veld as a function of time (full line) and its
predicted asymptotic thermal value (dashed line). (c) α = 0.5. Particle number as a
function of time (full line) and its predicted asymptotic thermal value (dashed line).
(d) α = 0.75. Estimating the temperature of the steady-state. (e) α = 0.75. Electric
Veld as a function of time (full line) and its predicted asymptotic thermal value
(dashed line). (f) α = 0.75. Particle number as a function of time (full line) and its
predicted asymptotic thermal value (dashed line).
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Conclusions and outlook
In this dissertation MPS are used to study a wide range of interesting aspects
of the Schwinger model. I computed ground state quantities and determined
the mass spectrum for a wide range of values of the background electric Veld
α and the fermion mass m/g. I investigated conVnement for static probe
charges and performed Vnite temperature simulations. The simulation of
out-of-equilibrium physics is considered as well. In all our studies I focussed
on the continuum limit. By deVning gauge invariant MPS all my computa-
tions were manifestly gauge invariant and I could speed up the computation
time of existing MPS algorithms. Even within the Schwinger model there are
a lot of interesting things to explore. Let me discuss a few topics which are
still in progress:
(a) The MPS simulations allow to determine the Schmidt spectrum. Here
I used this for a direct computation of the half chain von Neumann
entropy. Notice however that for gauge theories the full Von Neumann
entropy is not equivalent to the LOCC distillable entanglement [144,
145]. Because the MPS simulations give direct access to the Schmidt
spectrum I can compute the LOCC distillable entanglement. For the
full Von Neumann entropy I was able to identify the UV divergence
which allowed to deVne a renormalized entropy. I have already some
preliminary results for the LOCC distillable entanglement, but it is not
completely clariVed yet how the LOCC distillable entanglement scales
to the continuum limit.
(b) In chapter 3 I investigated conVnement for static probe charges. More
challenging would be to investigate this in a dynamical setting. For in-
stance, if I build two Gaussian wave packets with opposite charge and
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give them opposite momentum such that they move away from each
other. It is expected that, similar to the static case, a conVning electric
Veld string appears at early times when the packets are relatively close
together. In contrast, at later times when the packets are farther away
from each other, it would be interesting to Vnd out whether the electric
Veld string between the charges breaks or remains. Another interest-
ing question is whether the dynamical string breaking would leave the
same imprints on the Von Neumann entropy as in the static case. I
have already performed some Vrst simulations but I am troubled with
the growth of entanglement between the charges. This leads in turn
to an exponential increase in the variational parameters, similar as en-
countered in chapter 5. I am now looking for a reliable approximation
where I can reduce the amount of entanglement I need to take into
account in the simulations to have a faithful approximation.
(c) In chapter 2 I determined the masses of the one-particle excitations. It
would also be interesting to study the stationary scattering states and
deduce the statistics of the particles. Therefore I can use the formalism
developed in our group [137, 138, 146] which uses the MPS approxima-
tions of the one-particle excitations to determine the scattering states.
Of course I could also perform similar studies for non-abelian gauge theories
like SU(2) and SU(3). Recently there were some studies of SU(2) using
MPS in the context of quantum link models [83, 84]. In [85] the nonabelian
rotor models O(2) and O(4) were studied and the mass gap and the β-
function were determined. It would deVnitely be interesting to perform
similar studies within our framework for SU(2) and SU(3).
As the real world is not one-dimensional but three-dimensional the future
goal is of course to bring this type of simulations to higher dimensions.
The higher dimensional generalization of MPS go by the name of projected
entangled pair states (PEPS) [147]. As a Hamiltonian method they are free
of any sign problem although the fermions require a special treatment (see
[148–150] for some examples) and also allow the simulation real-time evolu-
tion [151]. Despite the major progress in the last decade [148, 152–156],
the current algorithms for PEPS simulations, however, scale unfavorably
with the bond dimension [157] and I therefore expect that the successful
simulation of speciVc microscopic gauge Veld Hamiltonians in the contin-
uum limit will require new techniques. Nevertheless in the last years some
promising results on PEPS and TNS in higher dimension for gauge theories
have appeared [158–161]. This makes me conVdent that the needed faster
algorithms will be developed soon and that TN will become useful to tackle
gauge Veld theories.
106
Real-time evolution
Let me conclude by giving my personal opinion on the further development
of TNS in the context of gauge theories. During this thesis I became con-
vinced that TNS have the potential to become a worthy complementary
approach to other methods for the study of gauge theories. In one spatial
dimension the results are impressively accurate. But also in two dimensions,
the PEPS can for some models already compete with state-of-the-art results
of Monte-Carlo simulations [162]. Therefore I believe the TNS approach
might really help in our understanding of the Standard Model where other
approaches fail. I am however aware that TNS will only be able to really
compete with lattice QCD in three dimensions within the next decades.
Furthermore it is also important that we still consider other complementary
approaches. Just like lattice QCD has its shortcomings, I believe there are
also regimes that are harder or almost impossible to tackle with TNS.
But if the Standard Model is really describing Nature, I believe at one day
we will Vnally reveal all her secrets.
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A
Details on the continuum extrapolation for
asymptotic conVnement
We provide here the details on the continuum extrapolation of the string
tension, electric Veld and the renormalized entropy discussed in section 3.3.
A.1. String tension
Note that the string tension at x = 1/g2a2 is obtained form the energy
density by:
σQ(x) =
√
x(Q(x)− 0(x))
where Q(x) is the ground state energy per site of the Schwinger Hamilto-
nian HQ (3.3). As for x → ∞, HQ/(2g
√
x) reduces to the XY -model we
have that
lim
x→+∞
Q(x)
2g
√
x
= lim
x→+∞
0(x)
2g
√
x
=
−1
pi
(A.1)
and it is argued in [10] that Q(x)/
√
x should behave polynomially as a
function of 1/
√
x for large x, we have:
√
x
Q(x)
g
= −2x
pi
+ CQ
√
x+AQ + O
(
1√
x
)
(x 1), (A.2a)
√
x
0(x)
g
= −2x
pi
+ C0
√
x+A0 + O
(
1√
x
)
(x 1). (A.2b)
This means that the energy densities
√
xQ(x) and
√
x0(x) are UV diver-
gent. But as we will see, the string tension which is the diUerence of these
quantities is UV Vnite and thus we should also have CQ = C0. However,
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Figure A.1.: Q = 0.3 : Continuum extrapolation of the string tension σQ for
diUerent values of m/g.
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from the numerical point of view it is clear that small errors in (A.1) or/and
in CQ and C0 would lead to large errors in the extrapolated continuum value
limx→∞ σQ. To avoid this problem we Vrst calculate 0 and subtract it from
the Hamiltonian (3.3): HQ ← HQ −
∑2N
n=1 0. The string tension is then
computed as σQ(x) = g
√
xQ(x) where Q(x) is the ground state of the
renormalized Hamiltonian. As follows from (A.2), for large x, σQ(x) should
scale as
σQ(x)
g2
= AQ +
BQ√
x
+
CQ
x
+
DQ
x3/2
+
EQ
x2
+ O
(
1
x5/2
)
. (A.3)
In our simulations we computed σQ(x) for x = 100, 200, 300, 400, 600, 800.
Our estimate σestQ is obtained by Vtting the σQ(x) corresponding to the Vve
largest x to
f1(x) = AQ +
BQ√
x
+
CQ
x
+
DQ
x3/2
(A.4)
and taking σestQ = g
2AQ.
In Vg. A.1 we plot our results for the string tension as a function of 1/
√
x for
Q = 0.3 andm/g = 0.125, 0.3, 0.5, 1. The numerical results are represented
by circles and our polynomial Vt (A.4) through the largest Vve x-values is
shown by a full line. The star represents our continuum estimate. It is clear
that the string tension indeed behaves polynomially as a function of 1/
√
x.
For larger values of m/g one can also deduce that we are already very close
to the continuum limit at 1/
√
x = 0.1. Indeed, for m/g = 1, the diUerence
of our estimate with σQ(x) at x = 100 is only of order 10−5.
The continuum extrapolation depends on the chosen interval and the chosen
Vt. Therefore we also compute the continuum estimates by Vtting all the
data to f1(x) (see (A.4)) and all our data to
f2(x) = AQ +
BQ√
x
+
CQ
x
+
DQ
x3/2
+
EQ
x2
.
The error errσQ is taken to be the maximum of the diUerence of σ
est
Q with
these two other estimates. In Vg. A.2a we show the log10 of errσQ as a
function of Q for m/g = 0.125, 0.3, 0.35, 0.5, 1. It is clear that these errors
are quite small. We have the largest error for m/g = 0.3 and Q = 0.5 which
is explained by the fact that the gap is very small there as we are in the
vicinity of a phase transition [27]. As mentioned above, it is well known that
for smaller mass gaps, for a given bond dimension, the error on the ground
state MPS approximation will be larger.
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Figure A.2.: (a): log10
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as a function
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A.2. Electric Veld
The continuum extrapolation of the electric Veld,
〈E〉
g
=
1
2N
〈
2N∑
n=1
(L(n)−Q)
〉
Q
, (A.5)
was found in a similar way. Now we used the values computed at x =
100, 200, 300, 400 and performed a linear Vt,
g1(x) = AQ +
BQ√
x
, (A.6)
through the three largest x−values. The fact that we again have analytical
behavior as a function of 1/
√
x can be observed from Vg. A.3 where we
display the electric Veld as function of 1/
√
x. It is also a consequence of
the fact that 〈E(x)〉 = −dσQ(x)/dQ and we already argued that σQ(x)
is analytical as a function of x. To make our estimate more robust against
the choice of the interval and the Vtting function we compute estimates by a
linear Vt (A.6) through all the points (x = 100, 200, 300, 400) and a quadratic
Vt,
g2(x) = AQ +
BQ√
x
+
CQ
x
,
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Figure A.3.: Q = 0.3. Continuum extrapolation of the electric Veld 〈E〉 for
diUerent values of m/g.
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Figure A.4.: Q = 1/2. Continuum extrapolation of the electric Veld 〈E〉. (a):
m/g = 0.3. (b): m/g = 0.35.
through all the points. Again, the error err〈E〉 is taken to be the maximum
of the diUerence with these two estimates. The log10 of err〈E〉 is displayed
in Vg. A.2b. The errors are quite small but become larger again around the
phase transition at the critical mass (m/g)c ≈ 0.33 when going towards
Q = 1/2.
At Q = 1/2 we did not display our error because this is a special case. For
m/g < (m/g)c the CT symmetry is not broken and thus we should have
〈E〉 = 0, and this for all values of x. Therefore a continuum extrapolation
of 〈E〉 is useless, see Vg. A.4a. To obtain an error bound we take the largest
value in magnitude of 〈E(x)〉 for x = 100, 200, 300, 400. It is displayed in
table A.1. When m/g > (m/g)c we have two diUerent vacua with opposite
sign for the electric Veld. We will always take the negative sign which comes
down to taking the vacuum in the limitQ→ 1/2 forQ < 1/2. In this case it
is possible to perform a polynomial extrapolation, see Vg. A.4b. The results
are given in Table A.1. If possible we compare with [27].
A.3. Renormalized entropy
Using the Schmidt values σqαq , see eq. (2.10), we can compute the half chain
Von Neumann entropy SQ(x),
SQ(x) = −
pmax∑
q=pmin
Dq∑
αq=1
σqαq log(λq,αq),
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m/g 〈E〉/g 〈E〉/g [27]
0.125 3 ×10−4 -
0.25 2 ×10−4 -
0.3 0.0014 0.0(3)
0.35 -0.313(2) -
0.5 -0.42041(3) -0.421(1)
0.75 -0.46145(2) -
1 -0.47692(2) -0.4769 (5)
2 -0.49364(3) -
4 -0.49834(3) -
Table A.1.: Electric Veld at Q = 1/2 for diUerent value of m/g.
for a particular value of x. As already mentioned in section 3.3, because the
Schwinger model is equivalent to a non-critical boson theory [6], the half
chain Von Neumann entropy should diverge as (−1/6) log(1/√x) [90] when
x → +∞. Because the coeXcient of the logarithmic divergence of the Von
Neumann entropy is universal, the renormalized entropy ∆SQ = SQ − S0
should be UV Vnite. In Vg. A.5 we plot ∆SQ(x) as a function of 1/
√
x
and observe that this scales linearly in 1/
√
x to the continuum limit. A
continuum result for diUerent values of Q and m/g is obtained in exactly
the same way as for the electric Veld. The errors originating of the choice of
Vtting interval and Vtting function were relatively small.
For the electric Veld and the string tension we had that our results at x =
100, or equivalently ga = 1/
√
x = 0.1, only diUered from the continuum
result by at most 10 percent, see Vg. A.1 and Vg. A.3. Contrary, for the
entropy this is not the case at all, see Vg. A.5: the result at x = 100 and the
continuum result diUer by a factor of order one and sometimes also have a
diUerent sign. The main lesson is that, contrary to other quantities like the
electric Veld and the string tension, we should be careful when extrapolating
results at Vnite x of the renormalized entropy to the continuum limit. In
particular, for the non-uniform case, see section 3.4, one should always check
how the results scale for diUerent values of x.
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Figure A.5.: Q = 0.3. Continuum extrapolation of the renormalized half chain
Von Neumann entropy for diUerent values of m/g.
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Supplementary material for the Schwinger
model at Vnite temperature
Here we provide some additional information on the simulations at Vnite
temperature, chapter 4.
B.1. The chiral condensate for α = 0
Assume we computed the chiral condensate Σ(β, x) for the x-values x =
x1, . . . , xn and we want to obtain a continuum value
Σ(β) = lim
x→+∞Σ(β, x).
In our case we performed simulations for
x = 100, 125, 150, . . . , 300, 400, 500, 600.
When β → +∞ the chiral condensate diverges logarithmically in x for
m/g 6= 0. Perturbative computations and numerical simulations pointed
out, see [23, 34] and subsection 2.1.4, that this can be traced back to the free
theory (g = 0). By subtracting the free chiral condensate eq. (2.4),
Σfree(x) = −m
pig
1√
1 + m
2
g2x
K
(
1
1 + m
2
g2x
)
,
where K is the complete elliptic integral of the Vrst kind, the logarithmic
divergence is removed. At Vnite temperature for a Vxed value of x we will
subtract the contribution of the ground state expectation value (βg = +∞)
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Figure B.1.: Scaling of chiral condensate Σ(β, x) and renormalized chiral
condensate Σren(β, x) to x→ +∞. (a) Σ(β, x) for m/g = 0. (b) Σren(β, x) for
m/g = 0. (c) Σ(β, x) for m/g = 0.25. (d) Σren(β, x) for m/g = 0.25.
value and add the renormalized expectation value in the continuum limit,
i.e. we will consider
Σren(β, x) = Σ(β, x)− Σ(x) + Σren (B.1)
where Σ(x) = Σ(+∞, x) corresponds to the chiral condensate of the ground
state of H at Vnite x and Σ = Σ(+∞,+∞) is the chiral condensate in the
continuum limit. This quantity is UV Vnite. Note that in subsection 2.1.4
we already obtained Σren to suXcient precision. Comparing Vg. B.1a with
Vg. B.1b (resp. B.1c with Vg. B.1d) it is clear that almost the full scaling
in x of Σ(β, x) is removed by considering Σren(β, x). Indeed, the graphs of
Σren(β, x) for diUerent values of x are almost on top of each other.
Like in [34] we perform a continuum extrapolation by Vtting
f1(x) = A1 +B1
log(x)√
x
+ C1
1√
x
(B.2a)
and
f2(x) = A2 +B2
log(x)√
x
+ C2
1√
x
+D2
1
x
(B.2b)
to Σren(β, x) . These Vts were performed using all our data, using all our
data excluding the smallest x−value, using all our data excluding the two
smallest x−values, . . ., using all our data excluding the smallest Vve x−values.
They give us all possible estimates for the continuum value. Our Vnal value
is the mean of all these estimates.
In Vgure B.2 we show the continuum extrapolation for m/g = 0 (a-d) and
m/g = 0.25 (e-h) for diUerent values of βg. The full line represents the Vt
f1 to all our data and the dashed line represents the Vt f2 to all our data.
For m/g = 0 the star represents the continuum value of the exact result of
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Sachs and Wipf, for m/g = 0.25 the star represents the continuum estimate
of [34]. For small values of βg, Vgs. B.2a and B.2e, the results are quit
robust against the choice of Vtting function. During the evolution, Σ(β, x)
changes from a decreasing function of 1/
√
x to an increasing function of
1/
√
x around a certain value of βg. Around this value of βg it is not possible
to perform a reliable Vt to the data, see Vgs. B.2b and B.2f. In this case we
used our value of x = 100 as the estimated continuum value. Also, for larger
values of βg the diUerence between the values of Σren(β, x) for diUerent
values of x becomes small, see B.2d and B.2h. In this case our continuum
estimate is also the value for x = 100.
Comparing in Vg. B.1 our results at Vnite xwith the exact result form/g = 0
and with the continuum estimates from [34] for m/g = 0.25, it is clear that
we do not gain much accuracy by performing a continuum extrapolation: the
diUerence between the continuum values and the value at x = 100 is only of
order 10−3. For larger values of m/g this diUerence is even smaller. This is
because we renormalized Σ(β, x) by adding−Σ(+∞, x)+Σren(+∞,+∞).
Apparently, most of the x−scaling in Σ(β, x) is contained in the ground
state expectation value Σ(+∞, x).
B.2. Asymptotic conVnement: α 6= 0
In this section we discuss the continuum extrapolation of several quantities
for the case α 6= 0. For a quantity Qα we will subtract its (α = 0)-value at
Vnite temperature and thus consider ∆Qα(β, x) ≡ Qα(β, x) − Qα=0(β, x).
For the quantities we will consider ∆Qα(β, x) is a UV Vnite quantity and it
scales linearly in 1/
√
x to x = +∞. Therefore the following Vts should be
appropriate
f1(x) = A1 +B1
1√
x
(B.3a)
f2(x) = A2 +B2
1√
x
+ C2
1
x
(B.3b)
f3(x) = A3 +B3
1√
x
+ C3
1
x
+D3
1
x3/2
(B.3c)
where higher order corrections in 1/
√
x should be suXciently small, i.e.
C2, C3, D3  1. In Vgure B.3 we show the extrapolation of the string
tension σα(β, x) = ∆Fα(β, x) = Fα(β, x) − F0(β, x), Vg. B.3a-B.3d, and
the renormalized chiral condensate ∆Σα(β, x) = Σα(β, x) − Σ0(β, x) for
m/g = 0.25 and α = 0.25, Vg. B.3e-B.3h. We also show the Vts f1, f2 and
f3, eq. (B.3) to all our data: x = 100, 125, 150, . . . , 275, 300. The electric
Veld and the average energy per unit of length show similar behavior as
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Figure B.2.: Continuum extrapolation of Σren(β, x) for diUerent values of βg.
The full line is the Vt f1 to all our data and the dashed line is the Vt f2 to all our
data (see eq. (B.2)). (a-d) m/g = 0. (e-h) m/g = 0.25. For m/g = 0 the star
represent the continuum result of Sachs and Wipf [15] while for m/g = 0.25 it
represents the continuum estimate of [34].
a function of x. Our Vnal estimate is obtained by taking the mean of the
estimates obtained from
(a) a linear Vt (f1) to the largest three x−values, the largest four x−values,
..., all x−values,
(b) a quadratic Vt (f2) to the largest four x−values, the largest Vve
x−values, ..., all x−values,
(c) a cubic Vt (f3) to the largest Vve x−values, the largest six x−values,
..., all x−values.
The standard deviation on all these estimates serves as our error σerr . Our
estimates are shown by a star in Vg. B.3. It is clear that for small values of
βg our results are quite robust against the choice of Vtting function f1 or f2.
For larger values of βg, the cubic Vt seems to be less suitable, which can also
be observed by inspecting the coeXcient D3.
In Vg. B.4 (a) - (d) we show the continuum results for m/g = 0.125, 0.25
and α = 0.1, 0.25, 0.45 for the string tension, the electric Veld, the entropy
per unit of length and the renormalized chiral condensate. The error σerr for
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Figure B.3.:m/g = 0.25, α = 0.25. Continuum extrapolation of the string tension
σα(β) (a)-(d) and the renormalized chiral condensate ∆Σα(β) (e)-(h) for diUerent
values of βg.
each of these quantities is shown in Vg. B.4 (e) - (h). The entropy is obtained
from the string tension σα(β) and the average energy Eα(β) via the relation
∆Sα(β) = −β
(
σα(β)− Eα(β)
)
,
therefore we display the error on Eα(β) and σα(β) instead of the error on
Sα(β). The errors are only of order 10−4, so our Vts are reliable. Note also
that already at x = 100 our results are close to their continuum value. For
m/g & 0.5 the results for diUerent x−values are even closer to each other. In
Vg. B.5 we show some quantities for m/g = 0.5 and α = 0.25 and diUerent
values of x. Clearly, the results are almost on top of each other. Therefore, a
continuum extrapolation is only necessary for m/g = 0.125, 0.25.
B.3. Simulations for α = 1/2
Here we will discuss our results of the simulations for α = 1/2. For m/g .
(m/g)c ≈ 0.33, we already saw convergence of E1/2−δ(β, x) to zero for
δ
>→ 0 for all values of βg ∈ [0, 10]. When performing simulations for α =
1/2 we indeed observe that E1/2(β, x) = 0, see Vgs. B.6a and B.6b. When
imposing higher accuracy, which is obtained by lowering the tolerance 
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Figure B.4.: (a) - (d): Continuum results for m/g = 0.125 (green), 0.25 (blue) and
α = 0.1 (dotted line), α = 0.25 (dashed line), α = 0.45 (full line). The stars
represent the value at βg = +∞ computed in section 3.3. (a): String tension. (b)
Electric Veld. (c): Entropy density. (d): Renormalized chiral condensate. (e) - (h):
Errors σerr . on the continuum extrapolation for m/g = 0.25 and α = 0.25. (e):
String tension. (f) Electric Veld. (g) Average energy. (h) Chiral condensate.
(see subsection 4.2.3) we Vnd thatE1/2(β, x) becomes smaller in magnitude.
However, even for  = 10−6, we already have that |E1/2(β, x)| . 5× 10−5.
This was expected because the Hamiltonian has for these values of m/g a
unique CT invariant ground state which has a zero expectation value for the
electric Veld.
In contrast, for m/g & (m/g)c the electric Veld is not stable under variation
of , see Vgs. B.6c and B.6d. Because the ground state is two-fold degenerate
for α = 1/2 and m/g & 0.33 for a certain value of βg the evolution ‘picks’
out the ground state |Ψ1/2−〉 corresponding to α = 1/2 − δ in the limit
δ → 0. The Gibbs states has evolved then to
ρ1/2−(β) ∝ |Ψ1/2−〉 〈Ψ1/2−|+ O(e−β∆)
for βg large where ∆ is the mass gap of the Hamiltonian H1/2−δ in the
limit δ → 0. This artifact originates mainly from the fact that the iTEBD
follows a path with minimal entanglement. Clearly, the state ρ1/2−(β) has
less entanglement than the exact state ρ. One can also observe this by
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Figure B.5.: α = 0.25. m/g = 0.25 (full line) and m/g = 0.5 (dashed line).
Quantities for x = 100, 125, 150, . . . , 300. (a) String tension. (b) Electric Veld. (c)
Renormalized chiral condensate. (d) Entropy.
investigating the maximum bond dimension Dmax over the charge sectors,
see insets Vgs. B.6 (a) - (d). We expect thatD increases with βg and saturates
when the system is eUectively at zero temperature. For m/g = 1 we observe
for βg & 6 that Dmax decreases with βg. This indicates that the iTEBD
algorithm converges to a state with less entanglement.
It is clear that this leads to huge errors in the expectation values. Only for
CT invariant observables, e.g. the free energy, the average energy, the chiral
condensate, we can still Vnd accurate results. In Vgs. B.6g and B.6h we
indeed Vnd that the free energy is stable under variation of .
B.4. Thermal corrections in the weak coupling limit
The Lagrangian for the Schwinger model is:
L = ψ¯ (γµ(i∂µ + gAµ)−m)ψ − 1
4
FµνF
µν .
In the weak coupling limit (m/g  1) with an electric background Veld gα
Coleman [6] considered the Hamiltonian for this Lagrangian in the semi-
classical approximation and where he restricted to the two-particle sub-
space:
Hα ≈
∫ +∞
−∞
dp 2
√
p2 +m2 +
∫ +∞
−∞
dx
g2
2
(|x| − 2αx) + O
(
~,
g
m
)
,
with [x, p] = i.
The Vrst term is the total energy of a fermion-antifermion pair. The sec-
ond term gives the energy due to the separation of the fermion and the
antifermion and yields an inVnite number of bound states. Within this
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Figure B.6.: x = 100, α = 0.5. (a) - (d) Electric Veld E1/2(β, x) for diUerent
values of the tolerance . Inset: the maximum bond dimension over all charge
sectors as a function of βg. (a): m/g = 0.125. (b): m/g = 0.25. (c) m/g = 0.5. (d)
m/g = 1. (e) - (h) String tension σ1/2(β, x) for diUerent values of the tolerance .
Inset: zooming in on the interval βg ∈ [9, 10]. (e) m/g = 0.125. (f) m/g = 0.25. (g)
m/g = 0.5. (h) m/g = 1.
semi-classical approximation Coleman then argued that the number of two-
particle states with energy smaller than energy E is [6]
N(E) ≈ E
2
g2pi(1− 4α2)Θ(E − 2m) + O
( g
m
)
,
where Θ is the Heaviside-function: Θ(x) = 1 if x > 0 and Θ(x) = 0 if
x < 0. Therefore, thermal Wuctuations to the ground state are only relevant
if ∫ +∞
2m
dE
dN
dE
(E) e−βE ∼ Cm
for some constant Cm of order 1 depending on m but not on β. Hence, for a
large Vxed value of βg we will only observe signiVcant thermal Wuctuations
to ground state expectation values if δ . Kme−2βm/β on, with Km some
positive constant which depends on m but is independent of β.
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1
Matrix product states for quantum lattices
1.1. Matrix product states for Vnite lattices
In this section we recall the deVnition of Matrix Product States (MPS) on a
one-dimensional Vnite lattice. We also explain how tensor network diagrams
provide a way to visualize the contractions we need to compute expectation
values. The Schmidt spectrum of a MPS is discussed here as well. Finally,
we explain how the MPS can be brought in a canonical form. For a more
extended overview we refer to [76].
1.1.1. DeVnition
Consider a one-dimensional system of N sites. Mathematically this is de-
scribed by a lattice consisting of N sites with on each site n a local Hilbert
space Hn. Assuming that the quantum degrees of freedom of each of the
particles is described by a q−dimensional Hilbert space,Hn ∼= Cq , the total
Hilbert spaceH describing this system is the tensor product of these Hilbert
spaces:
H =
N⊗
n=1
Hn ∼= CqN .
If {|d〉n : d = 1, . . . , q} is a basis for the local Hilbert spaceHn on site n the
full Hilbert spaceH has basis
{|d1, . . . , dN 〉 = |d1〉1 . . . |dN 〉N : dn = 1, . . . , q}
and a general state |Ψ〉 ∈H takes the form
|Ψ〉 =
q∑
d1=1
. . .
q∑
dN=1
Cd1,...,dN |d1, . . . , dN 〉
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where Cd1,...,dN ∈ C. A general state |Ψ〉 has thus qN components.
A matrix product state (MPS) is now deVned as a state where the coeX-
cients Cq1,...,qn take the special form
Cd1,...,dN = v†LA
d1
1 . . . A
dN
N vR
where Adn ∈ CDn×Dn+1 for d = 1, . . . q, vL ∈ CD1×1 and vR ∈ CDN+1×1.
We call Dn the virtual dimensions or bond dimensions of the MPS represen-
tation. The MPS is denoted by |Ψ[A]〉, i.e.
|Ψ[A]〉 =
q∑
d1=1
. . .
q∑
dN=1
v†LA
d1
1 . . . A
dN
N vR |d1, . . . , dN 〉 . (1.1)
Note that we do not mention the dependence of |Ψ[A]〉 on the boundary
vectors vL and vR. This is because they can be absorbed in A1 and AN :
Ad1 ← v†LAd1, AdN ← AdNvR.
Let us now introduce the tensor network diagrams. In this formalism the
tensor Cd1,...,dN is depicted by
Cd1,...dN = C
. . .
d1 d2 dN−1 dN
, dn = 1, . . . , q.
Every leg of this diagram corresponds to one physical index dn. The tensors
Adn that occur in the MPS are drawn as[
Adn
]
α,β
= α An
d
β , α = 1, . . . , Dn;β = 1, . . . , Dn+1; d = 1, . . . , q.
The horizontal legs represent the virtual indices α en β, the vertical leg
represents the physical index d. In general we omit α, β and d in this tensor
network diagrams. Similary, vL and vR are drawn as[
v†L
]
1,α
= v†L α , [vR]α,1 = vRα .
If we want to contract two tensors this is simply depicted by connecting the
corresponding legs. For instance,[
Ad1n A
d2
n+1
]
α,β
=
D∑
γ=1
[
Ad1n
]
α,γ
[
Ad2n+1
]
γ,β
= α An
d1
An+1
d2
β .
With this convention, the MPS |Ψ[A]〉 in eq. (1.1) is drawn as
|Ψ[A]〉 = v†L A1 A2 . . . An . . . AN−1 AN vR .
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1.1.2. Normalization and the transfer matrix
As a warming-up exercise, let us compute the norm of a MPS |Ψ[A]〉. If we
denote [
Adn
]
α,β
= α An
d
β ,
the norm 〈Ψ[A]|Ψ[A]〉 is represented by the following diagram:
〈Ψ[A]|Ψ[A]〉 =
v†L
vTL
A1
A1
A2 . . .
A2 . . .
An . . .
An . . .
AN−1
AN−1
AN
AN
vR
vR
. (1.2)
To compute this eXciently we compute this diagram from right to left. Specif-
ically, we Vrst deVne the transfer matrix En by
En =
An
An
=
q∑
d=1
Adn ⊗Adn.
Note that En depends on the tensors Adn. When confusion is possible we
explicitly denote this dependence: En ≡ EAnAn . The transfer matrices are
linear operators which map (Dn+1×Dn+1) matrices to (Dn×Dn) matrices:
if Λ ∈ CDn+1×Dn+1 with
[Λ]α,β =
α
Λ
β
, α, β = 1, . . . , Dn+1
then
[En(Λ)]α,β = En Λ
α
β
=
An
An
Λ
α
β
=
[
q∑
d=1
AdnΛ(A
d
n)
†
]
α,β
.
Interpreting the transfer matrix En as a map from CDn+1⊗Dn+1 to CDn⊗Dn
one can also consider its transpose ETn which maps (Dn ×Dn) matrices to
(Dn+1 ×Dn+1) matrices: if Λ ∈ CDn×Dn with
[Λ]α,β = Λ
β
α
, α, β = 1, . . . , Dn
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(mind here the order of α and β!) then
[
(En)
T (Λ)
]
α,β
= Λ En
α
β
= Λ
An
An α
β
=
[
q∑
d=1
(Adn)
†ΛAdn
]
α,β
.
With these deVnitions, the diagram (1.2) becomes
〈Ψ[A]|Ψ[A]〉 = Ξ0 E1 E2
. . .
. . .
En
. . .
. . .
EN−1 EN Λn (1.3)
where [Ξ0]α,β = [vL]α,1 [vL]β,1 and [ΛN ]α,β = [vR]α,1 [vR]β,1. DeVning
iteratively
Ξn = Ξn−1 En and Λn−1 = En Λn . (1.4)
we Vnd for the diagram eq. (1.3)
〈Ψ[A]|Ψ[A]〉 = Ξn Λn = tr(ΞnΛn)
for any n = 0, . . . N . To normalize the state it is thus suXcient to divide
Adnn by
√
tr(ΞnΛn). Note that the computation time of the norm of a MPS
only scales as O
(
qND3
)
with D = maxnDn.
1.1.3. Schmidt spectrum of a MPS
The matrices Ξn and Λn contain information about the Schmidt spectrum
of |Ψ[A]〉. Consider the bipartition {A n1 ,A n2 } of the lattice where
A n1 = {1, 2, . . . , n} and A n2 = {n+ 1, . . . , N}.
If one traces out the local Hilbert spaces living on the sites in the region A n2
one obtains the reduced density matrix ρA n1 ,
ρA n1 = trA n2
(|Ψ[A]〉 〈Ψ[A]|)
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with components
[
ρA n1
]
(d1,...,dN );(d
′
1,...,d
′
n)
=
v†L
vTL
A1
A1
d1
d′1
A2
d2
d′2
. . .
A2 . . .
An
dn
d′n
An
ΛN ,
dn, d
′
n = 1, . . . , q. The non-zero Schmidt values with respect to this biparti-
tion are given by the non-zero eigenvalues of ρA n1 . Using the property that
for any two matrices A and B the non-zero eigenvalues of AB are the non-
zero eigenvalues of BA, the non-zero Schmidt values are the eigenvalues
of
v†L
vTL
A1
A1
A2 . . .
. . .
A2 . . .
An
An
Λn
= ΞnΛn,
where we assumed that the state |Ψ[A]〉 is normalized to one, tr (ΞnΛn) = 1.
Denoting the eigenvalues of ΞnΛn by σn,1, . . . , σn,Dn+1 with
1 ≥ σn,1 ≥ σn,2 ≥ . . . ≥ σn,Dn+1 ≥ 0,
Dn+1∑
α=1
σn,α = 1,
the Schmidt decomposition with respect to the bipartition {A n1 ,A n2 } of the
lattice reads
|Ψ[A]〉 =
Dn+1∑
α=1
√
σn,α
∣∣∣ΦA n1α 〉⊗ ∣∣∣ΦA n2α 〉 (1.5)
where ∣∣∣ΦA n1α 〉 ∈ ⊗
j∈A n1
Hj and
∣∣∣ΦA n2α 〉 ∈ ⊗
j∈A n2
Hj
are orthonormal unit vectors,〈
Φ
A n1
α
∣∣∣ΦA n1β 〉 = δα,β,〈ΦA n2α ∣∣∣ΦA n2β 〉 = δα,β.
Conversely, starting from this Schmidt decomposition, one shows that any
state can be written as a MPS with bond dimensions Dn+1 ≤ qbN/2c [76].
1.1.4. Expectation values of MPS
Consider a local observable O, i.e. a Hermitian operator of the form
O =
N−K+1∑
n=1
on,n+1,...,n+K−1.
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Here on,n+1,...,n+K−1 is a Hermitian operator that acts non-trivially on sites
n, . . . , n+K − 1 only, i.e. it is a shorthand notation for
on,n+1,...,n+K−1 ← 1H1⊗. . .⊗1Hn−1⊗on,n+1,...,n+K−1⊗1Hn+K⊗. . .⊗1HN
where 1Hn is the identity operator onHn and the on,n+1,...,n+K−1 appear-
ing on the right-hand side can be any Hermitian operator onHn⊗Hn+1⊗
. . .⊗Hn+K−1. For our applications we can restrict ourselves to K = 2 and
thus to operators of the form
O =
N−1∑
n=1
on,n+1 (1.6)
where on,n+1 acts only non-trivially on Hn ⊗Hn+1. With tensor network
diagrams we represent an operator by
〈d′1, . . . , d′n|O|d1, . . . , dN 〉 =
. . .
. . .
O
d1 dN
d′1 d
′
N
, dn, d
′
n = 1, . . . , q
and eq. (1.6) becomes
. . .
. . .
O
d1 dN
d′1 d
′
N
=
N−1∑
n=1
d1
d′1
. . .
dn−1
d′n−1
on,n+1
dn dn+1
d′n d
′
n+1
dn+2
d′n+2
. . .
dN
d′N
(1.7)
where we introduced the following notation for the identity operator 1Hn
onHn:
dn
d′n
= δdn,d′n .
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The expectation value 〈Ψ[A]|O|Ψ[A]〉 becomes
〈Ψ[A]|O|Ψ[A]〉 =
v†L
vTL
A1
A1
. . .
. . .
An
An
An+1
An+1
. . .
. . .
AN
AN
O
vR
vR
=
N−1∑
n=1
v†L
vTL
A1
A1
. . .
. . .
An
An
An+1
An+1
. . .
. . .
AN
AN
on,n+1
vR
vR
=
N−1∑
n=1
Ξn−1 Λn+1
An An+1
An An+1
o , (1.8)
where Λn and Ξn are deVned in eq. (1.4).
The most eXcient way to compute the diagrams in the right-hand side of
eq. (1.8) is by Vrst computing
α Cn,n+1
d1 d2
β = α An An+1
d1 d2
β =
[
Ad1n A
d2
n+1
]
α,β
, (1.9a)
then performing the following contraction
α Dn,n+1
d1 d2
β =
α
d1 d2
Dn,n+1
on,n+1
β
=
q∑
d′1,d
′
2=1
〈d1, d2|on,n+1|d′1, d′2〉
[
C
d′1,d
′
2
n,n+1
]
α,β
. (1.9b)
and Vnally computing
α
β
Ωn−1 =
α
Λn+1
Dn,n+1
Cn,n+1β
=
q∑
d1,d2=1
[
Dd1,d2n,n+1Λn+1
(
Cd1,d2n,n+1
)†]
α,β
.
(1.9c)
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Ξn−1 Λn+1
An An+1
An An+1
o
(a) The diagrams in eq. (1.8)
Ξn−1 Λn+1
Cn,n+1
Cn,n+1
on,n+1
(b) Performing the contraction (1.9a).
Ξn−1 Λn+1
Dn,n+1
Cn,n+1
(c) Performing the contraction (1.9b).
Ξn−1 Ωn−1
(d) Performing the contraction (1.9c).
Figure 1.1.: Right order of performing the contractions to compute the diagram
eq. (1.8): 1.1a→ 1.1d.
By performing the contractions in this order, see also Vg. 1.1, the expectation
value becomes
〈Ψ[A]|O|Ψ[A]〉 =
N∑
n=1
tr(Ξn−1Ωn−1).
and can be computed in O(Nq2D3) time. Here we assumed that q  D
which is the case for our applications.
1.1.5. Canonical form of MPS
There is some freedom in the representation eq. (1.1) of a MPS |Ψ[A]〉. If we
deVne the tensors A˜dnn ∈ CD˜n×D˜n+1 by
A˜n = Un An Vn+1
with Un ∈ CD˜n×Dn , Vn ∈ CDn×D˜n and VnUn = 1Dn×Dn , then it is clear
that if we deVne the boundary vectors
v˜†L = v
†
LV1, v˜R = UN+1vR,
that |Ψ[A, vL, vR]〉 =
∣∣∣Ψ [A˜, v˜L, v˜R]〉. Here we explicitly denoted the de-
pendence of a MPS on its boundary vectors. This gauge freedom can be
used to bring the MPS in a so-called canonical form. Consider again the
matrices Ξn and Λn, see eq. (1.4), then we say that a MPS is in the left
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canonical form if Ξn = 1Dn+1×Dn+1 for all n = 0, . . . , N . Similarly, we
say that a MPS is in the right canonical form if Λn = 1Dn+1×Dn+1 for all
n = 0, . . . , N .
Before we discuss how to bring a general MPS in such a canonical form it
is convenient to get rid of the boundary vectors. Therefore we absorb v†L
into the deVnition of A1: Ad1 → v†LAd1 and vR into the deVnition of AdN :
AdN → AdNvR. In this case we have D1 = DN+1 = 1 and Ξ0 = ΛN = 1.
The MPS (1.1) then takes the form
|Ψ[A]〉 =
q∑
d1=1
. . .
q∑
dN=1
Ad11 . . . A
dN
N |d1, . . . , dN 〉 , An ∈ CDn×Dn+1 (1.10)
with D1 = DN+1 = 1.
(a) Left canonical form
We now discuss how one brings a general MPS |Ψ[A]〉, eq. (1.10), in the left
canonical form. Therefore we apply a QR-decomposition of A′1 ∈ CqD1×D2
with components [A′1](d,α);β =
[
Ad1
]
α,β
:
A′1 = Q
′
1M1, Q
′
1 ∈ CqD1×D˜2 ,M1 ∈ CD˜2×D2 , (Q′1)†Q′1 = 1D˜2 .
Next, we deVne Ld1 ∈ CD1×D˜2 with components
[
Ld1
]
α,β
= [Q′1](d,α);β and
deVne A˜d2 = M1A
d
2 ∈ CD˜2×D3 . These transformations do not aUect the
MPS (1.10) which now becomes
|Ψ[A]〉 =
q∑
d1=1
. . .
q∑
dN=1
Ld11 A˜
d2
2 A
d3
3 . . . A
dN
N |d1, . . . , dN 〉 .
Note that Q′1
†Q′1 = 1D˜2 implies that
Ξ1 = 1D˜1
L1
L1
= 1D˜2 . (1.11)
With tensor network diagrams, we depict this transformation symbolically
as
A1
(QR)
= L1 M1 ,
A˜2 = M1 A2 .
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Assume now that the MPS has been written in the form
|Ψ[A]〉 =
q∑
d1=1
. . .
q∑
dN=1
Ld11 . . . L
dk
k A˜
dk+1
k+1 A
dk+2
k+2 . . . A
dN
N |d1, . . . , dN 〉
where Ld11 , . . . , L
dk
k are in the left canonical form:
Ξn = 1D˜n
Ln
Ln
= 1D˜n+1 for n ≤ k.
Then one performs a QR-decomposition of A˜k+1:
Ak+1
(QR)
= Lk+1 Mk+1
and one deVnes
A˜k+2 = Mk+1 Ak+2 .
The MPS then takes the form
|Ψ[A]〉 =
q∑
d1=1
. . .
q∑
dN=1
Ld11 . . . L
dk+1
k+1 A˜
dk+2
k+2 A
dk+3
k+3 . . . A
dN
N |d1, . . . , dN 〉
with
Ξn = 1D˜n
Ln
Ln
= 1D˜n+1 for n ≤ k + 1.
Doing this procedure for k = 1, . . . , N leads to a MPS in the left canonical
form.
(b) Right canonical form
Bringing a general MPS, eq. (1.10), in the right canonical form is done in
a similar way as for the left canonical form, but instead of going from left
to right, we proceed from right to left. More speciVcally, assume the MPS
representation (1.10) is put in the form
|Ψ[A]〉 =
q∑
d1=1
. . .
q∑
dN=1
Ad11 . . . A
dk−1
k−1 A˜
dk
k R
dk+1
k+1 . . . R
dN
N |d1, . . . , dN 〉
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with Adnn ∈ CDn×Dn+1 (n < k), A˜dkk ∈ CDk×D˜k+1 ,Rdnn ∈ CD˜n×D˜n+1 (n ≥
k + 1) and where Rdk+1k+1 , . . . , R
dN
N are in the right canonical form:
Λn−1 =
Rn
Rn
Λn = 1D˜n , n ≥ k + 1.
Then one performs a QR-decomposition of A′k
† ∈ CqD˜k+1×Dk with com-
ponents [A′k]α;(d,β) =
[
A˜dk
]
α,β
: A′k
† = Q′kMk, Q
′
k ∈ CqD˜k+1×D˜k , Mk ∈
CD˜k×Dk , (Q′k)
†Q′k = 1D˜k . Then one deVnes R
d
k ∈ CD˜k×D˜k+1 with compo-
nents
[
Rdk
]
α,β
=
[
Q′k
†]
β;(d,α)
and one puts A˜dk−1 = A
d
k−1M
†
k ∈ CDk−1×D˜k .
The MPS representation then becomes
|Ψ[A]〉 =
q∑
d1=1
. . .
q∑
dN=1
Ad11 . . . A
dk−2
k−2 A˜
dk−1
k−1 R
dk
k . . . R
dN
N |d1, . . . , dN 〉
and because (Q′k)
†Q′k = 1D˜k , Rk is also in the right canonical form:
Λn−1 =
Rn
Rn
1D˜n+1 = 1D˜n , n ≥ k.
By applying this procedure for k = N,N − 1, . . . , 1, one brings the MPS
in the right canonical form. Symbolically, this transformation is represented
with tensor network diagrams as
A˜k
(RQ)
= Mk Rk ,
A˜k−1 = Ak−1 Mk .
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(c) Centered canonical form
One can now combine the left and right canonical form to put a MPS in a
so-called centered canonical form. More speciVcally, given a site k one uses
the previous procedures to put for n ≥ k + 1:
Λn−1 =
An
An
1D˜n+1 = 1D˜n
and for n < k:
Ξn = 1D˜n
An
An
= 1D˜n+1 .
This form is convenient for the DMRG algorithm. For a local operator ok
that acts only non-trivial on site k we Vnd for the expectation value
〈Ψ[A]|ok|Ψ[A]〉 = 1D˜k
Ak
Ak
ok 1D˜k+1 .
1.2. uMPS in the thermodynamic limit
In this section we focus on one-dimensional quantum systems in the ther-
modynamic limit. We deVne translational invariant states, the uniform MPS
(uMPS), which were introduced for the Vrst time in [79]. Contrary to their
approach, we are not concerned here with a rigorous treatment but rather
follow [88, 136]. As for the Vnite-size case, we discuss the normalization,
the Schmidt spectrum and the computation of expectation values of these
states.
1.2.1. DeVnition
On a one-dimensional quantum system with N particles (N → +∞), a
uniform MPS (uMPS) takes the form
|Ψu[A]〉 = lim
N→+∞
q∑
d1=1
. . .
q∑
dN=1
v†LA
d1 . . . AdN vR |d1, . . . , dN 〉 . (1.12)
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Note that we here take all Adn ∈ CD×D to be the same tensor Ad to impose
translation invariance to the state. For a proper discussion on how the limit
N → +∞ must be taken we refer to [79, 136]. For our purposes it is
suXcient to consider this limit as the fact that we are only interested in
the physics of the bulk. By taking the limit N → +∞ we avoid boundary
eUects. Indeed, as we will see later, all computations are independent of the
boundary vectors vL and vR. This ansatz is suitable to approximate ground
states of translation invariant Hamiltonians in the case this symmetry is not
spontaneously broken.
1.2.2. Calculus
To compute the norm of a uMPS, we need to consider the transfer matrix E,
see subsection 1.1.2,
E =
A
A
=
q∑
d=1
Ad ⊗Ad.
Now, contrary to the case of a Vnite lattice, E is independent of the site n.
However, E still depends on the tensors Ad. When confusion is possible we
explicitly denote this dependence: E ≡ EAA. To Vnd the norm of the state,
one needs to Vnd the leading eigenvalue η, i.e. the largest eigenvalue in
magnitude, of E and the corresponding left and right eigenvectors Ξ and Λ:
Ξ
A
A
= η Ξ and
A
A
Λ = η Λ . (1.13)
Some remarks are in order here:
(i) The quantum Perron-Frobenius theorem [163] assures us that the eigen-
value η is real and positive. Furthermore, if this eigenvalue is non-
degenerate, than Λ and Ξ can be taken positive deVnite (and thus
Hermitian and non-singular). This is crucial for our numerics.
(ii) We assume here that the eigenvalue η is non-degenerate, i.e. the ma-
trices Λ and Ξ deVned in eq. (1.13) are unique up to a complex factor.
When the eigenvalue is degenerate, the MPS can be decomposed a
sum of a Vnite number of MPS where the transfer matrix has a non-
degenerate leading eigenvalue [164]. For our numerics however, this
is generically not the case and hence we can assume that the leading
eigenvalue is unique.
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(iv) Using an iterative procedure, like the Arnoldi iteration [165] or the
Jacobi-Davidson method [166], the leading eigenvalue η and the cor-
responding left and right eigenvector Ξ and Λ can be found in
O(NiterqD
3)
time, withNiter the number of iterations needed of the chosen method.
This is because for these iterative methods we only need the action of
the transfer matrix E on a matrix Λ, see (1.13).
(v) The deVnitions of Ξ and Λ coincide with the deVnitions (1.4) in the
sense that
(a) lim
n→+∞E
n(vRv
†
R) ∼
(
lim
n→+∞ η
n
)
Λ,
(b) lim
n→+∞[E
T ]n(vLv
T
L) ∼
(
lim
n→+∞ η
n
)
Ξ.
To normalize the state to one, we need to divide Ad by
√
η and rescale Ξ
and Λ such that tr(ΞΛ) = 1. The singular values of ΞΛ are the Schmidt
values associated to any half chain cut of the lattice. Note that due to
translation invariance, these Schmidt values are also independent of the site
n. Denoting the eigenvalues of ΞΛ by σ1, . . . , σD with
1 ≥ σ1 ≥ σ2 ≥ . . . ≥ σD ≥ 0,
D∑
α=1
σα = 1,
the Schmidt decomposition eq. (1.5) with respect to the bipartition {A n1 =
Z[1, . . . , n],A n2 = Z[n+ 1, . . . , N ]} of the lattice now becomes
|Ψ[A]〉 =
D∑
α=1
√
σα
∣∣∣ΦA n1α 〉⊗ ∣∣∣ΦA n2α 〉 .
Consider now an observable of the formO =
∑r2
n=r1
on,n+1 (1 r1 ≤ r2 
N = +∞) where on,n+1 acts only non-trivially on sites n and n+ 1, then
〈Ψu[A]|O|Ψu[A]〉 =
r2∑
n=r1
Ξ Λ
A A
A A
on,n+1 . (1.14)
Following the scheme in Vg. 1.1, this can be performed in O(|r2 − r1|q2D3)
time. Consider now the special case, when r1 = 1, r2 = +∞ and on,n+1 = o:
O = lim
N→+∞
N−1∑
n=1
Tn−1oT−n+1
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with T the translation operator over one site and where o acts only non-
trivially on sites 1 and 2. In this case the expectation value diverges with the
length of the lattice N . However, the expectation value per site is Vnite and
equals
lim
N→+∞
1
N
〈Ψu[A]|O|Ψu[A]〉 = Ξ Λ
A A
A A
o , (1.15)
which can be computed in O(q2D3) time.
It is also possible to put the uMPS in a canonical form. Like in the non-
uniform case we can put Λ = 1D (right canonical form) and Ξ = 1D
(left canonical form). We also consider the symmetric canonical form:
Ξ = Λ. In algorithm 1.1 we give the pseudocode for an implementation
in for instance C++, Matlab or Python. As input we give the tensor A ={
[Ad]α,β
}
d=1...d;α,β=1...d
representing the uMPS |Ψ[A]〉 eq. (1.12) and a
string stringCanForm. The string ‘stringCanForm’ indicates the desired canon-
ical form: ’left’ for the left canonical form, ‘right’ for the right canonical
form and ‘symmetric’ for the symmetric canonical form. The output of the
algorithm is again a tensor A corresponding to the same uMPS but now
with norm 1. The left and right eigenvector Ξ and Λ of the transfer matrix
corresponding to the leading eigenvalue η = 1 are in the desired canonical
form. In either way Ξ and Λ are diagonal. The algorithm is straightforward
and can also be found in [136]. Essentially, it constructs the matrix Γ to
bring the uMPS in the desired form by the MPS gauge transformation
A ← Γ A Γ−1 /√η.
Let us conclude this part by some giving comments on the algorithm
(i) As already mentioned, we use an interactive procedure to Vnd leading
η of the transfer matrix and the corresponding left and right eigenvec-
tors Ξ and Λ. This is what happens in line 2 and 3. We invoke the
iterative eigensolver ‘eigs’ 1 and apply it on the functions ‘ApplyTrans-
ferLeft’ and ‘ApplyTransferRight’. These functions, see lines 26-28 and
lines 29-31, compute the right and left action of the transfer matrix on
a matrix, which can be performed in O(qD3) time. Therefore, Vnding
1. This nomenclature stems from matlab where the routine for the Arnoldi iteration is called
‘eigs’. But more general ‘eigs’ can be any iterative eigensolver.
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the leading eigenvalue η and the corresponding left and right eigen-
vectors Ξ and Λ takesO(NiterqD3) time, whereNiter is the number of
iterations needed by the iterative procedure. We can expect that Niter
is proportional with the correlation length. The correlation length ξ
can be computed from the leading eigenvalue η and the second leading
eigenvalue η2 of the transfer matrix as ξ = − log(η2/η).
(ii) Because Ξ and Λ are positive-deVnite, the matrices X and Y in line 7
exist.
(iii) In line 8, [U,Σ, V ] = SVD(Y X) means a singular value decomposition
of Y X :
Y X = UΣV †, U †U = 1, V V † = 1,Σ diagonal and positive deVnite.
Algorithm 1.1 Normalization of a uMPS
Input: A, stringCanForm
Output: A, Ξ,Λ.
1: function [A,Ξ,Λ, η,Γ] = normalizeUmps(A,stringCanForm)
2: [Ξ,η] = eigs(@(Ξ)ApplyTransferLeft(Ξ,A))
3: [Λ,η] = eigs(@(Λ)ApplyTransferRight(Λ,A))
4: A← A/√η
5: Ξ← Ξ/tr(Ξ)
6: Λ← Λ/tr(Λ)
7: Find matrices X and Y such that Ξ = XX†, Λ = Y †Y
8: [U,Σ, V ] = SVD(Y X)
9: Σ← Σ/√tr(Σ2)
10: switch stringCanForm do
11: case ‘left’
12: Γ = ΣV †X−1 = U †Y
13: Ξ = 1D
14: Λ = Σ2
15: case ‘right’
16: Γ = V †X−1 = Σ−1U †Y
17: Ξ = Σ2
18: Λ = 1D
19: case ’symmetric’
20: Γ = Σ1/2V †X−1 = Σ−1/2U †Y
21: Ξ = Σ
22: Λ = Σ
23: end switch
24: A ← Γ A Γ−1
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25: end function
26: function Ξ′ = ApplyTransferLeft(Ξ,A)
27: Ξ′ = Ξ
A
A
28: end function
29: function Λ′ = ApplyTransferRight(Λ,A)
30: Λ′ =
A
A
Λ
31: end function
1.3. The tangent space of uMPS
Here we study the tangent space of the uMPS. They provide a variational
class of states to approximate one-particle excitations with a given momen-
tum [87, 91]. The calculus of these states is discussed here as well, see also
[88] for a nice overview .
1.3.1. DeVnition
If T is the translation operator over one site on a lattice with N sites,
T |d1, d2, . . . , dN 〉 = |d2, . . . , dN , d1〉
then it is obvious that in the limit N → +∞ uMPS are invariant under T:
T |Ψu[A]〉 = |Ψu[A]〉. Furthermore, because TN = 1 its spectrum equals all
the Nth roots of unity, i.e.
spec(T) =
{
eik : k = 2pi
0
N
, 2pi
1
N
, . . . , 2pi
N − 1
N
}
.
When considering the thermodynamic limit, the spectrum of T becomes
continuous, spec(T) : {eik : k ∈ [0, 2pi[}. Note that k is only determined
up to an integer multiple of 2pi, so one can also take k ∈ [−pi, pi[. k is
called the momentum and an eigenstate of T with eigenvalue eik is called a
momentum-k eigenstate.
Starting from a uMPS |Ψu[A]〉, see eq. (1.12), an example of a momentum-k
eigenstate of the translation operator T is |Φk[B,A]〉 which is deVned by
lim
N→+∞
N∑
n=1
q∑
d1,...,dN=1
eikn v†LA
d1 . . . Adn−1BdnAdn+1 . . . AdN vR |d1, . . . , dN 〉 ,
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or with tensor network diagrams:
|Φk[B,A]〉 = lim
N→+∞
N∑
n=1
eikn v†L A
1
. . . A
n− 1
B
n
A
n+ 1
. . . A
N
vR . (1.16)
We indeed have that T |Φk[B,A]〉 = eik |Φk[B,A]〉, hence these states can
be used as a variational ansatz for momentum-k eigenstates. More specif-
ically, we use the uMPS |Ψu[A]〉 to approximate the ground states. The
states |Φk[B,A]〉 serve then as a variational ansatz to approximate the one-
particle eigenstates. Note that this ansatz is linear in the tensors B. For any
k ∈ [0, 2pi[ the set
T kA = {|Φk[B,A]〉 : Bd ∈ CD×D, d = 1 . . . q}
is called the (boosted) tangent spacewith momentum k in the uMPS |Ψu[A]〉.
For k = 0, this deVnition exactly coincides with the deVnition of tangent
space in diUerential geometry in the sense that
|Φ0[B,A]〉 =
q∑
d=1
D∑
α=1
D∑
β=1
[Bd]α,β
(
∂
∂[Ad]α,β
|Ψu[A]〉
)
.
From now on we assume that |Ψu[A]〉 is normalized and that the left and
right eigenvector Ξ and Λ corresponding to the largest eigenvalue η = 1 of
the transfer matrix are positive diagonal matrices, see algorithm 1.1.
The overlap of the tangent vectors |Φk[B,A]〉 with |Ψu[A]〉 can easily be
computed:
〈Φk[B,A]|Ψu[A]〉 = 2piδ(k) Ξ
A
B
Λ
where the delta-Dirac function for momentum k = 2pim/N (m = 0, . . . N−
1) is regularized as
2piδ (2pim/N) = lim
N→+∞
N∑
n=1
ei2pinm/N = lim
N→+∞
Nδm,0.
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The prefactor 2piδ(k) thus originates from the inVnite number of sites N .
Note that for k 6= 0 the states are automatically orthogonal to |Ψu[A]〉,
while for k = 0 |Ψu[A]〉 is only orthogonal to |Φ0[B,A]〉 if
Ξ
A
B
Λ = 0. (1.17)
1.3.2. Gauge freedom and gauge Vxing
The uMPS |Ψu[A]〉 has the gauge freedom
A ← Γ A Γ−1
in its representation. When Vxing the gauge of the tensor A (left, right or
symmetric) one still has an additional freedom in the tensor B: it is clear
that |Φk[B,A]〉 is invariant under the transformation
B ← B +e−ik Υ A − A Υ ,Υ ∈ CD×D. (1.18)
When k 6= 0 this freedom can be used to let B obey the left gauge Vxing
condition,
Ξ
B
A
= Ξ
A
B
= 0 (1.19)
or the right gauge Vxing condition,
B
A
Ξ =
A
B
Ξ = 0. (1.20)
When k = 0 one can still impose the left gauge or right gauge Vxing condi-
tion if |Φ0(B,A)〉 is orthogonal to |Ψ[A]〉, i.e. if eq. (1.17) is satisVed.
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Let us now discuss how we can let B obey the left gauge Vxing condition.
Given B, it follows from eq. (1.19), that Υ, see eq. (1.18), must satisfy:
ΞΥ 1− e−ikE = Ξ
B
A
. (1.21)
Because the leading eigenvalue of the transfer matrix E equals η = 1, 1 −
e−ikE is invertible for k 6= 0. For k = 0, we can still solve eq. (1.21) if B
satisVes eq. (1.17). Therefore we introduce the orthogonal projector P onto
the kernel of 1− E:
P = Λ Ξ .
When considering Q = 1 − P, it follows from eq. (1.17) that eq. (1.21) is
solved as
Υ = Ξ
B
A
(
1− e−ikE)+
Ξ−1
(1.22)
where (1− e−ikE)+ is a pseudo inverse of 1− e−ikE deVned as:
(1−e−ikE)+ = (1−e−ikE)−1, k 6= 0 and (1−E)+ = Q(Q(1−e−ikE)Q)−1Q.
Similarly, when k 6= 0 or eq. (1.17) is satisVed, taking
Υ = −eik
Λ−1
B
A
(
1− eikE)+ Λ (1.23)
imposes the right gauge Vxing condition eq. (1.20) on B.
1.3.3. EXcient computation of
(
1− eikE)+
In the previous subsection we saw that to impose the right gauge Vxing
or the left gauge Vxing condition on B, we need to compute the (pseudo)
inverse of 1− eikE. Note that this is a (D2 ×D2) matrix and that the com-
putation time to compute the inverse exactly would scale asD6. Fortunately,
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the action of 1−eikE on a vector can be implemented inO(D3) time. Hence
we can use iterative methods to solve eq. (1.22) and eq. (1.23).
More speciVcally, assume we want to determine
K = (1− eikE)+ Ω .
This is equivalent to solving the following equation for K
K − eik
A
A
K = Ω − δk,0 Ξ Ω Λ . (1.24)
The action on K in the left-hand side can be implemented in O(qD3) time.
Using an iterative method like the generalized minimal residual method
[167] or the biconjugate gradient stabilized method [168] a solution K can
be found inO(NiterqD3) time whereNiter is the number of iterations needed
for the iterative solver.
A pseudocode for this algorithm is presented in algorithm 1.2 and essen-
tially solves eq. (1.24) using the iterative method ‘bicgstab’ 2. The com-
mand ‘K= bicgstab(@(K)ApplyTransRight(K ,A),Ω)’ means that the bicon-
jugate gradient stabilized method is applied to the linear map ‘ApplyTran-
sRight’, which maps K to K ′ as shown in line 8, and gives the solution K of
ApplyTransRight(K) = Ω.
Algorithm 1.2 Determine
(
1− eikE)+ acting on the right
Input: A,Ω,k,Ξ,Λ
Output: K .
1: functionK = invTransRight(A,Ω,k,Ξ,Λ)
2: if k = 0 then
3: Ω ← Ω − Ξ Ω Λ
4: end if
2. This is the matlab command to invoke the biconjugate gradient stabilized method. Of course,
one could choose another method.
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5: K = bicgstab(@(K)ApplyTransRight(K ,A,k),Ω)
6: end function
7: functionK ′ = ApplyTransRight(K ,A,k)
8: K ′ = K − eik
A
A
K
9: end function
Similarly, we provide in algorithm 1.3 the pseudocode for the eXcient com-
putation of
L = (1− eikE)+Ω ∈ CD×D.
Algorithm 1.3 Determine
(
1− eikE)+ acting on the left
Input: A,Ω,k,Ξ,Λ
Output: L.
1: function L = invTransLeft(A,Ω,k,Ξ,Λ)
2: if k = 0 then
3: Ω ← Ω − Ω Λ Ξ
4: end if
5: L = bicgstab(@(L)ApplyTransLeft(L,A,k),Ω)
6: end function
7: function L′ = ApplyTransLeft(L,A,k)
8: L′ = L − eik L
A
A
9: end function
1.3.4. Variational freedom in the tangent plane
In subsection 1.3.2 we discussed how we can use the freedom eq. (1.18) in B
in the representation of |Φk[B,A]〉 to impose the left gauge Vxing condition
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eq. (1.19) or the right gauge Vxing condition eq. (1.20) on B. Here we will
parametrize B such that either the left gauge Vxing condition or the right
gauge Vxing condition is fulVlled.
Assume Vrst that B satisVes the right gauge Vxing condition. Let V˜R ∈
CnR×qD be a matrix such that the rows of V˜R form an orthonormal basis for
the left zero space of WR ∈ CqD×D where
[WR](dα),β =
[
Λ1/2(Ad)†
]
α,β
, d = 1 . . . q;α, β = 1 . . . D.
We thus have that V˜RWR = 0 and V˜RV˜
†
R = 1nR . In general, we expect that
nR = (q− 1)D, but we also allow for the more general case nR ≥ (q− 1)D.
DeVning now for all d = 1 . . . q: V dR ∈ CnR×D with components
[
V dR
]
α,β
=[
V˜R
]
α,(dβ)
, any B satisfying the right gauge Vxing condition can be written
as
B = Ξ−1/2 VRX Λ−1/2 (1.25a)
where X ∈ CD×nR ,
VR
VR
1D = 1nR and
VR
A
Λ1/2 = 0. (1.25b)
AnyB satisfying the right gauge Vxing condition (1.20) can thus be parametrized
by a matrix X ∈ CD×nR and vice versa.
Similarly, if B satisVes the left gauge Vxing condition, we consider V˜L ∈
CqD×nL such that the columns of V˜L form an orthonormal basis for the
right zero space of WL ∈ CD×qD where
[WL]α,(dβ) =
[
(Ad)†Ξ1/2
]
α,β
, d = 1 . . . q;α, β = 1 . . . D.
We thus have that WLV˜L = 0 and V˜
†
LV˜L = 1nqL
. In general, we expect that
nL = (q− 1)D, but we also allow for the more general case nL ≥ (q− 1)D.
DeVning now for all d = 1 . . . q: V dL ∈ CD×nL with components
[
V dL
]
α,β
=[
V˜L
]
(dα),β
, any B satisfying the left gauge Vxing condition can be written
as
B = Ξ−1/2 VL X Λ−1/2 (1.26a)
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where X ∈ CnL×D ,
1D
VL
VL
= 1nL and Ξ1/2
VL
A
= 0. (1.26b)
AnyB satisfying the left gauge Vxing condition (1.19) can thus be parametrized
by a matrix X ∈ CnL×D and vice versa.
1.3.5. Calculus
In the previous subsection, we focussed on the gauge freedom and how this
can be used to impose the left gauge Vxing condition eq. (1.19) or the right
gauge Vxing condition eq. (1.20) on B. In this subsection we discuss how
expectation values of tangent vectors |Φk[B,A]〉 are computed. In order that
these expectation values are well-deVned it is important that the tangent
vector |Φk[B,A]〉 is orthogonal to |Ψu[A]〉, i.e. that k 6= 0 or that
Ξ
B
A
Λ = 0.
As we discussed in subsection 1.3.2, we can take B such that it obeys either
the left gauge Vxing condition or the right gauge Vxing condition. From now
on, we assume that this is the case:
B
A
Λ = 0 or Ξ
B
A
= 0.
The overlap between two diUerent tangent vectors equals
〈Φk′ [B′, A]|Φk[B,A]〉 = 2piδ(k − k′) Ξ
B
B′
Λ . (1.27)
Notice that the tangent vectors satisfy a delta-Dirac normalization in the
thermodynamic limit. Also, two tangent vectors with diUerent momentum
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are automatically orthogonal as it should. When B and B′ are parametrized
as in eq. (1.25) or eq. (1.26): B = B(X) and B′ = B(Y ), we have that
〈Φk′ [B′, A]|Φk[B,A]〉 = 2piδ(k − k′) tr(Y †X). (1.28)
Consider now an operator of the form O = limN→+∞
∑N−1
n=1 T
n−1oT−n+1
where o acts non-trivially on site 1 and site 2. One can show that [43]
〈Φk[B,A]|O|Ψu[A]〉 = 2piδ(k)
 L0
A
B
Λ
+ Ξ
A
B
K0 + Ξ Λ
A A
B A
o + Ξ Λ
A A
A B
o

(1.29a)
where
L0 =
A A
AA
o (1− E)+Ξ (1.29b)
K0 =
A A
AA
o(1− E)+ Λ (1.29c)
can be computed eXciently using algorithms 1.2 and 1.3. The inverse
(1− E)+
that appears here originates from the geometric series:
(1− E)+ = lim
N→+∞
N∑
n=0
(QEQ)n .
Note that if B obeys the right gauge Vxing condition resp. the left gauge
Vxing condition, the Vrst resp. second term drops out of the expression.
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Finally, we compute expectation values of the form 〈Φk′ [B′, A]|O|Φk[B,A]〉.
For these expectation values, to be well-deVned, we need to subtract the
expectation value of O with respect to |Ψu[A]〉 from it: if
O = lim
N→+∞
N−1∑
n=1
Tn−1oT−n+1
then we need to subtract 〈Ψu[A]|o|Ψu[A]〉:
o← o− 〈Ψu[A]|o|Ψu[A]〉 .
If one computes the following matrices iteratively (algorithms 1.2 and 1.3):
L1 =
B
A
(
1− e−ikE)+Ξ , (1.30a)
L2 =
B A
AA
o
(
1− e−ikE)+Ξ (1.30b)
L3 =
A B
AA
o
(
1− e−ikE)+Ξ (1.30c)
L4 =
B
A
(
1− e−ikE)+L0 (1.30d)
K1 =
B
A
(
1− eikE)+ Λ , (1.30e)
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K2 =
B A
AA
o
(
1− eikE)+ Λ , (1.30f)
K3 =
A B
AA
o
(
1− eikE)+ Λ (1.30g)
K4 =
B
A
(
1− eikE)+ K0 , (1.30h)
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one Vnds [88]
〈Φk′ [B′, A]|O|Φk[B,A]〉 = 2piδ(k − k′) Ξ Λ
B A
B′ A
o + Ξ Λ
A B
A B′
o + eik Ξ Λ
A B
B′ A
o
+e−ik Ξ Λ
B A
A B′
o + L0
B
B′
Λ + Ξ
B
B′
K0 +eik Ξ
A
B′
K4
+e−ik L1
A
B′
K0 +eik L0
A
B′
K1 +e−ik L4
A
B′
Λ +eik Ξ
A
B′
K2
+e−ik L1 Λ
A A
B′ A
o +ei2k Ξ
A
B′
K3 +e−i2k L1 Λ
A A
A B′
o
+ eik Ξ K1
A A
A B′
o + e−ik L3
A
B′
Λ
+ ei2k Ξ K1
A A
B′ A
o + e−i2k L2
A
B′
Λ
 (1.30i)
1.4. CT invariant MPS
In this section we extend the formalism of uMPS and its tangent space to
systems invariant under CT, with T translation over one site and C a local
idempotent (C2 = 1Cq ) observable.
1.4.1. Ground state ansatz
Consider a lattice with 2N sites in the thermodynamic limit (N = +∞)
and a local idempotent operator C (C2 = 1Cq ). The following MPS is then
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invariant under CT:
|ΨC[A]〉 = v†L A
d1
A
C
d2
. . . A
d2n−1
A
C
d2n
. . . A
d2N−1
A
C
d2N
vR
(1.31)
in the limit N → +∞ where Ad ∈ CD×D . By construction this state is
obtained from the uMPS
|Ψu[A]〉 = v†L A
d1
A
d2
. . . A
d2n−1
A
d2n
. . . A
d2N−1
A
d2N
vR
by applying C on the even sites. In this context we call |Ψu[A]〉 the ‘uniform
counterpart’ of |ΨC[A]〉. As will become clear later, all computations can be
performed on the level of its uniform counterpart |Ψu[A]〉. In particular, we
can apply the whole formalism developed for uMPS to these states as well.
For instance, concerning the normalization we Vnd because C2 = 1Cq that
〈ΨC[A]|ΨC[A]〉 = 〈Ψu[A]|Ψu[A]〉 = tr (ΞΛ)
where Ξ and Λ are the left and right eigenvector corresponding to the lead-
ing eigenvalue of the transfer matrix E = EAA, see subsection 1.2.2. They
are also obtained via the algorithm 1.1. Note that we here also assumed the
leading eigenvalue of the transfer matrix to be normalized to one.
Furthermore, for any local operator
. . .
. . .
O
d1 d2N
d′1 d
′
2N
=
2N−1∑
n=1
d1
d′1
. . .
dn−1
d′n−1
on,n+1
dn dn+1
d′n d
′
n+1
dn+2
d′n+2
. . .
d2N
d′2N
we have that
〈ΨC[A]|O|ΨC[A]〉 =
N∑
n=1
Ξ Λ
A A
A A
oC2n−1,2n +
N−1∑
n=1
Ξ Λ
A A
A A
oC2n,2n+1
=
N∑
n=1
〈Ψu[A]|oC2n−1,2n|Ψu[A]〉
+
N−1∑
n=1
〈Ψu[A]|oC2n,2n+1|Ψu[A]〉
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where
oC2n−1,2n
d1 d2
d′1 d′2
=
C
C
o2n−1,2n
d1 d2
d′1 d′2
and oC2n,2n+1
d1 d2
d′1 d′2
=
C
C
o2n,2n+1
d1 d2
d′1 d′2
.
For our simulations, we are interested in the case when on,n+1 only depends
on the parity of n:
o2n−1,2n = o1,2 and o2n,2n+1 = o2,3.
In this case, we Vnd in the thermodynamic limit for the expectation value
per site
lim
N→+∞
1
2N
〈ΨC[A]|O|ΨC[A]〉 =1
2
Ξ Λ
A A
A A
oC1,2 + o
C
2,3
=
〈
Ψu[A]
∣∣∣∣∣oC1,2 + oC2,32
∣∣∣∣∣Ψu[A]
〉
with
oC1,2
d1 d2
d′1 d′2
=
C
C
o1,2
d1 d2
d′1 d′2
and oC2,3
d1 d2
d′1 d′2
=
C
C
o2,3
d1 d2
d′1 d′2
.
We thus Vnd that if we absorb C on the even sites in the operators that the
expectation value with respect to |ΨC[A]〉 reduces to the expectation value
with respect to its uniform counterpart |Ψu[A]〉.
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1.4.2. Tangent space
On a lattice of 2N sites we have that
CT |d1, d2, . . . , d2N 〉 = (C |d2〉) (C |d3〉) . . . (C |d2N 〉) (C |d1〉) .
Note that (CT)2 = T2 and that CT commutes with T2. Because (T2)N = 1
its spectrum contains all the Nth roots of unity, i.e.
spec(T2) =
{
eik : k = 2pi
0
N
, 2pi
1
N
, . . . , 2pi
N − 1
N
}
.
When considering the thermodynamic limit, the spectrum of T2 becomes
continuous, spec(T2) = {eik : k ∈ [0, 2pi[}. Note that k is only determined
up to an integer multiple of 2pi, so one can also take k ∈ [−pi, pi[. k is
called the momentum and an eigenstate of T2 with eigenvalue eik is called a
momentum-k eigenstate. The spectrum of CT follows now from (CT)2 = T2
which implies that
spec(CT) =
{
γeik/2 : k ∈ [−pi, pi], γ = {−1,+1}
}
.
Eigenstates of CT with γ = −1 are referred to as vector particles while
eigenstates of CT with γ = 1 are referred to as scalar particles. The label
k ∈ [−pi, pi] is the momentum of the eigenstate for translations over two
sites.
Starting from a CT invariant state |ΨC[A]〉, see eq. (1.31), an example of a CT
eigenstate with quantum numbers γ and k is |ΦCk,γ [B,A]〉 which is deVned
by
|ΦCk,γ [B,A]〉 = lim
N→+∞
2N∑
n=1
γnei(k/2)n v†L A
d1
C2
. . . A
dn−1
Cn
B
dn
Cn+1
A
dn+1
Cn+2
. . . A
d2N
C2N+1
vR ,
(1.32)
where one needs to take into account that C2 = 1Cq . We indeed have that
CT |Φk,γ [B,A]〉 = γeik/2 |ΦCk,γ [B,A]〉 so these states can be used as a vari-
ational ansatz for eigenstates of CT. More speciVcally, if the MPS |ΨC[A]〉
approximates the ground state then the states |ΦCk,γ [B,A]〉 are variational
states linear in the tensors B to approximate one-particle eigenstates with
quantum numbers (k, γ).
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One observes that the state |ΦCk,γ [B,A]〉 is quite similar to the state |Φk[B,A]〉,
see subsection 1.3, considering the last one also deVned on a lattice consist-
ing of 2N sites. In fact, the state |ΦCk,γ [B,A]〉 is obtained from the state
|Φ[k]γ [B,A]〉 where
[k]γ = k/2, if γ = 1, [k]γ = k/2 + pi, if γ = −1,
by applying C on the even sites. Therefore, all expectation values with
respect to |ΦCk,γ [B,A]〉 can be reduced to expectation values with respect
to |Φ[k]γ [B,A]〉. For the overlap with |ΨC[A]〉 we Vnd
〈ΦCk,γ [B,A]|ΨC[A]〉 = 2piδ(k)δγ,1 Ξ
A
B
Λ = 〈Φ[k]γ [B,A]|Ψu[A]〉
where the delta-Dirac function for momentum k = 2pim/N (m = 0, . . . N−
1) is regularized as
2piδ (2pim/N) = lim
N→+∞
2N∑
n=1
ei2pinm/N = lim
N→+∞
2Nδm,0.
The prefactor 2piδ(k) thus originates from the inVnite lattice size 2N (N →
+∞). Note that for k 6= 0 or γ = −1, the states are automatically orthogo-
nal to |ΨC[A]〉, while for (k, γ) = (0, 1) |ΨC[A]〉 is orthogonal to |ΦCk,γ [B,A]〉
if we impose eq. (1.17) on B.
Similar to eq. (1.18) we have the following freedom in the representation of
B:
Bd ← Bd + e−i[k]γΥAd −AdΥ; d = 1, . . . , q; Υ ∈ CD×D. (1.33)
As explained in subsection 1.3.2, when [k]γ 6= 0 or eq. (1.17) is satisVed this
freedom can be used to let B obey the left gauge Vxing condition, see eq.
(1.19), or the right gauge Vxing condition, see eq. (1.20). Therefore we can
also parameterize B by a matrix X , see eq. (1.25) for the right gauge Vxing
condition and see eq. (1.26) for the left gauge Vxing condition.
When B obeys either the right or left gauge Vxing condition, the overlap
between diUerent tangent vectors is
〈ΦCk′,γ′ [B′, A]|ΦCk,γ [B,A]〉 = 〈Φ[k′]γ′ [B′, A]|Φ[k]γ [B,A]〉 (1.34)
= 2piδ(k − k′)δγ,γ′ Ξ
B
B′
Λ ,
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as follows from eq. (1.27). We thus Vnd again that tangent vectors with
diUerent quantum numbers (k, γ) are automatically orthogonal.
For our purposes it is suXcient to consider operators of the form
. . .
. . .
O
d1 d2N
d′1 d
′
2N
= lim
N→+∞
2N−1∑
n=1
d1
d′1
. . .
dn−1
d′n−1
on,n+1
dn dn+1
d′n d
′
n+1
dn+2
d′n+2
. . .
d2N
d′2N
where
o2n−1,2n
d1 d2
d′1 d′2
=
C
C
o
d1 d2
d′1 d′2
and o2n,2n+1
d1 d2
d′1 d′2
=
C
C
o
d1 d2
d′1 d′2
for some local operator o. Note that this operator is CT invariant. If we now
deVne its ‘uniform counterpart’ Ou by
Ou = lim
N→+∞
2N−1∑
n=1
Tn−1oT−n+1,
then we Vnd that
〈ΦCk,γ [B′, A]|O|ΨC[A]〉 = 〈Φ[k]γ [B′, A]|Ou|Ψu[A]〉 .
The value of 〈Φ[k]γ [B′, A]|Ou|Ψu[A]〉 can be found in eq. (1.29a) and con-
tains now an overall δ(k)δγ,1 factor. Similarly, we Vnd that
〈ΦCk′,γ′ [B′, A]|O|ΦCk,γ [B,A]〉 = 〈Φ[k′]γ′ [B′, A]|Ou|Φ[k]γ [B,A]〉 . (1.35)
If we subtract the expectation value of O with respect to |ΨC[A]〉 from O, i.e.
o← o− 〈Ψu[A]|o|Ψu[A]〉1Cq ⊗ 1Cq ,
we can use eq. (1.30) to evaluate the right-hand side. The delta-Dirac
appearing there needs to be replaced by δ(k − k′)δγ,γ′ .
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Optimization methods for MPS
2.1. TDVP
The Time-Dependent Variational Principle (TDVP), introduced in [169], pro-
vides a tool to evolve the Schrödinger equation within a variational mani-
fold of states in an optimal way. Starting from the action principle for the
Schrödinger equation, applying the Euler-Lagrange equations with respect
to the variational parameters gives the TDVP equations. They have also a
nice geometric interpretation [170].
Here we review the method of [43, 87] to apply the TDVP to the manifold of
uMPS with a Vxed bond dimension. We give the main ideas and construct
the TDVP equations. With these equations the steepest descent method is
reformulated to Vnd the optimal approximation for the ground state within
the class of uMPS with a Vxed bond dimension. The TDVP equations can
also be applied to perform real-time evolution of the Schrödinger equation.
Finally, we generalize this framework to CT invariant MPS.
Note that recently it has been shown that the TDVP uniVes a lot of opti-
mization methods for MPS [171].
2.1.1. Introduction
The goal is to evolve the Schrödinger equation
i∂t |Ψu[A]〉 = H |Ψu[A]〉 ,
where |Ψu[A]〉 is a uMPS eq. (1.12) with Ad ∈ CD×D(d = 1 . . . q) andH the
Hamiltonian, within the manifold of uMPS with the same bond dimension
D. For the left-hand side we can write
∂t |Ψu[A]〉 = |Φ0[A˙, A]〉
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where |Φ0[A˙, A]〉 is a tangent vector introduced in section 1.3. Clearly,
H |Ψu[A]〉 does not belong to the tangent plane. Therefore, we will approxi-
mate H |Ψu[A]〉 by a tangent vector in an optimal way, i.e. we want to Vnd
B such that
||H |Ψu[A]〉 − |Φ0[B,A]〉 ||2
is minimal. The Schrödinger equation yields norm conservation of the state.
By projecting H |Ψu[A]〉 to a tangent vector, we will lose this unitarity.
However, we can still impose norm conservation up to Vrst order in the time
step. Therefore we need to project H |Ψu[A]〉 orthogonal to |Ψu[A]〉. We
thus need to Vnd B such that it minimizes
||H |Ψu[A]〉 − |Φ0[B,A]〉 ||2 with 〈Φ0[B,A]|Ψu[A]〉 = 0.
We assume that H is translational invariant and takes the form
H = lim
N→+∞
N−1∑
n=1
Tn−1hT−n+1
with h a hermitian operator acting non-trivially on the sites 1 and 2 only.
2.1.2. TDVP equations
As discussed in subsection 1.3.2, if 〈Φ0[B,A]|Ψu[A]〉 = 0 we can impose
either the left gauge Vxing condition eq. (1.19) or the right gauge Vxing
condition eq. (1.20) on B. In this case we can parametrize B by a matrix X ,
see eq. (1.25) for right gauge Vxing condition and eq. (1.26) for left gauge
Vxing condition in subsection 1.3.4.
(a) Equations when B obeys the right gauge Vxing condition
Assume now B obeys the right gauge Vxing condition and we use the para-
metrization eq. (1.25): B = B(X) with X ∈ CD×nR . With this parametri-
zation the complete freedom in the representation of B is removed and we
thus need to minimize
f(X,X) = (||H |Ψu[A]〉 − |Φ0[B(X), A]〉 ||2)2
= 〈Φ0[B(X), A]|Φ0[B(X), A]〉 − 〈Φ0[B(X), A]|H|Ψu[A]〉
+ terms independent of X
= 2piδ(0)
(
N(X,X)−H(X,X)
)
+ terms independent of X (2.1)
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where
N(X,X) = Ξ
B(X)
B(X)
Λ (2.2)
and
H(X,X) = Ξ
A
B(X)
K0 + Ξ Λ
A A
B(X) A
h + Ξ Λ
A A
A B(X)
h
(2.3)
with respect to X ∈ CD×nR . Here we used eq. (1.27) and eq. (1.29a) and the
fact that B obeys the right gauge Vxing condition. The matrix K0 ∈ CD×D
is deVned in eq. (1.29c). Note that f is linear in X and X (both considered
as independent variables). f is minimized if we Vnd X such that
∂f
∂Xα,β
(X) =
D∑
γ,δ=1
q∑
d=1
∂B
d
γ,δ
∂Xα,β
· ∂f
∂B
d
γ,δ
(
B(X)
)
= 0 (2.4)
for α = 1 . . . D;β = 1 . . . nR.
For further use it will be convenient to explain how we take the partial
derivative of an expression of the form eq. (2.1) with respect toB
d
γ,δ . Because
f is linear in B
d
γ,δ this is formally done by the substitution
B −→
d
γ δ
.
For instance, for the third diagram in (2.1) we get
∂
∂B
d
γ,δ
Ξ Λ
A A
B A
h = Ξ
d
Λ
A A
δγ
A
h .
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Omitting the virtual indices and physical indices in the tensor network dia-
grams and denoting
γ ∇Bf
d
δ =
∂f
∂B
d
γ,δ
.
we Vnd
∇Bf = ∇BN − ∇BH
where
∇BN = Ξ
B(X)
Λ
and
∇BH = Ξ
A
K0 + Ξ Λ
A A
A
h + Ξ Λ
A A
A
h .
(2.5)
From eq. (1.25) and eq. (2.4) we Vnd that
∇Xf =
Ξ−1/2 ∇Bf
VR
Λ−1/2 = X − ∇XH
where
∇XH =
Ξ−1/2 ∇BH
VR
Λ−1/2 . (2.6)
Note that the parametrization eq. (1.25) implied that ∇XN(X,X) = X ,
i.e. ∇X∇XN(X,X) = 1nR×nR . This has a nice interpretation when con-
sidering the manifold of uMPS as a Kähler manifold and the overlap of two
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tangent vectors as a metric, see [172]. The equation ∇Xf = 0 is easily
solved as
X = ∇XH .
Therefore, the optimal approximation |Φ0[B,A]〉 for H |Ψu[A]〉 is obtained
for
B = Ξ−1/2 VR∇XH Λ−1/2 .
Note that both VR and ∇XH depend on A, therefore the TDVP yields a
highly non-linear ordinary diUerential equation of the form A˙ = B(A).
(b) Equations when B obeys the left gauge Vxing condition
AssumeB obeys the left Vx-gauge condition and we use the parametrization
eq. (1.26): B = B(X) with X ∈ CnL×D . In this case we have
∇BH = L0
A
Λ + Ξ Λ
A A
A
h + Ξ Λ
A A
A
h
(2.7)
with L0 deVned in eq. (1.29b). ||H |Ψu[A]〉 − |Φ0[B(X), A]〉 ||2 is thus
minimized if we take
X = ∇XH = Ξ−1/2
∇BH
VL
Λ−1/2
. (2.8)
Therefore, the optimal approximation |Φ0[B,A]〉 for H |Ψu[A]〉 is obtained
by taking
B = Ξ−1/2 VL ∇XH Λ−1/2 .
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2.1.3. EXcient computation of B(A)
Looking at eq. (2.5) and (2.7) we observe that we need to compute diagrams
of the form
Ξ Λ
A1 A2
A3
o and Ξ Λ
A1 A2
A3
o . (2.9)
We will now discuss how this is performed in the most eXcient way when
q  D. For both diagrams one Vrst deVnes
α C1,2
d1 d2
β = α A1 A2
d1 d2
β =
[
Ad11 A
d2
2
]
α,β
,
and then performs the following contraction
α D1,2
d1 d2
β =
α
d1 d2
D1,2
o
β
=
q∑
d′1,d
′
2=1
〈d1, d2|o|d′1, d′2〉
[
C
d′1,d
′
2
1,2
]
α,β
.
With these deVnitions, the diagrams (2.9) reduce to resp.
Ξ Λ
D1,2
A3
and Ξ
D1,2
Λ
A3
.
Now one performs the following contractions
α E
d
β =
α
d
Λ
D1,2
β
A3
=
q∑
d′=1
[
Dd,d
′
1,2 Λ
(
Ad
′
3
)†]
α,β
,
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α F
d
β = Ξ
d
A3
D1,2 β
α
=
q∑
d′=1
[(
Ad
′
3
)†
ΞDd
′,d
1,2
]
α,β
,
and one arrives at
Ξ
d
Λ
A1 A2
βα
A3
o = α Ξ E
d
β =
[
ΞEd
]
α,β
,
Ξ
d
Λ
A1 A2
α β
A3
o = α F
d
Λ β =
[
F dΛ
]
α,β
.
Performing the contractions in this order yields a computational cost of
O
(
max(q4D2, q2D3)
)
= O(q2D3)
because we assume that in our simulations D is larger than q.
Now we have discussed how one eXciently computes the contractions, we
can present the algorithm to compute
B(A) = arg min
B
{||H |Ψu[A]〉 − |Φ0[B,A]〉 ||2 : 〈Φ0[B,A]|Ψu[A]〉 = 0} .
(2.10)
The pseudocode is shown in algorithm 2.1 and is justiVed by the discussion
in subsection 2.1.2. We assume that A is normalized such that the leading
eigenvalue η of the transfer matrix equals one and that the matrices Ξ and Λ
corresponding to the left and right eigenvector are positive deVnite. We also
pass the string ’stringGaugeFix’ to the function which tells us what gauge
Vxing condition we need to impose: ‘right’ if we want B = B(A) in the
right gauge Vxing condition and ‘left’ if we wantB = B(A) in the left gauge
Vxing condition. The output of the function gives the gradient X = ∇XH ,
eq. (2.6) or (2.8), and B = B(A) eq. (2.10).
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Algorithm 2.1 Compute gradient TDVP
Input: A,Ξ,Λ, h, stringGaugeFix
Output: X,B
1: function [X,B] = TDVPdirection(A,Ξ,Λ, h,stringGaugeFix)
2: switch stringGaugeFix do
3: case ‘right’
4: K0 =
A A
AA
h(1− E)+ Λ . Algorithm 1.2
5: Find VR such that
VR
VR
1D = 1nR and
VR
A
Λ1/2 = 0.
6: Compute ∇BH . Eq. (2.5)
7: X =
Ξ−1/2 ∇BH
VR
Λ−1/2
8: B = Ξ−1/2 VRX Λ−1/2
9: case ‘left’
10: L0 =
A A
AA
h (1− E)+Ξ . Algorithm 1.3.
11: Find VL such that 1D
VL
VL
= 1nL and Ξ1/2
VL
A
= 0.
12: Compute ∇BH . Eq. (2.7)
13: X = Ξ−1/2
∇BH
VL
Λ−1/2
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14: B = Ξ−1/2 VL ∇XH Λ−1/2
15: end switch
16: end function
2.1.4. TDVP algorithm for optimization
Here we discuss how the TDVP can be used to Vnd an optimal approxima-
tion for the ground state. Therefore we evolve the Schrödinger equation in
imaginary time dτ = −idt,
|Ψu[A(τ)]〉 = −H |Ψu[A(τ)]〉 ,
which evolves any state not orthogonal to the ground state of H to the
ground state of H as τ → +∞. As discussed in the previous subsection, the
evolution is performed within the manifold of uMPS by evolvingA according
to
A˙(τ) = −B(A(τ))
where the computation of B
(
A(τ)
)
follows from algorithm 2.1. Solving this
ordinary diUerential equation with an Euler integrator gives the following
equation:
A(τ + dτ) = A(τ)−B(A(τ)) dτ + O(dτ2).
For dτ small enough this equation will evolve towards the optimal approxi-
mation of the ground state. The convergence criterium is that
|| |Φ0[B(A), A]〉 ||2
is small enough, i.e. that
normGrad =
√√√√√√ ∇XH
∇XH
=
√
tr
(∇XH(∇XH)†) ≤ grad (2.11)
where grad is a preset tolerance and ∇XH is deVned in eq. (2.6) or (2.8)
depending on whether you choose the left gauge Vxing or right gauge Vxing
condition for B.
The pseudocode is given in algorithm 2.2 and resembles a simple steepest de-
scent algorithm [173]. Note however that the TDVP equation does not yield
a steepest descent in parameter space, but produces the best approximation
to a gradient descent in the full Hilbert space. This steepest descent can also
be extended to a naive variational conjugate gradient method, see [174] for
an example.
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Algorithm 2.2 Steepest descent TDVP
Input: A0,grad, dτ , h
Output: A
1: function A = TDVPflow(grad,dτ ,A0, h)
2: A← A0
3: normGrad = 1
4: while normGrad ≥ grad do
5: [A,Ξ,Λ, η,Γ] = normalizeUmps(A) . Algorithm 1.1
6: [X,B] = TDVPdirection(A,Ξ,Λ,h) . Algorithm 2.1
7: normGrad =
√√√√√√ X
X
=
√
tr (XX†)
8: A← A−Bdτ
9: end while
10: end function
2.1.5. TDVP for real-time evolution
In the previous subsection we used the TDVP to perform imaginary time
evolution of the Schrödinger equation, but of course we can also use the
TDVP for simulating real-time evolution. In that case the TDVP equation
becomes
A˙(t) = −iB(A(t))
where the computation of B
(
A(t)
)
is discussed in algorithm 2.1. To solve
this diUerential equation numerically we need to improve the Euler inte-
gration which is only correct up to order dt2. We will use the Runge-Kutta
fourth-order method (RK4) [175]. Given a general ordinary diUerential equa-
tion of the form x˙ = f(t, x) with x a vector, one deVnes
k1 = f
(
t, x(t)
)
(2.12a)
k2 = f
(
t+ dt/2, x(t) + k1dt/2
)
(2.12b)
k3 = f
(
t+ dt/2, x(t) + k2dt/2
)
(2.12c)
k4 = f
(
t+ dt, x(t) + k3dt
)
(2.12d)
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and one advances x(t) with time step dt using the following update rule
x(t+ dt) = x(t) +
h
6
(k1 + 2k2 + 2k3 + k4) + O(dt
5) (2.12e)
which is correct up to order dt5. Making now the replacements x(t) →
[Ad(t)]α,β and f
(
x(t)
)→ −iB(A(t)) one can easily write down the algo-
rithm for real-time evolution. There is however one thing one needs to take
care of. For the computation of B(A) one should Vrst normalize A, i.e. we
compute BΓ,η = B(AΓ,η) with
AΓ,η =
1√
η
Γ A Γ−1 ,
see algorithm 2.1. Because
B(A) = argB min
{|| |Φ0[B,A]〉 −H |Ψu[A]〉 ||2 : 〈Φ0[B¯, A¯]|Ψu[A]〉 = 0}
it follows that
BΓ,η = Γ B(A) Γ−1 /
√
η.
Therefore, if we Vrst normalize A,
A ← AΓ,η = 1√
η
Γ A Γ−1 ,
and we compute BΓ,η = B(AΓ,η) via the TDVP, algorithm 2.1, we need to
transform it back:
B(A) =
√
η Γ−1 BΓ,η Γ . (2.13)
In algorithm 2.3 we give the pseudocode for advancing a state |Ψu[A0]〉 at
time t to the state |Ψu[A(t+ dt)]〉 at time t + dt using TDVP and RK4. For
simplicity, we assume that the Hamiltonian is time-independent. The algo-
rithm is an implementation of the steps eq. (2.12) with x(t)→ [Ad(t)]α,β and
f
(
x(t)
)→ −iB(A(t)) and taking into account that we need to transform B
back after normalizing A, see eq. (2.13).
Algorithm 2.3 Real-time with TDVP and RK4
Input: A0,dt, h
Output: A,Ξ,Λ
1: function A = TDVPrk4(dt,A0,t0, h)
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2: A← A0
3: [A,Ξ,Λ, η,Γ] = normalizeUmps(A) . Algorithm 1.1
4: [X,B] = TDVPdirection(A,Ξ,Λ, h) . Algorithm 2.1
5: K1 ← −iB
6: A2 ← A+K1dt/2
7: [A2,Ξ,Λ, η,Γ] = normalizeUmps(A2) . Algorithm 1.1
8: [X,B] = TDVPdirection(A2,Ξ,Λ, h) . Algorithm 2.1
9: K2 = −i√η Γ−1 B Γ
10: A3 = A+K2dt/2
11: [A3,Ξ,Λ, η,Γ] = normalizeUmps(A3) . Algorithm 1.1
12: [X,B] = TDVPdirection(A3,Ξ,Λ, h) . Algorithm 2.1
13: K3 = −i√η Γ−1 B Γ
14: A4 = A+K3dt
15: [A4,Ξ,Λ, η,Γ] = normalizeUmps(A4) . Algorithm 1.1
16: [X,B] = TDVPdirection(A4,Ξ,Λ, h) . Algorithm 2.1
17: K4 = −i√η Γ−1 B Γ
18: A = A0 + (K1 + 2K2 + 2K3 +K4)dt/6
19: [A,Ξ,Λ, η,Γ] = normalizeUmps(A) . Algorithm 1.1
20: end function
2.1.6. TDVP for CT invariant MPS
Consider now the case when H is of the form
. . .
. . .
H
d1 d2N
d′1 d
′
2N
= lim
N→+∞
2N−1∑
n=1
d1
d′1
. . .
dn−1
d′n−1
hn,n+1
dn dn+1
d′n d
′
n+1
dn+2
d′n+2
. . .
d2N
d′2N
(2.14a)
where
h2n−1,2n
d1 d2
d′1 d′2
=
C
C
h
d1 d2
d′1 d′2
and h2n,2n+1
d1 d2
d′1 d′2
=
C
C
h
d1 d2
d′1 d′2
(2.14b)
with h a Hermitian local operator onCq⊗Cq and C an idempotent Hermitian
operator: C2 = 1Cq . The Hamiltonian is then CT invariant. In case that
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it is known that this symmetry is not spontaneously broken, one can use
the ansatz |ΨC[A]〉, see eq. (1.31), to approximate the ground state. The
Schrödinger equation,
i∂t |ΨC[A]〉 = H |ΨC[A]〉 (2.15)
is then equivalent to
i∂t |Ψu[A]〉 = Hu |Ψu[A]〉 (2.16)
where |Ψu[A]〉 is the ‘uniform counterpart’ of |ΨC[A]〉, see section 1.4, and
Hu is the uniform counterpart of H :
Hu = lim
N→+∞
2N−1∑
n=1
Tn−1hT−n+1. (2.17)
This equivalence follows from applying C on the even sites of the Schrödinger
equation eq. (2.15). As a consequence, if we want to Vnd the optimal solution
of the Schrödinger equation (2.15) within the manifold of CT invariant MPS,
we need to apply the TDVP algorithm for the Schrödinger equation (2.16).
Therefore, to Vnd the optimal approximation of the ground state we can
apply algorithm 2.2, while if we want to perform real-time evolution we can
use algorithm 2.3. In both cases, the A that comes out of the algorithm
corresponds to the desired CT invariant state. The expectation values have
to be computed as explained in section 1.4.
2.2. Excitations in the tangent plane
In the previous section we discussed how one can use the TDVP to Vnd an
optimal uMPS approximation |Ψu[A]〉 for the ground state of a translational
invariant Hamiltonian. Here we consider the tangent vectors |Φk[B,A]〉
[87], see section 1.3, to Vnd an optimal approximation for the one-particle
excitations with momentum k. These tangent vectors are an extension of
the Feynman-Bijl ansatz [176, 177], the single mode approximation [178]
and the Rommer-Östlund ansatz [179] for one-particle excitations to the
thermodynamic limit. Motivated by [91, 180], where it is proven that the
momentum-k eigenstates with energy separated from the rest of the spec-
trum in that momentum sector can be created by acting with local operators
on the vacuum, we expect that these tangent vectors are a good ansatz for
elementary excitations.
We follow the method of [87] and Vnd the optimal tangent vector that
approximates the elementary excitations by solving an eigenvalue equation.
The method is also extended to CT invariant Hamiltonians (C idempotent)
where we optimize the tangent vectors |ΦCk,s[B,A]〉.
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2.2.1. Translational invariant Hamiltonian
Once we have a good uMPS approximation |Ψu[A]〉 for the ground state we
use the tangent vectors |Φk[B,A]〉 to approximate the one-particle excita-
tions with momentum k, see section 1.3. Because the excitations should be
orthogonal to the ground state we can impose either the left gauge Vxing
condition eq. (1.19) or the right gauge Vxing condition eq. (1.20) on B. In
both cases, it is then possible to parametrize B by a matrix X , see eq. (1.26)
for the left gauge Vxing condition and eq. (1.25) for the right gauge Vxing
condition. The variational freedom lies thus within the matricesX ∈ CD×nR
or X ∈ CnL×D . Finally, we note that the ansatz |Φk[B(X), A]〉 is linear
in X . Therefore, the optimal approximation |Φk[B(X), A]〉 for the excited
states are found by minimizing
Hk(X,X) =
〈Φk[B(X), A]|H|Φk[B(X), A]〉
〈Φk[B(X), A]|Φk[B(X), A]〉
(2.18)
with respect to X . This is equivalent to solving the generalized eigenvalue
problem
Heffk (X) = EkN
eff
k (X)
where [
Heffk (X)
]
(α,β)
=
∂
∂Xα,β
〈Φk[B(X), A]|H|Φk[B(X), A]〉 ,
[
N effk (X)
]
(α,β)
=
∂
∂Xα,β
〈Φk[B(X), A]|Φk[B(X), A]〉 .
This generalized eigenvalue system can also be recognized as the Rayleigh-
Ritz equation. As we are only interested in the diUerence of the energy of
the excited state with respect to the ground state energy, we subtract the
(divergent) ground state energy from the Hamiltonian. More speciVcally, if
H = lim
N→+∞
N−1∑
n=1
Tn−1hT−n+1
then we renormalize H by
h← h− Ξ Λ
A A
A A
h ,
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which implies that 〈Ψu[A]|H|Ψu[A]〉 = 0. As a consequence, from eq. (1.30i)
it follows that
Heffk (X) = 2piδ(0)H˜
eff
k (X)
with H˜effk (X) Vnite, see eq. (1.30i). Furthermore, eq. (1.28) implies that
N effk (X) = 2piδ(0)X
so we need to solve the eigenvalue problem
H˜effk (X) = EkX.
Because we are only interested in the smallest eigenvalues, we can solve
this eigenvalue problem iteratively. Therefore we need to implement the
action of H˜effk on X eXciently. We can use similar tricks as for the TDVP
equations, see subsection 2.1.2. If B obeys the left gauge Vxing condition
and we parametrize B:
B(X) = Ξ−1/2 VL X Λ−1/2 (2.19)
with X ∈ CnL×D and V dL ∈ CD×nL , see eq. (1.26), then one Vrst deVnes
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H˜k[X] = Ξ Λ
B(X) A
A
h + Ξ Λ
A B(X)
A
h
+ eik Ξ Λ
A B(X)
A
h + e−ik Ξ Λ
B(X) A
A
h + L0
B(X)
Λ
+ Ξ
B(X)
K0 + eik L0
A
K1(X) + e−ik L4(X)
A
Λ
+ eik Ξ K1(X)
A A
A
h + e−ik L3(X)
A
Λ
+ ei2k Ξ K1(X)
A A
A
h + e−i2k L2(X)
A
Λ (2.20)
where K0 and L0 are deVned in eqs. (1.29b) and (1.29c) and K1(X), L2(X),
L3(X), L4(X) are deVned in eq. (1.30). H˜k[X] is obtained by taking the
partial derivative of the right-hand side of eq. (1.30i) with respect to B′ and
taking into account that B′ obeys the left gauge Vxing condition. H˜effk [X]
is now found as
H˜effk [X] = Ξ−1/2
H˜k[X]
VL
Λ−1/2
. (2.21)
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The pseudocode is presented in algorithm 2.4. As input we pass the tensor A
corresponding to the uMPS approximation |Ψu[A]〉 of the ground state ofH.
The output arguments are the estimates Ek of the energies of the excitations
and the matrices Xk ∈ CnL×D . The corresponding approximations for the
excited states are |Φk[B(Xk), A]〉 with
B(X) = Ξ−1/2 VL X Λ−1/2 .
Similar as in algorithm 1.1, we apply the iterative eigensolver ‘eigs’ to the
function ’ApplyHeU’, but now it should search for the smallest eigenvalues
and eigenvectors. This function ’ApplyHeU’ computes H˜effk eXciently, see
eq. (2.21).
Algorithm 2.4 Excitations in the tangent plane
Input: A,k,h
Output: {Xk}, {Ek}
1: function [{Xk}, {Ek}] = ElementaryExcitation(A,k,h)
2: [A,Ξ,Λ, η,Γ] = normalizeUmps(A) . Algorithm 1.1
3: K0 =
A A
AA
h(1− E)+ Λ . Algorithm 1.2
4: L0 =
A A
AA
h (1− E)+Ξ . Algorithm 1.3
5: Find VL such that 1D
VL
VL
= 1nL and Ξ1/2
VL
A
= 0.
6: [{Xk}, {Ek}] = eigs(@(X)ApplyHeU(X ,A,K0,L0,Λ,Ξ,VL,k,h))
7: end function
8: function Heffk [X] = ApplyHeff(X ,A,K0,L0,Λ,Ξ,VL,k,h)
9: B = Ξ−1/2 VL X Λ−1/2
10: L2 =
B A
AA
h
(
1− e−ikE)+Ξ . Algorithm 1.3
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11: L3 =
A B
AA
h
(
1− e−ikE)+Ξ . Algorithm 1.3
12: L4 =
B
A
(
1− e−ikE)+L0 . Algorithm 1.3
13: K1 =
B
A
(
1− eikE)+ Λ . Algorithm 1.2
14: Compute H˜k[X] . Eq. (2.20)
15: H˜effk [X] = Ξ−1/2
H˜k[X]
VL
Λ−1/2
16: end function
2.2.2. CT invariant Hamiltonian
Let us now focus on the case when H is of the form (2.14) and thus in
particular CT invariant (C2 = 1Cq ). If the ground state is CT invariant and
|ΨC[A]〉 is a CT invariant MPS approximation for the ground state, see sub-
section 2.1.6, we can use the tangent vectors |ΦCk,γ [B,A]〉 to approximate the
one-particle excitations with quantum numbers (k, γ) ∈ [−pi, pi]× {−1, 1},
see subsection 1.4.2. Again, because the excitations should be orthogonal to
the ground state we can impose either the right gauge Vxing condition eq.
(1.20) or the left gauge Vxing condition eq. (1.19) on B. In both cases, it is
then possible to parametrize B by a matrix X , see eq. (1.25) for the right
gauge Vxing condition and eq. (1.26) for the left gauge Vxing condition. The
variational freedom lies thus within the matrix X . Finally, we note that the
ansatz |ΦCk,γ [B(X), A]〉 is linear in X . Therefore, the optimal approxima-
tions |ΦCk,γ [B(X), A]〉 for the excited states are found by minimizing
HCk,γ(X,X) =
〈ΦCk,γ [B(X), A]|H|ΦCk,γ [B(X), A]〉
〈ΦCk,γ [B(X), A]|ΦCk,γ [B(X), A]〉
with respect to X .
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Using eq. (1.34) and eq. (1.35), we Vnd that
HC(k,γ)(X,X) =
〈Φ[k]γ [B(X), A]|Hu|Φ[k]γ [B(X), A]〉
〈Φ[k]γ [B(X), A]|Φ[k]γ [B(X), A]〉
=H[k]γ (X,X)
where Hu is deVned in eq. (2.17), H[k]γ (X,X) is deVned in eq. (2.18) and
[k]γ = k/2 if γ = 1 and [k]γ = k/2 + pi if γ = −1.
The minimization of H[k]γ (X,X) with respect to X is discussed in the pre-
vious subsection. We can thus apply algorithm 2.4 to Vnd the matrix X
corresponding to the optimal approximation |ΦCk,γ [B(X), A]〉 of the excited
states. The algorithm also gives (an estimate for) the energy Ek,γ = E[k]γ of
the excited state.
2.3. iTEBD
The Time-Evolving Block Decimation (TEBD) algorithm, for the Vrst time
published in [45], provides another way to evolve a MPS according to the
Schrödinger equation. Contrary to the TDVP it enables a dynamical expan-
sion of the variational manifold, i.e. one can increase or decrease the bond di-
mension of the matrices representing the MPS. As we will see, decreasing the
bond dimension results in an eUective truncation in the Schmidt spectrum.
The fact that we can dynamically adapt the variational freedom makes it
very attractive to use it for real-time evolution. Indeed, when evolving a state
in real-time it is known that in general the entanglement grows [42], hence
we need small bond dimension at early times and large bond dimension at
later times.
Two drawbacks of the method are that the way of updating the MPS rep-
resentation might not be (globally) optimal and that it breaks translation
symmetry down to translation symmetry over two sites. However by in-
creasing the number of variational parameters we can always improve our
approximation and thus we can always control the error in our truncation.
Also, for our purpose the Hamiltonian is only translation invariant over two
sites, therefore the second drawback of TEBD is not a stumbling-block as
well. Here we focus on the TEBD algorithm for inVnite lattices, called the
inVnite Time-Evolving Block Decimation (iTEBD), and follow mainly the
considerations of [136].
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2.3.1. Introduction
Assume we start from a uMPS |Ψu[A1A2]〉 at t = 0 which is translational
invariant over two sites:
|Ψu[A1A2]〉 = v†L vRA1
1
A2
2
A1
2n− 1
A2
2n
A1
2N − 1
A2
2N
. . . . . .
(2.22)
(N → +∞). If we block site 2n− 1 and 2n into one eUective site and deVne
Ad1,d2 = Ad11 A
d2
2 this indeeds corresponds to a uMPS |Ψu[A]〉 as deVned in
section 1.2. We now want to evolve the state according to the Schrödinger
equation within the manifold of uMPS. We assume that the Hamiltonian is
translation invariant over two sites:
H = lim
N→+∞
N−1∑
n=1
hn,n+1,
h2n−1,2n = T2n−2h1,2T−2n+2, h2n,2n+1 = T2n−2h2,3T−2n+2
where h1,2 resp. h2,3 is a local operator acting only non-trivial on site 1 and
2 resp. site 2 and site 3. We assume that H is time-independent. Then
the Schrödinger equation implies that after time t the state |Ψu[A1A2]〉 has
evolved to the state
|Ψ(t)〉 = exp(−iHt) |Ψu[A1A2]〉 .
The iTEBD algorithm expands the operator exp(−iHdt) through a Trotter-
Suzuki decomposition [123] as a sequence of two-site gates Un,n+1(dt′) =
exp(−ihn,n+1dt′) (dt′ ≤ dt < 1) which we rearrange into the gates Vn =⊗
r∈ZU2r+n,2r+1+n, (n = 1, 2). In general exp(−iHdt) is then approxi-
mated by a sequence of the form
exp(−iHdt) ≈ V1(dt1)V2(dt2)V1(dt3) . . .V2(dt2M )V1(dt2M+1). (2.23)
In our case we used a fourth-order Trotter-expansion:
exp(−iHdt) = V1(sdt/2)V2(sdt)V1((1− s)/2dt)V2((1− 2s)dt)
V1((1− s)/2sdt)V2(sdt)V1(sdt/2) + O(dt5),
where s = 1/(2− 3√2) and this represents exp(−iHdt) correct up to order
dt5.
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2.3.2. iTEBD algorithm
The Trotter-Suzuki decomposition eq. (2.23) implies that we need to apply
the gates V1(dt) and V2(dt) to a uMPS. We will now discuss how each of the
gates are applied to a uniform MPS and how a new uniform MPS is obtained.
(a) Application of V1
Applying the Trotter-gate V1(dt) to a uniform MPS |Ψu[A1A2]〉, see eq.
(2.22), gives us V1(dt) |Ψ(A1A2)〉 which equals
v†L vRA1 A2 A1 A2 A1 A2
U1,2(dt) U1,2(dt) U1,2(dt)
. . .
. . .
. . .
. . .
= v†L vRB1,2 B1,2 B1,2. . . . . .
where
B1,2 =
A1 A2
U1,2(dt)
, (2.24)
d1 d2
d′1 d′2
U1,2(dt) = [exp(−ih1,2dt)](d′1,d′2);(d1,d2) .
Note that if Ad1,d21,2 = A
d1
1 A
d2
2 is normalized, see algorithm 1.1, where Ξ resp.
Λ is the normalized positive matrix corresponding to the left resp. right
eigenvector of the leading eigenvalue η of the transfer matrix, then B1,2 is
also normalized with the same matrices Ξ and Λ. This is a consequence of
the fact that U1,2(dt) is a unitary gate. In order to reobtain a uMPS of the
form (2.22) one performs the decomposition
Ξ1/2 B1,2 Λ1/2
(SV D)
= U1 V2Σ1,2 (2.25)
with
1qD
U1
U1
= 1qD and
V2
V2
1qD = 1qD (2.26)
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and Σ1,2 ∈ CqD×qD a positive diagonal matrix with tr
(
Σ21,2
)
= 1. This is
obtained by applying a singular value decomposition of the matrix B˜1,2 ∈
CqD×qD with components [B˜1,2](d1α);(d2β)] = [Ξ
1/2Bd1,d21,2 Λ
1/2]α,β :
B˜1,2 = U˜1Σ1,2V˜2
with U˜1, V˜2 ∈ CqD×qD unitary matrices and Σ1,2 ∈ CqD×qD a positive
diagonal matrix. Then one deVnes U1 and V2 by[
Ud1
]
α,(d′β)
= [U˜ ](dα),(d′β) and
[
V d2
]
(d′α),β
= [V˜ ](d′α),(dβ).
If we consider the bipartition {A 2n−11 ,A 2n−12 } of the lattice, where
A 2n−11 = {1, 2, . . . , 2n− 1} and A 2n−12 = {2n, . . . , 2N},
then the diagonal elements of Σ21,2 are the Schmidt values associated to this
bipartition. Denoting the eigenvalues of Σ21,2 by σ1, . . . , σqD with
1 ≥ σ1 ≥ σ2 ≥ . . . ≥ σqD ≥ 0,
qD∑
α=1
σα = 1,
the Schmidt decomposition with respect to the bipartition {A 2n−11 ,A 2n−12 }
of the lattice reads
|Ψu[B1,2]〉 =
qD∑
α=1
√
σα
∣∣∣∣ΦA 2n−11α 〉⊗ ∣∣∣∣ΦA 2n−12α 〉
where ∣∣∣∣ΦA 2n−11α 〉 ∈ ⊗
j∈A 2n−11
Hj and
∣∣∣∣ΦA 2n−12α 〉 ∈ ⊗
j∈A 2n−12
Hj
are orthonormal unit vectors.
Note that the bond dimension of the new uMPS has increased from D to
qD. Doing this after every update with V1 would lead to an exponential
increase of D in time. Therefore we lower the bond dimension by discarding
all the Schmidt values with respect to this bipartition smaller than a preset
tolerance . If Σ˜1,2 ∈ CD˜×D˜ is the diagonal matrix which contains the D˜
diagonal elements of Σ˜1,2 larger than  (in decreasing order) and has all the
other elements zero, we deVne
A˜1 = Ξ−1/2 U1 Σ˜1/21,2 and A˜2 = Σ˜1/21,2 V †2 Λ−1/2 .
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Hence, we have approximated V1 |Ψu[A1A2]〉 by the uMPS |Ψu[A˜1A˜2]〉with
bond dimension D˜:
V1 |Ψu[A1A2]〉 ≈ v†L vRA˜1
1
A˜2
2
A˜1
2n− 1
A˜2
2n
A˜1
2N − 1
A˜2
2N
. . . . . .
(N → +∞) which takes the same form as the uMPS eq. (2.22).
(b) Application of V2
After applying the gateV1 to |Ψu[A1A2]〉 and discarding the irrelevant Schmidt
values associated to the half chain cut {A 2n−11 ,A 2n−12 } of the lattice, we
obtain a uMPS of the form eq. (2.22) but with a diUerent bond dimension.
Because we are working in the thermodynamic limit, we can equivalently
block site 2n and 2n + 1 into one eUective site and consider the uMPS
|Ψu[A2A1]〉 = |Ψu[A1A2]〉:
|Ψu[A2A1]〉 = w†L wRA2
2
A1
3
A1
2n
A2
2n+ 1
A2
2N
A1
2N + 1
. . . . . .
Applying the Trotter-gate V2 to this uMPS yields
w†L wRA2 A1 A2 A1 A2 A2
U2,3(dt) U2,3(dt) U2,3(dt)
. . .
. . .
. . .
. . .
= w†L wRB2,1 B2,1 B2,1. . . . . . (2.27)
where
B2,1 =
A2 A1
U2,3(dt)
. (2.28)
Similar, as in (a) one Vrst renormalizes the uMPS |Ψu[B2,1]〉, see algorithm
1.1. If Ξ resp. Λ is the normalized positive diagonal matrix corresponding
to the left resp. right eigenvector of the leading eigenvalue of the transfer
matrix, one performs the decomposition
Ξ1/2 B2,1
d1 d2
Λ1/2
(SV D)
= U2 V1Σ2,1
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with
1qD
U2
U2
= 1qD and
V1
V1
1qD = 1qD . (2.29)
The diagonal elements of Σ22,1 are the Schmidt values associated to the
bipartition {A 2n1 ,A 2n2 } of the lattice, where
A 2n1 = {1, 2, . . . , 2n} and A 2n2 = {2n+ 1, . . . , 2N}.
Denoting the eigenvalues of Σ22,1 by σ1, . . . , σqD with
1 ≥ σ1 ≥ σ2 ≥ . . . ≥ σqD ≥ 0,
qD∑
α=1
σα = 1,
the Schmidt decomposition with respect to the bipartition {A 2n1 ,A 2n2 } of
the lattice reads
|Ψu[B2,1]〉 =
qD∑
α=1
√
σα
∣∣∣ΦA 2n1α 〉⊗ ∣∣∣ΦA 2n2α 〉
where ∣∣∣ΦA 2n1α 〉 ∈ ⊗
j∈A 2n1
Hj and
∣∣∣ΦA 2n2α 〉 ∈ ⊗
j∈A 2n2
Hj
are orthonormal unit vectors.
The bond dimension between the sites 2n and 2n + 1 is now qD. Again
one can reduce the bond dimension by discarding the Schmidt values with
respect to this bipartition smaller than a preset tolerance : if Σ˜2,1 ∈ CD˜×D˜
is the diagonal matrix which contains the D˜ diagonal elements of Σ˜2,1 larger
than  (in decreasing order), we deVne
A˜2 = Ξ−1/2 U2 Σ˜1/22,1 and A˜1 = Σ˜1/21,2 V1 Λ−1/2 .
Hence, we have approximated V2 |Ψu[A2A1]〉 by the uMPS |Ψu[A˜2A˜1]〉 with
bond dimension D˜:
V2 |Ψu[A2A1]〉 ≈ w†L wRA˜2
2
A˜1
3
A˜2
2n
A˜1
2n+ 1
A˜2
2N
A˜1
2N + 1
. . . . . .
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(N → +∞). In the thermodynamic limit, expectation values of local opera-
tors are independent of the boundary conditions. Therefore we have that
V2 |Ψu[A2A1]〉 ≈ v†L vRA˜1
1
A˜2
2
A˜1
2n− 1
A˜2
2n
A˜1
2N − 1
A˜2
2N
. . . . . .
which has the same form as eq. (2.22).
(c) iTEBD algorithm
In (a) and (b) we discussed how to apply the gates V1 and V2. In general, a
Trotter-Suzuki decomposition yields a sequence of the form eq. (2.23)
exp(−iHdt) = V1(dt1)V2(dt2) . . .V2(dt2M )V1(dt2M+1).
From the previous discussion it follows that applying the gates V1(dt1) and
V2(dt2) to a uMPS |Ψu[A1A2]〉 results in a new uMPS |Ψu[A˜1A˜2]〉. In
general this requires the bond dimension of the tensors A˜1 and A˜2 to in-
crease exponentially in time. This can be avoided by discarding the irrelevant
Schmidt values. Below we give the algorithm for real-time evolution with the
iTEBD algorithm for a general Trotter-Suzuki decomposition eq. (2.23). The
algorithm starts from a stateA1,2 at time t = t0 and advances the state with
time step dt. In the for-loop over k the gate V2k+1(dt2k+1) and V2k(dt2k)
are applied to the uMPS and a SVD as in eq. (2.25) is performed to discard
the Schmidt values smaller than the preset tolerance .
Algorithm 2.5 Real-time with iTEBD and Trotter-Suzuki decomposition
Input: A1,2,dt,t0,U1,2, U2,1,
Output: A1,2
1: function A1,2 = iTEBD(dt,A1,2,t0,)
2: [B1,2,Ξ,Λ, η,Γ] = normalizeUmps(A) . Algorithm 1.1
3: for k = M : −1 : 1 do
4: B2,1 = svdiTEBD(A1,2,U1,2(dt2k+1))
5: [B2,1,Ξ,Λ, η,Γ] = normalizeUmps(B2,1)
6: B1,2 = svdiTEBD(B2,1,U2,1(dt2k))
7: [B1,2,Ξ,Λ, η,Γ] = normalizeUmps(B1,2)
8: end for
9: A1,2 =
B1,2
U1,2(dt1)
10: end function
11: function B = svdiTEBDT(A,U)
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12: B =
A
U
13: Ξ1/2 B Λ1/2
(SV D)
= U VΣ . eq. (2.25))
14: Σ˜ is obtained from Σ by retaining the entries larger than 
15: A1 = Ξ−1/2 U Σ˜1/2
16: A2 = Σ˜1/2 V Λ−1/2
17: B = A2 A1
18: end function
2.4. DMRG for inVnite boundary conditions
2.4.1. Introduction
Now we consider the thermodynamic limit (N → +∞) for a Hamiltonian
that is only asymptotically translation invariant. More speciVcally, the lat-
tice now consists of the sites
{−NL,−NL + 1, . . . , 0, 1, . . . ,M,M + 1, . . . ,M +NR}
where the meaning of NL, M and NR will become clear soon.
H takes the form
H =
M+NR−1∑
n=−NL
hn,n+1
where
h2n−1,2n = T2n−2hR1,2T
−2n+2 for mR < 2n− 1 < M +NR
h2n,2n+1 = T
2n−1hR2,3T
−2n+1 for mR < 2n < M +NR
h2n−1,2n = T2n−2hL1,2T
−2n+2 for −NL ≤ 2n− 1 < mL
h2n,2n+1 = T
2n−1hL2,3T
−2n+1 for −NL < 2n ≤ mL
and hn,n+1 can be any Hermitian operator acting on two sites for mL ≤
n ≤ mR − 1, with −NL  1 ≤ mL ≤ mR ≤ M  M + NR and where
hLn,n+1 and h
R
n,n+1 are Hermitian operator that act only non-trivially on sites
n and n+ 1. The thermodynamic limit is obtained by NL, NR → +∞ while
keepingmR−mL Vxed. mR−mL is the length of the non-uniform part of the
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Hamiltonian. For all sites n ≤ 1 the Hamiltonian generates the interaction
hLn,n+1 which only depends on the parity of n and on all sites n ≥ mR the
Hamiltonian generates the interaction hRn,n+1 which only depends on the
parity of n as well. For convenience we assume that NL is odd and that M
and NR are even.
2.4.2. MPS ansatz and calculus
We will now construct a MPS ansatz for the ground state. BecauseH has for
n ≤ mL and n ≥ mR the same interactions we can assume that the ground
state of H converges on the left (i.e. for n mL) to the ground state of
HL = lim
K→+∞
K−1∑
n=1
Tn−1hLn,n+1T
−n+1 with hL2n−1,2n = h
L
1,2, h
L
2n,2n+1 = h
L
2,3
while the ground state of H on the right (i.e. for n  mR) will converge to
the ground state of
HR = lim
K→+∞
K−1∑
n=1
Tn−1hRn,n+1T
−n+1 with hR2n−1,2n = h
R
1,2, h
R
2n,2n+1 = h
R
2,3.
More speciVcally, if |Ψu[L1L2]〉 is the uniform MPS (for translation over two
sites) corresponding to the ground state of HL, where L1 ∈ CDL1 ×DL2 and
L2 ∈ CDL2 ×DL1 are in the left canonical form,
1DL1
L1
L1
= 1DL2
, 1DL2
L2
L2
= 1DL1
,
L1
L1
ΛL1 = Λ
L
2 ,
L2
L2
ΛL2 = Λ
L
1
with ΛL1 ∈ CD
L
2 ×DL2 and ΛL2 ∈ CD
L
1 ×DL1 positive matrices, then we put in
the MPS ansatz the tensors L1 and L2 on sites n ≤ 1. When applying the
TDVP algorithm we get a uMPS |Ψu[L1,2]〉 where the sites 2n − 1 and 2n
are blocked, i.e.
α L1,2
(d1, d2)
β = α L1,2
d1 d2
β
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with
1DL2
L1,2
L1,2
= 1DL2
,
L1,2
L1,2
ΛL2 = Λ
L
2 .
Then one applies a SVD eq. (2.25)
L1,2
(SV D)
= U1 V2Σ1,2
and one puts
L1 = U1 , L2 = Σ1,2 V2 .
DeVning
Ω =
V2
V2
ΛL2
it follows that ΛL1 = Σ1,2ΩΣ1,2. Note that one can discard the irrelevant
Schmidt values in Σ1,2 to reduce the bond dimension.
Similarly, if |Ψu[R1R2]〉 is the uniform MPS corresponding to the ground
state of H2 where R1 ∈ CDR1 ×DR2 and R2 ∈ CDR2 ×DR1 are in the right
canonical form,
R1
R1
1DR2
= 1DR1
,
R2
R2
1DR1
= 1DR2
ΞR2
R1
R1
= ΞR1 , ΞR1
R2
R2
= ΞR2 ,
with ΞR1 ∈ CD
R
2 ×DR2 and ΞR2 ∈ CD
R
1 ×DR1 positive matrices, then we put in
the MPS ansatz the tensors R1 and R2 on sites n > M . When applying the
190
Optimization methods for MPS
TDVP algorithm we get a uMPS |Ψu[R1,2]〉 approximation for the ground
state of HR where the sites 2n− 1 and 2n are blocked, i.e.
α R1,2
(d1, d2)
β = α R1,2
d1 d2
β
with
R1,2
R1,2
1DR1
= 1DR1
, ΞR2
R1,2
R1,2
= ΞR2 .
Then one applies a SVD eq. (2.25)
R1,2
(SV D)
= U1 V2Σ1,2
and one puts
R1 = U1 Σ1,2 , R2 = V2 .
DeVning
Ω = ΞR2
U1
U1
it follows that ΞR2 = Σ1,2ΩΣ1,2. Note that one can discard the irrelevant
Schmidt values in Σ1,2 to reduce the bond dimension DR2 .
On the remaining sites we will put some new tensors Bn that have to be
determined with a variational method. The MPS trial state for the ground
state of H takes then the form [80, 112, 113]
|Ψ[B]〉 = B0
(d−NL , . . . , d0)
B1
d1
B2
d2
. . . Bn
dn
. . . BM−1
dM−1
BM
dM
BM+1
(dM+1, . . . , dM+NR )
(2.30a)
with Bdnn ∈ CDn×Dn+1 (D1 = DL1 , DM+1 = DR1 ),
B0
(−dNL , . . . , d0)
= v†L L1
d−NL
L2
d−NL+1
. . . L1
d−1
L2
d0
(2.30b)
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and
BM+1
(dM+1, . . . , dM+NR )
= R1
dM+1
R2
dM+2
. . . R1
dM+NR−1
R2
dM+NR
vR . (2.30c)
In the thermodynamic limit (NR, NL → +∞) all the expectation values are
independent of the boundary vectors vR and vL. Because the tensors Ln
and Rn are already Vxed, the freedom of this ansatz lies within the tensors
B1, . . . , BM . In this form we blocked sites −NL, . . . , 0 into the eUective site
0 and we blocked the sites M +1, . . . ,M +NR into the eUective site M +1.
Therefore this MPS ansatz can be interpreted on a Vnite lattice and thus
indeed resembles the state (1.1) but on site 0 and siteM+1 the local Hilbert
space is inVnite dimensional.
Consider now an operator of the form
O =
M+NR∑
n=−nL
on,n+1
where on,n+1 acts only non-trivially on sites n and n+ 1 with
o2n−1,2n = T2n−2oR1,2T
−2n+2 for M < 2n− 1 < M +NR
o2n,2n+1 = T
2n−2oR2,3T
−2n+2 for M < 2n < M +NR
o2n−1,2n = T2n−2oL1,2T
−2n+2 for −NL ≤ 2n− 1 < 0
o2n,2n+1 = T
2n−2oL2,3T
−2n+2 for −NL < 2n ≤ 0
where oR1,2 and o
L
1,2 resp. o
R
2,3 and o
L
2,3 are Hermitian operators acting on
sites 1 and 2 resp. 2 and 3. To avoid divergences originating from the inV-
nite lattice we subtract from oLn,n+1 and o
R
n,n+1 its ground state expectation
value, i.e.
oLn,n+1 ← oLn,n+1 − 1DL ΛLn+1
Ln Ln+1
Ln Ln+1
oLn,n+1 1⊗ 1 (2.31a)
oRn,n+1 ← oRn,n+1 − ΞRn−1 1DR
Rn Rn+1
Rn Rn+1
oRn,n+1 1⊗ 1 (2.31b)
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with n = 1, 2;n+ 1 = n+ 1 mod 2 ∈ {1, 2}.
To compute the expectation value 〈Ψ[B|O|Ψ[B]〉 we Vrst compute L0 ∈
CD
L
1 ×DL1 :
Θ1 =
L1 L2
L2L1
oL1,2
(
1− EL1,2L1,2
)+
1DL1
, L1,2 = L1 L2 ,
(2.32a)
Θ2 =
L2 L1
L1L2
oL2,3
(
1− EL2,1L2,1
)+
1DL2
, L2,1 = L2 L1 ,
(2.32b)
L0 = Θ1 + Θ2
L2
L2
(2.32c)
which can be computed eXciently by using algorithm 1.3 for the inverses of(
1− EL1,2L1,2
)+
and
(
1− EL2,1L2,1
)+
. We also need to compute a similar matrix
K0 ∈ CDR1 ×DR1 for the right uniform part:
Θ1 =
R1 R2
R2R1
oR1,2
(
1− ER1,2R1,2
)+
1DR1
, R1,2 = R1 R2 ,
(2.33a)
Θ2 =
R2 R1
R1R2
oR2,3
(
1− ER2,1R2,1
)+
1DR2
, R2,1 = R2 R1 ,
(2.33b)
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K0 = Θ1 +
R1
R1
Θ2 (2.33c)
which can be computed eXciently by using algorithm 1.2 for the inverses of(
1− ER1,2R1,2
)+
and
(
1− ER2,1R2,1
)+
. Finally we compute iteratively
Ξ0 = 1DL1
, Ξn = Ξn−1
Bn
Bn
(2.34a)
ΛM = 1DR1
, Λn−1 =
Bn
Bn
Λn (2.34b)
and we arrive at
〈Ψ[B]|O|Ψ[B]〉 = L0 Λ0 + 1DL2 Λ1
L2 B1
L2 B1
o0,1
+
M−1∑
n=1
Ξn−1 Λn+1
Bn Bn+1
Bn Bn+1
on,n+1 + ΞM−1 1DR2
BM R1
BM R1
oM,M+1 + ΞM K0 . (2.35)
2.4.3. DMRG algorithm
The MPS |Ψ[B]〉 is linear in each of the Bn (1 ≤ n ≤ M ) and thus we can
apply the DMRG algorithm [44, 80] to Vnd the optimal approximation for
the ground state. The DMRG algorithm minimizes
H(B1, . . . , BM ) =
〈Ψ[B]|H|Ψ[B]〉
〈Ψ[B]|Ψ[B]〉
by Vrst minimizingH(B1, . . . , BM ) with respect toB1 while keepingB2,. . .,
BM Vxed, then minimizing H(B1, . . . , BM ) with respect to B2 while keep-
ing B1, B3, . . . , BM Vxed and so on until BM . After this ‘sweep’ it will
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‘sweep back’: Vrst the DMRG algorithm minimizes H(B1, . . . , BM ) with
respect to BM while keeping B1, . . . , BM−1 Vxed, then it minimizes
H(B1, . . . , BM ) with respect to BM−1 while keeping B1, . . . , BM−2, BM
Vxed and so on until B1.
Let us now discuss how H(B1, . . . , BM ) is minimized with respect to Bn
(n = 1, . . . ,M ). Therefore we assume that B1, . . . , Bn−1 are in the left
canonical form
1Dk−1
Bk
Bk
= 1Dk (k = 1, . . . , n− 1)
and that Bn+1, . . . , BN are in the right canonical form,
Bk
Bk
1Dk+1 = 1Dk (k = n+ 1, . . . ,M).
Because L1 and L2 are in the left canonical form and R1 and R2 are in the
right canonical form, we can use the procedure described in subsection 1.1.5
to bring B1, . . . , Bn−1 in the left canonical form and Bn+1, . . . , BN in the
right canonical form. MinimizingH(B1, . . . , BM ) with respect toBn is then
equivalent to Vnding the smallest eigenvalue E0 of Hn with components
[Hn](d′,γ,δ);(d,α,β) =
∂
∂[Bdn]α,β
∂
∂[B
d′
n ]γ,δ
H(B1, . . . , BM ). (2.36)
An exact diagonalization ofHn would takeO(q3D6) computation time. How-
ever, because we are only interested in the smallest eigenvalue we can use
an iterative procedure and we only need the action of Hn on Bn, i.e. we only
need to compute
[Hn(Bn)](d′,γ,δ) =
∂
∂
[
B
d′
n
]
γ,δ
H(B1, . . . , BM ).
The computation of Hn(Bn) can be performed eXciently [80] and follows
from taking the partial derivative with respect to Bn of the expression eq.
(2.35) for O = H, i.e.
oL1,2 = h
L
1,2, o
L
2,3 = h
L
2,3, o
R
1,2 = h
R
1,2, o
R
2,3 = h
R
2,3, on,n+1 = hn,n+1
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and taking into account that Ξk depends on Bn for k ≥ n,
Ξk = 1LD1
B1
B1
B2 . . .
B2 . . .
Bn . . .
Bn . . .
Bk−1
Bk−1
Bk
Bk
= 1Dn
Bn . . .
Bn . . .
Bk−1
Bk−1
Bk
Bk
,
and that Λk depends on Bn for k ≤ n− 1,
Λk =
Bk+1
Bk+1
Bk+2 . . .
Bk+2 . . .
Bn . . .
Bn . . .
BM−1
BM−1
BM
BM
1DR1
=
Bk+1
Bk+1
Bk+2 . . .
Bk+2 . . .
Bn
Bn
1Dn+1 .
Here we used that B1, . . ., Bn−1 are in the left canonical form and that
Bn+1, . . ., BM are in the right canonical form. Hn(Bn) can be constructed
as follows. First one computes K0 and L0 as in eqs. (2.32) and (2.33) with
oL1,2 = h
L
1,2, o
L
2,3 = h
L
2,3, o
R
1,2 = h
R
1,2, o
R
2,3 = h
R
2,3.
Then one computes
[
F d
′,d
1
]
α,β
=
β
α
d
d′
F1 = L0
β
α
d
d′
+ 1DL2
L2
L2
h0,1
β
α
d
d′
=[L0]α,βδd,d′ +
q∑
d1,d2=1
[
(Ld12 )
†Ld22 )
]
α,β
〈d1, d′|h0,1|d2, d〉 ,
(2.37a)
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[
Gd
′,d
M
]
αβ
=
α
β
d
d′
GM =
d
d′
α
β
K0 +
d
d′
α
β
1DR2
R1
R1
hM,M+1
=δd,d′ [K0]α,β +
q∑
d1,d2=1
〈d′, d1|hM,M+1|d, d2〉
[
Rd21 (R
d1
1 )
†
]
α,β
.
(2.37b)
and one computes for k = 2, . . . , n
[
F d
′,d
k
]
α,β
=
β
α
d
d′
Fk
= Fk−1
Bk−1
Bk−1
d
d′
β
α
+ 1Dk−1
Bk−1
Bk−1
hk−1,k
β
α
d
d′
=
q∑
d1,d2=1
[
(Bd1k−1)
†F d1,d2k−1 B
d2
k−1
]
α,β
δd,d′
+
q∑
d1,d2=1
〈d1, d′|hk−1,k|d2, d〉
[
(Bd1k−1)
†Bd2k−1
]
α,β
(2.37c)
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and for k = M − 1,M − 2, . . . , n
[Gd
′,d
k ]α,β =
α
β
d
d′
Gk
=
α
β
d
d′
Gk+1
Bk+1
Bk+1
+
d
d′
α
β
1Dk+2
Bk+1
Bk+1
hk,k+1
=δd,d′
∑
d1,d2
[
Bd1k+1G
d2,d1
k+1 (B
d2
k+1)
†
]
α,β
+ 〈d′, d1|hk,k+1|d, d2〉
[
Bd2k+1(B
d1
k+1)
†
]
α,β
. (2.37d)
Once we have constructed Fn and Gn one easily obtains Hn(Bn):
α β
d
Hn(Bn) =
α
d
βBn
Fn +
β
α Bn
d
Gn
=
q∑
d0=1
[
F d,d0n B
d0
n
]
αβ
+
q∑
d0=1
[
Bd0n G
d,d0
n
]
αβ
. (2.38)
Assuming that q  D, the computation time ofHn(Bn) scales likeO(Mq2D3)
with D = maxn(Dn).
2.4.4. Pseudocode of the DMRG algorithm
The pseudocode for the DMRG algorithm [44, 80] is presented in algorithm
2.6. As input we give the tensors AL1,2 and A
R
1,2 corresponding to the MPS
approximations of the ground states |Ψu[AL1,2]〉 and |Ψu[AR1,2]〉 of HL =∑K−1
n=1 T
n−1hLT−n+1 and HR =
∑K−1
n=1 T
n−1hRT−n+1 (K → +∞). The
tensors do not need to be normalized, this will be done in the algorithm
(lines 2-7) . Furthermore, we also pass a desired tolerance  to the function.
This will be the error on the ground state energy E0 of H. We also give an
initial ansatz for the ground state B1, . . . , BM . We have also transformed
B2, . . . BM in the right canonical form, see lines 18-23, using the procedure
from subsection 1.1.5 and normalized the state to norm 1.
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As output we get the tensors B1, . . . , BM corresponding to the optimal
approximation of the ground state H with the class of states deVned in
eq. (2.30). Furthermore the algorithm gives the vectors Σ1, . . . ,ΣM which
contain the square roots of the Schmidt values of |Ψ[B]〉 with respect to the
bipartition {A n1 ,A n2 } of the lattice, where
A n1 = {−NL, 2, . . . , n} and A n2 = {n+ 1, . . . ,M +NR}.
Finally we also get the estimate E0 for the smallest eigenvalue of H. To
obtain a IR Vnite quantity for E0 one should subtract the ground state ex-
pectation values from the left uniform part hLn,n+1 and the right uniform
part hRn,n+1 of H as in eq. (2.31).
The main function ‘DMRG’, line 1 - 33, performs the sweeps where
H(B1, . . . , BM ) is optimized with respect toBn. After the sweep from left to
right (i.e. from n = 1 until n = M ) by using the function ‘SweepLeft2Right’
we get an estimate E1 for the ground state energy and after a sweep from
right to left (by using the function ’SweepRight2Left’) we get another (and
smaller) estimate E2 for the ground state energy. When the diUerence be-
tween E1 and E2 in magnitude is small enough, i.e. smaller than our desired
tolerance , the DMRG algorithm has converged and our estimate for the
ground state energy is E0 = E2. This is what happens if the algorithm
executes the while loop, lines 27-31.
In this while loop, the algorithm invokes the functions ‘SweepLeft2Right’
and ’SweepRight2Left’ which are presented in lines 34-51 and 52-69. Both al-
gorithms are similar. Let us therefore focus on the function ‘SweepLeft2Right’.
This function Vrst minimizesH(B1, . . . , BM ) with respect toB1 while keep-
ing B2, . . . , BM Vxed, then minimizes H(B1, . . . , BM ) with respect to B2
while keepingB1, B3, . . . , BM Vxed and so on untilBM . As explained in the
previous subsection we therefore need to Vnd the smallest eigenvalue of Hn,
see eq. (2.36). To implement the action of Hn on Bn we need to compute Fn
and Gn, see eqs. (2.37) and (2.38).
First of all, note that F1 and GM are independent of B1, . . . , BM and thus
only need to be computed once, see lines 24 and 25. Hence they can be
passed via an extra argument to the function ‘SweepLeft2Right’. When
sweeping from left to right one deduces thatGn only depends onBn+1, . . . ,
BM and that these tensors are not optimized yet in this sweep. Therefore,
one can compute all the tensors Gn before optimizing, see line 35-37. In
contrast, Fn can only be computed when B1, . . . , Bn−1 are optimized. The
for loop, line 38-50 , exactly performs the optimization ofBn for n = 1, . . . N
assuming that B1, . . . , Bn−1 are optimized. First, Fn is computed in line 40.
This allows to implement the action of Hn on Bn. As before the command in
line 42 means that you have to use an iterative eigensolver which gives you
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the tensor Bn corresponding to the eigenvector Hn with smallest eigenvalue
E0. The function ‘HeUDMRG’, lines 70-72, computes the action of Hn on Bn
and has to be passed as an argument to ‘eigs’.
After applying this iterative eigensolver we have optimized Bn. Note how-
ever that all our formulas use the fact thatBk is in the left canonical form for
k < n andBk is in the right canonical form for k > n. Before proceeding we
need to put Bn in the left canonical form. This can be performed with the
method discussed in subsection 1.1.5, see lines 43-48. As a nice byproduct
we also get the Schmidt values associated with the bipartition {A n1 ,A n2 } of
the lattice, where
A n1 = {−NL, 2, . . . , n} and A n2 = {n+ 1, . . . ,M +NR}.
The square roots of these Schmidt values are stored in the vector Σn.
The function ’SweepRight2Left’, lines 52-69, is similar but now one Vrst
optimizesBM , thenBM−1 and so on. In this case Fn will depend onB1, . . . ,
Bn−1 which are not optimized yet and can thus be computed before starting
the sweep. When now sweeping from right to left we have to update Gn
after every step. By applying an iterative eigensolver to Hn we have update
Bn. Afterwards we need to transform Bn in the right canonical form in the
way that is discussed in subsection 1.1.5.
We have now discussed the pseudocode of algorithm 2.6 and this can be used
as a basis for implementing the DMRG algorithm.
Algorithm 2.6 DMRG for inVnite open boundary conditions
Input: B = (B1, . . . , BM ), AL1,2, AR1,2, , hn,n+1, hL1,2, hL2,3, hR1,2, hR2,3
Output: B = (B1, . . . , BM ),Σ = (Σ1, . . . ,ΣM ),E0
1: function [B,Σ,E0] = DMRG(B,AL1,2, AR1,2, , hn,n+1, hL1,2, hL2,3, hR1,2, hR2,3)
2: [L1,2,1DL1
,ΛL2 ] = normalizeUmps(A
L
1,2,‘left’) . Algorithm 1.1
3: L1,2
(SV D)
= U1 V2Σ1,2 . Eq. (2.25)
4: L1 = U1
5: L2 = Σ1,2 V2 .
6: ΛL1 = Σ1,2ΩΣ1,2 with Ω =
V2
V2
ΛL2
7: [R1,2,Ξ
R
1 ,1DR2
] = normalizeUmps(AR1,2,‘right’) . Algorithm 1.1
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8: R1,2
(SV D)
= U1 V2Σ1,2 . Eq. (2.25)
9: R1 = U1 Σ1,2
10: R2 = V2 .
11: ΞR2 ← Σ1,2ΩΣ1,2, Ω = ΞR2
U1
U1
.
12: Θ1 =
L1 L2
L2L1
oL1,2
(
1− EL1,2L1,2
)+
1DL1
. algorithm 1.3.
13: Θ2 =
L2 L1
L1L2
oL2,3
(
1− EL2,1L2,1
)+
1DL2
. algorithm 1.3.
14: L0 = Θ1 + Θ2
L2
L2
15: Θ1 =
R1 R2
R2R1
oR1,2
(
1− ER1,2R1,2
)+
1DR1
. algorithm 1.2.
16: Θ2 =
R2 R1
R1R2
oR2,3
(
1− ER2,1R2,1
)+
1DR2
. algorithm 1.2.
17: K0 = Θ1 +
R1
R1
Θ2
18: for n = M : −1 : 2 do
19: Bn
(RQ)
= Mn Qn
201
DMRG for inVnite boundary conditions
20: Mn ←Mn/tr(MnM †n)
21: Bn ← Qn
22: Bn−1 ← Bn−1 Mn
23: end for
24: F1 = L0 + 1DL2
L2
L2
h0,1
25: GM = K0 + 1DR2
R1
R1
hM,M+1
26: ∆E = 1
27: while ∆E >  do
28: [B,Σ,E1]=SweepLeft2Right(B,F1,GN )
29: [B,Σ,E2]=SweepRight2Left(B,F1,GN )
30: ∆E = |E2 − E1|
31: end while
32: E0 = E2
33: end function
34: function [A,Σ,E]=SweepLeft2Right(B,F1,GN )
35: for n = M − 1 : −1 : 1 do
36: Gn = Gn+1
Bn+1
Bn+1
+ 1Dn+2
Bn+1
Bn+1
hn,n+1
37: end for
38: for n = 1 : M do
39: if n > 1 then
40: Fn = Fn−1
Bn−1
Bn−1
+ 1Dn−1
Bn−1
Bn−1
hn−1,n
41: end if
42: [Bn,E] = eigs(@(Bn)HeUDMRG(Bn,Fn,Gn))
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43: Bn
(QR)
= Qn Mn
44: Mn ←Mn/tr(MnM †n)
45: Σn ← singular values of Mn
46: if n < M then
47: Bn ← Qn
48: Bn+1 ← Mn Bn+1
49: end if
50: end for
51: end function
52: function [B,Σ,E]=SweepRight2Left(B,F1,GN )
53: for n = 2 : M do
54: Fn = Fn−1
Bn−1
Bn−1
+ 1Dn−1
Bn−1
Bn−1
hn−1,n
55: end for
56: for n = M : −1 : 1 do
57: if n < M then
58: Gn = Gn+1
Bn+1
Bn+1
+ 1Dn+2
Bn+1
Bn+1
hn,n+1
59: end if
60: [Bn,E] = eigs(@(Bn)HeUDMRG(Bn,Fn,Gn))
61: Bn
(RQ)
= Mn Qn
62: Mn ←Mn/tr(MnM †n)
63: Σn−1 ← singular values of Mn
64: if n > 1 then
65: Bn ← Qn
66: Bn−1 ← Bn−1 Mn
67: end if
68: end for
69: end function
70: function Hn(Bn) = HeffDMRG(Bn,Fn,Gn)
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71: Hn(Bn) =
Bn
Fn +
Bn
Gn
72: end function
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Matrix product states for the Schwinger model
3.1. Hilbert space and gauge invariance
We brieWy recall the lattice formulation of the Schwinger model. A more
extended discussion can be found in subsection 1.3.2 of part I. In the Kogut-
Susskind formulation [68] the eigenvectors {|sn〉n : sn ∈ {−1, 1}} of σz(n)
will form the basis of the local Hilbert space at site n for our computations:
σz(n) |s〉n = s |s〉n , s = −1, 1;
σ−(n) |−1〉n = σ+(n) |1〉n = 0, σ−(n) |1〉n = |−1〉n , σ+(n) |−1〉n = |1〉n .
On the links between the sites, we put the gauge Veld θ(n) = agA1(na) and
the electric Veld E(n) ← E(na), with a the lattice spacing, g the coupling
constant and [θ(n), E(m)] = igδn,m. The commutation relation determines
the spectrum of E(n) up to a constant: E(n)/g = L(n) + α(n), where
L(n) is the angular operator which has an integer spectrum and α(n) ∈ R
corresponds to the background electric Veld at link [n]. Therefore, at link [n]
a basis is {|pn〉[n] : pn ∈ Z} with
L(n) |p〉[n] = p |p〉[n] and e±iθ(n) |p〉[n] = |p± 1〉[n] (p ∈ Z).
The Kogut-Susskind Hamiltonian [7] deVned on 2N sites reads now, see eq.
(1.5) in part I,
H =
g
2
√
x
(
2N∑
n=1
[L(n) + α(n)]2 +
√
x
g
m
2N∑
n=1
(−1)n(σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
, (3.1)
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where m is the fermion mass and x = 1/(g2a2) is the inverse lattice spacing
squared in units g = 1.
In our formalism we block site n and link [n] into one eUective site n. Writing
κn = (sn, pn) we introduce the multi-index
κ =
(
(s1, p1), (s2, p2), . . . , (s2N , p2N )
)
= (κ1, . . . , κ2N ).
With these notations we have that the eUective site n is spanned by {|κn〉n}.
Therefore the Hilbert spaceH of the full system of 2N sites and 2N links,
which is the tensor product of the local Hilbert spaces, has basis {|κ〉 =
|κ1〉1 . . . |κ2N 〉2N} and a general state |Ψ〉 is thus a linear combination of
these |κ〉:
|Ψ〉 =
∑
κ
Cκ1,...,κ2N |κ〉
with basis coeXcients Cκ1,...,κ2N ∈ C.
Because QED is a gauge theory we have to restrict to Hphys, the set of all
gauge invariant states that satisfy G(n) |Ψ〉 = 0, ∀n = 1, . . . , 2N , where
G(n) = L(n)− L(n− 1) + σz(n) + (−1)
n
2
,
see eq. (1.4) of part I.
3.2. Gauge invariant MPS with open boundary
conditions
Every state in H can be written as a MPS with open boundary conditions
[76]
|Ψ[B,C]〉 = B1
s1
C1
p1
Bn
sn
Cn
pn
B2N
s2N
C2N
p2N
. . . . . . , (3.2)
with Bsnn ∈ CDn×D
′
n , Cpnn ∈ CD′n×Dn+1 ,sn ∈ {−1, 1}, pn ∈ Z and D1 =
D′2N+1 = 1, and where Bn and Cn are in the right canonical form:
Bn
Bn
1D′n = 1Dn and
Bn
Bn
1Dn+1 = 1D′n (3.3)
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and
ΞBn
Bn
Bn
= ΞCn and ΞCn
Cn
Cn
= ΞBn+1 (3.4)
for positive deVnite diagonal matrices ΞCn ∈ CD
′
n×D′n and ΞBn ∈ CDn×Dn .
Every |Ψ〉 ∈Hphys has to satisfy
|Ψ〉 = exp(−iϕ(n)G(n)) |Ψ〉 , n = 1, . . . , 2N.∀ϕ(n) ∈ R (3.5)
where
G(n) = L(n)− L(n− 1)− σz(n) + (−1)
n
2
, L(0) = 0. (3.6)
For the MPS eq. (3.2) applying G(n) yields
exp(−iϕ(n)G(n)) |Ψ[B,C]〉
= B˜1
s1
C˜1
p1
B˜n
sn
C˜n
pn
B˜2N
s2N
C˜2N
p2N
. . . . . .
where if n > 1:
B˜sk = B
s
k for k 6= n, C˜sk = Csk for k 6= n− 1, n,
C˜pn−1 = e
−iϕ(n)pCpn−1, B˜
s
n = e
−iϕ(n)
[
s+(−1)n
2
]
Bsn, C˜
p
n = e
iϕ(n)pCpn
and if n = 1:
B˜sk = B
s
k, C˜
s
k = C
s
k for k 6= 1
and
B˜s1 = e
−iϕ(1)[ s−1
2
]Bs1, C˜
p
1 = e
iϕ(1)pCp1 .
Because the MPS eq. (3.2) and eq. (3.6) represent the same state, it follows by
theorem 2 of [164], that there exist invertible square matrices Uk ∈ CDk×Dk
and Vk ∈ CD′k×D′k such that
B˜k = U−1k Bk Vk , C˜k = V −1k Ck Uk+1
Note that Uk and Vk depend on ϕ(n) and n and that U1 = U2N+1 = 1.
Furthermore, because the tensors Bk and Ck are in the right canonical form
the matrices Uk and Vk are unitary matrices. Indeed, it’s not hard to check
that B˜sk and C˜
p
k also obey eq. (3.3) and eq. (3.4). For k = 2N we have
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that Cs2N = V2N C˜
s
2N which implies that V2NV
†
2N = 1D′2N . Using this,
B˜p2N = U
−1
2NB
p
2NV
p
2N and the fact thatB
p
2N and B˜
p
2N obey eq. (3.3) it follows
that U2NU
†
2N = 1D2N . Proceeding in the same way from k = 2N till k = 1
one Vnds that all the matrices Uk and Vk are unitary.
Now we will prove that Uk = 1Dk , Vk = 1D′k for k 6= n. If k < n we can
assume that n > 1. Note that U1 = 1 and that Bs1 = B˜
s
1 = B
s
1V1. Using
eq. (3.4) it follows that V1 = (ΞC1 )
−1∑
sB
s
1
†ΞB1 Bs1 = 1D′1 . Assume now
Vk−1 = 1D′k−1 (k < n − 1) then C
p
k−1 = C˜
p
k−1 = C
p
k−1Uk, which implies
Uk = (Ξ
B
k )
−1∑
pC
p
k−1
†
ΞCk−1C
p
k−1 = 1Dk , i.e. Vk−1 = 1D′k−1 implies that
Uk = 1Dk for k < n − 1. In a similar way, one proves that Uk = 1Dk
implies Vk = 1D′k (k < n). This concludes the case k < n. For k > n
one starts from C˜p2N = C
p
2N = V2NC
p
2N . From eq. (3.3), we obtain that
V2N = 1D′2N . As a consequence B˜
s
2N−1 = B
s
2N−1 = U2NB
s
2N holds. By eq.
(3.3) it follows that U2N = 1D2N . One can now repeat this reasoning and
Vnd that Uk = 1Dk , Vk = 1Dk for all k > n.
Hence, the MPS eq. (3.2) is gauge invariant iU for every n = 1, . . . , 2N there
exist unitary matrices Un and Vn (depending on ϕ(n)) such that
U †nB
s
nVn = e
−iϕ(n)[ s+(−1)n
2
]Bsn,
Cpn−1Un = e
−iϕnpCpn−1(n > 1), V
†
nC
p
n = e
iϕnpCpn. (3.7)
Let us now choose ϕ(n) = 1, then the matrices Un and Vn do not depend
on ϕ(n) anymore. The unitary matrices can be diagonalized (as exponential
of a Hermitian matrix): Un = W
†
n∆UnWn, Vn = X
†
n∆VnXn, where Wn, Xn
are unitary matrices and ∆Un and ∆Vn are diagonal matrices where all the
diagonal elements have modulus one. If we perform the following MPS
gauge transformation:
Bn ← Wn Bn X†n , Cn ← Xn Cn W †n+1
(W1 = W2N+1 = 1), the MPS eq. (3.2) is unaUected and the conditions eq.
(3.7) now read
∆†UnB
s
n∆Vn = e
−i(s+(−1)n)/2Bsn,
Cpn−1∆Un = e
−ipCpn−1(n > 1),∆
†
Vn
Cpn = e
ipCpn. (3.8)
The property eq. (3.3) will also hold for the ‘new’ B and C , however the
property eq. (3.4) is modiVed in the sense that ΞBn and Ξ
C
n are not diagonal
anymore, but they are still positive deVnite. As already mentioned, the
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entries of the diagonal matrices ∆Un and ∆Vn are complex phase factors. Let
e−iλn,j , j = 1, . . . , nUn , respectively e−iµn,j , j = 1, . . . , nvn be the eigenval-
ues of ∆Un with multiplicity m(λn,j) respectively of ∆Vn with multiplicity
m(µn,j),
∆Un =
nun∑
j=1
m(λn,j)∑
αj=1
e−iλn,j |λn,j , αj}{λn,j , αj | (3.9a)
∆Vn =
nvn∑
j=1
m(µn,j)∑
αj=1
e−iµn,j |µn,j , αj}{µn,j , αj | (3.9b)
then we can write B and C as
Bsn =
nun∑
j=1
nvn∑
k=1
m(λn,j)∑
αj=1
m(µn,k)∑
βk=1
[Bsn](λn,j ,αj);(µn,k,βk)|λn,j , αj}{µn,k, βk|
(3.10a)
for n > 1,
Cpn =
nvn∑
j=1
nul+1∑
k=1
m(µn,j)∑
αj=1
m(λl+1,k)∑
βk=1
[Cpn](µn,j ,αj);(λn+1,k,βk)|µn,j , αj}{λn+1,k, βk|,
(3.10b)
for n < 2N , whereas
Bs1 =
nv1∑
k=1
m(µ1,k)∑
βk=1
[Bs1]1;(µ1,k,βk){µ1,k, βk|, (3.10c)
Cp2N =
nv2N∑
j=1
m(µ2N,j)∑
αj=1
[Cp2N ](µ2N,j ,αj);1|µ2N,j , αj}. (3.10d)
Using eq. (3.8) it follows that
(e−i(p−λl+1,k) − 1)[Cpn](µn,j ,αj);(λn+1,k,βk) = 0
(e−i(p−µn,j) − 1)[Cpn](µn,j ,αj);(λn+1,k,βk) = 0,
(e−i(p−µ2N,j) − 1)[Cp2N ](µ2N,j ,αj);1 = 0,
hence
[Cpn](µn,j ,αj);(λn+1,k,βk) = δp,µn,jδp,λn+1,k [c
p
n]αj ,βk , (3.11a)
[Cp2N ](µ2N,j ,αj);1 = δp,µ2N,j [c
p
2N ]αj ,1, (3.11b)
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Note that λn,j and µn,j are only unique up to a multiple of 2pi. By writing
δp,µn,j we mean that we must take µn,j equal to p modulo 2pi.
Assume now that there would exist a λn+1,k0 (n < 2N ) with λn+1,k0 6= p,
∀p ∈ Z. Then it follows by eq. (3.11) that
[Cpn](µn,j ,αj);(λn+1,k0 ,βk0 ) = 0,
∀p ∈ Z,∀j = 1, . . . , nvn , ∀αj = 1, . . . ,m(µn,j). If we now consider the
non-singular matrix ΞCn , see eq. (3.4), then(∑
p∈Z
(Cpn)
†ΞCnC
p
l
)
(λn+1,k0 ,αk0 ),(λn+1,k,βk)
= 0,
∀αk0 = 1, . . . ,m(λn,k0),∀k = 1, . . . , nun+1 , ∀βk = 1, . . . ,m(λλn+1,k). By
eq. (3.4) this would mean that ΞBn+1 has a zero-row and would be singular
which is a contradiction because ΞBn+1 is positive deVnite. As a consequence
all the λn,k are integers. In the same way, but now by using the condition
eq. (3.3) one proves that all the µn,j are integers.
We can thus write eq. (3.9) as
∆Un =
∑
q∈Z
Dqn∑
αq=1
e−iq|q, αq}{q, αq|, (3.12a)
∆Vn =
∑
q∈Z
D′qn∑
αq=1
e−iq|q, αq}{q, αq|, (3.12b)
and expand B and C :
Bsn =
∑
q,r∈Z
Dqn∑
αq=1
D′qn∑
βr=1
[Bsn](q,αq);(r,βr)|q, αq}{r, βr|,
Cpn =
∑
q,r∈Z
D′qn∑
αq=1
Drn+1∑
βr=1
[Cpn](q,αq);(r,βr)|q, αq}{r, βr|,
Bs1 =
∑
r∈Z
D′rn∑
βr=1
[B
s
1]1;(r,βr){r, βr|,
Cp2N =
∑
q∈Z
D′q2N∑
αq=1
[C
p
2N ](q,αq);1|q, αq}
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where Dqn respectively D′qn denotes the multiplicity of the eigenvalue q in
the matrix Un respectively Vn. Note that Dn =
∑
qD
q
n and D′n =
∑
qD
′q
n.
We have already proven, see eq. (3.11), that
[Cpn](q,αq);(r,βr) = δq,pδq,r[c
p
n]αq ,βr , [C
p
n](q,αq);1 = δq,p[c
p
n]αq ,1, (3.13a)
where cpn ∈ CD′
p
n×Dpn+1 . Finally, if we substitute eq. (3.12) in eq. (3.10a), we
obtain
(e−i[(s+(−1)
n)/2+q−r] − 1)[Bsn](q,αq);(r,βr) = 0, (n > 1),
(e−i[(s−1)/2−r] − 1)[B˜sn]1;(r,βr) = 0
implying that
[Bsn](q,αq);(r,βr) = δr,q+(s+(−1)n)/2[b
q,s
n ]αq ,βr(n > 1),
[Bs1]1;(r,βr) = δr,(s−1)/2[b
q=0,s
1 ]1,βr (3.13b)
where bq,sn ∈ CDqn×D′q+(s+(−1)
n)/2
n is random.
We have now proven that every MPS that is invariant under local gauge
transformations with ϕ(n) = 1 can be brought in the form eq. (3.13) by a
MPS gauge transformation. A state in this form is also invariant under any
gauge transformation. Indeed, according to eq. (3.8), we need to Vnd unitary
matrices Un and Vn such that
e−iϕ(n)pCpn−1 = C˜
p
n−1Un, e
iϕ(n)pCpn = V
†
nC
p
n,
e−iϕ(n)(s+(−1)
n)/2B˜sn = U
†
nB
s
nVn,
where B and C take the form of eq. (3.13). The choice
[Un](q,αq);(r,βr) = δq,rδαq ,βre
−iϕ(n)q, [Vn](q,αq);(r,βr) = δq,rδαq ,βre
−iϕ(n)q,
solves this problem. This proves that every gauge invariant state can be
brought in the form eq. (3.13) by a MPS-gauge transformation and, con-
versely, that every MPS in the form eq. (3.13) is gauge invariant.
3.3. Gauge invariant MPS in the thermodynamic
limit
In the previous subsection we have constructed the most general MPS for
open boundary conditions that are gauge invariant. For our simulations we
will block site n and link [n] into one eUective site. The local Hilbert space
on the eUective site n is then spanned by the set
{|κn〉 = |sn, pn〉n : (sn, pn) ∈ {−1, 1} × Z}.
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In terms of the MPS representation (3.2) this means that we deVne
[Aκn]α,β = [A
s,p
n ]α,β = α An
s p
β = α Bn Cn
s p
β = [BsnC
p
n]α,β
and the MPS ansatz then reads
|Ψ[A]〉 =
s1 p1 sn pn s2N p2N
A1 An A2N. . . . . . .
From (3.13) it follows that this MPS is gauge invariant if and only if An can
be brought in the form
(q, αq) An
s p
(r, βr) = [aq,sn ]αq ,βr δp,q+(s+(−1)n)/2δr,p (3.14)
where aq,sn ∈ CD
q
n×Drn+1 .
The interpretation is that q labels the eigenvalues of L(n− 1) while r labels
the eigenvalues of L(n), which is reWected in the last Kronecker-delta that
identiVes the physical index p with the virtual index r. The Vrst Kronecker-
delta is then equivalent with Gauss’ law G(n) = 0. The virtual indices
αq and βr give the state |Ψ[A]〉 some additional variational freedom. Note
that we have chosen to label the matrices aq,sn by the virtual index q but
equivalently one could also label it by the physical index p. This is only a
choice of convention. The multiple-index structure of the tensors An implies
that the Schmidt decomposition eq. (1.5) with respect to the bipartition
{A n1 = Z[1, . . . , n],A n2 = Z[n+ 1, 2N ]} of the lattice reads
|Ψ[A]〉 =
∑
q∈Z
Dqn+1∑
αq=1
√
σqn,αq
∣∣∣ΦA n1q,αq〉⊗ ∣∣∣ΦA n2q,αq〉
where
1 ≥ σqn,1 ≥ σqn,2 ≥ . . . ≥ σqn,Dqn+1 ≥ 0,
∑
q∈Z
Dqn+1∑
αq=1
σqn,αq = 1
and ∣∣∣ΦA n1q,αq〉 ∈ ⊗
j∈A n1
Hj and
∣∣∣ΦA n2q,αq〉 ∈ ⊗
j∈A n2
Hj
are orthonormal unit vectors,〈
Φ
A n1
q,αq |ΦA
n
1
r,βr
〉
= δq,rδαq ,βr ,
〈
Φ
A n2
q,α |ΦA
n
2
r,βr
〉
= δq,rδαq ,βr .
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For our numerical scheme we can only retain a Vnite number of eigenvalues
p of L(n), say pminn+1 ≤ p ≤ pmaxn+1 for some integers pminn+1 and pmaxn+1 . This
implies that we set Dqn+1 = 0 for q /∈ Z[pminn+1, pmaxn+1 ]. In particular, the
Schmidt decomposition now becomes
|Ψ[A]〉 =
pmaxn+1∑
q=pminn+1
Dqn+1∑
αq=1
√
σqn,αq
∣∣∣ΦA n1q,αq〉⊗ ∣∣∣ΦA n2q,αq〉
and it is clear that any state can be approximated faithfully if we take pminn ,
pmaxn and D
q
n+1 large enough. The power of this approach is of course
that for our studies we can take these parameters relatively small and still
have a very good approximation. We will not always explicitly denote the
truncation in the eigenvalues of L(n). In particular we write q ∈ Z instead
of q ∈ Z[pminn+1, pmaxn+1 ] but one has to keep in mind that for our numerical
simulations we consider a Vnite range of eigenvalues of L(n), i.e. when
q /∈ Z[pminn+1, pmaxn+1 ] or q+(s+(−1)n)/2 /∈ Z[pminn+1, pmaxn+1 ] we put by deVnition
aq,sn = 0. One also deVne a
q,s
n = a
q mod pmaxn+1 ,s where q mod pmaxn+1 ∈
Z[pminn+1, p
max
n+1 ].
For our applications we are interested in the thermodynamic limit N →
+∞. Physically this means that we only want to consider the bulk properties
of our system. As we already discussed in chapter 1, the MPS formalism
allows to perform the computations directly in the thermodynamic limit,
thereby bypassing any Vnite size eUects. This also has the advantage that
we can take into account translation symmetry. In the following subsections
we discuss some special types of MPS in the thermodynamic limit and make
them gauge invariant.
3.3.1. Translation invariance over two sites
In the thermodynamic limit (N → +∞) and when the electric background
Veld α(n) is independent of n, i.e. α(n) = α, the Hamiltonian (3.1) is in-
variant under T2, i.e. translation invariant over two sites. For the Schwinger
model this symmetry is not spontaneously broken and the ground state has
the same symmetry. As an ansatz for the ground state we can choose the
An to depend only on the parity of n:
Aκ2n−1 = A
κ
1 , A
κ
2n = A
κ
2 ,∀n = 1, . . . , N.
We then arrive at the MPS eq. (2.22):
|Ψu[A1A2]〉 = v†L vRA1
κ1
A2
κ2
A1
κ2n−1
A2
κ2n
A1
κ2N−1
A2
κ2N
. . . . . .
(3.15a)
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(N → +∞) with κn = (sn, pn) ∈ {−1, 1} × Z,
(q, αq) An
(s, p)
(r, βr) = [aq,sn ]αq ,βr δr,q+(s+(−1)n)/2δr,p. (3.15b)
where aq,s1 ∈ CD
q
1×Dr2 and aq,s2 ∈ CD
q
2×Dr1 . In the thermodynamic limit all
our computations are independent of the boundary vectors vR and vL. This
form will be useful when using the iTEBD algorithm for performing real-time
evolution, see subsection 4.3.1.
When we want to apply the TDVP to Vnd the optimal approximation for the
ground state it is convenient to block the eUective sites 2n − 1 and 2n into
one eUective site. More speciVcally, we deVne[
Aζ
]
(q,αq),(r,βr)
= [Aκ1,κ2 ](q,αq),(r,βr) = (q, αq) A
κ1 κ2
(r, βr)
= (q, αq) A1 A2
κ1 κ2
(r, βr) = [A
κ1
1 A
κ2
2 ](q,αq),(r,βr)
where ζ = (κ1, κ2) = (s1, p1, s2, p2) ∈ {−1, 1} × Z × {−1, 1} × Z. The
uMPS ansatz then has the form
|Ψu[A]〉 = v†L A
ζ1
A
ζ2
A
ζn
A
ζN−1
A
ζN
vR. . . . . . (3.16a)
and gauge invariance is imposed by
(q, αq) A
ζ
(r, βr) = (q, αq) A
(s1, p1, s2, p2)
(r, βr)
= [aq,s1,s2 ]αq ,βr δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 . (3.16b)
with aq,s1,s2 ∈ CDq×Dr (Dq = Dq1) as follows from (3.15b).
Once we have a good approximation |Ψu[A]〉 for the ground state we can
use the states |Φk[B,A]〉, eq. (1.16), to approximate the momentum-k exci-
tations (k ∈ [−pi, pi[):
|Φk[B,A]〉 = lim
N→+∞
N∑
n=1
eikn v†L A
ζ1
. . . A
ζn−1
B
ζn
A
ζn+1
. . . A
ζN
vR , (3.17a)
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where ζn = (s2n−1, p2n−1, s2n, p2n). If we want these states to obey Gauss’
law, G(n) = 0, we need to give Bζ the same block-structure eq. (3.16) as A:
(q, αq) B
(s1, p1, s2, p2)
(r, βr) = [bq,s1,s2 ]αq ,βr δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 . (3.17b)
with bq,s1,s2 ∈ CDq×Dr .
3.3.2. CT invariance
We will again consider the thermodynamic limit (N → +∞) and a uniform
electric background Veld α(n) but in addition assume that α(n) = 0 or
α(n) = 1/2. In this case the Hamiltonian is also CT invariant where C is
charge conjugation:
CL(n)C = −2α− L(n),Cθ(n)C = −θ(n),
Cσz(n)C = −σz(n),Cσ±(n)C = σ∓(n).
For the local basisvectors |κ〉 = |s, p〉 we have that C |s, p〉 = |−s,−2α− p〉
with s = ±1, p ∈ Z. Note that C2 = 1. When the Hamiltonian does not
break this symmetry spontaneously, we can use the CT invariant MPS ansatz
|ΨC[A]〉, eq. (1.31), to approximate the ground state of this Hamiltonian.
We will now construct this MPS starting from the MPS (3.15) which is trans-
lation invariant over two sites and is gauge invariant. We Vrst apply the
following MPS gauge transformation between site 2n− 1 and site 2n:
(q, αq) A′1
(s, p)
(r, βr) = (q, αq) A1
(s, p)
U (r, βr) ,
(q, αq) A′2
(s, p)
(r, βr) = (q, αq) U † A2
(s, p)
(r, βr)
where
[U ](q,αq);(r,βr) = δαq ,βrδr,−q−2α(= [U
†](q,αq);(r,βr)).
Because A1A2 = A′1A′2 this leaves the MPS |Ψu[A1A2]〉 invariant. Now we
have that
(q, αq) A′1
(s, p)
(r, βr) = [a
q,s
1 ]αq ,βrδp,q+(s−1)/2δ−r−2α,p
= [aq,s1 ]αq ,βrδp,q+(s−1)/2δr,−p−2α
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and
(q, αq) A′2
(s, p)
(r, βr) = [a
−q−2α,s
2 ]α−q−2α,βrδp,−q−2α+(s+1)/2δr,p
= (q, αq) A˜2
C
(s, p)
(r, βr)
where
(q, αq) A˜2
(s, p)
(r, βr) = [a−q−2α,−s2 ]α−q−2α,βrδp,q+(s−1)/2δr,−p−2α.
By applying the MPS gauge transformation U between sites 2n − 1 and 2n
we have thus transformed the MPS |Ψu[A1A2]〉 to the MPS
v†L A
′
1
(s1, p1)
A˜2
C
(s2, p2)
. . . A′1
(s2n−1, p2n−1)
A˜2
C
(s2n, p2n)
. . . A′1
(s2N−1, p2N−1)
A˜2
C
(s2N , p2N )
vR .
Note thatA′1 and A˜2 have the same form because we applied the MPS gauge
transformation U . Therefore, we can put A′1 = A˜2 ≡ A if we take
aq,s1 = a
−q−2α,−s
2 ≡ aq,s and Dq1 = D−q−2α2 ≡ Dq.
We then arrive at the CT invariant ansatz, eq. (1.31),
|ΨC[A]〉 = v†L A
κ1
A
C
κ2
. . . A
κ2n−1
A
C
κ2n
. . . A
κ2N−1
A
C
κ2N
vR
(3.18a)
which is also gauge invariant if
(q, αq) A
κ
(r, βr) = (q, αq) A
(s, p)
(r, βr) = [aq,s]αq ,βrδp,q+(s−1)/2δr,−p−2α.
(3.18b)
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Conversely, starting from the CT invariant ansatz eq. (3.18) we put
(q, αq) A1
κ
(r, βr) = [aq,s]αq ,βr δr,q+(s−1)/2δr,p, (3.19a)
(q, αq) A2
κ
(r, βr) =
[
a−q−2α,−s
]
α−q−2α,βr
δr,q+(s+1)/2δr,p, (3.19b)
and (Dq1, D
q
2) = (D
q, D−q−2α) to write |ΨC[A]〉 as a uniform MPS |Ψu[A1A2]〉
with An of the form eq. (3.15).
Once we have a good approximation |ΨC[A]〉 for the ground state we can
use the states |ΦCk,γ [B,A]〉, eq. (1.32), to approximate the excitations with
quantum numbers (k, γ) ∈ [−pi, pi[×{−1, 1} under CT:
|ΦCk,γ [B,A]〉 = lim
N→+∞
2N∑
n=1
γnei(k/2)n v†L A
κ1
C2
. . . A
κn−1
Cn
B
κn
Cn+1
A
κn+1
Cn+2
. . . A
κ2N
C2N+1
vR
(3.20a)
and these states are gauge invariant if Bκ = Bs,p takes a similar form as A:
(q, αq) B
κ
(r, βr) = [bq,s]αq ,βrδp,q+(s−1)/2δr,−p−2α. (3.20b)
3.4. Gauge invariant operators
3.4.1. PuriVcation of Gibbs states
Let us consider the Hamiltonian H eq. (3.1) but now assuming that the
system is coupled to a heat reservoir with Vxed temperature T . In thermal
equilibrium the system is described by the Gibbs state ρ(β) = e−βH, where
β = 1/T is the inverse temperature. The probability of Vnding the system in
a particular eigenstate |E〉 ofH is e−βE/Z(β) whereZ(β) = tr(e−βH) is the
partition function. Because the physical sector corresponds to states with
G(n) = 0, we need to exclude the (micro)states that are not gauge invariant.
In particular, the probability to Vnd the system in an eigenstate |E〉 of H
which is not gauge invariant, G(n) |E〉 6= 0, should be zero: 〈E|ρ(β)|E〉 = 0.
Therefore we need to project H onto the (G(n) = 0)−subspace. If P is
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the projector onto the (G(n) = 0)-subspace, the canonical ensemble is thus
described by the density operator ρ(β) = Pe−βH(= Pe−βHP = e−βHP).
The ensemble average of a given gauge invariant observable Q is computed
as
〈Q〉β = tr(PQPe
−βH)
Z(β)
with Z(β) = tr
(
Pe−βH
)
the partition function.
Let us now construct a Matrix Product Operator (MPO) to approximate the
Gibbs statePe−βH. Therefore we will use the method discussed in [119]. The
main idea is that we purify the MPO ansatz by a MPS in a higher dimen-
sional Hilbert space. Starting from the identity on the (G(n) = 0)-subspace
for β = 0, we obtain the state for Vnite β by evolving this puriVcation in
imaginary time using the iTEBD algorithm, see section 2.3. In addition to
[119], we need to take gauge invariance into account when constructing the
MPS puriVcation by imposing a block structure similar to eq. (3.14) on the
tensors describing the MPS.
On a lattice of 2N eUective sites we denote the local Hilbert space withHn:
Hn = span{|κn〉 = |sn, pn〉n : sn ∈ {−1, 1}, pn ∈ Z[pminn+1, pmaxn+1}.
By introducing the multi-index
κ =
(
(s1, p1), (s2, p2), . . . , (s2N , p2N )
)
= (κ1, . . . , κ2N ).
it follows that the Hilbert space of the full system of 2N sites and 2N links,
H =
2N⊗
n=1
Hn,
has basis
{|κ〉 = |κ1〉1 . . . |κ2N 〉2N}
and a general operator ρ thus takes the form:
ρ =
∑
κ,κ′
C(κ1,κ
′
1),...,(κ2N ,κ
′
2N ) |κ〉 〈κ′|
with C(κ1,κ
′
1),...,(κ2N ,κ
′
2N ) ∈ C.
In this basis, the projector P on the (G(n) = 0)-subspace reads
P =
∑
κ
(
2N∏
n=1
δ
pn−pn−1, sn+(−1)n2
)
|κ〉 〈κ| (3.21)
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where we take periodic boundary conditions (p0 = p2N ). For β = 0 we have
that ρ(0) = P. We will now write this state as a MPO [119, 120]:
ρ(0) =
∑
κ,κ′
tr
(
W
κ1κ′1
1 . . .W
κ2Nκ
′
2N
2N
)
|κ〉 〈κ′| (3.22)
where W κnκ
′
n
n ∈ CDn×Dn+1 are complex matrices. Thereto we put
W κ1,κ2n =
∑
κa
Aκ1,κ
a
n ⊗ A¯κ2,κ
a
n
with κa = (sa, pa) and A(κ),(κ
a)
n = A
(s,p),(sa,pa)
n ∈ CDn×Dn+1 complex
matrices. In order that ρ(0) = P we give, similar as in eq. (3.14), the virtual
indices (α, β) of [A(s,p),(s
a,pa)
n ]α,β a multiple index structure: α → (q, αq),
β → (r, βr) where q, r ∈ Z label the eigenvalues of L(n). If we put
[A(s,p),(s
a,pa)
n ](q,α);(r,β) = [an]αq ,βr
δr,q+[s+(−1)n]/2δp,rδs,saδpa,q+[sa+(−1)n]/2, (3.23)
where an ∈ CDn×Dn+1 can be any non-zero matrix, then it follows that ρ(0)
equals (3.21) up to a normalization factor.
To obtain a puriVcation of the state ρ(0) we need to consider the Hilbert
space
Hfull =
2N⊗
n=1
Hn ⊗H an
where H an = span{|κan〉n = |san〉n |pan〉} is an auxiliary Hilbert space with
the same dimension asHn. Then we introduce the MPS [119]
|Ψ[A]〉 =
∑
κ,κa
tr
(
A
κ1,κa1
1 . . . A
κ2N ,κ
a
2N
2N
)
|κ,κa〉 ∈Hfull,
|κ,κa〉 = |κ1〉1 |κa1〉1 . . . , |κ2N 〉2N |κa2N 〉2N ,
where Aκn,κ
a
n
n is deVned in (3.23). By contracting the κan we obtain up to a
normalization factor ρ(0):
trH a
(|Ψ[A]〉 〈Ψ[A¯]|) ∝ ρ(0).
Because ρ(0) is the projector P on the (G(n) = 0)-subspace, [H,P] = 0
implies that ρ(β) = Pe−βH = e−βH/2Pe−βH/2. As a consequence, if we
evolve the puriVcation |Ψ[A(β)]〉 according to
|Ψ[A(β)]〉 = e−(β/2)H |Ψ[A(0)]〉 , (3.24)
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we have for all values of β that
ρ(β) = trH a
(|Ψ[A(β)]〉 〈Ψ[A¯(β)]|) .
Note that the Hamiltonian H here only acts onHn but not on the auxiliary
Hilbert spacesH an .
Because An(β = 0) takes the form (3.23), gauge invariance of H and the
fact that it act as the identity onH an implies that during the evolution (3.24)
An(β) will have a similar form:
[A(s,p),(s
a,pa)
n (β)](q,α);(r,β) = [a
q,s,sa
n (β)]αq ,βr
δr,q+[s+(−1)n]/2δp,rδpa,q+[sa+(−1)n]/2 (3.25)
where aq,s,s
a
n ∈ CD
q
n×Drn+1 represents the variational freedom of the MPS
|Ψ[A(β)]〉. Note that contrary to (3.23) as,p,san now also depends on q, s and
sa. The interpretation is quite simple: q labels the eigenvalue of L(n). The
physical index p is updated according to Gauss’ law similar as in eq. (3.14) :
p = q+(s+(−1)n)/2. We also need to consider the auxiliary systemHa and
here also pa is updated according to Gauss’ law: pa = q + (sa + (−1)n)/2.
Note thus that once (q, s, sa) are Vxed that (p, pa, r) are also known and
thus the variational parameters must only be labeled by (q, s, sa).
The virtual dimensions of this MPS are Dn =
∑
qD
q
n. Finally we note that
by restricting ourselves to Vnite eigenvalues of L(n) we can not represent
the initial state ρ(0) exactly. Fortunately, as we will see later this does not
spoil our results for non-zero β.
In the thermodynamic limit (N → +∞) the Hamiltonian (3.1) in a uniform
background Veld α is translation invariant over an even number of sites. By
starting from a state which has this symmetry, i.e. by taking in (3.25) all an
equal for β = 0, we have for all values of β that as,p,s
a
n (β) depends only on
the parity of n: as,p,s
a
2n−1 (β) = a
s,p,sa
1 (β) and a
s,p,sa
2n (β) = a
s,p,sa
2 (β), ∀n.
We have thus reduced the problem of approximating the Gibbs state to
evolving the Schrödinger equation in imaginary time dt = −iβ/2 within
the manifold of uniform MPS |Ψu[A1A2]〉 which takes a form similar to eq.
(3.15):
|Ψu[A1A2]〉 = v
†
L
vRA1
(κ1, κ
a
1)
A2
(κ2, κ
a
2)
A1
(κ2n−1, κa2n−1)
A2
(κ2n, κ
a
2n)
A1
(κ2N−1, κa2N−1)
A2
(κ2N , κ
a
2N )
. . . . . .
(3.26a)
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(N → +∞) with κn = (sn, pn), κan ∈ {−1, 1} × Z and
(q, αq) An
(s, p, sa, pa)
(r, βr) =
[
aq,s,s
a
n
]
αq ,βr
δr,q+(s+(−1)n)/2δr,pδpa,q+(sa+(−1)n)/2,
(3.26b)
aq,s,s
a
n ∈ CDqn×Drn , q ∈ Z[pminn , pmaxn ],p, r ∈ Z[pminn+1, pmaxn+1 ]. At β = 0 we
have to put
aq,s,s
a
n = δs,saan.
The evolution in imaginary time dt = −idβ/2 is discussed in subsection
4.3.2.
Note that all operators (including the Hamiltonian H) act as the identity
operator on the ancilla indices pa and sa. In particular all computations are
independent of pa. Comparing eqs. (3.26) and (3.15) the tensors aq,s,sa have
now an additional label sa ∈ {−1, 1}. This label has no physical meaning
and will be traced out in all expectation values.
3.4.2. Local observables
Consider a local observable O, i.e. a Hermitian operator of the form
O =
N−K+1∑
n=1
on,n+1,...,n+K−1.
Here on,n+1,...,n+K−1 is a Hermitian operator that acts non-trivially on sites
n, . . . , n+K − 1 only, i.e. it is a shorthand notation for
on,n+1,...,n+K−1 = 1H1⊗. . .⊗1Hn−1⊗o˜n,n+1,...,n+K−1⊗1Hn+K⊗. . .⊗1HN
where 1Hn is the identity operator on Hn and o˜n,n+1,...,n+K−1 can be any
Hermitian operator onHn ⊗Hn+1 ⊗ . . .⊗Hn+K−1.
The observables of interest are the gauge invariant operators, i.e. the opera-
tors which commute with G(n):
[ok,k+1,...,k+K−1, G(n)] = 0
for all n, k,K = 1, . . . , 2N , with k + K − 1 ≤ 2N . As a consequence it
follows that
〈s1, p1, . . . , s2N , p2N |ok,k+1,...,n+K−1|s′1, p′1, . . . , s′2N , p′2N 〉
2N∏
j=1
δpj−pj−1−(sj+(−1)j)/2,p′j−p′j−1−(s′j+(−1)j)/2 = 0,
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hence, by taking into account that
〈s1, p1, . . . , s2N , p2N |ok,k+1,...,k+K−1|s′1, p′1, . . . , s′2N , p′2N 〉 = 2N∏
j<k,j≥k+K
δsj ,s′jδpj ,p′j

〈sk, pk, . . . , sk+K−1, pk+K−1|o˜k,...,k+K−1|s′k, p′k, . . . , s′k+K−1, p′k+K−1〉
we Vnd that
〈s1, p1, . . . , s2N , p2N |ok,k+1,...,k+K−1|s′1, p′1, . . . , s′2N , p′2N 〉 = 2N∏
j<k,j≥k+K
δsj ,s′jδpj ,p′j
 δsk+sk+1+...+sk+K−1,s′k+s′k+1+...+s′k+K−1
〈sk, . . . , sk+K−1|opk−1k,k+1,...,k+K−1|s′k, . . . , s′k+K−1〉k+K−1∏
j=k
δ
pj ,pk−1+
∑j
l=k(sl+(−1)l)/2
δ
p′j ,p
′
k−1+
∑j
l=k(s
′
l+(−1)l)/2

δpk+K−1,p′k+K−1 (3.27a)
where
〈sk, . . . , sk+K−1|opk−1k,k+1,...,k+K−1|s′k, . . . , s′k+K−1〉 =
〈sk, pk, . . . , sk+K−1, pk+K−1|o˜k,...,k+K−1|s′k, p′k, . . . , s′k+K−1, p′k+K−1〉k+K−1∏
j=k
δ
pj ,pk−1+
∑j
l=k(sl+(−1)l)/2
δ
p′j ,p
′
k−1+
∑j
l=k(s
′
l+(−1)l)/2

δpk+K−1,p′k+K−1 . (3.27b)
What is the interpretation of this result? The locality of ok,k+1,...,k+K−1
implies that at site k − 1 we have the eigenvalues pk−1 = p′k−1 of L(k −
1). Because ok,k+1,...,k+K−1 is gauge invariant, Gauss’ law tells us how to
compute pj and p′j for j ≥ k given pk−1 = p′k−1 and the charges sj and s′j
on the matter sites:
pj = pk−1 +
j∑
l=k
sl + (−1)l
2
, p′j = p
′
k−1 +
j∑
l=k
s′l + (−1)l
2
. (3.28)
At sites n with n ≥ k + K the operator ok,k+1,...,k+K−1 acts trivially and
therefore we have that sn = s′n and pn = p′n for n ≥ k + K , but we also
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have, again Gauss’ law, that
pk+K = pk+K−1 +
sk+K + (−1)k+K
2
= p′k+K−1 +
s′k+K + (−1)k+K
2
= p′k+K ,
hence pk+K−1 = p′k+K−1. Notice that this implies conservation of the
overall charge in the non-trivial sector of ok,k+1,...,k+K−1:
sk + sk+1 + . . .+ sk+K−1 = s′k + s
′
k+1 + . . .+ s
′
k+K−1.
The matrix elements
〈sk, . . . , sk+K−1|opk−1k,k+1,...,k+K−1|s′k, . . . , s′k+K−1〉
are obtained by the matrix elements
〈sk, pk, . . . , sk+K−1, pk+K |o˜k,...,k+K−1|s′k, p′k, . . . , s′k+K−1, p′k+K−1〉
where we take into account eq. (3.28).
We will see later that the expectation values of gauge invariant observables
indeed only depend on the matrix elements
〈sk, . . . , sk+K−1|opk−1k,k+1,...,k+K−1|s′k, . . . , s′k+K−1〉 .
For K = 2 we Vnd that
〈s1, p1, . . . , s2N , p2N |ok,k+1|s′1, p′1, . . . , s′2N , p′2N 〉 = ∏
j 6=k,k+1
δsj ,s′jδpj ,p′j

〈sk, sk+1|opk−1k,k+1|s′k, s′k+1〉 δsk+sk+1,s′k+s′k+1δpk+1,p′k+1
δpk,pk−1+(sk+(−1)k)/2δpk,pk−1+(sk+sk+1)/2
δp′k,pk−1+(s
′
k+(−1)k)/2δp′k,pk−1+(s′k+s′k+1)/2 (3.29a)
where
〈sk, sk+1|opk−1k,k+1|s′k, s′k+1〉
=
〈
sk, pk−1 +
sk + (−1)k
2
, sk+1, pk−1 +
sk + sk+1
2
∣∣∣∣∣∣∣∣∣o˜k,k+1
∣∣∣∣∣s′k, pk−1 + s′k + (−1)k2 , s′k+1, pk−1 + s′k + s′k+12
〉
. (3.29b)
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Gauge invariant MPS in the thermodynamic
limit: calculus and algorithms
In this chapter we Vnally discuss the algorithms that will lead to our results
in part I. In addition to the optimization methods discussed in chapter 2,
we will now incorporate gauge invariance by imposing the block structure
eq. (3.13) on our tensors. As we will see, we can use the same algorithms
as before but now we have to perform the contractions on the level of the
non-zero blocks that represent the variational freedom of a gauge invariant
MPS. Besides a speed up in computation time this also guarantees that all
our states are manifestly gauge invariant.
4.1. Ground state properties and spectrum: CT
invariant case
4.1.1. Introduction
Here we will discuss the implementation of the algorithms needed in section
2.1 of part I. We start from the Hamiltonian
H =
g
2
√
x
(
2N∑
n=1
[L(n) + α]2 +
√
x
g
m
2N∑
n=1
(−1)n(σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
, (4.1)
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where α = 0 or α = 1/2. Note that we here also allow the case α = 1/2.
This Hamiltonian is CT invariant, with C charge conjugation
CL(n)C = −2α− L(n),Cθ(n)C = −θ(n),
Cσz(n)C = −σz(n),Cσ±(n)C = σ∓(n).
When the ground state is also CT invariant we can use the CT invariant
MPS ansatz (3.18) constructed in subsection 3.3.2 to approximate the ground
state:
|ΨC[A]〉 = v†L A
κ1
A
C
κ2
. . . A
κ2n−1
A
C
κ2n
. . . A
κ2N−1
A
C
κ2N
vR ,
(4.2a)
(q, αq) A
κ
(r, βr) = (q, αq) A
(s, p)
(r, βr) = [aq,s]αq ,βrδp,q+(s−1)/2δr,−p−2α.
(4.2b)
with κn = (sn, pn) ∈ {−1, 1} × Z[pmin, pmax].
4.1.2. Normalization and Schmidt spectrum
As discussed in section 1.4, to normalize |ΨC[A]〉 we can investigate its ‘uni-
form counterpart’ |Ψu[A]〉. We thus need to apply algorithm 1.1 to normalize
|ΨC[A]〉 = |ΨC[A(a)]〉 and to bring it in a desired canonical form. Let us now
discuss in full detail how we can exploit the block structure in eq. (4.2b) to
speed up the algorithm and to maintain gauge invariance after every step.
The pseudocode is given in algorithm 4.1. As input we pass the matrices
aq,s ∈ CDq×D−(q+(s−1)/2)−2α representing the variational freedom of the
gauge invariant state |ΨC[A]〉 to the function. The string ‘stringCanForm’
contains the desired canonical from: ‘left’ if we want A in the left canonical
form, ‘right’ if we want A in the right canonical form and ‘symmetric’ if we
want A in the symmetric canonical form.
The Vrst step, lines 2 and 3, is to Vnd the leading eigenvalue η of the transfer
matrix E and the corresponding left and right eigenvectors Ξ and Λ:
A
A
Λ = η Λ and Ξ
A
A
= η Ξ . (4.3)
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The tensors A take the special form (4.2b) and therefore we Vnd that
Ξ
A
A (q, αq)
(r, βr)
= δq,r
(∑
s=±1
[(
a[q+(s−1)/2]C,s
)†
Ξ[q+(s−1)/2]Ca[q+(s−1)/2]C,s
]
αq ,βr
)
(4.4)
where Ξq ∈ CDq×Dq has components
[Ξq]αq ,βq = [Ξ](q,αq);(q,βq)
and we introduced the notation [. . .]C to indicate that we apply a charge
conjugation:
[q]C = −q − 2α, [q + (s− 1)/2]C = −q − (s− 1)/2− 2α.
One observes that the outcome is a matrix which is block diagonal in the
diUerent sectors corresponding to the eigenvalues q of L(n). Also, the result
only depends on the diagonal blocks Ξq of Ξ corresponding to the eigenval-
ues q of L(n). Note that the computation time of this diagram scales linearly
in P ≡ pmax − pmin + 1, the number of eigenvalues of L(n) we retain in
our numerical scheme. As we will see later, this is the main advantage of our
formalism: the overall computation time will scale linearly in P . In contrast,
a full computation of this diagram, without taking into account the block
structure (4.2b), would take O(P 4) time.
In a similar way we Vnd that
(q, αq)
(r, βr)
A
A
Λ = δq,r
(∑
s=±1
[
aq,sΛ[q+(s−1)/2]C (aq,s)†
]
αq ,βr
)
. (4.5)
To solve the eigenvalue problems eq. (4.3), the iterative eigensolver ‘eigs’
computes the left resp. right action of the transfer matrix on Ξq by applying
the functions ‘ApplyTransferLeft’, line 37, and ‘ApplyTransferRight, line 42.
Now the diagrams are computed according to eqs. (4.4) and (4.5). In partic-
ular we thus only need to consider the action of the transfer matrix on the
diagonal blocks Ξq and Λq of Ξ and Λ, see eq. (4.4) and eq. (4.5). When
implementing this algorithm one can store the (Dq ×Dr) matrices aq,s in a
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(P × 2) cell array. Similarly, the diagonal blocks Λq and Ξq can be stored in
a (P × 1) cell array. Note that the eigenvalue equations,∑
s=±1
[(
a[q+(s−1)/2]C,s
)†
Ξ[q+(s−1)/2]Ca[q+(s−1)/2]C,s
]
= ηΞq
∑
s=±1
[
aq,sΛ[q+(s−1)/2]C (aq,s)†
]
= ηΛq
for q = pmin, . . . , pmax and Ξq,Λq ∈ CDq×Dq , connect diUerent eigenvalue
sectors of L(n). This is important, because otherwise we could not apply the
quantum Perron-Frobenius theorem [163] and we would not be guaranteed
that the blocks Ξq and Λq are non-singular.
The other steps in the algorithm 4.1 are also performed on the level of the
blocks in each of the sectors corresponding to the eigenvalues of L(n). In-
deed, the algorithm is exactly the same as for the general case, algorithm 1.1.
The only diUerence is that we now have to transform each of the blocks Ξq
and Λq , this explains the for-loop, line 4-30.
After the for-loop over the eigenvalue sectors q of L(n) we have the matrix
Γ ∈ CD×D to perform the MPS gauge transformation with, see line 33.
Here also this diagram can be computed on the level of the blocks: because
[Γ](q,αq);(r,βr) = δq,r[Γ
q]α,β , it follows that
A ← Γ A Γ−1
is equivalent to
aq,s ← Γqaq,s
(
Γ[q+(s−1)/2]C
)−1
.
Remember that after applying this algorithm Ξq and Λq are diagonal positive
deVnite matrices. In further discussions we will assume that Ξq and Λq are
positive deVnite matrices (it is not really necessary that they are diagonal
but it is certainly convenient).
Hence, by taking the block structure eq. (4.2b) into account we can normalize
the state |ΨC[A]〉 in
O
(
Niter
∑
q
∑
s
max
(
Dq
(
D[q+(s−1)/2]C
)2
, (Dq)2D[q+(s−1)/2]C
))
∼ O
(
2NiterP max
q
(Dq)
3
)
time where Niter is the number of iterations needed by the iterative eigen-
solver ‘eigs’ and the factor 2 originates from the number of spins on a site.
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Algorithm 4.1 Normalization of a gauge and CT invariant MPS
Input: a, stringCanForm
Output: a, Ξ,Λ.
1: function [a,Ξ,Λ, η,Γ] = normalizeUmps(a,stringCanForm)
2: [Ξ,η] = eigs(@(Ξ)ApplyTransferLeft(Ξ,a))
3: [Λ,η] = eigs(@(Λ)ApplyTransferRight(Λ,a))
4: for q = pmin : pmax do
5: for s = −1, 1 do
6: aq,s ← aq,s/√η
7: end for
8: Ξq ← Ξq/tr(Ξq)
9: Λq ← Λq/tr(Λq)
10: Find matricesXq and Y q such that Ξq = Xq(Xq)†, Λq = (Y q)†Y q
11: [U q,Σq, V q] = SVD(Y qXq)
12: end for
13: χ =
√
tr
(∑pmax
q=pmin
(Σq)2
)
14: for q = pmin : pmax do
15: Σq ← Σq/χ
16: switch stringCanForm do
17: case ‘left’
18: Γq = Σq(V q)†(Xq)−1 = (U q)†Y q
19: Ξq = 1Dq
20: Λq = (Σq)2
21: case ‘right’
22: Γq = (V q)†(Xq)−1 = (Σq)−1(U q)†Y q
23: Ξq = (Σq)2
24: Λq = 1Dq
25: case ’symmetric’
26: Γq = (Σq)1/2(V q)†(Xq)−1 = (Σq)−1/2(U q)†Y q
27: Ξq = Σq
28: Λq = Σq
29: end switch
30: end for
31: for q = pmin : pmax do
32: for s = −1, 1 do
33: aq,s ← Γqaq,s (Γ[q+(s−1)/2]C)−1
34: end for
35: end for
36: end function
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37: function Ξ′ = ApplyTransferLeft(Ξ,a)
38: for q = pmin : pmax do
39: [Ξ′]q =
∑
s=±1
[(
a[q+(s−1)/2]C,s
)†
Ξ[q+(s−1)/2]Ca[q+(s−1)/2]C,s
]
40: end for
41: end function
42: function Λ′ = ApplyTransferRight(Λ,a)
43: for q = pmin : pmax do
44: [Λ′]q =
∑
s=±1
[
aq,sΛ[q+(s−1)/2]C (aq,s)†
]
45: end for
46: end function
As explained in subsection 1.1.3, we can compute from Λ and Ξ the Schmidt
spectrum of the state |ΨC[A]〉. Denoting the eigenvalues of ΞqΛq by σq1, . . . ,
σqDq with
1 ≥ σq1 ≥ σq2 ≥ . . . ≥ σqDq ≥ 0,
pmax∑
q=pmin
Dq∑
αq=1
σqαq = 1,
the Schmidt decomposition with respect to the bipartition
{A n1 = Z[1, . . . , n],A n2 = Z[n+ 1, . . . , 2N ]}
of the lattice reads
|Ψ[A]〉 =
pmax∑
q=pmin
Dq∑
αq=1
√
σqαq
∣∣∣ΦA n1q,αq〉⊗ ∣∣∣ΦA n2q,αq〉
where ∣∣∣ΦA n1q,αq〉 ∈ ⊗
j∈A n1
Hj and
∣∣∣ΦA n2q,αq〉 ∈ ⊗
j∈A n2
Hj
are orthonormal unit vectors,〈
Φ
A n1
q,αq |ΦA
n
1
r,βr
〉
= δq,rδαq ,βr ,
〈
Φ
A n2
q,α |ΦA
n
2
r,βr
〉
= δq,rδαq ,βr .
Due to CT symmetry we Vnd that the Schmidt spectrum is independent of
the site n. However, the Schmidt values σqαq in a particular eigenvalue sector
q of L(2n − 1) on the odd sites will correspond to the Schmidt values σ−qαq
in the eigenvalue sector q of L(2n) on the even sites. As a measure of the
entanglement we can compute for instance the Von Neumann entropy S
S = −
pmax∑
q=pmin
Dq∑
α=1
σqαq log(σ
q
αq)
which is site independent.
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4.1.3. Calculus
Once we normalized the CT invariant state |ΨC[A]〉 we can compute expec-
tation values of observables. We are interested in observables O that take
the form
O =
2N−1∑
n=1
on,n+1,
o2n−1,2n = T2n−2o1,2T2n−2, o2n,2n+1 = T2n−2o2,3T−2n+2,
with o1,2 resp. o2,3 Hermitian observables acting only non-trivially on the
sites 1 and 2 resp. 2 and 3. In that case we have for the expectation value
per site, see subsection 1.4.1,
lim
N→+∞
1
2N
〈ΨC[A]|O|ΨC[A]〉 = 1
2
Ξ Λ
A A
A A
oC1,2 + o
C
2,3
with
oC1,2
(s1, p1) (s2, p2)
(s′1, p′1) (s′2, p′2)
=
C
C
o1,2
(s1, p1) (s2, p2)
(s′1, p′1) (s′2, p′2)
and oC2,3
(s1, p1) (s2, p2)
(s′1, p′1) (s′2, p′2)
=
C
C
o2,3
(s1, p,1 ) (s2, p2)
(s′1, p′1) (s′2, p′2)
. (4.6)
To compute this diagram eXciently we need to perform the contractions as
discussed in Vg. 1.1 in subsection 1.1.4. Here the block structure of A, Ξ
and Λ leads to some simpliVcations. Let us discuss this for more general
diagrams of the form
Ξ Λ
A1 A2
A4 A3
o (4.7)
where An has the block structure eq. (4.2b)
[As,pn ](q,αq),(r,βr) = [a
q,s
n ]αq ,βrδp,q+(s−1)/2δr,−p−2α (n = 1, 2, 3, 4) (4.8)
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and Ξ and Λ are block diagonal
[Ξ](q,αq),(r,βr) = [Ξ
q]αq ,βrδq,r, [Λ](q,αq),(r,βr) = [Λ
q]αq ,βrδq,r (4.9)
and o can be any operator acting on two sites. First one deVnes the tensors
Ck,l ((k, l) = (1, 2), (4, 3)) that are obtained by blocking the tensors Ak and
Al:
(q, αq) Ck,l
κ1 κ2
(r, βr) = (q, αq) Ak Al
κ1 κ2
(r, βr) κi = (si, pi) (i = 1, 2).
Eq. (4.31) implies now that Ck,l has a similar block structure
(q, αq) Ck,l
κ1 κ2
(r, βr)
= δp1,q+(s1−1)/2δp2,[q+(s1−s2)/2]Cδr,q+(s1−s2)/2
[
cq,s1,s2k,l
]
αq ,βr
with
cq,s1,s2k,l = a
q,s1
k a
[q+(s1−1)/2]C,s2
l . (4.10)
Hence, we have
Ξ Λ
A1 A2
A4 A3
o = Ξ Λ
C1,2
C4,3
o . (4.11)
Next we apply the operator o to C1,2:
(q, αq) D1,2
κ1 κ2
(r, βr) =
(q, αq)
κ1 κ2
C1,2
o
(r, βr)
. (4.12)
When o is of the form eq. (4.6) with o1,2 and o2,3 a gauge invariant operator,
then D1,2 is also of the form (4.10). This follows from eq. (3.29) and applying
a charge conjugation on the even or the odd sites. When we allow o1,2 and
o2,3 to be gauge variant, D1,2 is not necessarily of the form (4.10). However,
because of the block structure of C4,3, the fact that Ξ and Λ are block
diagonal and because we are interested in the expectation value eq. (4.11),
232
Gauge invariant MPS in the thermodynamic limit: calculus and algorithms
we can impose this form on D1,2. Stated otherwise, the replacement
(q, αq)
κ1 κ2
C1,2
o
(r, βr)
←
(q, αq)
κ1 κ2
C1,2
o
(r, βr)
δp1,q+(s1−1)/2δp2,[q+(s1−s2)/2]Cδr,q+(s1−s2)/2
does not aUect the expectation value (4.11). Therefore, from now on we
deVne the outcome of the contraction eq. (4.12) to be
(q, αq) D1,2
κ1 κ2
(r, βr)
= δp1,q+(s1−1)/2δp2,[q+(s1−s2)/2]Cδr,q+(s1−s2)/2
[
dq,s1,s2n,n+1
]
αq ,βr
with
dq,s1,s21,2 =
∑
s′1,s
′
2=−1,1
〈s1, s2|oq|s′1, s′2〉 cq,s
′
1,s
′
2
and
〈s1, s2|oq|s′1, s′2〉 = 〈s1, p1, s2, p2|o|s′1, p′1, s′2, p′2〉 δs1−s2,s′1−s′2
δp1,q+(s1−1)/2 δp2,[q+(s1−s2)/2]C
δp′1,q+(s′1−1)/2 δp′2,[q+(s′1−s′2)/2]Cδp2,p′2 . (4.13)
With these deVnitions the expectation value eq. (4.11) now becomes
Ξ Λ
A1 A2
A4 A3
o = Ξ Λ
D1,2
C4,3
The next contraction we need to perform is
(q, α)
(r, β)
Ω =
(q, αq)
Λ
D1,2
C4,3(r, βr)
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and we easily Vnd that
[Ω](q,αq);(r,βr) = [Ω
q]αq ,βrδq,r
with
Ωq =
∑
s1,s2=−1,1
dq,s1,s21,2 Λ
q+(s1−s2)/2(cq,s1,s24,3 )
†.
After performing these contractions, the expectation value is obtained as
Ξ Λ
A1 A2
A4 A3
o = Ξ Ω =
pmax∑
q=pmin
tr(ΞqΩq).
These steps are summarized in the pseudocode of algorithm 4.2. The input
are the tensors a1, a2, a3, a4, see eq. (4.31), the blocks Ξq and Λq , see eq.
(4.9) and the local observable o. After executing the algorithm we have the
outcome of the diagram (4.7). Assuming that maxqDq  2, P ; the overall
computation time scales with
O
(
22P max
q
(Dq)
3
)
where the factor 22 originates from the dimension of the tensor product of
two spin-1/2 bases.
We conclude this subsection with two comments on the algorithm:
i. In line 10 〈s1, s2|oq|s′1, s′2〉 is deVned in eq. (4.13).
ii.
∑
{s′k},
∑
{sk} are shorthand notations for
∑
s′1,s
′
1=−1,1,
∑
s1,s2=−1,1.
Algorithm 4.2 Expectation value of a gauge and CT invariant MPS
Input: a1,a2,a3,a4,Ξ,Λ,o
Output: Outcome of the diagram (4.7)
1: function 〈o〉 = expValMPS(a1,a2,a3,a4,Ξ,Λ,o)
2: for q = pmin : pmax do
3: for s1, s2 = −1, 1 do
4: cq,s1,s21,2 = a
q,s1
1 a
[q+(s1−1)/2]C,s2
2
5: cq,s1,s24,3 = a
q,s1
4 a
[q+(s1−1)/2]C,s2
3
6: end for
7: end for
8: for q = pmin : pmax do
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9: for s1, s2 = −1, 1 do
10: dq,s1,s21,2 =
∑
{s′k}
〈s1, s2|oq|s′1, s′2〉 cq,s
′
1,s
′
2
1,2
11: end for
12: Ωq =
∑
{sk}
dq,s1,s21,2 Λ
q+(s1−s2)/2
(
cq,s1,s24,3
)†
13: end for
14: 〈o〉 =
pmax∑
q=pmin
tr (ΞqΩq)
15: end function
From our discussion it also follows that if o is gauge invariant, we can eX-
ciently compute the following contractions:
Ξ
(q, αq)
(r, βr)A1 A2
A4 A3
o = δq,r
∑
s1,s2=−1,1
[(
c
q+(s2−s1)/2,s1,s2
4,3
)†
Ξq+(s2−s1)/2dq+(s2−s1)/2,s1,s21,2
]
αq ,βr
,
(4.14a)
and
(q, αq)
(r, βr)
Λ
A1 A2
A4 A3
o = δq,r
∑
s1,s2=−1,1
[
dq,s1,s21,2 Λ
q+(s1−s2)/2
(
cq,s1,s24,3
)†]
αq ,βr
(4.14b)
in O
(
22P maxq(D
q)3
)
time. The δq,r factor is a consequence of gauge
invariance of o.
4.1.4. TDVP
Here we will formulate the TDVP algorithm, see section 2.1, for gauge invari-
ant MPS |ΨC[A]〉. The objective is to Vnd B such that it minimizes
||Hu |Ψu[A]〉 − |Φ0[B,A]〉 ||2 with 〈Φ0[B,A]|Ψu[A]〉 = 0,
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see subsection 2.1.6, where Hu is the uniform counterpart of H: if
. . .
. . .
H
κ1 κ2N
κ′1 κ
′
2N
= lim
N→+∞
2N−1∑
n=1
κ1
κ′1
. . .
κn−1
κ′n−1
hn,n+1
κn κn+1
κ′n κ
′
n+1
κn+2
κ′n+2
. . .
κ2N
κ′2N
where
h2n−1,2n
κ1 κ2
κ′1 κ′2
=
C
C
h
κ1 κ2
κ′1 κ′2
and h2n,2n+1
κ1 κ2
κ′1 κ′2
=
C
C
h
κ1 κ2
κ′1 κ′2
then
Hu = lim
N→+∞
2N−1∑
n=1
Tn−1hT−n+1.
Now we need to take into account that A and B have a special block struc-
ture:
(q, αq) A
(s, p)
(r, βr) = [aq,s]αq ,βrδp,q+(s−1)/2δr,−p−2α,
(q, αq) B
(s, p)
(r, βr) = [bq,s]αq ,βrδp,q+(s−1)/2δr,−p−2α.
(a) Gauge Vxing in the tangent plane
A Vrst consequence is that the parameterization of B, eqs. (1.25) and (1.26),
also has a block structure. Let us discuss this in more detail when B obeys
the right gauge Vxing condition
B
A
Λ = 0.
If we deVne the matrices b˜q ∈ CDq×F q and W qR ∈ CF
q×Dq by[
b˜q
]
αq ;(βr,s)
=
[
bq,s
(
Λ[q+(s−1)/2]C
)1/2]
αq ,βr
,
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[
W qR
]
(αr,s),βq
=
[(
Λ[q+(s−1)/2]C
)1/2
(aq,s)†
]
αr,βq
with
F q =
∑
s=−1,1
D[q+(s−1)/2]C
then the right gauge Vxing condition is equivalent with
b˜qW qR = 0.
Let V˜ qR ∈ Cn
q
R×F q be a matrix such that the rows of V˜ qR form an orthonor-
mal basis for the left zero space of W qR ∈ CF
q×Dq , i.e. V˜ qRW
q
R = 0 and
V˜ qR
(
V˜ qR
)†
= 1nqR
where nqR is the dimension of the kernel of W
q
R. We
expect that nqR = F
q − Dq but we also allow for the more general case
nqR ≥ F q − Dq as well. b˜qW qR = 0 implies that there exists a matrix
Xq ∈ CDq×nqR such that
b˜q = (Ξq)−1/2XqV˜ qR,
the (Ξq)−1/2 is only a matter of convention. It follows that
bq,s(X) = (Ξq)−1/2Xqvq,sR (Λ
[q+(s−1)/2]C)−1/2 (4.15)
where vq,sR ∈ Cn
q
R×D[q+(s−1)/2]C has components[
vq,sR
]
αq ,βr
=
[
V˜ qR
]
αq ,(s,βr)
.
The parameterization eq. (1.25),
B(X) = Ξ−1/2 VRX Λ−1/2 ,
can be recovered from eq. (4.15) by nothing that
[Bs,p](q,αq);(r,βr) = [b
q,s]αq ,βrδp,q+(s−1)/2δr,[q+(s−1)/2]C (4.16a)
[Ξ](q,αq),(r,βr) = δq,r[Ξ
q]αq ,βr , [Λ](q,αq),(r,βr) = δq,r[Λ
q]αq ,βr , (4.16b)
and by putting
[X](q,αq),(r,βr) = δq,r[X
q]αq ,βr , (4.16c)
[V s,pR ](q,αq);(r,βr) = [v
q,s
R ]αq ,βrδp,q+(s−1)/2δr,[q+(s−1)/2]C . (4.16d)
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Note that V˜ qR
(
V˜ qR
)†
= 1nqR
implies that
∑
s=−1,1
vq,sR
(
vq,sR
)†
= 1nqR
.
The pseudocode to determine VR is presented in algorithm 4.3 and is ba-
sically a summary of the steps discussed before. In line 12 the command
’nullLeft’ determines the matrix V˜ qR ∈ Cn
q
R×F q such that the rows of V˜ qR
form an orthonormal basis for the left zero space of W qR ∈ CF
q×Dq . In
Matlab one has to apply the command ‘null’, which determines the right
zero space, to (W qR)
†, and take the Hermitian conjugate.
Algorithm 4.3 Compute vR for gauge and CT invariant MPS
Input: a,Ξ,Λ
Output: Tensor vR which allows parameterization eq. (4.15)
1: function vR = computeVR(a,Ξ,Λ)
2: for q = pmin : pmax do
3: for s = −1, 1 do
4: for βq = 1 : Dq do
5: for αr = 1 : D[q+(s−1)/2]C do
6:
[
W qR
]
(αr,s),βq
=
[(
Λ[q+(s−1)/2]C
)1/2
(aq,s)†
]
αr,βq
7: end for
8: end for
9: end for
10: end for
11: for q = pmin : pmax do
12: V˜ qR = nullLeft(W
q
R)
13: end for
14: for q = pmin : pmax do
15: for s = −1, 1 do
16: for αq = 1 : nqR do . n
q
R is rank of V˜
q
R
17: for βr = 1 : D[q+(s−1)/2]C do
18:
[
vq,sR
]
αq ,βr
=
[
V˜ qR
]
αq ,(βr,s)
19: end for
20: end for
21: end for
22: end for
23: end function
238
Gauge invariant MPS in the thermodynamic limit: calculus and algorithms
We can Vnd a similar parameterization when we want B to obey the left
gauge Vxing condition,
Λ
B
A
= 0.
Now we deVne W qL ∈ CD
q×F q with components
[
W qL
]
αq ,(βr,s)
=
[(
a[q+(s−1)/2]C,s
)† (
Ξ[q+(s−1)/2]C,s
)1/2]
αq ,βr
and consider V˜ qL ∈ CF
q×nqL , a matrix such that the columns of V˜ qL form
an orthonormal basis for the right zero space of W qL ∈ CD
q×F q . We thus
have that W qLV˜
q
L = 0 and
(
V˜ qL
)†
V˜ qL = 1nqL
. In general, we expect that
nqL = F
q − Dq , but we allow for the more general case nL ≥ F q − Dq as
well. DeVning now the matrix vq,sL ∈ CD
q×n[q+(s−1)/2]CL with components[
vq,sL
]
αq ,βr
=
[
V˜
[q+(s−1)/2]C,s
L
]
(αq ,s),βr
we Vnd that B = B(b) can now be parameterized by a matrix X ∈ CnqL×Dq :
bq,s = (Ξq)−1/2 vq,sL X
[q+(s−1)/2]C
(
Λ[q+(s−1)/2]C
)−1/2
. (4.17)
This agrees with the parameterization (1.26),
B = Ξ−1/2 VL X Λ−1/2
if we note that
[Ξ](q,αq),(r,βr) = δq,r[Ξ
q]αq ,βr , [Λ](q,αq),(r,βr) = δq,r[Λ
q]αq ,βr , (4.18a)
and we put
[X](q,αq),(r,βr) = δq,r[X
q]αq ,βr , (4.18b)
[V s,pL ](q,αq);(r,βr) = [v
q,s
L ]αq ,βrδp,q+(s−1)/2δr,[q+(s−1)/2]C . (4.18c)
From
(
V˜ qL
)†
V˜ qL = 1nqL
it follows that∑
s=−1,1
(
vq,sL
)†
vq,sL = 1nqL
.
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The pseudocode is presented below, algorithm 4.4. Here the command ‘null-
Right’, line 12, determines V˜ qL ∈ CF
q×nqL such that the columns of V˜ qL form
an orthonormal basis for the right zero space of W qL ∈ CD
q×F q . In Matlab
this coincides with the command ‘null(V˜ qL )’.
Algorithm 4.4 Compute vL for gauge and CT invariant MPS
Input: a,Ξ,Λ
Output: Tensor vL which allows parameterization (4.17)
1: function vL = computeVL(a,Ξ,Λ)
2: for q = pmin : pmax do
3: for s = −1, 1 do
4: for αq = 1 : Dq do
5: for βr = 1 : D[q+(s−1)/2]C do
6: Xq =
[
W qL
]
αq ,(βr,s)
=
[(
a[q+(s−1)/2]C,s
)†
(
Ξ[q+(s−1)/2]C,s
)1/2]
αq ,βr
7: end for
8: end for
9: end for
10: end for
11: for q = pmin : pmax do
12: V˜ qL = nullRight(W
q
R)
13: end for
14: for q = pmin : pmax do
15: for s = −1, 1 do
16: for αq = 1 : Dq do
17: for βr = 1 : n
[q+(s−1)/2]C
L do . n
q
L is rank of V˜
q
L
18:
[
vq,sL
]
αq ,βr
=
[
V˜
[q+(s−1)/2]C,s
L
]
(αq ,s),βr
19: end for
20: end for
21: end for
22: end for
23: end function
(b) TDVP equations
Once we have parameterized bq,s with the block diagonal matrix X , see
eq. (4.15) or eq. (4.17), we have identiVed the variational freedom in the
representation of |Φ0[B,A]〉. The TDVP dictates that we have to minimize
f(X,X) = (||Hu |Ψu[A]〉 − |Φ0[B(X), A]〉 ||2)2
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with respect to the complex conjugate of [X](q,αq);(r,βr) = [X
q]αq ,βqδq,r . We
can now follow the method from subsection 2.1.2. Because of eq. (1.27), we
have that
f(X,X) = 2piδ(0)
(
N(X,X)−H(X,X)
)
− terms independent of X
where
N(X,X) = Ξ
B(X)
B(X)
Λ
and
H(X,X) = Ξ
A
B(X)
K0 + L0
A
B(X)
Λ
+ Ξ Λ
A A
B(X) A
h + Ξ Λ
A A
A B(X)
h
with
K0 =
A A
AA
h(1− E)+ Λ
and
L0 =
A A
AA
h (1− E)+Ξ .
The computation of K0 and L0 will be discussed in (c). The only property
that is important for now is that K0 and L0 are block diagonal:
[K0](q,αq);(r,βr) = δq,r[K
q
0 ]αq ,βr , [L0](q,αq);(r,βr) = δq,r[L
q
0]αq ,βr
with Kq0 , L
q
0 ∈ CD
q×Dq .
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As can be veriVed easily, the parameterization eq. (4.15) or eq. (4.17) implies
that
N(X,X) =
pmax∑
q=pmin
tr
(
(Xq)†Xq
)
.
This is also a consequence of eq. (1.28). WhenB obeys the right gauge Vxing
condition it follows from eq. (2.6) that f(X,X) is minimized with respect to
X if and only if
[Xq]αq ,βq =
∂H
∂[X
q
]αq ,βq
(X,X), (4.19a)
(q, αq)
(q, αq)
∇XH =
Ξ−1/2(q, αq)
(q, βq)
∇BH
VR
Λ−1/2
=
∑
s=−1,1
[
(Ξq)−1/2
(∇bH)q,s (Λ[q+(s−1)/2]C)−1/2 (vq,sR )†]
αq ,βq
(4.19b)
with[(∇bH)q,s]αq ,βr = [(∇BH)s,p](q,αq),(r,βr) δr,[q+(s−1)/2]Cδp,q+(s−1)/2
(4.19c)
and
∇BH = Ξ
A
K0 + Ξ Λ
A A
A
h + Ξ Λ
A A
A
h .
(4.19d)
Here we used the block structure of Ξ, Λ and VR, see eq. (4.16). Contrary to
the TDVP for general states we only need to compute the ‘gauge invariant
part’ of ∇BH , see eq. (4.19c). Note that, because H is gauge invariant and
because of the block structure of As,p, Ξ and Λ we have also conversely that[(∇BH)s,p](q,αq),(r,βr) = δr,[q+(s−1)/2]Cδp,q+(s−1)/2 [(∇bH)q,s]αq ,βr .
The eXcient computation of the matrix
(∇bH)q,s ∈ CDq×D[q+(s−1)/2]C will
be discussed in (d). Once we obtain
(∇bH)q,s, the optimal approximation of
Hu |Ψu[A]〉 is |Φ0[B,A]〉 with
[Bs,p](q,αq),(r,βr) = [b
q,s]αq ,βrδp,q+(s−1)/2δr,[q+(s−1)/2]C
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and
bq,s = (Ξq)−1/2Xqvq,sR
(
Λ[q+(s−1)/2]C
)−1/2
with [Xq]αq ,βq =
[∇XH](q,αq);(q,βq).
If B obeys the left gauge Vxing condition it follows from eq. (2.8) that
∇XH
(q, βq)
(q, αq)
= Ξ−1/2
∇BH
VL (q, αq)
Λ−1/2 (q, βq)
=
∑
s=−1,1
[(
v
[q+(s−1)/2]C,s
L
)† (
Ξ[q+(s−1)/2]C
)−1/2
(∇bH)[q+(s−1)/2]C,s (Λq)−1/2]
αq ,βq
(4.20a)
where we used eq. (4.18) and where
∇BH = L0
A
Λ + Ξ Λ
A A
A
h + Ξ Λ
A A
A
h .
(4.20b)
Like for the right gauge Vxing condition, gauge invariance ofH and the block
structure of As,p, Ξ and Λ implies that[(∇BH)s,p](q,αq),(r,βr) = δr,[q+(s−1)/2]Cδp,q+(s−1)/2 [(∇bH)q,s]αq ,βr .
(4.20c)
The computation of
(∇bH)q,s is discussed in (d). Hence, the optimal ap-
proximation of Hu |Ψu[A]〉 is |Φ0[B,A]〉 with
bq,s = (Ξq)−1/2 vq,sL X
[q+(s−1)/2]C
(
Λ[q+(s−1)/2]C
)−1/2
.
and [Xq]αq ,βq =
[∇XH](q,αq);(q,βq).
(c) Computing (1− eikE)+
To computeK0 and L0 we need to take the (pseudo) inverse of
(
1− eikE)+.
As already discussed in subsection 1.3.3 this is done by an iterative method
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for which we only need the action of 1 − eikE on a matrix. In fact for the
computation of matrices that take the form
K = (1− eikE)+ Ω
or
L = (1− eikE)+Ω
we can use the algorithms 1.2 and 1.3. The previous equations are equivalent
with
K − eik
A
A
K = Ω − δk,0 Ξ Ω Λ
and
L − eik L
A
A
= Ω − δk,0 Ω Λ Ξ .
For our applications Ω will also be block diagonal: [Ω](q,α);(r,β) = δq,r[Ωq]αq ,βr .
Using the block structure of As,p, Ξ and Λ, it immediately follows that we
need to Vnd Kq and Lq such that
Kq − eik
∑
s=−1,1
aq,sK [q+(s−1)/2]C (aq,s)† =
Ωq − δk,0
 pmax∑
q′=pmin
tr
(
Ξq
′
Ωq
′)Λq
and
Lq − eik
∑
s=−1,1
(
a[q+(s−1)/2]C,s
)†
L[q+(s−1)/2]Ca[q+(s−1)/2]C,s =
Ωq − δk,0
 pmax∑
q′=pmin
tr
(
Ωq
′
Λq
′)Ξq.
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The algorithms for computing these inverses are presented in algorithms 4.5
and 4.6 and are just resuming algorithms 1.2 and 1.3 with taking into account
the previous discussion. The overall computation time scales like
O
(
2NiterP max
q
(Dq)3
)
.
Algorithm 4.5 Determine
(
1− eikE)+ acting on the right (CT and gauge
invariant case)
Input: a,Ω,k,Ξ,Λ
Output: K .
1: functionK = invTransRight(a,Ω,k,Ξ,Λ)
2: if k = 0 then
3: for q = pmin : pmax do
4: Ωq ← Ωq − δk,0
 pmax∑
q′=pmin
tr
(
Ξq
′
Ωq
′)Λq
5: end for
6: end if
7: K = bicgstab(@(K)ApplyTransRight(K ,a,k),Ω)
8: end function
9: functionK ′ = ApplyTransRight(K ,a,k)
10: for q = pmin : pmax do
11: K ′q = Kq − eik
∑
s=−1,1
aq,sK [q+(s−1)/2]C (aq,s)†
12: end for
13: end function
Algorithm 4.6 Determine
(
1− eikE)+ acting on the left (CT and gauge
invariant case)
Input: a,Ω,k,Ξ,Λ
Output: L.
1: function L = invTransLeft(a,Ω,k,Ξ,Λ)
2: if k = 0 then
3: for q = pmin : pmax do
4: Ωq ← Ωq − δk,0
 pmax∑
q′=pmin
tr
(
Ωq
′
Λq
′)Ξq
5: end for
6: end if
7: L = bicgstab(@(L)ApplyTransLeft(L,a,k),Ω)
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8: end function
9: function L′ = ApplyTransLeft(L,a,k)
10: for q = pmin : pmax do
11: L′q = Lq
−eik
∑
s=−1,1
(
a[q+(s−1)/2]C,s
)†
L[q+(s−1)/2]Ca[q+(s−1)/2]C,s
12: end for
13: end function
For the computation of K0 and L0 we need to apply the algorithms for
Ω = Ξ
A A
A A
h and Ω = Λ
A A
A A
h .
Because of eq. (4.14) it follows in both cases that Ω has the required block
structure: [Ω](q,αq);(r,βr) = δq,r[Ω
q]αq ,βr .
(d) EXcient computation of∇bH
For the computation of ∇bH we need to compute the following type of
diagrams:
Ξ
A
(q, αq) (r, βr)
Λ
(s, p)
, Ξ
(s, p)
Λ
A1 A2
(r, βr)(q, αq)
A3
o , Ξ
(s, p)
Λ
A1 A2
(q, αq) (r, βr)
A3
o
where p = q + (s − 1)/2 and r = [q + (s− 1)/2]C, Ξ and Λ are block
diagonal and An take the form eq. (4.31):
[Ξ](q,αq);(r,βr) = δq,r[Ξ
q]αq ,βr , [Λ](q,αq);(r,βr) = δq,r[Λ
q]αq ,βr
[As,pn ](q,αq);(r,βr) = δp,q+(s−1)/2δr,[q+(s−1)/2]C [a
q,s
n ]αq ,βr .
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The Vrst diagram can be obtained immediately by noting that
Ξ
A
(q, αq) (r, βr)
Λ
(s, p)
= (q, αq) Ξ A Λ (r, βr)
(s, p)
=
[
Ξqaq,sΛ[q+(s−1)/2]C
]
αq ,βr
δp,q+(s−1)/2δr,[q+(s−1)/2]C . (4.21)
For the other two diagrams, we follow the procedure described in subsection
2.1.3, but take now into account the special structure of the matrices. First
we compute
(q, αq) C1,2
(s1, p1) (s2, p2)
(r, βr) = (q, αq) A1 A2
(s1, p1) (s2, p2)
(r, βr)
=
[
aq,s11 a
[q+(s1−1)/2]C,s2
2
]
αq ,βr
δp1,q+(s1−1)/2δp2,[q+(s1−s2)/2]Cδr,q+(s1−s2)/2
and apply o:
(q, αq) D1,2
(s1, p1) (s2, p2)
(r, βr) =
(q, αq)
(s1, p1) (s2, p2)
C1,2
o
(r, βr)
=
∑
s′1,s
′
2=−1,1
〈s1, s2|oq|s′1, s′2〉
[
cq,s
′
1,s
′
2
]
αq ,βr
δp1,q+(s1−1)/2δp2,[q+(s1−s2)/2]Cδr,q+(s1−s2)/2
(oq is deVned in eq. (4.13)).
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Next, we perform the following contractions
(q, αq) E
(s, p)
(r, βr) =
(q, αq)
(s, p)
Λ
D1,2
(r, βr)
A3
=
∑
s′=−1,1
[
dq,s,s
′
1,2 Λ
q+(s−s′)/2
(
a
[q+(s−1)/2]C,s′
3
)†]
αq ,βr
δp,q+(s−1)/2δr,[q+(s−1)/2]C ,
(q, αq) F
(s, p)
(r, βr) = Ξ
(s, p)
A3
D1,2 (r, βr)
(q, αq)
=
∑
s′=−1,1
[(
a
[q+(s′−1)/2]C,s′
3
)†
Ξ[q+(s
′−1)/2]C
d
[q+(s′−1)/2]C,s′,s
1,2
]
αq ,βr
δp,q+(s−1)/2δr,[q+(s−1)/2]C ,
hence
Ξ
(s, p)
Λ
A1 A2
(r, βr)(q, αq)
A3
o = (q, αq) Ξ E
(s, p)
(r, βr)
=[Ξqeq,s]αq ,βrδp,q+(s−1)/2δr,[q+(s−1)/2]C ,
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Ξ
(s, p)
Λ
A1 A2
(q, αq) (r, βr)
A3
o = (q, αq) F
(s, p)
Λ (r, βr)
=
[
f q,sΛ[q+(s−1)/2]C
]
αq ,βr
δp,q+(s−1)/2δr,[q+(s−1)/2]C .
The steps are summarized in algorithms 4.7 and 4.8. Algorithm 4.7 concerns
the computation of the diagram
Ξ
(s, p)
Λ
A1 A2
(r, βr)(q, αq)
A3
o (4.22)
and algorithm 4.8 concerns the computation of the diagram
Ξ
(s, p)
Λ
A1 A2
(q, αq) (r, βr)
A3
o . (4.23)
Both diagrams result in a tensor A∗ which has the same form as the An
[As,p∗ ](q,αq);(r,βr) = δp,q+(s−1)/2δr,[q+(s−1)/2]C [a
q,s
∗ ]αq ,βr .
The computation time is of order
O
(
22NiterP max
q
(Dq)3
)
.
Algorithm 4.7 Diagram eq. (4.22) for gauge and CT invariant MPS
Input: a1,a2,a3,Ξ,Λ,o
Output: Outcome a∗ of the diagram (4.22)
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1: function a∗ = computeDiagram1(a1,a2,a3,Ξ,Λ,o)
2: for q = pmin : pmax do
3: for s1, s2 = −1, 1 do
4: cq,s1,s21,2 = a
q,s1
1 a
[q+(s1−1)/2]C,s2
2
5: end for
6: end for
7: for q = pmin : pmax do
8: for s1, s2 = −1, 1 do
9: dq,s1,s21,2 =
∑
{s′k}
〈s1, s2|oq|s′1, s′2〉 cq,s
′
1,s
′
2
1,2
10: end for
11: end for
12: for q = pmin : pmax do
13: for s = −1, 1 do
14: eq,s =
∑
s′=−1,1
[
dq,s,s
′
1,2 Λ
q+(s−s′)/2
(
a
[q+(s−1)/2]C,s′
3
)†]
15: aq,s∗ = Ξqeq,s
16: end for
17: end for
18: end function
Algorithm 4.8 Diagram (4.23) for gauge and CT invariant MPS
Input: a1,a2,a3,Ξ,Λ,o
Output: Outcome a∗ of the diagram (4.23)
1: function a∗ = computeDiagram2(a1,a2,a3,Ξ,Λ,o)
2: for q = pmin : pmax do
3: for s1, s2 = −1, 1 do
4: cq,s1,s21,2 = a
q,s1
1 a
[q+(s1−1)/2]C,s2
2
5: end for
6: end for
7: for q = pmin : pmax do
8: for s1, s2 = −1, 1 do
9: dq,s1,s21,2 =
∑
{s′k}
〈s1, s2|oq|s′1, s′2〉 cq,s
′
1,s
′
2
1,2
10: end for
11: end for
12: for q = pmin : pmax do
13: for s = −1, 1 do
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14: f q,s =
∑
s′=−1,1
(
a
[q+(s′−1)/2]C,s′
3
)†
Ξ[q+(s
′−1)/2]C
d
[q+(s′−1)/2]C,s′,s
1,2
15: aq,s∗ = f q,sΛ[q+(s−1)/2]C
16: end for
17: end for
18: end function
(e) TDVP algorithm for gauge and CT invariant MPS
We are Vnally ready to present the algorithm for the TDVP for gauge and
CT invariant MPS. In algorithm 4.9 we present the ‘gauged CT invariant
version’ of algorithm 2.1. The input is also the same as in algorithm 2.1, but
now A = A(a),Ξ,Λ, have the block structure. ‘stringGaugeFix’ tells us the
desired form of b: ‘left’ if we want b to obey the left gauge Vxing condition
and ‘right’ if we want b to obey the right gauge Vxing condition.
Algorithm 4.9 Compute gradient TDVP for gauge and CT invariant MPS
Input: a,Ξ,Λ, h, stringGaugeFix
Output: X, b
1: function [X, b] = TDVPdirection(a,Ξ,Λ,h,stringGaugeFix)
2: a1 = computeDiagram1(a,a,a,Ξ,Λ,h) . Algorithm 4.7
3: a2 = computeDiagram2(a,a,a,Ξ,Λ,h) . Algorithm 4.8
4: switch stringGaugeFix do
5: case ‘right’
6: Ω = Λ
A A
A A
h . Eq. (4.14)
7: K0 = invTransRight(A,Ω,0,Ξ,Λ) . Algorithm 4.5
8: for q = pmin : pmax do
9: for s = −1, 1 do
10: aq,s3 = Ξ
qaq,sK
[q+(s−1)/2]C
0
11:
(∇bH)q,s = aq,s1 + aq,s2 + aq,s3
12: end for
13: end for
14: vR = computeVR(a,Ξ,Λ) . Algorithm 4.3
15: for q = pmin : pmax do
251
Ground state properties and spectrum: CT invariant case
16: Xq =
∑
s=−1,1
[
(Ξq)−1/2
(∇bH)q,s(
Λ[q+(s−1)/2]C
)−1/2 (
vq,sR
)†]
17: end for
18: for q = pmin : pmax do
19: for s = −1, 1 do
20: bq,s = (Ξq)−1/2Xqvq,sR
(
Λ[q+(s−1)/2]C
)−1/2
21: end for
22: end for
23: case ‘left’
24: Ω = Ξ
A A
A A
h . Eq. (4.14)
25: L0 = invTransLeft(a,Ω,0,Ξ,Λ) . Algorithm 4.6
26: for q = pmin : pmax do
27: for s = −1, 1 do
28: aq,s3 = L
q
0a
q,sΛ[q+(s−1)/2]C
29:
(∇bH)q,s = aq,s1 + aq,s2 + aq,s3
30: end for
31: end for
32: vL = computeVL(a,Ξ,Λ) . Algorithm 4.4
33: for q = pmin : pmax do
34: Xq =
∑
s=−1,1
[(
v
[q+(s−1)/2]C,s
L
)† (
Ξ[q+(s−1)/2]C
)−1/2
(∇bH)[q+(s−1)/2]C,s (Λq)−1/2]
35: end for
36: for q = pmin : pmax do
37: for s = −1, 1 do
38: bq,s = (Ξq)−1/2 vq,sL X
[q+(s−1)/2]C (Λ[q+(s−1)/2]C)−1/2
39: end for
40: end for
41: end switch
42: end function
Now we have rewritten the function ‘TDVPdirection’ we can use the algo-
rithms 2.2 and 2.3 to perform a steepest descent or to perform real-time evo-
lution. For our purpose we want to use 2.2 to Vnd an optimal approximation
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|ΨC[A]〉 of the ground state of H where A is automatically gauge invariant:
(q, αq) A
(s, p)
(r, βr) = [aq,s]αq ,βrδp,q+(s−1)/2δr,−p−2α.
The steepest descent just keeps on computing [X, b] = TDVPdirection(a,Ξ,Λ,h)
and updates a according to
aq,s ← aq,s − bq,sdτ
for dτ small. The algorithm has converged to its optimal approximation
when
normGrad =
√√√√ pmax∑
q=pmin
tr
(
(Xq)†Xq
)
is suXciently small. Instead of normalizing with the general algorithm 1.1,
we now have to use algorithm 4.1. With these comments, we conclude
that we can apply algorithm 2.2 in exactly the same way, we refer to the
pseudocode for the details.
4.1.5. Excitations in the tangent plane
Assume now we have found |ΨC[A]〉 with
(q, αq) A
(s, p)
(r, βr) = [aq,s]αq ,βrδp,q+(s−1)/2δr,[p]C ,
which is a CT and gauge invariant MPS approximation for the ground state
of H. Then we can use the tangent vectors |ΦCk,γ [B,A]〉, see eq. (3.20), to
approximate the one-particle excitations with quantum numbers (k, γ) ∈
[−pi, pi]× {−1, 1}, see subsection 1.4.2. Gauge invariance is imposed by
(q, αq) B
(s, p)
(r, βr) = [bq,s]αq ,βrδp,q+(s−1)/2δr,[p]C .
As in the general case, because the excitations should be orthogonal to the
ground state we can impose either the left gauge Vxing condition eq. (1.19)
or the right gauge Vxing condition eq. (1.20) on B. In both cases, it is
then possible to parameterize B by a matrix X , see eq. (4.17) for the left
gauge Vxing condition and eq. (4.15) for the right gauge Vxing condition.
As discussed in section 2.2, the optimal approximation |ΦCk,γ [B,A]〉 for the
excited states is found by solving the eigenvalue problem
H˜eff[k]γ (X) = E[k]γX
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where H˜eff[k]γ (X) can be found in eqs. (2.20) and (2.21) and
[k]γ = k/2 + pi if γ = −1, [k]γ = k/2 if γ = 1.
Let us now assume that B obeys the left gauge Vxing condition and thus
that b is parameterized as in eq. (4.17). Then in eq. (2.20) H˜[k]γ is computed
and this involves computing diagrams of the form:
Ξ
A
(q, αq) (r, βr)
Λ
(s, p)
, Ξ
(s, p)
Λ
A1 A2
(r, βr)(q, αq)
A3
h , Ξ
(s, p)
Λ
A1 A2
(q, αq) (r, βr)
A3
h .
These can be computed as discussed in equation eq. (4.21) and algorithms
4.7 and 4.8. Note also that eq. (2.20) involves the computation of the pseudo
inverses (1 − eikE)+ which can be performed using the algorithms 4.5 and
4.6. After performing the contractions in eq. (2.20) we obtain the tensor
H˜[k]γ [X] which takes the form[(
H˜[k]γ [X]
)s,p]
(q,αq),(r,βr)
=
[(
h˜[k]γ [X]
)q,s]
αq ,βr
δp,q+(s−1)/2δr,−p−2α.
Computing the diagram eq. (2.21) yields then that[
H˜eff[k]γ(X)
]
(q,αq),(r,βr)
= δq,r
[(
H˜eff[k]γ (X)
)q]
αq ,βr
with(
H˜eff[k]γ (X)
)q
=
∑
s=−1,1
[(
v
[q+(s−1)/2]C,s
L
)† (
Ξ[q+(s−1)/2]C
)−1/2
(
h˜[k]γ [X]
)[q+(s−1)/2]C,s
(Λq)−1/2
]
.
The eigenvalue equation H˜eff[k]γ (X) = E[k]γX thus boils down to Vnding the
blocks Xq ∈ CDq×Dq of the block diagonal matrix X such that ,(
H˜eff[k]γ (X)
)q
= E[k]γX
q, q = pmin, . . . , pmax.
The pseudocode is presented in algorithm 4.10 and in fact resumes algorithm
2.4 but takes now into account the special structure of the tensors as dis-
cussed above. Again the main function ’ElementaryExcitation’ invokes the
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iterative eigensolver ’eigs’ to Vnd the smallest eigenvalues of ’ApplyHeU’. As
discussed above, ’ApplyHeU’ computes, given the block diagonal matrix X ,(
H˜eff[k]γ (X)
)q
in
O
(
22PNiter max
q
(Dq)3
)
time where Niter originates from the computation of L0, L2, L3, L4 and K1
that also need an iterative method, see algorithms 4.5 and 4.6. Note that in
our case we need to give as input k ← [k]γ .
Algorithm 4.10 Excitations in the tangent plane for CT and gauge
invariant MPS
Input: a,k, h
Output: {Xk}, {Ek}
1: function [{Xk}, {Ek}] = ElementaryExcitation(a,k,h)
2: [a,Ξ,Λ] = normalizeUmps(a) . Algorithm 4.1
3: Ω = Λ
A A
A A
h . Eq. (4.14)
4: K0 = invTransRight(a,Ω,0,Ξ,Λ) . Algorithm 4.5
5: Ω = Ξ
A A
A A
h . Eq. (4.14)
6: L0 = invTransLeft(a,Ω,0,Ξ,Λ) . Algorithm 4.6
7: vL = computeVL(a,Ξ,Λ) . Algorithm 4.4
8: [{Xk}, {Ek}] = eigs(@(X)ApplyHeU(X ,a,K0,L0,Λ,Ξ,vL,h,k))
9: end function
10: function Heffk [X] = ApplyHeff(X ,a,K0,L0,Λ,Ξ,VL,h,k)
11: for q = pmin : pmax do
12: for s = −1, 1 do
13: bq,s = (Ξq)−1/2 vq,sL X
[q+(s−1)/2]C (Λ[q+(s−1)/2]C)−1/2
14: end for
15: end for
16: Ω = Ξ
B A
A A
h . Eq. (4.14)
17: L2 = invTransLeft(a,Ω,−k,Ξ,Λ) . Algorithm 4.6
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18: Ω = Ξ
A B
A A
h . Eq. (4.14)
19: L3 = invTransLeft(a,Ω,−k,Ξ,Λ) . Algorithm 4.6
20: Ω = L0
B
A
. Eq. (4.4)
21: L4 = invTransLeft(a,Ω,−k,Ξ,Λ) . Algorithm 4.6
22: Ω =
B
A
Λ . Eq. (4.5)
23: K1 = invTransRight(a,Ω,k,Ξ,Λ) . Algorithm 4.5
24: Compute H˜k[X], eq. (2.20) . Eq. (4.21), algorithms 4.7 and 4.8
25: for q = pmin : pmax do
26:
(
H˜effk (X)
)q
=
∑
s=−1,1
[(
v
[q+(s−1)/2]C,s
L
)†
(
Ξ[q+(s−1)/2]C
)−1/2 (
h˜k[X]
)[q+(s−1)/2]C,s
(Λq)−1/2
]
27: end for
28: end function
4.1.6. Application to the Schwinger model
In section 2.1 of part I we apply this formalism to the Schwinger model with
α = 0, i.e. to the Hamiltonian
H =
g
2
√
x
(
2N∑
n=1
L(n)2 +
√
x
g
m
2N∑
n=1
(−1)n (σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
.
This Hamiltonian can be rewritten in the form
. . .
. . .
H
κ1 κ2N
κ′1 κ
′
2N
= lim
N→+∞
2N−1∑
n=1
κ1
κ′1
. . .
κn−1
κ′n−1
hn,n+1
κn κn+1
κ′n κ
′
n+1
κn+2
κ′n+2
. . .
κ2N
κ′2N
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where
h2n−1,2n
κ1 κ2
κ′1 κ′2
=
C
C
h
κ1 κ2
κ′1 κ′2
and h2n,2n+1
κ1 κ2
κ′1 κ′2
=
C
C
h
κ1 κ2
κ′1 κ′2
if we set
h =
g
2
√
x
(
L(1)2 −
√
x
g
m
(
σz(1)− 1
)
+x
(
σ+(1)eiθ(1)σ+(2) + h.c.
))
.
By applying the TDVP as in subsection 4.1.4 we obtain the ground state
approximation |ΨC[A]〉, with
[As,p](q,αq);(r,βr) = [a
q,s]αq ,βrδp,q+(s−1)/2, δr,−q−(s+1)/2.
In our computations we stopped the steepest descent method when
normGrad ≈ 5× 10−9 − 10−9.
By normalizing the state we can obtain the Schmidt spectrum and compute
entanglement properties like for instance the Von Neumann half chain en-
tropy, see subsection 4.1.2. The energy density ω0 is computed as
ω0 =
1
2
√
x
Ξ Λ
A A
A A
h . (4.24)
Another quantity that will be discussed is the chiral condensate
Σ = 〈ψ¯ψ〉 = 1
2
√
x
Ξ Λ
A A
A A
oΣ .
with
oΣ = −1
2
(σz(1) + 1).
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These diagrams can be computed using algorithm 4.2. Therefore we only
need the matrix elements
〈s1, s2|hq|s′1, s′2〉 =
g
2
√
x
(
δs1,s′1δs2,s′2
(
(q+ s1− 1)/2)2−
√
x
g
m(s1− 1)
)
+ xδs1,s2δs′1,s′2δs1,−s′1δs2,−s′2
)
〈s1, s2|oqΣ|s′1, s′2〉 = −δs1,s′1δs2,s′2
m
2
(s1 − 1)
see eq. (4.13)
To Vnd the excitations we set the ground state energy equal to zero, i.e.
h← h− Ξ Λ
A A
A A
h 1⊗ 1
and we apply then algorithm 4.10 to Vnd the excitation energies Ek and the
corresponding approximations for the eigenstates |ΦCk,γ [B,A]〉 with
[Bs,p](q,αq);(r,βr) = [b
q,s]αq ,βrδp,q+(s−1)/2, δr,−q−(s+1)/2.
If we want to have a state with physical momentum kphys we need to take
k = kphys
√
x/2 in the ansatz |ΦCk,γ [B,A]〉.
4.2. Ground state properties and spectrum for α 6= 0
4.2.1. Introduction
Let us now turn our attention to the simulation of the Schwinger model with
a uniform non-zero background: α(n) = α 6= 0. The Hamiltonian now reads
H =
g
2
√
x
(
2N∑
n=1
[L(n) + α]2 +
√
x
g
m
2N∑
n=1
(−1)n(σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
.
Clearly this Hamiltonian is T2 invariant. To approximate the ground state
we use the MPS ansatz |Ψu[A]〉 eq. (3.16):
|Ψu[A]〉 = v†L A
ζ1
A
ζ2
A
ζn
A
ζN−1
A
ζN
vR. . . . . . (4.25a)
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where ζ = (s1, p1, s2, p2), si ∈ {−1, 1}, p1 ∈ Z[pmin2 , pmax2 ], p2 ∈
Z[pmin1 , p
max
1 ]. Remember that this ansatz is obtained by blocking the eUec-
tive sites 2n− 1 and 2n into one eUective site n, see subsection 3.3.1. Gauge
invariance is imposed as
(q, αq) A
ζ
(r, βr) = (q, αq) A
(s1, p1, s2, p2)
(r, βr)
= [aq,s1,s2 ]αq ,βr δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 . (4.25b)
where aq,s1,s2 ∈ CDq×Dr . From now we denote pmin = pmin1 and pmax =
pmax1 . Due to Gauss’ law we have that, if we restrict on the even links to
the eigenvalues p ∈ Z[pmin, pmax] that at the even sites we must restrict to
p ∈ Z[pmin2 , pmax2 ] with pmin2 ≥ pmin and pmax2 ≤ pmax + 1.
Comparing this ansatz with the ansatz in the CT invariant case from the
previous section, see eq. (4.2b), we observe that they are similar. In both
cases the variational degrees of freedom are labeled by only one of the
physical or virtual indices related to the operator L(n). Starting from the
eigenvalue q of L(2n−1) we can obtain the others by updating them accord-
ing to Gauss’ law. For the CT invariant case we had to Wip the eigenvalues
in between, which was related to the CT eigenvalue; here it is even more
straightforwardly. The blocking of the sites comes at the price that the local
dimension of the Hilbert space is squared: on each eUective site we have
now two spin systems corresponding to the matter.
Like in the previous section, we now want to reformulate the TDVP and the
search for the excitations using the tangent vectors |Φk[B,A]〉 on the level
of the blocks aq,s1,s2 . It should be clear that we can use exactly the same
ideas as in the previous section. In particular we will Vnd again that the
computation time of all the algorithms scales linearly inP = pmax−pmin+1.
A diUerence is now that the outgoing virtual index r of [As1,p1,s2,p2 ](q,αq ,r,βr)
equals r = p2 = q+ (s1 + s2)/2 instead of r = [q + (s− 1)/2]C. Similar we
have that the outgoing index for
[
(As1,p1,s2,p2)†
]
(q,αq ,r,βr)
is r = q − (s1 +
s2)/2:[
(As1,p1,s2,p2)†
]
(q,αq ,r,βr)
= δr,q−(s1+s2)/2δp2,qδp1,q−(s2+1)/2a
q−(s1+s2)/2,s1,s2 .
Therefore, as a rule of thumb, we can just copy all the algorithms and for-
mulas from the previous section by performing the following substitutions:
s→ (s1, s2), t→ (t1, t2) (4.26a)
aq,s → aq,s1,s2 ,
(
a[q+(s−1)/2]C,s
)† → (aq−(s1+s2)/2,s1,s2)† (4.26b)
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aq,s1 a
[q+(s−1)/2]C,t
2 → aq,s1,s21 aq+(s1+s2)/2,t2,t12 (4.26c)
(a
q+(t−s)/2,t
2 )
†a[q+(s−1)/2]C,s1 )
† →(
a
q−(t1+t2+s1+s2)/2,t1,t2
2
)† (
a
q−(s1+s2)/2,s1,s2
1
)†
(4.26d)
with q = pmin, . . . , pmax, s, s1, s2, t, t1, t2 ∈ {−1, 1}.
In the next subsections we discuss the optimization methods to Vnd the
optimal ground state approximation with TDVP and the optimal tangent
vectors to approximate one-particle excitations. Because of the similarities
with the CT invariant case in the previous section we won’t go into full detail
and mainly restrict ourselves to the pseudocodes of the algorithms.
4.2.2. Normalization and Schmidt spectrum
To normalize the state we need the action of the transfer matrix E on the
block matrices [Ξ](q,αq);(r,βr) = δq,r[Ξ
q]αq ,βr and [Λ](q,αq);(r,βr) = δq,r[Λ
q]αq ,βr .
For any two tensors A and B of the form eq. (4.25b) with general matrices
aq,s1,s2 , bq,s1,s2 ∈ CDq×Dr we have similar to eqs. (4.4) and (4.5):
Ξ
A
B (q, αq)
(r, βr)
= δq,r
∑
{sk}
[(
aq−(s1+s2)/2,s1,s2
)†
Ξq−(s1+s2)/2bq−(s1+s2)/2,s1,s2
]
αq ,βr

(4.27)
(q, αq)
(r, βr)
B
A
Λ = δq,r
∑
{sk}
[
bq,s1,s2Λq+(s1+s2)/2 (aq,s1,s2)†
]
αq ,βr
 .
(4.28)
where
∑
{sk} =
∑
s1,s2=±1.
Therefore, to normalize a state and bring it in a desired canonical form, the
only diUerence with respect to algorithm 4.1 is that we need to redeVne the
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functions ‘ ApplyTransferLeft’ and ‘ ApplyTransferRight’ which implement
the action of the transfer matrix. Now we need to compute the left and right
action on the block diagonal matrices according to eqs. (4.27) and eq. (4.28).
Another small modiVcation is that now
A ← Γ A Γ−1
is equivalent to
aq,s1,s2 ← Γqaq,s1,s2
(
Γq+(s1+s2)/2
)−1
.
The pseudocode is presented below in algorithm 4.11.
Algorithm 4.11 Normalization of a gauge and T2 invariant MPS
Input: a, stringCanForm
Output: a, Ξ,Λ.
1: function [a,Ξ,Λ, η,Γ] = normalizeUmps(a,stringCanForm)
2: [Ξ,η] = eigs(@(Ξ)ApplyTransferLeft(Ξ,a))
3: [Λ,η] = eigs(@(Λ)ApplyTransferRight(Λ,a))
4: for q = pmin : pmax do
5: for s1, s2 = −1, 1 do
6: aq,s1,s2 ← aq,s1,s2/√η
7: end for
8: Ξq ← Ξq/tr(Ξq)
9: Λq ← Λq/tr(Λq)
10: Find matricesXq and Y q such that Ξq = Xq(Xq)†, Λq = (Y q)†Y q
11: [U q,Σq, V q] = SVD(Y qXq)
12: Σq ← Σq/
√
tr
(
(Σq)2
)
13: switch stringCanForm do
14: case ‘left’
15: Γq = Σq(V q)†(Xq)−1 = (U q)†Y q
16: Ξq = 1Dq
17: Λq = (Σq)2
18: case ‘right’
19: Γq = (V q)†(Xq)−1 = (Σq)−1(U q)†Y q
20: Ξq = (Σq)2
21: Λq = 1Dq
22: case ’symmetric’
23: Γq = (Σq)1/2(V q)†(Xq)−1 = (Σq)−1/2(U q)†Y q
24: Ξq = Σq
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25: Λq = Σq
26: end switch
27: end for
28: for q = pmin : pmax do
29: for s1, s2 = −1, 1 do
30: aq,s ← Γqaq,s1,s2 (Γq+(s1+s2)/2)−1
31: end for
32: end for
33: end function
34: function Ξ′ = ApplyTransferLeft(Ξ,a)
35: for q = pmin : pmax do
36: [Ξ′]q =
∑
{sk}
[(
aq−(s1+s2)/2,s1,s2
)†
Ξq−(s1+s2)/2aq−(s1+s2)/2,s1,s2
]
37: end for
38: end function
39: function Λ′ = ApplyTransferRight(Λ,a)
40: for q = pmin : pmax do
41: [Λ′]q =
∑
{sk}
[
aq,s1,s2Λq+(s1+s2)/2 (aq,s1,s2)†
]
42: end for
43: end function
The Schmidt spectrum of the state |Ψu[A]〉 follows now from computing the
eigenvalues of ΞqΛq denoted by σq1, . . . , σ
q
Dq with
1 ≥ σq1 ≥ σq2 ≥ . . . ≥ σqDq ≥ 0,
pmax∑
q=pmin
Dq∑
αq=1
σqαq = 1.
Note that these are the Schmidt values with respect to the bipartition
{A 2n1 = Z[1, . . . , 2n],A 2n2 = Z[2n+ 1, . . . , 2N ]}
of the lattice. The Schmidt spectrum is now independent of the parity of the
site where we take the half chain cut. The Schmidt spectrum with respect to
a bipartition of the form
{A 2n−11 = Z[1, . . . , 2n− 1],A 2n−12 = Z[2n, . . . , 2N ]}
is obtained by decomposing the eUective site consisting of the sites and links
2n− 1 and 2n. This will be discussed in subsection 4.3.1. Here we will refer
the Schmidt values corresponding to the bipartition A 2n1 and A
2n
2 as ‘the’
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Schmidt values. ‘The’ Schmidt decomposition reads
|Ψu[A]〉 =
pmax∑
q=pmin
Dq∑
αq=1
√
σqαq
∣∣∣ΦA 2n1q,αq 〉⊗ ∣∣∣ΦA 2n2q,αq 〉
where ∣∣∣ΦA 2n1q,αq 〉 ∈ ⊗
j∈A 2n1
Hj and
∣∣∣ΦA 2n2q,αq 〉 ∈ ⊗
j∈A 2n2
Hj
are orthonormal unit vectors. The quantity S
S = −
pmax∑
q=pmin
Dq∑
α=1
σqαq log(σ
q
αq)
then corresponds to the Von Neumann entropy associated to a cut of the
lattice between link [2n] and site 2n+ 1.
4.2.3. Calculus
Consider now a local operator of the form:
O =
2N−1∑
n=1
o˜n,n+1,
o˜2n−1,2n = T2n−2o˜1,2T2n−2, o˜2n,2n+1 = T2n−2o˜2,3T−2n+2
with o˜1,2 resp. o˜2,3 a local operator acting on sites 1 and 2 resp. 2 and 3.
Because we are working on the eUective site n consisting of sites 2n− 1, 2n
and links [2n− 1] and [2n] we rewrite this sum as
O =
N−1∑
n=1
on,n+1
where
on,n+1 = T
n−1oTn−1
with o = o˜1,2+o˜2,3 deVned on the eUective sites 1 and 2 (i.e. on sites 1, 2, 3, 4
and link [1], [2], [3], [4]). In components we have
〈ζ ′1, ζ ′2|o|ζ1, ζ2〉 = 〈κ′1, κ′2|o1,2|κ1, κ2〉 δζ′2,ζ2+δκ′1,κ1δκ′4,κ4 〈κ′2, κ′3|o2,3|κ2, κ3〉
with
ζk = (κ2k−1, κ2k) =
(
(s2k−1, p2k−1), (s2k, p2k)
)
= (s2k−1, p2k−1, s2k, p2k),
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ζ ′k = (κ
′
2k−1, κ
′
2k) =
(
(s′2k−1, p
′
2k−1), (s
′
2k, p
′
2k)
)
= (s′2k−1, p
′
2k−1, s
′
2k, p
′
2k)
(si, s′i ∈ {−1, 1}, pi, p′i ∈ Z). For further use we deVne the matrix elements
(with the notations from above)
〈s′1, s′2, s′3, s′4|oq|s1, s2, s3, s4〉 = 〈ζ ′1, ζ ′2|o|ζ1, ζ2〉
δp′1,q+(s′1−1)/2δp′2,q+(s′1+s′2)/2δp′3,q+(s′1+s′2+s′3−1)/2δp′4,q+(s′1+s′2+s′3+s′4)/2
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δp3,q+(s1+s2+s3−1)/2δp4,q+(s1+s2+s3+s4)/2
δs1+s2+s3+s4,s′1+s′2+s′3+s′4δp4,p′4 (4.29)
The interpretation of the matrix elements 〈s′1, s′2, s′3, s′4|oq|s1, s2, s3, s4〉 is
that they equal the general matrix elements 〈ζ ′1, ζ ′2|o|ζ1, ζ2〉 where we take
into account Gauss’ law. Thereby we interpret the q as the incoming eigen-
value of L(n). Given the charges si and s′i on the matter sites, the Kronecker
delta’s indeed reWect Gauss’ law which tells us to compute pi from pi−1
and si as pi = pi−1 + (si + (−1)i)/2. One recognizes here the matrix
elements occurring in eq. (3.27) for K = 4. As a consequence, the com-
putation of the expectation values only depends on the matrix elements
〈s′1, s′2, s′3, s′4|oq|s1, s2, s3, s4〉.
For the expectation value per site of O with respect to |Ψu[A]〉 we have
lim
N→+∞
1
2N
〈Ψu[A]|O|Ψu[A]〉 = 1
2
Ξ Λ
A A
A A
o .
Let us therefore consider the computation of diagrams of the form
Ξ Λ
A1 A2
A4 A3
o (4.30)
where An has the block structure
[As1,p1,s2,p2n ](q,αq),(r,βr) = [a
q,s1,s2 ]αq ,βr δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 .
(4.31)
and Ξ and Λ are block diagonal
[Ξ](q,αq),(r,βr) = [Ξ
q]αq ,βrδq,r, [Λ](q,αq),(r,βr) = [Λ
q]αq ,βrδq,r (4.32)
and o can be any operator acting on two eUective sites.
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The computation of this diagram is similar to the computation in subsection
4.1.3. First we compute for (k, l) = (1, 2), (4, 3):
(q, αq) Ck,l
ζ1 ζ2
(r, βr) = (q, αq) Ak Al
κ1 κ2
(r, βr)
=
[
cq,s1,s2,s3,s4k,l
]
αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2
δp3,q+(s1+s2−1)/2δp4,q+(s1+s2+s3+s4)/2δr,p4
with [
cq,s1,s2,s3,s4k,l
]
αq ,βr
=
[
aq,s1,s2k a
q+(s1+s2)/2,s3,s4
l
]
αq ,βr
.
Next we compute
(q, αq)
ζ1 ζ2
C1,2
o
(r, βr)
= [dq,s1,s2,s3,s41,2 ]αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δp3,q+(s1+s2−1)/2δp4,q+(s1+s2+s3+s4)/2δr,p4
with
dq,s1,s2,s3,s41,2 =
∑
{s′k}=−1,1
〈s1, s2, s3, s4|oq|s′1, s′2, s′3, s′4〉 cq,s
′
1,s
′
2,s
′
3,s
′
4 .
With these deVnitions we can already compute the following diagrams
Ξ
(q, αq)
(r, βr)A1 A2
A4 A3
o = δq,r
∑
{sk}
[(
c
q−(s1+s2+s3+s4)/2,s1,s2,s3,s4
4,3
)†
Ξq−(s1+s2+s3+s4)/2dq−(s1+s2+s3+s4)/2,s1,s2,s3,s41,2
]
αq ,βr
, (4.33a)
and
(q, αq)
(r, αr)
Ω =
(q, αq)
(r, βr)
Λ
A1 A2
A4 A3
o = δq,r[Ω
q]αq ,βr
= δq,r
∑
{sk}
[
dq,s1,s2,s3,s41,2 Λ
q+(s1+s2+s3+s4)/2
(
cq,s1,s2,s3,s44,3
)†]
αq ,βr
(4.33b)
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which is similar to eq. (4.14). The expectation value can now be computed
easily:
Ξ Λ
A1 A2
A4 A3
o =
pmax∑
q=pmin
tr (ΞqΩq) .
The pseudocode is given below
Algorithm 4.12 Expectation value of a gauge and T2 invariant MPS
Input: a1,a2,a3,a4,Ξ,Λ,o
Output: Outcome of the diagram (4.30)
1: function 〈o〉 = expValMPS(a1,a2,a3,a4,Ξ,Λ,o)
2: for q = pmin : pmax do
3: for s1, s2, s3, s4 = −1, 1 do
4: cq,s1,s2,s3,s41,2 = a
q,s1,s2
1 a
q+(s1+s2)/2,s3,s4
2
5: cq,s1,s2,s3,s44,3 = a
q,s1,s2
4 a
q+(s1+s2)/2,s3,s4
3
6: end for
7: end for
8: for q = pmin : pmax do
9: for s1, s2, s3, s4 = −1, 1 do
10: dq,s1,s2,s3,s41,2 =
∑
{s′k}
〈s1, s2, s3, s4|oq|s′1, s′2, s′3, s′4〉 cq,s
′
1,s
′
2,s
′
3,s
′
4
1,2
11: end for
12: Ωq =
∑
{sk}
dq,s1,s2,s3,s41,2 Λ
q+(s1+s2+s3+s4)/2
(
cq,s1,s2,s3,s44,3
)†
13: end for
14: 〈o〉 =
pmax∑
q=pmin
tr (ΞqΩq)
15: end function
4.2.4. TDVP
According to the TDVP, see section 2.1, given a state |Ψu[A]〉, we have to
Vnd B such that it minimizes
||H |Ψu[A]〉 − |Φ0[B,A]〉 ||2 with 〈Φ0[B,A]|Ψu[A]〉 = 0.
Now A and B take the form eq. (4.25b):
[As1,p1,s2,p2 ](q,αq);(r,βr) = [a
q,s1,s2 ]αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 , (4.34a)
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[Bs1,p1,s2,p2 ](q,αq);(r,βr) = [b
q,s1,s2 ]αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 , (4.34b)
Here we assume that H is gauge invariant and of the form
H =
N−1∑
n=1
Tn−1hT−n+1
where h acts only non-trivially on the eUective sites 1 and 2 (i.e. on sites 1,
2, 3, 4 and link [1], [2], [3] and [4]).
(a) Gauge Vxing in the tangent plane
Because of eq. (4.28), when B obeys the right gauge Vxing condition
B
A
Λ = 0
we can parameterize bq,s1,s2 by a block diagonal matrix with blocks Xq ∈
CD
q×nqR :
bq,s1,s2 = (Ξq)−1/2Xqvq,s1,s2R
(
Λq+(s1+s2)/2
)−1/2
(4.35)
where vqR ∈ Cn
q
R×Dq+(s1+s2)/2 can be obtained from algorithm 4.13. This
algorithm is similar to algorithm 4.3 for the CT invariant case. As discussed
in that algorithm the command ’nullLeft’, line 12, determines the matrix
V˜ qR ∈ Cn
q
R×F q such that the rows of V˜ qR form an orthonormal basis for the
left zero space of W qR ∈ CF
q×Dq . Here we have that
F q =
pmax∑
q=pmin
∑
{sk}
Dq+(s1+s2)/2
and nqR ≥ F q −Dq is the dimension of the kernel of W qr .
Algorithm 4.13 Compute vR for gauge and T2 invariant MPS
Input: a,Ξ,Λ
Output: Tensor vR which allows parameterization eq. (4.35)
1: function vR = computeVR(a,Ξ,Λ)
2: for q = pmin : pmax do
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3: for s1, s2 = −1, 1 do
4: for βq = 1 : Dq do
5: for αr = 1 : Dq+(s1+s2)/2 do
6:
[
W qR
]
(αr,s1,s2),βq
=
[(
Λq+(s1+s2)/2
)1/2
(aq,s1,s2)†
]
αr,βq
7: end for
8: end for
9: end for
10: end for
11: for q = pmin : pmax do
12: V˜ qR = nullLeft(W
q
R)
13: end for
14: for q = pmin : pmax do
15: for s1, s2 = −1, 1 do
16: for αq = 1 : nqR do . n
q
R is rank of V˜
q
R
17: for βr = 1 : Dq+(s1+s2)/2 do
18:
[
vq,s1,s2R
]
αq ,βr
=
[
V˜ qR
]
αq ,(βr,s1,s2)
19: end for
20: end for
21: end for
22: end for
23: end function
The parameterization eq. (1.25),
B(X) = Ξ−1/2 VRX Λ−1/2 ,
is recovered if we put
[X](q,αq),(r,βr) = δq,r[X
q]αq ,βr ,
[V s1,p1,s2,p2R ](q,αq);(r,βr) = [v
q,s1,s2
R ]αq ,βrδp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 .
Note that V˜ qR
(
V˜ qR
)†
= 1nqR
implies that∑
{sk}
vq,s1,s2R
(
vq,s1,s2R
)†
= 1nqR
.
Similarly, if B obeys the left gauge Vxing condition,
Λ
B
A
= 0.
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bq,s1,s2 can be parameterized by Xq ∈ CnqL×Dq :
bq,s1,s2 = (Ξq)−1/2 vq,s1,s2L X
q+(s1+s2)/2
(
Λq+(s1+s2)/2
)−1/2
. (4.36)
The pseudocode to obtain vq,s1,s2L ∈ CD
q×nq+(s1+s2)/2L is presented below,
algorithm 4.14. Here the command ‘nullRight’, determines V˜ qL ∈ CF
q×nqL
such that the columns of V˜ qL form an orthonormal basis for the right zero
space of W qL ∈ CD
q×F q , with
F q =
pmax∑
q=pmin
∑
{sk}
Dq−(s1+s2)/2
and nqL ≥ F q −Dq .
Algorithm 4.14 Compute vL for gauge and T2 invariant MPS
Input: a,Ξ,Λ
Output: Tensor vL which allows parameterization (4.36)
1: function vL = computeVL(a,Ξ,Λ)
2: for q = pmin : pmax do
3: for s1, s2 = −1, 1 do
4: for αq = 1 : Dq do
5: for βr = 1 : Dq−(s1+s2)/2 do
6:
[
W qL
]
αq ,(βr,s1,s2)
=
[(
aq−(s1+s2)/2,s1,s2
)†
(
Ξq−(s1+s2)/2,s1,s2
)1/2]
αq ,βr
7: end for
8: end for
9: end for
10: end for
11: for q = pmin : pmax do
12: V˜ qL = nullRight(W
q
R)
13: end for
14: for q = pmin : pmax do
15: for s1, s2 = −1, 1 do
16: for αq = 1 : Dq do
17: for βr = 1 : n
q+(s1+s2)/2
L do . n
q
L is rank of V˜
q
L
18:
[
vq,s1,s2L
]
αq ,βr
=
[
V˜
q+(s1+s2)/2,s1,s2
L
]
(αq ,s1,s2),βr
19: end for
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20: end for
21: end for
22: end for
23: end function
The parameterization eq. (4.36) agrees with the parameterization eq. (1.26),
B = Ξ−1/2 VL X Λ−1/2
if we put
[X](q,αq),(r,βr) = δq,r[X
q]αq ,βr ,
[V s1,p1,s2,p2L ](q,αq);(r,βr) = [v
q,s1,s2
L ]αq ,βrδp1,q+(s1−1)/2δr,p2δr,q+(s1+s2)/2.
From
(
V˜ qL
)†
V˜ qL = 1nqL
it follows that
∑
{sk}
(
v
q−(s1+s2)/2,s1,s2
L
)†
v
q−(s1+s2)/2,s1,s2
L = 1nqL
.
(b) TDVP equations
Once we parameterized bq,s1,s2 with the block diagonal matrix X , see eq.
(4.35) or eq. (4.36), we have identiVed the variational freedom in the repre-
sentation of |Φ0[B,A]〉. The TDVP dictates that we have to minimize
f(X,X) = (||H |Ψu[A]〉 − |Φ0[B(X), A]〉 ||2)2
with respect to X with [X](q,αq);(r,βr) = δq,r [X
q]αq ,βr .
When B obeys the right gauge Vxing condition we Vnd in a similar way as
in the previous section, see in particular eq. (4.19), that we need to take
[Xq]αq ,βq = [∇XH](q,αq);(q,βq) ,
with
(q, αq)
(q, αq)
∇XH =
Ξ−1/2(q, αq)
(q, βq)
∇BH
VR
Λ−1/2
=
∑
{sk}
[
(Ξq)−1/2
(∇bH)q,s1,s2
(
Λq+(s1+s2)/2
)−1/2 (
vq,s1,s2R
)†]
αq ,βq
,
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[(∇bH)q,s1,s2]αq ,βr = [(∇BH)s1,p1,s2,p2](q,αq),(r,βr)
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2
and
∇BH = Ξ
A
K0 + Ξ Λ
A A
A
h + Ξ Λ
A A
A
h .
As usual we introduced
K0 =
A A
AA
h(1− E)+ Λ .
The computation of K0 will be discussed in (c) and the computation of(∇bH)q,s1,s2 will be discussed in (d).
If B obeys the left gauge Vxing condition, we Vnd as in eq. (4.20) that the
solution X equals
[Xq]αq ,βq = [∇XH](q,αq);(q,βq) ,
with
∇XH
(q, βq)
(q, αq)
= Ξ−1/2
∇BH
VL (q, αq)
Λ−1/2 (q, βq)
=
∑
{sk}
[(
v
q−(s1+s2)/2,s1,s2
L
)† (
Ξq−(s1+s2)/2
)−1/2
(∇bH)q−(s1+s2)/2,s1,s2 (Λq)−1/2]
αq ,βq
,
[(∇bH)q,s1,s2]αq ,βr = [(∇BH)s1,p1,s2,p2](q,αq),(r,βr)
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 ,
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∇BH = L0
A
Λ + Ξ Λ
A A
A
h + Ξ Λ
A A
A
h .
The computation of L0,
L0 =
A A
AA
h (1− E)+Λ
will be discussed in (c) and the computation of
(∇bH)q,s1,s2 in (d).
(c) Computing (1− eikE)+
If Ω is block diagonal, [Ω](q,α);(r,β) = δq,r[Ωq]αq ,βr , the equations
K = (1− eikE)+ Ω ,
L = (1− eikE)+Ω
are equivalent to
Kq − eik
∑
{sk}
aq,s1,s2Kq+(s1+s2)/2 (aq,s1,s2)† =
Ωq − δk,0
 pmax∑
q′=pmin
tr
(
Ξq
′
Ωq
′)Λq
and
Lq − eik
∑
{sk}
(
aq−(s1+s2)/2,s1,s2
)†
Lq−(s1+s2)/2aq−(s1+s2)/2,s1,s2 =
Ωq − δk,0
 pmax∑
q′=pmin
tr
(
Ωq
′
Λq
′)Ξq.
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Therefore K and L can be computed with a method that solves the previous
equations iteratively in
O
(
4NiterP max
q
(Dq)3
)
time. The algorithms for computing these inverses are presented in the pseu-
docode of algorithms 4.15 and 4.16 and are very similar to the algorithms 4.5
and 4.6 for the CT invariant case.
Algorithm 4.15 Determine
(
1− eikE)+ acting on the right (T2 and gauge
invariant case)
Input: a,Ω,k,Ξ,Λ
Output: K .
1: functionK = invTransRight(a,Ω,k,Ξ,Λ)
2: if k = 0 then
3: for q = pmin : pmax do
4: Ωq ← Ωq − δk,0
 pmax∑
q′=pmin
tr
(
Ξq
′
Ωq
′)Λq
5: end for
6: end if
7: K = bicgstab(@(K)ApplyTransRight(K ,a,k),Ω)
8: end function
9: functionK ′ = ApplyTransRight(K ,a,k)
10: for q = pmin : pmax do
11: K ′q = Kq − eik
∑
{sk}
aq,s1,s2Kq+(s1+s2)/2 (aq,s1,s2)†
12: end for
13: end function
Algorithm 4.16 Determine
(
1− eikE)+ acting on the left (T2 and gauge
invariant case)
Input: a,Ω,k,Ξ,Λ
Output: L.
1: function L = invTransLeft(a,Ω,k,Ξ,Λ)
2: if k = 0 then
3: for q = pmin : pmax do
4: Ωq ← Ωq − δk,0
 pmax∑
q′=pmin
tr
(
Ωq
′
Λq
′)Ξq
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5: end for
6: end if
7: L = bicgstab(@(L)ApplyTransLeft(L,a,k),Ω)
8: end function
9: function L′ = ApplyTransLeft(L,a,k)
10: for q = pmin : pmax do
11: L′q = Lq − eik
∑
{sk}
(
aq−(s1+s2)/2,s1,s2
)†
Lq−(s1+s2)/2aq−(s1+s2)/2,s1,s2
12: end for
13: end function
For the computation of K0 and L0 we need to apply the algorithms for
Ω = Ξ
A A
A A
h and Ω = Λ
A A
A A
h ,
where Ω can be computed as in eq. (4.33).
(d) EXcient computation of∇bH
For the computation of ∇bH we need to compute the following type of
diagrams:
Ξ
A
(q, αq) (r, βr)
Λ
ζ
, Ξ
ζ
Λ
A1 A2
(r, βr)(q, αq)
A3
o , Ξ
ζ
Λ
A1 A2
(q, αq) (r, βr)
A3
o (4.37)
where ζ = (s1, p1, s2, p2), p1 = q+ (s1 − 1)/2, r = p2 = q+ (s1 + s2)/2, Ξ
and Λ are block diagonal and An take the form eq. (4.34):
[Ξ](q,αq);(r,βr) = δq,r[Ξ
q]αq ,βr , [Λ](q,αq);(r,βr) = δq,r[Λ
q]αq ,βr
[As1,p1,s2,p2n ](q,αq);(r,βr) = δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 [a
q,s1,s2
n ]αq ,βr .
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For the Vrst diagram we Vnd
Ξ
A
(q, αq) (r, βr)
Λ
ζ
= (q, αq) Ξ A Λ (r, βr)
ζ
=
[
Ξqaq,s1,s2Λq+(s1+s2)/2
]
αq ,βr
δp1,q+(s1−1)/2δr,p2δr,q+(s1+s2)/2. (4.38)
with ζ = (s1, p1, s2, p2).
To compute the two other diagrams, as in subsection 2.1.3, we start with
(q, αq) C1,2
ζ1 ζ2
(r, βr) = (q, αq) A1 A2
ζ1 ζ2
(r, βr)
=
[
aq,s1,s21 a
q+(s1+s2)/2,s3,s4
2
]
αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δp3,q+(s1+s2+s3−1)/2
δp4,q+(s1+s2+s3+s4)/2δr,p4
(ζk = (s2k−1, p2k−1, s2k, p2k)) and then apply o:
(q, αq) D1,2
ζ1 ζ2
(r, βr) =
(q, αq)
ζ1) ζ2
C1,2
o
(r, βr)
=
∑
{s′k}
〈s1, s2, s3, s4|oq|s′1, s′2, s′3, s′4〉
[
cq,s
′
1,s
′
2,s
′
3,s
′
4
]
αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δp3,q+(s1+s2+s3−1)/2
δp4,q+(s1+s2+s3+s4)/2δr,p4
(〈s1, s2, s3, s4|oq|s′1, s′2, s′3, s′4〉 is deVned in eq. (4.29)).
The outcome of the diagrams eq. (4.37) can now easily be computed:
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Next, we perform the following contractions (ζ = (s1, p1, s2, p2))
(q, αq) E
ζ
(r, βr) =
(q, αq)
ζ
Λ
D1,2
(r, βr)
A3
=
∑
{s′k}
[
d
q,s1,s2,s′1,s
′
2
1,2 Λ
q+(s1+s2+s′1+s
′
2)/2
(
a
q+(s1+s2)/2,s′1,s
′
2
3
)†]
αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 ,
(q, αq) F
ζ
(r, βr) = Ξ
ζ
A3
D1,2 (r, βr)
(q, αq)
=
∑
{s′k}
[(
a
q−(s′1+s′2)/2,s′1,s′2
3
)†
Ξq−(s
′
1+s
′
2)/2
d
q−(s′1+s′2)/2,s′1,s′2,s1,s2
1,2
]
αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 ,
hence
Ξ
ζ
Λ
A1 A2
(r, βr)(q, αq)
A3
o = (q, αq) Ξ E
ζ
(r, βr)
=[Ξqeq,s1,s2 ]αq ,βrδp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 ,
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Ξ
ζ
Λ
A1 A2
(q, αq) (r, βr)
A3
o = (q, αq) F
ζ
Λ (r, βr)
=
[
f q,s1,s2Λq+(s1+s2)/2
]
αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 .
The steps are summarized in algorithms 4.17 and 4.18. The algorithm 4.17
gives the outcome of the diagram
Ξ
ζ
Λ
A1 A2
(r, βr)(q, αq)
A3
o (4.39)
and algorithm 4.18 concerns the computation of the diagram
Ξ
ζ
Λ
A1 A2
(q, αq) (r, βr)
A3
o (ζ = (s1, p1, s2, p2). (4.40)
Both diagrams result in a tensor A∗ which has the same form as the An:
[As1,p1,s2,p2∗ ](q,αq);(r,βr) = δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 [a
q,s1,s2∗ ]αq ,βr .
The computation time scales with
O
(
42NiterP max
q
(Dq)3
)
.
Algorithm 4.17 Diagram (4.39) for gauge and T2 invariant MPS
Input: a1,a2,a3,Ξ,Λ,o
277
Ground state properties and spectrum for α 6= 0
Output: Outcome a∗ of the diagram (4.39)
1: function a∗ = computeDiagram1(a1,a2,a3,Ξ,Λ,o)
2: for q = pmin : pmax do
3: for s1, s2, s3, s4 = −1, 1 do
4: cq,s1,s2,s3,s41,2 = a
q,s1,s2
1 a
q+(s1+s2)/2,s3,s4
2
5: end for
6: end for
7: for q = pmin : pmax do
8: for s1, s2, s3, s4 = −1, 1 do
9: dq,s1,s2s3,s41,2 =
∑
{s′k}
〈s1, s2, s3, s4|oq|s′1, s′2, s′3, s′4〉 cq,s
′
1,s
′
2,s
′
3,s
′
4
1,2
10: end for
11: end for
12: for q = pmin : pmax do
13: for s1, s2 = −1, 1 do
14: eq,s1,s2 =
∑
{s′k}
[
d
q,s1,s2,s′1,s
′
2
1,2 Λ
q+(s1+s2+s′1+s
′
2)/2
(
a
q+(s1+s2),s′1,s
′
2
3
)†]
15: aq,s1,s2∗ = Ξqeq,s1,s2
16: end for
17: end for
18: end function
Algorithm 4.18 Diagram (4.40) for gauge and T2 invariant MPS
Input: a1,a2,a3,Ξ,Λ,o
Output: Outcome a∗ of the diagram (4.40)
1: function a∗ = computeDiagram2(a1,a2,a3,Ξ,Λ,o)
2: for q = pmin : pmax do
3: for s1, s2, s3, s4 = −1, 1 do
4: cq,s1,s2,s3,s41,2 = a
q,s1,s2
1 a
q+(s1+s2)/2,s3,s4
2
5: end for
6: end for
7: for q = pmin : pmax do
8: for s1, s2, s3, s4 = −1, 1 do
9: dq,s1,s2s3,s41,2 =
∑
{s′k}
〈s1, s2, s3, s4|oq|s′1, s′2, s′3, s′4〉 cq,s
′
1,s
′
2,s
′
3,s
′
4
1,2
10: end for
11: end for
12: for q = pmin : pmax do
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13: for s1, s2 = −1, 1 do
14: f q,s =
∑
{s′k}=−1,1
(
a
q−(s′1+s′2)/2,s′1,s′2
3
)†
Ξq−(s
′
1+s
′
2)/2
d
q−(s′1+s′2)/2,s′1,s′2,s1,s2
1,2
15: aq,s1,s2∗ = f q,s1,s2Λq+(s1+s2)/2
16: end for
17: end for
18: end function
(e) TDVP algorithm for gauge and T2 invariant MPS
In algorithm 4.19 we present the ‘gauged T2 invariant version’ of algorithm
2.1. One notices that this algorithm is very similar to that of the previous
section, algorithm 4.9. The input ‘stringGaugeFix’ is the desired form of the
output b: ‘left’ if we want b to obey the left gauge Vxing condition and ‘right’
if we want b to obey the right gauge Vxing condition. The computation time
of the algorithm, when P, 2 maxqDq , scales with
O
(
42NiterP max
q
(Dq)3
)
.
Algorithm 4.19 Compute gradient TDVP for gauge and T2 invariant MPS
Input: a,Ξ,Λ, h, stringGaugeFix
Output: X, b
1: function [X, b] = TDVPdirection(a,Ξ,Λ,h,stringGaugeFix)
2: a1 = computeDiagram1(a,a,a,Ξ,Λ,h) . Algorithm 4.17
3: a2 = computeDiagram2(a,a,a,Ξ,Λ,h) . Algorithm 4.18
4: switch stringGaugeFix do
5: case ‘right’
6: Ω = Λ
A A
A A
h . Eq. (4.33)
7: K0 = invTransRight(A,Ω,0,Ξ,Λ) . Algorithm 4.15
8: for q = pmin : pmax do
9: for s1, s2 = −1, 1 do
10: aq,s1,s23 = Ξ
qaq,s1,s2K
q+(s1+s2)/2
0
11:
(∇bH)q,s1,s2 = aq,s1,s21 + aq,s1,s22 + aq,s1,s23
12: end for
13: end for
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14: vR = computeVR(a,Ξ,Λ) . Algorithm 4.13
15: for q = pmin : pmax do
16: Xq =
∑
{sk}
[
(Ξq)−1/2
(∇bH)q,s1,s2(
Λq+(s1+s2)/2
)−1/2 (
vq,s1,s2R
)†]
17: end for
18: for q = pmin : pmax do
19: for s1, s2 = −1, 1 do
20: bq,s1,s2 = (Ξq)−1/2Xqvq,s1,s2R
(
Λq+(s1+s2)/2
)−1/2
21: end for
22: end for
23: case ‘left’
24: Ω = Ξ
A A
A A
h . Eq. (4.33)
25: L0 = invTransLeft(a,Ω,0,Ξ,Λ) . Algorithm 4.16
26: for q = pmin : pmax do
27: for s1, s2 = −1, 1 do
28: aq,s1,s23 = L
q
0a
q,s1,s2Λq+(s1+s2)/2
29:
(∇bH)q,s1,s2 = aq,s1,s21 + aq,s1,s22 + aq,s1,s23
30: end for
31: end for
32: vL = computeVL(a,Ξ,Λ) . Algorithm 4.14
33: for q = pmin : pmax do
34: Xq =
∑
{sk}
[(
v
q−(s1+s2)/2,s1,s2
L
)† (
Ξq−(s1+s2)/2
)−1/2
(∇bH)q−(s1+s2)/2,s1,s2 (Λq)−1/2]
35: end for
36: for q = pmin : pmax do
37: for s1, s2 = −1, 1 do
38: bq,s1,s2 = (Ξq)−1/2 vq,s1,s2L X
q+(s1+s2)/2(
Λq+(s1+s2)/2
)−1/2
39: end for
40: end for
41: end switch
42: end function
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Now we have rewritten the function ‘TDVPdirection’ we can use the algo-
rithms 2.2 and 2.3 to perform a steepest descent or to perform real-time
evolution.
When using algorithm 2.2 to Vnd an optimal approximation |Ψu[A]〉 of the
ground state of H where now A is automatically gauge invariant,
(q, αq) A
(s1, p1, s2, p2)
(r, βr) = [aq,s1,s2 ]αq ,βrδp,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 ,
the steepest descent just keeps on computing [X, b] = TDVPdirection(a,Ξ,Λ,h)
and updates a according to
aq,s1,s2 ← aq,s1,s2 − bq,s1,s2dτ
for dτ small. The algorithm has converged to its optimal approximation
when
normGrad =
√√√√ pmax∑
q=pmin
tr
(
(Xq)†Xq
)
is suXciently small. Instead of normalizing with the general algorithm 1.1,
we now have to use algorithm 4.11. With these comments, we can apply
the algorithm 2.2 in exactly the same way, we refer to is pseudocode for the
details.
In a similar way we can now apply algorithm 2.3 to perform real-time evolu-
tion with a time-independent Hamiltonian by invoking the function [X, b] =
TDVPdirection(a,Ξ,Λ,h) via algorithm 4.19. In this formulation it is hard
to let the bond dimension grow during the evolution as the TDPV here
is developed for an optimal evolution within the manifold of MPS with a
Vxed bond dimension. In general however, we expect the entanglement to
grow with time during real-time evolution and it would thus be convenient
to increase the bond dimension. Therefore we will rather use the iTEBD
method that will be discussed in the next section.
4.2.5. Excitations in the tangent plane
Assume now we have found |Ψu[A]〉 with
(q, αq) A
(s1, p1, s2, p2)
(r, βr) = [aq,s1,s2 ]αq ,βrδp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 .
which is a T2 and gauge invariant MPS approximation for the ground state
of H. Then we can use the tangent vectors |Φk[B,A]〉, see eq. (1.16), to
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approximate the one-particle excitations with momentum k ∈ [−pi, pi[, see
section 1.3. Gauge invariance is imposed if
(q, αq) B
(s1, p1, s2, p2)
(r, βr) = [bq,s1,s2 ]αq ,βrδp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 .
As in the general case, because the excitations should be orthogonal to the
ground state we can impose either the right gauge Vxing condition eq. (1.20)
or the left gauge Vxing condition eq. (1.19) on B. In both cases, it is then
possible to parameterize B by a matrix X , see eq. (4.35) for the right gauge
Vxing condition and eq. (4.36) for the left gauge Vxing condition. As dis-
cussed in section 2.2, the optimal approximation |Φk[B,A]〉 for the excited
states is found by solving the eigenvalue problem
H˜effk (X) = EkX
where H˜effk (X) can be found in eqs. (2.20) and (2.21).
Let us now assume that B obeys the left gauge Vxing condition and thus
that b is parameterized as in eq. (4.36). Then in eq. (2.20) H˜k is computed
and this involves computing diagrams of the form:
Ξ
A
(q, αq) (r, βr)
Λ
ζ
, Ξ
ζ
Λ
A1 A2
(r, βr)(q, αq)
A3
h , Ξ
ζ
Λ
A1 A2
(q, αq) (r, βr)
A3
h .
These can be computed as discussed in equation eq. (4.38) and algorithms
4.17 and 4.18. Note also that eq. (2.20) involves the computation of the
pseudo inverses (1 − eikE)+ which can be performed using the algorithms
4.15 and 4.16. After performing the contractions in eq. (2.20) we obtain the
tensor H˜k[X] which takes the form[(
H˜k[X]
)s1,p1,s2,p2]
(q,αq),(r,βr)
=
[(
h˜k[X]
)q,s1,s2]
αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 .
Computing diagram (2.21) yields then that[
H˜k(X)
]
(q,αq),(r,βr)
= δq,r
[(
H˜effk (X)
)q]
αq ,βr
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with(
H˜effk (X)
)q
=
∑
{sk}
[(
v
q−(s1+s2)/2,s1,s2
L
)† (
Ξq−(s1+s2)/2
)−1/2
(
h˜k[X]
)q−(s1+s2)/2,s1,s2
(Λq)−1/2
]
.
The eigenvalue equation H˜effk (X) = EkX thus boils down to Vnding the
blocks Xq ∈ CDq×Dq of the block diagonal matrix X such that ,(
H˜effk (X)
)q
= EkX
q, q = pmin, . . . , pmax.
The pseudocode is presented in algorithm 4.20 and is similar to algorithms
2.4 and 4.10. The main function ’ElementaryExcitation’ invokes the iter-
ative eigensolver ’eigs’ to Vnd the lowest eigenvalues of ’ApplyHeU’. As
discussed above, ’ApplyHeU’ computes, given the block diagonal matrix X ,(
H˜effk (X)
)q
in
O
(
42PNiter max
q
(Dq)3
)
time where Niter originates from the computation of L0, L2, L3, L4 and K1
which also need an iterative method, see algorithms 4.15 and 4.16.
Algorithm 4.20 Excitations in the tangent plane for T2 and gauge invariant
MPS
Input: a,k, h
Output: {Xk}, {Ek}
1: function [{Xk}, {Ek}] = ElementaryExcitation(a,k,h)
2: [a,Ξ,Λ] = normalizeUmps(a) . Algorithm 4.11
3: Ω = Λ
A A
A A
h . Eq. (4.33)
4: K0 = invTransRight(a,Ω,0,Ξ,Λ) . Algorithm 4.15
5: Ω = Ξ
A A
A A
h . Eq. (4.33)
6: L0 = invTransLeft(a,Ω,0,Ξ,Λ) . Algorithm 4.16
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7: vL = computeVL(a,Ξ,Λ) . Algorithm 4.14
8: [{Xk}, {Ek}] = eigs(@(X)ApplyHeU(X ,a,K0,L0,Λ,Ξ,vL,h,k))
9: end function
10: function Heffk [X] = ApplyHeff(X ,a,K0,L0,Λ,Ξ,VL,h,k)
11: for q = pmin : pmax do
12: for s1, s2 = −1, 1 do
13: bq,s1,s2 = (Ξq)−1/2 vq,s1,s2L X
q+(s1+s2)/2
(
Λq+(s1+s2)/2
)−1/2
14: end for
15: end for
16: Ω = Ξ
B A
A A
h . Eq. (4.33)
17: L2 = invTransLeft(a,Ω,−k,Ξ,Λ) . Algorithm 4.16
18: Ω = Ξ
A B
A A
h . Eq. (4.33)
19: L3 = invTransLeft(a,Ω,−k,Ξ,Λ) . Algorithm 4.16
20: Ω = L0
B
A
. Eq. (4.27)
21: L4 = invTransLeft(a,Ω,−k,Ξ,Λ) . Algorithm 4.16
22: Ω =
B
A
Λ . Eq. (4.28)
23: K1 = invTransRight(a,Ω,k,Ξ,Λ) . Algorithm 4.15
24: Compute H˜k[X], eq. (2.20) . Eq. (4.38), algorithms 4.17 and 4.18
25: for q = pmin : pmax do
26:
(
H˜effk (X)
)q
=
∑
{sk}
[(
v
q−(s1+s2)/2
L
)†
(
Ξq−(s1+s2)/2
)−1/2 (
h˜k[X]
)q−(s1+s2)/2,s1,s2
(Λq)−1/2
]
27: end for
28: end function
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4.2.6. Application to the Schwinger model
In section 2.2 and section 3.3 of part I we apply this formalism to the Schwinger
model with α 6= 0, i.e. to the Hamiltonian
H =
g
2
√
x
(
2N∑
n=1
[L(n) + α]2 +
√
x
g
m
2N∑
n=1
(−1)n (σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
.
By blocking sites 2n − 1, 2n and link 2n − 1 and link 2n into one eUective
site the Hamiltonian can be written as
H =
N−1∑
n=1
(
T2
)n−1
h
(
T2
)−n+1
(N → +∞)
h =
g
2
√
x
(
[L(1) + α]2 + [L(2) + α]2 +
√
x
g
m
(−σz(1) + σz(2) + 2)
+ x
(
σ+(1)eiθ(1)σ−(2) + σ+(2)eiθ(2)σ−(3) + h.c.
))
.
For our applications we will be interested in the string tension σα which is
the diUerence of the ground state energy for α 6= 0 with the ground state
energy for α = 0 per unit of length. Therefore we will immediately subtract
this contribution from the Hamiltonian. More speciVcally, if 0 is the ground
state energy per site of H with α = 0, i.e. 0 = xω0 with ω0 the energy
density computed in eq. (4.24), then we renormalize h by
h← h− 2ω01⊗ 1.
Using the TDVP, see subsection 4.2.4, we obtain the ground state approxi-
mation |Ψu[A]〉 with
[As1,p1,s2,p2 ](q,αq);(r,βr) = [a
q,s1,s2 ]αq ,βrδp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 .
In our computations we stopped the steepest descent method when
normGrad ≈ 5 × 10−9 − 10−9. With this renormalized Hamiltonian the
string tension equals
σα =
√
x
2
Ξ Λ
A A
A A
h .
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We will also be interested in the electric Veld
Eα = Ξ Λ
A A
A A
oE
with
oE =
(
L(1) + L(2)
)
/2.
These diagrams can be computed using algorithm 4.12. Therefore we only
need the matrix elements
〈s1, s2, s3, s4|hq|s′1, s′2, s′3, s′4〉 =
g
2
√
x
(
δs1,s′1δs2,s′2δs3,s′3δs4,s′4(
(q + s1 − 1)/2)2 + (q + s1 + s2)/2)2 +
√
x
g
m(−s1 + s2 + 2)− 2xω0
)
+x
(
δs1,s′2δs1,s′2δs1,−s′1δs2,−s′2δs3,s′3 + δs1,s′1δs2,s′3δs′2,s3δs3,−s′3δs2,−s′2
)
δs4,s′4
)
〈s1, s2, s3, s4|oqE |s′1, s′2, s′3, s′4〉 = δs1,s′1δs2,s′2δs3,s′3δs4,s′4
q + s1 − 1 + (s2 + 1)/2
2
see eq. (4.29).
The Schmidt spectrum is obtained as discussed in subsection 4.2.2. In partic-
ular we are interested in the renormalized entropy ∆Sα associated to a half
cut of the lattice which is the diUerence of the entropy of the ground state of
Hα with α 6= 0 with the entropy of the ground state of H0 with α = 0. We
always assume that the half cut is taken between an even and an odd site.
To Vnd the excitations we put the ground state energy equal to zero, i.e.
h← h− Ξ Λ
A A
A A
h 1⊗ 1Ek
and we apply then algorithm 4.20 to Vnd the excitation energies Ek and the
corresponding approximations for the eigenstates |Φk[B,A]〉 with
[Bs1,p1,s2,p2 ](q,αq);(r,βr) = [b
q,s1,s2 ]αq ,βrδp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 .
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4.2.7. Real-time evolution within the coherent state
approximation
Using the one-particle excitations we can approximate real-time evolution
within the one-particle spectrum of Hα. If Hα0 is the Hamiltonian in an
electric background Veld α0
Hα0 =
g
2
√
x
(
2N∑
n=1
[L(n) + α0]
2 +
√
x
g
m
2N∑
n=1
(−1)n(σz(n) + (−1)n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
.
and Hα is the Hamiltonian in an electric background Veld α, then we can
write (up to an irrelevant constant)
Hα = Hα0 + V
where
V =
g√
x
2N∑
n=1
L(n)
and  = α− α0. Now we approximate Hα by a free bosonic Hamiltonian of
the form
Hα =
∫
dk
(∑
m
Em(k)a
†
m(k)am(k)
)
. (4.41)
Here the integral goes over the momenta from −pi till pi, the sum over m
goes over all one-particle excitations and Em(k) is positive. The operators
am and a
†
m are the annihilation and creation operators of the one-particle
excitations with energy Em(k) and momentum k which satisfy the canonical
commutation relations
[an(k
′), a†m(k)] = δ(k
′ − k)δm,n, [am(k′), an(k′)] = 0, [a†n(k′), a†m(k)] = 0.
Using the TDVP, algorithm 4.19, we have a uMPS approximation |Ψu[A]〉 for
the ground state of Hα and by using algorithm 4.20 we have a MPS approxi-
mation |Φk[Bm(k), A]〉 for them-th one-particle excitation with momentum
k and energy Em(k). They are normalized as
〈Ψu[A]|Ψu[A]〉 = 1 (4.42a)
〈Ψu[A]|Φk[Bm(k), A]〉 = 2piδ(k)δm,0N1eff [A,Bm(k)] (4.42b)
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〈Φk′ [Bn(k′), A]|Φk[Bm(k), A]〉 = 2piδ(k − k′)δn,mN2eff [Bn(k′), Bm(k)]
(4.42c)
whereN1eff andN
2
eff are Vnite values depending on the tensors of the MPS,
see subsection 1.3.5. We will normalize the states such that N2eff = 1. The
delta-Dirac functions originate from the inVnite lattice length and have to
be read as
δ(k − k′) = lim
N→+∞
2N
2pi
δk,k′ (4.43)
where 2N (N → +∞) is the number of sites on the lattice. In this approxi-
mation we have that
Hα |Ψu[A]〉 = 0,Hα |Φk[Bm(k), A]〉 = Em(k) |Φk[Bm(k), A]〉 ,
and
am(k)
† |Ψu[A]〉 = 1√
2pi
|Φk[Bm(k), A]〉 , am(k) |Ψu[A]〉 = 0. (4.44)
We now want to express the ground state |0〉0 ofHα0 in terms of the ground
state |Ψu[A]〉 and the excitations |Φk[B,A]〉 of Hα. Therefore, similar as eq.
(4.41) we approximate Hα0 up to second order in (am(k), a
†
m(k)):
Hα0 =
∫
dk
∫
dk′
(∑
m,n
µm,n(k, k
′)am(k)†an(k′)
)
+
∫
dk
(∑
m
cm(k)am(k) +
∑
m
c¯m(k)a
†
m(k)
)
.
Because Hα0 is Hermitian, µm,n should also be a Hermitian operator (in
the indices (m,n)). Using the ground state |Ψu[A]〉 and the one-particle
excitations |Φk[Bm(k), A]〉 of Hα it follows from eq. (4.41) and eq. (4.44)
that we can compute the coeXcients µm,n and cm as
µm,n(k, k
′) =
1
2pi
〈Φk[Bm(k), A]|Hα|Φk′ [Bn(k′), A]〉 (4.45a)
cm(k) =
1√
2pi
〈Ψu[A]|Hα|Em(k)〉 (4.45b)
If we renormalize Hα0 such that
〈Ψu[A]|Hα0 |Ψu[A]〉 = 0
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and normalize the states in (4.42) with N2eff = 1, the right-hand side of eq.
(4.45) is normalized as follows:
〈Φk[Bm(k), A]|Hα0 |Φk′ [Bn(k′), A]〉 = 2piδ(k − k′)H1eff [Bm(k′), Bn(k)]
(4.46a)
cm(k) = 〈Ψu[A]|Hα0 |Φk[Bm(k), A]〉 = 2piδ(k)H2eff [A,Bm(k)] (4.46b)
where H1eff and H
2
eff are Vnite quantities that can be computed from eqs.
(1.29a) and (1.30i).
Using eq. (4.45) and (4.46) we rewrite Hα0 now:
Hα0 =
∫
dk
(∑
m,n
Mm,n(k)a
†
m(k)an(k)
+
∑
m
cm(k)am(k) +
∑
m
c¯m(k)a
†
m(k)
)
where
Mm,n(k) = H
1
eff [Bm(k), Bn(k)], (4.47a)
cm(k) =
√
2piH2eff [A,Bm(0)]δ(k). (4.47b)
Hα0 is now diagonalized by the following transformations:
br(k) =
∑
m
(
Ur,m(k)am(k) +
Ur,m
Er
C¯m(k)
)
where U(k) is the unitary transformation which diagonalizeM(k) and E(k)
is the diagonal matrix containing the eigenvalues of M(k), i.e. M(k) =
U(k)†E(k)U(k). In vector notation we can write this transformation as
b(k) = U(k)a(k) + E−1(k)U(k)c¯(k) (4.48)
or
a(k) = U †(k)b(k)− U †(k)E−1(k)U(k)c¯(k).
One easily veriVes now that
Hα0 =
∫
dk
(∑
r
Er(k)b
†
r(k)br(k)−
∑
m,n
[M−1]m,n(k)cm(k)c¯n(k)
)
.
Some remarks are in order here
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i. The last term in Hα0 is a constant (divergent) term and can be omit-
ted. This terms is only necessary if we are doing computations in the
eigenbasis of Hα because it is this term which assures us that
〈Ψu[A]|Hα|Ψu[A]〉 = 0.
ii. In the Hamiltonian there appear terms of the form cm(k)cn(k) which
is ill deVned as cm(k) ∝ δ(k). One regularize this by replacing the
Dirac-functions by δ(k) → δk,02N/(2pi) and the dk by dk → 2pi/2N
(2N the number of sites on the lattice, 2N → +∞).
iii. Er(k) should be positive, otherwise the quadratic expansion of H0 in
the creation and annihilation operators a†n(k) and an(k) is certainly
not valid anymore.
Now we have diagonalized Hα0 , the ground state |0〉0 of Hα0 is the state
satisfying
br(k) |0〉0 = 0,∀k ∈ [−pi, pi[ and ∀r, (4.49a)
or
am(k) |0〉0 = dm(k) |0〉0 (4.49b)
where
dm(k) = −
∑
r
[M(k)−1]m,r c¯r(k) (4.49c)
as follows from (4.48). Note that if k 6= 0 that dm(k) = 0, so for non-
zero momenta (in this approach) Hα0 and Hα have the same vacuum. This
can be interpreted as the fact that a translation invariant quench cannot
create particles with non-zero momentum out of the vacuum. Again, in the
calculation for k = 0, dm(k) involves a Delta-dirac distribution which can
be regularized by (4.43).
Assume now we want to compute expectation values with respect to |0〉0 of
a translation invariant observable
O =
2N∑
n=1
Tn−1oT−n+1
where o has only support on sites 1 and 2. Then we expand this operator
similar as Hα0 quadratically in the annihilation and creation operators of
Hα
O =
∫
dk
(∑
m
o2,m(k)am(k) + o¯2,m(k)a
†
m(k)
)
+
∫
dk
∫
dk′
(∑
m,n
o1,m,n(k, k
′)a†m(k)an(k
′)
)
.
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We renormalize O such that 〈Ψu[A]|O|Ψu[A]〉 = 0. The coeXcients can be
extracted similar to (4.46):
o1,m,n(k, k
′) =
1
2pi
〈Φk[Bm(k), A]|O |Φk′ [Bn(k′), A]〉
= δ(k − k′)O1eff [Bm(k), Bn(k′)]
o2,m(k) =
1√
2pi
〈Ψu[A]|O|Φk[Bm(k), A]〉 =
√
2piδ(k)O2eff [A,Bm(k)]
where O1eff and O
2
eff are Vnite quantities that can be computed from eqs.
(1.29a) and (1.30i).
Hence we Vnd
O =
∑
m
(
o2,mam(0) + o¯2,ma
†
m(0)
)
+
∫
dk
(∑
m,n
o1,m,n(k)a
†
m(k)an(k)
)
(4.50)
with
o1,m,n(k) = O
1
eff [Bm(k), Bn(k)],
o2,m =
√
2piO2eff [A,Bm(0)].
To perform real-time evolution with Hα we will work in the Heisenberg
picture. The creation- and annihilation operator a†m(k) and am(k) satisfy
the following diUerential equation
a˙m(k) = i[Hα, am(k)] = −iEm(k)am(k) and a˙†m(k) = iEm(k)a†m(k)
(4.51)
which can be solved as
am(k, t) = e
−iEm(k)tam(k) and a†m(k, t) = e
iEm(k)ta†m(k).
In the Heisenberg picture (4.50) becomes
O(t) =
∑
m
(
o2,mam(0, t) + o¯2,ma
†
m(0, t)
)
+
∫
dk
(∑
m,n
o1,m,n(k)a
†
m(k, t)an(k, t)
)
and the expectation value with respect to |0〉0, the vacuum of Hα0 , see eq.
(4.49), then reads
〈0|O(t)|0〉0 =
∑
m
o2,mdm(0)e
−iEm(0)t +
∑
m
o¯2,md¯m(0)e
iEm(0)t
+
∫
dk
(∑
m,n
o1,m,ne
i(Em(k)−En(k))td¯m(k)dn(k)
)
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where we used eqs. (4.49) and (4.51). As already noted before, dm(k) involves
a delta-Dirac contribution: dm(k) = δ(k)d′m. The expression 〈0|O(t)|0〉
is regularized by δ(k) → δk,02N/(2pi) and dk = 2pi/2N . This yields the
following results:
〈0|O(t)|0〉 = 2N
2pi
[∑
m
o2,md
′
me
−iEm(0)t
+
∑
m
o¯2,md¯
′
me
iEm(0)t +
(∑
m,n
o1,m,ne
i(Em(0)−En(0))td¯′md
′
n
)]
.
Because O =
∑2N−1
n=1 T
n−1oT−n+1, 〈0|O(t)|0〉 will scale with the number of
lattice sites. It follows that
1
2N
〈0|O(t)|0〉 = 1
2pi
[∑
m
o2,md
′
me
−iEm(0)t +
∑
m
o¯2,md¯
′
me
iEm(0)t
+
(∑
m,n
o1,m,ne
i(Em(0)−En(0))td¯′md
′
n
)]
is the expectation value per site and is Vnite.
4.3. iTEBD for the Schwinger model
4.3.1. Real-time evolution
At t = 0 we assume that we have a uMPS approximation |Ψu[A1,2]〉, see eq.
(4.25), for the ground state of
H0 =
g
2
√
x
(
2N∑
n=1
[L(n) + α0]
2 +
√
x
g
m
2N∑
n=1
(−1)nσz(n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
.
obtained by for instance using the TDVP, see subsection 4.2.4. Gauge invari-
ance implies that A1,2 takes the form
(q, αq) A1,2
(s1, p1, s2, p2)
(r, βr) =
[
aq,s1,s21,2
]
αq ,βr
δp1,q+(s1−1)/2δp2,q+(s1+s2)/2δr,p2 ,
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with q, r, p2 ∈ Z[p1min, p1max] and p1 ∈ Z[p2min, p2max] and aq,s1,s21,2 ∈ CD
q
1×Dr1 .
Now we want to evolve the state with the Hamiltonian
Hα =
g
2
√
x
(
2N∑
n=1
[L(n) + α]2 +
√
x
g
m
2N∑
n=1
(−1)nσz(n)
+ x
2N−1∑
n=1
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
.
according to the Schrödinger equation: |Ψ(t)〉 = exp(−iHαt) |Ψu[A1,2]〉.
We will use the iTEBD algorithm to approximate the real-time evolution
within the class of MPS. As discussed in section 2.3, the iTEBD algorithm
expands the operator exp(−iHαdt) through a Trotter-Suzuki decomposition
[123] as a sequence of two-site gatesUn,n+1(dt′) = exp(−ihn,n+1dt′) (dt′ ≤
dt < 1) that are rearranged into the gates Vn =
⊗
r∈ZU2r+n,2r+1+n, (n =
1, 2). In general exp(−iHαdt) is then approximated by a sequence of the
form
exp(−iHαdt) ≈ V1(dt1)V2(dt2)V1(dt3) . . .V2(dt2M )V1(dt2M+1).
After applying each of the gates the uMPS is updated as explained in section
2.3, see also algorithm 2.5. In fact we can just copy the whole section (but
we won’t do this) but now the special structure of the matrices implies that
we can compute the following diagrams more eXciently:
Bn = Ξ An Λ (4.52a)
Bn,n+1 = An An+1 (4.52b)
Bn,n+1 =
An,n+1
Un,n+1
(4.52c)
where As,pn lives on site n, A
s,p
n+1 lives on site n+ 1, A
s1,p1,s2,p2
n,n+1 lives on sites
n and n + 1 and Un,n+1 is a unitary operator acting on sites n and n + 1.
Gauge invariance imposes now the following block structure, see eq. (3.14),
(q, αq) Ak
(s, p)
(r, βr) =
[
aq,sk
]
αq ,βr
δr,q+(s+(−1)k)/2δr,p, k = n, n+ 1
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with aq,sk ∈ CD
q
k×Drk+1 (q ∈ Z[pmink , pmaxk ], r, p ∈ Z[pmink+1, pmaxk+1 ]),
(q, αq) An,n+1
(s1, p1) (s2, p2)
(r, βr) =
[
aq,s1,s2n,n+1
]
αq ,βr
δp1,q+(s1+(−1)n)/2δp2,q+(s1+s2)/2δr,p2
with aq,s1,s2n,n+1 ∈ CD
q
k×Drk+2 (q ∈ Z[pmink , pmaxk ], p1 ∈ Z[pmink+1, pmaxk+1 ], r, p2 ∈
Z[pmink+2, p
max
k+2 ]),
[Ξ](q,α);(r,βr) = δq,r[Ξ
q]αq ,βr , [Λ](q,α);(r,βr) = δq,r[Λ
q]αq ,βr
with Ξq ∈ CDqn×Dqn and Λq ∈ CDqn+1×Dqn+1 .
In a similar way as in the previous sections we Vnd that the diagrams eq.
(4.52) result in tensors with a similar structure:
(q, αq) Bn
(s, p)
(r, βr) = [bq,sn ]αq ,βr δr,q+(s+(−1)n)/2δr,p,
(q, αq) Bn,n+1
(s1, p1) (s2, p2)
(r, βr) =
[
bq,s1,s2n,n+1
]
αq ,βr
δp1,q+(s1+(−1)n)/2δp2,q+(s1+s2)/2δr,p2 .
For eq. (4.52a) we Vnd
bq,sn = Ξ
qaq,sn Λ
q+(s+(−1)n)/2,
for eq. (4.52b) we Vnd
bq,s1,s2n,n+1 = a
q,s1
n a
q+(s1+(−1)n)/2,s2
n+1
and Vnally for eq. (4.52c) we have
bq,s1,s2n,n+1 =
∑
s′1,s
′
2=±1
〈s1, s2|uqn,n+1|s′1, s′2〉 aq,s
′
1,s
′
2
n,n+1
where
〈s1, s2|Uqn,n+1|s′1, s′2〉 = 〈s1, p1, s2, p2|Un,n+1|s′1, p′1, s′2, p′2〉
δp1,q+(s1+(−1)n)/2δp2,q+(s1+s2)/2δp′1,q+(s′1+(−1)n)/2δp′2,q+(s′1+s′2)/2
δs1+s2,s′1+s′2δp2,p′2 (4.53)
as follows from gauge invariance of Un,n+1 and eq. (3.29).
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The last issue we need to address is decomposing the tensorsAn,n+1 on sites
n and n+ 1 into tensors on site n and n+ 1 as in eq. (2.25):
An,n+1
(SV D)
= Un Vn+1Σn+1
where
1Dn
Un
Un
= 1Dn+1 ,
Vn+1
Vn+1
1Dn+2 = 1Dn+1
and Σn+1 ∈ CDn+1×Dn+1 is a positive deVnite diagonal matrix.1
If An,n+1 is of the form
(q, αq) An,n+1
(s1, p1) (s2, p2)
(r, βr) =
[
aq,s1,s2n,n+1
]
αq ,βr
δp1,q+(s1+(−1)n)/2δp2,q+(s1+s2)/2δr,p2
then for every q for which q − (s1 + (−1)n)/2, q + (s2 + (−1)n+1)/2 ∈
Z[pnmin, p
n
max] we perform a singular value decomposition of a˜
q ∈ CF qn+1×F qn+1 ,
with
Fn+1 =
∑
s=−1,1
Dq−(s+(−1)
n)/2
n =
∑
s=−1,1
Dq+(s+(−1)
n+1)/2
n
and
[a˜q](α,s1)(β,s2) = [a
q−(s1+(−1)n)/2,s1,s2
n,n+1 ]α,β, (4.54a)
a˜q = U˜ qΣqn+1V˜
q (4.54b)
where U˜ q ∈ CF qn+1×F qn+1 and V˜ q ∈ CF qn+1×F qn+1 are unitary matrices and
Σqn+1 ∈ CF
q
n+1×F qn+1 is a positive diagonal matrix. Next, one deVnes
[U s,pn ](q,α),(r,β) = δp,q+(s+(−1)n)/2δp,r[u
q,s
n ]α,β
with [uq,sn ]α,β =
[
U˜ q+(s+(−1)
n)/2
]
(α,s),β
(4.54c)
[V s,pn+1](q,α),(r,β) = δp,q+(s+(−1)n+1)/2δp,r[v
q,s
n+1]α,β
with [vq,sn+1]α,β =
[
V˜ q
]
α,(β,s)
(4.54d)
1. Because we work in a translational invariant setting over two sites all equalities with respect
to the site n have to be read modulo 2, for instance with Dn+2 we mean Dn and if n = 2
then n+ 1 means 1.
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[Σn+1](q,α);(r,βr) = δq,r[Σ
q
n+1]αq ,βr (4.54e)
where uq,sn ∈ CD
q
n×F qn+1 and vq,sn ∈ CF
q
n+1×Dqn+2 . With these deVnitions, we
indeed recover
An,n+1
(SV D)
= Un Vn+1Σn+1
as in eq. (2.25).
Notice that if we allow on site n and on site n + 2 2 the eigenvalues q ∈
Z[pminn , p
max
n ] of L(n) that this implicitly means that we retain the eigen-
values q ∈ Z[pminn+1, pmaxn+1 ] of L(n+ 1) in our numerical scheme where
pminn+1 = p
min
n − 1 if n is odd , pminn+1 = pminn if n is even ,
pmaxn+1 = p
max
n + 1 if n is even , p
max
n+1 = p
max
n if n is odd .
In this way we can dynamically expand the eigenvalues of L(n) we keep in
our numerical scheme. Also, similar to the general iTEBD algorithm, section
2.3, it follows that at site n+ 1 the bond dimension equals
Dqn+1 = F
q
n+1 = D
q
n +D
q+(−1)n
n ∼ 2Dqn.
When applying the iTEBD algorithm and performing the singular value de-
compositions exactly this would lead to an exponential increase of Dqn+1.
This can be avoided by discarding the diagonal elements of Σqn smaller than
a tolerance . In particular, it is even possible to discard the discard the
sector corresponding to the eigenvalue q of L(n+ 1): if all singular values of
Σqn+1 are smaller than  we putD
q
n+1 = 0. Note that discarding the singular
values of Σqn+1 corresponds to a truncation in the Schmidt spectrum: if we
denote with σqn,αq the eigenvalues of (Σ
q
n)2 then the Schmidt decomposition
of the state with respect to the bipartition {A n1 = Z[1, . . . , n],A n2 = Z[n+
1, 2N ]} of the lattice reads
|Ψu[An,n+1]〉 =
∑
q∈Z
Dqn+1∑
αq=1
√
σqn,αq
∣∣∣ΦA n1q,αq〉⊗ ∣∣∣ΦA n2q,αq〉 (4.55)
where
1 ≥ σqn,1 ≥ σqn,2 ≥ . . . ≥ σqn,Dqn+1 ≥ 0,
∑
q∈Z
Dqn+1∑
αq=1
σqn,αq = 1
2. Due to translation invariance the bond dimension and pmin and pmax only depend on the
parity of the site.
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and ∣∣∣ΦA n1q,αq〉 ∈ ⊗
j∈A n1
Hj and
∣∣∣ΦA n2q,αq〉 ∈ ⊗
j∈A n2
Hj
are orthonormal unit vectors,〈
Φ
A n1
q,αq |ΦA
n
1
r,βr
〉
= δq,rδαq ,βr ,
〈
Φ
A n2
q,α |ΦA
n
2
r,βr
〉
= δq,rδαq ,βr .
To apply the iTEBD algorithm we note that gauge invariance of Hα implies
that Un,n+1(dt′) = exp(−ihn,n+1dt′) has a similar form as eq. (4.53) and
that
〈s1, s2|[exp(−ihn,n+1dt′)]q|s′1, s′2〉 = 〈s1, s2|[exp(−ihqn,n+1dt′)]|s′1, s′2〉
here hqn,n+1 ∈ C(2⊗2)×(2⊗2) is the matrix with components
〈s1, s2|hqn,n+1|s′1, s′2〉 = 〈s1, p1, s2, p2|hn,n+1|s′1, p′1, s′2, p′2〉
δp1,q+(s1+(−1)n)/2δp2,q+(s1+s2)/2δp′1,q+(s′1+(−1)n)/2δp′2,q+(s′1+s′2)/2
δs1+s2,s′1+s′2δp2,p′2 .
For the Schwinger model we have that
〈s1, s2|hqn,n+1|s′1, s′2〉 =
g
2
√
x
(
δs1,s′1δs2,s′2
(
(q + (s1 + (−1)n)/2 + α)2
+ (−1)n
√
x
g
m(s1 + (−1)n)
)
+xδs1,−s2δs′1,−s′2δs1,s′2δs2,s′1
)
(n = 1, 2).
When we have at time t the state |Ψu[A1,2]〉 and evolve it, using the iTEBD
algorithm, this results in a state with a similar form at time t + dt. To
compute expectation values or to normalize the state we can use the tools
from section 4.2, see in particular algorithms 4.11 and 4.12. Note that the
computation time of the iTEBD algorithm (for advancing with a step dt)
scales with
O
(
23 max
q
(Dq)3
)
.
4.3.2. Thermal evolution
In subsection 3.4.1 we showed that to determine the Gibbs state ρ = PeβHα
we need to apply imaginary time evolution within the class of states |Ψu[A1A2]〉
that take the form eq. (3.26):
|Ψu[A1A2]〉 = v†L vRA1
(κ1, κ
a
1)
A2
(κ2, κ
a
2)
A1
(κ2n−1, κa2n−1)
A2
(κ2n, κ
a
2n)
A1
(κ2N−1, κa2N−1)
A2
(κ2N , κ
a
2N )
. . . . . .
(4.56a)
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(N → +∞) with κn = (sn, pn), κan ∈ {−1, 1} × Z and
(q, αq) An
(s, p, sa, pa)
(r, βr) =
[
aq,s,s
a
n
]
αq ,βr
δr,q+(s+(−1)n)/2δr,pδpa,q+(sa+(−1)n)/2,
(4.56b)
aq,s,s
a
n ∈ CD
q
n×Drn+1 , q ∈ Z[pminn , pmaxn ],p, r ∈ Z[pminn+1, pmaxn+1 ]. At β = 0 we
set
aq,s,s
a
n = δs,saan
and we have to evolve the state according to
|Ψ(β)〉 = e−βHα/2 |Ψu[A1A2]〉 .
The Gibbs state is then obtained as
ρ(β) ∝ trH a (|Ψu[A1,2]〉 〈Ψu[A1,2]|)
which means that we have to trace out the auxiliary indices sa and pa.
Comparing this ansatz eq. (4.56) with the ansatz eq. (4.25) we observe that
the tensors have now the extra label sa. This is not a physical index and
will be traced out. As we will see, we can apply the machinery from the
previous subsection but now there will be one or two extra loops with respect
to the auxiliary spin indices sa. To apply the iTEBD we need to discuss the
following topics:
(a) How the contractions in eq. (4.52) must be performed taking into
account the block structure eq. (4.56b) and the fact that the operators
are gauge invariant and act as the identity on the auxiliary indices sa
and pa.
(b) How to normalize the state, i.e. ensuring that tr
(
ρ(β)
)
= 1. As a nice
byproduct we will obtain the free energy from the largest eigenvalue
of the transfer matrix.
(c) How to perform the singular value decomposition eq. (2.25).
(d) How to compute expectation values of gauge invariant operators.
Because we work in a translational invariant setting over two sites all equal-
ities with respect to the site n have to be read modulo 2, for instance with
Dn+2 we mean Dn and if n = 2 then n+ 1 means 1.
(a) The contractions eq. (4.52)
Here we discuss how to perform the following contractions
Bn = Ξ An Λ (4.57a)
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Bn,n+1 = An An+1 (4.57b)
Bn,n+1 =
An,n+1
Un,n+1
(4.57c)
where As,p,s
a,pa
n lives on site n, A
s,p,sa,pa
n+1 lives on site n+ 1,
A
s1,p1,sa1 ,p
a
1 ,s2,p2,s
a
2 ,p
a
2
n,n+1 lives on sites n and n + 1 and Un,n+1 is a unitary
operator acting on sites n and n + 1. Here the tensors have the following
block structure, see eq. (4.56b),
(q, αq) Ak
(s, p, sa, pa)
(r, βr) =
[
aq,s,s
a
k
]
αq ,βr
δr,q+(s+(−1)k)/2δr,pδpa,q+(sa+(−1)k)/2,
(k = n, n + 1) with aq,s,s
a
k ∈ CD
q
k×Drk+1 (q ∈ Z[pmink , pmaxk ], r, p, pa ∈
Z[pmink+1, p
max
k+1 ]),
(q, αq) An,n+1
(κ1, κ
a
1) (κ2, κ
a
2)
(r, βr) =
[
a
q,s1,s2sa1 ,s
a
2
n,n+1
]
αq ,βr
δp1,q+(s1+(−1)n)/2
δp2,q+(s1+s2)/2δpa1 ,q+(sa1+(−1)n)/2δpa2 ,q+(sa1+sa2)/2δr,p2
with κi = (si, pi), κai = (s
a
i , p
a
i ),a
q,s1,s2,sa1 ,s
a
2
n,n+1 ∈ CD
q
k×Drk+2 (q ∈ Z[pmink , pmaxk ],
p1 ∈ Z[pmink+1, pmaxk+1 ], r, p2 ∈ Z[pmink+2, pmaxk+2 ]),
[Ξ](q,α);(r,βr) = δq,r[Ξ
q]αq ,βr , [Λ](q,α);(r,βr) = δq,r[Λ
q]αq ,βr
with Ξq ∈ CDqn×Dqn and Λq ∈ CDqn+1×Dqn+1 .
In a similar way as in the previous subsection we Vnd that these diagrams
result in tensors with a similar structure:
(q, αq) Bn
(s, p, sa, pa)
(r, βr) =
[
bq,s,s
a
n
]
αq ,βr
δr,q+(s+(−1)n)/2δr,pδpa,q+(sa+(−1)n)/2,
(q, αq) Bn,n+1
(κ1, κ
a
1) (κ2, κ
a
2)
(r, βr) =
[
b
q,s1,s2sa1 ,s
a
2
n,n+1
]
αq ,βr
δp1,q+(s1+(−1)n)/2
δp2,q+(s1+s2)/2δpa1 ,q+(sa1+(−1)n)/2δpa2 ,q+(sa1+sa2)/2δr,p2
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For eq. (4.57a) we Vnd
bq,s,s
a
n = Ξ
qaq,s,s
a
n Λ
q+(s+(−1)n)/2,
for eq. (4.57b) we Vnd
b
q,s1,s2,sa1 ,s
a
2
n,n+1 = a
q,s1,sa1
n a
q+(s1+(−1)n)/2,s2,sa2
n+1
and, Vnally, for eq. (4.57c) we have
b
q,s1,s2,sa1 ,s
a
2
n,n+1 =
∑
s′1,s
′
2=±1
〈s1, s2|uqn,n+1|s′1, s′2〉 aq,s
′
1,s
′
2,s
a
1 ,s
a
2
n,n+1
where 〈s1, s2|Uqn,n+1|s′1, s′2〉 is deVned in eq. (4.53). We indeed observe that
the auxiliary indices sa1, s
a
2, s
a only serve as an additional label.
(b) Normalization of the state
If
ρ(β) ∝ trH a (|Ψu[A1,2]〉 〈Ψu[A1,2]|)
then it follows that for all observables O that the ensemble average equals
tr
(
ρ(β)O
)
/Z(β) = 〈Ψu[A1,2]|O|Ψu[A1,2]〉 /Z(β).
with Z(β) the partition function,
Z(β) = tr
(
ρ(β)
)
= 〈Ψu[A1,2]|Ψu[A1,2]〉 .
In order to compute these expectation values we thus need to normalize
the uMPS |Ψu[A1,2]〉. Within the iTEBD algorithm we will block the sites
2n − 1 and 2n into one eUective site but also the sites 2n and 2n + 1
into one eUective site. In both cases we need to normalize a uniform MPS
|Ψu[An,n+1]〉 of the form eq. (1.12) where
(q, αq) An,n+1
(κ1, κ
a
1) (κ2, κ
a
2)
(r, βr) =
[
a
q,s1,s2sa1 ,s
a
2
n,n+1
]
αq ,βr
δp1,q+(s1+(−1)n)/2
δp2,q+(s1+s2)/2δpa1 ,q+(sa1+(−1)n)/2δpa2 ,q+(sa1+sa2)/2δr,p2
a
q,s1,s2,sa1 ,s
a
2
n,n+1 = a
q,s1,sa1
n a
q+(s1+(−1)n)/2,s2,sa2
n+1 .
This is done by applying algorithm 1.1, but similar to algorithm 4.11 we can
speed up the computation by exploiting the block structure of the tensors.
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More speciVcally, as follows from algorithms 1.1 and 4.11 the crucial step is
to implement the action of the transfer matrix
En,n+1 ≡
∑
κ1,κa1 ,κ2,κ
a
2
A
κ1,κa1 ,κ2,κ
a
2
n,n+1 ⊗A
κ1,κa1 ,κ2,κ
a
2
n,n+1
with κi = (si, pi), κai = (s
a
i , p
a
i ) ∈ {−1, 1} × Z.
If
[Ξ](q,α);(r,βr) = δq,r[Ξ
q]αq ,βr , [Λ](q,α);(r,βr) = δq,r[Λ
q]αq ,βr
then we Vnd for the left and the right action of the transfer matrix:
[ETn,n+1(Ξ)](q,α);(r,βr) = Ξ
(r, βr)An,n+1
An,n+1 (q, αq)
=δq,r
∑
{sak}
∑
{sk}
[(
a
q−(s1+s2)/2,s1,s2,sa1 ,sa2
n,n+1
)†
Ξq−(s1+s2)/2aq−(s1+s2)/2,s1,s2,s
a
1 ,s
a
2
n,n+1
]
αq ,βr
)
[En,n+1(Λ)](q,α);(r,βr) =
(q, αq)
Λ
A
An,n+1(r, βr)
=δq,r
 ∑
{sak}{sk}
[
a
q,s1,s2,sa1 ,s
a
2
n,n+1
Λq+(s1+s2)/2
(
a
q,s1,s2,sa1 ,s
a
2
n,n+1
)†]
αq ,βr
)
.
If we in algorithm 4.11 implement the functions ‘ApplyTransferLeft’ and ‘Ap-
plyTransferRight’ as above and implement the MPS gauge transformation
An,n+1 ← Γ An,n+1 Γ−1
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as
a
q,s1,s2,sa1 ,s
a
2
n,n+1 ← Γqaq,s1,s2,s
a
1 ,s
a
2
n,n+1
(
Γq+(s1+s2)/2
)−1
for q = pminn , . . . , p
max
n , si, s
a
i = −1, 1 we can obtain the matrices Ξn−1 and
Λn+1 corresponding to the left and right eigenvector of the transfer matrix
En,n+1 in
O
(
24Niter max
q
(Dqn)
3
)
time.
The matrices Ξn−1 and Λn+1 enable us to compute the Schmidt spectrum
of the puriVcation |Ψu[A1,2]〉 of ρ(β) and give thus no information about
the entanglement properties of the Gibbs state ρ(β). They are only useful
to control the error when discarding Schmidt values during the iTEBD algo-
rithm.
Every time we normalize the state we divideAn,n+1 by
√
η with η the leading
eigenvalue of the transfer matrix in magnitude. It is useful to retain the
values of η as they give us the free energy (up to an additive constant). If
we would deVne for β = 0: f = 0 and every time we divide An,n+1 by η we
update F ′ according to
fα(β)← fα(β) + log(η) (4.58a)
then we have that
− 1
2β
fα(β) =
Fα(β)
2N
+ C(N → +∞) (4.58b)
with C a constant and
Fα(β) = (−1/β) log(tr(Pe−βHα)) (4.58c)
the free energy. The reason that we only have the free energy up to a
constant is that at β = 0 we cannot compute the free energy of ρ(β) = P
because we would need to keep an inVnite number of eigenvalues of L(n).
Fortunately, the constant C is independent of α and we can thus consider
the Vnite renormalized quantities
∆Fα(β) = Fα(β)− F0(β). (4.58d)
More speciVcally we will be interested in the string tension which equals
σα =
√
x
∆Fα(β)
2N
= −
√
x
2β
(fα(β)− f0(β)) (4.58e)
and is a UV Vnite quantity.
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(c) The singular value decomposition eq. (2.25)
Here we discuss how we can decompose the tensors An,n+1 on sites n and
n+ 1 in tensors on site n and n+ 1 as in eq. (2.25):
An,n+1
(SV D)
= Un Vn+1Σn+1
where
1Dn
Un
Un
= 1Dn+1 ,
Vn+1
Vn+1
1Dn+2 = 1Dn+1
and Σn+1 ∈ CDn+1×Dn+1 is a positive deVnite diagonal matrix.
If An,n+1 is of the form
(q, αq) An
(s, p, sa, pa)
(r, βr) =
[
aq,s,s
a
n
]
αq ,βr
δr,q+(s+(−1)n)/2δr,pδpa,q+(sa+(−1)n)/2
then for every q for which q − (s1 + (−1)n)/2, q + (s2 + (−1)n+1)/2 ∈
Z[pnmin, p
n
max] we perform a singular value decomposition of a˜
q ∈ C2F qn+1×2F qn+1 ,
with
Fn+1 =
∑
s=−1,1
Dq−(s+(−1)
n)/2
n =
∑
s=−1,1
Dq+(s+(−1)
n+1)/2
n
and
[a˜q](α,s1,sa1)(β,s2,sa2)
= [aq−(s1+(−1)
n)/2,s1,s2,sa1 ,s
a
2 ]α,β,
a˜q = U˜ qΣqn+1V˜
q
where U˜ q ∈ C2F qn+1×2F qn+1 and V˜ q ∈ C2F qn+1×2F qn+1 are unitary matrices and
Σqn+1 ∈ C2F
q
n+1×2F qn+1 is a positive diagonal matrix. Next, one deVnes
[U s,p,s
a,pa
n ](q,α),(r,β) = δp,q+(s+(−1)n)/2δpa,qa+(sa+(−1)n)/2δp,r[u
q,s,sa
n ]α,β
with [uq,sn ]α,β =
[
U˜ q+(s+(−1)
n)/2
]
(α,s,sa),β
[V s,p,s
a,pa
n+1 ](q,α),(r,β) = δp,q+(s+(−1)n+1)/2δpa,q+(sa+(−1)n+1)/2δp,r[v
q,s,sa
n+1 ]α,β
with [vq,s,s
a
n+1 ]α,β =
[
V˜ q
]
α,(β,s,sa)
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[Σn+1](q,α);(r,βr) = δq,r[Σ
q
n+1]αq ,βr
where uq,sn ∈ CD
q
n×2F qn+1 and vq,sn ∈ C2F
q
n+1×Dqn+2 . With these deVnitions,
we indeed recover
An,n+1
(SV D)
= Un Vn+1Σn+1
as in eq. (2.25).
Notice that if we allow on site n and on site n + 2 the eigenvalues q ∈
Z[pminn , p
max
n ] of L(n) that this implicitly means that we retain the eigen-
values q ∈ Z[pminn+1, pmaxn+1 ] of L(n+ 1) in our numerical scheme where
pminn+1 = p
min
n − 1 if n is odd , pminn+1 = pminn if n is even ,
pmaxn+1 = p
max
n + 1 if n is even , p
max
n+1 = p
max
n if n is odd .
In this way we can dynamically expand the eigenvalues of L(n) we keep in
our numerical scheme. Also, similar to the general iTEBD algorithm, section
2.3, it follows that at site n+ 1 the bond dimension equals
Dqn+1 = 2F
q
n+1 = 2(D
q
n +D
q+(−1)n
n ) ∼ 4Dqn.
When applying the iTEBD algorithm and performing the singular value de-
compositions exactly this would lead to an exponential increase of Dqn+1.
Therefore one can discard the diagonal elements of Σqn smaller than a toler-
ance . In particular, it is even possible to discard the sector corresponding
to the eigenvalue q of L(n + 1): if all singular values of Σqn+1 are smaller
than  we put Dqn+1 = 0. Note that discarding the singular values of Σ
q
n+1
corresponds to a truncation in the Schmidt spectrum of the puriVcation
|Ψu[An,n+1]〉 of ρ(β). The Schmidt values that we now obtain are thus
only useful for numerical purposes but don’t tell us anything about the
entanglement properties of the Gibbs state ρ(β).
(d) Expectation values of gauge invariant operators
Starting at inverse temperature β the state |Ψu[A1,2]〉 is evolved using the
iTEBD algorithm 2.5, but taking into account the special structure of the
tensors by computing the contractions, performing the normalization and
performing the singular value decomposition as discussed in (a), (b) and (c).
The computation time of the iTEBD algorithm for advancing with a step dβ
scales with
O
(
26 max
q
(Dq)3
)
.
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To compute expectation values we Vrst decompose the tensor A1,2 using the
singular value decomposition discussed in (c) and reblock the sites 2n and
2n+ 1:
A1,2
(SV D)
= U1 V2Σ2
A1 = U Σ˜1/2 , A2 = Σ˜1/2 V
A2,1 = A2 A1
In the thermodynamic limit we have that |Ψu[A1,2]〉 = |Ψu[A2,1]〉. If we
now normalize both representations as discussed in (a) and the matrices
Ξn−1 and Λn+1 correspond to the left and right eigenvector of the leading
eigenvalue of the transfer matrix En,n+1, then we Vnd for an observable O
which is translation invariant over two sites,
O =
2N−1∑
n=1
on,n+1, o2n−1,2n = T2n−2o1,2T−2n+2,
o2n,2n+1 = T
2n−2o2,3T−2n+2,
for the ensemble average per site that
lim
N→+∞
1
2N
tr
(
Oρ(β)
)
=
1
2
 Ξ2 Λ1
A1 A2
A1 A2
o1,2 + Ξ1 Λ2
A2 A1
A1 A1
o2,3
 .
Diagrams of these types are computed as before: Vrst one computes
Bn,n+1 =
An,n+1
on,n+1
as discussed in (a). Then one computes
Ωqn−1 =
∑
{sk}
∑
{sak}
b
q,s1,s2,sa1 ,s
a
2
n,n+1 Λ
q+(s1+s2)/2
n+1
(
a
q,s1,s2,sa1 ,s
a
2
n,n+1
)†
and we arrive at
Ξn−1 Λn+1
An An+1
An An+1
on,n+1 =
pmaxn∑
q=pminn
tr
(
Ξqn−1Ω
q
n−1
)
.
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4.4. ConVnement: from small to large distances
4.4.1. MPS ansatz
Here we discuss the simulations for conVnement between static charges
separated by a Vnite distance, see section 3.4 of part I. We consider a slightly
more general setting where the Hamiltonian equals
H =
g
2
√
x
(
M+NR−1∑
n=−NL
[L(n) + α(n)]2 +
√
x
g
m
M+NR−1∑
n=−NL
(−1)nσz(n)
+ x
M+NR−1∑
n=−NL
(σ+(n)eiθ(n)σ−(n+ 1) + h.c.)
)
,
where
α(n) = αL for −NL ≤ n ≤ mL
α(n) = αR for mR + 1 ≤ n ≤M +NR
with αL, αR independent of n and −NL  1 ≤ mL ≤ mR ≤ M 
M +NR. For mL+ 1 ≤ n ≤ mR we allow α(n) to be any function of n. The
thermodynamic limit is now obtained by taking the limits NL, NR → +∞
while keeping mL, mR and M Vxed. Notice that this Hamiltonian takes the
same form as the Hamiltonian discussed in section 2.4. Therefore, a MPS
ansatz for the ground state is, see eq. (2.30),
|Ψ[B]〉 = B0
(κ−NL , . . . , κ0)
B1
κ1
B2
κ2
. . . Bn
κn
. . . BM−1
κM−1
BM
κM
BM+1
(κM+1, . . . , κM+NR )
(4.59a)
with Bκnn ∈ CDn×Dn+1 ,
B0
(κ−NL , . . . , κ0)
= v†L L1
κ−NL
L2
κ−NL+1
. . . L1
κ−1
L2
κ0
(4.59b)
and
BM+1
(κM+1, . . . , κM+NR )
= R1
κM+1
R2
κM+2
. . . R1
κM+NR−1
R2
κM+NR
vR . (4.59c)
κn = (sn, pn) ∈ {−1, 1} × Z[pminn+1, pmaxn+1 ] where Rn resp. Ln are the ten-
sors corresponding to the MPS approximation |Ψu[L1L2]〉 resp. |Ψu[R1R2]〉
of the ground state of the Hamiltonian eq. (3.1) with a uniform electric
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background Veld α(n) = αL resp. α(n) = αR. We assume that Ln resp.
Rn is in the left resp. right canonical form. As a MPS approximation for
the ground state of a gauge invariant Hamiltonian they have the following
block-structure:
(q, αq) Rn
κ
(r, βr) = [rq,sn ]αq ,βr δr,q+(s+(−1)n)/2δr,p (4.59d)
(q, αq) Ln
κ
(r, βr) = [lq,sn ]αq ,βr δr,q+(s+(−1)n)/2δr,p (4.59e)
for rq,sn ∈ CD
R,q
n ×DR,rn+1 and lq,sn ∈ CD
L,q
n ×DL,rn+1 . Note also that we here
assume that M and NR are even and that NL is odd. In order that the
state obeys Gn |Ψ[B]〉 = 0 we impose the same block structure on Bn:
(q, αq) Bn
κ
(r, βr) = [bq,sn ]αq ,βr δr,q+(s+(−1)n)/2δr,p (4.59f)
with bq,sn ∈ CD
q
n×Drn+1 , Dq1 = D
L,q
1 , D
q
M+1 = D
R,q
1 .
4.4.2. DMRG
The ansatz eq. (4.59) is linear in each of the bq,sn , hence we can use the
DMRG algorithm, see section 2.4 and in particular in algorithm 2.6, to Vnd
an optimal approximation for the ground state. We recall that the DMRG
minimizes
H(B1, . . . , BM ) =
〈Ψ[B]|H|Ψ[B]〉
〈Ψ[B]|Ψ[B]〉
with respect to Bn by sweeping from left to right, i.e. from site n = 1
until site n = M , and sweeping back, i.e. from site n = M until site n =
1, thereby Vnding for every n the smallest eigenvalue and corresponding
eigenvector of
[Hn](κ′,(q′,γq′ ),(r′,δr′ ));(κ,(q,αq),(r,βr))
=
∂
∂ [Bκn](q,αq),(r,βr)
∂
∂[B
κ′
n ](q′,γq′ ),(r′,δr′ )
H(B1, . . . , BM ),
with
κ = (s, p), κ′ = (s′, p′) ∈ {−1, 1} × Z[pminn+1, pmaxn+1 ]; q, q′ ∈ Z[pminn , pmaxn ];
r, r′ ∈ Z[pminn+1, pmaxn+1 ];αq = 1, . . . , Dqn; γq′ = 1, . . . , Dq
′
n ;
βr = 1, . . . , D
r
n+1; δr′ = 1, . . . , D
r′
n+1.
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In our case Bκn takes the form eq. (4.59f), hence we need to minimize
H(B1, . . . , BM ) with respect to the variational degrees of freedom bκn. When
now performing the sweeps we need to Vnd for every n the smallest eigen-
value and corresponding eigenvector of
[Hn](q′,s′γq′ ,δr′ );(q,s,αq ,βr) =
∂
∂[bq,sn ]αq ,βr
∂
∂[b
q′,s′
n ]γq′ ,δr′
H(B1, . . . , BM ).
We can now apply algorithm 2.6 for the DMRG, but now taking into account
the structure (4.59f) of Bκn . SpeciVcally, this means that, similar to subsec-
tion 4.3.1 for the iTEBD algorithm, we have to contract the tensor network
diagrams that occur in algorithm 2.6 on the level of the matrices bq,sn , l
q,s
n and
rq,sn . In subsection 4.3.1 we discussed already if An takes the form
(q, αq) An
(s, p)
(r, βr) = [aq,sn ]αq ,βr δr,q+(s+(−1)n)/2δr,p,
and An,n+1 takes the form
(q, αq) An,n+1
(s1, p1) (s2, p2)
(r, βr) =
[
aq,s1,s2n,n+1
]
αq ,βr
δp1,q+(s1+(−1)n)/2δp2,q+(s1+s2)/2δr,p2
how to contract tensor network diagrams of the form
Ξ An Λ , An An+1 ,
An,n+1
on,n+1
,
see eq. (4.52), and how to perform the singular value decomposition,
An,n+1
(SV D)
= Un Vn+1Σn+1 ,
see eq. (4.54).
Looking at algorithm 2.6 we only need to discuss how
(a) to bring Bn in the left canonical form:
Bn
(QR)
= Qn Mn with 1Dn
Qn
Qn
= 1Dn+1 .
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(b) to bring Bn in the right canonical form:
Bn
(RQ)
= Mn Qn with
Qn
Qn
1Dn+1 = 1Dn .
(c) to update Fn, see eq. (2.37),
Fn = Fn−1
Bn−1
Bn−1
+ 1Dn−1
Bn−1
Bn−1
hn−1,n .
(d) to update Gn, see eq. (2.37),
Gn = Gk+1
Bk+1
Bk+1
+ 1Dk+2
Bk+1
Bk+1
hk,k+1 .
(e) to implement the action of Hn on b
q,s
n , see eq. (2.38),
Hn(Bn) =
Bn
Fn +
Bn
Gn .
(a) QR decomposition to put Bn in the left canonical form
When Bn takes the form
(q, αq) Bn
(s, p)
(r, βr) = [bq,s,n ]αq ,βr δp,q+(s+(−1)n)/2δr,p
then for every q ∈ Z[pn+1min , pn+1max] for which q−(s+(−1)n)/2 ∈ Z[pnmin, pnmax]
we perform a QR decomposition of b˜qn ∈ CF
q
n×Dqn+1 , with
Fn =
∑
s=−1,1
Dq−(s+(−1)
n)/2
n
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and [
b˜qn
]
(α,s),β
= [bq−(s+(−1)
n)/2,s
n ]α,β,
b˜qn = Q˜
q
nM˜
q
n
where Q˜qn ∈ CF
q
n×D˜qn+1 is an isometry,
(Q˜qn)
†Q˜qn = 1D˜qn+1 , D˜
q
n+1 = min
(
F qn , D
q
n+1
)
and M˜ qn ∈ CD˜
q
n+1×Dqn+1 . Next, one deVnes
[Qs,pn ](q,α),(r,β) = δp,q+(s+(−1)n)/2δp,r[q
q,s
n ]α,β
with [qq,sn ]α,β =
[
Q˜q+(s+(−1)
n)/2
]
(α,s),β
and [Mn](q,α),(r,β) = δq,r[M
q
n]α,β,
where qq,sn ∈ CD
q
n×D˜qn+1 and M qn ∈ CD˜
q
n+1×Dqn+1 . With these deVnitions, we
indeed recover
Bn
(QR)
= Qn Mn , 1Dn
Qn
Qn
= 1D˜n+1 .
Notice that if we set bn equal to Qn and absorb Mn into Bn+1,
Bn+1 ← Mn Bn+1 , i.e. bq,sn+1 ←M qnbq,sn+1,
that we change the bond dimension on site n + 1 from Dqn+1 to D˜
q
n+1 =
min(Dqn+1, F
q
n+1). This is not a truncation in the state but only a MPS
gauge transformation. If B1, . . . , Bn−1 are in the left canonical form and
Bn+1, . . . , BM are in the right canonical then we can compute from M
q
n the
Schmidt values: if we denote with σqn,αq the eigenvalues of Σ
q
n (Σ
q
n)
†,
Σqn = M
q
n/

√√√√√ pmaxn+1∑
q=pminn+1
tr
(
M qn (M
q
n)
†) ,
then the Schmidt decomposition of |Ψ[B]〉 with respect to the bipartition
{A n1 = Z[−NL, . . . , n],A n2 = Z[n + 1,M + NR]} of the lattice reads
(1 ≤ n ≤M )
|Ψ[B]〉 =
pmaxn+1∑
q=pminn+1
Dqn+1∑
αq=1
√
σqn,αq
∣∣∣ΦA n1q,αq〉⊗ ∣∣∣ΦA n2q,αq〉
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where
1 ≥ σqn,1 ≥ σqn,2 ≥ . . . ≥ σqn,Dqn+1 ≥ 0,
pmaxn+1∑
q=pminn+1
Dqn+1∑
αq=1
σqn,αq = 1
and ∣∣∣ΦA n1q,αq〉 ∈ ⊗
j∈A n1
Hj and
∣∣∣ΦA n2q,αq〉 ∈ ⊗
j∈A n2
Hj
are orthonormal unit vectors,〈
Φ
A n1
q,αq |ΦA
n
1
r,βr
〉
= δq,rδαq ,βr ,
〈
Φ
A n2
q,α |ΦA
n
2
r,βr
〉
= δq,rδαq ,βr .
(b) RQ decomposition to put Bn in the right canonical form
When Bn takes the form
(q, αq) Bn
(s, p)
(r, βr) = [bq,s,n ]αq ,βr δp,q+(s+(−1)n)/2δr,p
then for every q ∈ Z[pnmin, pnmax] for which q+(s+(−1)n)/2 ∈ Z[pn+1min , pn+1max]
we perform a QR decomposition of b˜qn ∈ CF
q
n+1×Dqn , with
Fn+1 =
∑
s=−1,1
D
q+(s+(−1)n)/2
n+1
and [
b˜qn
]
(α,s),β
=
[
(bq,sn )
†
]
α,β
,
b˜qn = Q˜
q
nM˜
q
n
where Q˜qn ∈ CF
q
n+1×D˜qn is an isometry,
(Q˜qn)
†Q˜qn = 1D˜qn , D˜
q
n = min
(
F qn+1, D
q
n
)
and M˜ qn ∈ CD˜qn×Dqn . Next, one deVnes
[Qs,pn ](q,α),(r,β) = δp,q+(s+(−1)n)/2δp,r[q
q,s
n ]α,β
with [qq,sn ]α,β =
[(
Q˜q
)†]
α,(β,s)
and [Mn](q,α),(r,β) = δq,r
[
(M qn)
†
]
α,β
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where qq,sn ∈ CD˜
q
n×Dqn+1 and M qn ∈ CDqn×D˜qn . With these deVnitions, we
indeed recover
Bn
(RQ)
= Mn Qn with
Qn
Qn
1Dn+1 = 1D˜n .
Notice that if we set Bn equal to Qn and absorb Mn into Bn−1,
Bn−1 ← Bn−1 Mn , i.e. bq,sn−1 ← bq,sn−1M q+(s+(−1)
n−1)/2
n ,
that we change the bond dimension from Dqn to D˜
q
n = min(D
q
n, F
q
n). If
B1, . . . , Bn−1 are in the left canonical form and Bn+1, . . . , BM are in the
right canonical then we can compute from M qn the Schmidt values: if we
denote with σqn−1,αq the eigenvalues of Σ
q
n−1
(
Σqn−1
)†,
Σqn−1 = M
q
n/

√√√√√ pmaxn∑
q=pminn
tr
(
M qn (M
q
n)
†)
then the Schmidt decomposition of |Ψ[B]〉 with respect to the bipartition
{A n−11 = Z[−NL, . . . , n− 1],A n−12 = Z[n,M +NR]} of the lattice reads
(1 ≤ n ≤M )
|Ψ[B]〉 =
pmaxn∑
q=pminn
Dqn∑
αq=1
√
σqn−1,αq
∣∣∣∣ΦA n−11q,αq 〉⊗ ∣∣∣∣ΦA n−12q,αq 〉
where
1 ≥ σqn−1,1 ≥ σqn−1,2 ≥ . . . ≥ σqn−1,Dqn ≥ 0,
pmaxn∑
q=pminn
Dqn∑
αq=1
σqn−1,αq = 1
and ∣∣∣∣ΦA n−11q,αq 〉 ∈ ⊗
j∈A n−11
Hj and
∣∣∣∣ΦA n−12q,αq 〉 ∈ ⊗
j∈A n−12
Hj
are orthonormal unit vectors,〈
Φ
A n−11
q,αq |ΦA
n−1
1
r,βr
〉
= δq,rδαq ,βr ,
〈
Φ
A n−12
q,α |ΦA
n−1
2
r,βr
〉
= δq,rδαq ,βr .
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(c) Computation of Fn
For F1 we have that, see eq. (2.37)
(r, βr)
(q, αq)
(s, p)
(s′, p′)
F1 = L0
(r, βr)
(q, αq)
(s, p)
(s′, p′)
+ 1DL2
L2
L2
h0,1
(r, βr)
(q, αq)
(s, p)
(s′, p′)
where the expression of L0 can be found in eq. (2.32). Note that L0 can be
computed eXciently using algorithm 4.16 and that L0 is block diagonal
[L0](q,αq),(r,βr) = δq,r = [L
q
0]αq ,βr .
Therefore, it follows from gauge invariance of H that F1 takes the form
[F
(s′,p′),(s,p)
1 ](q,αq),(r,βr) = δp,p′δr,q+(s′−s)/2
[
f q,s
′,s
1
]
αq ,βr
(4.60a)
where
f q,s
′,s
1 = δs,s′L
q
0
+
∑
t,t′=−1,1
δt−t′,s′−s 〈t′, s′|hq−(t
′+1)/2
0,1 |t, s〉
([
l
q−(t′+1)/2,t′
2
]†
l
q−(t′+1)/2,t
2
)
.
(4.60b)
where the matrix elements 〈t′, s′|hqn,n+1|t, s〉 are deVned in eq. (3.29).
Similarly, it follows from
(r, βr)
(q, αq)
(s, p)
(s′, p′)
Fn = Fn−1
Bn−1
Bn−1
(s, p)
(s′, p′)
(r, βr)
(q, αq)
+ 1Dn−1
Bn−1
Bn−1
hn−1,n
(r, βr)
(q, αq)
(s, p)
(s′, p′)
that
[F (s
′,p′),(s,p)
n ](q,αq),(r,βr) = δp,p′δr,q+(s′−s)/2
[
f q,s
′,s
n
]
αq ,βr
(4.60c)
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with
f q,s
′,s
n
= δs,s′
∑
t,t′=−1,1
[
b
q−(t′+(−1)n−1)/2,t′
n−1
]†
f
q−(t′+(−1)n−1)/2,t′,t
n−1 b
q−(t+(−1)n−1)/2,t
n−1
+
∑
t,t′=−1,1
[
δt−t′,s′−s 〈t′, s′|hq−(t
′+(−1)n−1)/2
n−1,n |t, s〉
([
b
q−(t′+(−1)n−1)/2,t′
n−1
]†
b
q−(t′+(−1)n−1)/2,t
n−1
)]
. (4.60d)
(d) Computation of Gn
For GM we have that, see eq. (2.37)
(q, αq)
(r, βr)
(s, p)
(s′, p′)
GM =
(s, p)
(s′, p′)
(q, αq)
(r, βr)
K0 +
(s, p)
(s′, p′)
(q, αq)
(r, βr)
1DR2
R1
R1
hM,M+1
where the expression of K0 can be found in eq. (2.33). Note that K0 can be
computed eXciently using algorithm 4.15 and that K0 is block diagonal
[K0](q,αq),(r,βr) = δq,r = [K
q
0 ]αq ,βr .
Therefore, it follows from gauge invariance of H that F1 takes the form
[G
(s′,p′),(s,p)
M ](q,αq),(r,βr) = δp,p′δr,q+(s′−s)/2
[
gq,s
′,s
M
]
αq ,βr
(4.61a)
with
gq,s
′,s
M = δs,s′K
q
0
+
∑
t,t′=−1,1
δt−t′,s′−s 〈s′, t′|hq−(s+1)/2M,M+1 |s, t〉
(
rq,t1
[
r
q+(t−t′)/2,t′
1
]†)
. (4.61b)
Similarly, it follows from
(q, αq)
(r, βr)
(s, p)
(s′, p′)
Gn =
(q, αq)
(r, βr)
(s, p)
(s′, p′)
Gn+1
Bn+1
Bk+1
+
(s, p)
(s′, p′)
(q, αq)
(r, βr)
1Dn+2
Bn+1
Bn+1
hn,n+1
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that
[G(s
′,p′),(s,p)
n ](q,αq),(r,βr) = δp,p′δr,q+(s′−s)/2
[
gq,s
′,s
n
]
αq ,βr
(4.61c)
with
gq,s
′,s
n = δs,s′
∑
t,t′=−1,1
bq,tn+1g
q+(t+(−1)n+1)/2,t′,t
n+1
[
bq,t
′
n+1
]†
+
∑
t,t′=−1,1
[
δt−t′,s′−s 〈s′, t′|hq−(s+(−1)
n+1)/2
n,n+1 |s, t〉
(
bq,tn+1
[
b
q+(t−t′)/2,t′
n+1
]†)]
.
(4.61d)
(e) Applying Hn to bq,sn
Now we can compute Fn andGn, we can implement the action of Hn to b
q,s
n ,
see eq. (2.38). From
(q, αq) (r, βr)
(s, p)
Hn(Bn) =
(q, αq)
(s, p)
(r, βr)Bn
Fn +
(r, βr)
(q, αq) Bn
(s, p)
Gn
and the form of Fn and Gn, see eqs. (4.60) and (4.61), it follows that[
(Hn(bn))
(s,p)
]
(q,αq),(r,βr)
= δp,q+(s+(−1)n)/2δr,p[Hq,sn (bn)]αq ,βr
with
[Hq,s
′
n (bn)] =
∑
s=−1,1
f q,s
′,s
n b
q+(s′−s)/2,s +
∑
s=−1,2
bq,sn g
q+(s+(−1)n)/2,s′,s
n
for q = pminn , . . . , p
max
n and s = −1, 1. Hence, when sweeping in the DMRG
algorithm we need for every site n to invoke an iterative eigensolver to Vnd
the smallest eigenvalue E0 such that
Hq,sn (bn) = E0b
q,s
n .
The computation time of Hq,sn (bn) thus scales with
O
(
24 max
q
(Dn)
q
)
.
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