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A PERMUTATION MODEL FOR FREE RANDOM VARIABLES AND ITS
CLASSICAL ANALOGUE
FLORENT BENAYCH-GEORGES AND ION NECHITA
Abstrat. In this paper, we generalize a permutation model for free random variables whih
was rst proposed by Biane in [B95b℄. We also onstrut its lassial probability analogue, by
replaing the group of permutations with the group of subsets of a nite set endowed with the
symmetri dierene operation. These onstrutions provide new disrete approximations of the
respetive free and lassial Wiener haos. As a onsequene, we obtain expliit examples of non
random matries whih are asymptotially free or independent. The moments and the free (resp.
lassial) umulants of the limiting distributions are expressed in terms of a speial subset of
(nonrossing) pairings. At the end of the paper we present some ombinatorial appliations of
our results.
Introdution
Free probability is the non-ommutative probability theory built upon the notion of indepen-
dene alled freeness. In lassial probability theory, independene haraterizes families of random
variables whose joint distribution an be dedued from the individual ones by making their tensor
produt. In the same way, freeness, in free probability theory, haraterizes families of random
variables whose joint distribution an be dedued from the individual ones by making their free
produt (with the dierene that free random variables belong to non ommutative probability
spaes, and that their joint distribution is no longer a probability measure, but a linear funtional
on a spae of polynomials). Conretely, independent random variables are numbers arising ran-
domly with no inuene on eah other, whereas free random variables are elements of an operator
algebra endowed with a state whih do not satisfy any algebraial relation together, as far as what
an be observed with the algebra's state is onerned. Free probability theory has been a very a-
tive eld of mathematis during the last two deades, onstruted in a deep analogy with lassial
probability theory. It follows that there is a kind of ditionary between objets of both theories:
many fundamental notions or results of lassial probability theory, like the Law of Large Numbers,
Central Limit Theorem, Gaussian distribution, onvolution, umulants, innite divisibility have a
preise analogue in free probability theory. Moreover, several examples of asymptotially free ran-
dom variables have been found, like random matries [V91, VDN92, HP00, HT05℄, representations
of groups [B95a, B98℄, and a permutation model of P. Biane [B95b℄. In the present paper, we shall
rstly generalize this permutation model, and then develop its analogue from lassial probability
theory, whih will allow us to show that surprisingly, in the "ditionary" mentioned above between
lassial and free probability theories, there is a orrespondene (of minor importane when om-
pared to others, but still interesting) between groups of sets endowed with the symmetri dierene
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operation and groups of permutations, following from the orrespondene between the lattie of
partitions and the lattie of non rossing partitions.
To explain how we onstrut this model and its analogue from lassial probability theory, let
us reall a few basi denitions of non ommutative probability theory. First of all, let us reall
that a non ommutative probability spae (as we shall use it) is a omplex unital ∗-algebra A
endowed with with a linear form ϕ suh that ϕ(1) = 1 and for all x ∈ A, ϕ(x∗) = ϕ(x) and
ϕ(xx∗) > 0. The non ommutative distribution of a family (xi)i∈I of self-adjoint elements of A
is then the appliation whih maps any polynomial P in the non ommutative variables (Xi)i∈I
to ϕ(P ((xi)i∈I)). This formalism is the one of free probability theory, but it reovers the one
of lassial probability theory, beause if the algebra A is ommutative, then this distribution is
atually the integration with respet to a probability measure on R
I
, and A and ϕ an respetively
be identied with a subalgebra of the intersetion of the Lp spaes (p ∈ [1,+∞)) of a ertain
probability spae and with the integration with respet to the probability measure of this probability
spae. A general example of non ommutative probability spae of historial importane is, given
a ountable group G, the ∗-algebra C[G] = C(G) (the set of nitely supported omplex funtions
on G), endowed with the notion of adjoint dened by (
∑
g∈G xg.g)
∗ =
∑
g∈G xg.g
−1
and with the
trae ϕ(
∑
g∈G xg.g) = xe, where e denotes the neutral element of G. Our asymptoti model for free
random variables is onstruted in the algebra of the group S of permutations with nite support
of the set of nonnegative integers, whereas its lassial probability theory analogue is onstruted
in the algebra of the group G of nite sets of nonnegative integers endowed with the symmetri
dierene operation. More preisely, let us dene, for all integer r > 1, and t ∈ [0,+∞), the element
of C[S]
Mr(n, t) =
1
nr/2
∑
(0a1a2 · · · ar)︸ ︷︷ ︸
designs the yle
0→a1→a2→···→ar→0
,
where the sum runs over all r-uplets (a1, . . . , ar) of pairwise distint integers of [1, nt]. In [B95b℄,
it was already proved that the non ommutative distribution of the family (M1(n, t))t∈[0,+∞) on-
verges, as n goes to innity, to the one of a family (M1(t))t∈[0,+∞) whih is a free Brownian motion.
Here, we shall prove that the non ommutative distribution of the family (Mr(n, t))r>1,t∈[0,+∞)
onverges, as n goes to innity, to the one of a family (Mr(t))r>1,t∈[0,+∞) suh that that for all r, t,
one has Mr(t) = t
r
2Ur(t
−1/2M1(t)), where the Ur's are the Chebyshev polynomials of seond kind.
The lassial probability analogue of this model is onstruted replaing the group S of nitely-
supported permutations of the set of nonnegative integers by the group G of nite sets of nonnegative
integers, endowed with the symmetri dierene operation (the symmetri dierene A∆B of two
sets A and B is (A ∪B)\(A ∩B)), we dene, for all integer r > 1, and t ∈ [0,+∞), the element of
C[G]
Lr(n, t) =
1
nr/2
∑
{a1, a2, . . . , ar},
where the sum runs over all r-uplets (a1, . . . , ar) of pairwise distint integers of [1, nt]. We shall
prove that the non ommutative distribution of the family (Lr(n, t))r>1,t∈[0,+∞) onverges, as n
goes to innity, to the one of a family (Lr(t))r>1,t∈[0,+∞) suh that (L1(t))t∈[0,+∞) is a lassial
Brownian motion and that for all r, t, one has Lr(t) = t
r
2Hr(t
−1/2L1(t)), where the Hr's are the
Hermite polynomials.
This model is onstruted on a ommutative algebra, hene the joint distribution of the family
(Lr(n, t))r>1,t∈[0,+∞) is the one of a family of lassial random variables, and the same holds for
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the family (Lr(t))r>1,t∈[0,+∞). This last proess is well known in lassial probability theory: up
to a renormalization, it is the Wiener haos [J97, N06, N09℄. Our model provides a new disrete
approximation of the random proess (Lr(t))r>1,t∈[0,+∞). The Wiener haos is the starting point
of a wide onstrution of stohasti proesses, alled the stohasti measures [RW97, N06, PT08℄.
In a forthoming paper, we shall prove that both our lassial and free models an be generalized
to this setting.
Let us now go bak to the free model and explain how one an obtain non-random asymptotially
free matries. From the results stated earlier, there emerges the general idea that duly renormalized
elements of C[S] of the type
A(n) :=
∑
a1,...,ara
in a set of size n
(0a1 · · ·ara), B(n) :=
∑
b1,...,brb
in a set of size n
(0b1 · · · brb), C(n) :=
∑
c1,...,crc
in a set of size n
(0c1 · · · crc), et.
are asymptotially free as n goes to innity if the respetive sets where the ai's, the bi's and the
ci's are piked from are pairwise disjoint, and that in this result, asymptoti freeness is replaed by
asymptoti independene if the group S of permutations is replaed by the one of nite sets endowed
with the symmetri dierene operation and yles (0x1 · · ·xr) are replaed by sets {x1, . . . , xr}.
Let us now omment on Biane's original motivation for this onstrution. His idea (for r = 1)
easily generalizes for arbitrary r. As before, onsider a nite set of elements A(n), B(n), C(n), et.
of the group algebra C[SN ], whih is possible for N large enough. When viewed as operators on
SN , A(n), B(n), C(n), et. are omplex matries with rows and olumns indexed by the elements
of SN (these matries an be seen as the adjaeny matries of some Cayley graphs). This is the
reason why these results provide expliit examples of asymptotially free families of non random
matries. To our knowledge, there are no other suh onstrutions. The lassial probability part of
our result also provides an expliit example of ommutative family of non random matries whih
are asymptotially independent, property that only random matries had until now been proved to
have.
In the last part of this paper, we shall explore onnetions between several ombinatorial stru-
tures and the sets of non rossing pairings whih appeared in the formulas of moments and free
umulants in the limit theorems presented above.
1. The permutation model for free random variables
1.1. Computation of the limit distribution. The non-ommutative probability spae we are
going to work with is the group algebra C[S] of the group S of nitely-supported permutations of
the set of nonnegative integers (i.e. permutations for whih all but nitely-many points are xed
points), with its anonial trae dened by ϕ(
∑
σ xσσ) = xid, where id is the identity permutation.
Let us dene, for all integer r > 1, and t ∈ [0,+∞), the element of C[S]
Mr(n, t) =
1
nr/2
∑
(0a1a2 · · · ar),
where the sum runs over all r-uplets (a1, . . . , ar) of pairwise distint integers of [1, nt]. For r = 0,
we put M0(n, t) = id. Our purpose in what follows is to study the asymptoti properties (in the
limit n→∞) of the family (Mr(n, t))r,t.
Before stating the main result of this setion, let us reall that a free Brownian motion is a
proess (St)t∈[0+∞) of non ommutative random variables with free inrements suh that for all t,
St is semi-irular with variane t. Let us also reall some fats about the Chebyshev polynomials
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of the seond kind, denoted by (Un). These are the orthogonal polynomials on [−2, 2] with respet
to the semi-irular weight w(x) = 12pi
√
4− x2. They satisfy the property
Un(2 cos θ) =
sin(n+ 1)θ
sin θ
, ∀n > 0
and the reurrene relation
U0(x) = 1, U1(x) = x, U1(x)Un(x) = Un−1(x) + Un+1(x), ∀n > 1.
Theorem 1. The non ommutative distribution of the family (Mr(n, t))r>1,t∈[0,+∞) onverges,
as n goes to innity, to the one of a family (Mr(t))r>1,t∈[0,+∞) suh that (M1(t))t∈[0,+∞) is a
free Brownian motion and for all r, t, one has Mr(t) = t
r
2Ur(t
−1/2M1(t)), where the Ur's are the
Chebyshev polynomials of seond kind.
Proof. Step I. It follows from a diret appliation of Theorem 1 of [B95b℄ that the non ommutative
distribution of the family (M1(n, t))t∈[0,+∞) onverges, as n goes to innity, to the one of a family
(M1(t))t∈[0,+∞) whih is a free Brownian motion.
Step II. Let us prove that for all integer r > 1, and t ∈ (0,+∞),
(1) lim
n→∞
ϕ[(M1(n, t)Mr(n, t)− tMr−1(n, t)−Mr+1(n, t))2] = 0.
We rst ompute M1(n, t)Mr(n, t):
M1(n, t)Mr(n, t) = n
− r+1
2
∑
(a1,...,ar)
(ar+1)
(0ar+1)(0a1a2 · · · ar)
= n−
r+1
2
∑
(a1,...,ar+1)
(0a1a2 · · · arar+1) + n−
r+1
2
r∑
k=1
∑
(a1,...,ar)
(0a1a2 · · · ak−1)(ak · · · ar)
= Mr+1(n, t) +
⌊nt⌋
n
Mr−1(n, t) + n
− r+1
2
r−1∑
k=1
∑
(a1,...,ar)
(0a1a2 · · ·ak−1)(ak · · · ar).
Thus, it sues to show that (a = (a1, . . . , ar), b = (b1, . . . , br))
lim
n→∞
ϕ[(n−
r+1
2
r−1∑
k=1
∑
a
(0a1a2 · · · ak−1)(ak · · ·ar))2] = 0.
But(
r−1∑
k=1
∑
a
(0a1a2 · · ·ak−1)(ak · · · ar)
)2
=
r−1∑
k,l=1
∑
a,b
(0a1a2 · · · ak−1)(ak · · ·ar)(0b1b2 · · · bl−1)(bl · · · br)
In order for the permutation on the right-hand side to be the identity, it has to be that
(0b1b2 · · · bl−1)(bl · · · br) = [(0a1a2 · · · ak−1)(ak · · ·ar)]−1 = (akarar−1 · · · ak+1)(0ak−1 · · · a1)
and thus k = l and the b's are determined (modulo some irular permutation of size at most r)
by the a's. We nd that there are at most (r − 1)r!(nt)r terms in the sum whih are equal to the
identity and (1) follows.
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Step III. To prove the existene of a limit to the non ommutative distribution of the family
(Mr(n, t))r>1,t∈[0,+∞), we have to prove that for all polynomial P in the non ommutative variables
(Xr(t))r>0,t∈[0,+∞),
ϕ(P ((Mr(n, t))r>0,t∈[0,+∞)))
has a nite limit as n goes to innity. First of all, by linearity, an suppose that P is a monomial
Xr1(t1) · · ·Xrk(ik) with r1, . . . , rk > 0, t1, . . . , tk ∈ [0,+∞). Then let us prove it by indution on
R := max{r1, . . . , rk}. If R = 0 or 1, it follows from the rst step of the proof and the onvention
M0(n, t) = 1. Now, let us suppose the result to be proved until rank R − 1. Replaing, for all
t ∈ [0,+∞), eah XR(t) in P by
(X1(t)XR−1(t)− tXR−2(t))− (X1(t)XR−1(t)− tXR−2(t)−XR(t))
and using the seond step of the proof with the Cauhy-Shwarz inequality, one gets the onvergene.
Let us denote the limit distribution by Ψ : C〈Xr(t) ; r > 0, t ∈ [0,+∞)〉 → C.
Step IV. Now, it remains only to identify the limit distribution. Note rst that by the rst
step and the onvention M0(n, t) = 1, the Cauhy-Shwarz inequality allows us to laim that the
bilateral ideal generated by
{X0(t)− 1 ; t ∈ [0,+∞)} ∪ {X1(t)Xm−1(t)− tXm−2(t)−Xm(t) ; m > 2, t ∈ [0,+∞)}
is ontained in the kernel of Ψ. Hene up to a quotient of the algebra C〈Xr(t) ; r > 0, t ∈ [0,+∞)〉,
one an suppose that for all m > 2, t ∈ [0,+∞), X0(t) = 1 and X1(t)Xm−1(t) = tXm−2(t)+Xm(t).
It allows us to laim that for all m > 0, t ∈ [0,+∞), Xm(t) is a polynomial in X1(t), namely
that Xm(t) = t
m
2 Um(t
−1/2X1(t)), where the Um's are the Chebyshev polynomials of seond kind
(indeed, this family is ompletely determined by the fat that U0 = 1, U1 = X and for all m > 2,
U1Um−1 = Um−2 + Um). Sine by the rst step, (M1(t))t∈[0,+∞) is a free Brownian motion, the
proof is omplete. 
The following orollary generalizes Theorem 1 of [B95b℄. Roughly speaking, it states that duly
renormalized elements of C[S] of the type
A(n) :=
∑
a1,...,ara
in a set of size n
(0a1 · · ·ara), B(n) :=
∑
b1,...,brb
in a set of size n
(0b1 · · · brb), C(n) :=
∑
c1,...,crc
in a set of size n
(0c1 · · · crc), et.
are asymptotially free as n goes to innity if the respetive sets where the ai's, the bi's and the
ci's are piked are pairwise disjoint. Biane had proved it in the ase where ra = rb = rc = · · · = 1.
Corollary 1. Fix p > 1, r1, . . . , rp > 0, t0 < t1 < · · · < tp, and dene, for all i = 1, . . . , p, for
eah n > 1, Mi(n) = n
−
ri
2
∑
(0a1 · · · ari), where the sum runs over all ri-uplets (a1, . . . , ari) of
pairwise distint integers of (nti−1, nti]. Then M1(n), . . . ,Mp(n) are asymptotially free as n goes
to innity.
Proof. Let us dene, for all i = 1, . . . , p and n > 1, Si(n) := n
− 1
2
∑
a∈(nti−1,nti]
a integer
(0a). By the previous
theorem, as n goes to innity, the non ommutative distribution of (S1(n), . . . , Sp(n)) tends to the
one of a free family (s1, . . . , sp) of semi-irular elements (with various varianes). Moreover, the
same theorem says that for all i, as n goes to innity,
lim
n→∞
ϕ((Mi(n)− (ti − ti−1)
ri
2 Uri(
√
ti − ti−1Si(n))2) = 0.
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It follows that the non ommutative distribution of the family
(S1(n),M1(n), . . . , Sp(n),Mp(n))
onverges to the one of
(s1, (t1 − t0)
r1
2 Ur1(
√
t1 − t0s1), . . . , sp, (tp − tp−1)
rp
2 Ur1(
√
tp − tp−1sp),
whih nishes the proof. 
1.2. Moments and umulants of the limit distribution. We now turn to the moments and
the free umulants of the family (Mr(t))r>1,t∈[0,+∞). As we shall see, these quantities have elegant
losed expressions in terms of non-rossing pairings of a speial kind. Let us now introdue the
ombinatorial objets of interest. For f funtion dened on a nite set X , ker f designates the
partition of X by the level sets of f . For every p > 1 and for every vetor r = (r1, . . . , rp) of
positive integers, onsider the funtion fr : {1, . . . |r|} → {1, . . . p} dened by fr(x) = k if and
only if r1 + · · · + rk−1 < x 6 r1 + · · · + rk (we put |r| = r1 + · · · + rp). We introdue the set
NC2(r) of non-rossing pairings π of the set {1, . . . , |r|} whih do not link two elements who have
the same image by fr, i.e. suh that π ∧ 1ˆr = 0ˆ|r|, where 1ˆr = ker fr and 0ˆ|r| is the singletons
partition of {1, . . . , |r|}. We also introdue NC∗2 (r) = {π ∈ NC2(r)|π ∨ 1ˆr = 1ˆ|r|}, where 1ˆ|r| is
the one-blok-partition of {1, . . . , |r|}. For s positive integer, we denote with 〈s〉p = (s, s, . . . , s) the
onstant vetor where s appears p times.
In the following theorem, we ompute the mixed moments and free umulants of the family
(Mr)r>1 = (Mr(1))r>1 (the mixed moments and umulants of the family (Mr(t))r>1,t∈[0,+∞) an
easily be omputed in the same way).
Theorem 2. The distribution of the family (Mr)r>1 is haraterized by the fat that its mixed
moments are given by
ϕ(Mr1Mr2 · · ·Mrp) = ♯NC2(r)
and its free umulants are given by
κp(Mr1 ,Mr2 , . . . ,Mrp) = ♯NC
∗
2 (r).
Remark 1. Although they are learly dependent, the elementsMr are not orrelated: ϕ(MqMr) = 0
if q 6= r (this follows from the orthogonality of the Chebyshev polynomials).
Remark 2. This theorem provides a new proof (even though there are already many !) of the
formula of the free umulants of the free Poisson distribution (also alled Marhenko-Pastur distri-
bution, see [HP00℄). Indeed, M2 + 1 = M
2
1 is well known to have a free Poisson distribution with
mean 1, all of whose umulants exept the rst one the same as the free umulants of M2. By the
theorem, for all p > 2, κp(M2) is the ardinality of {π ∈ NC2(2p)|π ∨ 1ˆ〈2〉p = 1ˆ2p}. In [NS06℄, it is
shown that
{π ∈ NC(2p)|π ∨ 1ˆ〈2〉p = 1ˆ2p} = {π ∈ NC(2p)|1 pi∼ 2p, 2i pi∼ 2i+ 1, ∀i ∈ {1, . . . , p− 1}}.
Thus,
{π ∈ NC2(2p)|π ∨ 1ˆ〈2〉p = 1ˆ2p} = { { {2p, 1}, {2, 3}, . . . , {2p− 2, 2p− 1} } },
whih is a partition of NC2(〈2〉p), hene κp(M2) = 1.
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Proof. Let us rst prove that the mixed moments are given by the formula of the theorem. Using
the identity (0b1b2 · · · bs) = (0bs)(0bs−1) · · · (0b1), we have
p∏
j=1
Mrj(n, 1) = n
− |r|
2
∑
a
(0a1)(0a2) · · · (0a|r|),
where the sum is taken over all families a = (a1, . . . a|r|) ∈ {1, . . . , n}|r| suh that for all k, l ∈
{1, . . . |r|}, ak 6= al whenever fr(k) = fr(l). To suh a family a we assoiate the partition P(a) of
the set {1, . . . |r|} dened by k ∼ l if and only if ak = al. Thus, for all a, P(a) does not link two
elements that have the same image by fr, i.e. satises P(a) ∧ 1ˆr = 0ˆ|r|. We regroup the terms of
the preeding sum aording to the partitions P :∑
pi
n−
|r|
2
∑
a:P(a)=pi
(0a1)(0a2) · · · (0a|r|).
Let us show that among the partitions π suh that π∧ 1ˆr = 0ˆ|r|, the only partitions that ontribute
to the limit, as n goes to innity, are non-rossing pairings, i.e. elements of NC2(r). If π = P(a)
ontains a singleton {k}, then the permutation (0a1)(0a2) · · · (0a|r|) annot be the identity, beause
the element ak appears only one and thus its image annot be itself. Consider now a partition π
with no singleton but with a lass with at least three elements. It is easy to show that there are no
more than n
|r|−1
2
families a suh that P(a) = π and thus they have no ontribution asymptotially.
We have shown that only pairings ontribute to the trae. The argument in [B95b℄, Lemma 2
(whih adapts mutatis mutandis to our ase) shows that only the non-rossing pairings ontribute,
ompleting the proof.
Let us now ompute the free umulants. To a pairing P ∈ NC2(r) we assoiate the non-rossing
partition P¯ ∈ NC(p) whih enodes the way P links the bloks of 1ˆr : k P¯∼ l if and only if
r1 + · · ·+ rk P∨1ˆr∼ r1 + · · ·+ rl, for all k, l ∈ {1, . . . , p}.We have
ϕ((Mr1Mr2 · · ·Mrp) = ♯NC2(r) =
∑
pi∈NC(p)
♯{P ∈ NC2(r)|P¯ = π}.
Sine the funtionals NC(p) ∋ π 7→ ♯{P ∈ NC2(r)|P¯ = π} are multipliative, we have identied
the free umulants of the family (Mr)r>1:
∀p > 1, r1, . . . , rp > 1, κpi(Mr1 ,Mr2 , . . . ,Mrp) = ♯{P ∈ NC2(r)|P¯ = π}.
Considering the ase π = 1ˆp, we obtain the announed formula for the free umulants. 
1.3. An appliation: linearization oeients for orthogonal polynomials. As a orollary
of Theorems 1 and 2, we reover some formulas already obtained in [A05℄ using dierent tehniques.
Consider a family (Pn) of orthonormal polynomials with respet to some weight w. For an integer
vetor r = (r1, . . . , rp) there is a deomposition
Pr1(x)Pr2(x) · · ·Prp(x) =
|r|∑
k=0
c
(r)
k Pk(x),
where the salars c
(r)
k ∈ R are alled linearization oeients of the family (Pn). They an easily
be reovered by integration:
c
(r)
k =
∫
Pr1(x)Pr2 (x) · · ·Prp(x) · Pk(x)dw(x).
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For the Chebyshev polynomials, these integrals are the expetation (the trae) of the orresponding
produts of the random variables Mr:
Corollary 2. The linearization oeients for the Chebyshev polynomials of the seond kind Unare
given by
(2) c
(r)
k = ♯NC2(r ∪ k),
where r ∪ k is the vetor (r1, . . . , rp, k).
Remark 3. It was mentioned to us by a referee that formula (2) had already been proved, with
another method, in [SCV84, Th. 7℄.
In [A05℄, a similar formula is dedued for the entered free Charlier polynomials Vn. These
polynomials are orthogonal with respet to the entered Marhenko-Pastur density
w2(t) = 1]−1,3](t)
1
2π
√
4
1 + t
− 1.
Note that M2 = M
2
1 − 1 has the distribution dµ2 = w2(t)dt. Moreover, one an easily see that
Vn ◦ U2 = U2n and thus∫
Vr1(x)Vr2 (x) · · ·Vrp(x) · Vk(x)dw2(x) =
∫
U2r1(x)U2r2(x) · · ·U2rp(x) · U2k(x)dw(x).
We obtain
Corollary 3. The linearization oeients for the entered free Charlier polynomials Vnare given
by
d
(r)
k = ♯NC2(2r ∪ 2k),
where 2r ∪ 2k is the vetor (2r1, . . . , 2rp, 2k).
Using the bijetion between non-rossing pairings of size 2n and non-rossing partitions of size
n (see [NS06℄, pp. 153154), one an easily see that the sets NC2(2r ∪ 2k) and {π ∈ NC(r ∪
k|π has no singleton} have the same ardinality, hene our formula is equivalent to the one in
[A05℄.
2. A lassial probability analogue
The model we have studied in the rst part involves permutations, asymptotial freeness, non-
rossing pairings, the semi-irular distribution and its orthogonal polynomials, the seond kind
Chebyshev polynomials. By replaing permutations with sets, we onstrut in this setion an
analogue model, where the objets from free probability are replaed by their lassial ounterparts,
respetively independene, (possibly rossing) pairings, and the Gaussian distribution with the
orthogonal Hermite polynomials.
2.1. Computation of the limit distribution. The non-ommutative probability spae we are
going to work with here is the group algebraC[G] of the group G of nite sets of nonnegative integers
endowed with he symmetri dierene operation, with its anonial trae dened by ψ(
∑
A xAA) =
x∅. Let us dene, for all integer r > 1, and t ∈ [0,+∞), the element of C[G]
Lr(n, t) =
1
nr/2
∑
{a1, a2, . . . , ar},
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where the sum runs over all r-uplets (a1, . . . , ar) of pairwise distint integers of [1, nt]. For r = 0,
we put L0(n, t) = ∅ (whih is the unity of this algebra). Our purpose in what follows is to study
the asymptoti properties (in the limit n→∞) of the family (Lr(n, t))r,t.
Reall that for every p > 1 and for every vetor r = (r1, . . . , rp) of positive integers, the funtion
fr : {1, . . . |r|} → {1, . . . p} is the projetion dened by fr(x) = k i r1+· · ·+rk−1 < x 6 r1+· · ·+rk
(|r| = r1+· · ·+rp). We replae the non-rossing partitions from the free ase with general partitions:
Π2(r) is the set of pairings π of {1, . . . , |r|} whih do not link two elements who have the same
image by fr, i.e. suh that π ∧ 1ˆr = 0ˆ|r|, where 1ˆr is still the partition of {1, . . . , |r|} with bloks
f−1r (1), f
−1
r (2), . . . , f
−1
r (p). We also introdue Π
∗
2(r) = {π ∈ Π2(r)|π ∨ 1ˆr = 1ˆ|r|}.
In the following lemma we ompute the asymptoti joint moments of the random variables
Lr(n, t).
Lemma 1. Let p > 1 and onsider t1, . . . , tp > 0 and a family of positive integers r = (r1, . . . , rp).
Then, in the limit n→∞, the trae ψ
[∏p
j=1 Lrj(n, tj)
]
onverges to∑
pi∈Π2(r)
∏
{i,j}∈pi
min(tfr(i), tfr(j)).
Proof. Using the properties of the symmetri dierene ∆, we get
p∏
j=1
Lrj(n, tj) = n
− |r|
2
∑
a
{a1}∆{a2}∆ · · ·∆{a|r|},
where the sum is taken over all families a = (a1, . . . a|r|) of positive integers suh that for all
k, l ∈ {1, . . . |r|}, ak ∈ [1, ntfr(k)] and ak 6= al whenever fr(k) = fr(l). To suh a family a we
assoiate the partition P(a) of the set {1, . . . |r|} dened by k ∼ l if and only if ak = al. Thus, for
all a, P(a) does not link two elements that have the same image by fr. We regroup the terms of
the preeding sum aording to the partitions P :∑
pi
n−
|r|
2
∑
a:P(a)=pi
{a1}∆ · · ·∆{a|r|}.
Let us show that only pairings an ontribute to the asymptoti trae of the sum. It is obvious that
{a1}∆ · · ·∆{a|r|} is the empty set if and only if eah ai appears an even number of times. Thus,
π = P(a) annot ontain singletons. On the other hand, if π ontains no singleton but has a lass
with at least three elements, it is easy to show that there are no more than (nmax{t1, . . . , tp}) |r|−12
families a suh that P(a) = π and thus suh partitions π do not ontribute asymptotially.
For π pairing of Π2(r), the number of families a suh that P(a) = π, is asymptoti, as n goes to
innity, to n
|r|
2
∏
{i,j}∈pi min(tfr(i), tfr(j)), whih onludes the proof. 
Before stating the main result of this setion, let us reall some fats about the Hermite polyno-
mials, denoted by (Hn). These are the orthogonal polynomials on the real line with respet to the
standard Gaussian measure. They satisfy the reurrene relation
H0(x) = 1, H1(x) = x, H1(x)Hr(x) = Hr+1(x) + rHr−1(x), ∀r > 1.
Theorem 3. The distribution of the family (Lr(n, t))r>1,t∈[0,+∞) onverges, as n goes to innity,
to the one of a ommutative family (Lr(t))r>1,t∈[0,+∞) suh that (L1(t))t∈[0,+∞) is a lassial Brow-
nian motion and for all r, t, one has Lr(t) = t
r
2Hr(t
−1/2L1(t)), where the Hr's are the Hermite
polynomials.
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Proof. Step 0. Note rst that the symmetri dierene is a ommutative operation on sets. Hene
the algebra C[G] is ommutative.
Step I. It follows from a diret appliation of the previous lemma that the distribution of the
family (L1(n, t))t∈[0,+∞) onverges, as n goes to innity, to the one of a lassial Brownian motion
(L1(t))t∈[0,+∞).
Step II. Let us prove that for all integer r > 1, and t ∈ (0,+∞),
(3) lim
n→∞
ψ[(Lr(n, t)L1(n, t)− rtLr−1(n, t)− Lr+1(n, t))2] = 0.
This is a onsequene of the following omputation of Lr(n, t)L1(n, t). The sums run over integers
of [1, nt].
Lr(n, t)L1(n, t) = n
− r+1
2
∑
(a1,...,ar)
(ar+1)
{a1}∆ · · ·∆{ar+1}
= n−
r+1
2
∑
(a1,...,ar+1)
{a1, a2, . . . ar, ar+1}
+n−
r+1
2
r∑
k=1
∑
(a1,...,ar)
{a1, a2, . . . , aˇk, . . . , ar}
= Lr+1(n, t) + n
− r+1
2
r∑
k=1
(⌊nt⌋ − r + 1)
∑
(b1,...,br−1)
{b1, b2, . . . , br−1}
= Lr+1(n, t) +
⌊nt⌋ − r + 1
n
rLr−1(n, t)
= Lr+1(n, t) + rtLr−1(n, t) + ǫnLr−1(n, t), with ǫn −→
n→∞
0.
Step III and Step IV are as in the proof of Theorem 1, with the dierene that here, the algebra
is ommutative, hene one-dimensional non-ommutative distributions are integrations with respet
to a probability measure, whih is unique in this ase. 
The following orollary is the lassial probability theory ounterpart of orollary 1. Roughly
speaking, it states that duly renormalized elements of C[G] of the type
A(n) :=
∑
a1,...,ara
in a set of size n
{a1, . . . , ara}, B(n) :=
∑
b1,...,brb
in a set of size n
{b1, . . . , brb}, C(n) :=
∑
c1,...,crc
in a set of size n
{c1, . . . crc}, . . .
are asymptotially independent as n goes to innity if the respetive sets where the ai's, the bi's
and the ci's are piked are pairwise disjoint.
Corollary 4. Fix p > 1, r1, . . . , rp > 0, t0 < t1 < · · · < tp, and denes, for all i = 1, . . . , p, for
eah n > 1, Li(n) = n
−
ri
2
∑
{a1, . . . , ari}, where the sum runs over all ri-uplets (a1, . . . , ari) of
pairwise distint integers of (nti−1, nti]. Then L1(n), . . . , Lp(n) are asymptotially independent as
n goes to innity.
Proof. Mutatis mutandis, the proof goes along the same lines as the one of orollary 1. 
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2.2. Moments and umulants of the limit distribution. In the following theorem, we ompute
the mixed moments and umulants of the family (Lr)r>1 = (Lr(1))r>1 (the mixed moments and
umulants of the family (Lr(t))r>1,t∈[0,+∞) an easily be omputed in the same way). Here, the
analogy with the free probability model is obvious, sine the formulas are the same ones as in
Theorem 2, with the dierene that the pairings are now allowed to have rossings.
Theorem 4. The distribution of the family (Lr)r>1 is haraterized by the fat that its mixed
moments are given by
ψ(Lr1Lr2 · · ·Lrp) = ♯Π2(r)
and its lassial umulants are given by
kp(Lr1 , Lr2, . . . , Lrp) = ♯Π
∗
2(r).
Proof. The moments have been omputed in Lemma 1 and the umulants an be omputed in the
same way as in the proof of Theorem 2. 
Remark 4. The orrespondene between the limit distributions of the lassial and the free ase is
not the Berovii-Pata bijetion, sine the distribution of L2 is not a lassial Poisson distribution.
2.3. An appliation: linearization oeients for orthogonal polynomials. As in Corol-
laries 2 and 3, one dedue from this work ombinatorial formulas for the linearization oeients
for Hermite and entered Charlier polynomials. Up to normalization, the formulas are the same
ones, with the dierene that non rossing parings are replaed by pairings.
3. Further ombinatoris
In this setion, we explore onnetions between several ombinatorial strutures and the sets
NC2(r) and NC
∗
2 (r), whih appeared in the formulas of moments and free umulants of the family
Mr(1).
3.1. A bijetion with a lass of paths. Here, we shall denote the set of nonnegative integers by
N and the set of integers by Z.
It is well known that for all n > 1, the n-th moment of a semi-irular element is the number
of Dyk paths with length n, i.e. of funtions γ : {0, . . . , n} → N suh that γ(0) = γ(n) = 0 and
for all i, |γ(i) − γ(i − 1)| = 1. Sine for n, t xed, the Mr(n, t)'s (r > 1) are a generalizations of
the Juys-Murphy element M1(n, t), whose distribution tends to a semi-irular one, it is natural
to expet a generalization of this interpretation of the moments in terms of paths for the moments
of the Mr(t)'s. We show here that the mixed moments and free umulants of the family (Mr)r>1
ount lattie paths with general jump size, as follows. Consider an integer vetor r = (r1, . . . , rp).
For k > 1, dene ∆(k) = {k, k − 2, k − 4, . . . ,−k + 2,−k} = {t − s; s, t ∈ N, s + t = k} ⊂ Z.
We dene a Dyk r-path to be a funtion γ : {0, 1, . . . , p} → Z suh that γ(0) = 0, γ(p) = 0,
γ(i) + γ(i − 1) > ri and γ(i)− γ(i − 1) ∈ ∆(ri) for all i ∈ {1, . . . , p} (∆(k) is somehow the set of
admissible jumps for these paths). We denote by Γ(r) the set of Dyk r-paths and we also onsider
its subset Γ∗(r) of irreduible Dyk r-paths: a Dyk r-path γ is said to be irreduible if it has the
property that it does not ontain stritly smaller Dyk s-paths, in the following sense: there is no
pair (x, y) 6= (0, p) suh that the path γ¯ : {0, . . . y − x} → Z dened by γ¯(i) = γ(x + i)− γ(x) is a
Dyk (rx+1, rx+2, . . . , ry)-path.
It an be easily seen that Dyk r-paths are always positive (γ(i) > 0, for all i ∈ {0, . . . , p}) and
that the rst and the last jumps are the largest, respetively smallest, possible: γ(1) = r1 and
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γ(p− 1) = rp. By the following proposition, Dyk r-paths (resp. irreduible ones) are ounted by
the moments (resp. free umulants) of the family (Mr)r := (Mr(1))r:
Proposition 1. The sets NC2(r) and Γ(r) are in bijetion. The same holds true for NC
∗
2 (r) and
Γ∗(r). In partiular, we have
ϕ(Mr1Mr2 · · ·Mrp) = ♯Γ(r)
and
κp(Mr1 ,Mr2 , . . . ,Mrp) = ♯Γ
∗(r).
Proof. Consider a non-rossing pairing π ∈ NC2(r). We begin by onstruting the path of Γ(r)
assoiated to π. An element k of {1, . . . , |r|} is said to be an opener (for π) if it appears rst
in its blok (pair) of π. Otherwise, it is alled a loser. For 1 6 i 6 p, let Bi = f
−1
r (i). As π
is non-rossing and it does not ontain pairs with both ends in Bi, the losers appear before the
openers in eah Bi. Let si be the number of losers of Bi and ti be the number of openers of Bi. We
have si+ ti = ri. Dene γ : {0, 1, . . . , p} → Z by γ(0) = γ(p) = 0 and γ(i)−γ(i−1) = ti−si, for all
1 6 i 6 p; we have thus γ(i)− γ(i− 1) ∈ ∆(ri). The value of γ(i) is the number of open pairs after
the rst i groups of π. Hene, for all i > 1, γ(i− 1)− si > 0. This implies γ(i) + γ(i− 1) > ri, and
thus γ is an r-path. In order to prove the other diretion, note that a pairing π ∈ NC2(r) an be
reonstruted by knowing only the number of openers/losers in eah blok Bi. This information
an easily be dedued from an r-path γ.
The proof that the onstrution above is a bijetion between the set of irreduible r-paths Γ∗(r)
and NC∗2 (r) is umbersome; we shall just give the main idea. Again, let π be a pairing of NC2(r).
The ondition π∨ 1ˆr = 1ˆ|r| amounts to the fat that the standard graphial representation of π and
1ˆr on the same gure (1ˆr an drawn by onneting the points of eah of its groups by horizontal
lines) is a onneted graph. If it is not the ase, then the sub-graph of a onneted omponent
orresponds to a stritly smaller r-path in the path γ previously assoiated to π. 
Remark 5. Note that for r = 〈1〉p, ∆(1) = {±1}, and we reover the usual Dyk paths. For
r = 〈2〉p, and p > 2, it an easily be seen that Γ∗(〈2〉p) = {(0, 2, 2, . . . , 2, 0)}, and we obtain the free
umulants of the entered Marhenko-Pastur (or free Poisson) distribution.
3.2. A Toeplitz algebra model for (Mr(1))r>1. In this setion we provide a onrete realization
of the family (Mr(1))r>1 by Toeplitz operators. Consider the Toeplitz algebra T of bounded linear
operators on ℓ2(N) with its vauum state ω(T ) = 〈e0, T e0〉. The shift operators are denoted by S
and S∗. Let T0 = 1 and dene, for all r > 1 the operators
Tr =
r∑
k=0
SS · · ·S︸ ︷︷ ︸
r−k times
S∗S∗ · · ·S∗︸ ︷︷ ︸
k times
= Sr + Sr−1S∗ + · · ·+ S∗r.
It an be easily heked that the operators Tr verify the reurrene relation of the (seond kind)
Chebyshev polynomials T1Tr = Tr−1 + Tr+1. It is well known that, under the vauum state, the
operator T1 = S + S
∗
has a semiirular distribution, and thus it has the same law as M1(1). We
onlude that
Proposition 2. The families (Tr)r ∈ (T , ω) and (Mr(1))r ∈ (A, ϕ) have the same distribution.
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Remark 6. Note that we an also realize the whole family (Mr(t))r>1,t∈[0,+∞) on the full Fok
spae of the Hilbert spae L2([0,+∞), dx) with the operators (here, ℓ denotes the reation operator)
Tr(t) =
r∑
k=0
ℓ(1[0,t)) · · · ℓ(1[0,t))︸ ︷︷ ︸
r−k times
ℓ∗(1[0,t)) · · · ℓ∗(1[0,t))︸ ︷︷ ︸
k times
∈ B(F(L2([0,+∞), dx))).
It an be insightful to look at the matrix representations of the operators Tr. It an be easily
veried that the (i, j) oeient of Tr, Tr(i, j) = 〈ei, Trej〉 is null, unless
• j − i ∈ ∆(r) = {r, r − 2, . . . ,−r} and
• j + i > r,
in whih ase it equals 1.
This matrix point of view introdues the onnetion with the set Γ(r):
ϕ(Mr1Mr2 · · ·Mrp) = ω(Tr1Tr2 · · ·Trp) = [Tr1Tr2 · · ·Trp ](0, 0) =
=
∑
i0=0,i1,...,ip=0
Tr1(i0, i1)Tr2(i1, i2) · · ·Trp(ip−1, ip).
In order for the general term of the above sum to be non-zero, it has to be that eah fator is
1, and that amounts to the fat that γ = (i0, i1, . . . , ip) ∈ Γ(r), providing a onnetion with the
generalized Dyk paths disussed earlier.
3.3. Non-ommutative invariants and semi-standard Young tableaux. In this setion we
show that the ombinatoris of the family (Mr)r is related to semi-standard Young tableaux, whih
have been shown to ount the number of non-ommutative lassial invariants of binary forms [T88℄.
Here, we prove only a ombinatorial result; whether there is a more profound reason for this, we
ignore at this moment and onnetions with the representation theory of SL2(C), GL(n) or Sn are
to be explored.
Start by xing a vetor r = (r1, . . . , rp) suh that |r| is even and onsider the Young diagram
with 2 rows and |r|/2 olumns assoiated to the partition λ = (|r|/2, |r|/2) of |r|. A semi-standard
Young tableau of shape λ and weight r is a numbering of the Young diagram of shape λ with r1
1's, r2 2's, . . ., rp p's suh that the rows are not dereasing and the olumns are inreasing. Let
c(r) be the number of suh semi-standard Young tableaux.
Proposition 3. c(r) = ♯NC2(r).
Proof. We shall onstrut a bijetion between the set of non-rossing pairings of NC2(r) and the
set of semi-standard Young tableaux of weight r. Start with a pairing π ∈ NC2(r). We shall add
numbers in the empty Young diagram group by group. When we arrive at the i-th group of π, start
by appending si i's to the seond row, orresponding to the si losing pairs of the i-th group. Then
add the remaining ti i's to the top row - these are the ti opening pairs. In this way we are sure
to get a row non-dereasing numbering. The fat that the olumns are inreasing follows from the
fat that at eah moment, the number of opened pairs of π is larger or equal than the number of
losed pairs. Thus the top row is always more oupied then the bottom row. 
Remark 7. As we did for the paths, we an prove a bijetion between NC∗2 (r) and a strit subset of
semi-standard Young tableaux. However, this is striter than the notion of indeomposable Young
tableaux, dened in [T88℄.
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