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ABSTRACT
Arshad, Amana M.S.E.C.E., Purdue University, December 2013. Statistical and vi-
sual analysis of spatio-temporal dynamics of dengue fever epidemic. Major Professor:
Arif Ghafoor.
Public health-care data possess spatio-temporal features and it evolves with time.
For example, patient count visiting an ER in a hospital evolves with time. Clustering
of such input data patterns into different groups over a certain temporal duration
is useful for the purpose of health-care surveillance purpose. The objective of this
study is to visualize and analyze these data patterns to get an insight into data
characteristics for the purpose of the health-surveillance and to correlate these findings
with the possible reasons for epidemic spread. The dynamics of this spatio-temporal
pattern analysis is useful for epidemic spread surveillance in large metropolitan cities
consisting of multiple towns or regions as it shows both the growth and movement of
disease trend patterns over a certain time which is ultimately useful for disease cure
and prevention measure. We further correlate these outcomes with demographic and
weather data distribution pattern over a certain period of time.
1
1. INTRODUCTION
Dengue Fever (DF) is an infectious tropical disease caused by four distinct antigeni-
cally related serotypes which are mainly transmitted by Aedes aegypti mosquitoes.
The wide clinical spectrum ranges from asymptomatic infections, or mild illness, to
the more severe forms of infection such as Dengue Hemorrhagic Fever (DHF) and
Dengue Shock Syndrome (DSS). The four types of dengue viruses, or serotypes, are
named DENV-1, DENV-2, DENV-3 and DENV-4. Infection by one serotype pro-
duces life-long immunity to that serotype but does not protect against infection by
others [1]. That is, a person who is immune to DENV-1 will, after recovering, no
longer contribute to the infection processes caused due to DENV-1 serotype; the
body becomes temporarily/cross immune to the remaining serotypes. However, such
a person, if living in a dengue epidemic area, has high chances of contracting the
remaining serotypes of dengue virus, resulting in the other dengue fever forms such
as DHF and DSS. DHF and DSS enhance mortality rate up to 6% compared with
classical DF. DSS is a subtype of DHF which is caused when the DHF reaches to
level 3 or level 4, whereupon blood pressure and pulse cannot be detected.
1.1 Background in syndromeic surveillance
Epidemic surveillance is an important source for the public health information by
which information is generated, organized, analyzed, interpreted and communicated
[2]. For example, timely information is required by public medical health-care officials
to model the epidemic spread. In case of epidemic spread, the dynamics of spatial
patterns and their occurrence over time, help us to get an insight about the relevant
risk factors for the prevention and cure of epidemic . Therefore it is important to
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identify these time-space clusters for the purpose of epidemic surveillance. Our study
is focused on the visual and statistical analysis of DF epidemic spread.
1.2 DF challenges in Pakistan
In Pakistan, a significant increase in dengue incidences has been observed in the
last two years. Dengue is a deadly disease which still lacks a cure. Currently, the
most affected areas are the ones with tropical climates, particularly the province of
Punjab, where factors like high temperature and frequent precipitation are favorable
to Aedes aegypti1 growth. Each year, millions of Pakistanis are exposed to this deadly
pathogen. Since 2010, the incidences of DF and Dengue Hemorrhagic Fever (DHF)
have risen dramatically in Punjab, especially in the city of Lahore where thousands of
new cases surfaced on daily basis between June 2011 and December 2011. More than
four hundred people lost their lives in Punjab, about three hundred of them in Lahore.
Since an effective treatment is yet to be found, it is particularly important to focus on
prevention, keeping the mosquito population under transmission threshold or – better
still, eradicating the disease. Effective strategies therefore need to be developed and
deployed for this purpose, ranging from state-of-the-art characterization, modeling
and simulation of the Aedes aegypti mosquito to transmission and control of dengue
epidemic among different classes of human population.
The recent outbreak of dengue in Punjab has confirmed the presence of all four
types of viral infections. In a recent press release2, Punjab University Dengue Re-
search Group revealed that 566,522 susceptible dengue patients visited various hos-
pitals in Punjab for dengue tests from 1 September 2011 to 27 November 2011, out
of which 21,469 cases were found positive and 337 died of the disease. Worldwide,





Fig. 1.1. Sequence of Dengue virus transmission
The dengue spread in humans is a process of contracting virus either from mosquito
to human or from human to mosquito. However, the virus has no ill effect on the
mosquito when it is contracted by a mosquito from a viremic human host. Once
inside a host (human or mosquito), the infectious agent must replicate for a period
of 12 to 14 days before it is transmitted to another host (human or mosquito); this
time span is called incubation period. Following the incubation period, a 5 to 7 days
acute febrile illness ensues. After recovering from the disease, the body will become
immune to that virus serotype.
The process of contracting virus from human to mosquito and from mosquito to
human is depicted in Figure 1.1, where we assume that ‘Human 1’ is already infected
with the dengue virus and an uninfected ‘Mosquito’ acquires virus from this infected
human. This viremic ‘Mosquito’ is capable of transmitting the virus after 8 to 12
days of viral replication in its salivary glands; this is known as extrinsic incubation
period. This mosquito remains infected for the remainder of its 15 to 65 day lifespan.
The infected ‘Mosquito’ injects virus into susceptible ‘Human 2’, which starts the
process of viral replication that needs 12 to 14 days time before the ‘Human 2’ gets
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infected. After recovering from infection, ’Human 2’ becomes immune to acquired
virus serotype but due to antibody dependent enhancement (ADE) the body becomes
temporarily immune to the remaining serotypes of the virus. This temporary/cross
immunity period is of 2 to 9 months.
A wide variety of factors influence the spatial and temporal dynamics of Aedes
aegypti mosquito populations and, thus, the dengue transmission patterns in human
populations [3]. Temperature, rainfall and humidity interfere in all stages of the vec-
tor development, from the emergence and viability of eggs to the size and longevity
of adult mosquitoes, as well as their dispersal in the environment [4] [5] [6] [7]. Addi-
tionally, factors such as unplanned urbanization, high human population density [8],
the precariousness of garbage collection systems and of water supply [9] – frequent
problems in developing countries – favor the proliferation of breeding sites and in-
fection spread. While the development of dengue vaccines is still underway [10] [11],
the only alternative of controlling dengue transmission remains in keeping the vec-
tor population at the lowest possible levels [12] [13]; the threshold however has not
been established yet [14]. For dengue control programs to be effective, information
on the occurrence of infection and disease in the population are essential. However,
as most dengue infections are asymptomatic or unapparent, presenting themselves as
non-differential fevers of unknown etiology, surveillance systems based on the moni-
toring and notification of symptomatic cases have low sensitivity and are not capable
of detecting low or sporadic transmission [13] [15]. In most of the epidemic models of
dengue transmission, hosts and vectors are assumed to be homogeneously mixed and
every vector can bite each host with equal probability. The epidemic dynamics result
from the climate-related environment-dependent interaction between vector and hosts
populations.
In view of the above, the only way to fight the DE is to take ahead-of-time preven-
tive measures, model and simulate its spread geo-spatiotemporally (i.e., in time and
space), identify environmental parameters that control dengue spread, and classify
and identify high risk areas in urban and rural population. However, lack of a robust
5
Fig. 1.2. Epidemic surveillance workflow
infrastructure for the timely collection, storage, analysis, inference, and reporting of
DE data undermines epidemic preparedness and poses serious health challenges to
the general public in Pakistan. In fact, monitoring and response to any natural or
manmade ID outbreak is nonexistent in the country due to insufficient resources,
ineffective screening, poorly trained staff and inadequate health policy implementa-
tion. With the growing DE threats in Pakistan, there is a dire need to develop a
robust and reliable syndromic surveillance (pre-diagnosis collection and analysis of
symptoms-related patient data collected from individuals seeking care in emergency
departments) and rapid-response infrastructure with the capability to mitigate human
and financial loss, a challenge exacerbated in highly populous areas where thousands
of new cases can occur on daily basis. The challenges of public health surveillance
for large populous regions require a real-time data collection and storage environ-
ment with scalable data mining and visualization capabilities, and the consequent
rapid response decision-support and counter-measure system. In conjunction with
monitoring public health, the federal, state, and local public health officials must
be equipped with smart and sophisticated, yet easy to use tools that can capture
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and disseminate complex elements of epidemic events so that coordinated mitigation
strategies can be invoked at multiple levels across government in order to minimize
casualties as the epidemical events evolve. The public health officials at different lev-
els of the response hierarchy will need such smart tools to assess, report, coordinate,
plan, and rapidly evaluate the effects of potential decision strategies associated with
tackling the dengue outbreaks. Figure 1.2 shows a high level workflow for a system
for epidemic surveillance and insulation for DF spread.
1.3 Our contribution
This thesis makes the following contributions:
• We correlate DF epidemic spread with demographic and weather data of Lahore
city; we find that both hot and humid weather conditions result in large spread
of epidemic due to favorable mosquito breeding conditon/transmission.
• We analyze different town wise DF epidemic data and find the disease was wide
spread in densely populated areas e.g., Data Gunj Baksh town and adjacent
areas. A plausible reason for this is the closeness of this area to Bilal Gunj
area which is a large automotive junkyard. Moreover, in sparsely populated
areas e.g., Iqbal and Nishtar towns the pattern of disease outbreak is correlated
with the heavy rain-falls due to moonsoon season and subsequent formation of
large ponds in the open grounds. These ponds provide breeding ground for DF
mosquitos.
• We use a SVM based clustering algorithm to find disease spread clusters; The
algorithm detected multiple clusters in areas collocates with Data Gunj Buksh
town in particular as there were many disease outbreaks and die-outs throughout
the year.
• We categorize disease shape-based spatio-temporal patterns into three classes:
moving, emerging and expanding for different town. This spatio-temporal pat-
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terns help us better understand the dynamics and behavior e.g., Data Gunj
Buksh town showed all three patterns i.e. moving, emerging and expanding for
disease spread.
• We performd heatmap based geographic visual analysis at different levels, giving
us deteiled information about affected areas e.g., schools, rivers, parks etc. The
results show that those areas which are close to bridges, rivers and parks are
more affected.
1.4 Thesis organization
The organization of this thesis is as follows. Chapter is Introduction. Chapter 2
describes the background and relevant work for DF epidemic. Chapter 3 is devoted to
the discussion of quantitative and statistical analysis of DF epidemic data for city of
Lahore, Pakistan. Chapter 4 presents 2D/3D visual analytic based results for spatio-
tempral dynamics of DF epidemic and Chapter 5 is conclusion with a discussion for
future work.
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2. BACKGROUND AND RELATED WORK
Clustering is the unsupervised classification of patterns (observations, data items,
or feature vectors) into groups (clusters) [16]. Clustering algorithms are very impor-
tant tool to analyze the structure of input data and they have been used in many
disciplines. Clustering algorithms have application in many research areas such as
data mining, pattern classification and machine learning. The authors in [17] em-
phasize the importance of the clustering because it is used to group the data patterns
based on the similarity measure among patterns. A good representation of patterns
will help us to improve the performance of the clustering algorithm.
In cluster analysis, a group of objects is split up into a number of more or less
homogeneous subgroups which are chosen on the basis of similarity measure between
the objects. The similarity between objects within a subgroup is larger than the
similarity between objects belonging to different subgroups. Clustering algorithms
partition the data into a certain number of groups, subsets or categories. There is no
general definition for the subset or cluster in the data. The cluster is defined by the
patterns sharing similar characteristics and be in same group. Patterns in different
clusters should not share similar characteristics. The clustering algorithms partition
the data into a certain number of clusters, groups based on some similarity measure.
There is no universally agreed definition for the cluster detection in the analysis of
the given data-set.
Clustering algorithms have a wide range of applications in different domains e.g,
engineering (machine learning, artificial intelligence, pattern recognition etc.), com-
puter science (Webmining, spatial database analysis, textual document collection)
and other domains as well [18].
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Clustering algorithms use different metrics (similarity measures) to classify/partion
the data into different clusters. Following are some of the measures that are used to
compute the similarity between different data patterns: Minkowski distance, Eu-
clidean distance, City-block distance, Sup distance, Mahalanobis distance, Pearson
correlation, Point symmetry distance and Cosine similarity etc. Minkowski dis-
tance [19], is a metric which is invariant to any translation and rotation only for
n = 2 (the Euclidean distance). Euclidean distance is a common metric that is a
special case of the Minkowski distance measure and it exists for the value of n = 2.
This tends to form the hyper-spherical clusters which exist in the data. k-means
clustering algorithm is one example of the Euclidean distance. City-block distance
measure is a special case of Minkowski metric and it exists for n = 1 case. It tends
to form hyper-rectangular clusters and its application is Fuzzy ART algorithm [20].
Sup distance is also a similarity measure and is a special case of Minkowski metric
which tends to infinity as the value of n increases one example of its application is
Fuzzy c-means with sup-norm. The Mahalanobis distance is another distance metric
and it is invariant to any non-singular linear transformation.Hyper-ellipsoidal clus-
tering algorithm is an application or example of Mahalanobis distance measure [21].
Pearson correlation is used to detect the magnitude of two variables and hence it is an
important metric. Pearson correlation is not a metric and it is widely used to analyze
the gene expression data. Cosine similarity is another measure which is independent
of vector length and invariant to rotation, but not to linear transformation. This
measure is used in document clustering algorithm. Point-symmetry distance is not a
metric and it is derived from the correlation coefficient.
There are two main categories for the clustering of the data-set: hierarchical and
partitioning based clustering algorithms. Hierarchical clustering algorithms are used
to find structures in the data-set which could be further subdivided in the structures.
In partitioning algorithms, the objective function is used for the optimization purpose
an it tries to obtain a single partition of data. But there are some drawbacks of these
clustering algorithms and they might fail to separate the non-linear data-sets. There
10
Table 2.1
Similarity and dissimilarity measures for quantitative features
Measures Forms
Minkowski distance Dij =
(∑d
i=1 |xi − xj|1/n
)n
Euclidean distance Dij =
(∑d
i=1 |xi − xj|1/2
)2
City-block distance Dij =
∑d
l=1 |xil − xjl|
Sup distance Dij = max1≤l≤d |xil − xjl|
Mahalanobis distance Dij = (xi − xj)TS−1(xi − xj)
exist different variants of the algorithms to cope with this drawback but it needs prior
information on the shapes of the clusters. Hierarchical clustering algorithms are used
to organize the data into a hierarchical structure and it is done using a proximity mea-
sure. Hierarchical structure is represented by a binary tree or dendrogram. The root
of the binary tree represents the whole data and each leaf node is represented as a data
object. The intermediate nodes represent the extent to which the object are proximal
to each other. The height of dendrogram usually represents the distance between
each pair of objects or the clusters. There are two types of Hierarchical clustering
algorithms named divisive and agglomerative clustering algorithms. Agglomerative
clustering [22] starts with N clusters where each cluster has only one object. Then
we repeatedly use this merge operation which brings all the objects in one single clus-
ter. Divisive clustering [23] proceeds in opposite direction of agglomerative clustering
scheme. Based on different definitions for the distance between two clusters, there
exist many agglomerative clustering approaches or schemes. The simple method for
the agglomerative clustering is single linkage or complete linkage method. For the
single-linkage method [24], the distance between two clusters is determined by the
two closest objects which exist in different clusters and hence it is called the nearest
neighbor approach. But, in complete linkage method [25], farthest distance of a pair
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of objects is used to define inter-cluster distance between two objects. Single-linkage,
complete-linkage and median linkage methods are also called the graph methods.
In [17], the authors describe that there is another class of clustering algorithms
that produce non-linear separating hyper-surfaces among clusters. There are two
major categories for these clustering algorithms i.e., kernel methods and spectral
clustering methods.
Kernel function or matrices represents the inner product between a pair of points
(samples/vectors) in a higher dimensional feature space. The inner product describes
a similarity measure between a pair of points and gives us a solid foundation for the
non-linear analysis in kernel-based learning algorithms [26]. Kernels play an integral
role in providing more efficient clustering algorithms since the most important aspect
of clustering is a measure of similarity.
Squared error-based clustering (vector-quantization) is used to assign a set of
objects into k clusters which have no hierarchical structure. k-means algorithm is the
best squared error-based clustering approach which is used for the k-means algorithm.
In Mixture density-based clustering (pdf estimation via mixture density) data
objects are assumed to be generated according to different probability distributions.
These distributions can be generated using different types of density functions like
multivariate Gaussian [22].
There exist many standard clustering algorithms - for clustering of data patterns
e.g., trajectories of moving vehicles etc. In the following paragraph, we discuss the
basic clustering algorithms that have been used for the clustering purpose. In [27],
the author has used the geometrical properties of the Gaussian kernel and SVM to
cluster trajectories of similar shapes. In this approach, the author has used the
mathematical properties of SVM for the clustering of the fixed-length trajectories.
SVM is used for the transformation of the data from input space (low-dimensional)
space to feature space (low dimensional space). The authors has used the kernels to
compute the similarity measures between the input trajectories using kernel matrix.
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Then SVM uses this kernel matrix and the proposed algorithm for the clustering of
the trajectories of input data.
In [28], the authors propose the methodology to detect the disease spread clusters
over a duration of time for epidemology and public health. Different approaches have
been proposed for this purpose for Epidemic Health Surveillance, though many of
these approaches are based on the spatial scan statistic information. The authors
propose the importance of choice of shape of cluster for this purpose. The authors
propose the significance of the shapes of the clusters, i.e., cylindrical and pyramid
shapes. The shape plays an important role to model the disease cluster being studied.
They used the Brain Cancer data-set to illustrate and compare the clusters over a
certain duration.
Different models have been proposed for detection of disease spread cluster in
epidemiology and public health surveillance. Poisson, Bernoulli models are the models
that are used to shape the model of disease spread cluster. For example, Poisson
models are used to illustrate the concepts presented. The Poisson model is used to
generate disease events in a region over a time duration- where this process is called
inhomogeneous Poisson Process. The Poisson process is an inhomogeneous process
to generate the disease events such that they are expected to be proportional to the
total population.
Different shapes of the clusters have different impact on the modeling of disease
spread clusters over time. The use of the cylindrical window for modeling the space-
time cluster of disease has its limitations- it cannot be used to model the growth
or shrinkage of the model over a duration of time. The cylindrical shape of the
cluster is incapable to model the spread or movement of disease clusters. Though
these limitations could be overcome by using square pyramid shape to model the
movement of the disease spread cluster.
There are two main approaches for the purpose of the disease surveillance: statis-
tical or model-based. Statistical methods are amongst the dominant class of methods
for the purpose of outbreak detection. In the case of statistical methods, input data
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which has spatial-temporal constraints is tested against the expected rate of dis-
ease occurrence. For example, one of mostly used method for disease surveillance
is CUmulative SUM (CUSUM) [29]. CUSUM approach maintains a running sum
of deviation from the expected values. If this sum reaches a threshold value, then
an alarm signal is triggered. Different surveillance objectives can be addressed using
CUSUM approach, depending on the statistic being monitored in the CUSUM. For
example, CUSUM framework can be used to analyze the spatial patterns to get an
insight in its behavior. A slight change in the spatial patterns may signal a shift in
the spread of the endemic disease [2].
Scan statistics methodology is another statistical approach used for the disease
surveillance. It uses circular search windows having varying radius are are used to
map the disease pattern. If the number of the cases within this circular area exceeds
the threshold, this is an alarm signal which needs to be considered for the purpose of
the precautionary measure. For example, in case of space-time statistic, the search
area is modeled by the cylinder whose base is the geographical area, and the height
is defined by time periods of varying length.
In model-based approach disease mapping models aim to estimate the true relative
risk across the study area by incorporating the spatial variation in the risk factor.
For example, standardized mortality ratio (SMR) is the one way to compute the risk
factor - the observed cases divided by total number of cases.
Bayesian models for space-time disease surveillance have been proposed in [16].
Different parameters can be included to model the disease spread pattern like
seasonal and day of the week effects, etc.
There also exist a set of hybrid approaches for the disease surveillance purpose.
These include networks, simulation-based methods, and space-time hidden Markov
model.
In [2], the authors have discussed the different technical issues associated with the
softwares developed for the purpose of the disease surveillance. The authors discuss
these softwares based on the time take by them for the analysis of the surveillance
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data and their ability to run the analysis over a certain duration (i.e., time and week
of the month). SaTScan software is used for the space-time scan statistic analysis
over a duration of daily count data. Similarly, ClusterSeer is used for the analysis of
daily data- though this software has been updated for the analysis over the duration
of one week. The analysis of the disease surveillance data for daily data, takes more
time on ClusterSeer than on SaTScan. Though, the results obtained using both of
these softwares are almost similar and hence their performance is almost same.
2.1 Support vector machines
Support vector machines (SVMs) have been widely used due to their robust and
practical results in the field of classification and clustering in the area of data mining
and machine learning. SVMs extend the theory of mathematical linear classification
to non-linear problems by means of kernel functions which are used to compute the
similarity measure between the data patterns. Kernels compute the dot product in
the high-order dimensional feature space using kernel functions. SVMs originates
from statistical learning theory using convex quadratic programming with inequality
constraints.
There are two variants of the SVMs: 1) single-class support vector machine (One-
class SVM) and 2) multi-class support vector machine (M-SVM) for the purpose of
the data classification. M-SVM is used for the clustering of the data in one or more
groups but it needs aprior information regarding the number of clusters present in the
data-set. On the other hand, One-class SVM are based on the unsupervised learning
and they have no prior information regarding the number of clusters present in the
data-set. One-class SVM cannot be used to cluster the normal data into different
sub-clusters or sub-groups for the purpose of data clustering. However, one can use
the geometrical properties of the One-class SVM for the purpose of data clustering
and hence it needs no prior information for this purpose. One-class SVM tries to find
the best separating hyper-plane using maximum margin width and smallest number
15
of training errors. In case of linear classification problems, there exist many linear
problems which could be used for the classification of the data but we tend to choose
that separating hyperplane which has maximum margin width. Maximum margin
width gives us the better chance for best generalization performance on the future
unseen data. In case of One-class SVM framework, a mapping function φ is used to
map the data in the high-dimensional feature space. The purpose of this mapping
function φ is to find a linear decision hyper-plane in the feature space which helps us
to maximize its distance from the origin for the best classification results.
2.2 Linear and non-linear SVMs
In order to find the best hyper-plane, One-class SVM tries to find the hyper-
plane with maximum margin width using the optimization problem. The constrained







Txi + b) ≥ 1 (2.2)
where xi is the ith data vector, xi ∈ X are the n training data vectors in the input
space X. The yi is the class-label for the purpose of the data classification.
We can transform this problem to its dual representation for the purpose of data





Fig. 2.1. SVM decision boundary














αiyi = 0 (2.4)
αi ≥ 0 (2.5)
This is a quadratic programming problem which is used for the purpose of the
data classification and it is a constrained maximization problem. The value of w can






Non-linear SVM: The following optimization problem holds for the classification
of the data. We define ξi = 0 if there is no error in the data classification. The ξi are
the slack variables which are used in the optimization theory for the purpose of the
data classification.
wTxi + b ≥ (1− ξi), yi = 1 (2.7)
wTxi + b ≥ (−1 + ξi), yi = −1 (2.8)
ξi ≥ 0 (2.9)
Class 1 
Class 2 
Fig. 2.2. Non-linearly separable decision boundary











Txi + b) ≥ (1− ξi) (2.11)
The constrained optimization problem is as follows:














αiyi = 0 (2.13)
C ≥ αi ≥ 0 (2.14)
The is a quadratic equation which has kernel function k(xi, xj) and this is used
for the computation of the similarity measure between the data patterns.
2.3 Kernel methods
Kernels methods offer a general framework for Machine Learning problems like
classification, clustering with various types od data. In this section, we briefly review
the kernels and their properties. Kernel methods helps us to transform the data
defined over the input space into a higher dimensional feature space. They build a
linear algorithm in the higher dimensional space which results in an algorithm which
is non-linear with respect to the data input space. Linear algorithms will benefit
from this transformation because of the high dimension of the feature space. Kernel
methods compute the similarity measure between the training samples using pairwise
inner product between mapped samples. The kernel matrix contains all the important
information to perform linear algorithms in the feature space.
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Kernels are functions that return inner products between the images of data points
in feature space; They are defined by an implicit mapping Φ such that, in the new
space, problem solving is easier (e.g., linear). Basically, it is a similarity measure
between two objects, defined as the dot-product in this new vector space.
Kernel functions use inner product of the data points which amounts to the angle
between their vectors (i.e., data patterns) where each pattern is represented by a set
of features of the system. Therefore any learning algorithm which needs to compute
the similarity measure between data points can use a kernel function [?]. The process
of using kernel functions to compute the similarity patterns is known as the kernel
trick.
Kernel function for a vector X = {x1, x2, ..., xn} is defined as follows:
k(xi, xj) =< Φ(xi),Φ(xj) > (2.15)
where Φ i.e., feature map, maps into some dot product space H, also known as
the feature space. The similarity measure is usually called kernel [30].
2.3.1 Kernel function mapping example
An example of non-linear transformation to a higher dimensional space is the
following polynomial transformation:
x ∈ R and ϕ(x) = {x2,
√
2x, 1}T ∈ R3 (2.16)
Can we obtain a dot product in this space which can be expressed only in terms
of input data x? Yes, the explicit dot-product can be re-written as:





= x21 + x
2
2 + 2x1x2 + 1
= (x1x2 + 1)
2 = (< x1, x2 > +1)
2 ≡ K1,2
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The dot product is a kernel.
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Fig. 2.3. Data transformation
2.3.2 Kernels and their significance
kernels map points to the higher dimensional feature space. They let us compare
objects on the basis of the features. They provide excellent results with low-to-
moderate number of training samples and training is easy and relatively fast.
A kernel must fulfill the positive definiteness property to be a valid SVM kernel.
There exist positive definite kernels which can be computed efficiently though they
correspond to dot product in infinite dimensional, dot product space. In [30], the
author gives some variants to define the positive definite kernel function.
Definition 2.3.1 Given a kernel k and inputs {x1, x2, . . . , xn}, the n × n matrix is
K : k(xi, xj) ∀ i, j known as kernel or Gram matrix with respect to x1, x2, ..., xn.
Definition 2.3.2 A real n×n symmetric matrix which fulfills the following condition∑
i,j cicjKij ≥ 0 for all ci ∈ R, is called positive definite. If this holds only for ci = 0
then it is called strictly positive definite matrix.
RBF kernel is the most widely used kernel in different areas of Machine learning
and data mining, and it has the flexibility parameter γ to fit and not overfit the
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decision surface. What is the feature space into which the RBF kernel projects the
data?
The RBF kernel is as follows:
k(x, y) = exp(−γ||x− y||2) (2.17)
Table 2.2
Common kernel functions
Kernel Types Kernel Functions
Linear K(xi, xj) = x
T
i xj
Polynomial K(xi, xj) = (x
T
i xj + 1)
d
Gaussian Function K(xi, xj) = exp(−||xi − xj||2/(2σ2))




In the next chapter we elaborate on thus further where we use a kernel-based clus-
tering algorithm approach to discover the cluster patterns for the epidemic surveil-
lance. In Kernel-based clustering algorithm, we use non-linear transformation for
a set of complex and non-linearly separable points into a high-dimensional feature
space, due to which input patterns can be separated linearly in that space. The SVM
algorithm uses the Kernel matrix as an input to determine the similarity measure
among patterns belonging to different spatial sources (e.g., towns or unions etc.) and
is a building block for the proposed model.
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3. APPLICATION OF SVM FOR CLUSTER DISCOVERY
IN DF DATA
3.1 Introduction
In this chapter we have analyzed the DF epidemic data for Lahore City for the
year 2012 both quantitatively and statistically. The patient data comprised of the
following attributes: name, age, gender, address, month, and chief compliant etc.
We further related this data with demography and weather information for Lahore
city to deduce useful information. Public health-care data contains temporal trends
(e.g., increase/decrerase in patient count with time) and evolves with time. We use a
SVM based cluster discovery algorithm for spatio-temporal analysis of the the data
to find clusters in different groups or classes. The patient data recorded in the ER
of the hospital for daily chief complaints is comprised of different covariates e.g., age,
gender, address, chief complaint category, total number of visits to hospital, deaths
per month, patients per syndrome category. The SVM used a kernel-based approach
helps us to integrate the health information of a some spatial source (e.g., a region like
Gulberg Town, etc.) being observed at different time instants. The Kernel matrix
plays an integral role in SVM classifier and is a source of information for all the
patterns hidden in the observed data. We assume that xi is an input vector to the
Kernel matrix whose each attribute is the daily count of patients per day, reporting
chief complaint of DF and coming from a certain spatial region. By observing the
patient health-care record data on different time instants having a temporal duration
we predict the behavior of the data. Outbreak detection is an event which is due
to abnormal increase in the patient count and deaths due to spread of infectious
disease. This analysis helps us to control spread of epidemic disease (DF) and to
take preventive measures. The shape of a cluster help determine the spread of a
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disease over time. The cluster groups the input data patterns having similar trend
characteristics and may belong to one or different spatial regions (union councils or
towns).
The spatio-temporal features of the medical health-care data include patient count
frequency, seasonality, spatial resolution (source of information i.e., town or union in
city Lahore etc), epidemicity and seasonality. We observe the health-care data for
DF cases for each spatial source (towns in a region) at different time instants e.g.,
t1, t2, . . . , tn.
3.2 DF schema for Lahore
The schema of data set is defined as following two database tables:
• DebgueData(Id, month, day, year, hospitalId, age, gender, unionId,
town, district);
• Coordinates(Id, longitude, latitude);
3.3 The proposed framework
We use kernel-based clustering algorithm (unsupervised classification) approach
to discover the cluster patterns for the epidemic surveillance purpose. In Kernel-
based clustering algorithm, we use non-linear transformation for a set of complex and
non-linearly separable patterns into a high-dimensional feature space, due to which
input patterns can be separated linearly in that space. SVM uses the Kernel matrix
as an input to determine the similarity measure among patterns belonging to different
spatial sources (e.g., towns or unions etc.) and is a building block for the proposed
model.
Our model makes the following assumptions:
1. We assume that in case of infectious disease spread, geographical regions which
are close to each other, can show similar trend characteristics over time.
24
2. The input feature vector has n attributes where each feature variable represents
the daily patient count.
3. Each input feature vector belongs to a certain spatial region (e.g., town or union
in a city Lahore).
4. Kernel matrix is used to compute the similarity measure among different input
vectors belonging to certain spatial region (town or a union). The similarity
measure groups the patterns based on the Euclidean distance1 between them
(sharing almost similar shape or trend characteristics).
3.3.1 Temporal trend of DF infection data
In this framework, we focus on the pattern analysis of medical health-care data
coming from different spatial sources (regions) for a certain chief complaint (DF).
We categorize the data based on different demographic (spatial) regions for specific
infectious syndrome category (e.g., Dengue). We focus on patient count per day
coming from different sources (i.e., different hospitals in a city/ different regions in
a city from where people are coming to visit a hospital) and reporting their chief
complaint (i.e., symptoms of Dengue/Flu). We need to observe the temporal change
in Medical health-care data for different spatial sources. Kernel matrix plays an
important role to integrate this time evolving information and we use this as a building
block for our proposed model. In this model, We use n input vectors for each spatial
region (e.g., towns in a city); representing the trend characteristics of patient count
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k(xn, x1) k(xn, x2) · · · k(xn, xn)
 ∀ i, j where i, j ∈ {x1, x2, . . . , xn}
(3.1)
The matrix K, equation (3.1), is the basis of all source of information for similarity
measure which we want to extract for a given dataset. The input data consists of
spatial dimension (region/zip code from which the chief complaint comes), temporal
dimension (e.g., days, weeks, months), and a parameter dimension (attributes or
variables e.g., syndrome category, count of patients per week) etc. Each attribute in
vectors x1, x2, . . . , xn represent the patient count per day, coming from spatial regions
s1, s2, . . . , sn, respectively. Figure 3.1 shows the proposed model.
The expression for the gaussian kernel to compute the similarity measure between
two vectors is given as follows:




We can choose different kernel functions for the similarity measure. By choosing
different kernels, we are choosing different filters each having its own spectral char-
acteristics. We can control the effect of different frequencies by choosing different
Kernels (filter) in deciding best optimal classifier.
3.4 Cluster discovery
Single-class SVM is used to map the data from the input space X into a feature
space H. In the feature space H, we search for a hyperplane in H which is used
to separate the normal data from the outliers. The feature space is generally very
complex and has usually complex structure. Our contribution is to use the proposed
unsupervised clustering algorithm for the purpose of the epidemic/syndrom surveil-
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Fig. 3.1. Spatio temporal model
lance. We use the Gaussian kernels for the purpose of the unsupervised clustering.
A normalized kernel is a kernel which has data distribution in the feature space H.
A kernel is called normalized if K(x, x) = 1, x ∈ X. For any kernel, a normalized
kernel K
′





We use this definition of the kernel K(x1, x2) as follows:
k(x, y) = Φ(x).Φ(y) (3.4)
The normalized kernel is as follows:
||φ(xi)||2 = Φ(x).Φ(x) = k(x, x) = 1 (3.5)
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Fig. 3.2. Data distribution on the hypersphere surface.
Figure 3.2 (adopted from [27]) shows the mapping using gaussian kernel for data
points on the surface of unitary hypershpere.
We usenormalized kernels equation (3.5) to map the data on the surface of the
hypersphere having unitary radius and centred in the origin of the feature space.
The classification hyperplane is computed using single-class SVM which cuts the
hypersphere such that the normal data lie on the surface of the hyperspherical cap,
the outliers lie on the remaining surface of the hyper-sphere.
If we use normalized kernels, the data is mapped on the surface of the hypersthene
with unitary radius and centered in the origin of the feature space. The classification
hyperplane is computed using single-class SVM which cuts the hypersthene such that
all the normal data lie on the hyperspherical cap and the outliers lie on the remaining
surface of the hypersphere.
A distance measure which is used for computing the distance between two feature
vectors is given by the following angular displacement:
Φ(x1).Φ(x2) = ||Φ(x1)||||Φ(x2)|| cos(θ) (3.6)
The value of θ can be computed as follows:
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θ = arccos(Φ(x1).Φ(x2)) = arccos(k(x1, x2)) (3.7)


























We use equation (3.7) for the automatic detection of the outliers and it is the
basis for the cluster discovery.
3.4.1 Cluster discovery approach
We assume that there are no outliers in the data for the purpose of the cluster
discovery in our proposed model. The formula to calculate the angular displacement
is given by equation 3.10.
The denominator of the formula is a constant term while the numerator is actually
a parzen window density estimator with kernel k. In our proposed analysis, we use
the Gaussian kernel for our proposed framework and epidemic surveillance.
3.4.2 Gaussian kernel geometrical interpretation
If the kernel is Gaussian, then according to equation 3.10, the more elements are
close to x, we get higher values for the numerator and the lower values for the theta
θ values.
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Zones with the high density values will be mapped near m||m|| in the high-dimensional
feature space H. In other words, the data will be mapped near the center of the
hyper-sphere since we are getting lower values of the θ.
Zones with the low density will be mapped near the boundary of the hyper-sphere
region since it contains all the data points. Because for the low-density zones we
would get the higher values of the theta θ.
Since we are using the Gaussian kernel which takes positive values only, for any
two vectors x1 and x2, all the mapped data will lie on the portion of the hyper-sphere
subtended by an angle of 90 degree maximum. We refer the reader to [27] for the
description of the algorithm.
Detecting clusters is simply a matter of searching for points where θxmax decreases
significantly. The total number of clusters would be the number of discontinuities
plus one, while the data which belongs to one cluster will have its θxmax between
two discontinuity points. Though according to the proposed scheme, there is no
theoretical guarantee on the correctness of the final result of the cluster discovery
algorithm.
Lahore (Figure 3.3), is the second largest city of Pakistan and is the capital of
the Punjab province. There is only one river in the city, called river Ravi. Lahore is
divided into nine towns as given in Table 4.1; Each town consists of a group of union
councils
We have DF patient data for Lahore city available with us for the year 2012. In
this study we analyze the data based on geographic, demographic and seasonal trend
and to extract some useful insights about the spread pattern and dynamics of DF
epidemic.
3.5 Weather data statistics of Lahore city
The climate of Lahore features a hot semi-arid climate with rainy, long and ex-
tremely hot summers, dry and warm winters, a monsoon and dust storms. The
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Fig. 3.3. Map of city of Lahore with 10 towns
weather of Lahore is extreme during the months of May, June and July, when the
temperatures soar to 40-48 C (104–118 F). From late June till August, the monsoon
seasons starts, with heavy rainfall throughout the province. The citys highest max-
imum temperature was 48.3 C (118.9 F) recorded on May 30, 1944. And 48 C (118
F) was recorded on June 9, 2007. The lowest temperature recorded in Lahore is -1C
recorded on 13th January 1967. The highest rainfall in the city recorded during 24
hours is 221 millimeters (8.7 in), which occurred on 13th August 2008. 2
Table 3.2 shows the weather data statistics for Lahore during the year 2012. Ac-
cording to this data the highest temperature was recorded during the month of June.





Population and density of Lahore by Towns [34]
Lahore City Town Names Population (2009) Density (persons/sq. km)
Ravi Town 1550000 33693
Data Gunj Baksh Town 949000 27513
Samanabad Town 963000 25821
Shalamar Town 519000 21464
Gulberg Town 761000 17473
Lahore Cantonment 791000 8138
Aziz Bhatti Town 553000 8055
Nishtar Town 978000 1974
Wagaha Town 642000 1466
Iqbal Town 756000 1464
the year 2012. We can infer from this data set that the temperature of Lahore city
was steadily increasing from January till June and then it began to fall onwards.
Moreover, the humidity decreases from January to May and then it increases from
May to August which is also a factor for better breeding environment for DF mosquito
growth.
3.5.1 Monthly distribution of DF cases
Table 3.3 shows the distribution of DF cases based on gender reported in the city
of Lahore for the year 2012. According to this data the number of patients increases
from April till September where it reaches the maximum value and then it starts
decreasing the following month. By correlating this data with Lahore weather data
(Table 3.2), we note that June and July were the two hottest months that year and
also there is moonsoon season late June till August during those months; Weather
data also shows us that the humidity was highest during the months of July and
32
Table 3.2
Avg. temperature and humidity of Lahore, year 2012












Number of DF cases (classified by gender) from April to October, 2012
Month Male Females Total Patient Count
April 32 09 41
May 54 23 77
June 59 33 92
July 77 24 101
August 153 36 189
September 692 239 931
October 204 75 279
August. From these observations we can infer that such weather conditions help
in nurturing the DF mosquito and thus there is a strong correlation between DF
epidemic spread based on hot and humid weather conditions. Moreover, after the
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moonsoon season some water ponds are also developed which expected to be helpful
in providing suitable environment for breeding of DF mosquitos.
3.5.2 Town-wise distribution of DF cases
Table 3.4 shows the data distribution for DF cases reported in different Lahore
towns for the year 2012. This data shows that the most of the patients were reported
were from Iqbal Town (442) and no patient was reported from Cantonment area.
Relating this data informtion with time-series plots (Figure 3.5) for these towns we
observe that almost all towns have sharp patient rise during the months of August and
September. We also observe that in Nishtar Town (Figure 3.5(f)) where we have the
highest number of patients reported the number of DF cases in the months of April
to July were almost negligible compared to the months of August and September.
Moreover, in Data Ganj Baksh Town (Figure 3.5 (c)) the DF spread shows almost
a continuous (up-and-down) pattern through out the year. We conjecture this along
the following lines that this area is close to Bilal Gung area of Lahore where there is a
big junkyard of old cars and spare parts that add to this phenomenon. Moreover, it is
also a highly populated area with multistoried houses with poor drainage system. We
also observe that no patients were reported from Cantonment area which we believe
is because of better drainage and cleaning system and less densely populated area.
3.6 DF epidemic cluster analysis
In the following experimental results we use SVM based cluster discovery algo-
rithm to detect epidemic spread clusters in different geographically collocated regions
(towns) of city Lahore. These clusters give us an insight about the spatial regions
which are most affected by epidemic spread that can ultimately be useful for health
surveillance and better disease spread prevention measures.
The clustering algorithm [27] uses a kernel based approach to map the data points
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Fig. 3.5. Times series plots (different Lahore Towns) - DF cases - II
36
Table 3.4
Town-wise distribution of DF cases for the year 2012
Town Name Male Females Total Patient Count
Ravi Town 77 23 100
Data Gunj Baksh Town 203 63 266
Shalamar Town 80 40 120
Cantonment Town 0 0 0
Iqbal Town 338 104 442
Wahga Town 20 110 130
Samanabad Town 95 29 124
Aziz Bhatti Town 13 07 20
Gulberg Town 110 37 147
Nishtar Town 241 88 329
ture space to higher-dimensional feature space. This has the advantage of separating
the data linearly in higher-dimensional feature space which is not linearly-separable
in lower-dimensional feature space. The algorithm uses Gaussian Kernel which is a
normalized kernel. In case of normalized kernel the similarity measure between two
vectors is determined by the angle which separates them.
In our experimental results for cluster detection the graph for spatial cluster vi-
sualization if normalized [0, 1] along both the x-axis (time axis) and y-axis (patient
count). As we have patient count data for the 10 months from January to Octo-
ber; normalizing this along x-axis will have an interval of 0.1 for one month e.g., 0.6
represents month of June and similarly 0.7 represents month of July.
In our set of experiments we take different combinations of geographically close
towns together to find epidemic spread clusters which we elaborate below.
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3.6.1 SVM based cluster analysis results
Cluster analysis for Ravi, Shalamar, and Aziz Bhatti Towns (Figure 3.6): In this
set of results we combine the patient count form these three towns together as they
are geographically close to each other. We can see from Figure (3.6 (b)) that the
clustering algorithm detects two clusters and the number of points in first cluster is
approximately 30 and in the 2nd cluser the number of points is approximately 200.
Looking at y-axis (Theta max) values we see that the variance is very small
between theta max values for the first cluster; this means there is very small deviation
in angular displacement between these points i.e., they are close to each other. Then
there is a sharp dip along y-axis when x-axis value is about 30 we can attribute this
sharp dip as there are no data having this angular displacement.
Figure (3.6 (a)) shows the spatial spread of data points in 2D which are given as
input to clustering algorithm. As we can see both the x-axis (time axis) and y-axis
(patient count) are normalized to [0, 1] range. The x-axis range shows the normalized
spread of points around the month of April and September; Similarly, the y-axis range
shows the normalized patient count value during this time interval.
Cluster analysis for Iqbal and Nishtar Town Lahore (Figure 3.7): In Iqbal and
Nishtar Town data the clustering algorithm detects one cluster as shown in Figure (3.7
(b)); We can see there is only one slope.
Figure (3.7 (a)) shows the spatial spread of points in the two above mentioned
towns. We can see that the points are distributed between the months of July and
October.
Cluster analysis for Ravi and Data Jung Baksh Town (Figure 3.8): The clustering
algorithm detects three clusters for Ravi and Data Jung Baksh town data taken
together as show in Figure (3.8 (b)). According to these results the number of data
points in the three detected clusters are about 20, 30 and 300 respectively.
f
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3.7 Summary of results
In this chapter we have presented some key findings related to DF epidemic for
the populated city of Lahore in Pakistan for the year 2012. We have analyzed the
DF epidemic data both quantitatively and statistically using SVM. The patient data
comprised of the following attributes: name, age, gender, address, month, and chief
compliant etc. We further relate this data with demographic and weather data infor-
mation of Lahore city to deduce useful information. We make the following observa-
tions:
According to data statistics there was a steady rise in the number of DF cases
from the months of April till September where it reached its maximum value and then
there was a decline in the number of patients the following months. By correlating
this data with Lahore weather data (temperature and humidity) we find that during
the months of May, June and July the Lahore temperature was in mid 30’s also
there was a moonsoon season (late June till August) overlapping during these months
when there were heavy rain-falls. From weather data we also note that during the
later part of moonsoon season humidity was highest where it reached a maximum
value of 74.6% during the month of August. The increase in humidity increases the
metabolism of vector resulting in increased probability of disease transmission. The
decrease in humidity makes the vector more susceptible to dehydration resulting in
decreased survival and disease transmission [35]. Thus, we infer that post-moonsoon
high rise in DF cases can be attributed to hot and humid weather conditions, during
the previous months, which resulted in large spread of epidemic due to favorable
mosquito breeding condition/transmisson of DF a phenomenon already reported in
the literature [36] [35]. We also observe a lag of 2 weeks (incubation period) for DF
transmission which a condition with DF epidemic.
The time-series plots of DF epidemic spread for different Lahore towns also gave us
some useful insights about the spread of disease e.g., we observed that almost all the
towns showed an increaser in number of DF cases during the months of September and
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October. This observation is consistent with climatic conditions (temperature and
humidity) and also the moonsoon weather which help nurture the breeding conditions
for epidemic growth. We particulary observe that in Data Gunj Baksh town DF
epidemic show a continuous pattern throughout the year, i.e. there are multiple rise
and falls in DF patient count.
A plausible reason for this behavior is the closeness of this area to Bilal Gunj
area where there is a massive automotive; [35] also cites old tires as the main cause
of DF spread during the year 2011; a source providing a favorable environment for
mosquito breeding. In addition, this area is among the most densely populated areas
of old city with closely-located small multi-storied houses and small streets with
poor drainage system which are being a reasons for continuous disease spread in this
area. Iqbal town reports highest number of DF cases however, mostly the number of
cases are reported during the months of September and October. Iqbal town is the
geographically largest town in Lahore which is not sparsely populated. The pattern of
disease outbreak in this town is correlated with the heavy rain-falls due to moonsoon
season and subsequently forming of large ponds in the open grounds. Thus providing
favorable breeding ground for the DF mosquitos. Also - we observed that disease was
wide spread in those areas which are close to river Ravi.
We also use a kernel based clustering algorithm to detect clusters in geographically
collocated regions of Lahore towns. These clusters give us an insight about the spatial
regions which are most affected by epidemic spread that can ultimately be useful for
health surveillance and better disease spread prevention measures. The clustering
algorithm detected multiple clusters in areas collocated with Data Gung Baksh town
in particular as there were many disease outbreaks and die-outs throughout the year
in that town.
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(a) Cluster discovery by analysing θxmax















(b) Values of θxmax
Fig. 3.6. DF spread cluster discovery for Ravi, Shalamar and Aziz
Bhatti Town, Lahore
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(a) Cluster discovery by analysing θxmax















(b) Values of θxmax
Fig. 3.7. DF spread cluster discovery for Iqbal and Nisthar Town, Lahore
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(a) Cluster discovery by analysing θxmax















(b) Values of θxmax
Fig. 3.8. DF spread cluster discovery for Ravi and Data Ganj Baksh Town, Lahore
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4. EPIDEMIC SPREAD VISUALIZATION
4.1 Spatio-temporal surveillance
The purpose of spatio-temporal surveillance is to find the space-time clusters in
epidemic data for the purpose of health-surveillance. For example, health-officials
evaluate these space-time clusters to see if an observed cluster contains excessive
number of disease cases in a certain spatial region. This analysis is useful for the pur-
pose of disease-surveillance to determine which spatial regions have excessive number
of disease spread cases.
There are numerous applications of spatio and spatio-temporal cluster analysis
which can tell us about the sparseness or concentration of these data points over
time. This density measure of a cluster helps us to categorize the input data into
different clusters e.g., emerging, expanding and moving as described in [37]. Also
this gives us an insight about cluster discovery in input patterns based on density
measure of these clusters.
Spatio-temporal cluster discovery helps us get an insight about input data pat-
terns/shape which is useful for classifying data into various categories. Weishan
Dong et al. [37] [38] categorize the cluster shapes into into following three groups as
described below which represent three common scenarios for spatio temporal data
analysis:
4.1.1 Emerging cluster
In emerging cluster discovery Figure 4.1, a new cluster emerges away from a per-
manent cluster and it has a spread over a certain temporal duration. This corresponds
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to disease outbreak which start from some initial location where very few disease in-
cidents occurred earlier.
 
Fig. 4.1. Emerging cluster [37]
4.1.2 Expanding cluster
In expanding cluster discovery Figure 4.2, an existing cluster expands and evolves
with the passage of time. We can see that the disease cases are initially concentrated
on a particular area and with time it spreads to its neighboring area.
4.1.3 Moving cluster
In moving cluster discovery Figure 4.3, an existing cluster spreads over the whole
temporal duration along with the movement of disease spread patterns. This case
captures the movement of infected area along certain directions possibly due to some
environmental factors such as river and wind.
It is important to identify clusters in the input data for better public health
awareness and prevention measures. In particular, a cluster shape can be used by
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Fig. 4.2. Expanding cluster [37]
 
Fig. 4.3. Moving cluster [37]
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public health administrator to execute counter measures for better prevention of
disease and thus save lives. Spatio-temporal cluster discovery helps us get an insight
about input data patterns/shape which is useful for classifying data into various
categories. In [39] Vijay Iyengar discusses two important categories (2D spatial and
3D spatio-temporal) for visual detection of spatio-temporal clusters. We can represent
the data in three dimensional space (e.g., x and y coordinates at a particular instance
of time) where each point in three dimensional space represents a discrete location at
each particular time. In Figure 4.5, pyramid cluster shows the growth of a pattern
over time. The axis of the pyramid need not be orthogonal to two spatial axes allowing
the cluster to model the phenomenon of epidemic growth. For a spatial region, the
search space is only 2D geographical region or space. In Figure 4.4, pyramid cluster
is allowed to either grow or shrink from the startto the end of the time interval (i.e.,
epidemic spread duration). Based on shape patterns as discussed previously we can
further classify Figure 4.4 and 4.5 as a cluster having both moving and expanding
cluster dynamics.
4.2 2D spatial and 3D spatio-temporal dynamics
In this section we analyse Dengue Fever epidemic data using 2D and 3D visual
analysis approaches. We categorize this data (epidemic spread pattern) based on
moving, emerging and expanding cluster patterns as discussed in the previous section.
In all the following graphs the ‘+’ symbol represents a data point in either 2D/3D
space. For this purpose we take different Lahore city (towns) and try to classify
epidemic spread based on different cluster patterns.
Figure 4.6 (a) and Figure 4.6 (b) show the 2D/3D spatial spread of disease patients
for Aziz Bhatti Town. From these results we can see that we do not find any kind of
cluster shapes as the data points are quite spread and few in number.
Figure 4.7 (a) and Figure 4.7 (b) show the 2D/3D spatial spread of disease patients
for Shalamar Town. By looking at these results we can classify the cluster shown in
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Fig. 4.4. Detected cluster with a square pyramid shape (2D view):
Expanding + Moving type
3D Figure as a moving patterns as we can see that the area of this cluster being
viewed from 2D view does not change much over a period of time along the z-axis;
Moreover, this cluster happen to be continuous along the z-axis for quite some time.
Figure 4.8 (a) and Figure 4.8 (b) show the 2D/3D spatial spread of disease patients
for Data Gunj Baksh Town. Looking at the data spread for this town we can infer
that we see all three different kinds of cluster shape patterns e.g., moving, emerging
and expanding. This conforms to our results in the previous sections related to time
series data analysis for this town which showed that there was a continuous rise and
fall of patients spread over 7 to 8 months period.
Figure 4.9 (a) and Figure 4.9 (b) show the 2D/3D spatial spread of disease patients




Fig. 4.5. Detected cluster with a square pyramid shape (3D view):
Expanding + Moving type
Figure 4.10 (a) and Figure 4.10 (b) show the 2D/3D spatial spread of disease
patients for Wagha Town. There are not many patients reported for this town.
However, with few points we can classify the Town in the expanding cluster category.
Figure 4.11 shows different views for spatial spread in 3D for Allama Iqbal Town.
In Figure 4.11 (b), we see the movement or growth of these clusters where the
data-points has a spread over the 2D spatial region for a temporal duration of six
months. Though these cluster are more dense in the last three months of the given
data as evident by these visualization analysis results.
In Figure 4.11 (e), we see that these data pattern has a kind of emerging or
expanding behavior representing the trend characteristics of these cluster over time.














2D Disease spread pattern for Aziz Bhatti Town
(a)








































2D disease spread pattern for Shalamar Town
(a)







































2D disease spread pattern for DataGunjBuksh Town
(a)





































2D disease spread pattern for Ravi Town
(a)






































2D Disease Spread Pattern for Wagha Town
(a)





































2D Disease spread pattern for Iqbal Town
(a)









































Fig. 4.11. spatial spread and 3D view of Iqbal Town Lahore
duration of six months it is also a cause of emerging new patterns for the regions
spatially closer to previous trend patterns in the data.
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4.3 Spatio-temporal dynamics of visual hot-spots using heatmaps
In this section we use a visual analytical tool e.g., heatmaps 1 for the purpose of
visual surveillance of health-care data.
4.3.1 Benefits of heatmaps
Heatmaps form a spatial or geo-graphical perspective in a way that represent
the distribution or intensity of two-dimensional (2D) or three-dimensional (3D) data
which is specific to a certain geographical region. This is also known as hotspot
mapping which represents the intensity or distribution of data concentrated on a
certain spatial region. Different colors to represent the density hotspots on this graph.
Heatmaps are used to identify spatial hotspots which are useful for visual data analysis
to make better decision based on geographic epidemic spread and thus be able to take
effective preventive measures.
Our data-set consists of the following months: April, May, June, July, August,
September and October for the year 2012. Different patients come from these differ-
ent towns to report their chief complaints in these months. Our goal is to identify
geographical regions or places where we have a cluster of data points (or patients) so
that we can correlate the reasoning of spatial spread of DF with demographic and
climatic conditions for that region
We have Dengue Fever patient count data available with us as shown in Table (3.3)
chapter 3.
Figure 4.13 shows the spatial distribution of patients for the month of May 2012.
There were a total of 77 DF cases reported for this month and they come from follow-
ing areas according to heatmap visualization: Lakhanke, Walton-Cantt, Mughal-pura,
Baghbanpura, Walled-City, Gulshan-e-Ravi, Allama Iqbal Town, Baghbanpura areas
of Lahore city in May 2012.
1http://en.wikipedia.org/wiki/Heat_map
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Fig. 4.12. Heatmap - spatial distribution of DF spread, April 2012, Lahore
Fig. 4.13. Heatmap - spatial distribution of DF spread, May 2012, Lahore
Figure 4.14 shows the spatial distribution of patients for the month of June 2012.
There were a total of 92 DF cases reported for this month and they come from fol-
lowing areas according to heatmap visualization: Walled-city, Baghbanpura, Mughal-
pura, Gulshan-e-Ravi, Shadman, Garden Town, DHA-Phase-1, Faisal-town, Canal-
view, New Mazang, Kharak and Gulberg-II areas pf Lahore city.
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Fig. 4.14. Heatmap - spatial distribution of DF spread, June 2012, Lahore
Fig. 4.15. Heatmap - spatial distribution of DF spread, July 2012, Lahore
Figure 4.15 shows the spatial distribution of patients for the month of July 2012.
There were a total of 101 DF cases reported for this month and they come from
the following areas according to heatmap visualization: Walled-city, Baghbanpura,
Samanabad, Gulberg, Allama Iqbal Town, Gulberg-II, Judicial colony, DHA-Phase-I,
New-Mazang, Garrison Golf and Country Club areas of Lahore city.
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Fig. 4.16. Heatmap - spatial distribution of DF spread, August 2012, Lahore
Fig. 4.17. Heatmap - spatial distribution of DF spread, September 2012, Lahore
Figure 4.16 shows the spatial distribution of patients for the month of August
2012. There were a total of 189 DF cases reported for this month and they come
from the following spatial regions according to heatmap visualization: Walled-city,
DHA-Phase I, Baghbanpura, Mughalpura, Gulshan-e-Ravi, Samanabad, Gulberg-II,
Allama Iqbal, Faisal Town and Judical colony of Lahore city.
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Fig. 4.18. Heatmap - spatial distribution of DF spread, October 2012, Lahore
Figure 4.17 shows the spatial distribution of patients for the month of September
2012. There were a total of 931 DF cases reported for this month and they come
from the following spatial regions: Lakhanke, Walled-city, Anarkali, Gulshan-e-Ravi,
Gulberg-II, Gulberg-III, Johar Town, Walton Lahore.
Figure 4.18 shows the spatial distribution of patients for the month of October
2012. There were a total of 279 DF cases reported for this month and they come
from the following spatial regions: Lakhanke, Walled-city, Anarkali, Gulshan-e-Ravi,
Gulberg-II, Gulberg-III, Johar Town, Walton-Cantt of Lahore city.
The highest number of DF cases were reported during the month of September
2012. In September, there were a total of 931 patients who report their chief com-
plaints for DF virus infection in Lahore. Therefore, we have four resolution levels for




Fig. 4.19. Spatial distribution of dengue infection spread, September
2012, four different resolutions
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4.3.2 Visual hotspot classification based on heatmaps
Based on spatial-analysis using heatmaps, these spatial patterns for regions can be
categorized based on the following three categories: median-, micro- and macro-scale
factors.
Medium-, Macro-, Micro-scale factors: Medium-scale factor includes spatial
regions e.g., houses and buildings. Macro-scale factor includes blocks of roads and
houses, environment (rivers, wetness, temperature), demographics of the region, and
distance to city. Micro-scale factor includes mosquito-breeding sites like standing
water etc.
We further got some fine-resolution results for some of the highly effected geo-
graphical regions to determine the cases and effect of DF spread based on different
localities e.g., parks, densely populated areas, rivers and ponds etc. We found a few
interesting results e.g., our visual results revealed a sharp epidemic intensity in areas
close to the following schools: Allied school Samanabad campus, Allied school Saman-
abad campus II and Islamia High school in Bilal Gunj area. We can categorize these
three spatial regions under medium-scale factor category. Figure 4.20, Figure 4.21
and Figure 4.22
Figure 4.23, Figure 4.24 and Figure 4.25 show DF spread in areas close to Ravi
river bridge and BRB canal which are possible sources of water born infectious dis-
eases. We can categorize this spatial epidemic spread based on macro-scale factor.
Figure 4.26 shows high DF intensity detected in areas close to under-pass and
bridges; we can categorize this in macro scale category.
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Fig. 4.20. DF spread around Allied School Samanabad Campus
4.4 Summary of results
In this chapter, we have analyzed the DF epidemic data of Lahore City for the
year 2012 using visual analytic techniques and tools. To get an insight in the dynam-
ics of DF epidemic spread we use 2D/3D spatio-temporal visual analytical approach
to analyze DF epidemic for the data of Lahore. This gave us useful visual informa-
tion regarding the behavior and spread of disease over a period of time for different
towns of Lahore. We categorize 3D spatio-temporal dynamics of data using emerging,
expanding and moving cluster types. We summarize our results for cluster spread pat-
tern shapes in Table (4.1). We have further used heatmaps for visual hotspot based
spatial analysis of disease clusters. These spatial hotspots give us useful information
63
Fig. 4.21. DF spread around Allied School Samanabad Campus II
regarding the distribution and intensity of DF transmission. Heatmaps allow us to
visualize these geographic areas at different resolution levels, giving us detailed infor-
mation about affected areas e.g., schools, rivers, parks etc. Our results showed that
those areas which are close to bridges, underpasses, rivers have a high intensity of this
epidemic. Heatmaps showed us the gradual increase in DF epidemic and the affected
areas in different towns of Lahore. We obtained some fine-resolution results for some
of the highly affected geographical regions to determine the cause of DF spread based
on different localities e.g., parks, densely populated areas, rivers and ponds etc.
We have found a few interesting results e.g., our visual results revealed a sharp
epidemic intensity in areas close to the following schools: Allied school Samanabad
campus, Allied school Samanabad campus II and Islamia High school in Bilal Gunj
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Fig. 4.22. DF spread around Islamia High School Bilal Gunj
area. Based on these results we note that those areas which are densely populated,
with many close buildings are most affected as they have garbage piles and poor
sanitation conditions. Also Ravi river is mostly dry but during the moonsoon season
because of standing water and ponds the poor (nomadic) population living along the
river banks are also affected and we think that this is also one of the reason for high
patient count in areas close to river. In some of the cases we have observed that
those areas which are near by bridges and underpasses are also affected heavily; a
plausible reason for this pattern is the accumulation of water after rain falls and also
sometimes there are garbage dumps along/underneath such places which provide a
conducive environment for DF virus spread.
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Fig. 4.23. DF spread around Ravi Bridge
Table 4.1
Disease shape based cluster pattern classification




Aziz Bhatti Town –
Data Gunj Baksh Town Moving, Expanding, Emerging
Iqbal Town Emerging, Expanding
Lahore Cantonment –
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Fig. 4.24. DF spread around BRB East Bank
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Fig. 4.25. DF spread around Canal Bank Road
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Fig. 4.26. DF spread around Kalma Under Pass
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5. CONCLUSION AND FUTURE WORK
In this thesis, we have presented some key findings related to DF epidemic for the
populated city of Lahore in Pakistan for the year 2012. We have analyzed the DF epi-
demic data both quantitatively and statistically; for this purpose we used SVM based
algorithm and heatmaps to analyze spatio-temporal dynamics of epidemic spread.
The patient data comprised of the following attributes: name, age, gender, address,
month, and chief compliant etc. We further relate this data with demographic and
weather data information of Lahore city to deduce useful information. We make the
following observations:
According to data statistics there was a steady rise in the number of DF cases
from the months of April till September where it reached its maximum value and then
there was a decline in the number of patients the following months. By correlating
this data with Lahore weather data (temperature and humidity) we find that during
the months of May, June and July the Lahore temperature was in mid 30’s also there
was a moonsoon season (late June till August) overlapping during these months when
there were heavy rain-falls. From weather data we also note that during the later part
of moonsoon season humidity was highest where it reached a maximum value of 74.6%
during the month of August. The increase in humidity increases the metabolism of
vector resulting in increased probability of disease transmission. The decrease in
humidity makes the vector more susceptible to dehydration resulting in decreased
survival and disease transmission [35]. Thus, we infer that post-moonsoon high rise
in DF cases can be attributed to hot and humid weather conditions, during the
previous months, which resulted in large spread of spread of epidemic due to favorable
mosquito breeding condition/transmisson of DF a phenomenon already reported in
the literature [36] [35]. We also observe a lag of 2 weeks (incubation period) for DF
transmission which a condition with DF epidemic.
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The time-series plots of DF epidemic spread for different Lahore towns also gave
us some useful insights about the spread of disease e.g., we observed that almost
all the towns showed an increase in the number of DF cases during the months
of September and October. This observation is consistent with climatic conditions
(temperature and humidity) and also the moonsoon weather which help nurture the
breeding conditions for epidemic growth. We particulary observe that in Data Gunj
Baksh town DF epidemic show a continuous pattern throughout the year, i.e. there
are multiple rise and falls in DF patient count.
A plausible reason for this behavior is the closeness of this area to Bilal Gunj area
where there is a massive automotive junkyard; [35] also cites old tires as the main
cause of DF spread during the year 2011; a source providing a favorable environment
for mosquito breeding. In addition, this area is among the most densely populated
areas of old city with closely-located small multi-storied houses and small streets with
poor drainage system which are also a reasons for continuous disease spread in this
area. Iqbal town reports highest number of DF cases however, mostly the number of
cases are reported during the months of September and October. Iqbal town is the
geographically largest town in Lahore which is sparsely populated. The pattern of
disease outbreak in this town is correlated with the heavy rain-falls due to moonsoon
season and subsequent formation of large ponds in the open grounds. These ponds
provide breeding ground for the DF mosquitos. In addition, we also observed that
disease was wide spread in those areas which are close to river Ravi.
We also use a kernel based clustering algorithm to detect clusters in geographically
collocated regions of Lahore towns. These clusters give us an insight about the spatial
regions which are most affected by epidemic spread that can ultimately be useful for
health surveillance and better disease spread prevention measures. The clustering
algorithm detected multiple clusters in areas collocated with Data Gung Baksh town
in particular as there were many disease outbreaks and die-outs throughout that year.
To get an insight in the dynamics of DF epidemic spread we use 2D/3D spatio-
temporal visual analytical approach to analyze DF epidemic for the data of Lahore.
71
This gave us useful visual information regarding the behavior and spread of disease
over a period of time for different towns of Lahore. We categorize 3D spatio-temporal
dynamics of data using emerging, expanding and moving cluster types. We have
summarize the cluster spread pattern in Table 4.1. We have further used heatmaps
for visual hotpot based spatial analysis of disease clusters. These spatial hotspots give
us useful information regarding the distribution and intensity of DF transmission.
Heatmaps allow us to visualize these geographic areas at different resolution levels,
giving us detailed information about affected areas e.g., schools, rivers, parks etc.
Our results showed that those areas which are close to bridges, underpasses, rivers
have a high intensity of this epidemic. Heatmaps showed us the gradual increase
in DF epidemic and the affected areas in different towns of Lahore. We obtained
some fine-resolution results for some of the highly effected geographical regions to
determine the cause of DF spread based on different localities e.g., parks, densely
populated areas, rivers and ponds etc.
We have found a few interesting results e.g., our visual results revealed a sharp
epidemic intensity in areas close to the following schools: Allied school Samanabad
campus, Allied school Samanabad campus II and Islamia High school in Bilal Gunj
area. Based on these results we note that those areas which are densely populated,
with many close building are most affected as they have garbage piles and poor
sanitation conditions. Also Ravi river is mostly dry but during the moonsoon season
because of standing water and ponds the poor (nomadic) population living along
the river banks are also affected and we think that this is also one of the reason for
high patient count in areas close to river. In some of the cases we observed that
those areas which are near by bridges and underpasses are also affected heavily; a
plausible reason for this pattern is the accumulation of water after rain falls and also
sometimes there are garbage dumps along/underneath such places which provide a
conducive environment for DF virus spread.
In future, we plan to extend this work along the following directions:
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• A mathematical model for DF epidemic spread and its validation with DF data
and study of other disease spread models e.g., Rift Vally Model [40].
• Study and evaluation of effective counter measure in real-time to DF disease
spread which can help save lives.
• Sotware and tool development for automated epidemic spread evaluation in a
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