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=xi{(Mx)i − x ·Mx}
である（Hofbauer and Sigmund, 1998）．ただしM =(mij)はゲームの利得行列であり，xは各




学ではこの方法は確率進化と呼ばれKandori et al.（1993）や Young（1993）により精力的に研究
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れる．大きさが N の集団における中立な変異型の固定確率は 1/N で与えられるので，固定確
率がこの値より大きいか小さいかは，ある戦略が固定において有利か不利かを表す一つの指標
となる．
2. Nowak et al. モデル
近年の有限集団進化ゲーム理論の発展の端緒となったのは，Nowak et al.（2004）による研究
である．彼らのモデルを紹介しよう．










(1) 各個体は自分以外の N − 1個体と等しくゲームを行う．その平均利得を個人の利得と
する．
(2) 利得は「(適応度)= 1 +w(利得)」の公式で個人の（相対）適応度に変換される（原論文で








a(i− 1) + b(N − i)
N − 1 , Gi =
ci + d(N − i− 1)
N − 1














であり，残りの確率 1− P+i − P−i で iの値は変化しない．
ここで注目すべきは，状態 i=0や i=N に一旦到達すると，ずっとその状態に留まるという
性質である．これは遺伝に関する仮定の当然の帰結であり，したがって十分長い時間待てば，
戦略 Aは消失するか固定するかのいずれかの運命を辿る．
状態が高々 ±1しか変化しない確率過程は「出生死亡過程」と呼ばれ，状態 i=0,N はその
「吸収壁」であると言われる．吸収壁を持つ出生死亡過程の一般論から，戦略 Bの野生型から




































































u(N + k) + 3v
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となる．ただし α= a + 2b− c− 2d,β =2a + b + c− 4dとおいた．
式（2.7）よりN が大きい時に固定確率 ρ1が中立時の値 1/N を上回る条件は α> 0，すなわち
(2.8) a + 2b> c + 2d
であることが分かる．
式（2.8）の両辺を 3で割れば，左辺と右辺はそれぞれ戦略Aが集団の 1/3を占める無限集団
における A戦略家および B戦略家の期待利得に対応するので，「有限集団で戦略 Aが固定にお









を考えてみよう．戦略 Aおよび Bはいずれも均衡点であるので，戦略 Bで占められる無限集
団に戦略 Aは侵入できない．しかし全員が戦略 Aをとればより高い利得 k > 1を得ることがで
きるという意味で，戦略 Aは戦略 Bより効率的である．
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前述の 1/3 法則を用いると，ρ1 > 1/N である条件は k > 2と求められる．すなわち戦略Aの
効率がある程度高ければ，変異型の侵入を通じて全員 Bの状態から全員 Aの状態へ 1/N より
高い確率で遷移することが可能である．
3. 様々な拡張と発展
Nowak et al. モデルは様々な方向に拡張された．本章ではそれらについて概観したい．
3.1 更新規則
Nowak et al. モデルでは各期に 1個体が死亡し 1個体が出生するMoran過程が考えられた．
それに対し Imhof and Nowak（2006）はそのWright-Fisher過程版を考察した．この新しいモデ
ルでは，各期に全個体が死亡し新しく N 個体が出生する．彼らはNw 1のもとで，ρ1 > 1/N
となる条件が
(3.1) (a + 2b− c− 2d)(N − 2)2 + (a + 6b − 4c− 3d)(N − 2) + 4(b− c)> 0
であることを発見した．式（3.1）は N が大きい時に式（2.8）に一致するので，やはり 1/3 法則



















で相手の戦略を模倣するというものである（Traulsen et al., 2005）．ただし (∆P )maxは理論上起
こり得る利得差の最大値を表す．このモデルでも Nw 1の場合に固定確率の値が解析的に求









を用いることが提案されている（Traulsen et al., 2006）．式（3.3）は量子力学の Fermi分布関数
の形をしているので，式（3.3）を採用したモデルは Fermi過程と呼ばれる（Traulsen and Hauert,









































(3.6) ρk ≈ erf(ξk)− erf(ξ0)
erf(ξN)− erf(ξ0)










(N−1)u (ku + v)で定義される量である．u< 0の時 ξは虚数であるが，erf(ix)=












N  1および Nw 1の極限においては，式（3.6）および式（3.7）は式（2.6）に完全に一致す
る．これは wが小さい時に P−i /P
+
i = e
−w(Fi−Gi)≈ 1 + w(Gi − Fi)が成り立つからである．
3.3 固定時間
吸収壁が i=0,N に存在するため，戦略 Aは固定 (i=N)か消失 (i=0)かのいずれかの運命
を辿る．ここでは固定や消失までの待ち時間について考えてみよう．




⎩tk =1 + P
+
k tk+1 + (1− P+k − P−k )tk + P−k tk−1 (k=1, . . . ,N − 1)
tk =0 (k=0,N)











k+1 + 1) + ρk(1− P+k − P−k )(t′k + 1) + ρk−1P−k (t′k−1 + 1)
(k=1, . . . ,N − 1)
t′N =0
ただしここで ρは固定確率である．Traulsen et al.（2007）は Fermi過程に関してこれらの解を
解析的に導いた．
Antal and Scheuring（2006）は Nowak et al. モデルにおいて利得の値そのものが適応度にな
る場合，すなわち fi = Fi,gi =Gi である強選択モデルを考えた．適応度は負になれないので，
以下では利得行列（2.1）の各成分は常に正であると仮定する．彼らは戦略 Aをとる変異型 1個
体が侵入した場合の，条件付き固定時間 t′1 について，次のような結果を得た．
(1) Aと Bが完全に中立な時（a − c= b− d=0），t′1 =N(N − 1)∼N2 である．
(2) a− cと b− dのいずれか一方のみが 0の時，t′1∼N3/2 である．
(3) 符号が (a− c,b− d)= (+,+),(+,−),(−,−)の時，t′1∼N lnN である．
(4) 符号が (a− c,b− d)= (−,+)の時，t′1∼ eγN (γ > 0)である．
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Nowak et al.（2004）は，変異型 Aが 1個体侵入してきた時の固定確率に関する条件
「戦略 Aの固定確率 ρ1 < 1/N」
と適応度に関する条件





⎩(N − 2)a + (2N − 1)b < (N + 1)c + (2N − 4)d (式（2.7）より)(N − 1)b < c + (N − 2)d
が同時に成り立つことを言う．
3.5 混合戦略
Nowak et al. モデルでは純粋戦略 Aと Bの競争が議論されたが，競争する 2戦略は元のゲー
ムM の異なる混合戦略 p= (p,1− p)′ と q= (q,1− q)′ かもしれない．ただしベクトルの各成






から計算できる．ただし，変異型 qが i個体存在する時の qと p∗ の利得はそれぞれ
(3.11) Fi =
[q ·Mq](i− 1) + [q ·Mp∗](N − i)
N − 1 , Gi =
[p∗ ·Mq]i + [p∗ ·Mp∗](N − i− 1)
N − 1
で与えられることに注意する．
上のWild and Taylor（2004）の定義によれば，p∗ が固定確率（FP; Fixation Probability）の意
味で安定であるとは，条件
「p∗ の近傍の全ての q =p∗ に対し，ρk <k/N」




a− b− c + d
が唯一であり，0<p∗ < 1かつ a− b− c + d< 0ならばWild and Taylor（2004）の安定条件を満
たす内点解であることが分かる．この p∗ は条件
「p∗ の近傍の全ての q =p∗ に対し，Fk <Gk」













戦略 Aを取る個体の数 iは 0, . . . ,N のいずれかの値を取り得るが，突然変異確率が非常に小
さい場合は，ほとんどの時間で iは 0か N のどちらかである．これは短い時間スケールで A，
Bいずれかの戦略の固定が起こり，その固定の状態をしばらく経て初めて，長い時間スケール
で突然変異が起こるとみなせるからである．自然選択がなく w=0（中立）であるとき，変異型
1個体が固定するまでの条件付き平均待ち時間は t′1 =N(N − 1)≈N2（3.3節参照）であり，一方
で突然変異が起こる時間スケールは µ−1 であるので，以降ではN2µ−1，すなわち µN−2
なる突然変異率を考える．Sigmund et al.（2011）はこの極限を断熱極限（adiabatic limit）と呼
んだ．
断熱極限では固定状態間の遷移のみを考えれば十分である．戦略 Bが固定している状態（こ
れを「状態 B」と呼ぶことにする）から戦略 Aが固定している状態（これを「状態 A」と呼ぶ）
へ遷移するには，
(1) 状態 Bに突然変異で戦略 Aを取る変異型が 1個体現れる．
(2) 戦略 Aが固定する．




(3.13) πB · µB→AρB→A =πA · µA→BρA→B
単純化のため µB→A =µA→B の場合を考えると，πA/πB = ρB→A/ρA→B を得る．





≈ 1 + w
2
[(N − 2)a + Nb −Nc− (N − 2)d]
を得る．したがって状態 Aのほうが状態 Bより滞在時間が長い条件は (N − 2)a + Nb>Nc +
(N − 2)dである． Fermi過程においてはこの結果が非常に小さい µのみならず，任意の大き
さの突然変異率 µに対して成り立つことが知られている（Antal et al., 2009a）．大きい突然変異
率を考えることは遺伝子進化では不自然ではあるが，文化進化の文脈では探索（exploration）に
相当するので重要である（Traulsen et al., 2009）．
3.7 n戦略ゲーム
2戦略ゲームの n戦略ゲームへの拡張を考える．具体的には，次の一般的な n戦略ゲームを
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n an1 · · · an · · · ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
突然変異率についても次のように拡張をする．すなわち戦略 iを取る個体が戦略 j の子を生む














if i = j
である．以降ではこのような突然変異を考えよう．
まず µN−2 なる断熱極限を考える．状態空間は n種類の戦略のいずれかが固定している
状態，すなわち状態 1から状態 nの n通りとして良い．状態 iから状態 j への遷移のレートは




























(xi at state s) · P (s)
を考えることにする．
Antal et al.（2009b）は N  1および Nw 1の下で，摂動法を用いて次の結果を得た．
定理 1.（Antal et al.（2009b））
〈xi〉> 1
n
⇐⇒Li + NuHi > 0
〈xi〉> 〈xj〉⇐⇒Li + NuHi >Lj + NuHj
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− aki + akk
2
)
の括弧の中は「戦略 iと戦略 kが 1 : 1の頻度で共存している際の，戦略 iと戦略 kの利得差」
であるので，このような 1 : 1共存状態で強い戦略が，長時間平均で高い頻度で現れる．























自分以外の n− 1人のうち n− i人が戦略 Aを，i− 1人が戦略 Bをとっている時の，戦略 A
および戦略 Bの利得を ai，bi とおく．利得は表 1にまとめられる．











k=1 k(ak − bk)，β =
∑n
k=1(n + 1− k)ak +
∑n−1
k=1 kbk − n2bn





AAである個体は純粋戦略 Aを，BBである個体は純粋戦略 Bをとるが，ヘテロ接合 ABであ
表 1. n人ゲームの利得表．
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的に集団が遺伝子型 AAに固定する確率 ρ1 を考える．








とおく．N  1および Nw 1の仮定のもとで，固
定確率 ρ1 が中立時の値 1/2N を上回る条件は次のようにまとめられる．
(1) p=0，すなわち Aが劣性の時，ρ1 > 12N ⇐⇒x∗A < 310 である．したがって『3/10 法則』
が成り立つ．
(2) p = 1，すなわち Aが優性の時，ρ1 > 12N ⇐⇒ x∗A < 25 である．したがって『2/5 法則』
が成り立つ．
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Recent Developments of Evolutionary Game Theory in Finite Populations
Hisashi Ohtsuki
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Traditional evolutionary game theory assumes infinitely large populations to derive
deterministic game dynamics. Following a pioneering work by Nowak et al. (2004) , evo-
lutionary game theory in a finite population has been developed. Genetic drift plays a
major role in this new theory, and the advantage of strategies is measured by fixation
probabilities. Stochastic game dynamics yield new predictions. For example, when there
are multiple ESS (evolutionarily stable strategies) in the game, stochastic game dynamics
predict the one that is most likely to occur.
This paper reviews the basic model by Nowak et al. (2004) and discusses its various
theoretical extensions.
Key words: Evolutionary game, finite population, fixation probability, ESS, 1/3-rule.
