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A Novel Objective No-Reference Metric
for Digital Video Quality Assessment
Fuzheng Yang, Shuai Wan, Yilin Chang, and Hong Ren Wu
Abstract—A novel objective no-reference metric is proposed for
video quality assessment of digitally coded videos containing nat-
ural scenes. Taking account of the temporal dependency between
adjacent images of the videos and characteristics of the human vi-
sual system, the spatial distortion of an image is predicted using
the differences between the corresponding translational regions of
high spatial complexity in two adjacent images, which are weighted
according to temporal activities of the video. The overall video
quality is measured by pooling the spatial distortions of all images
in the video. Experiments using reconstructed video sequences in-
dicate that the objective scores obtained by the proposed metric
agree well with the subjective assessment scores.
Index Terms—Digital video quality assessment (VQA), human
visual system (HVS), no-reference (NR) metrics.
I. INTRODUCTION
ALONG with the rapid development of wireless and in-ternet protocol (IP) video technologies, there has been
growing emphasis placed on real-time assessment of digital
video quality for various visual communications services
[1], [2]. Full-reference objective video quality assessment
(VQA) methods have been widely used, such as the peak
signal-to-noise ratio (PSNR), which requires both the reference
and the compressed/transmitted videos. However, in the ab-
sence of the original or reference videos, they are not practical
for picture quality assessment in real-time video transmission
applications. In these cases, an objective no-reference (NR)
metric for VQA is required, which does not require the ref-
erence video. Research on NR metrics has recently attracted
a great deal of attention, and the video quality experts group
(VQEG) is working toward the standardization of NR metrics.
It is very difficult to design an objective NR video quality
metric, which is mainly due to our limited understanding of
the human visual system (HVS) and cognitive aspects of the
brain. Only a few methods have been proposed for objective
NR quality assessment. An effective approach proposed is to ex-
tract certain features (e.g., blurring and blocking artifacts) that
reflect the video quality to a certain degree [3]–[6]. In [3] and
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[4], the magnitude of extracted blocking artifacts was used to
assess the video quality. In [6], an NR blurring distortion metric
was presented for video. An NR MPEG-2 video quality rating
method was proposed in [7], which predicted the PSNR based
on the quantization parameters obtained from the video stream.
However, the applications of those methods have inherent lim-
itations.
In this contribution, an objective NR metric is proposed for
VQA. The spatial distortion of each image in a video is predicted
using the differences between the corresponding regions of two
adjacent frames in the video sequence. The spatial distortion is
then weighted according to temporal activities of the video. The
video quality is measured by pooling the spatial distortions of all
images in the sequence. Section II describes the proposed video
quality metric. Experimental results are presented in Section III,
which is followed by concluding remarks.
II. NR VIDEO QUALITY METRIC
It is well known that human observers are able to assess the
quality of distorted images without reference images. In the as-
sessment process, a comparison is naturally made between the
distorted images and the information and knowledge about nat-
ural images that have been acquired by observers (i.e., assessors)
and stored in their brain. In other words, any assessment by a
human observer without given reference material (in this case,
reference images) is not really an NR process, where the ob-
server does use information or relevant knowledge “prestored”
in his/her memory. Therefore, it is necessary to find out some
available reference information in order to design an objective
NR assessment metric. In this letter, the previous image is used
as the reference of the current image in the video based on the
temporal dependency between adjacent images.
Furthermore, for the HVS to perceive and to comprehend a
video sequence, the video content is supposed to be consistent
in several successive images. A rapid change of the video con-
tent between adjacent images may lead to poor subjective pic-
ture quality, i.e., when the change is too sharp, the video con-
tent is not perceivable to the HVS anymore. Equivalently, abrupt
changes induced by coding distortions can impair the subjec-
tive video quality. Therefore, the differences between adjacent
images can be utilized to evaluate the video quality. Since the
spatial contrast sensitivity of the HVS is low where the video
content is with rapid speed, temporal activities of video must be
considered in VQA. Our experiments have also shown that the
differences between the corresponding translational regions of
high spatial complexity in adjacent images reflect the percep-
tual distortion of the regions well and can be utilized in the NR
video quality assessment.
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In the proposed method, the motion vector (MV) field of each
image in the sequence is estimated to determine the translational
regions. The spatial distortion of each image is then predicted
using the differences between the translational regions of high
spatial complexity in adjacent reconstructed images. Finally, the
quality of the entire video is obtained by pooling the spatial
distortions of all images in the sequence. The detailed method
for estimating the spatial distortion is presented as follows.
A. MV Estimation
In this letter, the block matching algorithm is used for MV
estimation. Since the noise in the reconstructed images influ-
ences the precision of motion search, the distorted images are
smoothed with the two-dimensional Gaussian filter for noise re-
moval before the MV estimation
(1)
where and , respectively, represent pixels in
the th image in the video sequence and its filtered counterpart,
and stands for the width of the image and the height.
is the two-dimensional Gaussian filter, defined by
(2)
where is the standard deviation of the filter. The filtered image
is used for both the motion estimation and the spatial distor-
tion computation in Section II-C.
Let be the geometrical center of the
-pixels Block B in the th frame. Search the MV of Block B
in the th frame using block matching algorithm, and the
obtained MV is considered as the MV of the pixel at . Let
and be the horizontal and the vertical
components of the motion vector at in the th frame, re-
spectively. By MV estimation of every pixel, the motion vector
field
of the th frame can be obtained.
B. Determination of Translational Regions
of High Spatial Complexity
The regions with translational motion in the images can be
determined by the consistency in motion vectors of neighboring
pixels according to the obtained motion vector field. For the
region R of -pixels centered at , the
consistency of the motion vectors is estimated by the variance
of the MV values.
For the region of -pixels centered
at , the spatial complexity is estimated by its variance
of the pixel values.
Given thresholds and , the set for the th frame can
be defined as follows:
(3)
where and represent, respectively, the
mean value of the horizontal and the vertical components of the
motion vectors in the region R.
All the pixels that satisfy (3) are considered to belong to trans-
lational regions of high spatial complexity.
C. Spatial Distortion of Image
For a pixel , according to its motion vector
( , ), find the region in the th frame
that corresponds to the region of -pixels
centered at in the th frame. Then compute the following
two sums of squared differences, respectively:
(4)
(5)
where is the filtered image obtained by (1). Compute
and , and they are averaged to
obtain and , respectively.
Filters are used in some video compression and postpro-
cessing algorithms to improve the quality of compressed video.
Different filtering algorithms may have different influence
on the reconstructed video, thus affecting . The employed
Gaussian filter can smooth the distorted video and impair the
above-mentioned effect. Therefore, we determine the spatial
distortion of the image mainly using . The distortion is
modified by the value of , which reflects the influence
of the filters used in video compression or postprocessing.
Using and , we define the spatial distortion of the
image as
(6)
where is a parameter determined by experiments.
D. Influence of Temporal Activity
Since the human visual system can tolerate the distortions in
fast-moving regions to a considerable extent, different weight-
ings are applied to the measured spatial distortions of the image
according to temporal activities of the video, which are com-
puted as the mean value of the motion vectors in the image. The
temporal activity of the th frame is defined as
(7)
The weighted spatial distortion is then defined as
(8)
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where is the final spatial distortion of the th frame, and ,
, and are constants determined by experiments.
The video quality metric is obtained by pooling and averaging
the weighted spatial distortions calculated using (8) of the im-
ages over the entire video sequence.
III. EXPERIMENTAL RESULTS
In our experiments, 144 (i.e., ) distorted video se-
quences have been used, which are from the VQEG Phase
I FR-TV test, consisting of source sequences (SRCs) 2–10
undergone hypothetical reference circuits (HRCs) 1–16 [8].
The single stimulus continuous quality evaluation (SSCQE)
[9] is used in the subjective test. The guidelines specified by
the VQEG in [10] are followed for quality tests, involving 25
nonexpert viewers. The viewers (12 males and 13 females) have
evaluated the video quality in real time using a slider device and
a continuous grading scale marked with “Excellent,” “Good,”
“Fair,” “Poor,” and “Bad.” The subjective scores are quantized
on a scale of [0 100]. The analysis of subjective test results
shows that the standard deviation of our subjective scores is
3.6, which may be caused by varying delays in response time
by different viewers.
In order to compare our SSCQE test data with the subjective
data published by the VQEG using the double stimulus contin-
uous quality scale (DSCQS) [8], the continuous quality scores
are averaged to obtain a quality score by each viewer for each
sequence. The mean opinion score (MOS) of the th video
sequence is obtained by averaging its subjective scores by dif-
ferent viewers (as shown in Fig. 2), where the standard deviation
is 2.5. The comparison between the DSCQS scores and SSCQE
scores shows that they correlate well for the sequences from
the same reference video. However, for the sequences from dif-
ferent reference videos, there are different offsets between their
DSCQS and SSCQE scores, which are dependent on the video
content.
The mean opinion scores are then linearly scaled to a nominal
range of [0, 1], where “0” and “1” represent the best and the
worst ratings, respectively. The normalized (or scaled) MOS
is defined as
(9)
where and are the best rating and the worst rating
of all the scores, respectively.
The adjacent images tend to have similar spatial distortions
in a sequence compressed with the same algorithm. To reduce
the computational complexity, neighboring frames are
grouped together in natural order, and one image is randomly
selected from each group. The spatial distortions of the se-
lected images are computed using the proposed method. We
define the quality of the th video sequence as , and its
value is obtained by calculating the mean value of the spatial
distortions of the selected images from the sequence. The
proposed quality assessment method is used to evaluate all of
the distorted sequences. The model parameters are determined
by the training experiments. The distorted video sequences
from SRC18-SRC21 under HRC1-HRC16 in the VQEG Phase
TABLE I
PERFORMANCE COMPARISON OF OBJECTIVE DATA AND SUBJECTIVE DATA
I FR-TV test [8] are used for training purposes. The param-
eters are adjusted so that the objective scores obtained using
the proposed method coincide with the SSCQE scores. The
resulting values are , , ,
, , , , , , and
. Thresholds and are selected to determine the ap-
propriate translational regions of high spatial complexity. They
are trained using the distorted sequences from SRC18-SRC21
under HRC4. and are selected to ensure that the proposed
method is applicable to video sequences compressed with
different algorithms. They are trained utilizing the distorted
sequences from SRC21 under HRC1-HRC16. , , and are
adjusted to adapt to video sequences with different motion ac-
tivities. They are mainly determined by the distorted sequences
from SRC18-SRC21 under the HRC6.
The following linear polynomial fit is used for our objective
quality measurements to fit the scaled subjective scores [10]:
(10)
where is the scaled objective score, and and are the
fitting parameters. In our experiments, and
.
A number of performance evaluation metrics suggested by
the VQEG are used to evaluate the performance of the pro-
posed video quality metric (VQM) [10]. The root-mean-squared
error (RMSE), Pearson correlation coefficient (PCC), Spearman
rank order correlation coefficient (SCC), and outlier ratio (OR)
are computed between the fitted objective data and the corre-
sponding subjective data [10]. The results are shown in Table I,
where the SRC exclusion sets denote the excluded SRC sub-
sets. From Table I, we observe that the objective scores obtained
through the proposed method are consistent with the subjec-
tive assessment for video sequences containing natural scenes
(SRC8 and SRC3 excluded in our experiments). However, the
effectiveness of the proposed VQM degrades significantly when
applied to SRC8 (Sequence Horizontal scrolling 2) and SRC3
(Sequence Harp). The reasons lie in that SRC8 contains an un-
natural scene; in SRC3, zooming decreases the accuracy of mo-
tion vector estimation between adjacent frames.
For the distorted sequences except those from SRC8 and
SRC3, the scatter plot of the objective scores obtained by the
proposed method and the scaled subjective scores is shown
in Fig. 1, and the scaled objective scores with the scaled
subjective scores are shown in Fig. 2, where the order of the
distorted sequences is from SRC2 under HRC1-HRC16 to
SRC10 under HRC1-HRC16. We observe that the two traces in
Fig. 2 are quite close. In addition, because the temporal activity
is considered, satisfactory results can be obtained for both the
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Fig. 1. Scatter plot of MOS versus objective prediction.
Fig. 2. Scaled subjective scores and objective scores.
low-motion sequences (e.g., SRC10) and the high-motion ones
(e.g., SRC9).
It should be noted that when the video content of adjacent
images in a sequence changes too much, for instance, during
a scene change, few translational regions can be found. Under
such circumstances, the calculated quality of the whole video
is mainly the quality of those parts with steady contents. The
fast-changing segments of the video and their effects are omitted
in computation of the metric, which is reasonable when taking
into account the temporal masking characteristic of the HVS.
The MV estimation constitutes most of the computational
burden in the proposed quality metric. Therefore, the computa-
tional complexity can be significantly reduced by the following
methods. The MVs of adjacent pixels are generally similar so
that the MV of the pixel at can be considered as the MVs
of its surrounding pixels. In addition, we can first calculate the
spatial complexity of all regions of an image and only perform
the MV estimation for pixels that are classified as of high spatial
complexity.
IV. CONCLUSION
We proposed a novel objective NR metric for digital video
quality assessment based on the temporal dependency of video
images, taking into account characteristics of the HVS. This
method does not require any reference and is independent of the
video compression algorithm. Therefore, the proposed VQM is
suitable for the NR video assessment. Experimental results indi-
cate that the objective scores obtained by the proposed method
correlate well with the subjective assessment scores for recon-
structed natural videos. Since computational complexity can be
an issue when using NR models, we have also discussed how
to improve the computation efficiency for the proposed method.
Future studies include error detection techniques based on tem-
poral dependency of video images and picture quality evaluation
for video communications over error-prone networks.
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