Abstract-Active control of sound and vibration has been the subject of a lot of research in recent years, and examples of applications are now numerous. However, few practical implementations of nonlinear active controllers have been realized. Nonlinear active controllers may be required in cases where the actuators used in active control systems exhibit nonlinear characteristics, or in cases when the structure to be controlled exhibits a nonlinear behavior. A multilayer perceptron neuralnetwork based control structure was previously introduced as a nonlinear active controller, with a training algorithm based on an extended backpropagation scheme. This paper introduces new heuristical training algorithms for the same neural-network control structure. The objective is to develop new algorithms with faster convergence speed (by using nonlinear recursive-leastsquares algorithms) and/or lower computational loads (by using an alternative approach to compute the instantaneous gradient of the cost function). Experimental results of active sound control using a nonlinear actuator with linear and nonlinear controllers are presented. The results show that some of the new algorithms can greatly improve the learning rate of the neural-network control structure, and that for the considered experimental setup a neural-network controller can outperform linear controllers.
I. INTRODUCTION
T HE concept of active sound control has been known for more than 50 years. Active sound control works on the principle of destructive interference between an original "primary" disturbance sound field and a "secondary" sound field that is generated by some control actuators. For example, a classical application of active sound control is the control of sound waves in a small duct. Fig. 1 shows such a duct with an actuator and two sensors (a loudspeaker and two microphones in this case). In this example, sensor A (called a reference sensor) is used to measure an advanced information on the disturbance sound wave that propagates in the duct, and sensor B (called an error sensor) is used to monitor the performance of the active sound control system, thus providing feedback to a control algorithm. To keep this example simple, we assume that sensor A is not coupled with the actuator, so sensor A only measures the disturbance sound field. The control structure of Fig. 1 is called feedforward, because the controller feeds the actuator with a signal based on the advanced information obtained from sensor A. If the controller works properly, the signal sent in the actuator will generate a sound wave that will cancel the disturbance sound wave at the location of sensor B. Since usually only plane waves propagate in small ducts, the sound field will be uniform in any section of the duct, and the sound will be reduced from sensor B to the end of the duct. Detailed presentations of active sound control theory and applications can be found in [1] - [4] . Active sound control is certainly not limited to mono-channel feedforward one-dimensional sound field systems as in our simple example: there are also multichannel, feedback or three-dimensional active sound control systems. Also, the principle of destructive interference is not limited to the control of acoustic waves, and it has been successfully applied to the control of vibration [5] .
Even though the concept is simple, it is only with the development of fast low-cost digital signal processors during the last 15 years that the implementation of practical active sound and vibration control systems has become feasible. Digital technology is well suited for adaptive control systems or control configurations where a lot of precision is required in order to achieve a good performance. A good review of the different control techniques that have been used for the active control of sound and vibration can be found in [6] . Adaptive linear filtering techniques [7] , [8] have been extensively used for the active control of sound and vibration, and many of today's implementations of active control use those techniques. A popular adaptive filtering algorithm is the multichannel filtered-X LMS algorithm (or the multierror LMS algorithm) [9] , because of its simplicity and its relatively low computational load. This algorithm is a steepest descent algorithm that uses an instantaneous estimate of the gradient of the cost function (i.e., the mean squared error). Fig. 2 shows a block-diagram of the mono-channel implementation of this algorithm: the filtered-X LMS [7] . Some frequency-domain or transform-domain modifications have been proposed to improve the convergence speed of the multichannel filtered-X LMS algorithm [10] , [11] . Other approaches including lattice structures, fast recursive-leastsquares algorithms or alternative structures have also been proposed to produce control algorithms with a faster convergence speed [12] - [14] . More recently, an exact low-computational version of the multichannel filtered-X LMS algorithm was published [15] . All those algorithms use adaptive FIR filters for the digital controller. However, adaptive IIR filters have also been used for the active control of sound and vibration [16] , [17] . Such filters typically require less coefficients, but the convergence is not as predictable (linear) as in the case of adaptive FIR filters.
The linear digital controllers described so far (using FIR filters or IIR filters) may not perform well in the cases where nonlinearities are found in an active control system. The most common source of nonlinearity in the field of active control of sound and vibration is the actuator. An actuator has typically a nonlinear response when it operates with an input signal having an amplitude close to (or above) the nominal input signal value, or when it operates in a frequency range close to (or lower than) the minimum operating frequency of the actuator (a loudspeaker for example). Nonlinear behaviors can also occur when the dynamics of the system to be controlled are nonlinear. For example, the vibration behavior of plates exhibiting buckling is nonlinear. The use of a nonlinear controller can improve the control performance on a system with a nonlinear behavior, and neural networks can be used as nonlinear controllers. For the active control of sound and vibration, the use of neural networks as nonlinear control structures has been reported [18] , [19] . In [18] , multilayer perceptron neural networks were used to control linear and nonlinear plants, for the active control of vibration. In [19] , radial basis functions neural networks were used to build intelligent controllers that remember the optimal control parameters corresponding to different linear plant configurations, for the active control of sound. This paper will focus on the problem of nonlinear actuators (or plants) in the field of active control of sound and vibration. New heuristical algorithms will be developed for the training of the multilayer perceptron nonlinear active control structure published in [18] , to increase the convergence speed and/or decrease the computational load of the algorithm described in [18] . Experiments of active sound control with a nonlinear actuator will be performed, to validate the convergence properties of the developed algorithms, at least for a given experimental setup.
The nonlinear control structure described in [18] used two multilayer perceptron neural networks. In that control structure, one neural network was the controller and the other network was the plant model. Fig. 3 illustrates a mono-channel implementation of a feedforward nonlinear active controller using that structure. It is clear from that figure that one neural network is the controller, and that the other neural network is the plant model. The controller network basically generates a control signal from a reference signal, and this control signal is sent to the plant through an actuator. The plant model network is required to perform the backpropagation of the error signal to the control network. Details will be given later in the paper on the use of the backpropagated signals of Fig. 3 in gradient descent or recursive-least-squares approaches, to produce learning algorithms. Two error signals are shown in Fig. 3 : error signal 1 and error signal 2. Error signal 1 is the signal measured by an error sensor, and it is the error signal that is used if real-time adaptive learning of the controller neural network is required (in this case error signal 2 is not available, because the disturbance signal can not be directly measured). Error signal 2 is the error signal that is used if the training of the controller neural network is performed from recordings of the disturbance and the reference signals, or if it is performed in simulations.
The training of the plant model neural network of Fig. 3 can be done with classical neural-network algorithms, including backpropagation (BP) algorithms (with or without momentum), nonlinear optimization algorithms (quasi-Newton algorithms, conjugate gradient algorithms) or nonlinear identification techniques (nonlinear Kalman filtering or nonlinear recursive-least-squares algorithms). There has been a lot of publications on such algorithms, and a review of many algorithms can be found in [20] . The training of the control neural network can not be done with those classical algorithms, because of the tapped delay lines between the two neural networks of the control structure (Fig. 3) . Using an extended backpropagation scheme, an algorithm was published in [18] for the learning of the control neural network (intuitive explanations on this algorithm will be given later in the paper). This algorithm was shown to be the generalization of the multichannel filtered-X LMS algorithm to the nonlinear case of neural networks. This algorithm will be called FX-BP in the rest of the paper. The computational load of the FX-BP is relatively high, because backpropagations through the control network have to be computed for each iteration of optimization ( is the number of delays in the tapped delay lines between the two neural networks of the control structure, Fig. 3) . Also, the learning rate of the FX-BP is not particularly fast, because it is based on a backpropagation scheme (basic gradient descent scheme).
To increase the convergence speed of the FX-BP algorithm, we investigated the use of nonlinear recursive-least-squares algorithms for the learning of neural networks. The EBP, MEKA, NEKA, and EKF algorithms (described in [21] ) were used. It was found that those algorithms can be modified in the same way that the backpropagation algorithm was modified to produce the FX-BP algorithm (i.e., by using the same approach to compute the gradients of the cost function). However, the resulting algorithms (called FX-EBP, FX-MEKA, FX-NEKA, and FX-EKF) have a high computational load, higher than the FX-BP algorithm, and this may prevent their use in real-time applications. Consequently, details on these algorithms will not be discussed in this paper, and readers interested in these algorithms should refer to [22] .
To reduce the computational load of the algorithms used for the training of the control network of Fig. 3 , an alternative approach was used. It is easy to see that the two neuralnetworks' control structure is actually a particular case of a FIR multilayer neural network (a multilayer perceptron network where all weights are FIR filters [20] ). The approach developed for the computation of the gradients of the cost function in those networks [23] can thus be used to compute the gradients of the cost function for the controller neural network. By combining this gradient computation technique with a steepest descent approach, an algorithm that we called adjoint-BP can be developed. This algorithm has a lower computational load than the FX-BP. The further simplification of this algorithm to the linear case (one layer of neurons in each network, with linear activation functions) produces the multichannel adjoint-LMS algorithm [24] , that was recently published as a low-computational alternative to the multichannel filtered-X LMS algorithm. The term adjoint will be used in this paper for the algorithms that use the same approach as the adjoint-LMS or the adjoint-BP for the computation of the gradient of the cost function (as opposed to the filtered-X approach). Recalling that increased convergence speed for the learning of the control network is an objective of this work (with reduced computational load being the other objective), nonlinear recursive-least-squares methods will be combined with the adjoint approach of computing the gradient of the cost function. The resulting algorithms will be called adjoint-EBP, adjoint-MEKA, adjoint-NEKA, and adjoint-EKF.
There is an intuitive way of distinguishing the filtered-X approach and the adjoint approach for the computation of the instantaneous gradient of the mean quadratic error (or the gradient of the instantaneous quadratic error). The filtered-X approach is based on the fact that the instantaneous quadratic error at time n is influenced by the values that the weights of the control network had in the last samples (weight values at time
As mentioned before, is the number of delays in the tapped delay lines before the plant model network (Fig. 3) . At the opposite, the adjoint approach is based on the fact that the weights of the control neural network at time will affect the cost function (quadratic error) for the next samples. This can be reformulated in a causal way: the weights of the control neural network at time influenced the cost function of the last samples (quadratic error signals at time The mathematical formulation of these statements for a monochannel system is as follows.
Filtered-X approach:
Adjoint approach:
instantaneous gradient (2) where Square of the error signal at time (instantaneous cost function).
Value of a weight in the control neural network at time . As it will explicitly appear later in the paper, the adjoint approach does not require the computation of backpropagations through the control network, and thus its computational load is lower than for the filtered-X approach. The drawback of the adjoint approach is that if causality is a constraint (as in control applications), then the modifications to the control weights at time have to be performed with the reference samples and the backpropagated error samples of time (i.e., there is a delay of samples in the adaptation process). This could slow down the tracking rate of a control network in the case of fast time-varying reference and disturbance signals. In Section II, the FX-BP algorithm published in [18] is described and five new adjoint algorithms are introduced for the training of the multilayer perceptron controller network: one using a gradient descent algorithm and four using nonlinear recursiveleast-squares algorithms. In Section III, experimental results of feedforward active sound control in a duct using a nonlinear actuator with linear and nonlinear controllers are presented. The performance of the different nonlinear training algorithms is compared, showing that some new heuristical algorithms introduced in this paper can greatly improve the learning rate of the controller neural network (compared to the FX-BP). Control results also show that a multilayer perceptron neuralnetwork control structure can outperform linear controllers for the considered experimental system.
II. DESCRIPTION OF THE LEARNING ALGORITHMS
FOR THE CONTROLLER NEURAL NETWORK To keep the equations as readable as possible, all the algorithms described in the rest of the paper will be written for the mono-channel control case. The extension of the algorithms to the multichannel case is quite straightforward, and interested readers should refer to [18] and [22] for the multichannel forms of the algorithms. The equations for the forward propagation in the multilayer perceptron neuralnetwork control structure are common to all the algorithms that will be described in this paper, and they will be presented first. They are given by (3)- (11) .
• For the input layer of the control network
• For the other layers of the control network
• For the input layer of the plant model network (6) • For the other layers of the plant model network
• For the output layer of the plant model (9) where signal from the reference sensor at time ; value of neuron in the input layer of the control network at time ; output of neuron in layer of the control network at time ; signal at the output of the control network at time ; weighted sum of inputs for neuron of layer m of the control network at time ; value at time of the weight linking neuron of layer to neuron of layer of the control network; value of neuron in the input layer of the plant model network at time ; output of neuron in layer m of the plant model network at time ; signal at the output of the plant model network at time ; weighted sum of inputs for neuron of layer of the plant model network at time ; value of the weight linking neuron of layer to neuron of layer of the plant model network (note that these weights are constant, because it is assumed that the plant model has been identified previously to the training of the control network); error signal at time ; disturbance signal at time ; activation function of a neuron; layer index; neuron index of an upper layer (relative to ); neuron index of a lower layer (relative to ). index of an output layer. As mentioned earlier, the computation of the error signal in (9) is only performed if the training of the controller neural network is done with recordings of the reference and disturbance signals, or in simulations. If the training is performed in real-time in a practical control system, then the signal is the signal measured by the error sensor. When neural networks are used as a nonlinear regression tool (as it is the case here), the activation function is usually a nonlinear function for all neurons excepted the neurons of an output layer [for which is usually linear]. The following equations describe the activation functions used in this paper:
for neurons of an output layer (10) for all other neurons was used (11) It should be noted that the bias (DC offsets) weights are implicitly included in (4) and (7). The FX-BP published in [18] can now be introduced. This algorithm uses the standard backpropagation scheme to backpropagate the gradients of the instantaneous quadratic error through the plant model network, and it uses the approach of (1) to compute and backpropagate the gradients in the control network. The weights in the control network are then modified according to a steepest descent method. The result is summarized by (12)- (16) .
FX-BP algorithm:
• For the last layer of the plant model network (12) • For the other layers of the plant model network (except the input layer)
• For the last layer of the control network (14) • For the other layers of the control network (except the input layer)
• For all the weights in the control network (16) where gradient of the instantaneous quadratic error relative to ; gradient of the instantaneous quadratic error relative to ; gradient of the instantaneous quadratic error relative to ; gradient of the instantaneous quadratic error relative to ; adaptation gain scalar; neuron index of an upper layer (relative to ); neuron index of a lower layer (relative to ); number of delays in the tapped delay line between the control network and the plant model network (Fig. 3) . Equation (16) shows that the backpropagation through the control network [ (14) and (15)] and the update of the weights in the control network are computed times. This can cause the computational load of the FX-BP algorithm to be very high. By assuming in (15) (i.e., assuming that the adaptation is slow enough so that does not significantly change in iterations of optimization), the amount of memory that is required by the algorithm can be greatly reduced.
The adjoint-BP algorithm can now be introduced, because it has of lot of similarities with the FX-BP algorithm. Like the FX-BP algorithm, the adjoint-BP algorithm uses the standard backpropagation scheme to backpropagate the gradients of the instantaneous quadratic error through the plant model network, but it uses the approach of (2) to compute and backpropagate the gradients in the control network [instead of the approach of (1)]. Like in the FX-BP algorithm, the weights in the control network are modified according to a steepest descent method. The adjoint-BP algorithm is described by (17)- (21) .
Adjoint-BP algorithm:
• For the last layer of the plant model network (17) • For the other layers of the plant model network (except the input layer)
• For the last layer of the control network (19) • For the other layers of the control network (except the input layer)
• For all the weights in the control network (21) where sum of the gradients of the past instantaneous quadratic errors relative to ; sum of the gradients of the past instantaneous quadratic errors relative to In the adjoint-BP algorithm, no equation has to be computed times (like in the FX-BP algorithm), but there is a double summation in (19) . Nevertheless, the computational load of the adjoint-BP will usually be lower than the computational load of the FX-BP algorithm, in particular when there are a lot of weights in the control neural network (because in this case the backpropagations through the control network performed by the FX-BP require a lot of computations). Like in the FX-BP algorithm, by assuming in (20) (i.e., assuming small changes to the weights during iterations), the amount of memory required can be greatly reduced. This is also true for the four other adjoint algorithms that will be introduced in this paper.
The steepest descent approach is simple and has a low computational load compared to more sophisticated optimization methods, but it is usually not a fast convergence method. To increase the convergence speed of the adjoint-BP algorithm, nonlinear identification (or nonlinear recursive-least-squares) approaches based on [21] will be used instead of the steepest descent approach. The first two recursive-least-squares algorithms, the adjoint-EBP and adjoint MEKA algorithms, will locally (for each neuron) minimize the quadratic value of or a similar quantity. The only difference between the two algorithms is that the adjoint-EBP minimizes the quadratic gradients relative to and the adjoint-MEKA minimizes the quadratic gradients relative to This is an indirect approach to locally minimize the quadratic error function (i.e., if the quadratic gradients are minimized, then the quadratic error of the control system will be at a local minimum). As opposed to the steepest descent approaches, the convergence speed of the recursiveleast-squares approaches does not depend on the eigenvalue spread of the autocorrelation matrix of the input signals in each neuron, and increased convergence speed can be expected. The adjoint-EBP algorithm is described by (22)-(29) .
Adjoint-EBP algorithm:
• for the last layer of the plant model network (22) • for the other layers of the plant model network (except the input layer)
• for the last layer of the control network
• for the other layers of the control network (except the input layer)
• for all the layers in the control network (except the input layer)
• for all the weights in the control network (29) where and parameters of the Riccati equations inherent to recursiveleast-squares methods: gain vector, inverse correlation matrix, and forgetting factor; vector composed of all the components of layer ; vector composed of all the weights connected to neuron of layer ; adaptation gain scalar. As previously mentioned, the adjoint-MEKA is similar to the adjoint-EBP, but it minimizes quadratic gradients relative to instead of It was reported in [21] that a MEKA-based algorithm sometimes has better convergence properties than a EBP-based algorithm. To describe the adjoint-MEKA algorithm, it is first required to linearize the activation function of each neuron [ (30) 
• For all the weights in the control network (40) where and parameters of the Riccati equations inherent to recursive-leastsquares methods: gain vector, inverse correlation matrix, and forgetting factor; product of and ; sum of the gradients of the past instantaneous quadratic errors relative to ; sum of the gradients of the past instantaneous quadratic errors relative to .
There is an alternative to minimizing local quadratic values of or (the local gradients of the quadratic error), as done in the adjoint-EBP and adjoint-MEKA algorithms. The alternative is for all the neurons to minimize a common value of the quadratic gradient of the squared error. This gradient is computed at the output of the control network [the gradient is then the previously defined ]. By linearizing the activation function at the output of the control network as a function of the weights in the controller network, recursive-least-squares equations can be used and new training algorithms can be developed. The linearization of the activation function at the output of the control network is described by (41) (41) where vector containing all the weights of the control network; output of the control network expressed as a function of .
Combining (41) and the gradient at the output of the control network with the recursiveleast-squares equations, the adjoint-NEKA algorithm and the adjoint-EKF algorithm can be introduced. The adjoint-NEKA algorithm is a simplified algorithm where the and vectors contain only information (weights, gradients) related to a specific neuron, while the adjoint-EKF algorithm uses and vectors containing information on all neurons of the control network. Equations (42)-(50) describe the adjoint-NEKA algorithm, and (51)-(59) describe the adjoint-EKF algorithm.
Adjoint-NEKA algorithm:
• For the last layer of the plant model network
• For the other layers of the plant model network (except the input layer)
• For the last layer of the control network
• For the other layers of the control network (except the input layer)
• For all the layers in the control network (except the input layer) 
• For the whole control network (58)
where vector built with the product of all the and values in the control network; and parameters of the Riccati equations inherent to recursive-least-squares methods: gain vector, inverse correlation matrix, and forgetting factor; vector containing all the weights in the control network. The computational load of the adjoint-EKF algorithm is higher than for the other adjoint algorithms (like the EKF algorithm required more computations than the EBP, MEKA, and NEKA algorithms [21] ), because the computation of (57) and (58) requires a lot of adds/multiplies. But it can be expected that the adjoint-EKF will exhibit a faster convergence behavior because it takes into account the correlation between all the values in the global vector.
III. EXPERIMENTAL RESULTS
Some real-time control experiments of active control of sound in a duct using a nonlinear actuator were performed, in order to evaluate the performance of linear and nonlinear controllers using different learning algorithms. The disturbance signal was chosen to be a 50 Hz pure tone signal of large amplitude, because it was expected that this would cause the control actuator to exhibit nonlinear characteristics. Fig. 4 shows the experimental setup, including a duct, two actuators (loudspeakers), a sensor (a microphone), anti-aliasing and reconstruction filters, a power amplifier, a preamplifier, A/D and D/A converters, a PC and a DSP processor. An impact microphone (Larson-Davis model 2530) that can measure acoustic levels up to 180 dB was used as the error sensor, to make sure that the nonlinearity was produced by the control actuator and not by the microphone. The microphone was located 8 in from the end of the duct, and the control loudspeaker was located 20 in from the same end of the duct. The control loudspeaker was a small 4 in loudspeaker (Radio Shack model 40-1022B), that would obviously be nonlinear for strong levels of 50 Hz excitation signals. To produce a large amplitude pure tone disturbance sound field (primary field) at 50 Hz, a powerful 12 in loudspeaker (JBL model E120-8) was used. This disturbance loudspeaker was located 4 ft from the end of the duct. The DSP used for the realtime computations (forward propagation) was a TMS320C31 floating point processor, and a PC (Pentium 200 MHz) was used for the off-line training of the neural networks. The DSP board was used both as the disturbance generator (feeding the disturbance actuator) and as the controller (feeding the control actuator). This simplistic approach (no reference sensor required) was used to focus on the problem of the nonlinearity of the control actuator.
In the case of nonlinear controllers, the different learning algorithms described in the previous section were tested, while the classical FX-LMS algorithm (Fig. 2) was used as the learning algorithm for the linear controller (FIR filter). Fixed (nonadaptive) controllers were used. The solution of those controllers was computed from recordings of the reference and disturbance signals (disturbance generator and error sensor signals). When the learning algorithm had converged to a good control solution or when a certain number of iterations of optimization had been performed, the solution of the controller was copied into the TMS320C31 DSP, where the forward propagation [(3)-(5)] was computed in real-time for the control network of Fig. 3 . In the experiments, a double-precision floating point representation was used for the learning algorithms (on a PC), and a single precision floating point representation was used for the forward propagation on the DSP.
The sampling frequency used for the experiments was 450 Hz, with low-pass filters (eighth order Butterworth low-pass filters) having a cutoff frequency of 150 Hz. For the nonlinear control, the number of neurons in the fully connected networks were 12-6-1 for the plant model network and 2-6-1 for the control network. For the linear control, FIR filters with 12 coefficients for the plant model and eight coefficients for the controller were used. An identification of the plant model was always performed before the control stage, using the EKF algorithm [21] for the nonlinear identification, or the LMS algorithm for the linear identification.
The nonlinear identification process initially caused some problems. Because the actuator signal at the control stage will always be different from the actuator excitation signal during the identification stage, nothing guarantees that a nonlinear harmonic model identified with a good precision during the identification stage will perform well during the control stage (unless the same combination of frequencies, amplitudes and phases are sent as inputs to the model during both identification and control stages). An approach was however successful in achieving a good nonlinear control performance with a given plant model: the use of several recordings of excitation signals having different frequencies and different amplitudes to perform the learning of the plant model network. The frequencies that were used as excitation signals during the identification stage were the frequency of the disturbance (50 Hz) and its first harmonics (100 and 150 Hz). Fig. 5 shows the power spectrum of the 50 Hz disturbance signal (primary field, error sensor signal without control). The power spectrum of the error signal obtained with a linear FIR controller trained with a FX-LMS algorithm is shown in Fig. 6 . It can be observed that the controller does significantly reduce the 50 Hz tone (over 20 dB of reduction), but the nonlinearity of the loudspeaker generates harmonics of the 50 Hz tone: tones at 100 and 150 Hz. The linear controller thus only produces a global 6.5 dB reduction of the disturbance. Moreover, the sound emitted from the duct without control is perceptually less disturbing than the sound emitted with the control on, because the ear is more receptive to the 100 and 150 Hz frequencies. The limitation of 20 dB of reduction was due to the use of a fixed controller, where the imprecision of the linear model of the nonlinear plant could not be compensated at the control stage. To illustrate this, Fig. 7 shows the error signal that was produced with a real-time adaptive linear controller using the same plant model and the same FX-LMS algorithm. It is clear that in this case the 50 Hz tone is greatly reduced (60 dB of reduction), but the global reduction of the disturbance is still 6.5 dB, because of the harmonics generated by the nonlinear actuator. The nonlinear controllers produced by the FX-BP, the adjoint-BP, the adjoint-EBP and the adjoint-MEKA algorithms all gave practical control results that were better than the linear FIR control results (between 1 and 3 dB of increase of the global sound reduction), but it was the controllers produced by the adjoint-NEKA and adjoint-EKF algorithms that gave the best control results: an increase of more than 13 dB of the global sound reduction compared to linear control results. Fig. 8 shows the power spectrum of the error signal obtained with a nonlinear controller trained with the adjoint-NEKA algorithm. This controller reduces the 50 Hz tone by 30 dB, but most of all the level of the harmonics that the actuator generates in this case is 15 dB lower than with the linear controller. The global reduction in this case is 21 dB, thus greatly improving the 6.5 dB reduction obtained from either the fixed or the adaptive linear controller. It should be noted that the nonlinear characteristics of the actuator have not been completely eliminated by the nonlinear controller, as can be seen by comparing the amplitude of the 100 Hz and 150 Hz components in Figs. 5 and 8. It is possible that real-time adaptive nonlinear controllers could improve the performance by compensating at the control stage for some imprecision in the plant model, as did the adaptive linear controller discussed in the previous paragraph.
The better practical control results for the adjoint-NEKA and the adjoint-EKF algorithms could be expected from the learning curves of the different algorithms. Fig. 9 shows the learning curves for the six nonlinear training algorithms that were tested at the control stage: FX-BP, adjoint-BP, adjoint- EBP, adjoint-MEKA, adjoint-NEKA and adjoint-EKF. It is clear from that figure that the adjoint-NEKA and adjoint-EKF algorithms produced a much faster convergence speed than all the other nonlinear learning algorithms. It should also be noted that the adjoint-BP produces a performance almost as good as the previously published FX-BP algorithm, while requiring less computations than the FX-BP. Due to the limited accuracy of the nonlinear plant models, the practical control performance was not always as good as the performance predicted during the training of the controllers. For example, the adjoint-EKF algorithm produced a 40 dB reduction during the (simulated) learning stage, and produced only 20 dB of practical sound reduction during the control stage (similar to the adjoint-NEKA algorithm).
The consistency and predictability of the performance produced by the neural-network training algorithms was not as good as for the linear controllers training algorithms, that were based on linear adaptive filtering. This was expected, and it was also reported in [18] . In particular, the values for the adaptation gains were adjusted by trial and error, to produce a fast convergence. More theoretical work on the convergence and stability of the heuristical training algorithms introduced in this paper or in [18] would thus be useful. However, it was found that the random initial values of the weights in the controller network had little effect on the performance produced by the different learning algorithms.
IV. CONCLUSION
In this paper, new heuristical algorithms were introduced for the learning of a multilayer perceptron neural-network control structure suitable for the active control of sound and vibration. With comparison to the previously published FX-BP algorithm [18] , the objective was to develop algorithms with a faster convergence speed (this was achieved by the use of nonlinear recursive-least-squares techniques) and/or a lower computational load (this was achieved by using the adjoint approach for the computation of the gradients). Experiments of feedforward active sound control in a duct using a nonlinear actuator with linear and nonlinear controllers were performed. It was observed that for this system, some new algorithms introduced in this paper could greatly improve the learning rate of the controller neural network (compared to the FX-BP), or produce similar learning rates while requiring less computations. Control results also showed that a multilayer perceptron neural-network control structure could outperform linear controllers for the experimental nonlinear system. Future work related to this paper could include more theoretical research on the convergence and stability of the training algorithms, to improve their predictability and consistency. Other future work could be the investigation of methods for improving the identification of valid nonlinear models of the plant, and the development of numerically robust implementations of the introduced recursive-least-squares algorithms (for real-time implementations).
