Abstract. Short-term load prediction of power system has great significance for safety and economy of power system operation as basic content of power system operation management and real-time control. In the paper, power system short-term load predicting model based on RBF neural network was established. Influences of temperature, holidays and other factors on power system load were mainly considered in the model. PSO optimization algorithm was adopted for optimizing initial weights and base width of RBF neural network aiming at random settings of initial weights and base width of RBF neural network. History real load data was verified, and the verified results were compared with traditional RBF neural network model, the results showed that the prediction precision of RBF neural network model optimized by PSO algorithm was obviously improved, thereby providing an effective method for short-term load prediction of power system.
Establishment of RBF Neural Network Prediction Model
Power Load Modeling. Power system load prediction belongs to time series prediction. There are two methods for predicting time series generally: one is parameter prediction method, and the other is non-parameter prediction method. Time series prediction by neural network belongs to non-parameter prediction method, it does not need accurate system model, therefore it has wider application scope compared with parameter prediction methods. Time series prediction can be regarded as mathematics mapping for calculating future trend with historical record. Mathematical model for predicting future trend by k steps in advance through m point historical data is shown in formula (1).
( ) ( ) ( ) ( ) ( ) ( is size of study sample; N is the length of sample data; s refers to sliding point quantity (it is 1 generally). Because L -M neutral network can approximate the mapping relationship implied in the sample data, L -M neural network optimized by genetic algorithm was adopted for solving the problem of time series prediction.
Identification of RBF Neural Network on Power Load Model. RBF neural network belonged to a three-layer forward network, mapping from input to output was nonlinear, and mapping from hidden layer space to output space was linear. In addition, RBF belonged to neural network of local approximation. Therefore, identification of RBF neural network on RBF neural network can greatly accelerate network learning speed, and local minimum problem can be locally avoided [5] [6] . The structure of RBF neural network was shown in figure 1. figure 2 . u(k) belonged to input signal, y(k) referred to output signal, y m (k) indicated output of RBF neural network, error signal between output of RBF neural network and real output of power system model was regarded as input signal of learning algorithm for self-learning of RBF neural network, thereby realizing learning and identification of RBF neural network on power system model. x belonged to input quantity of network. 
In the formula, j C represented center vector of the jth node in the hidden layer, in addition,
Base width vector of RBF neural network was (4) - (8).
In the formula, η referred to learning efficiency, α referred to momentum factor, and values of η and α were between 0 and 1.
PSO Algorithm Principle
PSO algorithm refers to a global random search optimization algorithm based on swarm intelligence, which was proposed by Kennedy and Eberhart and inspired by flock migration and clustering behavior in foraging process. In PSO algorithm, a group of initial solutions were randomly initialized firstly, the optimal solution of problems can be finally obtained through iterative optimization.. In each iteration process, each particle should maintain two values to update itself. One was the optimal solution searched by particles themselves, the other was the optimal solution searched by the entire population.
We assumed that one species was composed of N particles in one D-dimensional goal search space in order to derive optimization process of particle swarm, wherein the i th particle can be expressed with one D-dimensional vector.
Movement speed of the i th particle was also a D-dimensional vector, which was recorded as follows:
The optimal position currently searched by the i th particle was defined as individual extremum, which was recorded as follows:
The optimal position currently searched by the group was defined as global extremum, which was recorded as follows:
Each particle in the population can update own speed and position according to the following formula (13) and (14) after the two optimal values were obtained: was constant, which was used for restricting updating speed of particles. Flow chart of particle swarm optimization algorithm can be summarized as the following six steps. Specific optimization process was shown in figure 3 .
(1) Particle swarm was initialized, including population size N , position i x and velocity i V of each particle; v and current position i v of particle were updated according to formula (12) and formula (13).
(6) The system retreated if ending conditions were met (error met the requirement or reached the maximum iteration frequency), otherwise the system returned to ② for continuous implementation.
Fig.3 Flow Chart of PSO Algorithm

Simulation of PSO-RBF Neural Network in Power System Load Prediction Algorithm
In the paper, PSO optimization algorithm was adopted for optimizing initial weights and base width of RBF neural network in order to overcome defects of RBF neural network in power system model identification process, such as local optimum and initial weights as well as base width random initialization. Global feature of PSO optimization algorithm was utilized for remedying local identification features of RBF neural network. Meanwhile, the optimal base width and initial weights were given, and identification precision of RBF neural network on power system model was effectively improved, thereby providing model basis for predicating power system load.
Settings of PSO -RBF Neural Network Prediction. Kolmogorov theorem showed that three-layer forward neural network can approximate any continuous nonlinear function. Therefore, three-layer structure was adopted for neutral network of PSO-RBF neural network load prediction model in the paper, namely one input layer, one hidden layer and one output layer. The input layer contained 26 neurons, 1-14 input indicated previous load values of power system in the former day, and the 25th input represented temperature factor, and the 25 th input represented holiday factor. Hidden layer contained 5 neurons. Output layer contained 24 neurons, which represented predicted value of power lad. The learning rate parameter was 0.85, and the momentum factor was 0.05. In PSO optimization algorithm, the dimension of the particles was 153, wherein 1-3 dimension represented base width parameter, 4-81 dimension represented center vector of node, and 82-153 dimension represented weights of output layer. PSO specific parameter settings were shown in table 1.
Load Prediction Simulation of PSO-RBF Neural Network Power System. In the paper, 100 groups of real data in some transformer substation was utilized for training and load prediction on RBF neural network model. Before power system model was identified by RBF neural network, initial weights and base weight of RBF neutral network were optimized through concrete strategies of PSO optimization RBF neural network proposed in the paper, and the error convergence curve of PSO optimization algorithm is shown in Figure 4 . Table 1 Fig. 6 Prediction Error of Power System Load Prediction error stimulation results of RBF neural network on power system load showed that prediction precision of RBF neural network based on PSO algorithm for power system load was much better than traditional RBF neural network in the paper. Since traditional RBF neural network can randomly set network initial weights and base width, identification error of traditional RBF neural network on power load model was larger, and then prediction precision of power system and load was affected.
In the paper, prediction error of two RBF neural networks for power system load was counted in order to more intuitively compare prediction precision of RBF neural network based on PSO algorithm in the paper with the prediction precision of RBF neural network. and the statistical results were shown in table 2. Prediction error of RBF neural network on power system load in Table 2 showed that prediction error of RBF neural network based on PSO algorithm in the paper was 201.9, which was prominently better than the prediction error of traditional RBF neutral network 846.6. The prediction effect was prominently improved. The above stimulation results showed that initial weights and base width optimization strategy of RBF neutral network based on PSO algorithm in the paper can effectively improve identification precision of RBF neural network on power load model, thereby improving prediction precision on power system load. It has wide realistic significance on dispatching power load.
Conclusion
In the paper, power system short-term load prediction model based on RBF neural network was established. Influence of temperature, holidays and other factors on power system load were mainly considered in the model. PSO optimization algorithm was adopted for optimizing initial weights and base width of RBF neural network aiming at random settings of initial weights and base width of RBF neural network. History real load data was verified, and the verified results were compared with traditional RBF neural network model, the results showed that the prediction precision of RBF neural network model optimized by PSO algorithm was obviously improved, thereby providing an effective method for short-term load prediction of power system.
