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Perinteisissä tavoissa mallintaa dynaamista valintaa on merkittäviä puutteita; eksponentiaaliseen diskonttaukseen perustuvat  
mallit ovat huonosti sopusoinnussa empiiristen havaintojen kanssa, hyperbolisen diskonttauksen malleilta puolestaan puuttuu  
psykologinen pohja, ja ne soveltuvat dynaamisen epäjohdonmukaisuuden takia huonosti hyvinvointianalyysin perustaksi.  
Päätöksentekijän sisäisen konfliktin lähtökohdakseen ottavat monipersoonaiset mallit kärsivät puutteellisesta formalisoinnista,  
lievästä psykologisesta epätarkkuudesta sekä kyvyttömyydestä tuottaa testattavia ennusteita käyttäytymiselle. 
Faruk Gulin ja Wolfgang Pesendorferin kaksivaiheinen malli, jossa päätöksentekijä valitsee ensimmäisessä vaiheessa  
vaihtoehtojoukon ja toisessa vaiheessa tästä joukosta kulutusvaihtoehdon, mahdollistaa päätöksentekijän kokemien  
houkutusten eksplisiittisen mallintamisen. Tämä johtaa psykologisesti tarkempaan malliin, jossa päätöksentekijä pystyy paitsi  
sitoutumaan ennakolta myös kulutusajanhetkellä vastustamaan houkutuksia harjoittamalla itsekuria. Vaikka päätöksentekijä  
harjoittaisikin onnistuneesti itsekuria, hän saattaa silti haluta myös sitoutua suppeampaan valintajoukkoon, koska itsekurin  
harjoittamisesta aiheutuu kustannuksia. Niiden seurauksena päätöksentekijä valitsee vaihtoehdon, joka on kompromissi  
normatiivisesta hyvyydestä ja houkuttelevuudesta. Mallissa siis sitoutumisen halun syynä ovat preferenssien muuttumisen  
sijaan päätöksentekijän tulevaisuudessa kokemat houkutukset. Tarkastelemalla toisen vaiheen preferenssejä riittävän laajassa  
joukossa päätöksentekijä saadaan mallinnettua dynaamisesti johdonmukaisena, mikä mahdollistaa yksiselitteisen  
hyvinvointivaikutusten arvioinnin. Mallilla osoitetaan myös olevan peliteoriaan perustuva yhteys monipersoonaisiin malleihin. 
Gulin ja Pesendorferin malli on kuitenkin vain lähtökohta, jossa on useita yksinkertaistuksia. Eräs sellainen on, että  
päätöksentekijä kärsii vain yhdestä houkutuksesta kerrallaan, ja vaihtoehtojoukko vaikuttaaa hänen valintaansa vain  
houkuttelevimman vaihtoehdon kautta. Lisäksi päätöksentekijä tietää, minkä laatuisista ja kuinka voimakkaista houkutuksista  
tulee tulevaisuudessa kärsimään. Näiden ominaisuuksien seurauksena päätöksentekijän toisen vaiheen valintakäyttäytyminen  
on riittävän säännönmukaista toteuttaakseen paljastettujen preferenssien heikon aksiooman. Perusmallille esitetäänkin  
laajennuksia, jotka heikentävät oletuksia mahdollistaen vähemmän säännönmukaisen käyttäytymisen. Näihin laajennuksiin  
kuuluu vaihtoehtojoukosta riippuvan itsekurin malli, jossa kyky harjoittaa itsekuria heikkenee voimakkaampien houkutusten  
läsnäollessa. Tällä mallilla pystytään selittämään Allais'n paradoksin tyyppistä käyttäytymistä. Toinen laajennus käsittelee  
tilannetta, jossa päätöksentekijä ei tiedä, mitä houkutuksia tulevaisuudessa kokee tai kuinka voimakkaita nämä ovat. Malli  
mahdollistaa myös useamman samanaikaisen houkutuksen kokemisen. Lisäksi esitetään kaksivaiheisen mallin laajennus  
äärettömän monen periodin tilanteeseen, jolloin mallin sovellettavuus paranee. Esimerkki näiden sovellusten tuloksista on se,  
että houkutuksista kärsivien päätöksentekijöiden käyttäminen kilpailullisissa yleisen tasapainon malleissa saattaa tuottaa  
tasapainoja, jotka eivät ole Pareto-tehokkaita. 
Lopuksi kehotetaan jatkamaan tutkimussuunnan kehittämistä tarkastelemalla useita samanaikaisia psykologisia ilmiöitä  
yhdessä houkutusten kanssa sekä monipuolistamaan itsekurin harjoittamisen kyvyn riippuvuutta valintajoukosta. Näin voitaisiin  
mahdollisesti lisätä ymmärrystä muun muassa stressitilanteiden synnystä ja niiden hyvinvointivaikutuksista. 
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41 Johdanto
Uusklassisessa taloustieteessä dynaaminen valinta on perustunut jo Samuelsonin
(1937) klassisesta artikkelista alkaen keskeisesti eksponentiaalisen diskonttauksen
malliin, jossa päätöksentekjä diskonttaa tulevien ajanhetkien hyötyään vakioisella
diskonttoasteella. Tämän seurauksena päätöksentekijä on dynaamisesti johdonmu-
kainen (dynamically consistent), millä tarkoitetaan sitä, että hänen suhteellinen hyö-
tynsä kahden ajanhetken välillä on riippumaton siitä, millä ajanhetkellä tilannetta
tarkastellaan. Useimmille on kuitenkin varsin tuttu tilanne esimerkiksi päättää kesäl-
lä verotuspäätöksen selvittyä panna tulevat veronpalautuksen säästöön ja kuitenkin
joulukuun tullen huomata, että ne onkin mukavampi käyttää joululahjahankintoihin.
Tällainen käyttäytyminen ei ole dynaamisesti johdonmukaista.
Strotz (1955) kiinnitti ensimmäisenä huomiota päätöksentekijän mahdolliseen ha-
luun sitoutua tekemiinsä päätöksiin ja välttää siten niistä poikkeamisen myöhempi-
nä ajanhetkinä. Syyksi ennakoidulle päätöksen pyörtämiselle hän esitti päätöksente-
kijän preferenssien muuttumista ajanhetkien välillä. Tätä prefrenssien muuttumista
kutsutaan dynaamiseksi epäjohdonmukaisuudeksi (dynamic inconsistency) tai epä-
johdonmukaisiksi aikapreferensseiksi (time-inconsistent preferences). On olemassa
runsaasti näyttöä siitä, että ihmiset yleisesti käyttäytyvät dynaamisesti epäjohdon-
mukaisella tavalla (Frederick ym., 2002).
Tämän tutkielman tarkoituksena on esitellä Faruk Gulin ja Wolfgang Pesendorferin
(2001) kaksivaiheisen valinnan malli, jossa päätöksentekijän halu sitoutua ensim-
mäisessä vaiheessa tiettyyn valintaan johtuu preferenssien muuttumisen sijaan hä-
nen toisessa vaiheessa kokemistaan houkutuksista. Gulin ja Pesendorferin mallissa
päätöksentekijä on ennakointikykyinen ja tietää, mitkä houkutukset häneen myö-
hemmin kohdistuvat ja pystyykö hän harjoittamaan itsekuria ja vastustamaan näi-
tä houkutuksia. Tämä kaukonäköisyys saattaa aiheuttaa halua sitoutua valintoihin,
joista hän houkutusten takia mahdollisesti tulevaisuudessa poikkeaisi.
Sinällään taloustieteen kannalta ei välttämättä ole merkittävää, mikä päätöksente-
kijän preferenssien muuttumiseen on syynä, jos päätöksentekoprosessia käsittelevä
malli tuottaa havaintoihin sopivia ennusteita. Toisaalta tarkkojen ja havaintoihin so-
pivien ennusteiden tuottamisen lisäksi mallilla voidaan pyrkiä ymmärtämään koh-
teena olevaa ilmiötä ja riippuvuussuhteita, tässä tapauksessa päätöksentekoprosessia
5ja valintoja houkutusten vaikutuksen alaisena. Erityisesti jälkimmäisen tavoitteen
saavuttamisessa Gulin ja Pesendorferin aksiomaattinen malli on hyödyllinen. Hou-
kutusten olemassolon identiﬁoiminen sitoutumisen halun syyksi vastaa paremmin
sekä arkikikokemuksen että psykologisen kirjallisuuden kuvaa ristiriitaisia haluja ko-
kevasta päätöksentekijästä (Loewenstein, 1996). Tämä psykologinen tarkkuus puo-
lestaan mahdollistaa mallin soveltamisen tilanteisiin ja ilmiöihin, joita olisi vaikea
selittää preferenssien muuttumiseen perustuvilla malleilla. Valintahetkellä harjoi-
tettavalle itsekurille ei esimerkiksi jälkimmäisissä malleissa ole sijaa, kun taas Gulin
ja Pesendorferin mallissa päätöksentekijä pystyy pitäytymään aiemmin suunnitte-
lemassaan päätöksessä harjoittamalla itsekuria. Itsekurin harjoittamisesta aiheutuu
kuitenkin yleensä kustannuksia, minkä seurauksena valitsematta jätettävien vaih-
toehtojen poistaminen valintajoukosta lisää päätöksentekijän hyötyä. Päätöksente-
kijän hyödyn mahdollinen riippuminen valitsematta jätettävistä vaihtoehdoista on
piirre, joka ei kuulu perinteiseen hyötyään maksimoivan päätöksentekijän teoriaan.
Mikäli mallin arviointikriteerinä käytetään sen hyödyllisyyttä politiikkasuositusten
tekemisessä, on Gulin ja Pesendorferin mallissa se etu, että päätöksentekijä on siinä
dynaamisesti johdonmukainen, mikä mahdollistaa yksiselitteisen hyvinvointianalyy-
sin tekemisen; epätoivottujen houkutusten poistaminen vaihtoehtojoukosta on yksi-
selitteisesti päätöksentekijän hyvinvointia lisäävä toimi.
Ennen Gulin ja Pesendorferin kaksivaiheisen mallin tarkastelua kuvailen lyhyesti
luvussa 2 perinteisempiä tapoja mallintaa dynaamista valintaa taloustieteessä. Lä-
hinnä vertailukohtana toimivan eksponentiaalisen diskonttauksen mallin keskeisten
piirteiden esittelyn jälkeen käyn hieman tarkemmin läpi hyperboliseen diskonttauk-
seen perustuvia malleja. Luvun päättää päätöksentekijän sisäisen ristiriidan peli-
teorian avulla mallintavien monipersoonaisten mallien käsittely. Tarkoituksena on
näiden mallien puutteellisuuksien kautta osoittaa Gulin ja Pesendorferin mallinnus-
tavan edut sekä panos päätösteorian tutkimukselle.
Luku 3 sisältää Gulin ja Pesendorferin (2001) mallin tarkastelun. Pyrin esittämään
esimerkkien kautta mallin motivoinnin, sen rakenteen ja keskeiset tulokset sekä omia
tulkintojani ja huomioitani. Luvun lopussa kuvailen lyhyesti Bénaboun ja Pycian
(2002) artikkelin, joka rakentaa yksinkertaisen yhteyden Gulin ja Pesendorferin mal-
lin sekä luvussa 2.3 käsiteltyjen monipersoonaisten mallien välille. Gulin ja Pesen-
dorferin kaksivaiheisen mallin keskeisin tulos on vaihtoehtojoukkojen kokoelmassa
määriteltyjä preferenssejä kuvaavan funktion karakterisointi lauseessa 1. Lauseen
todistus on esitetty liitteessä A.2. Todistus on peräisin Gulilta ja Pesendorferilta
6(2001), mutta olen täydentänyt sitä useilla apulauseilla sekä lisäämällä välivaiheita
ja lähdeviitteitä Gulin ja Pesendorferin käyttämiin apulauseisiin.
Kaksivaiheinen malli on tarkoitettu vain lähtökohdaksi monipuolisempien ja sovel-
luskelpoisempien mallien rakentamiselle. Näitä laajennuksia käsittelen luvussa 4.
Aluksi huomio on malleissa, joissa päätöksentekijän toisen vaiheen valinnan ei tar-
vitse toteuttaa paljastettujen preferenssien heikkoa aksioomaa (weak axiom of re-
vealed preferences). Nämä mallit mahdollistavat muun muassa sen, että päätöksen-
tekijä on epävarma tulevaisuudessa kohtaamiensa houkutusten laadusta, määrästä
ja voimakkuudesta. Luvun 4.4 tärkeä tehtävä on osoittaa, että Gulin ja Pesendor-
ferin mallin ääretönperiodinen laajennus soveltuu joidenkin tavanomaisten talou-
dellisten mallien analysointiin ja tuottaa samalla totutuista poikkeavia ennusteita.
Ilmenee esimerkiksi, etteivät tasapainot houkutuksista kärsivien kuluttajien deter-
ministisessä kilpailullisessa taloudessa välttämättä ole Pareto-tehokkaita. Tämän-
kaltaiset sovellukset ja tulokset osoittavat, että Gulin ja Pesendorferin käynnistämä,
houkutuksista kärsivän päätöksentekijän analysointiin keskittyvä, mallinnustraditio
on taloustieteen kannalta merkittävä ja ansaitsee huomiota jatkossakin.
Tutkielman päättää luku 5, jossa kertaan tärkeimmät havainnot sekä esitän aja-
tuksia mahdollisista tutkimuksen jatkosuunnista. Läpi koko tutkielman keskeisenä
näkökulmana on nimenomaan mallien soveltuvuus houkutusten ja niihin liittyvien
ilmiöiden, kuten sitoutumisen ja itsekurin, analysointiin.
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2.1 Eksponentiaalinen diskonttaus
Intertemporaalisista valinnoista puhutaan, kun tarkoitetaan tilanteita, joissa pää-
töksentekijän valinnoista aiheutuvat hyödyt ja kustannukset realisoituvat eri ajan-
hetkinä. Eräs uusklassisen taloustieteen kulmakivistä on intertemporaalisten valin-
tojen kuvaaminen eksponentiaalisen diskonttofunktion mallilla (discounted utility
model), jonka esitti ensimmäisenä Samuelson (1937) ja jolle aksiomatisoinnin ovat
muotoilleet muun muassa Koopmans (1960) sekä Fishburn ja Rubinstein (1982).
Lyhyesti eksponentiaalisen diskonttauksen malli voidaan esittää diskreetissä muo-
dossa kulutusproﬁilista (c0, . . . , cT ) hetkellä t = 0 saatavana hyötynä
(1) U(c0, . . . , cT ) =
T∑
t=0
δtu(ct), jossa δ =
1
1 + ρ
ja ρ > 0.
Kaavassa (1) parametri δ on periodittainen diskonttotekijä, parametri ρ diskonttoas-
te ja funktio u kunkin periodin kulutuksesta kyseisellä periodilla saatava hyöty. Mal-
lin mukaan siis päätöksentekijä diskonttaa tulevien periodien hyötyjään vakioisella
diskonttoasteella ja eksponentiaalisella diskonttotekijällä δt. Hän valitsee hetkellä
t = 0 kulutusproﬁilin, jolla näin diskontattujen periodittaisten hyötyjen summa on
suurin.
Eksponentiaalisen diskonttauksen mallilla on muutama tämän tutkielman kannal-
ta tärkeä ominaisuus. Ensinnäkin kaikki aikapreferenssiin vaikuttavat psykologiset
tekijät on siinä tiivistetty yhteen parametriin eli diskonttoasteeseen ρ. Toiseksi mal-
lista seuraa stationaarinen diskonttaus, jolla tarkoitetaan sitä, että päätöksentekijän
aikapreferenssiä kuvaa sama diskonttoaste koko hänen elämänsä ajan. Kolmas oleel-
linen ominaisuus on jo mainittu vakioinen diskonttoaste, joka tarkoittaa sitä, että
tuleviin periodeihin sovellettava diskonttoaste on aina sama riippumatta ajanhet-
kestä. Diskonttoasteen stationaarisuus ja vakioisuus johtavat dynaamisesti johdon-
mukaisiin preferensseihin; diskontattua hyötyään maksimoiva päätöksentekijä, joka
on hetkellä t = t1 valinnut tietyn kulutusproﬁilin, toteuttaa tätä samaa proﬁilia
kaikilla tulevilla periodeilla t = t1 + k. (Wilkinson, 2008).
8On kuitenkin huomattava, että sen kummemmin Samuelson (1937) kuin Strotzkaan
(1955) eivät pitäneet eksponentiaalista diskonttausta millään tavalla kuvailevassa
tai normatiivisessa mielessä välttämättä oikeana. Samuelsonin mukaan väite, jon-
ka mukaan päätöksentekijä diskonttaa tulevia hyötyjään täsmennyksen (1) mukaan,
on täysin mielivaltainen. Lisäksi hänen mielestään funktion (1) mukaisen hyödyn
ottaminen minkäänlaiseksi päätöksentekijän hyvinvoinnin kriteeriksi on perustee-
tonta. (Samuelson, 1937.) Strotz (1955) puolestaan ei pidä eksponentiaalista dis-
konttaamista ihmisen luonnollisena synnynnäisenä ominaisuutena mutta mainitsee,
että sosiaalis-yhteiskunnalliset tekijät saattavat opettaa heitä tietyissä valintatilan-
teissa kuitenkin diskonttaamaan eksponentiaalisesti. Fishburn ja Rubinstein (1982)
kiinnittävät huomiota eksponentiaalisen diskonttauksen mallista seuraaviin statio-
naarisiin preferenssehin, joita he eivät pidä psykologisesti vakuuttavana kuvauksena
ihmisen käyttäytymisestä. Huolimatta näistä merkittävistä epäluuloista eksponen-
tiaalista diskonttaamista kohtaan, se on saavuttanut keskeisen aseman intertempo-
raalisen valinnan mallinnuksesta.
Yllä esitettyjen epäilysten valossa ei ole yllätys, että eksponentiaalisen mallin tuot-
tamat teoreettiset ennusteet eivät myöskään monessa tilanteessa ole sopusoinnussa
päätöksentekijöiden havaitun käyttäytymisen kanssa, ja käytännössä kaikki sen taus-
talla olevat oletukset on ainakin joissain tilanteissa osoitettu kyseenalaisiksi (Frede-
rick ym., 2002). Wilkinson (2008) tarjoaa lyhyen mutta kattavan katsauksen ekspo-
nentiaalisen diskonttauksen malliin liittyviin anomalioihin. Tässä yhteydessä mallin
kiinnostavin epärealistisuus liittyy erityisesti dynaamiseen johdonmukaisuuteen, jo-
ka on ristiriidassa usean kenttä- ja koetutkimuksen kanssa (Frederick ym., 2002).
Käsitteillä houkutus ja itsekuri ei esimerkiksi ole dynaamisesti johdonmukai-
sessa mallissa mitään mieltä; jokaisella ajanhetkellä päätöksentekijän käsitys par-
haasta mahdollisesta toimintatavasta on sama kuin menneinä ajanhetkinäkin. Näin
ollen mitään tarvetta itsekurille ei ole. Havaintojen lisäksi pelkkä arkikokemuskin
kuitenkin osoittaa, että on tavallista tehdä päätöksiä koskien tulevien ajankohtien
kulutusta ja kuitenkin myöhemmän ajankohdan tultua poiketa aiemmin tehdyistä
päätöksistä.
92.2 Hyperbolinen ja kvasi-hyperbolinen diskonttaus
Eräs perinteisen eksponentiaalisen diskonttauksen mallin ja sen edellyttämän dy-
naamisesti johdonmukaisen käyttäytymisen kanssa selkeimmin ristiriidassa oleva il-
miö liittyykin päätöksentekijän sisäiseen ristiriitaan ja sen aiheuttamaan itsekurin
ja sitoutumisen tarpeeseen. Alkaen Strotzista (1955) useat taloustieteilijät ovat eh-
dottaneet dynaamisen johdonmukaisuuden korvaamista dynaamisella epäjohdonmu-
kaisuudella, jolla tarkoitetaan sitä, että päätöksentekijän aikapreferenssit muuttu-
vat ajan mukana (ks. esim. Phelps ja Pollak, 1968; Prelec, 1989; Laibson, 1997).
Toisin sanoen päätöksentekijän näkemykset optimaalisesta kulutusproﬁilista muut-
tuvat ajan myötä, ja näin ollen hän poikkeaa aiemmin suunnittelemastaan kulutus-
käyttäytymisestä. Tämä epäjohdonmukaisuus tarjoaa selityksen edellä mainituille
päätöksentekijän sisäisen ristiriidan sekä sitoutumisen halun kaltaisille ilmiöille.
Dynaamisesti epäjohdonmukainen käyttäytymisen sisältävä mallinnusvaihtoehto eks-
ponentiaaliselle diskonttaukselle on hyperbolinen tai kvasi-hyperbolinen diskonttaus,
joissa päätöksentekijä edelleen maksimoi diskontattua hyötyään, mutta diskontto-
funktion muotoa on muutettu siten, että diskonttoasteesta tulee ainakin osittain
ajan suhteen laskeva1. Näistä malleista mahdollisesti eniten huomiota on saanut
alun perin Phelpsin ja Pollakin (1968) sukupolvien välisen altruismin mallinta-
miseen käyttämä ja myöhemmin Elsterin (1979) yksittäisen päätöksentekijän in-
tertemporaaliseen valintaan soveltama kvasi-hyperbolinen diskonttofunktio. Kvasi-
hyperbolisessa mallissa nykyhetkeä (t = 0) diskontataan tekijälläD(t) = 1 ja tulevaa
(t > 0) tekijällä D(t) = βδt, jossa β < 12. Periodien 0, 1, . . . , t hyötyjä diskontataan
siis tekijöillä 1, βδ, βδ2, . . . , βδt. Näin ollen diskonttoaste ei ole vakio, vaan tämän
ja seuraavan peridion välinen diskonttoaste on ρ = 1−βδ
βδ
, mutta muiden peräkkäis-
ten periodien välinen diskonttoaste on ρ = 1−δ
δ
. Koska β < 1, pätee 1−δ
δ
< 1−βδ
βδ
.
Alussa laskeva mutta ensimmäisen periodin jälkeen vakioinen diskonttoaste sopiikin
havaittuun käyttäytymiseen täysin vakioista diskonttoastetta paremmin (Frederick
ym., 2002). Kvasi-hyperbolisen diskonttauksen malli on myös analyyttisesti yhtä
helppo käsitellä kuin eksponentiaalisen diskonttauksen mallikin. Lisäksi paramet-
rin β arvolla 1 se palautuu eksponentiaaliseen tapaukseen. Voidaan siis sanoa, että
kvasi-hyperbolisen diskonttauksen malli on eksponentiaalisen diskonttauksen mallin
yleistys.
1Tämän mallinnustradition kehityksestä ks. Wilkinson (2008).
2Toisinaan tätä mallia kutsutaankin (β, δ)-malliksi.
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Helposti nähdään, että kvasi-hyperbolinen diskonttaus johtaa dynaamisesti epä-
johdonmukaiseen käyttäytymiseen. Ajatellaan esimerkkinä O'Donoghueta ja Ra-
binia (1999) mukailevaa tilannetta, jossa henkilön pitää leikata kotipihansa nur-
mi joko tänään (t = 0), huomenna (t = 1) tai ylihuomenna (t = 2). Nurmi
on leikattava viimeistään ylihuomenna, koska sitä seuraavana päivänä tulee vie-
raita ja nurmikon leikkaamatta jättämisen kustannukset olisivat äärettömät. Kos-
ka nurmi on jo pitkä ja kasvaa edelleen, leikkaaminen on työlästä, ja työläys li-
sääntyy, mitä myöhemmin työ suoritetaan. Tämä voidaan mallintaa työn aiheutta-
mien periodikohtaisten kustannusten (eli negatiivisten hyötyjen) nousevalla proﬁi-
lilla: c(0) = −2, c(1) = −3, c(2) = −5 ja c(t) = −∞, kun t > 2. Oletetaan lisäksi
yksinkertaisuuden vuoksi, että δ = 1 ja β = 1/2. Hetkellä t = 0 henkilö tekee pää-
töksen nurmikon leikkaamisesta. Tällä periodilla tehtynä haitta olisi yksinkertaisesti
tekijällä D(0) = 1 diskontattu −2 eli −2. Arvioituna hetkellä t = 0 työn lykkäämi-
nen ja suorittaminen periodilla t = 1 aiheuttaa diskontatun haitan βδ(−3) = −3/2.
Lisäksi hetkellä t = 0 arvioituna lykkääminen ylihuomiselle aiheuttaa diskontatun
haitan βδ2(−5) = −5/2. Koska −3/2 > −2 > −5/2, henkilö päättää lykätä leikkaa-
misen huomiselle. Huomenna, eli hetkellä t = 1, henkilö pohtii jälleen tilannetta, ja
toteaa, että −3 < −5/2 = βδ(−5), joten hän päättää jälleen lykätä leikkaamista.
Henkilö siis päätyy leikkaamaan nurmikon vasta ylihuomenna eli periodilla t = 2,
toisin kuin hän tänään, hetkellä t = 0, olisi halunnut.
Esimerkistä käy ilmi muutama hyvin mielenkiintoinen seikka. Ensinnäkin se osoittaa
hyvin dynaamisen epäjohdonmukaisuuden ongelman; henkilö muuttaa tänään teke-
miään suunnitelmia tulevina ajanhetkinä. Toiseksi siinä on voimakkaana taustao-
letuksena päätöksentekijän tietynlainen lyhytnäköisyys; hän ei osaa hetkellä t = 0
ennakoida haluaan poiketa suunnitelmista hetkellä t = 1. Jos hän olisi kaukonäköi-
sempi, hän ymmärtäisi jo periodilla t = 0 kokevansa houkutuksen lykätä leikkaa-
mista edelleen hetkellä t = 1, ja koska tämä lykkääminen aiheuttaisi hetken t = 0
näkökulmasta huonoimman mahdollisen vaihtoehdon, eli nurmikon leikkaamisen yli-
huomenna, kaukonäköinen päätöksentekijä leikkaisikin nurmen jo tänään, hetkellä
t = 0.
Dynaamisesti epäjohdonmukaisen käyttäytymisen seuraukset intertemporaalisissa
valinnoissa riippuvatkin merkittävästi siitä, kuinka kaukonäköinen, ennakointiky-
kyinen tai soﬁstikoitunut päätöksentekijä on. Ennakoinnin astetta voidaan kuvata
ottamalla malliin mukaan päätöksentekijän uskomus (belief), βˆ, todellisesta para-
metrista β. Jos päätöksentekijä on täysin ennakointikykyinen käyttäytymisestään,
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pätee βˆ = β < 1. Jos päätöksentekijä on naiivi, pätee puolestaan β < βˆ = 1, jol-
loin hän kuvittelee diskonttaavansa eksponentiaalisesti, vaikka todellisuudessa dis-
konttaakin kvasi-hyperbolisesti. Lisäksi on mahdollista, että päätöksentekijä on osit-
tain naiivi, jolloin β < βˆ < 1. Tällaista osittain naiivia päätöksentekijää käyttävät
O'Donoghue ja Rabin (2001) mallintaessaan prokrastinaatiota. Ennakointikykyinen
tai osittain naiivi päätöksentekijä pystyy etsimään ulkoisia sitoutumismahdollisuuk-
sia, jotka pakottavat hänet noudattamaan aiempana ajanhetkenä tekemäänsä suun-
nitelmaa myös tulevina ajanhetkinä, kuten jo dynaamisen epäjohdonmukaisuuden
ongelmaa ensimmäisenä käsitellyt Strotz (1955) totesi. Sen sijaan täysin naiivil-
ta päätöksentekijältä sitoutumiseen liittyviä toimia ei pitäisi havaita, koska hän ei
osaa ennakoida mieltymystensä muuttumista. (Ho ym., 2006.) Monissa tilanteissa,
kuten yllä esitetyssä nurmikonleikkausesimerkissä, mahdollisia sitoutumiskeinoja on
kuitenkin vaikea löytää.
Hyperbolisen diskonttauksen mallit ja niitä seuraava dynaaminen epäjohdonmukai-
suus eivät kuitenkaan ole kaikilta osin tyydyttävä ratkaisu sisäisen ristiriidan ja si-
toutumisen ongelmaan. Ensinnäkin aikapreferenssin muuttuminen, jota ei-vakioinen
diskonttoaste kuvaa, ei täysin vastaa houkutusten ja itsekurin ihmisessä aiheuttamaa
ristiriitaista tuntemusta. Dynaamisen epäjohdonmukaisuuden mukaan päätöksente-
kijä kohtaa tulevina ajanhetkinä valintatilanteita, joissa hän haluaa toimia toisin
kuin oli aiempina ajanhetkinä päättänyt. Kun tällainen tilanne tulee eteen, pää-
töksentekijän mielestä on täysin rationaalista poiketa alun perin suunnitellusta ja
toimia näiden uusien preferenssien mukaisesti. Hän ei siis enää koe tarvetta itseku-
rille. Ennakointikykyinen päätöksentekijä voi ainoastaan ennakolta aavistaa tulevan
ongelman ja ryhtyä sitoutumistoimiin rajoittaakseen myöhempää mahdollisuuttaan
poiketa suunnittelluista päätöksistä. Kuitenkin on itsestäänselvää, että on lukuisia
valintatilanteita, joissa koemme houkutusta poiketa alkuperäisestä suunnitelmasta,
mutta samalla tiedämme, ettei meidän tulisi näin tehdä3. On siis olemassa saman-
aikaisesti hokutus, joka vetää toisaalle, ja toisaalta alkuperäinen suunnitelma, jota
jonkinlainen tiedostavampi itse noudattaisi. On tilanteesta kiinni, onnistummeko
vastustamaan houkutusta ja harjoittamaan itsekuria vai annammeko periksi houku-
tukselle.
Toinen hyperboliseen diskonttaukseen perustuvien mallien ongelma on niiden suhde
3Yksinkertainen esimerkki on illalla tehty päätös herätä aikaisin seuraavan aamuna. Herätyskel-
lon soidessa uni kuitenkin houkuttelee, ja vaikka tiedämme haluavamme nousta, annamme helposti
periksi houkutukselle ja siirrämme herätyksen myöhempään ajankohtaan.
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ihmisen psykologiaan. Ne eivät esimerkiksi kykene selittämään, miksi houkutukset
ja impulsiivinen käyttäytyminen liittyvät usein nimenomaan tietyntyyppisiin valin-
toihin. Impulsiivista käyttäytymistä ja alkuperäisistä suunnitelmista poikkeamista
havaitaan erityisesti tilanteissa, joissa ihminen on erilaisten fyysisten tarpeiden, ku-
ten nälän ja väsymyksen, tai voimakkaiden tunnetilojen, kuten vihan ja pelon, vai-
kutuksen alaisena. Lisäksi impulsiivinen käyttäytyminen on yleisempää tilanteissa,
joissa houkutukseen on jonkinlainen aistikontakti. (Loewenstein, 1996). Hyperboli-
sen diskonttauksen mallilla on vaikea selittää käyttäytymistä, jossa laihdutuskuurilla
oleva päätökentekijä kykenee nälkäisenäkin välttämään pitsan tilaamisen kotiin toi-
mitettuna mutta sortuu houkutukseen kulkiessaan nälkäisenä tuoksuvan pitserian
ohi. On myös olemassa taloudellisesti merkittäviä ilmiöitä, joissa houkutusten, fyy-
sisten tarpeiden ja tunteiden yhteisvaikutuksen seurauksena käyttäytyminen ei ole
täysin tahdonvaraista (Loewenstein, 1996). Kukaan ei esimerkiksi autoa ajaessaan
päätä väsymyksen olevan nyt niin voimakasta, että on järkevämpää nukahtaa rat-
tiin kuin pysyä hereillä. Tällaisten houkutusten vaikutus ihmisen käyttäytymiseen ei
ole selitettävissä aikapreferenssien muuttumisella vaan fyysisillä tarpeilla ja niiden
ruokkimilla houkutuksilla. Silti myös tällaiset ilmiöt ovat mielestäni taloustieteen
kannalta merkityksellisiä, koska monet niitä vastaan suunnatut sitoutumisen keinot
saattavat vaatia henkilöltä taloudellista panostusta.
Kolmas ongelma hyperbolisen diskonttauksen malleissa liittyy hyvinvointivaikutus-
ten analyysiin. Koska hyperbolisissa malleissa päätöksentekijä arvioi oman etunsa eri
tavalla riippuen siitä, millä periodilla ollaan, voivat eri politiikkatoimet parantaa yk-
siselitteisesti hänen hyvinvointiaan vain, jos nämä toimet lisäävät päätöksentekijän
hyötyä kaikkien periodien näkökulmasta arvioituna (Gul ja Pesendorfer, 2005). Täl-
lainen hyvinvointivaikutusten arivointi muistuttaa tavanomaista henkilöiden välistä
Pareto-tehokkuuskriteeriä. O'Donoghue ja Rabin (1999) pitävät sitä dynaamisessa
valinnassa liian vahvana kriteerinä, koska sen perusteella ei esimerkiksi voi ottaa
kantaa sellaisten tilanteiden välillä, joista toinen on yhtä lukuun ottamatta kaik-
kien periodien näkökulmasta parempi ja toinen vain yhden periodin näkökulmasta
parempi.
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2.3 Monipersoonaiset mallit
Hyperbolisen ja kvasi-hyperbolisen diskonttofunktion malleihin läheisesti liittyvän
mutta konseptuaalisesti erilaisen lähestymistavan intertemporaaliseen valintaan tar-
joavat niin sanotut monipersoonaiset mallit. Kun puhutaan monipersoonaisuudes-
ta, voidaan yhtäältä viitata siihen, että ihminen on dynaaminen kokonaisuus, jo-
ka muuttuu jatkuvasti; preferenssimme ovat nyt erilaiset kuin 20 vuoden kuluttua.
Tällä tavalla monipersoonaisena voidaankin nähdä dynaamisesti epäjohdonmukai-
nen päätöksentekijä, jonka preferenssit muuttuvat periodien välillä kuten Strotzin
(1955) mallissa. Toisaalta monipersoonaisuudella voidaan viitata siihen yleiseen ar-
kielämän havaintoon, että myös yksittäisenä ajanhetkenä saatamme kokea olevamme
jakautuneita jonkinlaiseen pitkän aikavälin kaukonäköiseen itseen ja lyhyen aikavä-
lin lyhytnäköiseen itseen. Tätä dualistista ajatusta tukevat funktionaalisella mag-
neettikuvauksella (fMRI) on havaitut viitteet siitä, että valinnat koskien lähitulevai-
suudessa ja kauempana tulevaisuudessa saatavia palkkioita aktivoivat eri osia aivois-
ta (McClure ym., 2004). Malleja, joissa lähtökohdaksi otetaan useampaan itseen
jakautuneen päätöksentekijän sisäinen konﬂikti kullakin yksittäisellä hetkellä, kut-
sutaan monipersoonaisiksi (multiple-self) tai dualistisiksi (dual-self) malleiksi. Kim-
mokkeen niille lienee antanut nimenomaan havainto itsekurin ilmiön tai käsitteen
olemassaolosta ja yleisyydestä sekä siihen liittyvästä halusta sitoutua. Miten voitai-
siinkaan mielekkäästi puhua itsekurista, jos ei olisi jollain tavalla useampaaitseä?
Kuka harjoittaisi itsekuria, jos ei jokin itse, ja kehen se kohdistuu, jos ei johonkin
toiseen itseen? Miten voi ylipäätään olla tarvetta itsekurille, jos päätöksentekijä
on vain yksinkertainen itse, jolla on vain yksi preferenssirelaatio, jonka suhteen
hän optimoi? Monipersoonaisen mallin kautta itsekurin ongelmaa ovat lähestyneet
ainakin Thaler ja Shefrin (1981), Schelling (1984) sekä Fudenberg ja Levine (2006).
Thaler ja Shefrin (1981) hyödyntävät päämies-agentti-teoriaa mallintamalla yksi-
lön organisaationa, jossa konﬂiktin kaukonäköisen suunnittelijan (planner) ja ly-
hytnäköisten tekijöiden (doer) välillä ajatellaan olevan analoginen organisaation
päämiehen ja agentin välisen konﬂiktin kanssa. Muuttuvien preferenssien sijaan pää-
töksentekijällä oletetaan olevan kullakin ajanhetkellä kahdet preferenssit, ja konﬂik-
ti syntyy, kun suunnittelijan preferenssit ja tekijöiden preferenssit ovat ristiriidassa.
Malli on määritelty kulutus-säästäminen-ongelman kautta. Siinä oletetaan olevan
T periodia sekä niille jakautunut kiinteä tulovirta y = (y1, y2, . . . , yT ). Periodin T
ajatellaan olevan eläköitymisajanhetki, jolla yT = 0. Kullakin periodilla t täysin
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lyhytnäköinen ja itsekäs tekijä valitsee periodin kulutuksen ct.. Kunkin periodin
tekijä elää vain kyseisen periodin, ja hänen hyötynsä Zt(·) riippuu vain kulutukses-
ta ct. Suunnittelija puolestaan ei varsinaisesti kuluta mitään vaan on kiinnostunut
kaikkien periodien kulutuksesta. Siten hänen hyötynsä johdetaan kunkin periodin
tekijän hyödyistä funktion V (Z1, Z2, . . . , ZT ) mukaan.
Koska tekijä on lyhytnäköisesti kiinnostunut ainoastaan kyseisen periodin kulutuk-
sesta, hän pyrkii maksimoimaan periodinsa kulutuksen lainaamalla summan
∑T
t=1 yt−
yt täydellisiltä rahoitusmarkkinoilta. Tämän seurauksena olisi kulutusproﬁili
(c1, 0, . . . , 0), joka kuitenkin yleisesti poikkeaa kaikkien periodien hyödystä kiinnos-
tuneen suunnittelijan optimista. Suunnitteljia voikin soveltaa erilaisia psyykkisiä
tekniikoita saadakseen kunkin periodin tekijän toimimaan kannaltaan optimaalises-
ti. Hän voi joko pyrkiä pyrkiä muuttamaan kunkin tekijän preferenssejä tai heidän
kannustimiaan tai vaihtoehtoisesti rajoittaa tekijän valintajoukkoa. Edellisessä ta-
pauksessa funktion Zt annetaan riippua parametrista θt, joka muuttaa tekijän prefe-
renssejä ja jonka suunnittelija valitsee. Sopivalla parametrin valinnalla suunnittelija
voi muuttaa funktiota Zt niin, että sillä on sisäpistemaksimi. Tätä kautta kullakin
periodilla suunnittelija saa ohjattua kyseisen periodin tekijän valitsemaan funktion
V maksimoivan kulutustason. Tekijän preferenssien muokkaamisesta aiheutuu kui-
tenkin lyhyen aikavälin kustannuksia ja nämä rajakustannukset kasvavat parametrin
θ mukana: ∂Zt
∂θt
< 0, ∂
2Zt
∂θ2t
< 0. Suunnittelija toimii optimaalisesti kasvattaessaan ku-
takin parametria θt siten, että periodin T kulutuksen nousun rajahyöty on yhtä
suuri kuin preferenssien muuttamisen aiheuttama rajahaitta aiemmilla periodeilla.
(Thaler ja Shefrin, 1981.)
Yleisemmässä tapauksessa suunnittelja voi käyttää sekä preferenssien muuttamista
että tekijöiden valinnanvaran rajoittamista samanaikaisesti. Jälkimmäinen vaihtoeh-
to onnistuu kunkin tekijän kohtaaman budjettirajoitteen kiristämisellä. Tämä mah-
dollistaa kunkin periodin kulutuksen ct vähentämisen ilman kustannuksia. Koska
käytössä olevat toimet rajoitteiden asettamiseksi ovat kuitenkin epätäydelliset, jou-
tuu suunnittelija täydentämään rajoitteita käyttämällä mahdollisuuttaan muuttaa
kunkin tekijän preferenssejä parametrin θ kautta. (Thaler ja Shefrin, 1981.)
Thaler ja Shefrin (1981) viittaavat psyykkisiin tekniikoihin, joilla suunnittelija pys-
tyy vaikuttamaan tekijän kulutusvalintaan, itsekurin harjoittamisena. He antavat
useita konkreettisia esimerkkejä näistä tekniikoista. Tekijän preferenssejä tai kan-
nustimia voidaan esimerkiksi muuttaa usealla eri tavalla. Ensiksikin päätöksentekijä
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voi pitää säästämistä itsessään hyvänä asiana, mikä voidaan Thalerin ja Sherfrinin
mielestä nähdä suunnittelijan toteuttamana suorana tekijän preferenssien muokkaa-
misena. Vaihtoehtoisesti kannustimia voidaan muuttaa suoraan. Alkoholistit ottavat
toisinaan Antabus-lääkettä, minkä seurauksena he alkavat voida voimakkaasti pa-
hoin ottaessaan alkoholia. Esimerkkinä tekijän valinnanvaran rajoittamisesta Thaler
ja Shefrin mainitsevat laihdutusklinikat (fat farms), joihin päästäkseen laihdutus-
kuurilla oleva henkilö on valmis maksamaan ja joissa henkilöä kieltäydytään ruokki-
masta liikaa. Samoin tupakoitsija saattaa ostaa tupakkansa kalliimmalla yksikköhin-
nalla pienissä askeissa suurten ja yksikköhinnaltaan halvempien kartonkien sijaan
kyetäkseen rajoittamaan tupakointinsa esimerkiksi juuri askiin päivässä. (Thaler ja
Shefrin, 1981.) Nähdäkseni näistä tekniikoista kolme viimeistä ovat kuitenkin itseku-
rin sijaan nimenomaan sitoutumista, joilla pyritään rajoittamaan valintoja tulevien
houkutusten varalta. Alkoholisti ei koe alkoholin aiheuttamaa houkutusta ottaessaan
Antabusta vaan varautuu kaukonäköisesti tulevaan houkutukseen. Siksi ei voitane
puhua itsekurista vaan ennakoinnista.
Schellingin (1984) lähestymistapa puolestaan on hieman erilainen. Hän ei nimit-
täin tarkalleen ottaen mallinna valintakäyttäytymistä vaan pikemminkin kuvailee
ihmisen sisäistä konﬂiktia, sen ilmenemismuotoja, rationaalisuutta ja ratkaisukeino-
ja. Schellingin ajattelutapa on kuitenkin monipersoonainen: useammat preferenssit
vuorottelevat tai vaikuttavat samaan aikaan mutta niin, että niillä on tiettynä ajanh-
tekenä erilainen saavutettavuus. Preferenssien muuttumisen näkökulmasta malli on
sukua hyperbolisen ja kvasi-hyperbolisen diskonttauksen malleille, joissa päätöksen-
tekijän preferenssit muuttuvat ajassa. Kuitenkin Schelling puhuu monipersoonai-
suuteen viittaavin termein:
In common language, a person is not always his usual self; and wit-
hout necessarily taking sides as between the self we consider more usual
and the other one that occasionally gains command, we can say that it
looks as if diﬀerent selves took turns, each self wanting its own values to
govern what the other self or selves will do by way of eating, drinking,
getting tattooed, speaking its mind, or committing suicide."(Schelling,
1984.)
[...] henkilö ei ole aina oma itsensä; ja ottamatta välttämättä kantaa
siihen, mikä itseistä on tavanomaisempi ja mikä se, joka ajoittain saa val-
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lan, voimme sanoa vaikuttavan siltä, että eri itset toimivat vuorotellen,
jokaisen itsen halutessa kontrolloida mitä toiset itset tekevät [...].
Schelling mainitsee useita esimerkkejä itsekurista (self-command), joilla eri persoo-
nat yrittävät vaikuttaa tulevien persoonien valintoihin itselleen edullisella taval-
la: Alä säilytä alkoholia kodissasi. Urheile ryhmässä. Tee ruokaostoksesi välittö-
mästi aterioimisen jälkeen jne. Kuten Thalerin ja Shefrininkin antamat esimerkit,
myös Schellingin esimerkit itsekurista ovat pikemminkin ennakointia sitoutumalla
kuin varsinaista yksittäisessä hetkessä tapahtuvaa vastakkaisten halujen kamppai-
lua. Hän jopa  osittain ristiriitaisestikin  kiistää itsekurin harjoittamisen mahdol-
lisuuden tässä mielessä sanomalla, että eri persoonat eivät ole olemassa samanaikai-
sesti (Schelling, 1984).
Vaikka Schellingin mallin sovellettavuutta rajoittaa se, ettei hän ilmeisesti ole esittä-
nyt sille minkäänlaista formalisointia, on hänen työllään kuitenkin merkittävä panos
koskien hyvinvointianalyysia. Monipersoonaisessa mallissa mallintajan on otettava
kantaa siihen, mitä persoonaa mallinnuksessa arvostetaan sekä miten eri persoonien
välisiä hyötyjä verrataan. Jokainen persoona edustaa yksiä preferenssejä tai yhtä ar-
vojen joukkoa, ja vaikka he osittain jakavat suurimman osan näistä arvoista, prefe-
renssit eroavat kuitenkin konﬂiktin kohteena olevan ilmiön osalta. Ei kuitenkaan ole
mitenkään selvää, miten eri persoonien välisiä hyötyjä verrataan tai miten määritel-
lään, maksimoiko jokin tietty käyttäytyminen päätöksentekijän kollektiivista hyötyä.
Ajatellaan henkilöä, joka hakeutuu pitkäksi ajaksi ilman tupakkaa erämaahan saa-
dakseen tupakoinnin lopetettua. Todennäköisesti hän kiroaa päivittäin ratkaisuaan
erämaassa, kunnes tupakanhimo alkaa helpottaa, jolloin hän on jälkikäteen tyytyväi-
nen tekoonsa. Miten voidaan muotoilla kysymys siitä, maksimoiko päätöksentekijä
hyötyään? Vai onko kyseessä vain toinen henkilön persoonista (tupakoimaton), joka
onnistui lisäämään hyötyään toisen (tupakoivan) kustannuksella? (Schelling, 1984.)
Ja ennen kaikkea: kuka päättää tai määrittelee, mikä persoonista oli jotenkin autent-
tisempi, kannatettavampi ja yhteiskunnallisesti tärkeämpi tukea? Jos suunnitellaan
politiikkatoimia ja instituutioita hyvinvointivaikutuksia silmällä pitäen, miten edel-
lä mainitun päätöksentekijän hyvinvointi määritellään? Kuka päättää, että tupakas-
ta luopua haluava persoona on normatiivisesti kannatettavampi? Kun preferenssit
eivät ole yksiselitteiset, päätöksenteon mallintamisessa törmätään toistuvasti kysy-
mykseen normatiivisuuden ongelmasta ja siihen liittyvästä paternalismista. Tästä
syystä  ja varoen ottamasta normatiivisesti kantaa minkään persoonan puolesta 
osa tutkijoista ei puhu malleissaan mitään normatiivisesta hyödystä (Gul ja Pesen-
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dorfer, 2005).
Mahdollisesti kehittynein monipersoonainen malli on Fudenbergin ja Levinen (2006)
dualistinen malli. He mallintavat sisäisen ristiriidan ja itsekurin ongelman toistuva-
na pelinä, jossa kullakin periodilla pelaajina ovat pysyvä persoona (long-run self)
ja periodittainen vaihtuva persoona (short-run self). Kunkin periodin peli on kak-
sivaiheinen. Ensin pysyvä persoona valitsee itsekuriin rinnastettavan toimen, joka
vaikuttaa vaihtuvan persoonan preferensseihin. Sen jälkeen vaihtuva persoona valit-
see varsinaisen toimen, joka vaikuttaa sekä hänen hyötyynsä että seuraavan periodin
tilaan (state). Vaihtuva persoona on kiinnostunut ainoastaan omasta periodistaan,
ja hänen hyötyynsä vaikuttavat tehty valinta, periodin tila sekä pysyvän persoonan
itsekurivalinta. Pysyvä persoona puolestaan on kiinnostunut kaikkien tulevien pe-
riodien diskontattujen hyötyjen summasta. Vaihtuvan ja pysyvän persoonan hyödyt
ovat kuitenkin identtiset suhteessa kunkin yksittäisen periodin pelin lopputulokseen.
Vaihtuvan persoonan ohjailuun pyrkivästä itsekuritoimesta aiheutuu siten mallissa
kustannuksia molemmille persoonille. (Fudenberg ja Levine, 2006.)
Siinä missä kvasi-hyperbolisen diskonttauksen mallit sekä Thalerin ja Sheferinin
(1981) malli korostavat tämänhetkisen persoonan ja tulevien persoonien välistä
konﬂiktia, Fudenbergin ja Levinen mallissa pysyvällä persoonalla ja vaihtuvalla per-
soonalla on siis samat pelin kutakin osaperiodia koskevat preferenssit. Näin ollen
hyvinvointikriteeri on selvästi määritelty pysyvän persoonan hyvinvoinniksi, eikä yl-
lä mainittua ongelmaa normatiivisuuden määrittelyssä ole. Fudenbergin ja Levinen
malli onkin siinä mielessä perinteinen, että päätöksentekijä on suvereeni ja hänellä
on vain yhdet preferenssit, jotka otetaan hyvinvointianalyysin perustaksi.
Fudenbergin ja Levinen mallin muita etuja ovat sen tuottama yksikäsitteinen ta-
sapaino, analyyttinen selkeys, osittainen yhteensopivuus muiden houkutuksia ja it-
sekuria käsittelevien mallien (muun muassa aiemmin mainitut Thaler ja Shefrin
(1981) sekä Gul ja Pesendorfer (2001)) kanssa sekä kyky selittää kokeellisesti ha-
vaittua käyttäytymistä. Se on esimerkiksi yhteensopiva dynaamisen epäjohdonmu-
kaisuuden, Rabinin (2000) riskinkaihtamista koskevan paradoksin sekä sen Shivin
ja Fedorikhinin (1999) havainnon kanssa, että itsekurin harjoittaminen vaikeutuu
kognitiivisen kuorman kasvaessa. (Fudenberg ja Levine, 2006).
Frederick ym. (2002) kritisoivat tiettyjä monipersoonaisia malleja siitä, että ne eivät
selitä, miksi ja miten jompikumpi persoona on kullakin hetkellä hallitseva. Ne eivät
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myöskään tavoita kaukonäköisen ja lyhytnäköisen persoonan välistä epäsymmetriaa
vaan pitävät kaikkia persoonia tasavertaisina. Kuitenkin juuri kaukonäköinen per-
soona voi ryhtyä sitoutumistoimiin rajoittaen lyhytnäköisempää käyttäytymistään.
Lyhytnäköinen persoona ei vastaavaan pysty. Lisäksi Frederick ym. mainitsevat, että
vain harva monipersoonaisista malleista on formalisoitu ja vielä harvempaa käytetty
johtamaan kokeellisesti testattavia seurauksia käyttäytymiselle. Nämä mallit jäävät
lähinnä intuitiiviselle tasolle. Edellä esitellyistä malleista tämä kritiikki koskee lä-
hinnä Schellingin sekä viimeisen kohdan osalta myös Thalerin ja Shefrinin mallia.
Loewensteinin (1996) mukaan monipersoonaisten mallien vahvuus on yleisesti siinä
vakiintuneessa teoriapohjassa ja menetelmissä, joita muun muassa päämies-agentti-
kehikko sekä peliteoria tarjoavat. Niiden hyödyllisyys päätöksentekijän sisäisen ris-
tiriidan analyysille on kuitenkin rajoittunut, koska analogia henkilöiden välisen ja
henkilön sisäisen konﬂiktin kesken on puutteellinen. Peliteoriasta tuttuja rankai-
sustrategioita ei esimerkiksi voi hyödyntää yhden henkilön sisäisten persoonien vä-
lisissä peleissä, koska ei ole mielekästä puhua menneiden persoonien rankaisusta tai
palkitsemisesta. Monipersoonaisten mallien suurin ongelma onkin se, että moniper-
soonaisuus on ainoastaan metafora eikä kuvaileva väite mielen toiminnasta. Kukaan
tuskin ajattelee, että ihmisessä on useampia erillisiä persoonia, joilla olisi täysin it-
senäiset motiivit ja kognitiot. (Loewenstein, 1996). Loewensteinin kritiikistä huoli-
matta nämä mallit ovat mielestäni varsin hyödyllisiä henkilön sisäisen konﬂiktin ja
itsekurin mallintamisessa, koska näkemykseni mukaan kaikki mallit ja teoriat ovat
kuvailevassa mielessä lopulta puutteellisia ja siinä mielessä aina metaforisia. Myös-
kin jo aiemmin mainitut McCluren ym. (2004) tulokset asettavat henkilön sisäisten
persoonien olemassaoloa koskevan kritiikin hataralle pohjalle. Dualistisissa malleis-
sa lyhytnäköisen persoonan voidaan tässä mielessä ajatella edustavan limbistä sys-
teemiä (limbic system) ja kaukonäköisen persoonan aivojen etulohkoa (prefrontal
cortex) (Bénabou ja Pycia, 2002).
Sekä hyperbolisen diskonttauksen malleja että monipersoonaisia malleja arvioitaessa
on kuitenkin syytä muistaa, että mallin ja sen oletusten psykologinen realistisuus
ei voi yksinomaan olla sen hyvyyden mitta. Jos malli kykenee tuottamaan tarkkoja
ennusteita käyttäytymisestä, eli on yhteensopiva havaintojen kanssa, ei oletusten
täsmällisellä psykologisella sisällöllä ole välttämättä taloustieteen kannalta suurta
merkitystä. (Friedman, 1953.)
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3 Gulin ja Pesendorferin malli
3.1 Taustaa
Aiemmissa luvuissa mainitut empiiriset tutkimukset sekä psykologinen kirjallisuus
antavat siis viitteitä tilanteista, joissa päätöksentekijän valinta muuttuu kahden eri
ajanhetken välillä, sekä tästä muutoksesta kumpuavasta päätöksentekijän halusta
sitoutua johonkin tiettyyn valintaan. Päätöksentekijän valinnan muuttuminen kah-
den ajanhetken välillä saattaa puolestaan johtua siitä, että hän kokee jälkimmäisellä
ajanhetkellä ei-toivottuja houkutuksia poiketa aiemmin parempana pitämästään va-
linnasta. Halu vähentää houkutuksia lienee siten perusteltu syy ennakointikykyisen
päätöksentekijän pyrkimykselle rajoittaa tulevia valintamahdollisuuksiaan. Tätä il-
miötä ja siihen liittyvää päätöksentekijän kykyä itsekuriin Faruk Gul ja Wolfgang
Pesendorfer (2001) pyrkivät mallintamaan päätösteoreettisesti kaksivaiheisen valin-
nan mallillaan (jatkossa GP-malli).
GP-mallin kehys perustuu Krepsin (1979) kaksivaiheiseen malliin, jossa ensimmäi-
sessä vaiheessa päätöksentekijä valitsee vaihtoehtojoukon (opportunity set tai me-
nu) ja toisessa vaiheessa lopullisen valinnan tämän vaihtoehtojoukon sisältämistä
vaihtoehdoista. Varsinainen hyödykkeen kulutus siis tapahtuu vasta toisessa vai-
heessa. Kreps käyttää malliaan analysoidakseen tilannetta, jossa päätöksentekijä on
epävarma toisen vaiheen preferensseistään ja arvostaa siksi ensimmäisessä vaihees-
sa mahdollisimman laajoja vaihtoehtojoukkoja, jotka tarjoavat toisessa vaiheessa
enemmän joustavuutta (Kreps, 1979). Gul ja Pesendorfer sen sijaan kääntävät tilan-
teen päälaelleen ja soveltavat kaksivaiheista mallia tilanteeseen, jossa päätöksenteki-
jä kohtaa toisessa vaiheessa houkutuksia, jotka ovat vähemmän hyviä vaihtoehtoja
ex ante. Tämän seurauksena päätöksentekijällä on ensimmäisessä vaiheessa halu ra-
joittaa toisen vaiheen valintamahdollisuuksiaan eli pyrkimys sitoutua suppeampaan
vaihtoehtojoukkoon. Jos sitoutuminen ensimmäisessä vaiheessa ei ole mahdollista,
päätöksentekijä voi toisessa vaiheessa harjoittaa itsekuria ja vastustaa houkutusta.
Standarditilanteessa, jossa päätöksentekijä ei kärsi sen kummemmin houkutuksista
kuin preferenssejään koskevasta epävarmuudestakaan, ei ole mitään tarvetta analy-
soida tilannetta kaksivaiheisesti. Toisella periodilla päätöksentekijä valitsee jonkin
preferenssirelaation suhteen parhaan vaihtoehdon ja ensimmäisellä periodilla vaih-
toehtojoukon, jonka toisen periodin valinnasta johdettu arvo on suurin. Toisin sa-
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noen riittää määrittää hyötyfunktio u(·) toisen periodin kaikkien kulutusvaihtoehto-
jen joukossa, jolloin ensimmäisen vaiheen vaihtoehtojoukon A höyty on ainoastaan
maxA u(·). GP-mallin hyöty on siinä, että mallintamalla ensimmäisen vaiheen vaih-
toehtojoukkojen valinnan se kykenee tarkastelemaan ilmiöitä, joita pelkkä toisen
vaiheen valinta ei paljasta. (Lipman ja Pesendorfer, 2011.)
Ajatellaan esimerkiksi alkoholiongelmasta kärsivän tilannetta. Jos tällainen henkilö
sortuu anniskeluravintolassa houkutukseen ja tilaa oluen, valinta kertoo ainoastaan
päätöksentekijästä, joka preferoi olutta. Illanviettopaikan valinta puolestaan saat-
taisi kieliä päätöksentekijästä, joka pyrkii välttämään alkoholia anniskelevia ravin-
toloita ja joka siksi haluaa valita anniskeluoikeudettoman ravintolan. Valinnan tar-
kastelu kahdessa vaiheessa mahdollistaa siis alkoholia preferoivan ja sitä välttelevän,
mutta siihen helposti sortuvan, päätöksentekijän erottamisen toisistaan. (Lipman ja
Pesendorfer, 2011.)
3.2 Mallin toiminta
Päätöksentekijä siis valitsee ensimmäisessä vaiheessa vaihtoehtojoukon ja tästä jou-
kosta toisessa vaiheessa lopullisen kulutusvalinnan. Hänellä on siinä mielessä ra-
tionaaliset odotukset, että hän tietää ensimmäisessä vaiheessa, mitkä hänen toisen
vaiheen preferenssinsä ovat ja siis minkä valinnan hän kustakin vaihtoehtojoukosta
toisessa vaiheessa tekee 4. Olkoot toisen vaiheen valintavaihtoehdot x ja y. Tilannet-
ta, jossa päätöksentekijä joutuu toisessa vaiheessa valitsemaan näiden vaihtoehtojen
väliltä, kuvaa ensimmäisessä vaiheessa valittu vaihtoehtojoukko {x, y}. Vaihtoehto-
joukot {x} ja {y} puolestaan kuvaavat tilanteita joissa päätöksentekijä kykenee si-
toutumaan ensimmäisessä vaiheessa joko vaihtoehtoon x tai vaihtoehtoon y.
Gulin ja Pesendorferin käyttämää esimerkkiä mukaillen voidaan tarkastella päätök-
sentekijää, joka tekee pöytävarauksen päivällistä varten. Varsinainen ruoka-annos
kulutetaan vasta illalla mutta ravintola ja siten tarjolla olevat annosvaihtoehdot va-
litaan jo päivällä. Olkoon tilanne sellainen, että valittavissa olevia annoksia on vain
kaksi: pitsa ja salaatti. Joukko {salaatti} viittaa ravintolaan, jonka ruokalistalla on
4Gulin ja Pesendorferin mallintama päätöksentekijä voidaankin tässä mielessä rinnastaa kvasi-
hyperbolisen diskonttauksen mallin täysin ennakointikykyiseen päätöksentekijään, jota käsiteltiin
luvussa 2.2. Oletus ei välttämättä ole kovin realisitinen. Ainakin Wilkinson (2008) mainitsee, että
havaintojen mukaan ihmiset ovat yleensä osittain naiiveja ja luottavat liikaa itsekuriinsa. Toisaalta
Frederickin ym. (2002) mukaan asiasta ei ole kovinkaan paljon empiiristä tutkimusta.
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valittavissa vain salaattiannos, joukko {pitsa} ravintolaan, jossa on tarjolla vain pit-
saa, ja joukko {salaatti, pitsa} ravintolaan, josta molempia annoksia on saatavilla.
Oletetaan, että jos toisessa vaiheessa ei tarvitse tehdä valintaa, päätöksentekijä pitää
vaihtoehtoa x aidosti parempana kuin vaihtoehtoa y. Siten ensimmäisessä vaiheessa
{x} on aidosti parempi kuin {y}. Vaihtoehto y voi kuitenkin aiheuttaa toisessa
vaiheessa houkutuksen, jos se on saatavilla. Tätä kuvaa tilanne {x}  {x, y}, jossa
 on ensimmäisen vaiheen preferenssirelaatio. Päätöksentekijä siis preferoi aidosti
joukkoa, josta valittavissa on vain vaihtoehto x, kuin joukkoa, jossa myös y on
saatavilla. Jos hän tietää toisessa vaiheessa valitsevansa vaihtoehdon y joukosta
{x, y}, hänen hyötynsä luonnollisesti ensimmäisessä vaiheessa laskee, koska hän pitää
vaihtoehtoa x aidosti parempana. Jos hän sen sijaan tietää valitsevansa vaihtoehdon
x joukosta {x, y}, hänen hyötynsä ensimmäisessä vaiheessa laskee siitä huolimatta,
koska pelkkä vaihtoehdon y läsnäolo aiheuttaa houkutuksen, jota vastustaakseen
päätöksentekijä joutuu harjoittamaan itsekuria. Itsekurin harjoittaminen puolestaan
on psyykkisesti tai fyysisesti epämukavaa, mikä voidaan tulkita hyötyä laskevina
kustannuksina. Erityisesti on siis huomattava, että päätöksentekijän hyöty laskee
houkutuksen takia, vaikka hän ei odottaisikaan lopulta valitsevansa sitä toisessa
vaiheessa.
Päivällisravintolan varaamiseen liittyvässä esimerkissä päätöksentekijä saattaisi esi-
merkiksi olla laihdutuskuurilla ja pitää siten salaattia pitsaa parempana. Jos hän
pelkää sortuvansa nälkäisenä tilaamaan pitsan, hän haluaisi jo etukäteen varata pöy-
dän ravintolasta, jossa on tarjolla vain salaattia. Vaikka hän uskoisikin voivansa vas-
tustaa houkuttelevaa pitsaa ja kykenevänsä valitsemaan salaatin, aiheuttaa pitsan
oleminen ruokalistalla kuitenkin epämieluisan tunteen, jota hän haluaisi välttää. Sik-
si hän saattaisi pöytävarausta tehdessään valita vain salaattia tarjoavan ravintolan,
vaikka luottaisikin itsekuriinsa.
Kuten sanottu, jos päätöksentekijä joutuu toisessa vaiheessa valitsemaan joukosta
{x, y}, hän saattaa joko sortua houkutukseen ja valita vaihtoehdon y tai harjoittaa
itsekuria ja valita ex ante -paremman vaihtoehdon x. Ensimmäisen tilanteen iden-
tiﬁoi preferenssi {x, y} ∼ {y} ja jälkimmäisen preferenssi {x, y}  {y}. Jos päätök-
sentekijä siis kykenee itsekuriin, ex ante -paremman vaihtoehdon x saatavuus tekee
vaihtoehtojoukosta {x, y} aidosti paremman kuin joukko {y}, josta päätöksentekijä
voi valita vain ex ante -huonomman vaihtoehdon. Houkutus ja sitä vastustava itse-
kuri voidaan siis tässä kahden vaihtoehdon esimerkissä tiivistää preferenssiketjuun
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{x}  {x, y}  {y}, jossa ensimmäinen relaatio kuvaa sitä, että y on houkutteleva,
ja toinen sitä, että päätöksentekijä kykenee vastustamaan tätä houkutusta.
Gulilla ja Pesendorferilla (2001) mallin lähtökohta on lopullisista kulutusvaihtoeh-
doista koostuvien vaihtoehtojoukkojen kokoelmassa määritelty ensimmäisen vaiheen
binäärirelaatio. Tälle relaatiolle he asettavat aksioomia, jotka mahdollistavat sekä
sitoutumisen että itsekurin tarkastelun, ja kutsuvat näin muodostuvia preferenssejä
itsekuripreferensseiksi (self-control preferences). Heidän tärkein tuloksensa osoittaa,
että näitä preferenssejä kuvaa hyötyfunktio
U(A) = max
x∈A
[u(x) + v(x)]−max
y∈A
v(y).
Koska U({x}) = u(x), funktio u kuvaa päätöksentekijän ensimmäisen vaiheen prefe-
renssejä yksiöiden joukossa. Näin ollen se mittaa päätöksentekijän arvostuksia, kun
hän pystyy sitoutumaan mihin tahansa yksittäiseen vaihtoehtoon. Aiemman ter-
minologian mukaisesti voidaan puhua vaihtoehtojen normatiivisesta hyvyydestä tai
jonkinlaisista päätöksentekijän pitkän aikavälin mieltymyksistä. Gul ja Pesendorfer
eivät kuitenkaan itse käytä tätä terminologiaa, mikä mahdollisesti johtuu heidän
yleisestä pyrkimyksestään välttää ottamasta kantaa siihen, mikä kussakin tilantees-
sa oikeasti on päätöksentekijän hyvinvoinnille parasta (Gul ja Pesendorfer, 2005;
ks. myös tämän työn luku 2.3).
Funktio v puolestaan kuvaa päätöksentekijän toisessa vaiheessa kokemia viettejä
ja mittaa houkutusten voimakkuutta. Termi maxy∈A v(y) − v(x) puolestaan tulki-
taan itsekurin harjoittamisen aiheuttamiksi henkisiksi tai fyysisiksi kustannuksiksi
hyödyssä mitattuna. Koska tämä termi on aina ei-negatiivinen, houkutuksen ole-
massaolo siis aina joko vähentää päätöksentekijän hyötyä tai ei ainakaan lisää sitä.
Representaatiosta käy ilmi myös toisen vaiheen valintakäyttäytyminen. Toisessa vai-
heessa päätöksentekijä valitsee vaihtoehtojoukosta sen vaihtoehdon, jolla funktio
u+ v maksimoituu. Tämä summafunktio kuvaa optimaalista kompromissia norma-
tiivisten mieltymysten ja hetkellisten viettien välillä.
Gul ja Pesendorfer tarkastelevat myös tilannetta, jossa houkutukset ovat niin voi-
makkaita, että itsekurin harjoittamisen kustannukset nousevat liian suuriksi. Tällöin
päätöksentekijä sortuu toisessa vaiheessa aina houkutuksiin ja valitsee vaihtoehdon,
joka maksimoi funktion v. Ensimmäisessä vaiheessa, kun houkutukset eivät ole läsnä,
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hän kuitenkin arvioi näitä käyttäen funktiota u. Heikentämällä yhtä aksioomistaan,
Gul ja Pesendorfer osoittavat, että ensimmäisen vaiheen preferenssejä voi kuvata
myös hyötyfunktio
U(A) = max
x∈A
u(x),
jossa tarkastellaan vain niitä alkioita x, joilla v(x) ≥ v(y) kaikilla y ∈ A. Päätök-
sentekijä siis arvioi valintajoukon poimimalla siitä ensin houkuttelevimmat vaih-
toehdot ja sitten niiden joukosta normatiivisesti parhaan. Näitä preferenssejä Gul
ja Pesendorfer kutsuvat ylivoimaisten houkutusten preferensseiksi (overwhelming
temptation).
Vaikka Gulin ja Pesendorferin representaatiolauseet perustuvatkin ensimmäisen vai-
heen preferenssirelaatioon, tarkastelevat he myös toiseen vaiheen käyttäytymistä.
Tämä mahdollistaa ensimmäisen vaiheen preferensseille asetettujen keskeisten ak-
sioomien tarkemman analysoinnin sekä näiden preferenssien liittämisen toisen vai-
heen valintakäyttäytymiseen. Näin saadaan entistä vahvempi perustelu ensimmäisen
vaiheen relaatiolle valitulle aksiomatisoinnille.
3.2.1 Formaali rakenne ja ensimmäinen periodi
Olkoon (Z, d) kompakti metrinen avaruus. Joukko Z on lopullisten determinististen
vaihtoehtojen, eli palkintojen (prize), joukko. Merkitään joukon Z Borel-joukkojen
kokoelmaa B(Z). Olkoon lisäksi ∆(Z) (jatkossa yksinkertaisesti ∆) kaikkien σ-
algebrassa B(Z) määriteltyjen todennäköisyysmittojen kokoelma5. ∆ on siis kaikkien
niiden uhkapelien (lottery) joukko, joiden palkinnot muodostavat Borel-joukon.
∆ on kaikkien toisella periodilla kulutettavissa olevien vaihtoehtojen joukko. Toisin
kuin Krepsin kaksivaiheisessa mallissa, GP-mallissa toisessa vaiheessa valittava ja
kulutettava hyödyke on siis uhkapeli. Tälle valinnalle on useita syitä. Ensinnäkin
on yksinkertaisesti rajoittavaa tarkastella vain tilanteita, joissa toisen vaiheen valin-
nat olisivat deterministisiä. Ajatellaan yllä olevaa esimerkkiä salaatista ja pitsasta.
Toisessa vaiheessa kulutettavissa oleva pitsa ei ole mikään homogeeninen kokonai-
suus. Päätöksentekijä tietää kyllä saavansa pitsan tilatessaan sellaisen, mutta hän
ei tiedä sen mausteisuutta, pohjan rapeutta tai vihannesten tuoreutta. Näin ollen
5Gul ja Pesendorfer (2001) määrittelevät joukon ∆ kaikkien joukossa B(Z) määriteltyjen mit-
tojen kokoelmaksi. Ilmeisesti he kuitenkin tarkoittavat nimenomaan todennäköisyysmittoja.
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joukko Z voidaankin ajatella esimerkiksi kokoelmana sellaisia vektoreita, joissa en-
simmäinen komponentti kertoo ruoan mausteisuuden, toinen rapeuden ja kolmas
tuoreuden. Tässä mielessä joukkoon ∆ kuuluva pitsa todellakin on todennäköisyys-
jakauma yli mahdollisten mausteisuus-rapeus-tuoreus-yhdistelmien. (Dekel, Lipman
ja Rustichini, 2001.)
Mallin laajempi sovellettavuus myös edellyttää epävarmuuden tuomista mukaan toi-
sen vaiheen valintoihin. Tällaisia sovelluksia saattaisivat olla esimerkiksi eksogeenis-
ta epävarmuutta ja epätäydellistä informaatiota sisältävät pelit (Dekel, Lipman ja
Rustichini, 2001). Luvussa 4.1 havaitaan esimerkiksi, että uhkapeleistä koostuvien
vaihtoehtojoukkojen tarkasteleminen sallii muun muassa Allais'n paradoksin tyyp-
pisen käyttäytymisen analysoinnin. Lisäksi toisen vaiheen vaihtoehtojen mallintami-
nen uhkapeleinä mahdollistaa von Neumann-Morgenstern -aksioomien käyttämisen
representaatiolauseiden todistuksissa.
Joukko ∆ varustetaan heikolla topologialla, joten ∆ on metrisoitavissa, eli on olemas-
sa jokin metriikka dp, jonka suhteen avoimet joukot muodostavat mainitun heikon
topologian kanssa identtisen metrisen topologian (Gamelin ja Greene, 1999). Eräs
tällainen metriikka on Porkhorovin metriikka, jonka formaali määritelmä esitetään
liitteessä A.1. Olkoon A joukon ∆ epätyhjien ja metriikan dp suhteen kompaktien
joukkojen kokoelma. Joukko A varustetaan Hausdorﬃn metriikan
dh(A,B) = max
{
max
x∈A
min
y∈B
dp(x, y),max
y∈B
min
x∈A
dp(x, y)
}
generoimalla topologialla. Lemmassa 1 osoitan, että Hausdorﬃn metriikan määri-
telmässä esiintyvät minimit ja maksimit ovat olemassa ja että kyseessä todella on
metriikka. Määritellään lisäksi joukkojen A,B ⊂ ∆ konveksi kombinaatio seuraa-
vasti:
αA+ (1− α)B ≡ {z = αx+ (1− α)y : x ∈ A, y ∈ B} ∀A,B ⊂ ∆, α ∈ [0, 1].
Lemmassa 2 näytän, että näin määritelty konveksi kombinaatio on kompakti joukko,
kun A,B ∈ A.
Joukon A jäseniä sanotaan vaihtoehtojoukoiksi, ja ensimmäisellä periodilla päätök-
sentekijä valitsee jonkin tällaisen vaihtoehtojoukon. Lähtökohtana on vaihtoehto-
joukkojen kokoelmassa määritelty binäärirelaatio  ⊂ A × A, jolle Gul ja Pesen-
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dorfer asettavat aluksi neljä aksioomaa:
Aksiooma 1 (Preferenssirelaatio): Binäärirelaatio  on täydellinen ja transi-
tiivinen.
Aksiooma 2 (Vahva jatkuvuus): Joukot {B ∈ A : B  A} ja {B ∈ A : A  B}
ovat suljettuja (metriikan dh suhteen) kaikilla A ∈ A.
Aksiooma 3 (Riippumattomuus): A  B ja α ∈ ]0, 1[ ⇒ αA + (1 − α)C 
αB + (1− α)C.
Aksiooma 4 (Joukkojenvälisyys): A  B ⇒ A  A ∪B  B.
Ensimmäisen aksiooman merkitys on tavanomainen. Se kertoo ainoastaan, että pää-
töksentekijä kykenee vertailemaan vaihtoehtojoukkoja johdonmukaisella tavalla. Myös-
kin toinen aksiooma on muutoin tyypillinen jatkuvuusaksiooma, mutta koska valin-
tajoukkona on kokoelma kompakteja joukkoja, tarvittavan topologian määrittelee
Hausdorﬃn metriikka dh. Vahva jatkuvuus takaa sen, että relaatiota  edustava
funktio on jatkuva.
Riippumattomuusaksiooman ymmärtämiseksi ajatellaan preferenssien laajentamis-
ta koskemaan joukossa A määriteltyjä uhkapelejä. Oletetaan, että A  B. Olkoon
α◦A+(1−α)◦C sellainen uhkapeli, jossa A tapahtuu todennäköisyydellä α ja C to-
dennäköisyydellä 1− α. Tällöin sattuma poimii jommankumman näistä joukoista
ennen toisen vaiheen valintaa. Toisessa vaiheessa päätöksentekijä siis suorittaa va-
lintansa joko joukosta A tai joukosta C. Perinteinen riippumattomuusaksiooma tar-
koittaa nyt, että α◦A+ (1−α)◦C  α◦B+ (1−α)◦C, koska se, että molemmissa
tapauksissa päätöksentekijä saattaa samalla todennäköisyydellä joutua valitsemaan
toisessa vaiheessa joukosta C, ei muuta preferenssejä joukkojen A ja B välillä. Kon-
veksi kombinaatio αA + (1 − α)C puolestaan tarkoittaa sitä, että päätöksentekijä
suorittaa toisen vaiheen valintansa joukosta {z = αx + (1 − α)y : x ∈ A, y ∈ C},
ja epävarmuus ratkeaa vasta tämän valinnan jälkeen. Nyt aksiooman 3 tarkoittama
riippumattomuus tulee tulkita siten, että ensinnäkin päätöksentekijän käyttäytymi-
nen toteuttaa tavanomaisen riippumattomuusaksiooman, jolloin yhtä todennäköiset
kolmannen vaihtoehdot eivät sotke kahden vaihtoehdon järjestystä, ja että päätök-
sentekijälle on lisäksi yhdentekevää ratkeaako epävarmuus ennen vai jälkeen toisen
vaiheen valinnan. (Gul ja Pesendorfer, 2001.)
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4. aksiooma, joukkojenvälisyys (set betweenness), mahdollistaa houkutusten ja itse-
kurin mallintamisen. Tavanomainen päätöksentekijän preferenssit toteuttavat vain
aksioomat 13, ja hän on lisäksi kiinnostunut ainoastaan kunkin joukon parhaas-
ta vaihtoehdosta. Tällaisen päätöksentekijän preferenssit toteuttavat myös aksioo-
man: A  B ⇒ A ∼ A ∪ B. Näitä preferenssejä edustaa jo mainittu hyötyfunktio
U(A) = maxx∈A u(x), jossa u on lineaarinen.
Sen sijaan houkutuksista kärsivälle päätöksentekijälle ex ante -huonomman vaih-
toehdon lisääminen valintajoukkoon voi aiheuttaa hyödyn laskua, jos lisätty vaih-
toehto on toisessa vaiheessa houkuttelevin. Näin voi olla riippumatta siitä, valitaan-
ko tätä vaihtoehtoa toisessa vaiheessa vai ei, koska pelkkä houkutuksen läsnäolo
saattaa pakottaa päätöksentekijän harjoittamaan itsekuria ja olla siten henkisesti
tai fyysisesti epämiellyttävä. Piilevänä oletuksena on, että valitsematta jätetty vaih-
toehto ei voi koskaan nostaa päätöksentekijän hyötyä. Lisäksi oletetaan, että vaih-
toehdon lisääminen joukoon laskee hyötyä ainoastaan, jos se on houkuttelevampi
kuin mikään joukon muista vaihtoehdoista. Tämä tietysti edellyttää, että vaihtoeh-
dot voidaan järjestää houkuttelevuutensa mukaiseen järjestykseen. Toisen vaiheen
käyttäytymisen tarkastelu luvussa 3.2.2 johtaa näiden oletusten täsmällisempään
mallintamiseen, mutta intuitiivisesti joukkojenvälisyys seuraa houkutusten olemas-
saolosta. Luvussa 3.4 puolestaan tarkastellaan tilanteita, joissa päätöksentekijä kär-
sii houkutuksista mutta joihin joukkojenvälisyys ei näin vahvassa muodossa sovellu.
Joukkojenvälisyys mahdollistaa seuraavan määritelmän:
Määritelmä 1. Päätöksentekijä, jolla on preferenssit , preferoi sitoutumista vaih-
toehtojoukossa A, jos on olemassa sellainen B ⊂ A, että B  A. Päätöksente-
kijä preferoi sitoutumista, jos hän preferoi sitoutumista jossain vaihtoehtojoukossa
A ∈ A.
Jos funktiolle U : A → R pätee A  B ⇔ U(A) ≥ U(B), sanotaan, että funktio U
kuvaa tai edustaa (represent) relaatiota .
Lause 1. Binäärirelaatio  toteuttaa aksioomat 1-4, jos ja vain jos on olemassa
jatkuvat ja lineaariset funktiot U : A 7→ R, u : ∆ 7→ R ja v : ∆ 7→ R, siten että
U(A) ≡ max
x∈A
[u(x) + v(x)]−max
y∈A
v(y) ∀ A ∈ A,
ja U kuvaa relaatiota .
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Todistus. Lause on todistettu liitteessä A.2.
Lause 1 on Gulin ja Pesendorferin (2001) päätulos. Olen täydentänyt lauseen todis-
tuksen avaamalla yksityiskohtia ja lisäämällä lemmat 3, 5 ja 12 todistuksineen. Olen
myös todistanut Gulin ja Pesendorferin käyttämän mutta todistamatta jättämän
lemman 0, jota tässä työssä vastaa lemma 46. Lisäksi varsinaisen lauseen 1 todis-
tuksessa olen todistanut jos-osan, jonka Gul ja Pesendorfer jättävät todistamatta.
Tämän työn lemmat 711 vastaavat Gulin ja Pesendorferin artikkelin lemmoja 15.
Lauseen todistus on moniosainen. Lemmassa 7 osoitetaan ensin, että aksioomat 13
toteuttavaa preferenssirelaatiota voidaan kuvata jatkuvalla ja lineaarisella hyöty-
funktiolla U . Tässä käytetään apuna sekoiteavaruusteoreemaa (mixture space theo-
rem), joka on tiiviisti esitetty esimerkiksi teoksessa Kreps (1988). Seuraavaksi lem-
massa 8 osoitetaan, että jokainen äärellinen joukko on yhtä hyvä kuin sen jokin sopi-
valla tavalla valittu kaksialkioinen osajoukko. Tämän jälkeen määritellään funkiot u
ja v sekä todetaan lemmassa 10, että funktiolla v on tiettyjä ominaisuuksia  muun
muassa lineaarisuus. Lemmassa 11 näytetään, että näin määritellyillä funktioilla u
ja v haluttu representaatio pätee kaksialkioisille joukoille. Lopulta lemmoja 8 ja
11 apuna käyttämällä osoitetaan, että representaatio pätee kaikille äärellisille jou-
koille, minkä jälkeen lemmaa 4 sekä jatkuvuutta soveltamalla saadaan todistettua
representaation pätevän mielivaltaisille kompakteille joukoille.
Kuten aiemmin on käynyt ilmi, U({x}) = u(x), joten yksialkioista valintajoukkoa
arvioiva päätöksentekijä maksimoi odotettua hyötyään von Neumann-Morgenstern -
hyötyfunktionaan funktio u.Gul ja Pesendorfer kutsuvatkin tällä perusteella funktio-
ta u sitoutumisjärjestykseksi (commitment ranking). Tässä työssä samaistan funk-
tion u päätöksentekijän normatiiviseen hyötyyn.
Funktio v puolestaan edustaa houkuttelevuuden voimakkuutta (temptation ran-
king), ja termi v(x)−maxy∈A v(y) itsekurin haittoja hyödyssä mitattuna. Ajatellaan
esimerkkinä kaksialkioista vaihtoehtojoukkoa {x, y}, jolle pätee {x}  {x, y}. Täl-
löin vaihtoehto y siis houkuttelee päätöksentekijää toisessa vaiheessa. Jotta y hou-
kuttelisi, sen täytyy olla houkuttelevampi kuin vaihtoehdon x. Helposti kuitenkin
nähdään, että on oltava {x}  {y}, koska jos olisi {y}  {x}, niin joukkojenvä-
6Kyseisessä lemmassa Gulin ja Pesendorferin muotoilussa on kuitenkin pieni epätarkkuus: he
puhuvat ainoastaan kompaktista joukosta X. Lemma pätee kuitenkin vain äärettömille kompak-
teille joukoille X. Jos joukko X on äärellinen, sillä ei voi olla mitenkään jonoa osajoukkoja, joissa
kussakin on yhtä monta alkiota kuin kyseisen joukon järjestysnumero on jonossa.
28
lisyyden perusteella {y} ∪ {x} = {x, y}  {x}, mikä olisi ristiriidassa oletuksen
kanssa. Koska funktio U edustaa preferenssejä  on edelleen oltava u(x) > u(y).
Jos nyt u(y) + v(y) ≥ u(x) + v(x), niin on oltava v(y) > v(x). Jos puolestaan
u(x) + v(x) > u(y) + v(y), niin pätee
{x}  {x, y} ⇔ U({x}) > U({x, y})⇔ u(x) > u(x) + v(x)− max
w∈{x,y}
v(w)
⇔ max
w∈{x,y}
v(w) = v(y),
eli v(y) > v(x). Joka tapauksessa siis v(y) > v(x), joten voidaan tosiaan sanoa
funktion v olevan houkuttelevuuden mitta.
Tarkastellaan nyt tarkemmin joukkojenvälisyyttä. Jos suunniteltu valinta joukosta
A ∪B on x ja x ∈ A, niin A  A ∪B. Jos joukon A ∪B houkuttelevin valinta on y
ja y ∈ A, ovat joukot A ja A ∪B yhtä hyviä. Siten A  A ∪B ⇔ y /∈ A. Jos sitten
y ∈ B, saadaan A ∪ B  B. Jos tällöin myös x ∈ B, ovat A ∪ B ja B yhtä hyviä.
Näin ollen A ∪ B  B ⇔ x /∈ B. Siis kohdatessaan joukon A ∪ B päätöksentekijä
kärsii houkutuksesta, jos A  A ∪ B, ja vastustaa sitä harjoittamalla itsekuria, jos
A ∪B  B. Tämä johtaa seuraavaan määritelmään:
Määritelmä 2. Päätöksentekijä, jolla on pereferenssit , harjoittaa itsekuria vaih-
toehtojoukossa C, jos on olemassa sellaiset A ja B, että C = A∪B ja A  A∪B  B.
Päätöksentekijä, jolla on preferenssit , harjoittaa itsekuria, jos hän harjoittaa it-
sekuria jossain vaihtoehtojoukossa C ∈ A.
Määritelmä 3. Olkoon f : A 7→ R funktio, joka toteuttaa ylemmän puolijatkuvuu-
den (upper semi-continuity). Määritellään c(A, f) ≡ {x ∈ A : f(x) ≥ f(y) ∀y ∈ A}.
Lause 2. Oletetaan, että funktiot U, u ja v ovat jatkuvia ja lineaarisia ja että funk-
tio U(A) ≡ maxx∈A[u(x) + v(x)] − maxy∈A v(y) edustaa preferenssejä  . Tällöin
seuraavat väittämät ovat yhtäpitäviä:
(i) Henkilö, jolla on pereferenssit  harjoittaa itsekuria vaihtoehtojoukossa A.
(ii) c(A, v) ∩ c(A, u+ v) = ∅.
(iii) On olemassa B ⊂ A, siten että c(A, u+ v) = c(B, u+ v) ja B  A.
Todistus. Lause on todistettu artikkelissa Gul ja Pesendorfer (2001).
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Lause 2 osoittaa, että määritelmän 2 mukainen preferensseihin perustuva itsekurin
määritelmä vastaa intuitiivista käsitystä itsekurista kykynä vastustaa houkutusta.
Näin on, koska kohdat (i) ja (ii) ovat yhtäpitävät. Kohta (iii) vastaa itsekuria pal-
jastettujen preferenssien näkökulmasta: jos joukoista A ja B havaitaan sama toi-
sen vaiheen valinta mutta ensimmäisessä vaiheessa päätöksentekijä haluaisi sitou-
tua suppeampaan joukkoon B, tarkoittaa se, että valinnan tekeminen joukosta A
on epämiellyttävämpää kuin saman valinnan tekeminen joukosta B. Siten voidaan
päätellä, että päätöksentekijä joutuu harjoittamaan itsekuria joukossa A. Kohta (iii)
osoittaa, että itsekurin harjoittaminen voidaan havaita tilanteina, joissa päätöksen-
tekijä ilmaisee halunsa sitoutua, vaikka hänen valintansa ei muuttuisikaan. Näin
ollen se tarjoaa kokeellisesti testattavan käyttäytymisennusteen, joka aiheutuu itse-
kurin harjoittamisesta.
Näin määritelty itsekuri ei kuitenkaan vastaa taloustieteellisessä tutkimuksessa toi-
sinaan käytettyä itsekurin käsitettä, joka tyypillisesti samaistetaan sitoutumiseen.
Dynaamisessa valinnassa siis ajatellaan, että henkilö harjoittaa aiempana ajanhet-
kenä itsekuria sitoutuessaan johonkin päätökseen (ks. esim. luvun 2.3 Thalerin ja
Shefrinin (1980) sekä Schellingin (1984) mallit). Intuition kannalta Gulin ja Pesen-
dorferin itsekurin ja sitoutumisen erottava malli on kuitenkin järkevämpi. Itsekuria
tarvitaan nimenomaan vastustamaan houkutusta kulutushetkellä, kun taas sitoutu-
mista harjoitetaan ennen tätä hetkeä, jotta vältyttäisiin ikävältä itsekurin harjoit-
tamiselta. Tätä ajattelutapaa tukee myös psykologinen kirjallisuus, jonka mukaan
houkutusten voimakkuuteen vaikuttaa esimerkiksi houkutuksen ajallinen ja sijain-
nillinen läheisyys (Loewenstein, 1996). Siten houkutus koetaan voimakkaana nime-
nomaan kulutushetkellä, jolloin se on ainakin ajallisesti lähempänä.7
Koska houkutusten voimakkuutta mitaa funktio v, tilanteessa, jossa se on suhteelli-
sesti funktiota u paljon suurempi, itsekurin harjoittamisesta tulee vaikeampaa. Jos
esimerkiksi funktiota v kerrotaan vakiolla k > 0, houkutuksen vastustaminen aiheut-
taa suurempia kustannuksia. Kun vakion k annetaan kasvaa rajatta, päätöksenteki-
jä ei enää kykene vastustamaan houkutusta vaan valitsee toisessa vaihessa puhtaas-
ti houkuttelevuuden mukaan. Tässä tilanteessa päätöksentekijän preferenssit eivät
7Noor (2007) tarkastelee puolestaan tilannetta, jossa päätöksentekijä kärsii jo ensimmäisessä
vaiheessa houkutuksista, siten että houkuttelevamman vaihtoehdon sisältämä vaihtoehtojoukko on
houkutteleva, ja sitä vastustaakseen päätöksentekijän pitää harjoittaa itsekuria jo ensimmäisessä
vaiheessa. Noor perustelee mallinnustapaansa sillä, että empiirisen tutkimuksen mukaan sitoutumi-
nen ennakolta ei ole niin yleistä ja arvostettua, kuin aiemman teoreettisen tutkimuksen perusteella
pitäisi olla.
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kuitenkaan välttämättä toteuta vahvaa jatkuvuutta. Siksi Gul ja Pesendorfer (2001)
heikentävät aksioomaa 2 kolmella uudella aksioomalla:
Aksiooma 2a (Ylempi puolijatkuvuus): Joukot {B ∈ A : B  A} ovat suljet-
tuja (metriikan dh suhteen) kaikilla A ∈ A.
Aksiooma 2b (Alempi von Neumann-Morgenstern -jatkuvuus): A  B  C ⇒
αA+ (1− α)C  B jollakin α ∈]0, 1[.
Aksiooma 2c (Alempi yksiöjakuvuus): Joukot {x : {y}  {x}} ovat suljettuja
(metriikan dp suhteen) kaikilla y ∈ ∆.
Aksiooma 2a on toinen puoli aksiooman 2 vahvasta jatkuvuudesta. Toinen puoli,
alempi puolijatkuvuus, on aidosti vahvempi ehto kuin aksioomat 2b ja 2c yhdessä,
minkä olen osoittanut lemmassa 6. Aksiooma 2b on puolestaan toinen puoli tavan-
omaisesta von Neumann-Morgenstern -jatkuvuusaksioomasta. Toinen puoli seuraa
aksioomasta 2a, minkä olen myöskin näyttänyt osana lemmaa 6. Lemman 7 todis-
tuksen lopusta nähdään helposti, että aksiooma 2c takaa funktion u jatkuvuuden.
Gulin ja Pesendorferin (2001) lauseen 3 todistus osoittaa, että aksiooman 2c ansios-
ta myös houkutusten suuruutta mittaavasta funktiosta v tulee jatkuva, vaikka vahva
jatkuvuus ei pätisikään 8.
Mikäli houkuttelevin vaihtoehto ei ole yksikäsittäinen, valitsee houkutuksiin sor-
tuva päätöksentekijä houkuttelevimmista vaihtoehdoista normatiivisesti parhaan.
Aksiooma 2a takaa tämän päätössäännön, mikä nähdään seuraavasti: Ajatellaan
joukkoja {x, yk}, joissa yk lähestyy alkiota y. Oletetaan, että u(x) > u(y), u(yk), ja
v(x) = v(y) > v(yk) ∀ k ∈ N. Selvästi {x, yk}  {x} ∀ k, koska molemmista joukois-
ta valitaan sama alkio, joka on myös houkuttelevin, eli x. Koska {x, yk} → {x, y} ja
{B ∈ A : B  {x}} on aksiooman 2a nojalla suljettu, niin {x, y}  {x} (Gamelin ja
Greene, 1999). {x, y}  {x} puolestaan tarkoittaa, että päätöksentekijä odottaa va-
litsevansa kahdesta yhtä houkuttelevasta vaihtoehdosta normatiivisesti paremman
eli sen, jolla u maksimoituu. Jos nimittäin olisi {x}  {x, y}, niin päätöksentekijä
pelkäisi valitsevansa toisessa vaiheessa  ainakin jossain tilanteessa  normatiivises-
ti huonomman vaihtoehdon y ja tästä syystä pitäisi vain vaihtoehdon x sisältävää
vaihtoehtojoukkoa aidosti parempana.
8Gulin ja Pesendorferin (2001) mukaan aksiooma 2c on tarpeeton, jos Z on äärellinen tai jos A
on ainoastaan äärellisten valintajoukkojen kokoelma.
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Lause 3 yleistää lauseen 1 tilanteeseen, jossa päätöksentekijällä on sellaiset prefe-
renssit, ettei hän kykene harjoittamaan itsekuria.
Lause 3. Binäärirelaatio  toteuttaa aksioomat 1, 2a-c, 3 ja 4, jos ja vain jos on
olemassa jatkuvat lineaariset funktiot u ja v siten, että joko funktio
(2) U(A) ≡ max
x∈A
[u(x) + v(x)]−max
y∈A
v(y)
tai funktio
(3) U(A) ≡ max
x∈A
u(x), ehdolla v(x) ≥ v(y) ∀ y ∈ A
kaikilla A ∈ A kuvaa relaatiota .
Todistus. Lause on todistettu artikkelissa Gul ja Pesendorfer (2001).
Gul ja Pesendorfer kutsuvat lauseen 3 mukaisia preferenssejä houkutuspreferensseik-
si (temptation preferences). Tapauksessa, jossa representaatio on funktio (2), ky-
seessä ovat itsekuripreferenssit. Jos sen sijaan päätöksentekijän preferenssejä edus-
taa funktio (3), ovat kyseessä ylivoimaisten houkutusten preferenssit. Molemmissa
tapauksissa voidaan sanoa, että pari (u, v) edustaa preferenssejä  .
Määritelmä 2 johtaa luonnolliseen päätelmään: Päätöksentekijä ei kykene itsekuriin,
jos ei ole olemassa sellaisia vaihtoehtojoukkoja A ja B, joilla A  A ∪ B  B. Yh-
distettynä joukkojenvälisyyden kanssa saadaan itsekuriin kykenemättömälle päätök-
sentekijälle siis ehto: joko A ∼ A∪B tai B ∼ A∪B. Jos siis A  A∪B, vaihtoehto-
joukon B vaihtoehtojen lisääminen joukkoon A aiheuttaa houkutuksen. Tällöin yllä
olevan määritelmän mukaan itsekuriin kykenemättömälle päätöksentekijälle täytyy
päteä B ∼ A∪B, eli päätöksentekijä sortuu vaihtoehtojoukon B houkutuksiin aina,
kun hän sellaisia kohtaa.
Alla oleva todistamatta jätettävä seuraus osoittaa, että houkutuspreferenssien ta-
pauksessa kykenemättömyys itsekuriin on yhtäpitävä nimenomaan representaation (3)
kanssa.
Seuraus 1. Jos  on päätöksentekijän preferenssirelaatio, jota kuvaa pari (u, v),
niin päätöksentekijä ei kykene itsekuriin, jos ja vain jos kaikilla A ∈ A relaatiota 
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kuvaa funktio
U(A) ≡ max
x∈A
u(x), ehdolla v(x) ≥ v(y) ∀ y ∈ A.
Jos (u, v) edustaa preferenssejä , nähdään helposti, että päätöksentekijä ei preferoi
sitoutumista, jos u tai v ovat vakiofunktioita tai u on positiivinen aﬃini transfor-
maatio funktiosta v. Siten sekä itsekuripreferenssit että ylivoimaisten houkutusten
preferenssit sisältävät erikoistapauksena standardin päätöksentekijän. (Gul ja Pe-
sendorfer, 2001.) Jos esimerkiksi v on vakio, itsekuripreferenssien tapauksessa hyö-
tyfunktio on
U(A) = max
x∈A
[u(x) + v¯]− v¯ = max
x∈A
u(x),
joka on siis standarditapauksen hyötyfunktio. Jos kyseessä ovat ylivoimaisten houku-
tusten preferenssit, kaikilla x ∈ A pätee v(x) = v¯ ja erityisesti siis v(x) ≥ v(y) ∀ y ∈
A. Siten hyötyfunktio (3) saa tässäkin tapauksessa muodon
U(A) = max
x∈A
u(x).
Tämä on intuitiivisesti melko selvää. Jos jompikumpi funktioista u tai v on vakio-
funktio, erottaa eri kulutusvaihtoehdot toisistaan vain toinen (ei-vakioinen) näistä
funktioista. Joko siis ei ole houkuttelevuuseroja, jolloin v on vakio, tai normatiivisia
paremmuuseroja, jolloin u on vakio. Eri alkioiden hyvyyttä voidaan tällöin mitata
ainoastaan yhdellä mittarilla, mikä on standarditilanteen mukaista. Jos taas u on
positiivinen aﬃini transformaatio funktiosta v, ne järjestävät eri kulutusvaihtoehdot
samaan järjestykseen, joten niiden voidaan tulkita mittaavan samaa asiaa. Tällöin
houkuttelevin alkio on myös normatiivisesti paras, mikä on jälleen standarditilan-
teen mukaista.
Täysin päinvastainen on tilanne, jossa kaikilla A ∈ A joko {x} ∼ A kaikilla x ∈ A tai
päätöksentekijä preferoi sitoutumista joukossa A. Tällöin sanotaan, että päätöksen-
tekijä preferoi sitoutumista maksimaalisesti. Jos pari (u, v) edustaa preferenssejä ,
päätöksentekijä preferoi sitoutumista maksimaalisesti silloin, ja vain silloin, kun u
on negatiivinen aﬃini transformaatio funktiosta v. (Gul ja Pesendorfer, 2001.) Myös
tämä on intuititiivisesti selvää. Jos u on negatiivinen aﬃini transformaatio funktios-
ta v, nämä funktiot järjestävät kulutusvaihtoehdot keskenään käänteiseen järjestyk-
seen. Tällöin esimerkiksi ylivoimaisten houkutusten preferenssien tapauksessa jokai-
nen vaihtoehtojoukko arvioidaan normatiivisesti huonoimman vaihtoehtonsa kautta.
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Siten päätöksentekijä luonnollisesti haluaa ensimmäisessä vaiheessa sitoutua aina,
kun se on mahdollista  paitsi jos vaihtoehtojoukon kaikki alkiot ovat keskenään
normatiivisesti yhtä hyviä. Jos päätöksentekijä preferoi sitoutumista muttei tee sitä
maksimaalisesti, sanotaan hänen preferenssejään säännöllisiksi.
Lause 4 alla sisältää vahvan tuloksen säännöllisten preferenssien yksikäsitteisyydes-
tä. Yksikäsitteisyys eroaa hieman itsekuripreferenssien ja ylivoimaisten houkutusten
preferenssien tapauksessa.
Lause 4. Oletetaan, että pari (u, v) edustaa säännöllisiä preferenssejä  . Jos pää-
töksentekijä kykenee harjoittamaan itsekuria, myös pari (u′, v′) edustaa preferenssejä
, jos ja vain jos u′ = αu+ βu ja v′ = αv + βv jollain α > 0 ja βu, βv ∈ R.
Jos päätöksentekijä ei kykene itsekuriin, myös pari (u′, v′) edustaa preferenssejä ,
jos ja vain jos u′ = αuu+ βu ja v′ = αvv + βv jollain αu, αv > 0 ja βu, βv ∈ R.
Todistus. Lause on todistettu artikkelissa Gul ja Pesendorfer (2001).
3.2.2 Toinen periodi
Toisen vaiheen valintaa tarkastellaan olettamalla, että päätöksentekijän preferens-
sejä kuvaa binäärirelaatio ∗, joka on määritelty joukossa S ≡ {(A, x) ∈ A × ∆ :
x ∈ A}. Millä tahansa kiinteällä ensimmäisen vaiheen valinnalla A ∈ A relaatio
∗ indusoi preferenssit uhkapelien x ∈ A joukossa seuraavasti: Jos x, y ∈ A, niin
x ∗ind y ⇔ (A, x) ∗ (A, y). Gulin ja Pesendorferin (2001) mukaan päätöksen-
tekijän preferenssit kahden kulutusvaihtoehdon välillä saattava riippua ensimmäi-
sessä vaiheessa valitusta joukosta. Näin ollen joillekin x, y ∈ A ∩ B saattaa päteä
(A, x) ∗ (A, y) ja (B, y) ∗ (B, x). Myöhemmin löydetään kuitenkin ehto, jonka
vallitessa ylläolevaa ei voi tapahtua.
Ensimmäisessä vaiheessa päätöksentekijä arvioi vaihtoehtojoukkoja ottaen huomioon
toisen vaiheen valintansa kustakin joukosta. Siten toisen vaiheen preferenssirelaatio
∗ indusoi ensimmäisen vaiheen preferenssit ∗1 seuraavasti: A ∗1 B ⇔ ∃ x ∈ A, si-
ten että (A, x) ∗ (B, y) kaikilla y ∈ B. Erityisesti on huomattava, että {x} ∗1
{y} ⇔ ({x}, x) ∗ ({y}, y). Päätöksentekijällä on siten yksittäisten vaihtoehtojen
suhteen samat preferenssit ensimmäisessä ja toisessa vaiheessa siinä mielessä, että
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jos hän toisessa vaiheessa arvioi vaihtoehdon x absoluuttisesti parhaaksi, kun vain
kyseinen vaihtoehto on valittavissa, hän myös ensimmäisessä vaiheessa arvioi vain
kyseisen vaihtoehdon sisältävän vaihtoehtojoukon parhaaksi. Koska tämän vaihtoeh-
tojoukon hyötyä mittaa funktio u, on u todella jonkinlainen vaihtoehtojen norma-
tiivisen hyvyyden mittari, joka pätee molemmissa vaiheissa. Siten voidaan tulkita
päätöksentekijällä olevan vaiheiden välillä muuttumattomat mieltymykset yksittäis-
ten kulutusvaihtoehtojen suhteen, eli malli on siis dynaamisesti johdonmukainen.
Preferenssirelaatio ∗ mahdollistaa myös ensimmäisen vaiheen preferenssien yhdis-
tämisen toisen vaiheen valintaan. Jos esimerkiksi preferenssirelaatiota ∗ kuvaa hyö-
tyfunktio
(4) U∗(A, x) = u(x) + v(x)−max
y∈A
v(y),
päätöksentekijä valitsee toisessa vaiheessa vaihtoehdon x ∈ A, joka maksimoi hyödyn
U∗(A, ·). Tällöin hän saavuttaa vaihtoehtojoukossa A hyödyn
max
x∈A
[u(x) + v(x)−max
y∈A
v(y)] = max
x∈A
[u(x) + v(x)]−max
y∈A
v(y).
Ensimmäisessä vaiheessa hän luonnollisesti arvioi kutakin vaihtoehtojoukkoa A ∈ A
tämän korkeimman kyseisestä joukosta saavutettavissa olevan hyödyn mukaan, eli
U(A) = max
x∈A
[u(x) + v(x)]−max
y∈A
v(y),
joten jos preferenssit ovat toisessa vaiheessa hyötyfunktion (4) mukaiset, on päätök-
sentekijällä ensimmäisessä vaiheessa itsekuripreferenssit. Samoin löydetään helposti
sellainen hyötyfunktio U∗, joka edustaa preferenssejä ∗, siten että niistä johdetut
ensimmäisen vaiheen preferenssit ovat ylivoimaisten houkutusten preferenssit. (Gul
ja Pesendorer, 2001.)
Koska päätöksentekijän preferenssit voivat riippua ensimmäisessä vaiheessa vali-
tusta joukosta, voidaan annetut houkutuspreferenssit selvästi johtaa useammista
eri toisen vaiheen preferensseistä (Gul ja Pesendorfer, 2001). Näin on nähdäkse-
ni esimerkiksi tilanteessa, jossa kaksi toisen vaiheen preferenssirelaatiota ∗a ja ∗b
ovat muuten samanlaiset mutta jollakin A pätee (A, x) ∗a (A, y) ∗a (A, z) ja
(A, x) ∗b (A, z) ∗b (A, y). Ero syntyy ainoastaan jossakin vaihtoehtojoukossa, jos-
sa toisen vaiheen relaatiot järjestävät valitsematta jätettävät vaihtoehdot eri jär-
jestykseen. Valitsematta jätettävien alkioiden järjestys ei puolestaan vaikuta koko
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vaihtoehtojoukon arvoon ensimmäisessä vaiheessa. Niinpä nämä relaatiot indusoi-
vat siis ensimmäisen vaiheen relaatiot, jotka järjestävät vaihtoehtojoukot samaan
järjestykseen eli ilmaisevat samat preferenssit.
Relaatiosta ∗ seuraavan käyttäytymisen kokeellisen testaamisen täytyy tapahtua
sen indusoiman, joukossa A määritellyn, ensimmäisen vaiheen relaation ∗1 ja siihen
liittyvän valintafunktion kautta. Jos esimerkiksi jollain joukolla A pätee (A, x) ∗
(A, y), (A, z), ei millään koejärjestelyllä saada selville päätöksentekijän preferenssejä
vaihtoehtojen (A, y) ja (A, z) välillä. Aina, kun toisessa vaiheessa valinta tehdään
joukosta A, valittu vaihtoehto on x, eikä siten mitään tietoa vaihtoehtojen y ja
z järjestyksestä kyseisessä joukossa saada. Tästä syystä nimenomaan joukossa A
määritellyt preferenssit on valittu representaatiolauseiden pohjaksi.
Toisen periodin preferenssejä kuvaavalle binäärirelaatiolle ∗ asetetaan seuraavat
aksioomat:
Aksiooma 1*: ∗ on preferenssirelaatio eli täydellinen ja transitiivinen binää-
rirelaatio.
Aksiooma 2*a (Ylempi puolijatkuvuus): Joukot
{(A, x) ∈ A×∆ : (A, x) ∗ (B, y)} ovat suljettuja kaikilla (B, y) ∈ A×∆.
Aksiooma T1: A ⊂ B ⇒ (A, x) ∗ (B, x).
Aksiooma T2: ({x}, x) ∗ ({x, y}, x)⇒ ({x, y}, y) ∗ ({y}, y).
Aksiooma T3: (A, x) ∗ (A ∪ {y}, x)⇒ ({z}, z) ∗ ({y, z}, z) ∀ z ∈ A.
Aksioomat 1* ja 2* ovat tavanomaiset. Sen sijaan aksioomat T13 koskevat sitä, mi-
ten ensimmäisellä periodilla valittu vaihtoehtojoukko vaikuttaa toisen periodin pre-
ferensseihin, kun toisen periodin valinta on kiinnitetty. Aksiooma T1 tarkoittaa, että
jos kiinnitetään vaihtoehdon x valinta jostain vaihtoehtojoukosta, päätöksentekijän
asema ei voi heiketä, kun tästä vaihtoehtojoukosta poistetaan muita, mahdollisesti
houkuttelevia alkioita, ja sitten valitaan tästä suppeammasta joukosta vaihtoehto x
(Gul ja Pesendorfer, 2001).
Aksioomassa T2 osa ({x}, x) ∗ ({x, y}, x) tarkoittaa yksinkertaisesti sitä, että pää-
töksentekijä valitsee mieluummin vaihtoehdon x, kun vain se on saatavilla, kuin sa-
man vaihtoehdon, kun myös y on saatavilla. Toisin sanoen y aiheuttaa houkutuksen
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poiketa vaihtoehdon x valitsemisesta. Yksinkertaisuuden vuoksi voidaan sanoa, että
vaihtoehto y houkuttelee tällöin vaihtoehtoa x. Siten aksiooma T2 tarkoittaa, et-
tä mikäli y houkuttelee vaihtoehtoa x, x ei voi houkutella vaihtoehtoa y. (Gul ja
Pesendorfer, 2001.) On huomioitava, että se, että x ei houkuttele vaihtoehtoa y, ei
tarkoita tässä, etteikö x olisi parempi vaihtoehto. Houkuttelemattomuus yksinker-
taisesti tarkoittaa, että jos vaihtoehto y joka tapauksessa valitaan, ei vaihtoehdon x
läsnäolo ainakaan heikennä päätöksentekijän asemaa. Tämä ei liene psykologisesti
kovinkaan realistista. Syyllisyys saattaa aiheuttaa sen, että houkuttelevan vaihtoeh-
don valitseminen on mieluisampaa, kun vain se on valittavissa, kuin jos valittavissa
olisi myös normatiivisesti parempi vaihtoehto (Kopylov, 2012).
Aksiooma T3 tulkitaan yksinkertaisesti niin, että vaihtoehdon y lisääminen vaih-
toehtojoukkoon A on päätöksentekijälle haitallista ainoastaan, jos se houkuttelee
joukon A kaikkia vaihtoehtoja. Yksinkertaisemmin sanottuna vaihtoehtojoukon vai-
kutus kiinteään toisen periodin valintaan tapahtuu ainoastaan kyseisen joukon hou-
kuttelevimman vaihtoehdon kautta. (Gul ja Pesendorfer, 2001).
Lause 5 osoittaa, että aksioomien 1*, 2*a ja T13 ollessa voimassa indusoitu en-
simmäisen vaiheen preferenssirelaatio toteuttaa joukkojenvälisyysaksiooman. Tulos
viittaa siihen, että joukkojenvälisyys on nimenomaan sellainen ensimmäisen vai-
heen preferenssien ominaisuus, joka liittyy toisessa vaiheessa koettuihin houkutuk-
siin. Koska aksioomat T13 formalisoivat Gulin ja Pesendorferin ajatuksen siitä,
mitä houkuttelevuus on, niiden implikoima joukkojenvälisyys on perusteltu ilmiön
formalisointi ensimmäisessä vaiheen käyttäytymisen mallintamisessa.
Lause 5. Jos ∗ toteuttaa aksioomat 1*, 2*a ja T13, siitä johdettu ensimmäisen
periodin preferenssirelaatio ∗1 toteuttaa aksiooman 4.
Todistus. Lause on todistettu artikkelissa Gul ja Pesendorfer (2001).
Lausetta 6 varten tarvitaan seuraava määritelmä:
Määritelmä 4. ∗ on minimaalisesti yhdenmukainen (minimally congruent), jos
A  {y} ∀ A ∈ A ⇒ ({x, y}, x) ∗ ({x}, x) kaikilla x ∈ ∆.
Minimaalisen yhdenmukaisuuden vaatimus on mielestäni jossain määrin rajoittava,
koska se edellyttää, että normatiivisessa mielessä huonoin vaihtoehto, määritelmässä
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vaihtoehto y, ei ole houkuttelevampi kuin mikään toinen vaihtoehto. Monesti kui-
tenkin juuri etukäteen ajateltuna huonoimmat vaihtoehdot osoittautuvat kaikkein
houkuttelevimmiksi.
Lause 6. Oletetaan, että minimaalisesti yhdenmukainen relaatio ∗ toteuttaa ak-
sioomat 2*a ja T13 ja siitä johdottu relaatio ∗1 on säännöllinen houkutusprefe-
renssirelaatio. Jos pari (u, v) edustaa relaatiota ∗1, niin ({x}, x) ∗ ({x, y}, x) ⇔
v(y) > v(x).
Todistus. Lause on todistettu artikkelissa Gul ja Pesendorfer (2001).
Aiemmin tehty tulkinta siitä, että funktio v on houkuttelevuuden mitta, saa vahvis-
tuksen lauseessa 6. Jos ensimmäisen vaiheen johdettua preferenssirelaatiota edustaa
joko funktio (2) tai funktio (3), vaihtoehto y on houkuttelevampi kuin vaihtoeh-
to x, jos ja vain jos v(y) > v(x). Funktion v yksikäsitteisyyden takaamista varten
indusoidun relaation ∗1 tulee olla säännöllinen, eli funktioiden u ja v lineaarisesti
riippumattomat.
Gulin ja Pesendorferin artikkelissa lauseen muotoilussa virheellisesti oletetaan, et-
tä nimenomaan relaation ∗1 pitäisi olla minimaalisesti yhdenmukainen. Tarvittava
oletus on kuitenkin todellisuudessa se, että relaatio ∗ on minimaalisesti yhdenmu-
kainen. Minimaalista yhdenmukaisuutta tarvitaan lauseen todistuksessa tilantees-
sa, jossa x ja y ovat u-maksimaalisia vaihtoehtoja, mikä käy ilmi lauseen todis-
tuksen loppuosasta. Siten sen voi korvata oletuksella, että joko x tai y yllä ei ole
u-maksimaalinen vaihtoehto (Gul ja Pesendorfer, 2001).
Lauseen todistuksen ajatuksesta saa käsityksen ajattelemalla tapausta, jossa u(x) >
u(y). Koska (u, v) edustaa relaatiota ∗1, lauseesta 3 seuraa, että {x} ∗1 {x, y} ⇔
v(x) < v(y). Toisaalta lauseen 3 ja relaation ∗1 määritelmän perusteella pätee myös
u(x) > u(y) ⇔ {x} ∗1 {y} ⇔ ({x}, x) ∗ ({y}, y). Koska aksiooman T1 nojalla
({y}, y) ∗ ({x, y}, y), niin saadaan edellisistä ({x}, x) ∗ ({y}, y) ∗ ({x, y}, y).
Määritelmän mukaan {x} ∗1 {x, y} ⇔ ({x}, x) ∗ ({x, y}, x). Saadaan siis lopulta
({x}, x) ∗ ({x, y}, x)⇔ {x} ∗1 {x, y} ⇔ v(x) < v(y). (Gul ja Pesendorfer, 2001.)
Toisessa vaiheessa päätöksentekijä valitsee ensimmäisessä vaiheessa valitsemastaan
vaihtoehtojoukosta ∗-maksimaalisen kulutusvaihtoehdon. Siten hän maksimoi re-
laatiosta ∗ johdettua ehdollista preferenssirelaatiota käsillä olevassa vaihtoehtojou-
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kossa. Jos päätöksentekijällä on toisessa vaiheessa relaation ∗ mukaiset preferens-
sit, merkitään toisen vaiheen valintafunktiota c∗(·,∗). Kiinteällä valintajoukolla A
se toteuttaa ehdon
c∗(A,∗) ≡ {x ∈ A : (A, x) ∗ (A, y) ∀ y ∈ A}.
Lause 7 osoittaa, että jos preferensseistä ∗ johdettu ensimmäisen vaiheen relaatio
∗1 on houkutuspreferenssirelaatio, päätöksentekijän valintakäyttäytyminen toisessa
vaiheessa on todella lauseen 3 representaatioiden ennakoiman mukainen. Jos siis
henkilö kykenee itsekuriin, hän maksimoi toisessa vaiheessa funktiota u + v, jos
hän puolestaan sortuu aina houkutuksiin, maksimoi hän toisessa vaiheessa ensin
funktiota v ja sitten funktiota u.
Lause 7. Oletetaan että ∗ toteuttaa aksioomat 2* ja T13 ja on minimaalisesti
yhdenmukainen. Oletetaan lisäksi, että ∗1 on houkutuspreferenssirelaatio, jota kuvaa
pari (u, v), jossa u ei ole vakio. Tällöin ∗1 edustaa joko itsekuripreferenssejä ja
c∗(A,∗) = c(A, u + v) kaikilla A ∈ A, tai ylivoimaisten houkutusten preferenssejä
ja c∗(A,∗) = c(c(A, v), u) kaikilla A ∈ A.
Todistus. Lause on todistettu artikkelissa Gul ja Pesendorfer (2001).
Lauseessa 7 minimaalinen yhdenmukaisuus on jälleen melko vahva ehto. Se voidaan
jättää pois, jos joukko Z on äärellinen, jolloin tulos pätee sellaisille joukoille A, jotka
eivät sisällä uhkapelejä joukon ∆ reunalta (Gul ja Pesendorfer, 2001).
Selvästi lauseen 7 oletusten mukainen valintakäyttäytyminen on riippumaton käsillä
olevasta valintajoukosta. Päätöksentekijä siis valitsee toisessa vaiheessa jonkin funk-
tion u + v maksimoivista kulustusvaihtoehdoista riippumatta siitä, mistä joukosta
hän joutuu valintansa tekemään. Tämä toisen vaiheen johdonmukainen käyttäyty-
minen ei kuitenkaan seuraa pelkästään relaatiolle ∗ asetetuista aksioomista 1*,
2*a ja T13, vaan sen toteutumiseksi on myös indusoidun ensimmäisen vaiheen pre-
ferenssirelaation ∗1 toteutettava aksiooma 3 eli riippumattomuus. Mikäli näin ei
ole, päätöksentekijän preferenssit kahden vaihtoehdon x ja y välillä saattavat riip-
pua joukosta A, vaikka ∗1 toteuttaakin joukkojenvälisyyden. Siten päätöksentekijä
saattaa valita vain vaihtoehdon x joukosta A ja vaihtoehdon y joukosta B, vaikka
x, y ∈ A ∩ B, ja rikkoa näin ollen Houthakkerin aksioomaa. (Gul ja Pesendorfer,
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2001.)
3.3 Itsekurin ja sitoutumishalun mittaaminen
Mallinsa sovelluksena Gul ja Pesendorfer muotoilevat kaksi tulosta, jotka mahdollis-
tavat sitoutumishalun ja itsekurin vahvuuden mittaamisen representaatioissa käy-
tettyjen funktioiden u ja v avulla. Nämä mittarit eivät tietenkään ole mitenkään ab-
soluuttiset, vaan niitä on tarkoitus hyödyntää nimenomaan kaksien eri houkutuspre-
ferenssien ilmentämän sitoutumishalun ja itsekurin voimakkuuden vertailuun.
Määritelmä 5. Preferenssit 1 ilmaisevat suurempaa sitoutumishalua kuin prefe-
renssit 2, jos kaikilla A ∈ A pätee: kun päätöksentekijä, jolla on preferenssit 2,
preferoi sitoutumista joukossa A, myös päätöksentekijä, jolla on preferenssit 1, pre-
feroi sitoutumista joukossa A.
Lause 8 muotoilee suhteellisen sitoutumishalun voimakkuuden parin (u, v) avulla
säännöllisten preferenssirelaatioiden 1 ja 2 tapauksessa.
Lause 8. Olkoot 1 ja 2 kaksi säännöllistä houkutuspreferenssirelaatiota, ja ku-
vatkoon pari (u1, v1) relaatiota 1 . Tällöin 1 ilmaisee suurempaa sitoutumishalua
kuin 2, jos ja vain jos on olemassa funktiot u2 ja v2, siten että pari (u2, γv2) kuvaa
relaatiota 2 ja
u2 = αu1 + (1− α)v1,
v2 = βu1 + (1− β)v1,
jollain α, β ∈ [0, 1] ja γ > 0.
Todistus. Lause on todistettu artikkelissa Gul ja Pesendorfer (2001).
Lauseen 8 sisältö on intuitiivisesti selvä. Ajatellaan funktioiden u1, v1, u2 ja v2 uh-
kapelin x ∈ ∆ kautta kulkevia indiﬀerenssikäyriä. Lauseen mukaan relaatiolla 1
on suurempi sitoutumishalu kuin relaatiolla 2, jos ja vain jos funktioiden u2 ja v2
indiﬀerenssikäyrät ovat konvekseja kombinaatioita funktioiden u1 ja v1 indiﬀerens-
sikäyristä. Tämä puolestaan tarkoittaa sitä, että relaatiolla 1 on suurempi sitou-
tumishalu kuin relaatiolla 2, jos ja vain jos funktiot u2 ja v2 ovat lähempänä
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toisiaan kuin funktiot u1 ja v1. Toisin sanoen sitoutumishalu on sitä suurempi, mitä
suurempi on normatiivisen hyvyyden ja houkuttelevuuden ero. Tämä on loogista,
koska sitoutumisen hyöty kumpuaa juuri ex ante -arvioidun hyvyyden ja houkutte-
levuuden ristiriidasta. (Gul ja Pesendorfer, 2001.)
Määritelmä 6. Preferenssirelaatio 1 harjoittaa vahvempaa itsekuria kuin prefe-
renssirelaatio 2, jos kaikilla A ∈ A pätee: jos päätöksentekijä, jolla on preferenssit
2, harjoittaa itsekuria joukossa A, niin myös päätöksentekijä, jolla on preferenssit
1, harjoittaa itsekuria joukossa A.
Koska päätöksentekijä, jolla on ylivoimaisten houkutusten preferenssit, sortuu aina
houkutukseen, kyseiset preferenssit vastaavat heikointa kykyä itsekuriin. Siksi itse-
kurin vahvuutta käsittelevässä tuloksessa on mielekästä keskittyä vain itsekuriprefe-
rensseihin. Lause 9 muotoilee itsekurin harjoittamisen suhteellisen vahvuuden parin
(u, v) avulla säännöllisten preferenssirelaatioiden 1 ja 2 tapauksessa.
Lause 9. Olkoot 1 ja 2 kaksi säännöllistä itsekuripreferenssirelaatiota, ja kuvat-
koon pari (u1, v1) relaatiota 1 . Tällöin 1 harjoittaa vahvempaa itsekuria kuin 2,
jos ja vain jos on olemassa funktiot u2 ja v2, siten että pari (u2, γv2) kuvaa relaatiota
2 ja
u2 + v2 = α(u1 + v1) + (1− α)v1,
v2 = β(u1 + v1) + (1− β)v1,
jollain α, β ∈ [0, 1] ja γ > 0.
Todistus. Gul ja Pesendorfer eivät todista lausetta vaan vetoavat lauseen 2 mahdol-
listamaan analogiaan lauseen 8 todistuksen kanssa.
Myös lause 9 on sisällöltään melko helposti käsitettävissä. Ajatellaan funktioiden
u1+v1, v1, u2+v2 ja v2 uhkapelin x ∈ ∆ kautta kulkevia indiﬀerenssikäyriä. Lauseen
mukaan 1 harjoittaa vahvempaa itsekuria kuin 2, jos ja vain jos funktiot u2 + v2
ja v2 ovat kumpikin konvekseja kombinaatioita funktioista u1 + v1 ja v1. Siten 1
harjoittaa vahvempaa itsekuria kuin 2, jos ja vain jos toisen vaiheen valintakäyttäy-
tymistä kuvaava funktio u+ v ja vaihtoehtojen houkuttelevuutta kuvaava funktio v
ovat lähempänä toisiaan relaation 2 kuin 1 tapauksessa. Koska itsekuri viittaa
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nimenomaan kykyyn valita houkuttelevuutta vastustaen, tarvitaan sitä luonnolli-
sesti enemmän, kun valinta on suuremmassa ristiriidassa houkuttelevuuden kanssa.
(Gul ja Pesendorfer, 2001.)
Koska relaation 1 relaatiota 2 suurempi sitoutumishalu liityy siihen, että pari
(u2, v2) on lähempänä toisiaan kuin pari (u1, v1), ja koska toisaalta relaation 1
relaatiota 2 vahvempi itsekurin harjoittaminen puolestaan liittyy siihen, että pa-
ri (u2 + v2, v2) on lähempänä toisiaan kuin pari (u1 + v1, v1), voivat suurempi si-
toutumishalu ja vahvempi itsekurin harjoittaminen esiintyä samanaikaisesti (Gul ja
Pesendorfer, 2001).
3.4 Huomioita
3.4.1 Dynaamisen johdonmukaisuuden ongelma
Strotz (1955) kiinnitti ensimmäisenä huomiota päätöksentekijän mahdolliseen ha-
luun sitoutua dynaamisessa valinnassa. Hänen mallissaan syy sitoutumishalulle on
preferenssien muutos siirryttäessä periodilta toiselle. Tätä preferenssien ajassa ta-
pahtuvaa muutosta kutsutaan dynaamiseksi epäjohdonmukaisuudeksi. Gul ja Pesen-
dorfer (2001) mainitsevat moneen otteeseen, että heidän mallinsa päätöksentekijä
on dynaamisesti johdonmukainen, eli hänen preferenssinsä eivät muutu periodien
välillä. Tämä tulkinta vaatii kuitenkin lähempää tarkastelua.
Ajatellaan esimerkiksi päätöksentekijää, jolla on ylivoimaisten houkutusten prefe-
renssit. Kuten aiemmin on jo mainittu, ensimmäisessä vaiheessa vain yhden uhka-
pelin sisältävistä joukoista saatava hyöty on sama kuin kyseisen uhkapelin sitou-
tumishyöty: U({x}) = u(x). Siten voidaan ajatella, että päätöksentekijä jossain
mielessä järjestää yksittäiset uhkapelitkin jo ensimmäisessä vaiheessa järjestykseen.
Tätä järjestystä kuvaa funktio u, ja siihen perustuu myös sekä Gulin ja Pesendor-
ferin artikkelissa että tässä työssä käytetty terminologia ex ante -paremmasta tai
normatiivisesti paremmasta vaihtoehdosta. Kuitenkin toisessa vaiheessa samainen
päätöksentekijä maksimoi funktiota v. Jos valintajoukkona on siis koko uhkapelien
joukko ∆, järjestää funktio v kaikki uhkapelit järjestykseen, ja tasapelien sattuessa
funktio u ratkaisee järjestyksen. Päätöksentekijällä on siis jossain mielessä kuitenkin
kahdet eri preferenssit uhkapelien joukossa; ensimmäisessä vaiheessa preferenssejä
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kuvaa funktio u ja toisessa funktio v.
Miksi Gul ja Pesendorfer (2001) siis väittävät päätöksentekijäänsä dynaamisesti joh-
donmukaiseksi? Koska ensimmäisen vaiheessa päätöksentekijällä on preferenssit ai-
noastaan vaihtoehtojoukkojen kokoelmassa ja toisessa vaiheessa vaihtoehtojoukko-
jen ja niihin kuuluvien alkioiden muodostamien parien joukossa, voidaan ajatella,
että mitään kiinteässä joukossa määriteltyjen preferenssien ajallista muuttumista
ei tapahdu. Strotzin mallissa päätöksentekijän ensimmäisen vaiheen persoona on
etulyöntiasemassa, koska hän pystyy ennakoimaan toisen vaiheen persoonan pre-
ferenssit ja sitä kautta ensimmäisessä vaiheessa varmistamaan sen hetkisten prefe-
renssiensä kannalta mahdollisimman hyvän toisen vaiheen valinnan (consistent plan-
ning). Tässä mielessä päätöksentekijä, jolla on ylivoimaisten houkutusten preferens-
sit, toimii samoin. Erona on ainoastaan se, että Gulin ja Pesendorferin mallissa
syy sitoutumishalulle ei ole preferenssien muuttumisessa vaan altistumisessa hou-
kutuksille toisessa vaiheessa. Toisaalta kuulostaa lähinnä semantiikalta tehdä ero
preferenssien muuttumisen ja houkutuksille altistumisen välillä, sillä juuri houku-
tuksethan johtavat hetkellisten mieltymysten muuttumiseen.
Toinen mallin dynaamista johdonmukaisuutta perusteleva tekijä näkyy toisen vai-
heen preferenssirelaation ja siitä johdetun ensimmäisen vaiheen preferenssirelaation
suhteessa. Koska {x} ∗1 {y} ⇔ ({x}, x) ∗ ({y}, y), voidaan ajatella, että kun toi-
sessa vaiheessa ei jouduta valitsemaan  eikä siten kärsitä houkutuksistakaan  pää-
töksentekijä arvottaa yksittäiset kulutusvaihtoehot samoin molemmilla periodeilla.
Näin ollen hän on dynaamisesti johdonmukainen.
Joka tapauksessa Strotzin malli sekä Gulin ja Pesendorferin mallin ylivoimaisten
houkutusten päätöksentekijä johtavat samanlaiseen käyttäytymiseen. Tästä syystä
joissain myöhemmissä Gulin ja Pesendorferin mallin muotoiluissa ylivoimaisten hou-
kutusten preferenssejä kutsutaankin Strotz-preferensseiksi (Lipman ja Pesendorfer,
2011). Mallit eivät kuitenkaan ole täysin identtiset juuri dynaamisen johdonmukai-
suuden takia. Se takaa, että Gulin ja Pesendorferin mallin päätöksentekijä voi yksi-
selitteisesti paremmin, kun valintajoukoista poistetaan houkutuksia. Ajatellaan esi-
merkiksi seuraavaa tilannetta: Mahdollisia kulutusvaihtoehtoja ovat x ja y, joista x
on normatiivisesti parempi ja y houkuttevampi. Päätöksentekijä, jolla on ylivoimais-
ten houkutusten preferenssit, valitsee toisessa vaiheessa valintajoukosta {x, y} vaih-
toehdon y. Tällöin hänen hyötynsä ensimmäisessä vaiheessa on U({x, y}) = u(y),
jos oletetaan, ettei yksiötä {x} voi valita. Jos vaihtoehdon y saatavuus jollain po-
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litiikkatoimella poistetaan ja päätöksentekijälle jää ensimmäisessä vaiheessa valit-
tavaksi vain yksiö {x}, hänen ensimmäisen vaiheen hyötynsä on U({x}) = u(x).
Koska u(x) > u(y), saa päätöksentekijä ensimmäisessä vaiheessa suuremman hyö-
dyn politiikkatoimen jälkeen. Koska {x} ∗1 {x, y} ⇔ ({x}, x) ∗1 ({x, y}, y), niin
myöskin toisessa vaiheessa päätöksentekijän hyöty on suurempi, kun hän voi valita
vain vaihtoehdon x sen sijaan, että sortuisi joukossa {x, y} houkutukseen y. Näin
ollen Gulin ja Pesendorferin mallissa päätöksentekijä voi ylivoimaisten houkutus-
ten preferenssien tapauksessa yksiselitteisesti paremmin, kun houkutus poistetaan.
Sen sijaan Strotzin mallissa jokin tietty politiikkatoimi johtaa yleensä ristiriitaiseen
vaikutukseen päätöksentekijän hyvinvoinnille, koska hänen hyötynsä paranee jonkin
mutta heikkenee toisen ajanhetken näkökulmasta arvioituna.
Jos päätöksentekijällä on itsekuripreferenssit, hän on dynaamisesti epäjohdonmu-
kainen siinä mielessä, että jälleen ensimmäisessä vaiheessa hän järjestää funktion
u mukaan yksittäisistä uhkapeleistä koostuvat joukot järjestykseen mutta toisessa
vaiheessa tämä järjestys muotoutuu funktion u + v mukaan. Kuten yllä kuitenkin
mainittiin, preferenssit on eri vaiheissa määritelty eri joukoissa, joten ne eivät varsi-
naisesti muutu periodien välillä. Toisaalta toisen vaiheen preferenssit ja niistä johde-
tut ensimmäisen vaiheen preferenssit ovat yllä mainittuun tapaan yksiöiden joukossa
yhdenmukaiset. Nämä molemmat seikat puoltavat dynaamista johdonmukaisuutta
itsekuripreferenssien tapauksessakin.
3.4.2 Muita kysymyksiä
Se, että päätöksentekijä, jolla on ylivoimaisten houkutusten preferenssit, arvioi en-
simmäisessä vaiheessa kutakin vaihtoehtojoukkoa sen sisältämän normatiivisesti par-
haan vaihtoehdon kautta, antaa aiheen kysyä, miksi toisen vaiheen valintansa en-
nakoiva päätöksentekijä, jolla on itsekuripreferenssit, ei toimi samoin. Miksi siis
ensimmäisessä vaiheessa itsekuripreferenssien tapauksessa päätöksentekijä ei arvioi
vaihtoehtojoukkoa A hyötyfunktion
(5) U(A) = max
x∈A
u(x) s.e. u(x) + v(x) ≥ u(y) + v(y) ∀y ∈ A
mukaan? Kysymys liittyy läheisesti dynaamiseen johdonmukaisuuteen. Jos repre-
sentaatio olisi funktion (5) kaltainen, päätöksentekijä muistuttaisi jälleen Strotzin
mallin kaksipersoonaista päätöksentekijää, jonka ensimmäisen vaiheen persoona
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toimisi oman intressinsä, eli funktion u, mukaan ennakoiden toisen vaiheen persoo-
nan valinnan, joka maksimoi funktiota u + v. Tulkinnallisesti kyse on siitä, että
Gulin ja Pesendorferin mallissa päätöksentekijä on yksi kokonaisuus. Ensimmäises-
sä vaiheessa hän ei kuluta mitään, joten hän ei varsinaisesti koe mitään hyötyä
tai nautintoa valinnoistaan. Hän ainoastaan ennakoi toisen vaiheen kulutusvalin-
tansa ja arvioi sen mukaan kutakin vaihtoehtojoukkoa ottaen huomioon sen, että
toisessa vaiheessa valinnan tekemiseen vaikuttaa houkutus. Päätöksentekijä on siis
ensimmäisessä vaiheessakin kiinnostunut myöskin toisen vaiheen hyvinvoinnistaan,
ei pelkästään normatiivisesti mahdollisimman hyvästä vaihtoehdosta.
Jos ajatellaan yksinkertaisesti vaihtoehtoja x ja y, joista x on normatiivisesti parem-
pi, y houkuttelevampi ja u(x) + v(x) > u(y) + v(y), huomataan, että representaa-
tio (5) järjestäisi vaihtoehtojoukot {x} ja {x, y} yhtä hyviksi, koska niistä valitaan
sama vaihtoehto. Näin ei kuitenkaan Gulin ja Pesendorferin mallissa voi olla, kos-
ka valitsematta jätettävä vaihtoehto y aiheuttaa houkutuksen tehden vaihtoehdon
x valitsemisesta epämieluisampaa tilanteessa {x, y} kuin tilanteessa {x}. Selvästi
tämän epämieluisuuden on jotenkin välityttävä ensimmäisen vaiheen preferenssei-
hin. Ylivoimaisten houkutusten preferenssien tapauksessa tilanne on toinen, kos-
ka päätöksentekijä toisessa vaiheessa joka tapauksessa valitsee houkuttelevimman
vaihtoehdon eikä siten kärsi valinnastaan mitään epämieluisaa tunnetta. Näin ollen
ensimmäisessä vaiheessa hän voi arvioida kutakin vaihtoehtojoukkoa sen mukaan,
mikä näistä houkuttelevimmista vaihtoehdoista on normatiivisesti paras.
Toinen mallista luonnollisesti nouseva kysymys liittyy itsekurin käsitteen ymmärtä-
miseen arkikielessä. Jos päätöksentekijä itsekuripreferenssien tapauksessa kykenee
itsekuriin, miksi hän kaikesta huolimatta valitsee funktion u+v mukaan eikä maksi-
moi yksinkertaisesti normatiivista hyötyään u? Eikö siis päätöksentekijä kykene niin
voimakkaaseen itsekuriin, että houkuttelevuudella ei olisi valinnassa mitään painoar-
voa? Näin ei GP-mallin tapauksessa ole. Oletus on, että päätöksentekijä aistii joka
tapauksessa houkutukset, ja vaikka hän olisikin kykeneväinen itsekuriin, vahvat hou-
kutukset vaikuttavat hänen preferensseihinsä niin, ettei normatiivinen paremmuus
ole hänen mielestään täysin houkutuksen vastustamisen arvoista. Hän siis jossain
mielessä maksimoi normatiivista hyötyään vähennettynä tässä normatiivisessa hy-
vyydessä pitäytymisen aiheuttamilla kustannuksilla. Siksi hän valitsee tasasuhteise-
na kompromissina normatiivisen hyvyyden ja houkuttelevuuden välillä maksimoiden
funktiota u+ v. Tätä mallinnustapaa tukee muun muassa Loewenstein (2000), jon-
ka mukaan voimakkaiden tunnetilojen tai fyysisten tarpeiden huomiotta jättäminen
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päätöksenteossa ei ole optimaalista. Vaikka normatiivinen tarve olisikin välttää esi-
merkiksi epäterveellisiä sokeroituja ruokia, ovat nälkä ja huimaus tavallisesti sellaisia
merkkejä verensokerin laskusta, jotka kannattaa päätöksenteossa huomioida ja jot-
ka siten tekevät esimerkiksi suklaapatukan syömisestä optimaalisen tavan toimia.
Luvussa 4.1 esittelen Gulin ja Pesendorferin mallin laajennuksen, jossa päätöksen-
tekijä voi painottaa valinnassaan normatiivista hyvyyttä ja houkuttelevuutta myös
epätasaisesti.
3.4.3 Yhteys monipersoonaisiin malleihin
Koska GP-malli on dynaamisesti johdonmukainen, se eroaa selvästi hyperbolisen
ja kvasi-hyperbolisen diskonttauksen malleista. Sen sijaan toisessa vaiheessa koettu
houkutus ja sitä vastustamaan pyrkivä itsekuri muistuttaa käsitteellisesti moniper-
soonaisten mallien ongelmanasettelua. Tämän havainnon tekevät myös Bénabou ja
Pycia (2002) tulkitessaan GP-mallia Thalerin ja Sherfrinin (1981) monipersoonaisen
mallin kautta ja osoittaessaan formaalin yhteyden näiden mallien välillä. Oleellinen
huomio tämän yhteyden luomisessa on, että päätöksentekijällä on itse asiassa toises-
sa vaiheessa kahdet preferenssit. Toisia kuvaa funktio u+v, jonka mukaan päätöksen-
tekijä itsekuripreferenssien tapauksessa tekee lopullisen valintansa, ja toisia funktio
v, joka vastaa vaihtoehtoja, jotka houkuttelevat päätöksentekijää siinä mielessä, et-
tä niiden valitsematta jättäminen aiheuttaa kustannuksia. Vaikka päätöksentekijä
siis onkin dynaamisesti johdonmukainen vaiheiden välillä, konﬂikti ilmenee henkilön
sisäinen toisessa vaiheessa preferenssien u+ v ja v erona.
Noudattaen Thalerin ja Shefrinin (1981) terminolgiaa, Bénabou ja Pycia mallinta-
vat päätöksentekijän toisessa vaiheessa kahtena persoonana: suunnittelija (planner)
on kiinnostunut sekä ex ante -hyödystä u että houkuttelevuudesta v painottaen niitä
yhtälaisesti, ja tekijä (doer) on kiinnostunut ainoastaan houkuttelevuudesta v. Sen
sijaan ensimmäisessä vaiheessa päätöksentekijä on jakaantumaton ja kiinnostunut
kustakin valintajoukosta A tehtävän valinnan x˜ odotetusta hyödystä funktion u mu-
kaan mitattuna. Siispä UBP (A) = E(u(x˜)). On siis huomattava, että toisen vaiheen
valinta kustakin joukosta ei ole deterministinen; kohdatessaan toistuvasti saman va-
lintajoukon, päätöksentekijä ei joka kerralla valitse siitä samaa kulutusvaihtoehtoa.
Voidaan ajatella aiemman terminologian mukaisesti, että funktio u mittaa jollain
tavalla pitkän aikavälin tai normatiivisia preferenssejä toisen vaiheen kulutusvaih-
toehtojen joukossa ja funktio v lyhyen aikavälin preferenssejä, joihin vaikuttaa esi-
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merkiksi vaihtoehtojen ajallinen ja aistimuksellinen läheisyys.
Toisessa vaiheessa suunnittelija että tekijä pelaavat peliä toisiaan vastaan. Olkoon
A vaihtoehtojoukko, josta päätöksentekijä valitsee toisessa vaiheessa, y vaihtoeh-
to, joka maksimoi funktion v, ja x vaihtoehto, joka maksimoi funktion u + v. Siten
suunnittelija haluaa pelin lopputuloksen olevan x ja tekijä y. Kumpikin valitsee
samanaikaisesti, kuinka paljon hyötyään vähentäviä resursseja haluaa käyttää saa-
vuttaakseen haluamansa lopputuloksen. Merkitään näitä resursseja rP ja rD9. Pelin
teknologian oletetaan olevan sellainen, että suunnittelija voittaa todennäköisyydel-
lä px ≡ rPrP+rD ja tekijä todennäköisyydellä py ≡
rD
rP+rD
. Siten suunnittelija valitsee
sellaisen rP , joka on maksimointiongelman
max
rP
[(
rP
rP + rD
)
(u+ v)(x) +
(
rD
rP + rD
)
(u+ v)(y)− rP
]
ratkaisu, ja tekijä sellaisen rD, joka on maksimointiongelman
max
rD
[(
rP
rP + rD
)
v(x) +
(
rD
rP + rD
)
v(y)− rD
]
ratkaisu.
Ensimmäisen asteen ehdoista saadaan
d
drP
[(
rP
rP + rD
)
(u+ v)(x) +
(
rD
rP + rD
)
(u+ v)(y)− rP
]
= 0
⇔
[(
rP + rD − rP
(rP + rD)2
)
(u+ v)(x) +
( −rD
(rP + rD)2
)
(u+ v)(y)− 1
]
= 0
⇔
[(
rD
(rP + rD)2
)
(u+ v)(x)−
(
rD
(rP + rD)2
)
(u+ v)(y)− 1
]
= 0
⇔ rD(u+ v)(x)− rD(u+ v)(y) = (rP + rD)2
⇔ rD = (rP + rD)
2
(u+ v)(x)− (u+ v)(y) ,
9Kummankin persoonan käyttämät resurssit voidaan ajatella esimerkiksi energiana, joka kuluu
ristiriitaisten halujen kamppailun ratkaisemiseen.
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sekä vastaavalla tavalla
d
drD
[(
rP
rP + rD
)
v(x) +
(
rD
rP + rD
)
v(y)− rD
]
⇔ . . .⇔ rP = (rP + rD)
2
v(y)− v(x) .
Näistä puolestaan saadaan pelin yksikäsitteisenä ratkaisuna todennäköisyydet px ja
py seuraavasti:
py =
rD
rP + rD
=
(rP + rD)
2/[(u+ v)(x)− (u+ v)(y)]
{(rP + rD)2/[(u+ v)(x)− (u+ v)(y)]}+ {(rP + rD)2/[v(y)− v(x)]}
=
[(u+ v)(x)− (u+ v)(y)][v(y)− v(x)]
[(u+ v)(x)− (u+ v)(y)][v(y)− v(x) + (u+ v)(x)− (u+ v)(y)]
=
v(y)− v(x)
v(y)− v(x) + u(x) + v(x)− u(y)− v(y) =
v(y)− v(x)
u(x)− u(y) ,
sekä vastaavalla tavalla
px =
rP
rP + rD
=
u(x) + v(x)− u(y)− v(y)
u(x)− u(y) .
Helposti nähdään, että px, py > 0 ja px + py = 1, kuten pitääkin olla.
Toisessa vaiheessa päätöksentekijä siis valitsee joukosta A vaihtoehdon x todennäköi-
syydellä px ja vaihtoehdon y todennäköisyydellä py. Kun merkitään k =
(
u(x)+v(x)−u(y)−v(y)
u(x)−u(y)
)
,
vaihtoehtojoukko A tuottaa ensimmäisessä vaiheessa hyödyn
UBP (A) = Eu(x˜) = u(pxx+ pyy)
= u(x)
(
u(x) + v(x)− u(y)− v(y)
u(x)− u(y)
)
+ u(y)
(
v(y)− v(x)
u(x)− u(y)
)
= u(x)k + u(y)(1− k) = k(u(x)− u(y)) + u(y)
= u(x) + v(x)− u(y)− v(y) + u(y) = u(x) + v(x)− v(y)
= max
x′∈A
(u(x′) + v(x′))−max
y′∈A
v(y′) = UGP (A).
Kuten nähdään, ensimmäisen vaiheen vaihtoehtojoukkojen kokoelmassa määritelty
hyötyfunktio on samaa muotoa kuin GP-mallin itsekuripreferenssien tapauksessa.
Kuitenkin funktion  ja koko mallin  tulkinnassa on eroavaisuuksia GP-malliin.
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Siinä päätöksentekijä mallinnetaan kussakin kaksivaiheisessa valintatilanteessa erik-
seen siten, että hän joko kykenee itsekuriin (itsekuripreferenssit) tai antautuu täysin
houkutuksille (ylivoimaisten houkutusten preferenssit). Bénaboun ja Pycian malli
puolestaan on stokastinen: se ainoastaan tuottaa todennäköisyydet, joilla päätöksen-
tekijä kykenee itsekuriin, px, ja sortuu houkutuksiin, py. Tämän rakenteellisen eron
tuloksena myös termi maxy′∈A v(y′)−v(x) tulkitaan eri tavoin. Siinä missä Gulilla ja
Pesendorferilla termi tarkoittaa päätöksentekijän ensimmäisessä vaiheessa ennakoi-
mia kustannuksia, jotka onnistuneesta itsekurin harjoittamisesta toisessa vaiheessa
joka tapauksessa aiheutuvat, Bénaboulla ja Pycialla se johtuu siitä, että pääteöksen-
tekijä tietää sortuvansa jollain todennäköisyydellä houkutuksiin. Todennäköisyydel-
lä py hän siis valitsee toisessa vaiheessa ex ante -huonomman vaihtoehdon, ja termi
maxy′∈A v(y′) − v(x) kuvastaa tästä mahdollisuudesta aiheutuvaa ex ante -hyödyn
menetystä. Niinpä pätee maxy′∈A v(y′)−v(x) = py(u(x)−u(y)). (Bénabou ja Pycia,
2002.)
Bénaboun ja Pycian mallia voi myös laajentaa siten, että se ottaa paremmin huo-
mioon tilannekohtaiset, eksogeeniset houkuttelevuuden intensiteettiä lisäävät te-
kijät. Tämä tapahtuu muuttamalla pelin teknologiaa siten, että py = 1 − px ≡
θrD/θrD + rP , jossa θ ≥ 0. Tällöin houkutukseen sortumisen suhteellinen toden-
näköisyys py/px kasvaa suoraan verrannollisesti parametrin θ kanssa. (Bénabou ja
Pycia, 2002.)
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4 Paljastettujen preferenssien teoria ja GP-mallin
laajennukset
Kuten lauseessa 7 osoitetaan, GP-mallin itsekuripreferenssien tapaus johtaa toisen
vaiheen valintakäyttäytymiseen, jossa päätöksentekijä valitsee käytössä olevasta va-
lintajoukosta funktion u + v maksimoivan vaihtoehdon. Merkitään tämän funktion
maksimoivaa joukkoa aiemman käytännön mukaisesti c(·, u+ v). On helppo nähdä,
että toisen vaiheen valintakäyttäytyminen on riittävän säännöllistä toteuttaakseen
paljastettujen preferenssien heikon aksiooman:
Aksiooma WARP: Jos x, y ∈ A ∩ B, x ∈ c(A, u + v) ja y ∈ c(B, u + v), niin
x ∈ c(B, u+ v).
Ei kuitenkaan ole selvää, että päätöksentekijän ollessa altis houkutuksille toisessa
vaiheessa  ja siten kokiessa kahteen eri suuntaan vetäviä mieltymyksiä  valinta-
käyttäytyminen todellisuudessa olisi riittävän säännöllistä toteuttaakseen paljastet-
tujen preferenssien heikon aksiooman. Seuraava esimerkki on esitetty hieman eri
muodossa ainakin artikkeleissa Dekel, Lipman ja Rustichini (2009) sekä Noor ja
Takeoka (2011). Ajatellaan jälleen laihdutuskuurilla olevaa päätöksentekijää. Kos-
ka hän on normatiivisessa mielessä kiinnostunut pelkästään ruosta saamistaan ka-
loreista, hän haluaisi ravintolassa jättää jälkiruoan syömättä. Jos tarjolla kuiten-
kin on hedelmäsalaattia, kohtaa päätöksentekijä toisessa vaiheessa vaihtoehtojoukon
{ei jälkiruokaa, hedelmäsalaatti} ja houkutuksen valita herkullinen jälkiruoka. Täs-
sä tilanteessa hänen saattaa olla helppo vastustaa makeanhimoaan ja kyetä itseku-
riin. Näin ollen hän jättää jälkiruoan valitsematta. Samainen päätöksentekijä saat-
taa kuitenkin olla perso suklaalle, jolloin vastaavan valinnan tapahtuessa joukosta
{ei jälkiruokaa, hedelmäsalaatti, suklaakakku} päätöksentekijä joutuu suurempaan
kiusaukseen. Tällöin hänen itsekurinsa saattaa kuitenkin riittää siihen, että hän va-
litsee normatiivisen mieltymyksensä ja makeanhimonsa kompromissina vähemmän
kaloreita sisältävän hedelmäsalaatin. Tällainen valintakäyttäytyminen rikkoo selväs-
ti paljastettujen preferenssien heikkoa aksioomaa.
Vaikka edellä kuvattu käyttäytyminen on mahdonta Gulin ja Pesendorferin mallin
puitteissa, on heidän malliinsa mahdollista tehdä yleistyksiä, jotka sallivat paljastet-
tujen preferenssien heikon aksiooman rikkovan toisen vaiheen valintakäyttäytymisen.
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Seuraavissa alaluvuissa esittelen lyhyesti laajennuksia, jotka hyödyntävät vaihtoeh-
tojoukosta riippuvaa itsekuria, moniulotteista houkuttelevuutta ja stokastisia hou-
kutuksia paljastettujen preferenssien heikkoa aksioomaa rikkovan käyttäytymisen
mallintamisessa.
4.1 Vaihtoehtojoukosta riippuva itsekuri
4.1.1 Motivointi, oletukset ja representaatio
Kuten edellä olevasta esimerkistä käy ilmi, päätöksentekijän kyky vastustaa houku-
tusta saattaa riippua käsillä olevasta vaihtoehtojoukosta. Noor ja Takeoka (2011)
hyödyntävät tätä havaintoa yleistäen Gulin ja Pesendorferin mallia siten, että kyky
itsekuriin heikkenee voimakkaampien houkutusten ollessa saatavilla. Vaikka esimerk-
ki jälkiruokaa valitsevasta makeanhimoisesta päätöksentekijästä on intuitiivinen, on
se samalla melko ad hoc -henkinen. Noor ja Takeoka (2011) viittaavat kuitenkin
myös Listin (2007) kokeelliseen tulokseen diktaattoripelissä, jossa käyttäytyminen
noudattaa samoja linjoja. Kokeessa diktaattori ja vastaanottaja pelasivat pe-
liä, jossa edelliselle annettiin 10 dollaria ja jälkimmäiselle 5 dollaria. Tämän jälkeen
diktaattori sai valita, jakaako osan ylimääräisestä viidestä dollaristaan vastaanotta-
jalle. Diktaattori siis kohtasi valintajoukon {(10− x, 5 + x) : x ∈ [0, 5]}, jossa parin
(y, z) ensimmäinen elementti kuvaa diktaattorin saamaa rahamäärää dollareissa ja
jälkimmäinen vastaanottajan saamaa rahamäärää dollareissa. Diktaattorien keski-
määräinen lahjoitus oli 1 dollari. Kun diktaattoreille sitten tarjottiin valintajoukkoa
{(10 − x, 5 + x) : x ∈ [0, 5]} ∪ (11, 4), harva valitsi lisättyä vaihtoehtoa (11, 4),
mutta keskimääräinen lahjoitus vastaanottajalle laski nollaan. Sosiaalisen oikeuden-
mukaisuuden kysymyksiä sisältävissä preferenssien tarkasteluissa voidaan luontevas-
ti ajatella, että normatiivinen halu on olla tasapuolinen ja jakaa omastaan mutta
houkutus viekoittelee itsekkyyteen. Tämän tulkinnan valossa diktaattoripelin koe
viittaa siihen, että voimakkaamman houkutuksen lisääminen valintajoukkoon saa
houkuttelevan mieltymyksen painottumaan valinnassa aiempaa enemmän.
Saadakseen kyvyn harjoittaa itsekuria riippumaan vaihtoehtojoukosta Noor ja Ta-
keoka heikentävät riippumattomuusaksioomaa säilyttäen samalla muut Gulin ja Pe-
sendorferin itsekuripreferensseille asettamat aksioomat. On luonnollista, että juu-
ri riippumattomuus on tässä yhteydessä keskeinen aksiooma, koska se pyrkii ta-
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voittamaan nimenomaan kahden vaihtoehdon välisen järjestyksen riippumattomuu-
den kolmansista vaihtoehdoista. Jonkinlainen muoto riippumattomuudesta kuiten-
kin tarvitaan takaamaan houkuttelevuutta kuvaavan von Neumann-Morgenstern -
hyötyfunktion olemassaolo (Noor ja Takeoka, 2011). Pyrkiessään mahdollistamaan
vaihtoehtojoukosta riippuvan itsekurikyvyn säilyttäen kuitenkin samalla riittäväs-
ti struktuuria takaamaan lineaarisuuden ja jatkuvuuden funktioille u ja v Noor ja
Takeoka joutuvat valitettavasti turvautumaan melko monimutkaiseen aksiomatisoin-
tiin. He korvaavat riippumattomuusaksiooman kuudella uudella aksioomalla, joista
kolmea ensimmäistä tarvitaan funktioiden u ja v lineaarisuuden ja jatkuvuuden saa-
vuttamiseksi.
Aksiooma NT1 (sitoutumisen riippumattomuus): Jos x, y, z ∈ ∆ ja α ∈]0, 1[,
niin {x}  {y} ⇒ {αx+ (1− α)z}  {αy + (1− α)z}.
Aksiooma NT2 (houkutuksen riippumattomuus): Jos x, y, z ∈ ∆ ja α ∈]0, 1[
ovat sellaisia, että {x}  {y}, niin {x}  {x, y} ⇔ {αx + (1 − α)z} 
{αx+ (1− α)z, αy + (1− α)z}.
Aksiooma NT3 (houkutuksen konveksisuus): Jos x, y, y′ ∈ ∆ ja α ∈]0, 1[ ovat
sellaisia, että {x}  {y}, {y′}, niin
{x}  {x, y} ja {x}  {x, y′} ⇒ {x}  {x, αy + (1− α)y′},
{x} ∼ {x, y} ja {x} ∼ {x, y′} ⇒ {x} ∼ {x, αy + (1− α)y′}.
Aksiooma NT1 on sitoutumiseen liittyvä riippumattomuusaksiooma ja takaa yhdes-
sä aksioomien 1 ja 2 kanssa, että yksiöiden joukossa preferenssejä edustaa jatkuva
ja lineaarinen funktio W 10. Asettamalla u(x) = W ({x}), se varmistaan siten funk-
tion u lineaarisuuden ja jatkuvuuden. Aksiooma NT2 puolestaan kuvaa sitä, että
vaihtoehdon houkuttelevuus suhteessa sitä normatiivisesti parempaan vaihtoehtoon
on riippumaton siitä, yhdistetäänkö molempiin vaihtoehtoihin konveksilla kombi-
naatiolla jokin kolmas vaihtoehto. Koska aksioomat 1 ja 2 eivät aseta rajoitteita
houkuttelevuutta kuvaavalle binäärirelaatiolle, tarvitaan niiden tilalle lisää struk-
tuuria takaamaan sen, että on olemassa jatkuva ja lineaarinen funktio v, joka ku-
vaa houkuttelevuutta. Aksiooma NT3 täyttää tämän tehtävän. Sen mukaan kahden
houkuttelevan vaihtoehdon konveksi kombinaatio on edelleen houkutteleva ja kahden
10Ks. lemman 7 todistus.
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ei-houkuttelevan vaihtoehdon konveksi kombinaatio ei-houkutteleva. Kun aksioomat
NT2 ja NT3 yhdistää aksioomiin 1, 2, 4 ja NT1, saadaan myös houkuttelevuutta
edustavalle relaatiolle jatkuva ja lineaarinen kuvaus v. (Noor ja Takeoka, 2011.)
Määritelmä 7. Olkoot x, y ∈ ∆. Sanotaan, että vaihtoehto y houkuttelee vaihtoehtoa
x heikosti, jos joko {x}  {x, y} tai {y} ∼ {x, y}  {x} tai x = y. Jos y houkuttelee
vaihtoehtoa x heikosti, merkitään y T x.
Heikko houkuttelevuus tarkoittaa yksinkertaisesti ainoastaan Gulin ja Pesendorfe-
rin määrittelemään houkuttelevuutta täydennettynä tapauksilla, joissa houkutteleva
vaihtoehto on myös normatiivisesti parempi tai vaihtoehdot ovat keskenään samoja.
Määritelmä 8. Kaikille vaihtoehtojoukoille {x, y} määritellään yksiöekvivalentti
exy ∈ ∆, siten että {x, y} ∼ {exy}.
Binäärisen vaihtoehtojoukon yksilöekvivalentti on siis sellainen vaihtoehto, jonka
muodostama vaihtoehtojoukko on yhtä hyvä kuin alkuperäinen binäärinen vaihtoeh-
tojoukko. Relaation  täydellisyys, transitiivisuus, vahva jatkuvuus, joukkojenvä-
lisyys ja sitoutumisen riippumattomuus takaavat yksiöekvivalenttien olemassolon.
Yksilöekvivalentin määritelmää tarvitaan seuraavissa kolmessa aksioomassa, jotka
mahdollistavat sen, että itsekuri heikkenee houkutusten vaikutuksesta. (Noor ja Ta-
keoka, 2011.)
Aksiooma NT4 (houkutuksen kaihtaminen): Jos {x}  {x, y}  {y} joillain
x, y ∈ ∆, niin kaikilla z ∈ ∆ pätee y T z ⇒ {x, z}  {x, y}.
Aksiooma NT5 (lineaarinen itsekuri): Jos x, y, z ∈ ∆ ja α ∈]0, 1[ ovat sellaiset,
että y T x, z, niin α{x, y}+ (1− α){z, y} ∼ α{exy}+ (1− α){ezy}.
Aksiooma NT6 (vähenevä itsekuri): Oletetaan, että α{x, y} + (1 − α){z} ∼
α{z¯}+ (1− α){z}. Tällöin
z T z′ ⇒ α{x, y}+ (1− α){z′}  α{z¯}+ (1− α){z′},
z′ T z ⇒ α{z¯}+ (1− α){z′}  α{x, y}+ (1− α){z′}.
Aksiooma NT4 ilmaisee vain sen intuitiivisen seikan, että jos binäärisen vaihtoeh-
tojoukon houkutteleva vaihtoehto, jota päätöksentekijä kykenee vastustamaan, kor-
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vataan vähemmän houkuttelevalla vaihtoehdolla, saatu uusi binäärinen vaihtoehto-
joukko on vähintään yhtä hyvä kuin alkuperäinen. Aksiooman NT5 tulkinta muis-
tuttaa Gulin ja Pesendorferin (2001) riippumattomuusaksiooman tulkintaa. Ajatel-
laan uhkapelejä α ◦ {xy}(1−α) ◦ {z, y} ja α ◦ {exy}+ (1−α) ◦ {ezy}. Tavanomaisen
riippumattomuusaksiooman tulkinnan mukaisesti nämä uhkapelit ovat yhtä hyviä,
koska niissä on yhtä suuret todennäköisyydet päätyä keskenään yhtä hyviin vaih-
toehtojoukkoihin. Jos päätöksentekijälle on lisäksi yhdentekevää, ratkeaako epävar-
muus ennen vai jälkeen toisen vaiheen valinnan, hänen preferenssinsä toteuttavat
aksiooman NT5. (Noor ja Takeoka, 2011.)
Aksiooman NT6 ymmärtämiseksi ajatellaan tilannetta {x}  {x, y}. Kun aksioo-
massa NT5 asetetaan z = y, saadaan α{x, y}+ (1− α){y} ∼ α{exy}+ (1− α){y}.
Otetaan tämä aksiooman NT6 alkuehdoksi. Ensimmäisessä vaihtoehtojoukossa on
kyse joukosta {αx + (1 − α)y, y} ja toisessa joukosta {αexy + (1 − α)y}. Jos pää-
töksentekijä uskoisi pystyvänsä vastustamaan itsekuria, hänen pitäisi vaihtoehto-
joukosta {αx + (1 − α)y, y} kyetä valitsemaan normatiivisesti parempi vaihtoehto
αx+ (1−α)y. Toisaalta vaihtoehtojoukosta {αexy + (1−α)y} hän joka tapauksessa
valitsee vaihtoehdon αexy+(1−α)y. Koska {x}  {x, y} ∼ {exy}, pitäisi itsekuriinsa
luottavan päätöksentekijän pitää vaihtoehtoa αx + (1 − α)y parempana kuin vaih-
toehtoa αexy + (1−α)y, koska edellisessä on samalla todennäköisyydellä tarjolla ex
ante -parempi vaihtoehto x. Koska päätöksentekijän preferenssien mukaan kuitenkin
α{x, y}+(1−α){y} ∼ α{exy}+(1−α){y}, voidaan päätöksentekijän tulkita olevan
epävarma kyvystään harjoittaa itsekuria vaihtoehtojoukossa {αx+ (1− α)y, y}.
Ajatellaan sitten, että korvataan vaihtoehto y vähemmän houkuttelevalla vaihtoeh-
dolla y′. Tällöin tarkasteltavina ovat vaihtoehtojoukot {αx+(1−α)y′, αy+(1−α)y′}
ja {αexy + (1 − α)y′}. Edellisestä joukosta normatiivisesti parempi vaihtoehto on
αx + (1 − α)y′. Jälkimmäisestä joukosta päätöksentekijä valitsee joka tapauksessa
vaihtoehdon αexy + (1 − α)y′. Näistä vaihtoehdoista αx + (1 − α)y′ on parempi,
joten itsekuriinsa luottavan päätöksentekijän preferenssien pitäisi olla {αx + (1 −
α)y′, αy+(1−α)y′}  {αexy+(1−α)y′}. Juuri tämä on aksiooman NT6 sisältö. Kun
houkutteleva vaihtoehto on sellainen, että indiﬀerenssiehto α{x, y} + (1− α){y} ∼
α{exy} + (1 − α){y} toteutuu, ja houkutus korvataan vähemmän houkuttelevalla
vaihtoehdolla, kertoo preferenssien muutos relaatiosta ∼ relaatioon , että päätök-
sentekijän kyky harjoittaa itsekuria paranee, kun houkutus laskee. Ensimmäisessä
tilanteessa valinnanvaraa tarjoavan vaihtoehtojoukon houkuttelevin vaihtoehto on
siis y, kun taas toisessa se on αy + (1− α)y′. Jälkimmäinen on alhaisemman tason
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houkutus, joten sitä on helpompi vastustaa. Vastaavasti aksiooma NT6 tarkoittaa,
että houkuttelevimman vaihtoehdon korvaaminen vielä houkuttelevammalla heiken-
tää päätöksentekijän kykyä itsekuriin. Juuri tämän idean Noor ja Takeoka halua-
vatkin mallillaan saavuttaa: kyky harjoittaa itsekuria heikkenee voimakkaampien
houkutusten vaikutuksesta.11
Lause 10 on Noorin ja Takeokan (2011) päätulos.
Lause 10. Binäärirelaatio  toteuttaa aksioomat 1, 2, 4 ja NT16, jos ja vain
jos on olemassa lineaariset ja jatkuvat funktiot u : ∆ 7→ R+ ja v : ∆ 7→ R+ sekä
kasvava funktio Ψ : v(∆) 7→ R+, jolle Ψ(l) > 0 kaikilla l > min v(∆), siten että
funktio W : A 7→ R,
(6) W (A) = max
x∈A
[
u(x)−Ψ
(
max
y∈A
v(y)
)(
max
y∈A
v(y)− v(x)
)]
, A ∈ A,
edustaa preferenssirelaatiota  .
Noor ja Takeoka kutsuvat tätä representaatiota houkutuksista riippuvan itsekurin
(temptation-dependent self-control) reprsesentaatioksi. Hyötyfunktiota (6) tulkit-
taessa auttaa, kun huomataan, että itsekuripreferenssejä kuvaava hyötyfunktio (2)
voidaan kirjoittaa muotoon
(7) UGP (A) = max
x∈A
[
u(x)−
(
max
y∈A
v(y)− v(x)
)]
.
Tästä muodosta nähdään, että päätöksentekijä ikään kuin maksimoi normatiivista
hyötyään u vähennettynä itsekurin harjoittamisen kustannuksilla. Noorin ja Takeo-
kan mallissa tilanne on muuten sama, mutta nyt itsekurin harjoittamisesta aiheu-
tuvia kustannuksia painotetaan funktiolla Ψ. Tämä johtaa siihen, että kunkin vaih-
toehtojoukon hyötyyn vaikuttaa sen houkuttelevin vaihtoehto sekä itsekurin harjoit-
tamisesta aiheutuvan turhautumisen, maxy∈A v(y)−v(x), että tämän turhautumi-
sen skaalaamisen, Ψ (maxy∈A v(y)) , kautta. Seuraksena on, ettei houkuttelevimman
vaihtoehdon kasvattamisen hyödylle aiheuttama rajahaitta ole enää vakio kuten Gu-
lin ja Pesendorferin representaatiossa (7) vaan kasvava.
Itsekurin kustannusten muuttaminen lineaarisista epälineaarisiksi mahdollistaa pal-
jastettujen preferenssien heikon aksiooman rikkovan käyttäytymisen. Selvimmin tä-
11Tämä on täysin oma tulkintani aksioomasta NT6. Noor ja Takeoka (2011) esittävät vaihtoeh-
toisen tulkinnan.
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mä nähdään, kun huomataan, että representaatio (6) viittaa toisen vaiheen valinta-
käyttäytymiseen, jossa vaihtoehtojoukosta A valitaan kulutusvaihtoehto, joka mak-
simoi funktiota
u−Ψ
(
max
y∈A
v(y)
)(
max
y∈A
v(y)− v
)
tai yhtäpitävästi funktiota
(8) u+ Ψ
(
max
y∈A
v(y)
)
v.
Kun tätä verrataan Gulin ja Pesendorferin mallin tapaukseen, havaitaan, että pää-
töksentekijä ei toisessa vaiheessa painotakaan välttämättä enää normatiivista miel-
tymystään ja kokemaansa houkutusta valinnassa tasapuolisesti vaan skaalaa hou-
kutuspreferenssiään tekijällä Ψ (maxy∈A v(y)) . Funktio Ψ parametrisoi päätöksen-
tekijän kyvyn itsekuriin toisen vaiheen valinnan tapahtuessa. Valintajoukko vaikut-
taa siis normatiivisen hyödyn ja houkuttelevuuden väliseen painotukseen funktion
Ψ välityksellä ja nimenomaan houkuttelevimman alkionsa maxy∈A v(y) kautta.
4.1.2 Esimerkkejä
Tarkastellaan uudelleen jälkiruokaesimerkkiä. Eri jälkiruokavaihtoehtojen normatii-
viset hyödyt ja houkuttelevuudet ovat
u v
Ei jälkiruokaa 17 0
Hedelmäsalaatti 7 3
Suklaakakku 0 4
Olkoon Ψ(x) = x. Koska nyt
u(ei jälkiruokaa) + Ψ(v(hedelmäsalaatti)v(ei jälkiruokaa)
= 17 + 3 · 0 = 17 > 16 = 7 + 3 · 3
= u(hedelmäsalaatti) + Ψ(v(hedelmäsalaatti))v(hedelmäsalaatti),
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kohdatessaan vaihtoehtojoukon {ei jälkiruokaa, hedelmäsalaatti} päätöksentekijä jät-
tää jälkiruoan tilaamatta. Koska kuitenkin
u(hedelmäsalaatti) + Ψ(v(suklaakakku))v(hedelmäsalaatti) = 7 + 4 · 3 = 19
>
17 = 17 + 5 · 0 = u(ei jälkiruokaa) + Ψ(v(suklaakakku))v(ei jälkiruokaa)16 = 0 + 4 · 4 = u(suklaakakku) + Ψ(v(suklaakakku))v(suklaakakku),
päätöksentekijä valitsee joukosta {ei jälkiruokaa, hedelmäsalaatti, suklaakakku} he-
delmäsalaatin. Malli on siis sopusoinnussa jälkiruokaesimerkin kaltaisen paljastettu-
jen preferenssien heikkoa aksioomaa rikkovan käyttäytymisen kanssa.
Parhaiten Noorin ja Takeokan vaihtoehtojoukosta riippuvan itsekurin mallin sovel-
lettavuus havainnollistuu kuitenkin Allais'n paradoksia ja yhteisen suhteen vaiku-
tuksen (common ratio eﬀect) kaltaista käyttäytymistä kuvaavan esimerkin kautta
(Noor ja Takeoka, 2011; Lipman ja Pesendorfer, 2011)12. Olkoon uhkapeli x sellai-
nen, että se takaa 3000 euron palkinnon todennäköisyydellä 1, y sellainen, että se
tuottaa 4000 euron palkinnon todennäköisyydellä 0,8 ja 0 euroa todennäköisyydellä
0,2. Olkoon lisäksi z uhkapeli, joka tuottaa palkinnon 0 euroa todennäköisyydellä 1.
Nyt Allais'n paradoksin tyyppinen käyttäytyminen olisi esimerkiksi seuraavanlainen:
c({x, y}) = x,
c({0, 25x+ 0, 75z, 0, 25y + 0, 75z}) = 0, 25y + 0, 75z,
jossa c(·) on vaihtoehtojoukosta valitun vaihtoehdon ilmaiseva valintafunktio. Sel-
västi edellä mainittu valintakäyttäytyminen rikkoo riippumattomuusaksioomaa, kos-
ka sen mukaan x  y mutta 0, 25y + 0, 75z  0, 25x + 0, 75y. Toisin kuin Gulin ja
Pesendorferin malli, Noorin ja Takeokan malli mahdollistaa tällaisen käyttäytymi-
sen. Vaikka sekä u että v ovat von Neumann-Morgenstern -hyötyfunktioita eivät-
kä siten itsessään pysty kuvaamaan edellä mainittua käytöstä, niiden yhdistäminen
vaihtoehtojoukosta riippuvaan itsekuriin sen mahdollistaa. Koska u ja v ovat von
12Allais'n paradoksista, yhteisen suhteen vaikutuksesta ja yhteisen seurauksen vaikutuksesta
(common consequence eﬀect) ks. esim. Allais (1953), Kahneman ja Tversky (1979) sekä Starmer
(2000).
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Neumann-Morgenstern -hyötyfunktioita, on olemassa sellaiset wu ja wv, joilla
u(p) =
∑
t
p(t)wu(t),
v(p) =
∑
t
p(t)wv(t),
kun t ∈ Z, p ∈ ∆ ja supp(p) on äärellinen. Oletetaan nyt, että päätöksentekijän
normatiiviset preferenssit ovat riskineutraalit: wu(t) = t. Sen sijaan hän kokee hou-
kutusta varmempia palkintoja kohtaan. Oletetaan esimerkiksi, että wv(3000) >
0, 8wv(4000). Normalisoidaan myös wv, siten että wv(0) = 0. Nyt Noorin ja Takeo-
kan mallin mukainen päätöksentekijä valitsee uhkapelin x joukosta {x, y}, jos
u(x) + Ψ(v(x))v(x) > u(y) + Ψ(v(x))v(y)
⇔ 3000 + Ψ(wv(3000))wv(3000) > 0, 8 · 4000 + Ψ(wv(3000)) · 0, 8wv(4000)
⇔ Ψ(wv(3000)) > 200
wv(3000)− 0, 8wv(4000) .
Sen sijaan joukosta {0, 25x+0, 75z, 0, 25y+0, 75z} päätöksentekijä valitsee uhkapelin
0, 25y + 0, 75z, jos
u(0, 25y + 0, 75z) + Ψ(v(0, 25x+ 0, 75z))v(0, 25y + 0, 75z)
> u(0, 25x+ 0, 75z) + Ψ(v(0, 25x+ 0, 75z))v(0, 25x+ 0, 75z)
⇔ 0, 2 · 4000 + Ψ(0, 25wv(3000))0, 2wv(4000)
> 0, 25 · 3000 + Ψ(0, 25wv(3000))0, 2wv(4000)
⇔ 800− 750 > Ψ(0, 25wv(3000))(0, 25wv(3000)− 0, 20wv(4000))
⇔ 200
wv(3000)− 0, 8wv(4000) > Ψ(0, 25wv(3000)).
Siispä mainitun kaltainen käytös on selitettävissä Noorin ja Takeokan mallissa, jos
u on riskineutraali, v preferoi varmempia uhkapelejä ja Ψ kasvaa oikealla vauhdilla,
siten että
Ψ(wv(3000)) >
200
wv(3000)− 0, 8wv(4000) > Ψ(0, 25wv(3000)).
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4.1.3 Yleistyksiä
Noor ja Takeoka käsittelevät lyhyesti myös mallinsa mahdollisia yleistyksiä. He esit-
tävät ensimmäisen vaiheen preferenssien edustajaksi funktiota
W (A) = max
x∈A
[
u(x)− κ(A)
(
max
y∈A
v(y)− v(x)
)]
, A ∈ A,
jossa painottamiseen käytettävä funktio κ : A 7→ R+ kuvaa hyödyn riippumista vaih-
toehtojoukosta. Funktio on siinä mielessä representaatiota (6) yleisempi, että vaih-
toehtojoukon skaalavaikutus voi tapahtua myös muun kuin kyseisen joukon houkut-
televimman alkion, eli termin maxy∈A v(y), kautta. Kiinnostava on ainakin tapaus,
jossa
κ(A) =
∞, kun maxx∈A u(x)−maxy∈argmaxA v u(y) < ξk, muulloin.
Tällaisen mallin tapauksessa päätöksentekijä harjoittaa itsekuria vain, jos houku-
tukseen antautumisen normatiivinen kustannushaitta ylittää jonkin tietyn tason ξ.
Jos näin käy, funktio κ putoaa vakiotasolle k, jolla päätöksentekijä painottaa houku-
tuspreferenssiään maksimoidessaan toisessa vaiheessa funktiota u + kv. Vastaavan
ajatuksen ääretönperiodisessa kulutus-säästäminen-kehikossa esittävät myös Benha-
bib ja Bisin (2005).
Toinen kiinnostava täsmennys on κ(A) ≡ κ(#A), κ on kasvava. Mikäli toisessa vai-
heessa valitseminen kardinaliteetiltaan suuremmasta vaihtoehtojoukosta on kogni-
tiivisesti kuormittavampaa, mahdollistaa tämä malli sen empiirisen havainnon, että
kognitiivinen kuorma heikentää kykyä itsekuriin (Shiv ja Fedorikhin, 1999).
4.1.4 Mallien vertailua
Gulin ja Pesendorferin malliin verrattuna Noorin ja Takeokan mallin vahvuutena voi-
daan pitää parempaa selityskykyä ja heikkoutena monimutkaisempia oletuksia. Jos
jonkinlaisina mallin hyvyyden kriteereinä käytetään Wilkinsonia (2008) noudattaen
yhteensopivuutta todellisuuden kanssa (congruence with reality), yleistettävyyttä
(generality), käsiteltävyyden helppoutta (tractability) ja oletusten niukkuutta (par-
simony), on Noorin ja Takeokan malli realistisempi ja yleistettävämpi mutta jossain
mielessä vaikeampi käsitellä ja oletuksiltaan monimuotoisempi. Koska paljastettu-
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jen preferenssien heikkoa aksioomaa rikkova käyttäytyminen on joissain tilanteissa
paitsi intuitiivista myös kokeellisesti havaittua, on tällaisen valintakäyttäytymisen
mahdollistava Noorin ja Takeokan malli GP-mallia paremmin sopusoinnussa todel-
lisuuden kanssa. Toisaalta GP-mallin itsekuripreferenssien tapaus sisältyy  joskin
preferenssirelaatiolta vaadittavia aksioomia lisäämällä  Noorin ja Takeokan malliin
erikoistapauksena. Ψ on tällöin vakiofunktio. Noorin ja Takeokan malli on siis myös
GP-mallia yleistettävämpi.
Koska Noor ja Takeoka vaativat preferenssirelaatiolta vähemmän suhteessa riippu-
mattomuuteen, pitäisi sen periaatteessa olla yleistettävyyden lisäksi oletuksiltaan
niukempi. Gulin ja Pesendorferin riippumattomuusaksiooma on kuitenkin helpompi
ymmärtää kuin Noorin ja Takeokan aksioomat, joilla he riippumattomuuden korvaa-
vat. Vaikka siis Noorin ja Takeokan malli ei aseta käyttäytymiselle yhtä vahvoja vaa-
timuksia ja oletuksia kuin Gulin ja Pesendorferin malli, niitä on kuitenkin lukumää-
räisesti enemmän ja niitä näyttäisi olevan vaikeampi käsitellä ja ymmärtää kuin Gu-
lin ja Pesendorferin riippumattomuusaksioomaa. Aksiomatisoinnin monimutkaisuus
on Noorin ja Takeokan mallin heikkous sekä normatiivisessa että deskriptiivisessä
mielessä. Jos päätöksentekijä kohtaa monimutkaisen kaksivaiheisen valintatilanteen,
häntä voisi periaatteessa auttaa tekemään järkevä valinta esittämällä ohjennuorana
maksimoitava hyötyfunktio (6), jos hän kokee annetut aksioomat sellaisiksi, että ne
ovat kyseisessä valintatilanteessa järkeviä. Monimutkainen aksiomatisointi tietysti
vaikeuttaa sen päättelemistä, ovatko aksioomat tilanteessa sellaisia, että päätöksen-
tekijä voi ne hyväksyä käyttäytymisensä pohjaksi. Siten monimutkaiset aksioomat
vaikeuttavat tällaisen normatiivisen ohjeen antamista. Vastaavasti deskriptiivises-
tä näkökulmasta on toisaalta hyvin vaikea sanoa, noudattavatko päätöksentekijät
todellisuudessa annettuja aksioomia, ja toisaalta itse aksioomia saattaa olla vaikea
testata, jos ne ovat hyvin monimutkaisia.
4.2 Stokastiset houkutukset
4.2.1 Motivointi
Toinen syy paljastettujen preferenssien heikon aksiooman rikkoutumiseen kaksivai-
heisessa valinnassa on epävarmuus toisen vaiheen houkutuksista. Tämä johtaa ni-
mittäin siihen, että toisen vaiheen valinta vaihtoehtojoukosta on stokastinen, mikä
60
selvästi saattaa johtaa tilanteeseen, jossa vaihtoehtojoukosta A valitaan toisessa ti-
lanteessa kulutusvaihtoehto x ja toisessa tilanteessa vaihtoehto y. Gulin ja Pesendor-
ferin joukkojenvälisyysaksiooman seuraus on, että päätöksentekijän kokema houku-
tus on yksiulotteinen siinä mielessä, että hänen hyötyynsä vaikuttaa vain kunkin
valintajoukon houkuttelevin vaihtoehto (Gul ja Pesendorfer, 2001). Tämä tarkoit-
taa kuitenkin sitä, ettei Gulin ja Pesendorferin mallissa voi olla epävarmuutta toisen
vaiheen houkutuksista (Dekel, Lipman ja Rustichini, 2009).
Tilanteen havainnollistamiseksi ajatellaan Dekeliä, Lipmania ja Rustichinia (2009)
mukaillen jälleen laihdutuskuurilla olevaa päätöksentekijää, jonka välipalavaihtoeh-
doissa on nyt terveellisen maitorahkan, r, lisäksi makea suklaapatukka, s, ja suo-
lainen perunalastupussi, p. Vaihtoehtojoukkojen järjestys {r}  {r, s}, {r, p} 
{r, s, p} rikkoo joukkojenvälisyyttä, koska sen mukaan pitäisi päteä joko {r, s} 
{r, s}∪{r, p}  {r, p} tai {r, p}  {r, s}∪{r, p}  {r, s}. Kuitenkin tälläiset ensim-
mäisen vaiheen preferenssit vaikuttavat luonnollisilta tilanteissa, joissa koetaan hou-
kutuksia. Päätöksentekijä voi olla epävarma siitä, tekeekö hänen välipalaksi enem-
män mieli makeaa vai suolaista. Jos hänen tekee toisessa vaiheessa mieli makeaa,
voi vaihtoehtojoukosta {r, p} olla helppo valita terveellinen maitorahka. Vastaavas-
ti suolaisen himon iskiessä, joukosta {r, s} saattaa olla helppo valita terveellisesti.
Jos sen sijaan sekä suklaapatukka että perunalastut ovat saatavilla, on sortuminen
houkutukseen todennäköisempää. Tästä syystä siis {r, s}, {r, p}  {r, s, p}.
4.2.2 Dekelin, Lipmanin ja Rustichinin malli
Esimerkin valossa näyttää siltä, ettei joukkojenvälisyys luonnehdi täysin kaksivai-
heista valintaa, jossa päätöksentekijä kärsii houkutuksista. Siksi Dekel, Lipman ja
Rustichini (2009) korvaavatkin joukkojenvälisyyden kahdella sitä heikommalla ak-
sioomalla saadakseen mallinnettua epävarmuuden toisen vaiheen houkutuksista. Hei-
dän mallissaan determinististen palkintojen joukko Z on kuitenkin äärellinen, mikä
yksinkertaistaa analyysia13. Aiemmassa artikkelissaan Dekel, Lipman ja Rustichini
(2001) karakterisoivat verrattain laajan joukon kaksivaiheisen valinnan vaihtoeh-
tojoukkojen kokoelmassa määriteltyjä preferenssejä. Nämä preferenssit pitävät si-
13Jos #Z = k, niin ∆(Z) = Rk. Jos sitten x = (x1, x2, . . . , xk) ∈ ∆, niin
∑k
i=1 xi = 1. Siten
kaikki osajoukot A ⊂ ∆ ovat rajoitettuja. Preferenssirelaatio  voidaankin nyt määritellä ainoas-
taan joukon ∆ suljettujen osajoukkojen kokoelmassa, koska avaruuden Rk suljetut ja rajoitetut
osajoukot ovat kompakteja.
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sällään niin houkutuksista kärsivän päätöksentekijän kuin Krepsin (1979) mallin
mukaisen laajasta valinnanvarasta hyötyvän päätöksentekijän. Gulin ja Pesendorfe-
rin (2001) malli toisaalta laajentaa tuota artikkelia olettamalla joukon Z ainoastaan
kompaktiksi äärellisen sijaan, toisaalta kaventaa sitä tarkastelemalla vain niitä prefe-
renssejä, jotka toteuttavat juokkojenvälisyyden. Dekel, Lipman ja Rustichini (2009)
puolestaan olettavat vähemmän, ja siksi heidän mallinsa käsittää Gulin ja Pesendor-
ferin mallia laajemman, mutta Dekel, Lipman ja Rustichinia (2001) suppeamman
joukon preferenssejä.
Määritelmä 9. Olkoon conv(A) = {z = αx + (1 − α)y : x, y ∈ A, α ∈ [0, 1]}
joukon A konveksi kuori (convex hull). Vaihtoehtojoukko A′ ⊆ conv(A) on kriittinen
suhteessa vaihtoehtojoukkoon A, jos kaikilla joukoilla B, joilla A′ ⊆ conv(B) ⊆
conv(A), pätee B ∼ A.
Intuitiivisesti ajateltuna vaihtoehtojoukon A kriittinen osajoukko A′ sisältää kaikki
joukon A oleelliset vaihtoehdot. Dekelin, Lipmanin ja Rustichinin (2009) aksiomati-
soinnin pätiessä joukon A reuna on kriittinen suhteessa joukkoon A, joten jokaisella
joukolla on ainakin yksi kriittinen osajoukko. (Dekel, Lipman ja Rustichini, 2009.)
Dekel, Lipman ja Rustichini (2009) säilyttävät aksiomatisoinnissaan Gulin ja Pesen-
dorferin (2001) aksioomat 13, joskin he käyttävät mallinsa lähtökohtana relaatiota
, jolloin aksioomat saavat hieman toisen muodon. Lisäksi he lisäävät teknisluon-
teisen äärellisyysaksiooman, joka yksinkertaistaa analyysia:
Aksiooma DLR4 (äärellisyys): Jokaisella vaihtoehtojoukolla A on äärellinen
kriittinen osajoukko.
Dekelin, Lipman ja Rustichinin (2009) lähtökohta on tulos, jossa he osoittavat, että
relaatio  toteuttaa aksioomia 13 vastaavat aksioomat sekä aksiooman DLR4, jos
ja vain jos sitä kuvaa funktio
(9) V (A) =
I∑
i=1
max
x∈A
wi(x)−
J∑
j=1
max
x∈A
vj(x),
jossa funktiot w1, . . . , wI ja v1, . . . , vJ ovat additiivisia odotetun hyödyn (additi-
ve expected-utility) funktioita. Dekel, Lipman ja Rustichini kutsuvat funktion (9)
mukaista representaatiota äärellis-additiiviseksi odotetun hyödyn representaatiok-
si (ﬁnite additive expected-utility representation). Funktiot w1, . . . , wI ja v1, . . . , vJ
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tulkitaan toisessa vaiheessa vallitseviksi maailman mahdollisiksi eri tiloiksi (state of
the world). Tiloja w1, . . . , wI kutsutaan positiivisiksi tiloiksi ja tiloja v1, . . . , vJ ne-
gatiivisiksi tiloiksi. Tulkintaa helpottaa, jos oletetaan, ettei negatiivisia tiloja ole eli
J = 0. Tällöin funktiot wi on luonnollista tulkita eri hyötyfunktioiksi, jotka pää-
töksentekijällä voi toisessa vaiheessa olla. Toisessa vaiheessa tämä tila luonnollisesti
paljastuu, ja päätöksentekijä valitsee paljastuneen hyötyfunktionsa mukaan maksi-
maalisen vaihtoehdon. Kunkin vaihtoehtojoukon ex ante -arviointi puolestaan ta-
pahtuu näiden eri hyötyfunktioiden maksimien odotetun arvon mukaan. Jos päätök-
sentekijän subjektiivinen käsitys on, että eri tilat ovat yhtä todennäköisiä, saadaan
funktion (9) mukainen representaatio. (Dekel, Lipman ja Rustichini, 2009.)
On helppo nähdä, että funktio (9) pitää sisällään Gulin ja Pesendorferin (2001)
itsekuripreferenssien mukaisen representaation. Jos I = 1 ja J = 1 sekä w1 = u + v
ja v1 = v, saadaan funktiosta (9)
(10) VGP (A) = max
x∈A
[u(x) + v(x)]−max
y∈A
v(y).
Tämä reprsesentaatio on voimassa niille, ja vain niille, preferensseille, joita kuvaa
funktio (9) ja jotka toteuttavat joukkojenvälisyyden, mikä on siis lauseen 1 sisältö.
Funktioiden (9) ja (10) yhteys osoittaa selvästi sen aiemmin mainitun seikan, että
joukkojenvälisyys sulkee pois epävarmuuden toisen vaiheen houkutuksista, koska
sekä mahdollisten positiivisten että negatiivisten tilojen lukumäärä rajoittuu yhteen.
Dekelin, Lipmanin ja Rustichinin (2009) käyttämät kaksi aksioomaa mahdollistavat
toista vaihetta koskevan epävarmuuden. Niitä ennen tarvitaan kuitenkin määritelmä.
Määritelmä 10. Vaihtoehto x on parannus suhteessa vaihtoehtojoukkoon A, jos
A∪{x}  A. Vaihtoehto x on likimääräinen parannus suhteessa vaihtoehtojoukkoon
x, jos x ∈ cl({x′ : A ∪ {x′}  A}), jossa cl tarkoittaa sulkeumaa.
Merkitään lisäksi B(A) = {x ∈ A : {x}  {y},∀ y ∈ A}.
Aksiooma DLR5 (sitoutumishalu): Kaikilla A on olemassa x ∈ A, siten että
{x}  A.
Aksiooma DLR6 (likimääräiset parannukset valitaan): Jos x on likimääräinen
parannus suhteessa joukkoon A,A′ ⊆ A ja vaihtoehdolle {y} ∈ B(A′) pätee
{y}  {x}, niin {y}  A′ ∪ {x}.
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Aksiooma DLR5 on helppo tulkita. Se tarkoittaa ainoastaan, että missään tilan-
teessa joustavuus ei ole arvokasta, vaan jokaisesta vaihtoehtojoukosta löytyy jokin
vaihtoehto, jonka muodostama yksiö on vähintään yhtä hyvä kuin kyseinen vaihtoeh-
tojoukko. Siten vaihtoehtojen lisääminen tuon yksiön rinnalle aiheuttaa ainoastaan
mahdollisia houkutuksiin liittyviä kustannuksia muttei lainkaan hyötyjä.
Aksiooma DLR6 puolestaan koskee sitä, milloin sitoutuminen on aidosti hyödyllistä.
Ajatellaan tilannetta A ∪ {x}  A. Koska Dekel, Lipman ja Rustichini mallintavat
Gulin ja Pesendorferin tavoin päätöksentekijää, joka saattaa kärsiä houkutuksista
mutta on muuten standardi rationaalinen toimija, he olettavat, että kunkin vaih-
toehdon normatiivinen hyvyys ja houkuttelevuus on riippumaton vaihtoehtojoukos-
ta ja siten sen muista vaihtoehdoista. Siten vaikuttaa luontevalta olettaa, että vaih-
toehdon lisääminen vaihtoehtojoukkoon ei voi olla hyötyä lisäävä toimenpide, jos
tätä vaihtoehtoa ei joskus valita tai ainakin odoteta valittavan. Siten A ∪ {x}  A
tarkoittaa, että päätöksentekijä ainakin pitää mahdollisena sitä, että valitsee vaih-
toehdon x vaihtoehtojoukosta A∪{x}. Jos sitten oletetaan, että y on normatiivisesti
paras vaihtoehto vaihtoehtojoukossa A ja että {y}  {x}, niin A ∪ {x}  A tar-
koittaa, että päätöksentekijä odottaa mahdollisesti valitsevansa joukosta A ∪ {x}
vaihtoehdon, joka on normatiivisesti heikompi kuin vaihtoehto y. Siten on järkevää,
että päätöksentekijä pitäisi yksiötä {y} parempana kuin vaihtoehtojoukkoa A∪{x},
eli {y}  A ∪ {x}. Tämä on juuri aksiooman DLR6 intuitiivinen tulkinta. (Dekel,
Lipman ja Rustichini, 2009.)
Lause 11 on Dekelin, Lipmanin ja Rustichinin (2009) päätulos.
Lause 11. Relaatiolla  on äärellis-additiivinen odotetun hyödyn representaatio, ja
se toteuttaa aksioomat DLR5 sekä DLR6, jos ja vain jos sitä kuvaa funktio
(11) VT (A) =
I∑
i=1
qi max
x∈A
[u(x)− ci(x,A)],
jossa qi > 0 kaikilla i,
∑
i qi = 1, ja
(12) ci(x,A) =
[∑
j∈Ji
max
y∈A
vj(y)
]
−
∑
j∈Ji
vj(x),
sekä u ja jokainen vj ovat odotetun hyödyn funktioita.
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Todistus. Lause on todistettu artikkelissa Dekel, Lipman ja Rustichini (2009).
Dekel, Lipman ja Rustichini kutsuvat funktion (11) esittämiä preferenssejä houku-
tusten vaikuttamiksi preferensseiksi (temptation-driven preferences). Selvästi
VT ({x}) = u(x), eli funktio u kuvaa edelleen sitoutumisesta saatavaa hyötyä. Funk-
tiot ci voidaan tulkita itsekurin harjoittamisesta aiheutuvina kustannuksina, jolloin
qi on subjektiivinen todennäköisyys, jolla toisen vaiheen houkutus on juuri funktion
ci mukainen. Representaatio siis laajentaa GP-mallia tilanteeseen, jossa päätöksen-
tekijä on epävarma siitä, mikä houkutus häneen toisessa vaiheessa vaikuttaa. (Dekel,
Lipman ja Rustichini, 2009.)
Funktion (11) voi esittää myös äärellis-additiivisen odotetun hyödyn muodossa
VT (A) =
I∑
i=1
qi max
x∈A
[u(x) +
∑
j∈Ji
vj(x)]−
I∑
i=1
∑
j∈Ji
qi max
y∈A
vj(y),
josta nähdään, että negatiiviset tilat viittaavat houkutuksiin ja positiiviset tilat
siihen, minkälaisena kompromissina nämä houkutukset yhdistetään normatiiviseen
hyötyyn valinnan tekemiseksi. Normatiivisen hyvyyden mitta, eli funktio u, on kui-
tenkin kaikille positiivisille tiloille yhteinen, joten tässä mielessä päätöksentekijän
todellisista tai normatiivisista preferensseistä ei ole epävarmuutta. Representaa-
tiossa ainoastaan houkutukset ovat siis stokastisia. (Dekel, Lipman ja Rustichini,
2009.)
On helppo nähdä, että representaatio (11) mahdollistaa edellä kuvatun esimerkin
kaltaisen laihdutuskuurilla olevan päätöksentekijän käyttäytymisen (Dekel, Lipman
ja Rustichini, 2009). Määritellään funktiot u, v1 ja v2 alla olevan taulukon mukaan.
u v1 v2
Maitorahka (r) 3 2 2
Suklaapatukka (s) 0 0 6
Perunalastupussi (p) 0 6 0
Nyt I = 2 ja ci(x,A) = maxy∈A vi(y) − vi(x). Olkoon lisäksi q1 = q2 = 12 , jolloin
representaatio on
VT (A) =
1
2
2∑
i=1
max
x∈A
[u(x)− ci(x,A)].
Selvästi VT ({r}) = 3, VT ({r, s}) = VT ({r, p}) = 12(0 + 3) = 32 ja VT ({r, s, p}) =
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1
2
(0 + 0) = 0. Päätöksentekijä siis arvioi vaihtoehtojoukot, kuten esimerkissä ai-
emmin esitettiin järjestykseen {r}  {r, s}, {r, p}  {r, s, p}. Tulkinta siis on, et-
tä todennäköisyydellä 1
2
päätöksentekijän tekee mieli makeaa ja samalla todennä-
köisyydellä suolaista. Jos vaihtoehtojoukossa on vain toinen näistä houkuttelevista
välipaloista, päätöksentekijällä on korkeampi todennäköisyys kyetä vastustamaan
kiusausta. Jos vaihtoehtojoukossa puolestaan on saatavilla molemmat hokutukset,
päätöksentekijä sortuu houkutukseen joka tapauksessa riippumatta siitä, tekeekö
hänen mieli suolaista vai makeaa. Siten arvioituna ex ante joukko, joka sisältää mo-
lemmat houkutukset, on aidosti huonompi kuin vain yhden houkutuksen sisältävä
joukko.
Dekel, Lipman ja Rustichini (2009) näyttävät myös erikoistapauksena, että repre-
sentaatio (11) soveltuu niin ikään luvun alussa esitetyyn tilanteeseen, jossa laihdu-
tuskuurilla oleva päätöksentekijä joutuu valitsemaan vaihtoehtojen ei jälkiruokaa,
hedelmäsalaatti ja suklaakakku väliltä. Kyseisessä tilanteessahan hedelmäsalaat-
ti toimi sopivana kompromissina normatiivisen mieltymyksen ja houkutuksen välillä
johtaen paljastettujen preferenssien heikkoa aksioomaa rikkovaan käyttäytymiseen.
Tässä erikoistapauksessa päätöksentekijään vaikuttaa vain yksi houkutus, mutta hän
on epävarma sen voimakkuudesta. Tällöin positiivisia tiloja on edelleen I kappalet-
ta, mutta negatiivisia vain yksi. Sen takia itsekurin kustannuksia mittaava funktio c
on kaikissa tiloissa sama. Epävarmuus syntyy siitä, että funktion c kertoimeksi tulee
γi, joka kertoo houkutuksen voimakkuuden tilassa i. Erikoistapaus on siitä syystä
kiinnostava, että se tarjoaa käsitteellisesti osittain naiivia kvasi-hyperbolista pää-
töksentekijää vastaavan tilanteen kaksivaiheisessa kehikossa. Se lienee myös suppein
mahdollinen epävarmuutta Gulin ja Pesendorferin (2001) malliin lisäävä laajennus.
(Dekel, Lipman ja Rustichini, 2009.)
4.2.3 Stovallin malli
Esimerkki maitorahkasta, suklaapatukasta ja perunalastupussista välipalansa valit-
semaan joutuvasta päätöksentekijästä johtaa ajattelemaan myös hieman toisenlaista
tilannetta, joka osoittaa, että Dekelin, Lipmanin ja Rustichinin (2009) karakterisoi-
mien preferenssien joukko saattaa sittenkin olla houkutuksia käsiteltäessä liian laaja.
Oletetaan, että suklaapatukka ja perunalastupussi ovat normatiivisesti yhtä hyviä
vaihtoehtoja päätöksentekijälle, mutta vaihtoehtojoukko, jossa molemmat vaihtoeh-
dot ovat saatavilla, on aidosti huonompi. Olkoon siis {s} ∼ {p}  {s, p}. Tällaisiin
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preferensseihin voisi olla selityksenä jo aiemmin sivuttu seikka, että päätöksente-
kijä kokee ristiriitaisia houkutuksia toisessa vaiheessa ja joutuu siten valitsemaan
houkutusten mielessä jonkinlaisen kompromissin. Kaikissa tilanteissa moinen seli-
tys ei kuitenkaan tunnu uskottavalta. Houkutuksia tuntuisi pikemminkin luonneh-
tivan paremmin se seikka, että ne ovat jonkinlaisia himoja, jotka pyrkivät muut-
tamaan päätöksentekijän valintaa pois normatiivisesti parhaasta vaihtoehdosta eli
siitä vaihtoehdosta, joka hänen mielestään pitäisi valita. Koska suklaapatukka ja
perunalastupussi ovat normatiivisesti yhtä hyviä, on vaikea ajatella yllä esitettyjen
preferenssien johtuvan nimenomaan houkuttelevuudesta. (Stovall, 2010.) Edellä ku-
vatut preferensit rikkovat joukkojenvälisyysaksioomaa, koska {s} ∪ {p}  {s}, {p}.
Toisaalta preferenssit ovat yhteensopivat Dekelin, Lipmanin ja Rustichinin (2009)
mallin kanssa, koska ne selvästi toteuttavat aksiooman DLR5 eikä aksiooma DLR6
ole tilanteessa oleellinen.
Stovall (2010) yleistää GP-mallia tavalla, joka samalla hieman kaventaa Dekelin,
Lipmanin ja Rustichinin (2009) tarkastelemien preferenssien joukkoa. Tuloksena on
joukko preferenssejä, jotka ovat yhteensopivat stokastisten houkutusten kanssa mut-
ta eivät mahdollista useita samanaikaisia houkutuksia. Siten yllä olevassa esimer-
kissä kuvatut preferenssit eivät ole mahdolliset Stovallin mallissa. Stovallilla deter-
minististen palkintojen joukko Z on äärellinen kuten Dekelillä, Lipmanilla ja Rus-
tichinillakin. Keskeisenä ajatuksena on heikentää joukkojenvälisyyttä kahdella ak-
sioomalla, jotka yhdessä kuitenkin ovat vahvempia kuin aksioomat DLR5 ja DLR6.
Stovall (2010) kutsuu näitä uusia aksioomia ekskluusioksi (exclusion) ja inkluusioksi
(inclusion).
Aksiooma S5 (ekskluusio): {x}  {y} ∀ x ∈ A⇒ A  A ∪ {y}.
Aksiooma S6 (inkluusio): {y}  {x} ∀ x ∈ A⇒ A ∪ {y}  A.
Aksiooma S5 on helppo tulkita. Jos jokainen vaihtoehtojoukon A vaihtoehto on
normatiivisesti parempi kuin vaihtoehto y, aksiooman S5 mukaan päätöksenteki-
jä haluaisi poistaa vaihtoehdon y vaihtoehtojoukostaan. Jos vaihtoehto y nimittäin
houkuttelisi päätöksentekijää, houkutus aiheuttaisi konﬂiktin hänen normatiivisen
mieltymyksensä kanssa. Jos hän epäilee jossain tilanteessa valitsevansa vaihtoeh-
don y, hän valitsee normatiivisesti huonomman vaihtoehdon. Siten vaihtoehdon y
lisääminen vaihtoehtojoukkoon A voi ainoastaan huonontaa tilannetta tai pitää sen
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parhaimmillaankin yhtä hyvänä. Aksiooman S6 tulkinta on vastaavanlainen tapauk-
sessa, jossa y on normatiivisesti vähintään yhtä hyvä kuin mikä tahansa joukon A
vaihtoehto. (Stovall, 2010.) Selvästi edellä olevassa esimerkissä kuvatut preferenssit
rikkovat inkluusiota: vaikka {s} ∼ {p}, niin {s} ∪ {p}  {s}, {p}.
Lause 12 on Stovallin (2010) päätulos.
Lause 12. Binäärirelaatio  toteuttaa aksioomat 13, DLR4 sekä S5 ja S6, jos ja
vain jos sitä kuvaa funktio
VS(A) =
I∑
i=1
qi
{
max
x∈A
[u(x) + vi(x)]−max
y∈A
vi(y)
}
,
jossa qi > 0 kaikilla i,
∑
i qi = 1 ja sekä funktio u että vi ovat von Neumann-
Morgenstern -hyötyfunktioita.
Todistus. Lause on todistetu artikkelissa Stovall (2010).
Representaation tulkinta on tavanomainen: funktio u edustaa normatiivisia mielty-
myksiä, parametrit qi mahdollisten eri tilojen subjektiivisia todennäköisyyksiä sekä
funktiot vi kussakin tilassa päätöksentekijään kohdistuvia houkutuksia. Se viittaa
myös toisen vaiheen käyttäytymiseen, jossa tilan i sattuessa päätöksentekijä maksi-
moi kompromissina funktiota u+ vi ja kärsii tästä itsekurin harjoittamisen kustan-
nuksia maxy∈A vi(y)−vi(x). Tulkinta siis on, että päätöksentekijä on epävarma siitä,
mikä houkutus häneen toisessa vaiheessa vaikuttaa. (Stovall, 2010.) On helppo näh-
dä, että representaatio (12) on Gulin ja Pesendorferin representaation (2) yleistys
stokastisten houkutusten tilanteeseen ja samalla Dekelin, Lipmanin ja Rustichinin
representaation (11) erikoistapaus, jossa Ji = 1 kaikilla i = 1, . . . , I ja jossa siten
kussakin tilassa on vain yksi houkutus kerrallaan.
Malleja vertailtaessa on selvää, että Gulin ja Pesendorferin (2001) mallin etuna on
ainoastaan helppo käsiteltävyys. Se sisältää Dekelin, Lipmanin ja Rustichinin (2009)
sekä Stovallin (2010) malleja enemmän oletuksia, jättää huomiotta keskeisiltä vai-
kuttavia houkutuksiin liittyviä ilmiöitä ja on lisäksi vähemmän yleinen. Toisaalta
liian yleisessä malli ei liene ihanteellinen, jos se ei pysty rajaamaan käyttäytymis-
tä millään tavalla vaan käytännössä mahdollistaa lähes minkälaisen käyttäytymi-
sen tahansa. Sellaisen mallin perusteella on hyvin vaikea tehdä tarkkoja ennusteita
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käyttäytymisestä. Tässä mielessä Stovallin malli on käyttökelpoisimman oloinen. Se
yhtäältä yleistää Gulin ja Pesendorferin mallia nähdäkseni tarpeelliseen suuntaan
sallimalla stokastiset houkutukset ja toisaalta rajaa preferenssejä tarkemmin tilan-
teisiin, joissa vaikuttimina ovat nimenomaan houkutukset.
4.3 Houkutusten moniulotteisuus
Toinen mahdollinen selitys aiemmin esitetylle laihdutuskuurilla olevan päätöksente-
kijän preferenssiketjulle {r}  {r, s}, {r, p}  {r, s, p} on se, että hän kärsii satun-
naisten houkutusten sijaan useasta houkutuksesta samaan aikaan. Tällöin houkut-
televista vaihtoehdoista ei ole epävarmuutta, mutta niitä saattaa olla useampi kuin
yksi. Vaihtoehtojoukko {r, s, p} voi olla siis huonompi kuin joukot {r, s} ja {r, p}
siitä syystä, että kahden erillisen mutta samanaikaisen houkutuksen vastustaminen
on vaikeampaa. Dekelin, Lipmanin ja Rustichinin (2009) representaation (11) mu-
kaiset preferenssit pitävät sisällään myös useamman houkutuksen tapauksen. Kun
määritellään I = 1, J1 = 2 ja
c(x,A) =
[
max
y∈A
v1(y) + max
y∈A
v2(y)
]
− [v1(x)− v2(x)] ,
reprsentaatioksi saadaan funktioon (11) sijoittamalla
VT (A) = max
x∈A
[u(x) + v1(x) + v2(x)]−max
y∈A
v1(y)−max
y∈A
v2(y).
Laihduttajaesimerkin tapauksessa VT ({r}) = 7−2−2 = 3, VT ({r, s}) = VT ({r, p}) =
7−2−6 = −1 ja VT ({r, s, p}) = 7−6−6 = −5. Siispä {r}  {r, s}, {r, p}  {r, s, p}.
Tätä yleisempi on tilanne, jossa samanaikaisia houkutuksia on useampi kuin kaksi.
Olkoot I = 1 ja J1 äärellinen. Representaatio on tällöin
(13) VT (A) = max
x∈A
[
u(x) +
∑
j∈J1
vj(x)
]
−
∑
j∈J1
max
y∈A
vj(y).
Dekel, Lipman ja Rustichini (2009) osoittavat, että aksioomat DLR5 ja DLR6 eivät
ole riittävät representaatiolle (13). Tarvitaan vahvempi ehto, jotta yleisempi repre-
sentaatio (11) saadaan supistettua erityistapaukseen (13). Tämä vahvempi ehto on
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positiivinen joukkojenvälisyys (positive set-betweenness), joka on joukkojenvälisyy-
den vasen puoli.
Aksiooma DLR7 (positiivinen joukkojenvälisyys): x  y ⇒ x  x ∪ y.
Jos relaatio  siis toteuttaa aksiooman DLR7, on yleisessä houkutusten vaikut-
tamien preferenssien representaatiossa (11) vain yksi positiivinen tila, eli I = 1.
Siten päätöksentekijä tietää täysin, mitkä houkutukset häneen toisessa vaihees-
sa tulevat vaikuttamaan. Tulkinnan kannalta ongelmallista on, että useiden sa-
manaikaisten houkutusten tapauksessa edes houkutukselle periksi antaminen usein-
kaan ei täysin poista valinnasta aiheutuvia kustannuksia. Jos toisen vaiheen valin-
ta on esimerkiksi y ∈ arg maxy∈A vk, kärsii päätöksentekijä kuitenkin kustannukset∑
j∈J1\k[maxz∈A vj(z)− vj(y)]. Sama ongelma koskee myös yleisempää representaa-
tiota (11). Koska houkutukselle periksi antaminen ei poista kaikkia kustannuksia,
voidaan päätöksentekijän ajatella joko kärsivän useammasta keskenään ristiriitai-
sesta houkutuksesta, tuntevan syyllisyyttä houkutukseen sortumisesta tai kokevan
muita epätavanomaisia tuntemuksia kuten katumusta. (Dekel, Lipman ja Rustichini,
2009.)
Representaatio (11) viittaa siihen, että toisessa vaiheessa päätöksentekijä valitsee
kulutusvaihtoehdon vaihtoehtojoukosta maksimoimalla funktiota u +
∑
j∈J1 vj. On
huomattava, että Dekel, Lipman ja Rustichini (2009) jättävät toisen vaiheen va-
linnan mallintamatta, joten edellä mainittu valintakäyttäytyminen on ainoastaan
tulkinta mallista. Joka tapauksessa tällainen moniulotteisten mutta deterministis-
ten houkutusten tilanne toteuttaa paljastettujen preferenssien heikon aksiooman ei-
kä siten ole verrattavissa tilanteeseen, jossa päätöksentekijä on epävarma tulevista
houkutuksistaan. Näin on siitä huolimatta, että samanlaisen valintakäyttäytymisen
 tässä työssä laihdutusesimerkin  voi tulkita sekä stokastisten houkutusten et-
tä useiden samanaikaisten houkutusten aiheuttamaksi. Mallit voi erottaa toisistaa
tarkastelemalla toisen vaiheen valintakäyttäytymistä. Jos houkutukset ovat stokasti-
set, pitäisi toisen vaiheen valintakäyttäytymisessäkin havaita stokastisuutta: välillä
vaihtoehtojoukosta {r, p} havaitaan valinta r ja välillä valinta p. Edellinen havainto
pitäisi syntyä, jos päätöksentekijän tekeekin toisessa vaiheessa mieli makeaa väli-
palaa. Jälkimmäinen valinta puolestaan havaitaan, jos päätöksentekijän tekee mieli
suolaista välipalaa. Jos sen sijaan selityksenä ovat samanaikaiset houkutukset, ei ole
syytä odottaa havaintoja satunnaisesta valinnasta. Lipman ja Pesendorfer antavat
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esimerkkejä tilanteista, joissa stokastisten houkutusten ja useiden samanaikaisten
houkutusten mallit voi erottaa toisistaan myös ensimmäisen vaiheen preferenssejä
tarkastelemalla. (Lipman ja Pesendorfer, 2011.)
4.4 Dynaaminen itsekuri ja addiktiot
Kuten aiemmin on tullut ilmi, Gul ja Pesendorfer tarkoittivat kaksivaiheisen mallin-
sa lähinnä lähtökohdaksi monipuolisemmille ja sovelluskelpoisemmille houkutuksia
käsitteleville malleille. He kehittävätkin malliaan eteenpäin laajentamalla päätösteo-
reettisen ongelman tilanteeseen, jossa on äärettömän monta periodia, joista ensim-
mäistä lukuun ottamatta jokaisella päätöksentekijä kärsii houkutuksista. Esimerk-
kinä voidaan ajatella tilannetta, jossa päätöksentekijällä on kiinteä alkuvarallisuus
ja kullakin periodilla ensimmäistä lukuun ottamatta hän valitsee varallisuuttaan
vähentävän periodittaisen kulutuksensa. Malli on rekursiivinen, joten kulutusvalin-
nan seurauksena päätöksentekijä kohtaa seuraavalla periodilla uuden päätöksenteko-
ongelman, jossa varallisuus vain on vähentynyt edellisen periodin kulutuksen verran.
Näin ollen hän kokee houkutusta kuluttaa koko varallisuutensa välittömästi mutta
tietää samalla sen olevan haitallista tulevien periodien kannalta. Siksipä hänen nor-
mativiinen hyötynsä  termi, jota Gul ja Pesendorfer edelleen välttävät  riippuu
periodin kulutuksen lisäksi myös tulevan periodin päätöksenteko-ongelmasta. Mal-
lin tuloksena on dynaamisesti johdonmukainen päätöksentekijä, joka maksimoi kom-
promissia tästä normatiivisesta hyödystä ja houkutuksesta kuluttaa kaikki kyseisellä
periodilla kärsien samalla itsekurikustannuksista, jos ei päädy kuluttamaan kaikkea.
(Gul ja Pesendorfer, 2004.)
Toisin kuin eksponentiaalisen ja hyperbolisen diskonttauksen malleissa Gulin ja Pe-
sendorferin (2004) dynaamisessa mallissa päätöksentekijän preferenssit määritellään
kulutusproﬁilien sijasta päätöksenteko-ongelmien joukossa, jolloin ne voivat riippua
kunkin periodin kulutuksen lisäksi myös siitä, mitä olisi ollut mahdollista kulut-
taa. Näitä preferenssejä he kutsuvat dynaamisiksi itsekuripreferensseiksi (dynamic
self-control preferences). Preferenssien määrittelyjoukon laajentaminen rekursiivis-
ten päätöksenteko-ongelmien joukkoon sallii houkutusten mallintamisen. Lisäksi re-
kursiivinen rakenne mahdollistaa tavanomaisten dynaamisen ohjelmoinnin menetel-
misen käyttämisen päätöksentekijän optimaalisen valinnan ratkaisemiseksi. (Gul ja
Pesendorfer, 2004). Sen lisäksi, että Gul ja Pesendorfer (2004) laajentavat kaksivai-
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heista malliaan ääretönperiodiseen tilanteeseen, he myös lisäävät mallin struktuuria
uusilla aksioomilla siten, että saavat tarkennettua kaksivaiheisen mallin funktioiden
u ja v muotoa.
Ääretönperiodisen dynaamisen mallin tärkein anti on kuitenkin sen sovellettavuus
perinteisiin taloudellisiin malleihin. Gul ja Pesendorfer (2004) tarkastelevat muun
muassa determinististä kilpailullista vaihtotaloutta (deterministic competitive ex-
change economy), jossa kuluttajilla on dynaamiset itsekuripreferenssit. He määrit-
televät ehdot, joiden vallitessa kilpailullinen tasapaino on olemassa, ja osoittavat,
että yleisesti kilpailulliset tasapainot eivät ole Pareto-tehokkaita. Tämä tulos eroaa
merkittävästi tavallisesta yleisen kilpailullisen tasapainon mallista, jossa päätöksen-
tekijät ovat perinteisiä ja jossa kilpailulliset tasapainot ovat aina Pareto-tehokkaita
(Ellickson, 1993). Lisäksi Gul ja Pesendorfer huomioivat, että mikäli päätöksente-
kijät voivat lainata rahaa vain rajoitetusti ja alkuperäisen tasapainon tilanteessa
tämä lainaamisrajoite ei ole sitova, eli se ei todellisuudessa rajoita päätöksenteki-
jöiden käyttäytymistä, rajoitteen poistaminen saattaa silti muuttaa alkuperäisen
tasapainon hintoja ja allokaatiota (Gul ja Pesendorfer, 2004).
Gul ja Pesendorfer (2007) kehittävät houkutukset mahdollistavaa malliaan edelleen
soveltamalla ääretönperiodista päätöstilannetta addiktiivisen kulutuskäyttäytymi-
sen analysointiin. He määrittelevät pakkomielteisen kuluttamisen sellaiseksi, jossa
kulutuspäätös poikkeaa siitä vaihtoehdosta, jonka päätöksentekijä olisi valinnut, jos
täydellinen sitoutuminen mihin tahansa kulutusvaihtoehtoon olisi ollut mahdollista.
Päihde on addiktiivinen, jos sen lisääntynyt kuluttaminen tekee päätöksentekijästä
pakkomielteisemmän. Siten Gul ja Pesendorfer määrittelevät haitallisen addiktion
päätöksentekijän valinnan ja ennen houkutusten kokemista suunnitteleman valin-
nan välisen eron kasvuna. Houkutus samaistetaan haluksi kuluttaa päihdettä, ja
kullakin periodilla päätöksentekijä valitsee päihteen kulutuksen sekä muita hyödyk-
keitä edustavan aggregaattihyödykkeen kulutuksen. Itsekurin harjoittaminen mah-
dollistaa jälleen houkutusten vastustamisen ja kulutuksen valinnan kompromissina
normatiivisesta hyödystä ja houkutuksista. Pakkomielteinen käyttäytyminen ilme-
nee tällöin sellaisena päihde-aggregaattihyödyke-parin valintana, joka ei maksimoi
normatiivista hyötyä. Malli on jälleen rekursiivinen ja mahdollistaa dynaamisen oh-
jelmoinnin menetelmien käytön. Sen merkittävin ero edellä esitettyyn äärellisperio-
diseen dynaamisen valinnan mallin on, että addiktoituneen päätöksentekijän tämän
hetken preferenssit voivat riippua menneestä päihteen kulutuksesta. (Gul ja Pesen-
dorfer, 2007.)
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Gul ja Pesendorfer (2007) näyttävät, että malli on sopusoinnussa addiktiivista käyt-
täytymistä koskevien empiiristen havaintojen kanssa. Lisäksi he vertaavat mallinsa
ennustamaa käyttäytymistä muihin addiktioita käsitteleviin malleihin ja havaitsevat
joitakin eroja mallien ennusteissa. Esimerkiksi Beckerin ja Murphyn (1988) ratio-
naalisen addiktion teoriassa päihde ei ole koskaan haitallinen, kun taas Gulin ja
Pesendorferin malli ennustaa päätöksentekijän sitoutumista päihteettömään vaih-
toehtoon, mikäli se on mahdollista. Beckerin ja Murphyn mallissa päätöksentekijä
optimoi rationaalisesti, eivätkä politiikkatoimet voi parantaa hänen hyvinvointiaan.
Sen sijaan Gulin ja Pesendorferin mallissa mahdollisimman houkuttelevan päihteen
valintamahdollisuuden poistaminen laskee päätöksentekijän kokemaa houkutusta ja
siten parantaa hänen hyvinvointiaan. Toisaalta päihteen hinnan nousu ei muuta hou-
kuttelevinta vaihtoehtoa vaan ainoastaan nostaa päihteen hintaa laskien sen kulu-
tusta ja siten nostaen itsekurin harjoittamisen kustannuksia. Gulin ja Pesendorferin
päätöksentekijän havaittuun valintaan perustuvan hyvinvointimääritelmän tapauk-
sessa päihteen kulutuksen lasku ei ole hyvinvointia nostavaa, koska itsekurin harjoit-
tamisen kustannukset nousevat enemmän kuin päihteen kulutuksen laskusta saatu
hyöty. (Gul ja Pesendorfer, 2007.) Tuloksessa näkyy jälleen selvästi Gulin ja Pesen-
dorferin paternalisminvastaisuus ja halu olla ottamatta mallintajina kantaa siihen,
mikä oikeastaan on päätöksentekijän normatiivinen hyöty.
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5 Johtopäätökset
Tutkielmassa tarkastellaan aluksi perinteisiä tapoja lähestyä sekä dynaamista valin-
taa että erityisesti houkutusten, sitoutumisen ja itsekurin mallintamista. Havaitaan,
että perinteisistä tavoista jokainen on jollain tavalla puutteellinen. Eksponentiaali-
seen diskonttaukseen perustuvien mallien ongelma on niiden heikko kyky tuottaa ha-
vaintoihin sopivaa käyttäytymistä. Hyperbolisen diskonttauksen mallit puolestaan
sopivat paremmin yhteen havaintojen kanssa, mutta niiltä puuttuu psykologinen
pohja, ja ne aiheuttavat lisäksi dynaamisesti epäjohdonmukaista käyttäytymistä, mi-
kä vaikeuttaa hyvinvointianalyysin tekemistä. Päätöksentekijän sisäiseen konﬂiktiin
perustuvista monipersoonaisista malleista puolestaan osa on hatarasti formalisoitu
tai soveltaa puutteellisesti analogiaa ihmisen sisäisen pelin ja ihmisten välisen pe-
lin välillä. Näistä malleista Fudenbergin ja Levinen (2006) malli vaikuttaa kuitenkin
lupaavalta. Nähdäkseni sen suurin puute on pysyvän persoonan ja vaihtuvan persoo-
nan periodittaisten preferenssien identtisyys. Kuvailevassa mielessä realistisemmalta
kuulostaa nimittäin tilanne, jossa normatiivinen persoona haluaa vastustaa hedo-
nistisen persoonan antautumista esimerkiksi huumekokeiluun myös muista syistä
kuin tulevien seurausten takia. Tällaisia syitä voisivat olla esimerkiksi syyllisyyden
tunne tai vaikkapa yleinen lainkuuliaisuus.
Gulin ja Pesendorferin (2001) suorittama houkutusten eksplisiittinen mallintami-
nen avaa useita uusia näkökulmia dynaamiseen valintaan. Houkutusten seurauksena
päätöksentekijä saattaa haluta kaventaa valinnanvaraansa etukäteen sen takia, että
pelkää valitsevansa normatiivisesti huonomman vaihtoehdon. Tulos on samankaltai-
nen kuin hyperbolisen diskonttauksen malleissa, mutta sitoutumisen halun syyksi
identiﬁoidaan pereferenssien muuttumisen sijaan houkutukset. Täysin uusi on sen
sijaan havainto, että houkutuksia ennakoiva päätöksentekijä saattaa haluta sitou-
tua normatiivisesti parempaan vaihtoehtoon, vaikka ennakoisikin täysin rationaali-
sesti valitsevansa sen joka tapauksessa tulevaisuudessa. Tämä johtuu siitä, että nor-
matiivisen vaihtoehdon valitsemista edellyttävä itsekurin harjoittaminen aiheuttaa
päätöksentekijälle kustannuksia. Houkutusten olemassaolo selittää näin ollen pait-
si päätöksentekijän halua sitoutua myös erilaisia itsekurin harjoittamiseen liittyviä
ilmiöitä.
Laajentamalla preferenssien määrittelyjoukkoa sopivalla tavalla päätöksentekijä saa-
daan houkutuksia sisältävässä mallissa käyttäytymään dynaamisesti johdonmukai-
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sella tavalla. Dynaamisesti johdonmukaiselle päätöksentekijälle eri ajanhetkinä rea-
lisoituvien hyötyjen ja kustannusten suhde pysyy samana riippumatta siitä, minkä
ajanhetken näkökulmasta tilannetta tarkastellaan. Tämä puolestaan helpottaa hy-
vinvointianalyysin tekoa ja siten mallin käyttämistä päätöksentekosuositusten poh-
jana.
Gulin ja Pesendorferin (2001) kaksivaiheinen malli on ainoastaan lähtökohta sellaisil-
le dynaamisille malleille, joissa huomioidaan houkutukset. Mallin puutteena voidaan
pitää sitä, että päätöksentekijään vaikuttaa vain yhdenlainen houkutus ja sekin ai-
noastaan vaihtoehtojoukon houkuttelevimman vaihtoehdon kautta. Houkuttelevim-
man vaihtoehdon houkuttelevuuteen eivät myöskään vaikuta muut vaihtoehdot. Li-
säksi päätöksentekijä tietää tulevaisuudessa kokemansa houkutuksen voimakkuuden
ja kykenee ennakoimaan täysin, pystyykö vastustamaan houkutusta vai lankeaako
siihen. Mallissa itsekurin harjoittamisen kustannukset ovat lineaariset, joten valitta-
vissa olevat vaihtoehdot eivät vaikuta päätöksentekijän kykyyn harjoittaa itsekuria.
Hän valitsee toisessa vaiheessa parhaan vaihtoehdon kompromissina normatiivisesta
hyvyydestä ja houkuttelevuudesta siten, että painottaa niitä yhtä paljon. Näiden
yksinkertaistavien ominaisuuksien seurauksena on esimerkiksi se, että ennakoitu va-
lintakäyttäytyminen toisessa vaiheessa on riittävän säännöllinen toteuttaakseen pal-
jastettujen preferenssien heikon aksiooman.
Näitä yksinkertaistuksia paikkaamaan on laadittu useita laajennuksia. Yhteistä täs-
sä työssä käsitellyille kaksivaiheisille malleille on kuitenkin se, että niissä päätök-
sentekijä ei kärsi ensimmäisessä vaiheessa houkutuksista vaan ainoastaan ennakoi
kärsivänsä niistä toisessa vaiheessa. Noor ja Takeoka (2011) laajentavat kaksivai-
heista mallia siten, että itsekurin harjoittamisen kyky riippuu vaihtoehtojoukosta
sen houkuttelevimman vaihtoehdon kautta. Seurauksena on, että ennakoidussa toi-
sen vaiheen valinnassaan päätöksentekijä painottaa vaihtoehtojen normatiivista hy-
vyyttä ja houkuttelevuutta epätasaisesti. Tärkeä seuraus on myös se, että tällainen
valintakäyttäytyminen ei välttämättä toteuta paljastettujen preferenssien heikkoa
aksioomaa. Mahdollistamalla epäjohdonmukaisempi valintakäyttäytyminen saadaan
mallin sovelluksena selitettyä muun muassa Allais'n paradoksin kaltainen käyttäy-
tyminen.
Dekel, Lipman ja Rustichini (2009) laajentavat kaksivaiheista mallia kahteen suun-
taan. Ensinnäkin heidän mallinsa mahdollistaa sen, että päätöksentekijä kokee useita
samanaikaisia houkutuksia. Toiseksi nämä houkutukset saattavat olla siinä mielessä
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epävarmoja, että päätöksentekijä ei tiedä ex ante, mikä tai mitkä niistä tarkalleen
häneen kohdistuvat. Hän muodostaa ainoastaan subjektiiviset todennäköisyydet eri
mahdollisuuksille ja optimoi niiden mukaan maksimoiden odotettua hyötyään. Sto-
kastisten houkutusten lisääminen malliin saattaa jälleen aiheuttaa paljastettujen
preferenssien heikkoa aksioomaa rikkovaa käyttäytymistä. Erikoistapauksena Deke-
lin, Lipmanin ja Rustichinin mallista on tilanne, jossa päätöksentekijä tietää, mikä
houkutus häneen tulee vaikuttamaan, mutta on epävarma tämän houkutuksen voi-
makkuudesta. Tämä yksinkertainen laajennus Gulin ja Pesendorferin (2001) malliin
vastaa hyperbolisen diskonttauksen malleissa tilannetta, jossa päätöksentekijä on
osittain naiivi.
Stovallin (2010) mielestä Dekel, Lipman ja Rustichini (2009) heikentävät mallis-
saan oletuksia päätöksentekijän käyttäytymisestä liian paljon, siten että tuloksena
on tilanteita, joissa vaikuttavina tekijöinä saattaa olla houkutusten sijasta tai li-
säksi muita psykologisia tekijöitä. Siksi hän puolestaan olettaa hieman enemmän
mallintaen tilanteen, jossa päätöksentekijä on epävarma tulevista houkutuksistaan,
mutta tietää kuitenkin kohtaavansa kerrallaan vain yhden tyyppisen houkutuksen.
Hänen mallinsa onkin jossain mielessä Gulin ja Pesendorferin (2001) sekä Dekelin,
Lipmanin ja Rustichinin (2009) mallien välimuoto.
Gul ja Pesendorfer (2004) puolestaan laajentavat kaksivaiheista malliaan tilantee-
seen, jossa ajanhetkiä on ääretön määrä. Tällöin päätöksentekijä valitsee kussa-
kin vaiheessa kulutusvaihtoehdon lisäksi päätöksenteko-ongelman, jonka hän koh-
taa seuraavasta vaiheesta eteenpäin. Tämä luonteva laajennus mahdollistaa mallin
monipuolisemman sovellettavuuden. Gul ja Pesendorfer (2004) esimerkiksi näyttä-
vät, että kilpailullisessa taloudessa, jossa kuluttajat ovat heidän mallinsa mukaisia
houkutuksista kärsiviä päätöksentekijöitä, yleiset kilpailulliset tasapainot eivät vält-
tämättä ole Pareto-tehokkaita. Samankaltaista mallinnusajatusta he soveltavat hai-
tallisen addiktion analysointiin (Gul ja Pesendorfer, 2007). Heidän mallinsa tuottaa
hieman erilaisia ennusteita ja siten politiikkasuosituksia kuin esimerkiksi Beckerin
ja Murphyn (1988) klassinen addiktioita käsittelevä malli. Gulin ja Pesendorferin
addiktioista kärsivä päätöksentekijä voi yksiselitteisesti paremmin, kun haitallisten
päihteiden saatavuutta rajoitetaan. Sen sijaan päihteen hinnan nostaminen esimer-
kiksi verotuksella vähentää päätöksentekijän hyötyä, koska se ei vaikuta houkutuksen
voimakkuuteen vaan ainoastaan hintaan. Näin ollen päätöksentekijä kyllä vähentää
päihteen kulutusta mutta kärsii samalla kohonneista itsekurikustannuksista. Pater-
nalistisena ohjaavana toimena päihteen hinnan nosto saattaa siis toimia, mutta hy-
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vinvoinnin määrittely päätöksentekijän hyödyn kautta tarkoittaa sitä, että hinnan
kohoaminen laskee hyvinvointia. Politiikan toteuttajan päätettäväksi jää, kumpaa
hyvinvointikriteeriä tilanteessa käytetään.
Nähdäkseni houkutuksia Gulin ja Pesendorferin tapaan mallintava tutkimussuun-
taus on päätösteorialle lupaava ja merkittävä. Mallit ovat ensinnäkin aksiomaatti-
sia, ja siten niiden oletuksia on helppo tarkastella sekä mahdollisesti testata. Aksio-
matisointi myös mielestäni mahdollistaa mallien helpomman kehittämisen edelleen,
kun ymmärrys kunkin yksittäisen aksiooman yhteydestä ja vaikutuksesta hyöty-
funktioon ja siten käyttäytymiseen lisääntyy. Tutkimustradition mallit parantavat
myös päätöksentekoprosessin realistisuutta yhdistymällä hyperbolisen diskonttauk-
sen malleja paremmin psykologiseen kirjallisuuteen. Näin ne tavoittavat ilmiöitä,
joita hyperbolisella diskonttauksella on vaikea selittää. Koska houkutukset ovat ar-
kikokemuksen mukaan hyvin yleisiä, asettavat Gulin ja Pesendorferin (2004) tulok-
set deterministisen kilpailullisen talouden tehokkuuden täysin uuteen valoon. Kun
lisäksi dynaamisen johdonmukaisuuden ansiosta hyvinvointianalyysin suorittaminen
on näissä malleissa yksiselitteisempää, en näe mitään syytä sille, etteikö houkutuksia
käsitteleviä malleja tulisi edelleen kehittää eteenpäin ja soveltaa uusiin kokonaista-
loudellisiin ilmiöihin.
Jatkosuuntia Gulin ja Pesendorferin tutkimuslinjalle voisivat olla esimerkiksi mui-
den yleisten psykologisten ilmiöiden tarkastelu malleissa houkutusten rinnalla. Osit-
tain tätä tutkimusta onkin jo tehty: Sarver (2008) soveltaa kaksivaiheista mallia ka-
tumuksen analysointiin. Kopylov (2012) puolestaan tarkastelee houkutusten lisäksi
syyllisyyden ja itsepetoksen tuntemuksia. Eräs jatkomahdollisuus on prokrastinaa-
tion mallintaminen tilanteessa, jossa päätöksentekijä lykkää valintaansa odottaen it-
sekurinsa paranevan tulevaisuudessa. Mahdollista olisi myös tutkia Noorin ja Takeo-
kan (2011) mainitsemaa tilannetta, jossa kyky itsekuriin riippuu vaihtoehtojoukosta
houkuttelevimman vaihtoehdon sijaan vaihtoehtojen lukumäärän kautta. Koska itse-
kurin on havaittu heikkenevän kognitiivisen kuorman kasvaessa, voisi tällainen malli
yhdistettynä syyllisyyteen ja aidosti dynaamiseen, rekursiiviseen kehikkoon auttaa
ymmärtämään esimerkiksi vaikeiden elämäntilanteiden aiheuttaman stressin ja jopa
masennuksen syntyä (Shiv ja Fedorikhin, 1999). Eräs mielenkiintoinen tutkimusai-
he olisi tarkastella Bénaboun ja Pycian (2002) hengessä, voiko pelinä mallinnetun
päätöksentekijän sisäisen konﬂiktin kautta päätyä samoihin representaatioihin kuin
Noorin ja Takeokan (2011), Dekelin, Lipmanin ja Rustichinin (2009) tai Gulin ja
Pesendorferin (2004) malleissa.
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A Liitteet
A.1 Alustavia tarkasteluja
Määritelmä 11. Olkoon A ⊆ Z ja  > 0. Määritellään A ≡
{p ∈ Z : ∃q ∈ A, d(q, p) < }. Prokhorovin etäisyys dp(x, y) joukon ∆ alkioiden x ja
y välillä on
dp(x, y) ≡ inf{ > 0 : x(A) ≤ y(A) + , y(A) ≤ x(A) +  ∀A ∈ B(Z)}.
Prokhorovin etäisyydellä on seuraavat ominaisuudet (Billingsley, 1999):
1. Prokhorovin etäisyys on metriikka joukossa ∆.
2. Jos x(A) ≤ y(A) +  ∀A ∈ B(Z), niin dp(x, y) ≤ .
Lemma 1. Hausdorﬃn etäisyys
dh(A,B) = max
{
max
x∈A
min
y∈B
dp(x, y),max
y∈B
min
x∈A
dp(x, y)
}
on metriikka joukossa A.
Todistus. Osoitetaan ensin, että Hausdorﬃn etäisyyden määritelmässä esiintyvät
maksimit ja minimit ovat olemassa.
Olkoot A,B,C ∈ A ja x, y ∈ ∆. Määritellään dp(x,B) = inf{dp(x, b) : b ∈ B}. Täl-
löin dp voidaan nähdä kuvauksena g : ∆→ R, g(x) = dp(x,B). Siten
|g(x) − g(y)| = |dp(x,B) − dp(y,B)| ≤ dp(x, y), jossa epäyhtälö seuraa Väisälän
(2004) Lauseesta 2.10. Tämä tarkoittaa, että g on 1-Lipschitz ja siten jatkuva (Väi-
sälä, 2004, Lause 4.5). Siis dp(x,B) on x :n suhteen jatkuva. Koska A on kompakti
ja dp(x,B) jatkuva, on olemassa maxx∈A dp(x,B).
Kaikilla b ∈ B merkitään f(b) ≡ dp(x, b). Siten Väisälän (2004) Lauseen 2.10 nojalla
pätee |f(b) − f(b′)| = |dp(x, b) − dp(x, b′)| ≤ dp(b, b′), joten f : B → R on 1-
Lipschitzinä jatkuva. Koska B on kompakti ja f jatkuva, on olemassa minb∈B f(b) =
minb∈B dp(x, b). Siis dp(x,B) = min{dp(x, b) : b ∈ B}.
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Siten maxx∈A miny∈B dp(x, y) ja maxy∈B minx∈A dp(x, y) ovat olemassa ja näin ollen
myös max {maxx∈A miny∈B dp(x, y),maxy∈B minx∈A dp(x, y)} .
Osoitetaan sitten, että dh määrittelee metriikan joukossa A. Määritelmän mukaan
dh on metriikka, mikäli seuraavat ehdot ovat voimassa kaikilla A,B,C ∈ A :
1. dh(A,C) ≤ dh(A,B) + dh(B,C).
2. dh(A,B) = dh(B,A).
3. dh(A,B) = 0⇔ A = B.
1. Määritelmän mukaan on olemassa sellaiset x∗, z∗ ∈ ∆, siten että dp(x∗, z∗) ≡
max {maxx∈A minz∈C dp(x, z),maxz∈C minx∈A dp(x, z)} = dh(A,C). Oletetaan, että
dp(x
∗, z∗) = maxx∈A minz∈C dp(x, z). Tapaus dp(x∗, z∗) = maxx∈A minz∈C dp(x, z)
käsitellään vastaavasti.
Valitaan y′ ∈ B ja z′ ∈ C, siten että miny∈B dp(x∗, y) = dp(x∗, y′) ja minz∈C dp(y′, z) =
dp(y
′, z′). Koska dp on metriikka, ∀x, y, z ∈ ∆ pätee dp(x, z) ≤ dp(x, y) + dp(y, z).
Siten
dh(A,C) = dp(x
∗, z∗) = max
x∈A
min
z∈C
dp(x, z) ≤ dp(x∗, z′) ≤ dp(x∗, y′) + dp(y′, z′)
= min
y∈B
dp(x
∗, y) + min
z∈C
dp(y
′, z) ≤ max
x∈A
min
y∈B
dp(x, y) + max
y∈B
min
z∈C
dp(y, z)
≤ dh(A,B) + dh(B,C).
Ensimmäinen ja toinen yhtälö seuraavat oletuksista, ensimmäinen epäyhtälö alkion
z∗ määritelmästä ja toinen epäyhtälö metriikan dp kolmioepäyhtälöstä. Kolmas yh-
tälö seuraa alkioiden y′ ja z′ määritelmistä sekä kolmas epäyhtälö maksimifunktion
ominaisuuksista. Siten kolmioepäyhtälö pätee.
2. Koska dp on metriikka, vaihdannaisuus pätee selvästi:
dh(A,B) = max
{
max
x∈A
min
y∈B
dp(x, y),max
y∈B
min
x∈A
dp(x, y)
}
= max
{
max
x∈A
min
y∈B
dp(y, x),max
y∈B
min
x∈A
dp(y, x)
}
= dh(B,A).
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3. Oletetaan ensin, että dh(A,B) = 0. Tällöin
max
x∈A
min
y∈B
dp(x, y) = 0 ja max
y∈B
min
x∈A
dp(x, y) = 0
⇒ ∀ x ∈ A min
y∈B
dp(x, y) = 0 ja ∀ y ∈ B min
x∈A
dp(x, y) = 0
⇒ x ∈ A⇒ x ∈ B ja y ∈ B ⇒ y ∈ A⇒ A = B.
Oletetaan sitten, että A = B. Tällöin ∀ x ∈ A miny∈B dp(x, y) = dp(x, x) = 0 ja
∀ y ∈ B minx∈A dp(x, y) = dp(y, y) = 0, joten dh(A,B) = 0.
Lemma 2. Jos A,B ∈ A, niin C ≡ αA+ (1− α)B ∈ A ∀ α ∈ ]0, 1[.
Todistus. Oletetaan siis, että α ∈ ]0, 1[ ja C = αA+ (1−α)B. Olkoon (zn)n∈N jono
joukon C alkioita14. Tällöin ∀ n pätee zn = αxn + (1− α)yn, jossa xn ∈ A, yn ∈ B.
Siten (xn) on joukonA jono ja (yn) joukonB jono. KoskaA on kompakti, on olemassa
jonon (xn) osajono (xnk)→ a ∈ A. Koska B on kompakti, on olemassa jonon (ynk)
osajono (ynki )→ b ∈ B. Koska (xnk)→ a ∈ A, niin tietysti myös (xnki )→ a ∈ A.
Olkoon  > 0. Selvästi ∃ n1, n2 > 0, siten että dp(a, xnki ) <  kaikilla nki > n1
ja dp(b, ynki ) <  kaikilla nki > n2. Valitaan m = max{n1, n2} ja merkitään c =
αa+ (1− α)b. Koska (znki) on jonon (zn) osajono, riittää osoittaa, että (znki)→ c.
Olkoot D ∈ B(Z) ja nki > m. Tällöin dp(xnki , a) <  ja dp(ynki , b) < . Siten
znki (D) = [αxnki + (1− α)ynki ](D)
= αxnki (D) + (1− α)ynki (D)
< α[a(D) + ] + (1− α)[b(D) + ] = c(D) + ,
eli dp(znki , c) < , ja siis (znki)→ c. Koska mielivaltaisesti valitulla joukon C jonolla
on suppeneva osajono, niin C = αA+ (1− α)B on kompakti.
14Merkitään jatkossa kaikkia vastaavia jonoja lyhyesti (zn).
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A.2 Lauseen 1 todistus
Lemma 3. Olkoon (βi) sellainen jono, että βi ∈ ]0, 1[ ∀ i, βi > βi+1 ja (βi) → 0.
Tällöin Di ≡ βiA+ (1− βi)C → C.
Todistus. Olkoon  > 0. On osoitettava, että ∃ k ∈ N, jolle pätee dh(Di, C) < , kun
i > k. Koska (βi) → 0, niin ∃ i1 > 0, siten että βi < , kun i > i1. Olkoon x ∈ C.
Jos nyt y ∈ A, niin βiy + (1− βi)x ∈ Di. Oletetaan sitten, että E ∈ B(Z). Nyt
[βiy + (1− βi)x](E) = βiy(E) + (1− βi)x(E)
< y(E) + 1 · x(E)
≤ + x(E) ≤ x(E) + , kun i > i1.
Ensimmäinen epäyhtälö seuraa siitä, että 0 < βi < , toinen siitä, että y on toden-
näköisyysmitta ja siten y(E) ≤ 1, sekä kolmas todennäköisyysmitan monotonisuu-
desta.
Siten siis dp(βiy + (1 − βi)x, x) <  ∀ x ∈ C, y ∈ A, kun i > i1. Valitaan i1 = k.
Tällöin dh(Di, C) = max {maxd∈Di minc∈C dp(d, c),maxd∈C minc∈Di dp(d, c)} < ,
kun i > k. Siis Di → C.
Lemma 4. Jos X on metrisen avaruuden kompakti ja ääretön osajoukko, on ole-
massa jono joukon X osajoukkoja Xk, siten että jokaisessa Xk on k alkiota ja jono
(Xk) lähestyy joukkoa X Hausdorﬃn metriikassa.
Todistus. Olkoon X ääretön kompakti joukko metrisessä avaruudessa, jonka met-
riikka on d. Kaikki kokoelmat Dn = {B(x, 1n) : x ∈ X}, n ∈ N, ovat X :n avoimia
peitteitä. Koska X on kompakti, jokaista peitettä Dn kohden on olemassa aina-
kin yksi äärellinen osapeite (Gamelin ja Greene, 1999). Toisaalta kutakin avointa
peitettä Dn kohden saattaa olla ääretön määrä tällaisia osapeitteitä. Merkitään näi-
tä osapeitteitä muuttujalla Djn, j ∈ Jn, jossa Jn voi olla ääretön. Koska kaikilla
j ∈ Jn pätee #Djn ≥ 1, voidaan kutakin avointa peitettä Dn kohden valita vähiten
alkioita sisältävä äärellinen osapeite D′n = {B(xn1 , 1n), . . . , B(xntn , 1n) : xni ∈ X ∀ i ∈
{1, . . . , tn}} ⊂ Dn. Nyt siis #D′n = tn.
Josm > n, täytyy olla tm ≥ tn, koska jos tn > tm, niin kokoelma {B(xm1 , 1n), . . . , B(xmtm , 1n) :
xmi ∈ X ∀ i ∈ {1, . . . , tm}} olisi peitteen Dn osapeite, johon kuuluisi alle tn alkio-
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ta, mikä olisi ristiriidassa osapeitteen D′n valinnan kanssa. Nyt siis (D
′
n)n∈N on jono
joukon X äärellisiä avoimia peitteitä siten, että #D′n ≤ #D′m, kun n < m, eli
t1 ≤ . . . ≤ tm ≤ tm+1 ≤ . . .
Valitaan jokin m ∈ N. Muodostetaan joukot Xk, k ≤ tm+1, siten, että kussakin
Xk, k < tm, on k kappaletta joukon X mielivaltaisia alkioita. Joukot Xk, tm ≤
k ≤ tm+1, muodostetaan siten, että Xtm =
⋃tm
i=1{xmi } ja kun tm < k ≤ tm+1, niin
Xk = Xtm ∪
⋃k−tm
i=1 {yi}, jossa yi ∈ X ovat mielivaltaisia. Selvästi #Xk = k, kun
1 ≤ k ≤ tm+1.
Kun tm+1 < k ≤ tm+2, muodostetaan joukot Xk seuraavalla tavalla: Xk =⋃tm+1
i=1 ∪
⋃k−tm+1
i=1 yi, jossa yi ∈ X ovat mielivaltaisia. Näin jatketaan kaikille tm+n <
k ≤ tm+n+1. Kun n→∞, saadaan jono (Xk)k∈N, jolle pätee #Xk = k.
Pitää vielä osoittaa, että (Xk)k∈N, suppenee kohti joukkoa X Hausdorﬃn metrii-
kassa. Olkoon tätä varten  > 0 mielivaltainen. Valitaan k0 ≥ tm+n+1, siten että
1
m+n
< . On osoitettava, että dh(Xk, X) <  ∀ k ≥ k0. Olkoon siis k ≥ k0 mielival-
tainen.
Koska Xk ⊂ X, kaikille x ∈ Xk pätee d(x,X) = miny∈X d(x, y) = d(x, x) = 0, ja
siten maxx∈Xk min y ∈ Xd(x, y) = 0. Siispä dh(Xk, X) =
max {maxx∈Xk miny∈X d(x, y),maxx∈X miny∈Xk d(x, y)} = maxx∈X miny∈Xk d(x, y).
Koska k ≥ k0 ≥ tm+n+1, saadaan kolme eri tapausta.
Tapaus k = tm+n+1 :
Nyt
⋃tm+n
i=1 {xm+ni } ⊂ Xk. Olkoon x ∈ X. Koska D′m+n on joukon X peite, niin
x ∈ B(xm+ni , 1m+n) jollakin i ∈ {1, . . . , tm+n}. Siten d(x, xm+ni ) < 1m+n jollakin i ∈
{1, . . . , tm+n}, ja miny∈Xk d(x, y) < 1m+n . Koska tämä pätee kaikilla x ∈ X, saadaan
maxx∈X miny∈Xk d(x, y) <
1
m+n
< .
Tapaus tm+n+1 < k ≤ tm+n+2 :
Nyt
⋃tm+n+1
i=1 {xm+n+1i } ⊂ Xk. Olkoon x ∈ X. Koska D′m+n+1 peittää joukon X, niin
x ∈ B(xm+n+1i , 1m+n+1) jollakin i ∈ {1, . . . , tm+n+1}, ja siten d(x, xm+n+1i ) < 1m+n+1
jollakin i ∈ {1, . . . , tm+n+1}. Siis miny∈Xk d(x, y) < 1m+n+1 , ja koska tämä pätee
kaikilla x ∈ X, niin maxx∈X miny∈Xk d(x, y) < 1m+n+1 < 1m+n < .
Tapaus k > tm+n+2 käsitellään vastaavalla tavalla. Siispä kaikilla k ≥ k0 pätee
maxx∈X miny∈Xk d(x, y) < . Siten dh(Xk, X) <  ∀ k ≥ k0, eli Xk → X Hausdorﬃn
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metriikassa.
Lemma 5. Olkoot funktiot u, v : ∆→ R jatkuvia. Tällöin funktio
maxx∈A[u(x) + v(x)]−maxy∈A v(y) : A → R on jatkuva.
Todistus. Tarkastellaan funktiota maxx∈A[u(x) + v(x)] : A → R. Kyseessä on yhdis-
tetty funktio g ◦ f : A → R, jossa g = max : P(R) → R ja f : A → P(R), f(A) =
(u+ v)(A). (u+ v)(A) puolestaan on joukon A kuva kuvauksessa u+ v.
Osoitetaan ensin, että f on jatkuva. Olkoot  > 0 ja A ∈ A. Koska u+ v on jatkuva
joukossa ∆, se on tasaisesti jatkuva kaikissa kompakteissa joukon ∆ osajoukoissa
(Gamelin ja Greene, 1999). Näin ollen ∃ δ > 0, siten että |(u+v)(x)−(u+v)(y)| < ,
kun dp(x, y) < δ ja x, y ∈ V ∈ A.
Olkoon B ∈ A sellainen, että dh(A,B) < δ. Tällöin
max {maxx∈A miny∈B dp(x, y),maxy∈B minx∈A dp(x, y)} < δ ⇔
kaikilla x ∈ A miny∈B dp(x, y) < δ ja kaikilla y ∈ B minx∈A dp(y, x) < δ. Koska A∪B
on kompakti, u+ v on tasaisesti jatkuva joukossa A ∪B. Siispä kaikilla x ∈ A
miny∈B{|(u+ v)(x)− (u+ v)(y)|} < , ja kaikilla y ∈ B
minx∈A{|(u+ v)(y)− (u+ v)(x)|} < . Tämä tarkoittaa sitä, että
dh(f(A), f(B)) = dh((u+ v)(A), (u+ v)(B)) =
max
{
max
a∈(u+v)(A)
min
b∈(u+v)(B)
|a− b|, max
a∈(u+v)(B)
min
b∈(u+v)(A)
|a− b|
}
< ,
eli f on jatkuva joukossa A.
Osoitetaan sitten, että g on jatkuva joukossa P(R).Olkoot jälleen  > 0 jaA ∈ P(R).
Valitaan B ∈ P(R), siten että dh(A,B) < . Tällöin kaikilla x ∈ A
miny∈B{|x− y|} <  ja kaikilla y ∈ B minx∈A{|y − x|} < . Erityisesti on olemassa
y ∈ B, siten että |maxA − y| < , ja x ∈ A, siten että |maxB − x| < . Tällöin
selvästi maxA− y <  ja maxB − x < . Koska x ≤ maxA ja y ≤ maxB, saadaan
edellisestä maxA < y+ ≤ maxB+ ja jälkimmäisestä maxB < x+ ≤ maxA+.
Siis maxA − maxB <  ja maxB − maxA <  eli |maxA − maxB| < . Koska
g = max, on g siis jatkuva kohdassa A, ja koska A valittiin mielivaltaisesti, on g
jatkuva joukossa P(R).
Siten g ◦ f on jatkuvien funktioiden yhdistettynä funktiona jatkuva, ja siis
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maxx∈A[u(x) + v(x)] on jatkuva joukossa A. Samoin voidaan osoittaa, että maxy∈A
on jatkuva. Siispä maxx∈A[u(x) + v(x)]−maxy∈A v(y) on kahden jatkuvan funktion
erotuksena jatkuva.
Lemma 6. Jos binäärirelaatio  toteuttaa aksiooman 2a, relaatio  toteuttaa ylem-
män von Neumann-Morgenstern -jatkuvuuden: on olemassa jokin β ∈]0, 1[, siten et-
tä A  B  C ⇒ B  βA+ (1− β)C. Lisäksi aksiooma 2 on aidosti vahvempi ehto
kuin aksioomat 2a2c.
Todistus. Oletetaan ensin, että A  B  C ja että relaatio  toteuttaa aksiooman
2a. Tästä seuraa, että  toteuttaa ylemmän von Neumann-Morgenstern
-jatkuvuuden. Osoitetaan tämä tekemällä vastaoletus: βA + (1 − β)C  B kaikilla
β ∈ ]0, 1[. Aksiooman 2a nojalla joukko {D ∈ A : D  B} on suljettu. Nyt on
olemassa jono (βi) ∈ ]0, 1[, βi > βi+1, siten että (βi)→ 0. Tällöin lemman 3 nojalla
Di = βiA + (1 − βi)C → C, ja vastaoletuksen nojalla Di  B kaikilla i. Koska
{D ∈ A : D  B} on suljettu, niin C ∈ cl{D ∈ A : D  B} = {D ∈ A : D  B}
(Väisälä, 2004). Tämä on kuitenkin ristiriita, koska oletuksen mukaan B  C. Siten
on olemassa β ∈ ]0, 1[, jolla B  βA + (1 − β)C, eli  toteuttaa ylemmän von
Neumann-Morgenstern -jatkuvuuden.
Oletetaan, sitten että  toteuttaa aksiooman 2. Koska toinen puoli aksioomasta 2
on aksiooma 2a, riittää osoittaa, että aksiooman 2 toinen puoli on aidosti vahvempi
kuin aksioomat 2b ja 2c. Koska nyt joukot {E ∈ A : D  E} ovat suljettuja kaikilla
A ∈ A, niin yllä olevaa päättelyä soveltamalla nähdään helposti, että  toteuttaa
alemman von Neumann-Morgenstern -jatkuvuuden eli aksiooman 2b.
Valitaan sitten D = {y} ja E = {x}, jolloin joukot {{x} ∈ ∆ : {y}  {x}} ovat
aksiooman 2 nojalla suljettuja metriikassa dh. Kuvaus f : ∆ 7→ A, f(x) = {x} on
selvästi jatkuva, koska jos  > 0 ja dp(x, y) < , niin selvästi dh({x}, {y}) < . Koska
f on jatkuva ja kiinteällä y ∈ D joukko {{x} ∈ ∆ : {y}  {x}} suljettu metriikassa
dh, on joukko {x : {y}  {x}} = f−1{{x} ∈ ∆ : {y}  {x}} suljettu metriikassa dp
(Gamelin ja Greene, 1999).
Enää pitää osoittaa, että aksioomat 2b ja 2c eivät ole yhtäpitävät alemman puolijat-
kuvuuden kanssa. Oletetaan siis, että aksioomat 2b ja 2c toteutuvat. On näytettävä,
että jollain A ∈ A joukko {B ∈ A : B  A} ei ole avoin. Olkoon  > 0. On löydet-
tävä A ja B  A, siten että on olemassa E, jolle pätee dh(B,E) <  mutta A  E.
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Olkoot x, y, y′ ∈ ∆ sellaiset, että {x}  {y}, {y′}; {x} ∼ {x, y}; {x, y′} ∼ {y′} ja
dp(y, y
′) < . Tällöin {x, y} ∼ {x}  {y′} ∼ {x, y′}. Merkitään A = {y′}, B = {x, y}
ja E = {x, y′}. Nyt dh(B,E) = max {maxB minE dp(k, t),maxE minB dp(k, t)} ≤
max{dp(y, y′), dp(y, y′)} = . Kuitenkin B  A ∼ E, mikä piti osoittaa.
Lemma 7. Jos binäärirelaatio  toteuttaa aksioomat 1, 2ac ja 3, on olemassa
lineaarinen funktio U : A → R, joka edustaa relaatiota  . Funktion U rajoittuma
yksiöihin on jatkuva. Jos  lisäksi toteuttaa aksiooman 2, U on jatkuva joukossa A.
Todistus. Oletetaan siis, että binäärirelaatio  toteuttaa aksioomat 1, 2ac ja 3.
Olkoon L(A) niiden uhkapelien joukko, joiden palkinnot ovat joukon A alkoita ja
joiden kantaja on äärellinen, toisin sanoen kaikilla pi ∈ L(A) #supp(pi) = #{A ∈
A : pi(A) > 0} <∞. L(A) on siis yksinkertaisten todennäköisyysjakaumien (simple
probability distribution) joukko. Määritellään seuraavanlaiset preferenssit joukossa
L(A) : pi ˙ ρ, pi, ρ ∈ L(A), kun ∑A pi(A)A ∑A ρ(A)A.
Näin määritelty binäärirelaatio ˙ on selvästi preferenssirelaatio. Lisäksi se toteuttaa
von Neumann-Morgenstern -jatkuvuuden, mikä nähdään seuraavanlaisella päättelyl-
lä: Olkoon pi, ρ, µ ∈ L(A), pi ˙ ρ ˙ µ. Silloin∑A pi(A)A ∑A ρ(A)A ∑A µ(A)A.
Aksioomasta 2b seuraa, että on olemassa α ∈]0, 1[, siten että α∑A pi(A)A + (1 −
α)
∑
A µ(A)A 
∑
A ρ(A)A. Tällöin∑
A
αpi(A)A+
∑
A
(1− α)µ(A)A 
∑
A
ρ(A)A
⇔
∑
A
[αpi(A) + (1− α)µ(A)]A 
∑
A
ρ(A)A
⇔
∑
A
[αpi + (1− α)µ](A)A 
∑
A
ρ(A)A
⇔ αpi + (1− α)µ ˙ ρ.
Siis alempi von Neumann-Morgenstern -jatkuvuus toteutuu.
Lemman 6 nojalla  toteuttaa ylemmän von Neumann-Morgenstern -jatkuvuuden.
Siten voidaan äskeistä alempaa von Neumann-Morgenstern -jatkuvuutta koskevaa
päättelyä vastaavalla tavalla osoittaa, että ˙ toteuttaa myös ylemmän von Neumann-
Morgenstern -jatkuvuuden. Koska ˙ toteuttaa sekä alemman että ylemmän von
Neumann-Morgenstern -jatkuvuuden, toteuttaa se von Neumann-Morgenstern
-jatkuvuuden.
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Preferenssirelaatio ˙ toteuttaa myös riippumattomuusaksiooman. Olkoon pi, ρ, µ ∈
L(A) sellaiset, että pi ˙ µ, ja olkoon α ∈]0, 1[. Tällöin ∑A pi(A)A ∑A µ(A)A, ja
aksiooman 3 nojalla pätee
α
∑
A
pi(A)A+ (1− α)
∑
A
ρ(A)A  α
∑
A
µ(A)A+ (1− α)
∑
A
ρ(A)A
⇔
∑
A
[αpi(A) + (1− α)ρ(A)]A 
∑
A
[αµ(A) + (1− α)ρ(A)]A
⇔
∑
A
[αpi + (1− α)ρ](A)A 
∑
A
[αµ+ (1− α)ρ](A)A
⇔ αpi + (1− α)ρ ˙ αµ+ (1− α)ρ.
Määritellään kaikille pi, µ ∈ L(A) sekoiteoperaatio ha(pi, µ) = api + (1 − a)µ, ∀a ∈
[0, 1]. Selvästi kaikilla a ∈ [0, 1] pätee api+(1−a)µ ∈ L(A). Siten ha : L(A)×L(A)→
L(A), a ∈ [0, 1]. Koska lisäksi
1. h1(pi, µ) = 1 · pi + (1− 1) · µ = pi,
2. ha(pi, µ) = api + (1− a)µ = (1− a)µ+ (1− (1− a))pi = h1−a(µ, pi), ja
3. ha(hb(pi, µ), µ) = ha(bpi + (1− b)µ, µ) = a(bpi + (1− b)µ) + (1− a)µ
= abpi + aµ− abµ+ µ− aµ = abpi + (1− ab)µ = hab(pi, µ),
sekoiteavaruuden (mixture space) ehdot täyttyvät (Kreps, 1988). Näin määriteltynä
(L(A), {ha}a∈[0,1]) on siis sekoiteavaruus.
Koska ˙ toteuttaa von Neumann-Morgenstern -aksioomat ja L(A) on sekoiteava-
ruus, Krepsin (1988) Lauseen 5.15 nojalla pätee
(14) pi ˙ ρ⇔
∑
A
pi(A)W (A) ≥
∑
A
ρ(A)W (A),
jossa W : A → R on funktio. Lisäksi vastaava representaatio saadaan funktion W ′
avulla, jos ja vain jos W ′ on positiivinen aﬃini transformaatio funktiosta W.
Kaikilla α ∈ [0, 1] merkitään nyt αA+(1−α)B ≡ µα ∈ L(A), siten että supp(µα) =
{αA + (1 − α)B} ja µα(αA + (1 − α)B) = 1. αA + (1 − α)B tarkoittaa tässä
siis sekä joukon A alkiota {z = αx + (1 − α)y : x ∈ A, y ∈ B} että uhkapeliä
µα ∈ L(A), jonka ainoa positiivisella todennäköisyydellä sattuva lopputulos on juuri
αA+(1−α)B = {z = αx+(1−α)y : x ∈ A, y ∈ B}. Olkoon lisäksi α◦A+(1−α)◦B
se joukon L(A) alkio, jolla lopputulos A sattuu todennäköisyydellä α ja lopputulos
B todennäköisyydellä 1 − α. Koska aksioomaan 3 sisältyy luvussa 3.2.1 selitetyllä
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tavalla oletus siitä, että päätöksentekijälle ei ole väliä, ratkeaako epävarmuus ennen
vai jälkeen toisen periodin valinnan, pätee αA + (1 − α)B ∼˙ α ◦ A + (1 − α) ◦ B.
Yhtälön (14) nojalla puolestaan αA+ (1−α)B ∼˙ α◦A+ (1−α)◦B ⇔ 1 ·W (αA+
(1− α)B) = αW (A) + (1− α)W (B). Siis funktio W on lineaarinen.
Jos supp(pi) = {A} ja supp(ρ) = {B}, niin preferenssirelaation ˙ määritelmän
nojalla A  B ⇔ pi ˙ ρ. Siten
A  B ⇔
∑
A∈supp(pi)
pi(A)W (A) ≥
∑
A∈supp(ρ)
ρ(A)W (A)⇔ W (A) ≥ W (B).
Siis funktio W edustaa preferenssirelaatiota  .
Koska  toteuttaa aksioomat A1, A2a ja A2c, on olemassa jatkuva funktio V, joka
edustaa yksiöihin rajoitettuja preferenssejä  (Fishburn, 1970, Lause 3.5). Koska
A  B ⇔ W (A) ≥ W (B),myösW edustaa näitä yksiöhin rajoitettuja preferenssejä.
Siten kaikilla yksiöillä A,B ∈ A pätee W (A) ≥ W (B) ⇔ V (A) ≥ V (B). Jos
nyt merkitään A′ = {A ∈ A : A on yksiö} ja L(A′) on yksiöhin rajoitettujen,
äärelliskantajaisten uhkapelien joukko, saadaan yhtälöstä (14)
pi ˙ ρ⇔
∑
A
pi(A)W (A) ≥
∑
A
ρ(A)W (A)⇔
∑
A
pi(A)V (A) ≥
∑
A
ρ(A)V (A).
Siten W on positiivinen aﬃini transformaatio funktiosta V, joten myös W rajoitet-
tuna yksiöhin on jatkuva.
Jos A2 pätee, vastaavan päättelyn ja Fishburnin (1970) Lauseen 3.5 nojallaW edus-
taa preferenssejä  ja on jatkuva joukossa A. Haluttu U saadaan nyt asettamalla
U = W.
Lemma 8. Olkoon U funktio, joka edustaa aksiooman 4 toteuttavaa relaatiota .
Jos A ∈ A on äärellinen joukko, niin U(A) = maxx∈A miny∈A U({x, y})
= miny∈A maxx∈A U({x, y}). Lisäksi on olemassa alkiot x∗, y∗, siten että (x∗, y∗)
ratkaisee maxmin- ja (y∗, x∗) minmax-ongelman.
Todistus. Oletetaan, että  toteuttaa aksiooman 4 ja U edustaa relaatiota  .
Olkoon lisäksi A ∈ A äärellinen.
Merkitään u¯ = maxx∈A miny∈A U({x, y}) = U({x∗, y∗}). Osoitetaan ensin, että
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U(A) ≥ u¯. Kiinteällä x∗ pätee U({x∗, y}) ≥ u¯ ∀ y ∈ A, koska u¯ = miny∈A =
U({x∗, y}). Koska U edustaa relaatiota , niin {x∗, y}  {x∗, y∗} ∀ y ∈ A. Jos
y′, y′′ ∈ A, niin aksioomasta 4 seuraa, että {x∗, y′}∪{x∗, y′′}  {x∗, y′} tai {x∗, y′}∪
{x∗, y′′}  {x∗, y′′}. Molemmissa tapauksissa transitiivisuuden perusteella {x∗, y′}∪
{x∗, y′′}  {x∗, y∗}. Aksiooman 4 toistuva soveltaminen osoittaa, että⋃y∈A{x∗, y} 
{x∗, y∗}. Koska U edustaa relaatiota , pätee siis U(⋃y∈A{x∗, y}) ≥ U({x∗, y∗) = u¯.
Selvästi A =
⋃
y∈A{x∗, y}, joten U(A) ≥ u¯.
Osoitetaan sitten, että U(A) ≤ u¯. Kaikkia alkoita x ∈ A kohden on olemassa yx ∈ A,
siten että U({x, yx}) ≤ u¯, koska jos näin ei olisi, olisi olemassa jokin x¯ ∈ A, siten että
U({x¯, y}) > u¯ ∀ y ∈ A. Tällöin miny∈A U({x¯, y}) > u¯ = maxx∈A miny∈A U({x, y}),
mikä on ristiriita. Koska funktio U edustaa relaatiota , kaikilla x ∈ A pätee näin
ollen {x∗, y∗}  {x, yx}. Jos x′, x′′ ∈ A, niin transitiivisuuden ja aksiooman 4 nojalla
{x∗, y∗}  {x′, yx′}∪{x′′, yx′′}. Siispä aksiooman 4 toistuva soveltaminen osoittaa, et-
tä {x∗, y∗}  ⋃x∈A{x, yx} = A. Tästä seuraa, että U({x∗, y∗}) ≥ U(⋃x∈A{x, yx}) =
U(A) = u¯. On siis osoitettu, että U(A) = u¯ = maxx∈A miny∈A U({x, y}).
Osoitetaan seuraavaksi, että U(A) = miny∈A maxx∈A U({x, y}). Merkitään u =
miny∈A maxx∈A U({x, y}) = U({x∗, y∗). Näytetään ensin, että U(A) ≥ u. Kaikkia
y ∈ A kohden on olemassa xy ∈ A, siten että U({xy, y}) ≥ u. Tämä nähdään siitä,
että jos olisi sellainen y ∈ A, että u > U({x, y) ∀ x ∈ A, niin y∗ ei olisi optimaalinen,
vaan jollain x ∈ arg max
x∈A
U({x, y}) saataisiin U({x, y}) < miny∈A maxx∈A U({x, y}),
mikä on ristiriita. Siis kaikilla y ∈ A pätee {xy, y}  {x∗, y∗}. Kuten yllä, aksioo-
man 4 toistuva soveltaminen osoittaa nyt, että A =
⋃
y∈A{xy, y}  {x∗, y∗}. Siten
U(A) ≥ U({x∗, y∗}) = u.
Näytetään sitten, että U(A) ≤ u. Selvästi U({x, y∗}) ≤ u kaikilla x ∈ A, koska u =
U({x∗, y∗}) = maxx∈A U({x, y∗}). Siispä {x∗, y∗}  {x, y∗} kaikilla x ∈ A. Jälleen
aksioomaa 4 toistuvasti käyttämällä saadaan tulos {x∗, y∗} 
⋃
x∈A{x, y∗} = A. Si-
ten U({x∗, y∗}) = u ≥ U(A).On siis osoitettu, että U(A) = miny∈A maxx∈A U({x, y}).
Todistuksen saattamiseksi valmiiksi oletetaan, että (x∗, y) on ratkaisu maxmin- ja
(x, y∗) minmax-ongelmaan. Selvästi U({x∗, z}) ≥ u¯ = U(A) = mint∈A U({x∗, t})
kaikilla z ∈ A. Vastaavasti U({z, y∗}) ≤ u¯ = U(A) = maxt∈A U({t, y∗}) kaikilla z ∈
A. Erityisesti edellisestä saadaan U({x∗, y∗}) ≥ u¯ ja jälkimmäisestä U({x∗, y∗}) ≤ u¯,
eli U({x∗, y∗}) = u¯ = U(A), joten (x∗, y∗) ratkaisee maxmin- ja (y∗, x∗) minmax-
ongelman.
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Lemma 9. Olkoon U lineaarinen funktio, joka edustaa aksiooman 4 toteuttavaa
relaatiota  . Jos
U({x}) > U({x, y}) > U({y}) ja U({a}) > U({a, b}) > U({b}), niin
U(α{x, y}+ (1− α){a, b}) = U({αx+ (1− α)a, αy + (1− α)b}).
Todistus. Merkitään A = α{x, y}+(1−α){a, b} = {αx+(1−α)a, αx+(1−α)b, αy+
(1−α)a, αy+ (1−α)b}. Lemman 8 nojalla on olemassa (w∗, z∗), siten että U(A) =
U({w∗, z∗}) ja (w∗, z∗) on ratkaisu optimointiongelmaan maxw∈A minz∈A U({w, z})
sekä (z∗, w∗) optimointiongelmaan minz∈A maxw∈A U({w, z}).
Näytetään, että {w∗, z∗} = {αx + (1 − α)a, αy + (1 − α)b}. Ensinnäkin saadaan
epäyhtälöketju
U(α{x}+ (1− α){a, b}) = αU({x}) + (1− α)U({a, b})(15)
> αU({x, y}) + (1− α)U({a, b}) = U(α{x, y}+ (1− α){a, b})
= U(A) > αU({y}) + (1− α)U({a, b}) = U(α{y}+ (1− α){a, b}),
jossa ensimmäinen, toinen ja neljäs yhtälö seuraavat U :n lineaarisuudesta, kolmas
yhtälö joukon A määritelmästä ja epäyhtälöt lemman oletuksista. Koska edellisen
nojalla
U({αx+ (1− α)a, αx+ (1− α)b}) > U(A) > U({αy + (1− α)a, αy + (1− α)b}),
niin {αx+ (1− α)a, αx+ (1− α)b} 6= {z∗, w∗} 6= {αy + (1− α)a, αy + (1− α)b}.
Samoin pätee
U(α{x, y}+ (1− α){a}) = αU({x, y}) + (1− α)U({a})(16)
> αU({x, y}) + (1− α)U({a, b}) = U(α{x, y}+ (1− α){a, b})
= U(A) > αU({x, y}) + (1− α)U({b}) = U(α{x, y}+ (1− α){b}),
jossa jälleen ensimmäinen, toinen ja neljäs yhtälö seuraavat U :n lineaarisuudesta,
kolmas yhtälö joukon A määritelmästä ja epäyhtälöt lemman oletuksista. Koska nyt
edellisen nojalla
U({αx+ (1− α)a, αy + (1− α)a}) > U(A) > U({αx+ (1− α)b, αy + (1− α)b}),
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niin {αx+ (1− α)a, αy + (1− α)a} 6= {z∗, w∗} 6= {αx+ (1− α)b, αy + (1− α)b}.
Nyt tiedetään siis, että {w∗, z∗} = {αx + (1 − α)a, αy + (1 − α)b} tai {w∗, z∗} =
{αx+ (1− α)b, αy + (1− α)a}. Osoitetaan seuraavaksi, että {w∗, z∗} 6=
{αx+ (1− α)b, αy + (1− α)a}. Jos w∗ = αx+ (1− α)b, saadaan
U(A) = U({w∗, z∗}) ≤ U({w∗, αy + (1− α)b}) = U({αx+ (1− α)b, αy + (1− α)b})
= U(α{x, y}+ (1− α){b}) < U(A),
jossa ensimmäinen yhtälö seuraa oletuksesta, ensimmäinen epäyhtälö siitä, että
{w∗, z∗} ratkaisee maxmin-ongelman, toinen yhtälö oletuksesta, kolmas yhtälö U :n
lineaarisuudesta sekä viimeinen epäyhtälöketjusta (16). Kyseessä on selvästi ristriita,
joten w∗ 6= αx+ (1− α)b.
Jos w∗ = αy + (1− α)a, saadaan puolestaan
U(A) = U({w∗, z∗}) ≤ U({w∗, αy + (1− α)b}) = U({αy + (1− α)a, αy + (1− α)b})
= U(α{y}+ (1− α){a, b}) < U(A),
jossa ensimmäinen yhtälö seuraa oletuksesta, ensimmäinen epäyhtälö siitä, että
{w∗, z∗} ratkaisee maxmin-ongelman, toinen yhtälö oletuksesta, kolmas yhtälö U :n
lineaarisuudesta sekä viimeinen epäyhtälöketjusta (15). Kyseessä on jälleen ristriita,
joten w∗ 6= αy + (1− α)a.
On siis osoitettu, että täytyy olla {w∗, z∗} = {αx+ (1− α)a, αy + (1− α)b}.
Määritellään funktio u : ∆ 7→ R, siten että
u(x) ≡ U({x}),
ja funktio v : ∆ 7→ R, siten että kaikilla a, b ∈ ∆, δ ∈ ]0, 1[
v(x; a, b, δ) ≡ U({a, b})− U({a, (1− δ)b+ δx})
δ
.
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Helposti nähdään, että koska U on lineaarinen, niin
u(αx+ (1− α)y) = U({αx+ (1− α)y})
= U(α{x}+ (1− α){y}) = αU({x}) + (1− α)U({y})
= αu(x) + (1− α)u(y),
eli myös u on lineaarinen.
Lemma 10. Olkoon U lineaarinen funktio, joka edustaa aksiooman 4 toteuttavaa
relaatiota  . Olkoon U({a}) > U({a, (1− δ)b+ δz}) > U({(1− δ)b+ δz}) ∀ z ∈ ∆.
Silloin
(i) Kaikille sellaisille z ∈ ∆, joille U({a}) > U({a, z}) > U({z}), pätee v(z; a, b, δ) =
U({a, b})− U({a, z}).
(ii) v(a; a, b, δ) = U({a, b})− U({a}).
(iii) v(αz + (1− α)z′; a, b, δ) = αv(z; a, b, δ) + (1− α)v(z′; a, b, δ).
(iv) v(z; a, b, δ) = v(z; a, b, δ
′
), ∀ δ′ ∈]0, δ[.
(v) Jos kaikilla z ∈ ∆ U({x}) > U({x, (1− δ)y + δz}) > U({(1− δ)y + δz}), niin
v(z; a, b, δ) = v(z;x, y, δ) + v(y; a, b, δ).
Todistus. Olkoon U lineaarinen funktio, joka edustaa aksiooman 4 toteuttavaa re-
laatiota  . Oletetaan lisäksi, että
U({a}) > U({a, (1− δ)b+ δz}) > U({(1− δ)b+ δz}) ∀ z ∈ ∆.
(i) Lemman oletuksessa voidaan valita z = b, jolloin saadaan U({a}) > U({a, b}) >
U({b}). Jos nyt z ∈ ∆ on sellainen, että U({a}) > U({a, z}) > U({z}) pätee,
ovat lemman 9 ehdot voimassa, joten pätee
U(δ{a, z}+ (1− δ){a, b}) = U({δa+ (1− δ)a, δz + (1− δ)b})(17)
⇔ δU({a, z}) + (1− δ)U({a, b}) = U({a, δz + (1− δ)b}),(18)
jossa yhtälö (17) seuraa lemmasta 9 ja yhtälö (18) U :n lineaarisuudesta.
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Siten
v(z; a, b, δ) =
U({a, b})− U({a, (1− δ)b+ δz})
δ
=
U({a, b})− δU({a, z})− (1− δ)U({a, b})
δ
= U({a, b})− U({a, z}),
jossa ensimmäinen yhtälö seuraa funktion v määritelmästä ja toinen yhtälös-
tä (18).
(ii) Funktion U lineaarisuuden nojalla pätee
U({a, (1− δ)b+ δa}) = U((1− δ){a, b}+ δ{a}) = (1− δ)U({a, b}) + δU({a}),
ja tämän perusteella saadaan
v(a; a, b, δ) =
U({a, b})− U({a, (1− δ)b+ δa})
δ
=
U({a, b})− (1− δ)U({a, b})− δU({a})
δ
= U({a, b})− U({a}),
(iii) Lemma 9 soveltuu nyt pareihin (a, (1− δ)b+ δz) ja (a, (1− δ)b+ δz′). Siispä
U({a, (1− δ)b+ δ[αz + (1− α)z′]})
= U({αa+ (1− α)a, α(1− δ)b+ αδz + (1− α)(1− δ)b+ (1− α)δz′})
= U({αa+ (1− α)a, α[(1− δ)b+ δz] + (1− α)[(1− δ)b+ δz′]})
= U(α{a, (1− δ)b+ δz}+ (1− α){a, (1− δ)b+ δz′})
= αU({a, (1− δ)b+ δz}) + (1− α)U({a, (1− δ)b+ δz′}).
Siten käyttämällä v :n määritelmää, soveltamalla äskeistä tulosta sekä käyttä-
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mällä uudestaan v :n määritelmää saadaan
v(αz + (1− α)z′; a, b, δ)
=
U({a, b})− U({a, (1− δ)b+ δ[αz + (1− α)z′]})
δ
=
U({a, b})− αU({a, (1− δ)b+ δz})− (1− α)U({a, (1− δ)b+ δz′})
δ
= α
U({a, b})− U({a, (1− δ)b+ δz})
δ
+ (1− α)U({a, b})− U({a, (1− δ)b+ δz
′})
δ
= αv(z; a, b, δ) + (1− α)v(z′; a, b, δ).
(iv) Olkoon δ′ ∈]0, δ[. Nyt
δ − δ′
δ
b+
(
1− δ − δ
′
δ
)
((1− δ)b+ δz)(19)
=
δ − δ′
δ
b+ (1− δ)b− (δ − δ
′)(1− δ)b
δ
+ δz − (δ − δ′)z
=
δ − δ′
δ
b− δ − δ
′
δ
b+ (1− δ)b+ (δ − δ′)b+ δ′z
= (1− δ′)b+ δ′z.
Selvästi parit (a, (1− δ)b+ δz) ja (a, b) toteuttavat lemman 9 oletukset, joten
pätee
δ − δ′
δ
U({a, b}) +
(
1− δ − δ
′
δ
)
U({a, (1− δ)b+ δz})
= U
(
δ − δ′
δ
{a, b}+
(
1− δ − δ
′
δ
)
{a, (1− δ)b+ δz}
)(20)
= U
(
{δ − δ
′
δ
a+
(
1− δ − δ
′
δ
)
a,
δ − δ′
δ
b+
(
1− δ − δ
′
δ
)
[(1− δ)b+ δz]}
)(21)
= U({a, (1− δ′)b+ δ′z}),
(22)
jossa yhtäsuuruus (20) seuraa U :n lineaarisuudesta, (21) lemmasta 9 ja (22)
yhtälöketjusta (19). Näin ollen v :n määritelmää ja äskeistä yhtälöketjua hyö-
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dyntäen saadaan
v(z; a, b, δ) =
U({a, b})− U({a, (1− δ)b+ δz})
δ
=
δ
δ′
[
δ′
δ
U({a, b})− δ′
δ
U({a, (1− δ)b+ δz})
δ
]
=
U({a, b})− δ
δ
U({a, b}) + δ′
δ
U({a, b}) + ( δ−δ′
δ
− δ
δ
)
U({a, (1− δ)b+ δz})
δ′
=
U({a, b})− δ−δ′
δ
U({a, b})− (1− δ−δ′
δ
)
U({a, (1− δ)b+ δz})
δ′
=
U({a, b})− U({a, (1− δ′)b+ δ′z})
δ′
= v(z; a, b, δ′).
(v) Oletetaan, että U({x}) > U({x, (1− δ)y+ δz}) > U({(1− δ)y+ δz}) ∀ z ∈ ∆.
Soveltamalla funktion U lineaarisuutta, kaksi kertaa lemmaa 9 ja uudelleen
lineaarisuutta saadaan yhtälöketju
1
2
U({x, (1− δ)y + δz}) + 1
2
U({a, (1− δ)b+ δy})
= U(
1
2
{x, (1− δ)y + δz}+ 1
2
{a, (1− δ)b+ δy})
= U({1
2
x+
1
2
a,
1
2
[(1− δ)b+ δz + δy + (1− δ)y]})
= U({1
2
x+
1
2
a,
1
2
y +
1
2
[(1− δ)b+ δz]})
= U(
1
2
{x, y}+ 1
2
{a, (1− δ)b+ δz})
=
1
2
U({x, y}) + 1
2
U({a, (1− δ)b+ δz}).
Siten
1
2
U({x, (1− δ)y + δz}) + 1
2
U({a, (1− δ)b+ δy})
=
1
2
U({x, y}) + 1
2
U({a, (1− δ)b+ δz}),
josta saadaan edelleen
U({x, (1−δ)y+δz})+U({a, (1−δ)b+δy}) = U({x, y})+U({a, (1−δ)b+δz})
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ja lopuksi
U({x, y})− U({x, (1− δ)y + δz}) + U({a, b})− U({a, (1− δ)b+ δy})
= U({a, b})− U({a, (1− δ)b+ δz})
⇔ v(z;x, y, δ) + v(y; a, b, δ) = v(z; a, b, δ).
Lemma 11. Olkoon U lineaarinen funktio, joka edustaa aksiooman 4 toteuttavaa
relaatiota  . Tarkastellaan sellaisia a, y ∈ ∆, joille pätee U({a}) ≥ U({a, y}) ≥
U({y}). Jos sitten b ∈ ∆ ja δ ∈]0, 1[ ovat sellaisia, että U({a}) > U({a, (1 − δ)b +
δz}) > U({(1− δ)b+ δz}) ∀ z ∈ ∆, niin
U({a, y}) = max
w∈{a,y}
[u(w) + v(w; a, b, δ)]− max
z∈{a,y}
v(z; a, b, δ).
Todistus. Oletetaan siis, että lemman oletukset ovat voimassa. Tarkastellaan ensin
tapausta U({a}) > U({a, y}) > U({y}). Lemman 10 kohtien (i) ja (ii) perusteella
v(y; a, b, δ) = U({a, b})− U({a, y}) > U({a, b})− U({a}) = v(a; a, b, δ).
Siispä
(23) max
z∈{a,y}
v(z; a, b, δ) = v(y; a, b, δ).
Lisäksi
(24) u(a) + v(a; a, b, δ)− v(y; a, b, δ)
= U({a}) + U({a, b})− U({a})− U({a, b}) + U({a, y})
= U({a, y}) > U({y}) = u(y) + v(y; a, b, δ)− v(y; a, b, δ),
jossa ensimmäinen yhtäsuuruus seuraa lemman 10 kohdista (i) ja (ii) ja epäyhtälö
tapauksen oletuksesta. Pätee siis
u(a) + v(a; a, b, δ) > u(y) + v(y; a, b, δ),
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eli
(25) max
w∈{a,y}
[u(w) + v(w; a, b, δ)] = u(a) + v(a; a, b, δ)
Ja siten
U({a, y}) = u(a) + v(a; a, b, δ)− v(y; a, b, δ)
= max
w∈{a,y}
[u(w) + v(w; a, b, δ)]− max
z∈{a,y}
v(z; a, b, δ),
jossa ensimmäinen yhtäsuuruus seuraa yhtälöketjusta (24) ja toinen yhtäsuuruus
yhtälöistä (23) ja (25).
Tarkastellaan seuraavaksi tapausta U({a}) = U({a, y}) > U({y}). Nyt U{a, y}) =
U({a}) = u(a), joten riittää osoittaa, että v(a; a, b, δ) ≥ v(y; a, b, δ), koska tällöin
u(a) + v(a; a, b, δ) > u(y) + v(y; a, b, δ) ja maxz∈{a,y} v(z; a, b, δ) = v(a; a, b, δ), mistä
seuraa, että U({a, y}) = u(a) = maxw∈{a,y} [u(w) + v(w; a, b, δ)]−maxz∈{a,y} v(z; a, b, δ).
v(a; a, b, δ) ≥ v(y; a, b, δ)
⇔ U({a, b})− U({a, (1− δ)b+ δa)
δ
≥ U({a, b})− U({a, (1− δ)b+ δy})
δ
⇔ U({a, (1− δ)b+ δy}) ≥ U({a, (1− δ)b+ δa)
⇔ U({a, (1− δ)b+ δy}) ≥ U(δ{a}, (1− δ){a, b})
⇔ U({a, (1− δ)b+ δy}) ≥ δU({a}) + (1− δ)U({a, b})
⇔ U({a, (1− δ)b+ δy}) ≥ δU({a, y}) + (1− δ)U({a, b}) = U(δ{a, y}+ (1− δ){a, b}),
jossa on käytetty ainoastaan funktion v ja joukkojen konveksin kombinaation mää-
ritelmiä, funktion U lineaarisuutta sekä oletusta U({a}) = U({a, y}). Merkitään
A = δ{a, y} + (1 − δ){a, b}. Selvästi (1 − δ)b + δy ∈ A, joten riittää osoittaa, et-
tä U(A) = minw∈A U({a, w}), koska tällöin edellisen ekvivalenssiketjun viimeinen
epäyhtälö pätee.
Lemman 8 nojalla on olemassa (z, w∗) ∈ A × A, siten että U(A) = U({z, w∗}) =
minw∈A U({z, w}). On siis osoitettava, että z = a. Tehdään vastaoletus: z 6= a,
jolloin saadaan neljä eri tapausta.
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1. z = (1− δ)a+ δy. Koska U(A) = minw∈A U({z, w}), saadaan
U(A) ≤ U({z, (1− δ)b+ δy}) = U({(1− δ)a+ δy, (1− δ)b+ δy})
= U((1−δ){a, b}+δ{y}) = (1−δ)U({a, b})+δU({y}) < U((1−δ){a, b}+δ{y})
= (1− δ)U({a, b}) + δU({a, y}) = U((1− δ){a, b}+ δ{a, y}) = U(A),
mikä on ristiriita.
2. z = (1− δ)b+ δa. Nyt
U(A) ≤ U({z, (1− δ)b+ δy}) = U({(1− δ)b+ δa, (1− δ)b+ δy})
U((1−δ){b}+δ{a, y}) = (1−b)U({b})+δU({a, y}) < (1−δ)U({a, b})+δU({a, y})
= U((1− δ){a, b}+ δ{a, y}) = U(A),
joten saadaan jälleen ristiriita.
3. z = (1− δ)b+ δy. Tässä tilanteessa pätee
U(A) ≤ U({z, z}) = U({(1− δ)b+ δy}) = U((1− δ){b}+ δ{y})
= (1− δ)U({b}) + δU({y}) < (1− δ)U({a, b}) + δU({a, y})
= U((1− δ){a, b}+ δ{a, y}) = U(A).
Jälleen kyseessä on ristiriita. Siispä ainoa vaihtoehto on, että z = a, eli U(A) =
minw∈A U({a, w}), ja siis v(y; a, b, δ) ≤ v(a; a, b, δ).
Käsitellään seuraavaksi tapaus U({a}) > U({a, y}) = U({y}).Koska U({y}) = u(y),
niin U({a, y}) = u(y). Nyt riittää osoittaa, että
(26) v(y; a, b, δ) ≥ v(a; a, b, δ) + u(a)− u(y),
koska tällöin
(27) u(y) + v(y; a, b, δ) ≥ u(a) + v(a; a, b, δ)
ja edelleen
(28) v(y; a, b, δ) ≥ v(a; a, b, δ).
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Epäyhtälöt (27) ja (28) puolestaan tarkoittavat, että
U({a, y}) = u(y) = u(y) + v(y; a, b, δ)− v(y; a, b, δ)
= max
w∈{a,y}
[u(w) + v(w; a, b, δ)]− max
z∈{a,y}
v(z; a, b, δ),
mikä halutaan näyttää.
Nyt lemman 10 kohdan (ii), funkion u määritelmän sekä tapauksen oletuksen nojalla
pätee
v(a; a, b, δ) + u(a)− u(y) = u({a, b})− U({a}) + u(a)− u(y)
= U({a, b})− u(a) + u(a)− u(y) = U({a, b})− U({a, y}).
Soveltamalla nyt tätä tulosta ja funktion v määritelmää nähdään, että epäyhtälö (26)
pätee jos, ja vain jos,
U({a, b})− U({a, (1− δ)b+ δy})
δ
≥ U({a, b})− U({a, y})(29)
⇔ U({a, b})− δU({a, b}) + δU({a, y}) ≥ U({a, (1− δ)b+ δy})(30)
⇔ (1− δ)U({a, b}) + δU({a, y}) ≥ U({a, (1− δ)b+ δy}).(31)
On siis päästy tilanteeseen, jossa lemma pätee tapauksessa U({a}) > U({a, y}) =
U({y}), jos epäyhtälö (31) pätee. Osoitetaan siis, että näin on. Merkitään A =
(1− δ){a, b}+ δ{a, y}. Tällöin funktion U lineaarisuudesta sekä lemmasta 8 seuraa,
että
(32) (1− δ)U({a, b}) + δU({a, y}) = U((1− δ){a, b}+ δ{a, y})
= U({a, (1− δ)a+ δy, (1− δ)bδa, (1− δ)b+ δy}) = U(A)
= max
x∈A
min
w∈A
U({x,w}) ≥ min
w∈A
U({a, w}).
Kuitenkin seuraavat epäyhtälöt pätevät:
U(A) = (1− δ)U({a, b}) + δU({a, y}) < (1− δ)U({a}) + δU({a, y})
= U((1− δ){a}+ δ{a, y}) = U({a, (1− δ)a+ δy}),
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U(A) = (1− δ)U({a, b}) + δU({a, y}) < (1− δ)U({a, b}) + δU({a})
U((1− δ){a, b}+ δ{a}) = U({a, δa+ (1− δ)b}),
ja
U(A) = (1− δ)U({a, b}) + δU({a, y}) < U(A)
= (1− δ)U({a}) + δU({a}) = U({a}),
joissa epäyhtälöt seuraavat joko lemman tai käsillä olevan tapauksen oletuksista tai
molemmista.
Näiden kolmen epäyhtälön perusteella tiedetään, että
min
w∈A
U({a, w}) = U({a, (1− δ)b+ δy}).
Siten epäyhtälöstä (32) seuraa, että
(1− δ)U({a, b}) + δU({a, y}) ≥ min
w∈A
U({a, w}) = U({a, (1− δ)b+ δy}),
eli epäyhtälö (31) pätee, ja lemma on siis osoitettu todeksi käsillä olevassa tapauk-
sessa.
Lopuksi käsitellään tapaus U({a}) = U({a, y}) = U({y}). Nyt u(a) = u(y), joten
max
w∈{a,y}
[u(w) + v(w; a, b, δ)]− max
z∈{a,y}
v(z; a, b, δ)
= u(a) + max
w∈{a,y}
v(w; a, b, δ)− max
z∈{a,y}
v(z; a, b, δ) = u(a) = U({a}) = U({a, y}).
Lemma 12. Olkoon U({x}) > U({x, y}) > U({y}) jollakin parilla x, y ∈ ∆. Tällöin
on olemassa δ > 0, siten että kaikilla z ∈ ∆ pätee
U({x}) > U({x, (1− δ)y + δz}) > U({(1− δ)y + δz}).
Todistus. Näytetään ensin, että kaikkia  > 0 kohden on olemassa δ, siten että
dp(y, (1 − δ)y + δz) ≤  ∀ z ∈ ∆, jossa dp on Prokhorovin metriikka. Olkoot siis
z ∈ ∆,  > 0 ja A ∈ B(Z), jossa B(Z) on joukon Z Borel σ-algebra.
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Valitaan δ ∈]0, [. Prokhorovin metriikan ominaisuuden 2 nojalla riittää osoittaa,
että y(A) ≤ [(1− δ)y + δz](A) + . Nyt
y(A) ≤ y(A) = (1− δ)y(A) + δy(A) ≤ (1− δ)y(A) + δ
< (1− δ)y(A) +  ≤ (1− δ)y(A) + δz(A) +  = [(1− δ)y + δz](A) + ,
jossa ensimmäinen epäyhtälö seuraa siitä, että A ⊂ A, toinen siitä, että y on to-
dennäköisyysmitta ja siten pienempi tai yhtä suuri kuin 1, kolmas δ:n valinnasta ja
viimeinen siitä, että todennäköisyysmittana z ≥ 0. Siten siis dp(y, (1− δ)y+ δz) ≤
 ∀ z ∈ ∆, mikä tietysti tarkoittaa myös, että kaikkia  > 0 kohden on olemassa
δ > 0, siten että dp(y, (1− δ)y + δz) <  ∀ z ∈ ∆.
Näin ollen voidaan valita δ > 0, siten että dp(y, (1− δ)y + δz) < 12dp(x, y) ∀z ∈ ∆.
Tällöin kolmioepäyhtälöä käyttämällä saadaan
dp(x, y) < dp(x, (1− δ)y + δz) + dp((1− δ)y + δz, y) < dp(x, (1− δ)y + δz) + 1
2
dp(x, y)
⇔ dp(x, (1− δ)y + δz) > dp(x, y)− 1
2
dp(x, y) =
1
2
dp(x, y).
Siten jos δ > 0 on sellainen, että dp(y, (1− δ)y + δz) < 12dp(x, y) ∀z ∈ ∆, pätee
(33) dh({x, y}, {x, (1− δ)y + δz})
= max
{
max
t∈{x,y}
min
k∈{x,(1−δ)y+δz}
dp(t, k), max
t∈{x,(1−δ)y+δz}
min
k∈{x,y}
dp(t, k)
}
= max {min{dp(x, y), dp(y, (1− δ)y + δz)},min{dp((1− δ)y + δz, x), dp((1− δ)y + δz, y)}}
= max{dp(y, (1− δ)y + δz), dp((1− δ)y + δz, y)} = dp(y, (1− δ)y + δz).
Luonnollisesti pätee myös
(34) dh({y}, {(1− δ)y + δz}) = dp(y, (1− δ)y + δz).
Merkitään nyt 1 = U({x})− U({x, y}) ja 2 = U({x, y})− U({y}). Olkoon lisäksi
 = min
{
1
2
, 2
2
}
. Koska U on jatkuva joukossa A, niin on olemassa δ1, δ2 > 0, siten
että |U({x, y})−U(A)| < , kun dh({x, y}, A) < δ1 ja A ∈ A, sekä |U({y})−U(B)| <
, kun dh({y}, B) < δ2 ja B ∈ A.
Valitaan δ > 0, siten että dp(y, (1− δ)y + δz) < min{δ1, δ2, 12dp(x, y)} ∀z ∈ ∆. Nyt
yhtälön (44) nojalla dh({x, y}, {x, (1−δ)y+δz}) = dp(y, (1−δ)y+δz) < δ1 ∀z ∈ ∆,
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joten
(35) |U({x, y})− U({x, (1− δ)y + δz}) <  ∀z ∈ ∆.
Samoin yhtälön (45) perusteella dh({y}, {(1 − δ)y + δz}) = dp(y, (1 − δ)y + δz) <
δ2 ∀z ∈ ∆, joten
(36) |U({y})− U({(1− δ)y + δz})| <  ∀z ∈ ∆.
Nyt kaikille pätee
(35)⇔ − < U({x, y})− U({x, (1− δ)y + δz}) <  ∀z ∈ ∆
⇔ U({x, (1− δ)y + δz}) < U({x, y}) +  ∀z ∈ ∆
ja U({x, (1− δ)y + δz}) > U({x, y})−  ∀z ∈ ∆.
Siten kaikilla z ∈ ∆
U({x})− U({x, (1− δ)y + δz}) > U({x})− U({x, y})−  = 1 −  ≥ 1 − 1
2
1 > 0,
joten U({x}) > U({x, (1− δ)y + δz}) kaikilla z ∈ ∆.
Lisäksi pätee
(36)⇔ − < U({y})− U({(1− δ)y + δz}) <  ∀z ∈ ∆
⇒ U({(1− δ)y + δz}) < U({y}) +  z ∈ ∆.
Siten kaikilla z ∈ ∆
U({x, (1− δ)y + δz})− U({(1− δ)y + δz}) > U({x, y})− − U({y})− 
= U({x, y})− U({y})− 2 = 1 − 2 ≥ 1 − 2 · 1
2
1 = 0,
joten U({x, (1− δ)y + δz}) > U({(1− δ)y + δz}) kaikilla z ∈ ∆.
Lause 1. Binäärirelaatio  toteuttaa aksioomat 1-4, jos ja vain jos on olemassa
jatkuvat ja lineaariset funktiot U : A 7→ R, u : ∆ 7→ R ja v : ∆ 7→ R, siten että
U(A) ≡ maxx∈A[u(x) + v(x)]−maxy∈A v(y) ∀ A ∈ A, ja U kuvaa relaatiota .
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Todistus. Tarkastellaan ensin jos -osaa. Olkoon siis U, u, v jatkuvia ja lineaarisia,
siten että U(A) ≡ maxx∈A[u(x)+v(x)]−maxy∈A v(y) ∀ A ∈ A edustaa preferenssejä
 . Lemman 5 nojalla näin määritelty U tosiaan on jatkuva, joten oletus on järkevä.
Aksiooma 1: Selvästi kaikilla A,B ∈ A pätee joko U(A) ≥ U(B) tai U(A) ≤ U(B),
joten A  B tai B  A ∀ A,B ∈ A. Siis täydellisyys toteutuu. Jos A,B,C ∈ A ja
A  B sekä B  C, niin selvästi U(A) ≥ U(B) ja U(B) ≥ U(C), joten U(A) ≥ U(C)
eli A  C. Siis myös transitiivisuus toteutuu.
Aksiooma 2: On osoitettava, että joukot {B : B  A} ja {B : A  B} ovat suljettuja
kaikilla A ∈ A. Olkoon siis A ∈ A. Koska U edustaa relaatiota , voidaan kirjoittaa
{B : B  A} = {B : U(B) ≥ U(A)} = {B : U(B) ∈ [U(A),∞[} = U−1 ([U(A),∞[)
ja
{B : A  B} = {B : U(A) ≥ U(B)} = {B : U(B) ∈]−∞, U(A)]}
= U−1 (]−∞, U(A)]) .
Koska joukot [U(A),∞[ ja ]−∞, U(A)] ovat suljettuja ja U on jatkuva, ovat myös
U−1 ([U(A),∞[) ja U−1 (]−∞, U(A)]) suljettuja (Väisälä, 2004).
Aksiooma 3: Olkoon A,B,C ∈ A, siten että A  B, ja α ∈]0, 1[. Nyt U(A) >
U(B), joten
U(αA+ (1− α)C) = αU(A) + (1− α)U(C) > αU(B) + (1− α)U(C)
= U(αB + (1− α)C).
Siispä αA+ (1− α)C  αB + (1− α)C.
Aksiooma 4: Olkoot A ∈ A ja B ∈ A sellaiset, että A  B. Tällöin
U(A) = max
x∈A
[u(x) + v(x)]−max
y∈A
v(y) ≥ max
x∈B
[u(x) + v(x)]−max
y∈B
v(y) = U(B),
eli
max
x∈A
[u(x) + v(x)]−max
x∈B
[u(x) + v(x)] ≥ max
y∈A
v(y)−max
y∈B
v(y).
Nyt saadaan kolme toisensa poissulkevaa tapausta. Jos maxy∈A v(y)−maxy∈B v(y) ≥
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0, niin
U(A∪B) = max
x∈A∪B
[u(x) +v(x)]− max
y∈A∪B
v(y) = max
x∈A
[u(x) +v(x)]−max
y∈A
v(y) = U(A),
eli A ∼ A ∪B  B.
Jos maxx∈A[u(x) + v(x)]−maxx∈B[u(x) + v(x)] < 0, niin
U(A∪B) = max
x∈A∪B
[u(x)+v(x)]− max
y∈A∪B
v(y) = max
x∈B
[u(x)+v(x)]−max
y∈B
v(y) = U(B),
eli A  A ∪B ∼ B.
Jos sitten
max
x∈A
[u(x) + v(x)]−max
x∈B
[u(x) + v(x)] ≥ 0 > max
y∈A
v(y)−max
y∈B
v(y),
niin
U(A ∪B) = max
x∈A
[u(x) + v(x)]−max
y∈B
v(y) ≥ max
x∈B
[u(x) + v(x)]−max
y∈B
v(y) = U(B),
ja
U(A ∪B) = max
x∈A
[u(x) + v(x)]−max
y∈B
v(y) < max
x∈A
[u(x) + v(x)]−max
y∈A
v(y) = U(A),
eli A  A ∪B  B. Siis kaikissa tapauksissa joukkojenvälisyysaksiooma pätee.
Todistetaan seuraavaksi vain jos -väittämä. Oletetaan siis, että binäärirelaatio 
toteuttaa aksioomat 14. Tällöin se toteuttaa myös aksioomat 2ac.
Tarkastellaan ensin kaikkia joukon ∆ äärellisiä osajoukkoja. Lemman 7 nojalla
on olemassa jatkuva ja lineaarinen funktio U, joka edustaa preferenssejä  . Jos
U({x}) = U({y}) ∀x, y ∈ ∆, niin
(37) {x} ∼ {y} ∀ x, y ∈ ∆.
Aksioomasta 4 seuraa, että {x}  {x, y}  {y}, mikä tulokseen (37) yhdistettynä
tarkoittaa, että {x} ∼ {x, y} ∼ {y} ∀x, y ∈ ∆. Jos nyt A ⊂ ∆ on äärellinen ja
epätyhjä, lemman 8 ja äskeisen havainnon nojalla U(A) = U({x, y}) ∀x, y ∈ ∆.
Siten U(A) = U(B) kaikilla epätyhjillä A,B ⊂ ∆. Jos nyt määritellään u(x) =
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U({x}) ∀x ∈ ∆ ja v(x) = 0, niin selvästi
max
x∈A
[u(x) + v(x)]−max
y∈A
v(y) = max
x∈A
u(x) = max
x∈A
U({x}) = U(A)
on vakiofunktio kaikilla äärellisillä ja epätyhjillä A ⊂ ∆.
Oletetaan siis, että U({x}) > U({y}) joillakin x, y ∈ ∆. Saadaan kolme toisensa
poissulkevaa tapausta.
Tapaus 1: U({x}) > U({x, y}) > U({y}) joillakin x, y ∈ ∆. Valitaan δ ∈]0, 1[,
siten että U({x}) > U({x, (1 − δ)y + δz}) > U({(1 − δ)y + δz}) ∀z ∈ D. Näin
voidaan lemman 12 perusteella tehdä. Määritellään sitten u(z) ≡ U({z}) ja v(z) ≡
v(z;x, y, δ) kaikilla z ∈ ∆. Lemman 10 kohdan (iii) nojalla v on lineaarinen.
Tarkastellaan joukkoa A = {a, b}, jossa a, b ∈ ri∆. Rajoituksetta voidaan olettaa,
että u(a) ≥ u(b). Osoitetaan, että on olemassa c ∈ ∆, siten että u(a) > U({a, c}) >
u(c). Koska a ∈ ri∆, niin on olemassa a′ ∈ ∆ ja α ∈]0, 1[, siten että αa′+(1−α)x = a
(Rockafellar, 1972)15. Merkitään c = αa′+ (1−α)y. Nyt funktion U lineaarisuuden,
tapauksen oletuksen ja määritelmien nojalla pätee
u(a) = U({a}) = U({αa′ + (1− α)x}) = U(α{a′}+ (1− α){x})
= αU({a′})+(1−α)U({x}) > αU({a′})+(1−α)U({x, y}) = U(α{a′}+(1−α){x, y})
= U({αa′ + (1− α)x, αa′ + (1− α)y}) = U({a, c}) > αU({a′}) + (1− α)U({y})
= U(α{a′}+ (1− α){y}) = U({αa′ + (1− α)y}) = U({c}) = u(c).
Koska u(a) > U({a, c}) > u(c), lemman 12 nojalla riittävän pienellä δ′ > 0 pätee
U({a}) > U({a, (1− δ′)c+ δ′z}) > U({(1− δ′)c+ δ′z}) ∀z ∈ ∆.
Koska oletettiin u(a) ≥ u(b), niin {a}  {b}, joten aksiooman 4 mukaan {a} 
{a, b}  {b} ⇔ U({a}) ≥ U({a, b}) ≥ U(B). Siten lemmasta 11 seuraa
(38) U({a, b}) = max
w∈{a,b}
[u(w) + v(w; a, c, δ′)]− max
w∈{a,b}
v(w; a, c, δ′).
15Rockafellar (1972) esittää tarvittavan tuloksen ainoastaan euklidisen avaruuden epätyhjässä
konveksissa osajoukossa (Lause 6.4., s. 47). Sen perusteella on olemassa µ > 1, jolla pätee a′ ≡
(1−µ)x+µa ∈ ∆⇔ a = 1µa′+ µ−1µ x, 1µ ∈]0, 1[. Käsillä olevaa tapausta varten korvataan vain Rn
yleisellä metrisellä avaruudella (∆, dp).
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Olkoon δ∗ = min{δ, δ′}. Lemman 10 kohdasta (iv) seuraa, että v(z;x, y, δ) = v(z;x, y, δ∗)
ja v(z; a, c, δ′) = v(z; a, c, δ∗). Lemman 10 kohdasta (v) puolestaan seuraa, että
v(z;x, y, δ∗) = v(z; a, c, δ∗) + v(c;x, y, δ∗). Merkitään k ≡ v(c;x, y, δ∗), jolloin saa-
daan siis
v(z;x, y, δ∗) = v(z; a, c, δ∗) + k ⇔ v(z; a, c, δ∗) = v(z;x, y, δ∗)− k
⇔ v(z; a, c, δ′) = v(z;x, y, δ)− k.(39)
Nyt yhtälöistä (38) ja (39) seuraa
U({a, b}) = max
w∈{a,b}
[u(w) + v(w; a, c, δ′)]− max
w∈{a,b}
v(w; a, c, δ′)
= max
w∈{a,b}
[u(w) + v(w; a, c, δ)− k]− max
w∈{a,b}
[v(w; a, c, δ)− k]
= max
w∈{a,b}
[u(w) + v(w; a, c, δ)]− max
w∈{a,b}
v(w; a, c, δ),
ja edelleen funktion v määritelmästä
(40) U({a, b}) = max
w∈{a,b}
[u(w) + v(w)]− max
w∈{a,b}
v(w).
Olkoot sitten a, b ∈ ∆ mielivaltaisia. Tällöin a, b ∈ cl∆, joten Rockafellarin (1972)
Lauseen 6.1 nojalla kiinteillä z ∈ ri∆ ja α ∈ [0, 1[ pätee
a′ ≡ λa+ (1− λ)z ∈ ri∆,
ja
b′ ≡ λb+ (1− λ)z ∈ ri∆.
Nyt funktion U lineaarisuuden sekä tuloksen (40) nojalla pätee
U({a′, b′}) = U({λa+ (1− λ)z, λb+ (1− λ)z}) = U(λ{a, b}+ (1− λ){z})
= λU({a, b}) + (1− λ)U({z}) = λU({a, b}) + (1− λ)u(z)
= max
w∈{a′,b′}
[u(w) + v(w)]− max
w∈{a′,b′}
v(w).
Siten
U({a, b}) = 1
λ
max
w∈{a′,b′}
[u(w) + v(w)]− 1
λ
max
w∈{a′,b′}
v(w)− 1− λ
λ
u(z).
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Selvästi pätee u(a′) + v(a′) ≥ u(b′) + v(b′)⇒ u(a) + v(a) ≥ u(b) + v(b), koska
u(a′) + v(a′) ≥ u(b′) + v(b′)
⇔ λu(a) + (1− λ)u(z) + λv(a) + (1− λ)v(z) ≥ λu(b) + (1− λ)u(z) + λv(b) + (1− λ)v(z)
⇔ λ(u(a) + v(a)) ≥ λ(u(b) + v(b))
⇔ u(a) + v(a) ≥ u(b) + v(b).
Samoin voidaan helposti osoittaa, että v(a′) ≥ v(b′)⇒ v(a) ≥ v(b).
Nyt voidaan erottaa neljä eri tapausta, jotka saadaan käsiteltyä hyödyntämällä funk-
tioiden u ja v lineaarisuutta.
Tapaus (a): u(a′) + v(a′) ≥ u(b′) + v(b′) ja v(a′) ≥ v(b′). Tällöin u(a) + v(a) ≥
u(b) + v(b) ja v(a) ≥ v(b). Nyt
U({a, b}) = 1
λ
max
w∈{a′,b′}
[u(w) + v(w)]− 1
λ
max
w∈{a′,b′}
v(w)− 1− λ
λ
u(z)
=
1
λ
(u(a′) + v(a′))− 1
λ
v(a′)− 1− λ
λ
u(z)
=
1
λ
u(λa+ (1− λ)z)− 1− λ
λ
u(z)
=
1
λ
[λu(a) + (1− λ)u(z)]− 1− λ
λ
u(z)
= u(a) = max
w∈{a,b}
[u(w) + v(w)]− max
w∈{a,b}
v(w).
Tapaus (b): u(a′) + v(a′) ≥ u(b′) + v(b′) ja v(b′) ≥ v(a′), jolloin u(a) + v(a) ≥
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u(b) + v(b) ja v(b) ≥ v(a). Niinpä pätee
U({a, b}) = 1
λ
max
w∈{a′,b′}
[u(w) + v(w)]− 1
λ
max
w∈{a′,b′}
v(w)− 1− λ
λ
u(z)
=
1
λ
(u(a′) + v(a′))− 1
λ
v(b′)− 1− λ
λ
u(z)
=
1
λ
[u(λa+ (1− λ)z) + v(λa+ (1− λ)z)]− 1
λ
v(λb+ (1− λ)z)− 1− λ
λ
u(z)
=
1
λ
[λu(a) + (1− λ)u(z) + λv(a) + (1− λ)v(z)]
− 1
λ
[λv(b) + (1− λ)v(z)]− 1− λ
λ
u(z)
= u(a) + v(a) +
1− λ
λ
u(z) +
1− λ
λ
v(z)− v(b)− 1− λ
λ
v(z)− 1− λ
λ
u(z)
= u(a) + v(a)− v(b) = max
w∈{a,b}
[u(w) + v(w)]− max
w∈{a,b}
v(w).
Tapaus (c): u(b′) + v(b′) ≥ u(a′) + v(a′) ja v(a′) ≥ v(b′). Tällöin u(b) + v(b) ≥
u(a) + v(a) ja v(a) ≥ v(b). Nyt
U({a, b}) = 1
λ
max
w∈{a′,b′}
[u(w) + v(w)]− 1
λ
max
w∈{a′,b′}
v(w)− 1− λ
λ
u(z)
=
1
λ
(u(b′) + v(b′))− 1
λ
v(a′)− 1− λ
λ
u(z)
=
1
λ
[u(λb+ (1− λ)z) + v(λb+ (1− λ)z)]− 1
λ
v(λa+ (1− λ)z)− 1− λ
λ
u(z)
=
1
λ
[λu(b) + (1− λ)u(z) + λv(b) + (1− λ)v(z)]
− 1
λ
[λv(a) + (1− λ)v(z)]− 1− λ
λ
u(z)
= u(b) + v(b) +
1− λ
λ
u(z) +
1− λ
λ
v(z)− v(a)− 1− λ
λ
v(z)− 1− λ
λ
u(z)
= u(b) + v(b)− v(a) = max
w∈{a,b}
[u(w) + v(w)]− max
w∈{a,b}
v(w).
Tapaus (d): u(b′)+v(b′) ≥ u(a′)+v(a′) ja v(b′) ≥ v(a′). Tämä tapaus on symmetrinen
tapauksen (a) kanssa ja siten ratkaistavissa kuten tapaus (a).
Kaikissa tapauksissa siis U({a, b}) = maxw∈{a,b}[u(w)+v(w)]−maxw∈{a,b} v(w), kun
a, b ∈ ∆ ovat mielivaltaisia.
Tähän asti on käsitelty tapausta, jossa joukko A ⊂ ∆ koostuu vain kahdesta al-
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kiosta. Olkoon nyt A ⊂ ∆ mielivaltainen äärellinen joukko. Lemman 8 ja äskeisen,
kaksialkioisia joukkoja koskevan tuloksen nojalla saadaan
U(A) = max
a∈A
min
b∈A
U({a, b}) = max
a∈A
min
b∈A
{
max
w∈{a,b}
[u(w) + v(w)]− max
w∈{a,b}
v(w)
}
= max
a∈A
min
b∈A
{
max
w∈{a,b}
[u(w) + v(w)] + min
w∈{a,b}
−v(w)
}
.
Koska a :n ollessa kiinteä selvästi kaikilla b ∈ A pätee
max
w∈{a,b}
[u(w) + v(w)] ≥ u(a) + v(a) ja min
w∈{a,b}
−v(w) ≥ min
w∈A
−v(w),
niin
min
b∈A
{
max
w∈{a,b}
[u(w) + v(w)]− max
w∈{a,b}
v(w)
}
≥ u(a) + v(a) + min
b∈A
−v(b).
Siten
(41) U(A) = max
a∈A
min
b∈A
U({a, b}) = max
a∈A
min
b∈A
{
max
w∈{a,b}
[u(w) + v(w)]− max
w∈{a,b}
v(w)
}
= max
a∈A
min
b∈A
{
max
w∈{a,b}
[u(w) + v(w)] + min
w∈{a,b}
−v(w)
}
≥ max
a∈A
[u(a) + v(a)] + min
b∈A
−v(b).
Jos sitten oletetaan, että b∗ ∈ A on sellainen, että minw∈A−v(w) = −v(b∗), niin
selvästi minimifunktion määritelmän nojalla
min
b∈A
{
max
w∈{a,b}
[u(w) + v(w)] + min
w∈{a,b}
−v(w)
}
≤ max
w∈{a,b∗}
[u(w)+v(w)]+ min
w∈{a,b∗}
−v(w)
= max
w∈{a,b∗}
[u(w) + v(w)]− v(b∗),
joten
(42) U(A) = max
a∈A
min
b∈A
U({a, b}) = max
a∈A
min
b∈A
{
max
w∈{a,b}
[u(w) + v(w)]− max
w∈{a,b}
v(w)
}
= max
a∈A
min
b∈A
{
max
w∈{a,b}
[u(w) + v(w)] + min
w∈{a,b}
−v(w)
}
≤ max
a∈A
{
max
w∈{a,b∗}
[u(w) + v(w)]− v(b∗)
}
= max
a∈A
[u(a) + v(a)]−min
b∈A
−v(b).
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Yhtälöiden (41) ja (42) nojalla
U(A) = max
a∈A
[u(a) + v(a)]−min
b∈A
−v(b) = max
a∈A
[u(a) + v(a)]−max
b∈A
v(b).
Tapaus 2: U({x}) = U({x, y}) > U({y}) kaikilla x, y ∈ ∆, joilla U({x}) > U({y}).
Olkoot A äärellinen, U({x}) = u(x) sekä v(x) = 0 kaikilla x ∈ A. Jos x, y ∈ ∆ ovat
sellaisia, että U({x}) = U({y}), niin aksiooman 4 perusteella U({x}) = U({x, y}) =
U({y}).
Tämä tarkoittaa sitä, että kiinteällä x ∈ A joko U({x, y}) = U({x}), jos y ∈ A on
sellainen, että U({x}) ≥ U({y}), tai U({x, y}) > U({x}), jos y ∈ A on sellainen,
että U({y}) > U({x}). Näin ollen kaikilla x ∈ A aina miny∈A U({x, y}) = U({x}).
Siten lemman 8 nojalla
U(A) = max
x∈A
min
y∈A
U({x, y}) = max
x∈A
U({x}) = max
x∈A
u(x) = max
x∈A
[u(x) + 0]− 0
= max
x∈A
[u(x) + v(x)]−max
y∈A
v(y).
Tapaus 3: U({x}) > U({x, y}) = U({y}) kaikilla x, y ∈ ∆, joilla U({x}) > U({y}).
Olkoot A äärellinen, U({x}) = u(x) sekä v(x) = −U({x}) kaikilla x ∈ A. Jos x, y ∈
∆ ovat sellaisia, että U({x}) = U({y}), niin aksiooman 4 perusteella U({x}) =
U({x, y}) = U({y}).
Olkoon x ∈ A. Jos nyt y ∈ A on sellainen, että U({x}) > U({y}), niin U({x}) >
U({x, y}) = U({y}). Jos y ∈ A on sellainen, että U({y}) > U({x}), niin U({y}) >
U({x, y}) = U({x}). Jos y ∈ A on sellainen, että U({y}) = U({x}), niin U({x}) =
U({x, y}) = U({y}).Näin ollen kaikilla x ∈ A pätee miny∈A U({x, y}) = miny∈A U({y}).
Olkoon x∗ ∈ A sellainen, että maxx∈A[u(x) + v(x)] = u(x∗) + v(x∗). Siten lemman 8
nojalla
U(A) = max
x∈A
min
y∈A
U({x, y}) = max
x∈A
min
y∈A
U({y}) = min
y∈A
U({y}) = −max
y∈A
−U({y})
= −max
y∈A
v(y) = U({x∗})− U({x∗})−max
y∈A
v(y) = u(x∗) + v(x∗)−max
y∈A
v(y)
= max
x∈A
[u(x) + v(x)]−max
y∈A
v(y).
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Osoitetaan vielä, että tilanne, jossa on olemassa x, y, a, b ∈ ∆, siten että U({x}) =
U({x, y}) > U({y}) ja U({a}) > U({a, b}) = U({b}), palautuu tapaukseen 1, ja
tapaukset 13 ovat siten tyhjentäviä. Tämän osoittamiseksi määritellään kaikille
α ∈ [0, 1] funktio
f(α) ≡ U({αx+ (1− α)a, αy + (1− α)b})− (αU({y}) + (1− α)U({b}))
αU({x}) + (1− α)U({a})− (αU({y}) + (1− α)U({b})) .
Koska U({x}) > U({y}) ja U({a}) > U({b}), niin
αU({x}) + (1− α)U({a})− (αU({y}) + (1− α)U({b})) > 0
⇔ αU({x}) + (1− α)U({a}) > αU({y}) + (1− α)U({b}).(43)
Lisäksi selvästi
f(0) =
U({a, b})− U({b})
U({a})− U({b}) = 0
ja
f(1) =
U({x, y})− U({y})
U({x})− U({y}) = 1.
Osoitetaan sitten, että funktio W : [0, 1] 7→ R,W (α) = U({αx+ (1−α)a, αy+ (1−
α)b}) on jatkuva. Kiinnitetään α ∈ [0, 1] ja olkoon  > 0. Koska U : A 7→ R on
jatkuva joukossa A, niin on olemassa δ > 0, siten että
|U({αx+ (1− α)a, αy + (1− α)b})− U(B)| < ,
kun dh({αx+(1−α)a, αy+(1−α)b}, B) < δ. Valitaan λ ∈ [0, 1], siten että |α−λ| < δ2 .
Tällöin − δ
2
< α− λ < δ
2
, eli α < λ+ δ
2
ja α > λ− δ
2
⇔ 1− α < 1− λ+ δ
2
.
Olkoon sitten D ∈ B(Z) ja Dδ ≡ {d ∈ Z : ∃c ∈ D, siten että d ∈ B(a, δ)}. Nyt
[αx+ (1− α)a](D) ≤ [αx+ (1− α)a](Dδ) = αx(Dδ) + (1− α)a(Dδ)
< (λ+
δ
2
)x(Dδ) + (1− α+ δ
2
)a(Dδ) = λx(Dδ) + (1− λ)a(Dδ) + δ
2
x(Dδ) +
δ
2
a(Dδ)
≤ λx(Dδ) + (1− λ)a(Dδ) + δ
2
+
δ
2
= [λx+ (1− λ)a](Dδ) + δ.
Prokhorovin etäisyyden ominaisuuden 2 nojalla dp(αx+(1−α)a, λx+(1−λ)a) ≤ δ.
Samalla tavalla voidaan osoittaa, että dp(αy + (1 − α)b, λy + (1 − λ)b) ≤ δ. Tämä
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tietysti tarkoittaa myös sitä, että on olemassa sellainen λ ∈ [0, 1], että
dp(αx+ (1− α)a, λx+ (1− λ)a) < δ,(44)
dp(αy + (1− α)b, λy + (1− λ)b) < δ.(45)
Merkitään sitten B ≡ {αx + (1− α)a, αy + (1− α)b} ja C ≡ {λx + (1− λ)a, λy +
(1− λ)b}. Siten saadaan
dh({αx+ (1− α)a, αy + (1− α)b}, {λx+ (1− λ)a, λy + (1− λ)b})
= max
{
max
t∈B
min
k∈C
dp(t, k),max
t∈C
min
k∈A
dp(t, k)
}
< δ,
koska yhtälöiden (44) ja (45) perusteella
min
k∈C
dp(t, k) < δ, kun t ∈ B,
ja
min
k∈B
dp(t, k) < δ, kun t ∈ C.
Siis kun λ ∈ [0, 1] on sellainen, että |α− λ| < δ, niin dh(B,C) < δ ja siten
|U(B)− U(C)| < . Näin ollen
|W (α)−W (λ)|
= |U({αx+ (1− α)a, αy + (1− α)b})− U({λx+ (1− λ)a, λy + (1− λ)b})|
= |U(B)− U(C)| < .
Siis W on jatkuva kohdassa α. Koska α valittiin mielivaltaisesti, on W jatkuva
joukossa [0, 1] ja siten f jatkuvien funktioiden osamääränä jatkuva.
Koska f(0) = 0, f(1) = 1 ja f on jatkuva, on olemassa jokin α∗ ∈]0, 1[, jolla f(α∗) =
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1
2
(Rudin, 1976). Jollakin α∗ ∈]0, 1[ siis pätee
f(α∗) =
U({α∗x+ (1− α∗)a, α∗y + (1− α∗)b})− (α∗U({y}) + (1− α∗)U({b}))
α∗U({x}) + (1− α∗)U({a})− (α∗U({y}) + (1− α∗)U({b})) =
1
2
⇔ U({α∗x+ (1− α∗)a, α∗y + (1− α∗)b})− (α∗U({y}) + (1− α∗)U({b}))
=
1
2
[α∗U({x}) + (1− α∗)U({a})]− 1
2
[(α∗U({y}) + (1− α∗)U({b}))]
⇔ U({α∗x+ (1− α∗)a, α∗y + (1− α∗)b})
(46)
=
1
2
[α∗U({x}) + (1− α∗)U({a})] + 1
2
[(α∗U({y}) + (1− α∗)U({b}))].
Epäyhtälön (43) perusteella α∗U({x})+(1−α∗)U({a}) > α∗U({y})+(1−α∗)U({b}),
joten yhtälöstä (46) saadaan
α∗U({x}) + (1− α∗)U({a}) > U({α∗x+ (1− α∗)a, α∗y + (1− α∗)b})
> α∗U({y}) + (1− α∗)U({b})
⇔ U({α∗x+ (1− α∗)a}) > U({α∗x+ (1− α∗)a, α∗y + (1− α∗)b})(47)
> U({α∗y + (1− α∗)b}).
Epäyhtälöketju (47) osoittaa, että tämä tapaus todella palautuu tapaukseen 1. Siten
tapaukset 13 ovat tyhjentäviä, joten on osoitettu, että haluttu representaatio pätee
äärellisen joukon A tapauksessa.
Olkoon sitten lopuksi A ∈ A mielivaltainen. Jos A on äärellinen, todistuksen al-
kuosa soveltuu, joten voidaan olettaa, että A on ääretön. Lemman 4 nojalla on
olemassa jono äärellisiä joukkoja Ak ⊂ A, k ∈ N, jotka suppenevat kohti joukkoa A
Hausdorﬃn metriikassa. Todistuksen alkuosan perusteella U(Ak) = maxx∈Ak [u(x)+
v(x)] − maxy∈Ak v(y) ∀k. Koska lisäksi lemman 7 nojalla U ja lemman 5 nojalla
maxx∈A[u(x) + v(x)]−maxy∈A v(y) ovat jatkuvia joukossa A ja siten myös kohdassa
A, niin esimerkiksi Väisälän (2004) lauseen 11.8. perusteella
U(Ak)→ U(A) ja
max
x∈Ak
[u(x) + v(x)]−max
y∈Ak
v(y)→ max
x∈A
[u(x) + v(x)]−max
y∈A
v(y).
Koska metrisen avaruuden jono voi supeta enintään yhtä pistettä kohti, on oltava
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U(A) = maxx∈A[u(x) + v(x)]−maxy∈A v(y).
