Suppose R is the set of real numbers and all integrals are of the subdivision-refinement type. Suppose each of G and H is a function from R X R to R and each of / and h is a function from R to R such that f(a) = h(a), dh is of
S
x Cx G 2 = 1 H 2 = 0) and in this a Ja respect, we note that we have shown in an earlier paper [3] with rb W. P. Davis that neither of the two statements, (1) \ G 2 = 0 and (2) ja G is of bounded variation on [α, 6] , is a consequence of the other. Also, some functions are either required to be product bounded or shown to be product bounded and we note that the set of function having bounded variation on an interval is a proper subset of the set of functions which are product bounded on the same interval. The reader is also referred to recent studies of D. L. Lovelady [15] , [16] , J. S. MacNerney [17] , J. W. Neuberger [18] and J. C. Helton [8] for related results and to put the present result in perspective. For examples of solutions of integral equations using product integrals and heretofore known results, the reader is referred to [4, page 319-322] and [2] .
DEFINITIONS AND NOTATIONS. All functions will be functions from R x R to R or R to R where R is the set of real numbers. All integrals are of the subdivision-refinement type and we will use upper case (G) for functions from R x R to R and lower case (g) for functions from R to R. If G is a function from R x R to R then the statement that G is (a) product bounded, (b) of bounded variation, (c) bounded on [α, b] means there is a number M and a subdivision D of [α, b] 
If G is a function from R x R to R and G(x, y) exists, then x is assumed to be less than y.
The following notations will be used to facilitate writing:
and where D = {α? < }*= 0 is a subdivision of some interval and 0 < i <^ n. Further, left and right integrals are used extensively and the appropriate approximating term is indicated by ^.
THEOREMS. The following lemmas are needed in the proof of our main results. [a, b] [12, Theorem 6] . 
. If G is a function from R x R to R such that \ G exists and for each x < y, H(x, y) -I G -G(x, y) , then I H exists and is 0.
This lemma is due to A. Kolmogoroff [14] 
Proof. This lemma follows from Lemma 1.6.
The following algebraic identity is used frequently and it may be established by induction. 
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Therefore, for
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Hence, from (9) it follows that (10) Then,
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Hence, Γ JSΓ = 0.
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We now state the main result of this paper. THEOREM exists, and fix) = f(a) 
Suppose each of G and H is a function from R x R to R and each of f and h is a function from R to R such that dh
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Hence, (RL) Γ (JG+fH) exists and f(x) = h(x) + (RL) Γ (fG+fH).
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