The paper presents a temporal logic and its application to planning time-critical missions. An extended version of the Point-Interval Logic (PIL) is presented that incorporates both point and interval descriptions of time. The points and intervals in this formalism represent time stamps and time delays, respectively, associated with events/activities in a mission as constraints on or as resultants of a planning process. The lexicon of the logic offers the flexibility of qualitative and/or quantitative descriptions of temporal relationships between points and intervals of a system. The provision for qualitative temporal relationships makes the approach suitable for situations where all the required quantitative information may not be available to planners. A graph-based approach, called the Point Graph (PG) methodology, is shown to implement the axiomatic system of PIL by transforming the temporal specifications into Point Graphs. A temporal inference engine uses the Point Graph representation to infer and verify the feasibility of temporal relations among system intervals/points. The paper demonstrates the application of PIL and its inference engine to a mission-planning problem.
Introduction
The growing need for a formal logic of time for modeling and analyzing real world systems has led to the emergence of various kinds of representations and reasoning schemes for temporal information. The earliest attempts at formalizing a time calculus date back to 1941 by Findlay [1] , and 1955 by Prior [2] . Since then, there have been a number of attempts on issues related to this subject matter, like the topology of time [3] [4] [5] [6] [7] [8] [9] , and first-order and modal approaches to time [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , treatments of time for simulating action and language. Several attempts at mechanizing the temporal reasoning processes have also been reported in the literature [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . The list of references provided here is not at all exhaustive and may have missed some of the major contributions. Some of the important sources for interested readers are Stock [32] , Galton [3] , Shoham [33] , Gabbay et al. [34] , Anger et al. [35] , Barringer et al. [36] , the TIME workshop series [37] [38] [39] [40] [41] [42] , the Proceedings of the International Conference on Temporal Logic [43, 44] , and the Proceedings of the Workshop on Spatial and Temporal Reasoning [45] . Artale and Franconi [46] , Augusto [47] , temporal specifications are classified into 'local', 'regional', and 'global' based on the impact of the change on the original set [61] . The approach in [73] uses a multi-layered PG structure to keep the input specifications in the lowest layer of a PG. The qualitative and quantitative information available to TEMPER is processed and kept at a higher layer in the PG. The inference engine works at the higher layer to answer queries and infer new temporal relations; however, a change in the inputs is processed at the lowest layer and its 'effects' are propagated upwards. The affected parts of the PG determine the kind of change that TEMPER is required to accommodate.
The contribution of this paper can be summarized as follows. The paper consolidates the results of the previous work on a point-interval logic and its application to model and plan time-sensitive aspects of a mission. The point-interval formalism presented in this paper is an extension to an earlier approach [66, 71] . The extension allows for a larger class of temporal systems to be handled by incorporating an enhanced input lexicon that captures both qualitative and quantitative temporal information, representation of flexibility in temporal specifications, an improved verification and inference mechanism, and a suite of analysis tools. The logic presented, although independently developed, can be considered an extension to the Gerevini and Schubert's timegraphs [74] with the added provision for metric information. The language of the logic is shown to be expressive enough for handling time-sensitive aspects of events/activities in a plan. It allows for the specification of temporal relations between points, points and intervals, and partially ordered temporal relations between intervals. The classical scheduling approaches, e.g., the Critical Path Method (CPM) and Project Evaluation and Review Technique (PERT) [65] , only allow modeling of duration-based activities (intervals) and specification of strictly ordered temporal relations between the intervals. For example, given two intervals X and Y, the only temporal relations that can be specified between the two are X precedes Y, Y precedes X, or there is no relation between the two. For cases where a temporal constraint needs to be specified between the end points of the two activities, e.g., the start of X precedes the start (or end) of Y, etc., the conventional approaches provide us with no mechanisms for handling the temporal situations. The logic presented in this paper not only offers a more expressive input language for specification of temporal relations between points and/or intervals, but its graph-theoretic knowledge representation and the inference mechanism also overcome the limitations of the classical approaches. The approach presented, therefore, offers an enhanced formalism for planning in terms of its expressive language for specifications, provision for point and interval descriptions of temporal events, and a powerful inference engine.
The contents of the paper are organized as follows. The extended Point-Interval Logic (PIL) and its axiomatic system are presented in Section 2. Section 3 introduces the Point Graphs for knowledge representation and a reasoning mechanism for the logic. The issue of verification of PIL statements is discussed in Section 4. The point-interval formalism is shown to handle temporal information in Section 5 with the help of a temporal lexicon for the PIL statements. This section also presents a planning application of the formalism that identifies the critical activities, time slacks for the non-critical activities, and offers a graph-based tool for 'what-if' analysis of the plan. The illustration is supported with a small, but non-trivial, real world example. The paper concludes in Section 6 with a brief discussion on future directions and problems to resolve.
Point-Interval Logic (PIL)

Lexicon
The lexicon of the Point-Interval Logic (PIL) consists of the following primitive symbols: Points (Event): A point X is represented as [pX, pX] or simply [pX] . Intervals: An interval X is represented as [sX, eX] , where 'sX' and 'eX' are the two end points of the interval, denoting the 'start' and 'end' of the interval, s.t. sX < eX. (In the sequel, the term interval is used to refer to both intervals and points, if not explicitly stated otherwise.) Point relations: These are the relations that can exist between two points. The set of relations R P is given as: R P = {<, =}. Interval relations: These are the atomic relations that can exist between two intervals. The set of relations R I is given as 2 :
Point-interval relations: These are the atomic relations that can exist between a point and an interval. The set of relations R π is given as: R π = {<, s, d, f}. Functions: The following two functions are used to represent quantitative information associated with intervals.
The interval length function assigns a non-zero positive real number to a system interval, e.g.,
The stamp function assigns a real number to a system point, e.g., Stamp p1 = t, t ∈ R.
Proposition 2.1. The PIL relations in sets R P , R I , and R π are mutually exclusive and exhaustive, i.e., (a) if 'X Ri Y', Ri is a PIL relation, then there does not exist another PIL relation Rj such that 'X Rj Y' also holds true; (b) for any two intervals (points) X and Y there must exist an PIL relation Ri such that either 'X Ri Y' or 'Y Ri X' holds true (with the exception of the '=' relation where 'X = Y' is equivalent to 'Y = X').
Note: The second part of the proposition only holds for a complete system of PIL statements [66] .
Syntactic and semantic structure
The syntactic and semantic structure of atomic relations in PIL is shown in Table 1 . The table outlines three possible cases (i.e., interval-interval, point-interval, and point-point) and the corresponding semantically relevant relations that can exist between points and/or intervals, represented by generic symbols X and Y. A qualitative relation between two intervals can be described with the help of algebraic inequalities, also shown in Table 1 , among points representing the start and end of these intervals. The readers are cautioned on the dual use of some of these symbols for representing both algebraic and PIL relations. The context of their use makes the distinction very clear and the different uses of the same symbol in two different contexts should not be confused with each other.
A system of PIL statements is given by a conjunction of statements each describing a PIL relation between a unique pair of intervals/points. Example 2.1 presents two syntactically correct systems of PIL statements. Two points, p1 and p2, on a real number line are related to each other by one of the following three algebraic relations: '<' (less/greater than), '=' (equal to), and '≤' (less/greater than or equal to). A relation Ri between two intervals X and Y, denoted as 'X Ri Y' can, therefore, be represented as a four-symbol string made of elements from the alphabet {<, =, >, ≤, ≥, ?}, where the first (leftmost) symbol represents the algebraic relation between sX and sY, the second symbol that between sX and eY, the third symbol the relation between eX and sY, and the fourth that between eX and eY. The '?' is added to incorporate incomplete information. Table 2 shows this string representation for each of the atomic PIL relations.
The provision of the '≤' (and '≥') relation between two points in the string representation of Table 2 results in the definition of compound relations between points and intervals. Definition 2.1 (Compound PIL Relation). A compound PIL relation between a pair of intervals (or between an interval and a point) is defined to be a disjunction of two or more atomic PIL relations between the two intervals, i.e., (X < m Y) = (X < Y) ∨ (X m Y). 
Quantitative Relations X, Y are points, Z is an interval and d is a real value
The approach presented in this paper, however, does not allow all possible disjunctive combinations of PIL relations between intervals and points. The only allowable disjunctive combinations of PIL relations that can be used to construct compound relations are given in Tables 3-5 . The definition of the allowable relations between intervals is done by the use of symbols from the alphabet {<, =, >, ≤, ≥, ?} in constructing the string representation of a relation. For the sake of brevity, Table 3 does not show the remaining inverse PIL relations (Definition 2.2) and their corresponding string representations. 
CASE II-X and Y both points:
CASE III-X is a point and Y is an interval:
(b) The inverse of an inverse results in the atomic PIL relation, i.e., (Ri −1 ) −1 = Ri. (c) Let ρ be a compound PIL relation. The inverse of ρ, denoted as ρ −1 , is obtained by inverting all the constituent atomic relations in ρ, i.e., (mof −1 ) −1 is equal to m −1 o −1 f.
Axiomatic system
The inference mechanism of PIL uses the analytical representation of PIL statements presented in Tables 2-5 and the following axioms to infer unknown relations among system intervals. The axioms have been generated by an exhaustive enumeration of all possibilities involving points and/or intervals.
A. Point axioms [66] Let p1, p2, and p3 be points defined on a real number line.
(The symbol '?' represents unknown relation. The symbol ' ' is used to denote remaining combinations of the relation, {<, =, >, ≤, ≥, ?}, not covered by axioms 1-10). 
Let X be a point and Y an interval; X = [pX] and Y = [sY, eY].
The inference mechanism of PIL constructs the analytical representation for the pairs of intervals with unknown relations with the help of the axioms. The resulting string representation of the relation(s) is pattern matched with the string representations of Tables 2-5 to infer possible relation(s) between the intervals. An inference engine for PIL, therefore, requires an exhaustive enumeration of the result through all feasible combinations of available statements, provided no knowledge of the system's correctness is available a priori [66] . An inference engine that outputs the result as soon as it finds the first feasible set of inputs can only be applied to a known consistent system of PIL statements. This, in turn, requires a front-end verification mechanism for the PIL statements. Another point to note is that the axiomatic system presented in this section does not take into account the quantitative information that might be available to the system. Zaidi, in 1999 [66] , proposed a graph-based methodology, termed the Point Graphs approach, to resolve these problems. A discussion on this methodology follows in the next section.
Point Graphs (PG)
The inference mechanism of PIL is implemented with the help of a graph, called the Point Graph (PG). The expressions in PIL are transformed to their PG representations, and the graph so constructed is processed before being used for the inferences. This section presents a detailed account of the PG representation and the graph operations applied to it. The PG representing the entire system of PIL statement is then constructed by unifying (Definition 3.3, below) individual PGs to a (possibly) single connected graph. The unifying process only looks at the labels of the nodes to identify equalities, and does not take into consideration the arc lengths assigned to edges in the PG. Definition 3.2 (Pre-set (Post-set)). A pre-set (post-set) of a node contains all the nodes in V that have directed edges originating from (terminating at) them and terminating at (originating from) node v. The notation *v (v*) represents the pre-set (post-set) of a node v.
Similarly, The unified PG is then scanned for join and branch nodes (Definition 3.4, below) with quantitative information on their incoming and outgoing edges, respectively. The PG is then folded (Definitions 3.5 and 3.6, below) at these types of nodes. The folding process establishes new relations among system intervals, inferred through the quantitative analysis of the known relations specified by interval lengths and stamps. The methodology applies the branch folding process to all the original and newly created (formed during the folding process) branch nodes in the unified net. The branch folding process, when applied to all the branch nodes of a graph, yields a partially folded PG having nodes with at most one outgoing edge with edge-length expression. Since all the edges in the PG may not have edge lengths associated with them, the branch folding may not result in a branch-node-free PG. A join folding process, which applies a similar process to all the joins in the graph, further treats the PG so obtained. A single application of join folding after a single application of branch folding is all that is needed to fully fold the graph. A proposition by Zaidi and Levis, in 2001 [71] , ensures the fact that single applications of branch folding followed by join folding are enough to fold the graph completely (the term 'completely' is used relative to the quantitative information available in the PG). Fig. 4 illustrates the process of converting a set of PIL statements to their PG representation ( Fig. 4(a) , and 4(b)). The figure also shows the result of the unification of the PG (Fig. 4(c) ). The join folding and branch folding of the PG are shown in parts (d) and (e), Fig. 4 .
The PG representation of PIL statements helps the inference mechanism of PIL to construct the string representation for the pairs of intervals (Tables 3-5) with unknown relations by performing a simple search in the PG constructed after unification and folding processes. The existence of a directed path from a node 'p' to another 'q' with at least one LT edge in it establishes the relation 'p < q' between the two points. A path between the two nodes with only LE type edges establishes the relation 'p ≤ q' between the two. An inference for a PIL relation between two intervals requires at most eight searches to be performed, two for each pair of start/end points. The resulting string representation is pattern matched with the strings in Tables 3-5 to identify the corresponding atomic/compound PIL relation. As mentioned earlier, an inference resulting in a compound relation of the type RiRjRk −1 between two intervals X and Y represents the disjunction of 'X Ri Y', 'X Rj Y', and 'Y Rk X'. The search for the directed path between two vertices in a PG uses a depth-first search with arc lengths as the heuristic measure; the depth-first search engine first explores the outgoing edge of the current vertex with a length expression. The search, therefore, finds the path between two vertices that has (possibly) all its constituent edges with length expressions. The sum of all these lengths gives the total distance between the two vertices (points). Similarly, if the stamp of one of these points is known, the stamp of the other can be calculated by adding or subtracting the distance (path length) between the two.
The illustration in Fig. 4 shows the new PIL relations that can be inferred for the PIL system modeled by the approach. The PIL statements 'Z f X' and 'Length [sX, sZ] = 5' can easily be inferred through the PG in Fig. 4(e) . 
Verification of PIL statements
The inference mechanism described in Section 3 may result in erroneous and inconsistent results provided the system of PIL statements, represented by the PG, contains inconsistent information. The inference, on the other hand, is guaranteed to yield valid assertions given a consistent PIL system and corresponding PG representation. This section characterizes the inconsistencies in a PIL system and in its PG representation. The section also presents methods for verifying a PIL system for these erroneous instances. and 'Y Rj X' (with the exception of = relation) hold true; or (b) for some intervals and/or points, the system can determine two string representations such that at least one pair of the algebraic inequalities representing relationships between the corresponding points represents an inconsistency; let the two string representations be 'abcd' and 'uvwx', where a, b, c, d, u, v, w, and x ∈ {<, =, > , ≤, ≥, ?}; one of the (unordered) pairs of corresponding inequalities, i.e.,
or (c) for a point p1, the system calculates two different stamps; or (d) for some points p1 and p2, 'p1 < p2', the system can determine two different lengths for the interval [p1, p2].
The part (a) of the theorem entails part (b), but not vice versa. It is therefore imperative to look for the cases described by part (b) for identification of inconsistent PIL statements. Some of the inconsistent cases, of the type defined in the other two parts (c) and (d), are trivially detected during the unification process: whenever two nodes with different stamps are merged into a single node-an inconsistency.
Once a unified Point Graph representation is achieved, the graph is checked for other inconsistent cases defined by the part (b) in the theorem. Such inconsistent cases are characterized by the following theorem.
Theorem 4.4 ([66]).
A set of PIL statements is inconsistent if the PG representation of the set contains self-loops and/or cycles with some LT type edges involved in the cycles.
A necessary condition for a consistent set of temporal statements is, therefore, given as: Proofs. A system of PIL statements is inconsistent if two (or more) different PIL relations can be established and/or inferred between two intervals X and Y. The corresponding string representation (Tables 3-5) for the two relations would mean that two different inequalities could be established between at least one pair of ending points (e.g., p1 and p2) of the two intervals. In PG representation, the two different inequalities would result in two paths, one from p1 to p2 and the other from p2 to p1. The two paths together form a cycle.
The verification mechanism of PG representation identifies these inconsistent cases by applying the following result (Theorem 4.6). • j ij = 1 if the directed edge in ith row originates from the jth node, • j ij = −1 if the directed edge in ith row terminates in the jth node, • j ij = 0 if the directed edge in ith row is not connected to jth node.
Note that in constructing the Connectivity matrix no distinction is made between LT and LE type edges. Definition 4.6 (S-Invariant). Given the Connectivity matrix J of a Point Graph, an S-invariant is an n × 1 non-negative integer vector X of the kernel of J T , i.e.,
The rows of the matrix X correspond to the edges in the PG. The set of edges corresponding to the non-zero elements in an S-invariant, represented as <X>, has been shown in [66] to reveal a directed elementary circuit in the PG.
The verification approach, therefore, constructs a Connectivity matrix of the unified PG and calculates the S-invariants of the graph. The S-invariants can be calculated using an improved version of Farkas algorithm by [76, 77] . The resulting non-zero S-invariants identify the cycles (inconsistencies) in the system. Once cycles are detected in a PG by calculating non-zero S-invariants, the nodes responsible for these cycles can be easily identified. This will, in turn, identify intervals involved in these cycles. This information can be used to correct the system of PIL statements.
The folding process (Definitions 3.5 and 3.6) establishes new PIL relations, among system intervals, inferred through the quantitative analysis of the known relations specified by interval lengths and stamps. The possible inconsistencies present in the quantitative inputs may hinder the folding process or result in erroneous structures [71] of the folded graph. The type of inconsistency defined by Theorem 4.3(d) may reveal itself during the folding process: if during folding a PG the process finds multiple edges between a branch (join) node and a vertex in its post-set(pre-set), where these edges have different lengths associated with them, then the process halts and reports an error. The inconsistency can also result in creation of new cycles in the graph during the folding process. These cycles can be identified using another application of S-invariant algorithm.
The creation of cycles during the folding process can have serious effects on the graph. Once a cycle is created during the folding process, it tends to attract the remaining vertices in the PG towards itself. And if the PG has edge lengths on all its edges, the folding process ends up with a folded PG, which has a single cycle with all its vertices collapsed into it. The phenomenon is termed the 'Black Hole Effect' [71] . The intensive computational effort required in folding a PG, and a subsequent loss of it due to the black hole effect demand an earlier detection of cycles during the folding process itself. The folding procedure is, therefore, tailored to identify cycles by assigning dummy time stamps to vertices being folded: reassignment of a time stamp to an already marked vertex prompts the presence of a cycle. A folded PG with leftover branch and join nodes should also be checked for multiple directed paths from any branch node to any other join node. The length expressions corresponding to each such path are equated to each other and the resulting set of equations is checked for feasibility. A set of infeasible equations signals an inconsistent case present in the system. Fig. 5 presents an example of such an inconsistent case.
A technique alternative to the S-invariant algorithm, called the Path-searching algorithm, given by Ma [61] , uses the Adjacency (Definition 4.7, below) and Reachability (Definition 4.8, below) matrices of the PG representation to uncover the cycles and inconsistent multiple paths between pairs of nodes (Theorem 4.3(d)). The Path-searching algorithm employs techniques by Busacker and Saaty [78] and Warshall's algorithm [79] to identify the erroneous cases. A recent implementation of the verification mechanism is done by employing the Path-searching algorithm on the unified PG representation of the input system. The following is a brief description of the Path-searching algorithm. In particular, r ii = 1 there is a cycle from vi and vi 0 otherwise.
The Reachability matrix is a 0-1 (Boolean) matrix, and matrix addition and multiplication can be adapted to Boolean addition and Boolean multiplication. Warshall's algorithm [79] employs the idea and provides an efficient mechanism for calculating the Reachability matrix from the Adjacency matrix of a Directed Graph. The algorithm has a time complexity of O(n 3 ), where n is number of nodes in the graph. Using the Reachability matrix, checking the connectivity between any two nodes vi and vj becomes very easy: r ij = 1 means there is at least one path from vi to vj; otherwise, r ij = 0. If a node vi is involved in a cycle, the element r ii in R must take the value of 1. Thus, if there are non-zero elements on the diagonal of matrix R for a Point Graph, this Point Graph has cycles in it. The Path-searching algorithm is used to detect and identify both cycles and inconsistent paths between pairs of branch and join nodes in a unified Point Graph. A description of the algorithm is provided in Definition 4.9.
Definition 4.9 (Path-Searching Algorithm [61] ). Given the Adjacency matrix A, the Reachability matrix R, and a pair of a source node vi and a target node vj, the output of the algorithm is a list of paths L from the source node to the target node vj. The following steps produce the list of paths L from the inputs:
1. Check the connectivity from node vi to vj using matrix R. If r ij > 0, then there is at least one path from vi to vj; otherwise exit. 2. Construct X(0), a row vector, by picking the row in A that corresponds to the node vi. i. Find all nodes to which vi has a path of length m and from which vj is reachable through a single edge. This is obtained by taking AND of X(m − 1) and the transpose of jth column of A. This determines the last edge for each of these paths of length m + 1. For each of these nodes r, find those nodes to which vi has a path of length m − 1 and from which r is reachable through a single edge. This identifies the second edge and this goes on until all the edges for each of these paths are identified. ii. Append all these paths to the list L.
The inconsistent paths are identified by running the algorithm for each pair of a branch and a join node in a PG. The length of each path in the list L corresponds to an algebraic expression. The expressions for all the paths in L are equated together to identify inconsistent lengths.
The Path-searching algorithm is followed by the folding (Definitions 3.5 and 3.6) of the PG. The folded PG is used for making inferences. The technical details on the implementation and the accompanying software application are available on the website of System Architectures Lab, George Mason University, at http://viking.gmu.edu.
Application to temporal systems
This section presents an application of PIL for modeling temporal situations. Table 6 lists the PIL relations, function names, and their corresponding temporal lexicon. The table also suggests some high-level temporal relations that can be used to represent compound PIL relations. The task of designing a comprehensive and suitable language for temporal relations is left as a choice for the user, who may define his/her own (natural language) constructs for the entire set of compound relations given in Tables 3-5 . A system of temporal statements can, therefore, be constructed using the temporal lexicon with the PIL syntax. The temporal version of the logic is termed Point-Interval Temporal Logic (PITL). Once the temporal inputs are specified using the new lexicon, the rest of the formalism is identical to the approach presented in the previous sections. It can obviously be concluded that the notions of interpretation, satisfiability, inconsistency, and inference in PIL are equivalent to the corresponding temporal interpretation, temporal satisfiability, temporal inconsistency, and temporal inference in PITL. In this section, we take the temporal implementation of PIL a step further by introducing a suite of PG-based temporal analyses for a possible application to mission-planning problems.
Mission planning
This section presents a subclass of PITL (Definition 5.1) for modeling temporal requirements and/or constraints of a mission to be planned. The points and intervals of the logic correspond to time stamps and time delays, respectively, associated with events/activities in the mission as constraints on or as resultants of a planning process. The lexicon of the logic offers the flexibility of both qualitative and quantitative descriptions of temporal relationships between points and intervals of the system. The definition of the subclass (Definition 5.1), however, puts some restrictions on the type of temporal information that can (or cannot) be handled by the analysis presented in this section. (Note that the restrictions in Definition 5.1 do not apply to the approach presented in the previous sections; a generic system of PITL statements can be processed by the methods presented and the inference mechanism of PITL can be invoked to infer unknown temporal relationships between system intervals.) Definition 5.1 (Subclass of PITL, A). The subclass A of PIL is described with the help of the following requirement on a system of PIL statements :
A system of PITL statements ∈ A if in the string representation of statements in , every strict inequality (< or >) between two points p1 and p2 is accompanied by a length expression for the distance between the two points. The following is a set of necessary conditions for the PIL statements that follow this characterization:
The corollary signifies the type of constraints that can be used to model the temporal relations between mission activities. It requires that a strict '<' (Before) relation between any two points (representing point activities and/or start/end of interval activities) be accompanied by a length function. This is more of a requirement for the application of algorithms that will be presented in this section than on the type of temporal systems that can be modeled. A temporal system that does not conform to Definition 5.1 can be pre-processed, without violating any temporal requirements, using the following steps: Replace every relation of the type 'X < Y' between two points X and Y, by relations 'X < D', 'Length[X, Z] = d', and 'Z ≤ Y', where Z is a dummy activity and d is a user-defined smallest time increment, e.g. for systems with only integer lengths and time stamps d = 1.
Once a mission's requirements are converted to PITL statements, the temporal system is then converted to its PG representation (Definition 3.1). The PG, so obtained, is processed by applying unification and folding processes (Definitions 3.3, 3.5 and 3.6). The unified PG is checked for inconsistency by the approach presented in Section 4. The verification of PG either reports infeasible temporal requirements in the input, or ensures the fact that the input PITL system is satisfiable. The inference mechanism of the logic can now be invoked to determine temporal relations between intervals/points of interest. In order to construct a model (Definition 4.4) of the temporal system, the PG is added with a pair of source and sink nodes (Definition 5.2). At this point, an optimized model of the PITL system can be constructed by solving the mathematical program defined in Definition 5.3 for the PG representation. The model is termed optimized for the reason that it constructs an interpretation of the system with the minimized start-to-end (V out − V in ) time duration. Alternatively, a graph-based analysis can be used to construct a similar model of the temporal system with the added benefit of a plan representation that can be analyzed for alternatives. The time stamps on individual nodes are not considered in the two approaches; the stamps can be ignored without any loss of generality. The time stamp can be easily incorporated either before or after the analysis that follows. Once a plan is constructed using the approach, it be shifted on a timeline to match with the stamps provided in the input PITL statements.
Definition 5.2 (Source and Sink Nodes to PG).
A source node V in and a sink V out node are added to the PG representation of a system of PITL statements by applying the following: (a) ∀ vi, vi ∈ V such that * v = φ (i.e., null set), connect the source node V in to all vi's by LE type edges (V in , vi); (b) ∀ vi, vi ∈ V such that v * = φ, connect the sink node V out to all vi's by LE type edges (vi, V out ).
, where E A = E ∪ E ≤ , a mathematical program for constructing an interpretation of the PITL represented by PG is defined as: Objective Function:
Subject to: . The earliest occurrence Ev of a node v, v ∈ V, is defined to be the smallest time stamp on the node that satisfies the earliest occurrences of the preceding nodes, i.e., Let * v = {vi}
otherwise.
For a non-critical interval/activity [v1, v2] (Definitions 5.7-5.9), Ev1 represents the earliest start time of the activity.
Definition 5.5 (Late Occurrence of a Node, Lv, in PG -Reverse Pass I). The late occurrence Lv of a node v, v ∈ V, is defined to be the largest time stamp on the node that satisfies the earliest occurrences of the following nodes, i.e., Let v * = {vi}
Definition 5.6 (Latest Occurrence of a Node, Tv, in PG -Reverse Pass II). The latest occurrence Tv of a node v, v ∈ V, is defined to be the largest time stamp on the node that satisfies the latest occurrences of the following nodes, i.e., Let v * = {vi}
For a non-critical interval/activity [v1, v2] (Definitions 5.7-5.9), Tv2 represents the latest completion time of the activity. Note that the definition of interval activities, in Definition 5.8, extends the notion of intervals in a PITL system by including composite and parts of PITL intervals to be defined as interval activities in a PG representation.
Definition 5.9 (Critical Activity). An activity is defined to be critical if:
(a) a delay in its start will cause a delay in the completion time of the entire mission, i.e., (i) for a point activity v ∈ V, Ev = Tv; (ii) for an interval activity [v1, v2] , where v1, v2 ∈ V, v ∈ [v1, v2], Ev = Tv or (b) for an interval activity, it 'Meets' or is met by (Meets −1 ) another critical activity; for a point activity, it 'Starts' and/or 'Ends' another critical activity or (c) an earliest (or latest) occurrence of its start node does not ensure an earliest (or latest) occurrence of its end node, i.e.,
Definition 5.10 (Total Float (TF) and Free Float (FF)). Total Float (TF) is the difference between the maximum time available to perform an activity and its duration. Free Float (FF) is defined by assuming that all the activities start as early as possible. It is the excess time available over its duration [80] . 
The condition (c) in Definition 5.9 presents an interesting and new notion of critical activities in the context of planning and scheduling literature. The condition represents an activity that, for a given start-to-end mission duration, is required to start and end at specific times, in order to satisfy the preceding and following activity timings. But, the difference between the two times, start and end, is greater than the actual duration of this activity. This difference between the actual duration and the required duration is called stretch float (SF). Example 5.1 illustrates the concept with the help of an example.
Definition 5.11 (Stretch Float (SF)). For a critical activity [v1, v2] of type defined in Definition 5.9(c), Stretch Float (SF) is defined to be the excess time available over the duration between the earliest occurrences of its start 'v1' and end 'v2' nodes, i.e., SF [v1,v2] 
The stretch float, if it exists, presents the following set of alternatives to a mission planner.
(a) For a critical activity [v1, v2] with SF, any one of the following may hold:
Then, the activity is scheduled in the corresponding interval. (b) For the activity Tv1 + D([v1, v2]) < Ev2 -the activity if started at the latest time still ends earlier than required by some of the preceding activities, but the activity's end time can be delayed (stretched) by an amount equal to its SF after its start. Then, the activity is stretched. (See Example 5.1, Fig. 8 .) (c) For an activity that does not satisfy any conditions in part (a) and cannot be stretched-part (b) -the mission cannot be planned without extending the start-to-end duration of the mission. The extended duration is calculated by solving the mathematical program in Definition 5.3. A dummy activity is created with length equal to the new duration (value of the objective function) and added to the list of mission activities. The analysis is applied to the new PG so obtained.
The following is a fictitious but real world example to illustrate how some of the features of PITL could be applied to military planning and execution problems. The illustration is for a precision engagement against a Time Critical Target (TCT). To do this, a scenario is presented in which several assets must concurrently perform activities with Table 8 Additional constraints
Natural language description Corresponding PITL statement
The platform will not loiter in the area due to threat considerations A meets B The PGW is launched immediately after the target parameters are uploaded C meets D The PGM launch precedes the egress C Precedes B Local, on site activity must cease just prior to the weapon striking the target eE Precedes eD implicit synchronization in order to attack a target of importance. The target is time critical in that it is difficult to locate and when it is located, it must be struck in a very short time, otherwise it will disappear. The example illustrates a small, but a non-trivial, set of temporal constraints, some of which cannot be modeled using the traditional CPM approach. The description of the example notifies the readers of such constraints.
Example 5.1. Assume the following facts and constraints apply to the planning for precision engagement of a TCT.
There is a list of high value TCTs that when located and identified need to be attacked quickly with precision engagement weapons. When such a target is found, a weapon platform such as an attack aircraft must ingress to a weapon launch point to release a precision-guided weapon (PGW). During the ingress, the on-board navigation and guidance processor of the PGW will be uploaded with the precise data it needs to fly to and hit the target. During the ingress and PGW update activities, a local, on site, aid to the navigation and guidance activity must participate in providing updates to the PGW. This local, on site activity must cease just prior to the weapon striking the target. Once the weapon is launched, the launch platform egresses the area.
The mission requirements for this scenario are shown in Table 7 . The table shows the five activities together with the PITL statements representing the mission operational concept. The additional constraints are described in Table 8 with their corresponding PITL statements. The constraint 'eE Precedes eD' (in Table 8 ) presents a requirement that cannot be modeled by the traditional approaches. Similarly, the constraints 'A meets B' and 'C Precedes B' together pose another such temporal requirement.
The approach presented in this paper takes the statements in Tables 7 and 8 and converts them to their corresponding PG representation. The PG is unified, verified, and folded for satisfiability. A pair of source and sink nodes is added to the PG, and forward and reverse passes are applied to the resulting PG. Fig. 8 shows the PG with all the parameter values calculated for each node in the graph. The start-to-end (V out − V in ) delay of 10 time units (perhaps minutes) is the shortest possible duration for the mission to be accomplished, provided none of the constraints is violated. An inspection of the PG reveals the fact that all the activities involved are critical. The analysis also reveals that there is a stretch float (SF) condition associated with activity interval D, the PGW fly out activity. The SF suggests that the activity needs to be stretched from a duration of 2 time units to 5 time units, should the mission need to be accomplished with the minimal 10 time units with all requirements met. Further review of the scenario indicates that this activity cannot be stretched because the fly out time is fixed. Thus, the second PG shown in Fig. 9 is created by first solving the mathematical program for the constraints in the PG. Fig. 9 presents the situation where a dummy activity 'F' is added (see Definition 5.11(c)) to the system with 'Length F = 13' before recalculating the parameter values. The dummy activity is added to force the start-to-end time to be at least equal to its length of 13 time units. All the activities in Fig. 9 are critical, with their feasible time stamps underlined. The feasible time stamps are selected by first looking at the critical activities and the feasible stamps on the nodes involved. In the example case, the critical activity D (PGW fly out activity) can only start at 'T sD = 8' which, in turn, makes the start of another critical activity C (uploading of target parameters) be 'T sC = 3'. Similarly, the feasible time stamps of other critical activities, i.e., A, B, and E, are selected. The values in Fig. 9 , therefore, show the only feasible schedule for the activities involved for the mission duration of 13 time units. Thus the local, on site activity starts at time 0, the Ingress and the PGW upload start at time 3. The PGM launch occurs at time 8 and commences the Egress activity. The PGW strikes the target at time 13 just after the local, on site activity ceases. This plan provides a total mission view that can be used to provide to the individual resources that are carrying out the plan the critical start and complete times for their activities to ensure the implicit synchronization of the concurrent activities is accomplished.
This illustration is but a simple vignette. It is included to demonstrate one of many potential real world applications of the approach presented in this paper. The authors believe that the approach is capable of providing very powerful analytical capabilities to support both real world deliberate and near real time planning and plan repair problems.
Finally, the PG corresponding to a mission's requirements, with the values of the parameters calculated, can be used to construct a time chart, e.g., a Gantt chart, showing the start and finish times for each activity as well as its relationship to other activities. It also must pinpoint the critical activities. For non-critical activities the plan also must show the amount of slack or float times that can be used advantageously when such activities are delayed or when limited resources are to be used. The PG representation and the time chart can, therefore, be used for a real time and periodic control of the plan. The PG may be updated and analyzed, and, if necessary, a new plan/schedule determined for the remaining portion of the mission in a dynamic environment. An extension to the formalism that proposes an improved graph-based approach for calculating the parameter values by employing a recursive combination of the two (forward and reverse) passes will be presented in a forthcoming paper.
Conclusion
The paper presented a formulation of a point-interval logic and an implementation of its inference mechanism. Point Graphs are shown to implement the axiomatic system and inference mechanism of the logic. The graphbased approach is also shown to help verify the system of logic statements. The verification substantially reduces the computational effort required by the inference mechanism. The logic can be used to model time and space aspects of a system, both in terms of qualitative and quantitative information; however, the application is still under investigation for a possible integration of the two uses into a single formalism. Such an integration is expected to result in a three dimensional system with two space dimensions and a third time dimension.
The language of PIL is shown to be expressive enough for handling time-sensitive aspects of events/activities in a plan. The traditional plan/project management techniques, e.g., CPM and PERT, lack several of the constructs used in PITL for modeling temporal requirements of a plan/project. The language of PITL subsumes the class of temporal models that can be constructed by the classical approaches, and provides an enhanced lexicon for modeling instantaneous (zero-duration) events and partially ordered temporal relations between activities/events. A suite of analyses, applied to the graph representation of PITL statements, is presented for identifying critical activities, earliest and latest times of occurrences of activities/events in a plan. The approach presented, therefore, offers an enhanced formalism for planning in terms of its expressive language for temporal specifications, provision for point and interval descriptions of temporal events, and a powerful inference engine. In that respect, it extends the capabilities of mission planners, program managers, and project designers in the operations research community for planning missions/projects beyond the traditional CPM techniques currently being used.
The formalism presented still possesses some limitations in not allowing unrestricted use of disjunctions between temporal statements. A mission (or part of it) that can be accomplished by several alternative sequences of activities cannot be effectively modeled and analyzed by the present approach. The present approach, if employed for such cases, will treat each alternative separately, resulting in a combinatorially large number of PITL systems to be modeled and analyzed by the approach.
