§1. Introduction
We consider nonlinear differential equations with holomorphic coefficients in the complex domain. They admit interesting singular solutions. First of all we give two concrete examples. The Laurent series (l.lb) and (1.2b) are not formal ones, but do converge to define exact solutions (see Theorem 3.1). On the other hand linear differential equations, since the surface t -(p(x) =0 or t ~ 0 is noncharacteristic, never admit such singular ones (see [15] ).
Example 1.1. For any holomorphic function <p(x), put T = t-<p(x)
Formal series such as (l.lb) are used by Weiss [13] , [14] et al. But their point of view is to study the algebraic structure, for example to obtain Backlund transform, which is called Painleve analysis, and they were not concerned with the convergence of the series itself.
Ishii [4] studied singular solutions to general nonlinear partial differential equations and showed first the convergence under certain conditions. But the above two examples do not satisfy them: in Example 1 . 1, arbitrary functions g and h are not allowed, and in Example 1.2, the exponent by his definition is not -2 but -1 and we can show that there exist no singular solutions with exponent ~1 (see Theorem 4.7) .
Motivated by this, after changing the coordinates suitably if necessary, we consider nonlinear differential equations which may be written in the form: (1.3) d?u=f (t, \a\<m We define an exponent to (1.3) with respect to t -0 (see Definition 2.5), (ĉ onstruct singular solutions with this exponent (Theorem 3.1), and (u) show that there exist no singular solutions whose singularities on t -0 are weaker than this exponent (Theorem 4.7).
We finally remark that Leichtnam [7] , Nabaji-Wagschal [9] , Nabaji [8] constructed solutions which are singular on a characteristic surface.
The author would like to thank Professor Sunao Ouchi for informing him that the convergence of formal solutions follows also from the estimates given in [10] . This work was completed while he stayed at University of Paris "VI. Now we define a characteristic exponent, which plays an important role in the following sections. Definition 2.1. The characteristic exponent a c of (2.1) with respect to the surface £ = 0 is
We assign w weight a, 9^ weight -1 and t weight 1, then the total weight of the term f M 
Draw lines defined by 0\-* (a,|//|(7-7/ (^) + Ar^) . Then the term in the right hand side of (2 . 5) is the coordinate of the intersection with the line (J -m, which is the weight of the left hand side of (2.1) (see Figure 1 ). Although the characteristic exponent of (l.la) does not depend on the surfaces, in general it depends on them. 
Proof. By the assumption and the definition (2.4), we have j t (ft) Ĥ ence
emark. The above proof shows that o c is strictly less than WQ if M is a finite set.
In the following sections, MQ (<m -1) denotes the maximum order of differentiation with respect to t mf(t,x] d A u). §3. Construction of Singular Solutions 3.L Formal solution 8 In this section we construct a solution which is singular on £=0 to the equation
To do this, we need to assume that Since M is a finite set, the characteristic exponent
is a rational number strictly less than wo, and the subset M* of M defined by whose characteristic exponent is ~2, does not satisfy (A-2). But if we make a coordinate change, (t,x)-+(t-ax,x) with a^O, the above equation becomes
This equation satisfies (A-2) , because the characteristic exponent is -1 and the principal nonlinear term is auut. In fact, we have the following solutions to (3.4a) for a^O:
where g=g(%) is an arbitrary holomorphic function.
Now for p^R and/^N, we set
and introduce two polynomials which depend only on principal nonlinear terms: Note that P c and Q c are of degree max^e^* \P-1 ~~ 1 i n J? and that Q c is also a polynomial in p of degree m.
We construct a solution to (3.1) in the form: 
Remark. In case of (a) or (c), u n is determined uniquely, and in case of (b), Un (x) may be any holomorphic function.
Note also that since Q C U; t]\ p) is also a polynomial in p of degree m, the equation has at most m distinct roots. 
In this example, Q c (x\ 2; n) vanishes identically for n = 4,6, and R* L 0 =2 and Re « 0 =2 also vanish identically. Therefore « 4 and w 6 may be any holomorphic functions.
Example 3o3 0 Equation (l.2a) has a* =-2, P c Oc;i7) = -24+24^, Q c fc 17 = !; 10) =p(p-2) (p-3) +24.
In this example, Q c (x\ l;n) ^=0 for all n^N>o and w«'s are determined uniquely. On the other hand, Equation (2.6a), which comes from (1.2a) after a coordinate change, has and itn's are determined uniquely.
Example 3A Equation (3.4b) has er c =-l, PcU;5)=2+ai7 l Q C U; ^ = ~ p) =
In this example, Q c (x',~~~',n) vanishes identically for n = 2, and Rz\ w~-2-also vanish identically. Therefore U2 may be any holomorphic function.
3c2 0 Convergence of formal spolutionu By the assumptions (A-3) and (A~4) the existence of a formal solution is trivial, so we need only to show the convergence of (3 . 10) .
We will use the following result by Gerard and Tahara (see [2] , [ 
where P(r, x\Z) is a polynomial in Z whose coefficients are holomorphic near (T,X) -(0,0). In the following we will use the same Q(T,X) or P(r, #;Z) to represent some functions as above.
Substituting it=aN~^~b^ into (3.1) yields
Since ti«'s satisfy the recurrence equations (3.9), the first term is 
C(p.x)=Q c (x\uo(y)\j(p+N)).
Therefore if we take N sufficiently large, C (n,0) =£ 0 for all n ^ N> 0 . Now applying Theorem 3.5 to Equation Note that if M is bounded of order a, it is also bounded of order a for all <7<er. Now we can state the second main theorem. we write ^< £ G or G> £ g if 1^^|<G^ for all (fc.jS) T he following auxiliary functions are very useful to study nonlinear differential equations (cf. [6] , [12] ). For i = 0,l f ..., m, we put (5.1)
Lemma 5.1 (Lax) . There exists positive constant Ci>l such that
Proof. It follows from
With this Ci we define
and for £>0, p>l and7?>0 
x) .
(iii) The following series of majorant inequalities hold: We use the following polydiscs. p\t + e + x\\-\ -----\~\Xd\ <#}, which contains the origin of C X C rf , and so is w. This shows u = w+v is holomorphic near the origin of C X C d ,
