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l11e purpose of this note is to study dynamical systems (with continuous 
and discrete time) that display time reversal symme!I}·. These systems bave the 
cbaracterizing property that knowing a solution implies in knowing anotber 
solution simply by seting the first and nmning it in reverse direction of time. A 
simple example of such a system is Newton's equation for a particle witb uni! 
mass under tbe action of tbe potential V, i.e, 
x~-W(x) (O) 
In this case, it is easy to see that, if x(t) is a solution of (0), then x( -t) is also 
a solution of (0). A system as (O), or a system tbat has time reversal symmetry is 
called a reversible system. Reversible dynamical systems appear m many 
branches of Pbysics (for example see Roberts [RoI]). 
In this note, we start with an introductory presentation of reversible 
systems. Next, we study a model of a reversible discrete dynamical system 
represented by a 2-parameter family of diffeomorphisms of the cylinder. We are 
interested in analysing the local bifurcations of this family, that is, tbe structural 
changes of tbe orbit space of a small neighborhood of lhe fixed points. This 
family presents ricb dynamics, in lhe sense lhat, conservative and dissipative 
behaviors can coexist in lhe same phase portrait. 
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Resumo 
Estas notas dedicam-se ao estudo de uma classe particular de sistemas 
dinâmicos (a tempo contínuo e discreto) que se caracterizam por exibir simetria 
de reversibilidade de tempo, isto é, num tal sistema ao se determinar uma 
solução, automaticamente se conhecerá uma outra, a saber, é a anterior percorrida 
no sentido inverso do tempo. Um exemplo de tal sistema, é a equação de Newton 
para uma partícula de massa unitária sujeita a um potencial V(x), isto é, 
x~-VV(x) (O) 
onde claramente, se x(t) é uma solução de (O) então x( -t) é ainda uma solução de 
(0). Denominaremos por sistemas reverslveis, aqueles que possuem simetria de 
reversibilidade de tempo. Sistemas reversíveis são abundantes em Física (veja 
Roberts [Rol]), daí a importãncia do estudo de tais sistemas. 
Nestas notas introduziremos o objeto de estudo (sistemas reversíveis) 
definindo-o e dando suas propriedades básicas. Em seguida estudaremos um caso 
particular de sistema dinâmico reversível a tempo discreto, a saber, uma família a 
2-parámetros de difeomorfismos reversíveis do ponto de vista de bifurcações 
locais, ou seja, mudanças estruturais locais do espaço de órbitas quando os 
parámetros são deixados variar. Tal família exibe dinámica bastante rica, 
contendo regiões do espaço de fase com comportamentos dinâmicos conservativo 
e dissipativo coexistindo. 
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Capítulo I Sistemas Reversíveis. 
Definições e Propriedades 
Básicas 
l.l Sistemas Hamiltonianos 
A principal motivação para a definição de sistema reversível provém da 
Mecânica Clássica. Por exemplo, se considerannos o sistema potencial para uma 
partícula de massa unitária sujeita a mn potencial V(x), temos: 
x=-VV(x) (1.1) 
É fácil ver que, se x(t) é mna solução de (I. I), então x(-t) é ainda uma solução de 
(1.1). Dizemos neste caso que o sistema (1.1) possui simetria de reversibilidade 
de tempo. O sistema de primeira ordem associado a (1.1) é o sistema 
hamiltoniano dado por: 
x= !H(x,y) 
y =-! H(x,y) (1.2) 
onde H(x,y) = K(y)+V(x), sendo K a energia cinética da partícula. Como ao in-
verter a direção do tempo em x(t) se inverte também o sinal da velocidade y(t), 
temos que a simetria de reversibilidade de tempo de ( 1.1 ), implica na invariância 
da equação (1.2) com relação às transformações t-H e R(x,y) = (x,-y). Tal fato é 
válido para qualquer sistema hamiltoniano par na segunda variável, como 
veremos. 
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Proposição 1.1.1. Considere o sistema hamiltoniano (1.2) sobre J?n com função 
hamiltoniana de classe C"" e par na segunda variável, isto é, H: R'"--> R, H(x,y) 
~ H(x,-y). Então, o sistema (1.2) é invariante sob as transformações combinadas: 
s: R-->R e R: R'" -;R'", dadas por s(t) ~-te R(x,y) ~ (u(x),v(y)) ~ (x,-y). 
Prova: 




y ~- ax H(x(t),y(t)) (1.3) 
Mostremos que (u(s),v(s)) ~ (x(-t),-y(-t)) é também uma solução de (1.2). 
Com efeito, 
j_u(s) ~ _j_u( -t) ~ _j_x( -t) ~ -x( -t) 
ds dt dt 
(1.4) 
j_v(s) ~ _j_v( -t) ~ _j_( -y( -t)) ~ y( -t) 
ds dt dt 
(1.5) 
Por outro lado, 
H(u,v) ~ H(x(u),-y(v)) ~ H(x(u),y(v)), pois H é par na segunda variáveL 
a a ax a 
-H(u, v) ~-H(x(u),y(v))- ~ -H(u,-v) au ax au ax (1.6) 
_!!_ H(u, v)~_!!_ H(x(u),y(v)) ày ~ _ _!!_ H(u, -v) 
av ày av ày 
(1.7) 
Sendo x(t) ~ u(-t) ~ u(s(t)) e y(t) ~ -v(-t) ~ -v(s(t)), temos 
d ds d 
x(t) ~ ~u(s(t))-~ --u(s) 
ds dt ds 
(1.8) 
d ds d 
Y(t) ~ -~v(s(t))- ~~v(s) 
ds dt ds 
(1.9) 
(1.8), (1.9) ,(1.6) e (1.7) em (1.3) resulta 
_j_u(s) ~ _!!_ H(x( t),y(t)) ~ _!!_ H(u(s),-v(s)) ~ _ _!!_ H(u(s), v(s)) 
ds ày ày av 
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d a 
-u(s) = -H(u(s), v(s)) 
ds av 
d a a a 
-v(s) = --H(x( t),y( t)) =--H( u(s), -v(s)) =--H ( u(s), v(s)) 
ds ax ax au 
Assim, fica provada a invariância de ( 1.2) sob as transfonnações s e R. 
Observação 1.1.2. Fica também provado que a simetria de reversibilidade de 
tempo do sistema potencial ( 1.1 ), é equivalente à invariância do sistema hamil-
toniano associado, com relação às transformações combinadas, t -t -t e R(x,y) = 
( x, -y). Este é um importante passo para a generalização do conceito de re-
versibilidade. 
Observação 1-1.3. Seja X :R2n -tR2n o campo hamiltoniano associado ao sistema 
( 1.2), isto é, 
X(x,y) =(~ H(x,y),-! H(x,y)) 
e seja R: R2n-t R2n, dada por R(x,y) = (x,-y) como na Prop. 1.1.1. Então 
DR(x,y)[X(x,y)]= R[X(x,y)] = ( ~ H(x,y),! H(x,y)) 
sendo H par na segunda variável temos que 
R[X(x,y)] = (-!__ H(x,-y),_il_ H(x,-y)) =-X(R(x,y)) 
ay ax 
logo, 
DR(x,y)[X(x,y)] =-X o R(x,y). (1.10) 
A igualdade (1.10) é as vezes expressa dizendo-se que a aplicação R reverte 
o campo X, ou ainda que, X é R-reversível. 
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Observação 1.1.4. Sejam X1 a aplicação fluxo no tempo I associada ao campo 
hamiltoniano X do sistema (1.2). R como na Prop. 1.1.1. e (x,y) E R2n É claro 
que, I --+ X,(x,y) é a curva integral de X por (x,y). Então, temos que 
I--+ R o X1(x,y) é a curva integral de -X por R(x,y) ~ (x,-y). 
De fato, 
! R(X(x,y)) ~ DR[! X(x,y)] ~ R[X(X(x,y))]~ -X(R(X(x,y))) 
Mas t --+ R o X,(x,y) é a curva integral de X por R(x,y) ~ (x,-y) percorrida no 
sentido inverso do tempo, logo, 
RoX,~~-1 o R (1.11) 
A igualdade (I. li) é, as vezes expressa dizendo-se que a aplicação X, é R-
reversível. 
Assim, vemos que a transformação R desempenha um papel crucial na 
análise qualitativa de um sistema hamiltoniano com função de Hamilton par na 
segunda variável. R age como uma "anti-simetria" de X no seguinte sentido: R 
leva órbitas de X sobre órbitas de X, mas revertendo a orientação. Além disso, R 
é uma involução, isto é, R.2 = R o R = id e o conjunto de seus pontos fixos é um 
subespaço de R.2n de dimensão n, a saber, y ~ O. Denotamos por F(R) este 
conjunto. A aplicação R neste caso particular, é uma reflexão de R2n com relação 
ao subespaço F(R). 
Classicamente, um sistema dinâmico (a tempo contínuo ou discreto) é dito 
reversível se existir uma involução R não necessariamente a mesma do caso 
anterior, tal que dim F(R) vale metade da dimensão do espaço de fase. Se o 
sistema for a tempo real, o campo de vetores X associado, satisfaz a relação 
(1.10), e se o sistema for a tempo discreto, a aplicação satisfaz a mesma relação 
satisfeita pela aplicação fluxo no tempo t (1.11). Devaney [Del] baseado nas 
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propriedades essenciais da reversibilidade dos sistemas hamiltonianos, estendeu o 
conceito de reversibilidade a sistemas dinâmicos mais gerais. 
1.2 Sistemas Reversíveis 
Nesta seção M denotará uma variedade diferenciável de dimensão n e classe 
C"', Diff(M) o espaço dos difeomorfismos de classe C"' de M e x(M) o espaço 
dos campos de vetores de classe C"' de M. 
Definição 1.2.1. Um difeomorfismo R E Diff(M), chama-se uma involução se 
R' =R o R = id, onde id E DimM) é a aplicação identidade. 
Definição 1.2.2. Um campo de vetores X E x(M), ou a equação diferencial 
ordinária 
i< =X(x), 
é dito reversÍvel se existir uma involução R e Diff(M) tal que 
DR[X(x))=-XoR(x), \lx EM. 
Dizemos também que o campo de vetores X é R-reversÍvel , ou ainda que, R 
reverte a direção do tempo. 
Observação 1.2.3. O motivo de dizer que R reverte a direção do tempo na Def. 
1.2.2 é a seguinte: 
Se x(t) é mna solução de 
x= X(x) 
então também será R o x( -t), a qual é a reflexão por R da trajetória x(t), per· 
corrida no sentido inverso do tempo. 
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Definição 1.2.4. Um difeomorfismo T E Diff(M) chama-se reversíi•el se existir 
mna involução R E Diff(M) tal que 
ToRoT(x)~R(x), \lxEM 
Dizemos tabém que o difeomorfismo T é R-reversível, ou ainda que R reverte a 
direção do tempo. 
Observação 1.2.5. A justificativa acerca da afirmação acima de que R reverte a 
direção do tempo é a seguinte: Se xi+I ~ T(x,), então 
To R(x,+1) ~ R(x,) ~R o T"
1(x,+1) 
se Yi+l ~ R(xi+l) então T(yi+Jl ~ Yi, ou seja, a ação de T em Yi retoma no tempo 
(discreto). 
Os sistemas Hamiltonianos da seção anterior, são agora um caso particular 
de sistemas reversíveis, onde M ~ R2n e R E Diff(M) e R(x,y) ~ (x,-y). 
Dado que as aplicações (difeomorfismos) reversíveis são os principais 
objetos de estudo nestas notas, voltaremos muito mais atenção para estes casos. 
do que para campos vetoriais, além disso, todos os resultados obtidos para 
aplicações podem ser convenientemente convertidos para campos vetoriais. 
Proposição 1.2.6. Um difeomorfismo T E Diff(M) é reversível se, e somente se, 
é a composição de duas involuções. 
Prova: 
Suponhamos que T seja R-reversível, eotão R o T~T-1 o R, com R2 ~ id. 
Então, R1 ~R o T é uma involução. Com efeito, 
(R1 )2~ (R o T·') o (R o T-1 ) ~(R o T-1 o R o T-1 ) ~R o (R o T) o T-1 ~R o R~ id. 
É claro que, T ~R o (T-1 o R)~ R o R1 . 
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Reciprocamente, se T ~ R1 o R2 , onde R12 ~R,'~ id, então, 
R, o T ~ ( R1 o (R1 o R2))-l ~ (R1 o R2)-l o R1-J ~ T-l o R1 , 
ou seja, T é R1-reversível, e portanto reversíveL De forma inteiramente análoga, 
obtemos que T é R2-reversíve1, assim temos o: 
Corolário 1.2.7. Sejam R1 e R2 E Diff(M) involuções, então T ~ R 1 o R2 se, e 
somente se. T é R,-reversível (j~1,2). 
É comum classificar os sistemas dinâmicos em sistemas conservativos e 
sistemas dissipativos. Os sistemas conservativos são caracterizados pela 
existência de uma função real, contínua e não constante, a qual é constante ao 
longo das órbitas do sistema, tal função é comumente chamada de uma integral 
primeira. Por exemplo os sistemas mecânicos conservativos são deste tipo, tendo 
a energia total como uma integral primeira. Foi sobre tais sistemas que originou-
se o conceito de reversibilidade, e eles formam a classe mais importante dos 
sistemas reversíveis. 
Quanto aos sistemas dissipativos, estes caracterizam-se por contrair e/ou 
expandir volumes do espaço de fase, tais sistemas exibem atratores (repulsores) 
e portanto estabilidade (instabilidade) assintótica, fenômeno que não ocorre em 
sistemas conservativos. O seguinte diagrama de Venn mostra a interrelação entre 
sistemas reversíveis (R) e conservativos (C). 
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C: Sistemas Conservativos 
R: Sistemas Reversíveis 
I 
III 
I: Sistemas Reversíveis não-Conservativos 
TI: Sistemas Reversíveis e Conservativos 
ill: Sistemas Conservativos não-Reversíveis 
FIG. 1.1 
Na região I, citamos como exemplos os sistemas da forma 
ii = F(x,x2 ) 
com F: R2 ----) R2 diferenciável, os quais, por exemplo modelam movimentos com 
atrito quadrático. Neste caso temos a simetria de reversibilidade de tempo, mas 
tal sistema não é conservativo. 
A região ll possui os sistemas hamiltonianos mais conhecidos, isto é, a 
função de Hamilton é par na segunda variável. 
A região III é bem mais sutil, mas um exemplo de sistema conservativo não 
reversível foi dado por Sevryuk [Sei]: Um sistema hamiltoniano cuja função 
harniltoniana é dada por 
6 
H(x,y) = O(a;x+ b;y). 
i=l 
Para parâmetros gerais 8.j ,bi , o fluxo gerado por um sistema hamiltoniano com a 
função de Hamilton acima, não é reversível. 
E apesar de sistemas reversíveis terem se originado do caso hamiltoniano, 
com dimensão par do espaço de fase, citamos um exemplo devido a Arecchi 
[Ar!], de uma equação diferencial ordinária que modela experimentos com lasers 
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de CO, , onde a dimensão do espaço de fase é igual a 3, e é reversível com a 
involução R: R'~ R' dada por, R(x,y,z) ~ (-x,y,-z) 
X::::zx+y+c1 
y~zy-x 
. 2 2 z=c2 -x -y. 
1.3 Sistemas Reversíveis Bidimensionais 
Para os sistemas bidimensionais se chegou nas últimas duas décadas, a wn 
conhecimento bastante razoável de suas propriedades dinâmicas. o que não 
ocorreu em geral para sistemas em dimensões superiores. Isto deve-se em parte, à 
complexidade dinâmica da estrutura de órbitas crescente com a dimensão. 
Voltaremos nossa atenção nesta seção, principalmente para as aplicações 
reversíveis bidimensionais, dado que nos próximos capítulos lidaremos com um 
exemplo específico de sistema dinâmico reversível a tempo discreto, a saber, uma 
família a 2-parãmetros de difeomorfismos do cilindro S' x R. Investigaremos 
mais de perto o caso da reversibilidade clássica em dimensão dois, onde exige-se 
que as involuções sejam tais que, o conjunto de seus pontos fixos formem uma 
curva diferenciável. A família de aplicações que desejamos estudar, assim como 
muitas outras modelando processos fisicos, são da classe anteriormente descrita 
(veja Roberts [Rol]). 
Proposição 1.3.1. (Involuções lineares do plano). Seja L: R' ~ R2 um isomor-
fismo tal que L o L ~ id, isto é, L é uma involução linear. Então, numa base 
conveniente de R2, a matriz de L é de uma das seguintes formas: 
(I o) (-I o) a) ou ,sedet(L)=I. O I O -1 
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Prova: 
fl )coma2 +fly=l,sedet(L)=-l. 
-a 
Represente L pela matriz 
asstm, 
(
a flJ-' 1 ( õ -::) 
y õ - det(L) -y ~ 
e como L = L-1, o resultado segue-se imediatamente comparando-se as duas 
matrizes. 
Observação 1.3.2. A importãncia da Prop. 1.3.1 reside no fato de que, a parte 
linear de qualquer involução avaliada sobre um de seus pontos fixos, é uma in-
volução linear. 
Observação 1.3.3. Um importante resultado é: Qualquer involução é conjugada 
em tomo de seus pontos fixos, a sua parte linear. (Este resultado vale para 
qualquer dimensão: Teorema de Bocbner, veja Montgomery e Zippin [Moi]). 
Observação 1.3.4. Finn [Fil] mostrou que o conjunto dos pontos fixos de mna 
CLinvolução do plano, é não vazio. E no caso da involução reverter orientação, 
ele mostrou que o conjunto de seus pontos fixos é uma curva no plano, ilimitada 
e sem auto-interseções. No caso da involução ser analítica, ele demonstrou que a 
curva de pontos fixos é também analítica. 
O caso mais comumente encontrado de involuções são as que revertem a 
orientação, e será neste caso que concentraremos a atenção de agora em diante. 
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Ou seja, sempre que considerannos uma aplicação reversível bidimensional T, 
então T = R1 o R2, onde R1 e R2 revertem a orientação, e portanto o conjunto dos 
pontos fixos de tais involuções são curvas planas como as dadas na Obs. 1.3.4. 




Definição 1.3.5. Seja T = R1 o R2 uma aplicação reversível do plano. Um ponto 
fixo simultâneo "o para R1 e R2, isto é, "o e F(R1) n F(R2), chama-se um ponto 
fixo simétrico de T. Se Xo é um ponto fixo de T que não é simétrico, então Xo é 
chamado um ponto fuo assimétrico de T. Analogamente se Xo é um ponto pe-
riódico de T, de período k, isto é, Tk(Xo) = "o ( k = min { n ; Tn<Xo) = "o }), tal 
que "o e F(R1) n F(R2), então "o é chamado um ponto periódico simétrico de T. 
A órbita de um ponto periódico simétrico de T, chama-se uma órbita periódica 
simétrica de T. Se "o for um ponto periódico de T não simétrico, então "o é dito 
ser um ponto periódico assimétrico de T. 
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Proposição 1.3.6. Seja T = R1 o R2 uma aplicação reversível e xt_1 um ponto fixo 
(periódico) assimétrico de T, então R;(x0) é um ponto fixo (periódico) assimétrico 
de T, j~l,2. Além disso, R1("f1) ~ R2(Xu)- Ou seja, os pontos fixos (periódicos) 
assimétricos de T, ocorrem sempre aos pares. 
Prova: 
"<• ~ F(R1) n F(R2), e T(Xu) ~ "<c1· 
To R1("<c1) ~ R1 o R2 o R1(Xu) ~ R 1 o R2-
1 o R 1· 1(Xu) ~ R1 o T·l(Xu) ~ R1(Xu)-
T·l o R2(Xo) ~ (R1 o R2)·
1 o R,(Xo) ~ R2 o R 1 o R2(Xu) ~ R2 o T(Xu) ~ R2("<J). 
Além disso, 
R1(Xu) ~To R2(Xu) ~ R2 o T-l(Xu) ~ R,(Xu)-
0 caso de Xo ser ponto periódico assimétrico é similar. 
Definição 1.3.7. Seja R: R2 --) R2 uma involução que reverte a orientação. O 
conjunto F(R) formado pelos pontos fixos de R, chama-se a curva de simetria 
associada à involução R. 
Seja T R -reversível para algwna involução R, então as interseções F(R) n 
Tk(F(R)), quando não vazias, determinam pontos periódicos simétricos de T, de 
periodo 2k, ou seja: 
Proposição 1.3.8. Seja T R-reversível, "o E F(R) e suponhamos que Tk(Xo) E 
F(R). Então T2k(Xu) ~"o· 
Prova: 
T'(Xo) ~ R o T'(Xu) ~ T-k o R(Xu) = T·k(Xu). 
Jogo, Tlk(Xu) = "o· 
Assim, podemos determinar geometricamente os pontos periódicos 
simétricos de T. 
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Vejamos agora como comportam-se as variedades invariantes associadas a 
pontos fixos hiperbólicos sob a ação de uma involução R, de urna aplicação R-
reversível. (Sobre variedades invariantes e hiperbolicidade veja Palis [PaI]). 
Proposição 1.3.9. Sejam T uma aplicação R-reversível, x0 um ponto fixo 
hiperbólico simétrico de T e W'{J<o), WU(Xo) as variedades estável e instável de T 
associadas a "<1· Então, 
Prova: 
Seja x E WU( J<o), então 
!im r•(x)=Xo . .... ~ 
x0 =R( lim r•(x))= lim Ror•(x)= lim T
0 oR(x) 
n-++<X> n-+-t-<c n-+-t-<c 
logo, R(x) E W'("l1), ou seja , R(WU(Xo)) c W'(J<o). De maneira inteiramente 
análoga prova-se que R(W'(J<o)) c WU{J<o), e portanto R(WU(J<o)) = W'(J<o). 
Da mesma forma, prova-se que R(W'(Xo)) = WU{J<o). 
Proposição 1.3.10. Sejam T como na Prop. 1.3.9, "o um ponto fixo hiperbólico 
assimétrico de T, fi"(J<o) e WU(Xo) as variedades estável e instável associadas a "o· 
Então, 
R(WU(Xo)) = W'(R(J<o)} e R(W'{J<o)) = WU(R(Xo)). 
Prova: 
Seja x E WU{J<o), então 
lim r•(x)=x0 ,daí lim Ror•(x)= lim T
0 oR(x)=R(x0 ) 
n-++«> n-++<>o n-++oo 
isto é, R(x) E W'(R(Xo)), ou seja, R(WU(Xo)) c W'(R(Xo)), de maneira inteira-
mente análoga, mostra-se que W'(R(Xo)) c R(WU(Xo)), e portanto, R(WU(Xo)) = 
W'(R(Xo)). O outro caso é ioteiramente análogo. 
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Não lidaremos nestas notas com bifurcações globais de sistemas reversíveis, 
mas observamos que, a Prop. 1.3.9 fornece wn método geométrico para 
determinar pontos de interseção da variedade instável, com a variedade estável 
associadas a wn ponto fixo hiperbó1ico. Tais pontos, ditos homoclínicos, estão 
associados à presença de comportamento caótico (sensibilidade com respeito às 
condições iniciais e existência de ferraduras) na aplicação que os contém. 
Devaney [De2] é urna boa exposição sobre este assunto, com urna aplicação 
prática ao sistema de Hénon. 
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Capítulo 2 Uma família a 2-parâmetros 
de difeomorfismos reversíveis 
do clindro SI x R 
2.1 Introdução 
Iniciaremos este capítulo apresentando mna família a 2-parâmetros de di-
feomorfismos do cilindro ~\·1 x R, demonstraremos sua reversibilidade exibindo 
sua decomposição como composição de involuções. Em seguida exibiremos seus 
pontos fixos simétricos e assimétricos e na última seção calcularemos a matriz 
jacobiana destas aplicações (família de transformações lineares) que será útil na 
determinação do tipo topológico local de muitos pontos fixos (não de todos). Tal 
farrúlia, como veremos nos dois próximos capítulos, apresenta dinâmica local 
bastante diversificada, com comportamentos dissipativo e conservativo 
coexistindo no mesmo espaço de fase. Por exemplo, no desdobramento de uma 
bifurcação de Rirnmer, podem ocorrer curvas KAM envolvendo um par atrator-
fonte (veja Rimmer [Ri!]). 
O interesse no estudo desta família particular de sistemas dinâmicos reside 
em Física, pois famílias deste tipo modelam mna série de fenômenos em Física 
do Plasma e Física Nuclear, onde é comum se fazerem experimentos com 
particulas carregadas, confinadas nmna região sob a ação de campos elétricos, 
magnéticos, etc. As aplicações em estudo dão o movimento das partículas, 
sujeitas às condições descritas anteriormente. B. V. Chirikov [Chl] e J. A. G. 
Roberts and G. R. W. Quispel [Rol] são excelentes exposições sobre este 
assunto. 
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2.2 A família a 2-parãmetros de difeomorfismos. 
Reversibilidade 
A família a 2-parâmetros que propomo-nos a estudar, é a seguinte (veja Post 
[Pol ]): 
(2.1) 
onde ro, g e h são funções analíticas reais, sendo g e h funções periódicas de 
periodo I, isto é, g(x+l) ~ g(x) e h(x+J) ~ h(x), para qualquer x E R. Com as 
escolhas, ro(y) ~ y, g(x) ~ sen(x) e l:l ~O, então Ta é a aplicação "standard" de 
Chirikov-Taylor (veja Chirikov [Chl]). 
Proposição 2.2.1 Se ro é wna função impar (ro(-y) ~ -ro(y)), então para cada par 





x1 ~x +ro(y)(mod I) 





Denotaremos por id: S' x R 4 S1 x R a identidade de Diff(S' x R) . 
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a) 11 é uma involução. Com efeito, 
(x(mod I))(mod I) 
-( -y+ug(x(mod I))) +ug(x(mod I)) 
= I +~yh(x) 




= y(l +a~g(x)h(x)) 
I+ a~g(x)h(x) 
={;(mod I) =id. 
Logo, 11 é uma involução. 
b) Para 12 temos que 12 o 12 (x,y) = 
={x1 +w(y1)(mod I) 
-yl 
={(x +w(y)(mod I) +w( -y))(mod I) 
-(-y) 
sendd ro ímpar temos 
I/ ={:(mod I) =id. 
Logo, 12 é uma involução. 
c) 11 o 12 (x,y) = 
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~Ta,B · 
Portanto T a,l3 é reversível. 
Proposição 2.2.2. Se g e h são ambas funções ímpares, então para cada (a,~), a 
aplicação T a,l3 é reversível, com a seguinte decomposição em produto de in-
voluções: 
com 
T a,B ~ J, o J,, 
{




-( -x(modl))(mod I) 
(
y +ug(x(mod I)))- ag( -x(mod I)) 
~ I +~yh(x) 










Logo, J 1 é uma invo1ução. 
b) J2 o J2(x,y) = 
={(x +ro(y)(mod I) -ro(y))(mod I) 
y 
={~(modl) =id. 
Logo J2 é uma involução. 
c) J1 o J2(x,y) = 
= -(-y)+ag(x+ro(y)(modl)) 
{
x1 =x +ro(y)(mod I) 
y, = 1+~(-y)h(x+ro(y)(modl)) 
=Ta.P · 
Logo, T a.,J3 como defmida anteriormente, é reversível. 
Observação 2.2.3. Se R é uma involução, F(R) deootará o conjunto de seus 
pontos fixos, como dito na seção 1.3 e será uma curva diferenciável em SI x R, 
chamada de curva de simetria associada à involução R 
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Proposição 2.2.4. Sejam 11 e 12 as involuções dadas na Prop. 2.2.1. Então as 









12 (x,y)= = y, =-y y 
obtemos a relação (2. 7). 
(26) 
(2.7) 
Proposição 2.2.5. Sejam J 1 e 12 as involuções da Prop. 2.2.2. Então, as curvas de 
simetria associadas a J 1 e J2 são respectivamente: 
2x E Z 




Da mesma forma que a Prop. anterior com J1 e J2 no lugar de r, e r,. 
2.3 Pontos Fixos 
Proposição 2.3.1. Seja T •. r ~r, o r, a decomposição dada na Prop. 2.2.1. Então, 
os pontos fixos simétricos de T u,fl são: 
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Enquanto que os pontos fixos assimétricos de T a,B são: 
AFPl=AFPlluAFP12,onde 
Prova: 
a) Para os pontos fixos simétricos, basta determinar a interseção 
F(l 1) n F(l2) em (2.6) e (2.7). 
b) Os pontos fixos assimétricos são obtidos resolvendo T n.~("o,Yo) = (J<o,Yo), 
e decartando os pontos fixos simétricos. 
Proposição 2.3.2. Seja Ta.~= J1 o J2 como na Prop. 2.2.2. Então, os pontos fixos 
simétricos de T a,J3 são: 
SFP2= {(x0 ,y0 );2x0 eZero(y0 ) eZ} 




Os mesmos argumentos da Prop. anterior. 
Nos próximos capítulos, investigaremos a dinâmica de T u,J3 numa pequena 
vizinhança dos pontos fixos dados nas Proposições 2.3.1 e 2.3.2, e suas 
mudanças estruturais (bifiucações), quando os parâmetros são deixados variar. 
2.4 A matriz jacobiana de T "·~ e a estabilidade dos pontos 
fixos 
O tipo topológico local numa pequena vizinhança de um ponto fixo (J<o,Yo) 
de Ta.P• muitas vezes pode ser determinado pela parte linear de Ta,p em (Xo,Yo). 
DT a,p(Xo,Yol- Uma condição suficiente para que isto ocorra, é que (Xo.Yo) seja um 
ponto fixo hiperbólico (Teorema de Grobman-Hartman, veja Palis [Pai]). Mas, 
mesmo no caso onde (J<o,y0) não é hiperbólico, a parte linear de T a,p em (Xo,Yo) 
ainda é fundamental na determinação do tipo topológico local. 
Definição 2.4.1. Sejam T: R2 -t R2 um difeomorfismo, (Xo.Yo) um ponto fixo de 
Te Àb Ã, os autovalores de DTa,p(J<o,y0). Dizemos que o ponto fixo (Xo,Yo) é do 
tipo: 
i) Atrator se I Ã.1 I< I e I Ã, I< I. 
ii) Repulsor ou fonte se I Ã1 I > I e I Ã2 1 > I. 
iii) Sela se O < I Ã1 I< I < I Ã, I ou O < I Ã, I< I < I Ã1 I. 
iv) Elítico ou centro se I À1 I ~ I Ã.2 1 ~ !com ÀJ> Ã, « {-I, I}. 
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Citaremos um Lema que será útil na análise da estabilidade 1oca1 dos pontos 
fixos de T u,fl· 
Lema 2.4.2. Seja L: R2 ---t R2 um isomorfismo, com tr(L) = traço(L) e det(L) = 
detenninante(L ). Então O E R2 é mn ponto fixo do tipo: 
i) Atrator se I det(L) I< I, I tr(L) I< l+det(L). 
ii) Repulsor se I det(L) I> I, I tr(L) I< l+det(L). 
iii) Sela se I tr(L) I> l+det(L). 
iv) Elítico se I det(L) I= I e I tr(L) I= l+det(L). 
Prova: 
A equação característica de L, é dada por 
').? -tr(L)À +det(L)=O 
donde os autovalores são dados por 
tr(L) +~tr2 (L)- 4det(L) 
Àl = -C-'--'--':-2 -'---C~, 
tr(L) -~tr2 (L) -4det(L) 
Ã,=~~~~2~~~~ 
o resultado segue-se considerando À1 e'!., como na Def. 2.4. I. 







a ay x1 (x,y)=ro'(y) 
a _ a 
ay y, (x,y)=:J(x,y) + ax y, (x,y)ro'(y) 
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é o determinante jacobiano em (x,y). 
Simples derivação das funções componentes de Ta,~ com re]ação a x e y. 
Obsen'ação 2.4.4. Para usos futuros, convém escrever o detenninante jacobiano 
:J(x,y) como: 
:J( X, y) 
l+J3y 1h(x1 ) 
l-J3yh(x 1) 
2'!_(y1 -ag(x1))· 
y y+ag(x 1) 
Convém agora considerarmos os resultados anteriores aplicados a wn ponto 
fixo (Xo,Yo) de T n,P• para determinarmos a estabilidade dos pontos fixos. 
Assim, se (J<o,Yo) é um ponto fixo de Tn,P• temos que DTn,p(J<o,Yo) vale: 
i] 
-;:-x1 (x0 ,y 0 )~1 ox 
õ (x )_ag'(x0 )+1Jy0
2
h'(x0 ) 
-:::-Y1 o.Yo - 1 0 h( ) ex -,....yo xo 
onde 
Proposição 2.4.5. Seja (Xo.Yo) um ponto fixo de T ,.,p de qualquer um dos tipos 
SFPI, SFP2, AFPII ou AFP21. Então o determinante jacobiano de Tn,p em 
(Xo,Yo) vale :J(Xo,Yo) ~ L Além disso, (J<o,y0) é: 
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i) Uma sela se 
ii) Um ponto elítico se 
Prova: 
Basta aplicar o Lema 2.4.2 a L~ DT n,B(x0,y0). 
Proposição 2.4.6. Seja (Xo,Yo) um ponto fixo de Ta,B de qualquer um dos tipos 
AFP12 ou AFP22. Então :l("<J,Yo) ;o'], e (x0,y0) é: 
i) Um atrator se :l("<J,Yol < I e 
-2(1 + :l(Xo.Yo))<ro'(Yol! y, (Xo,Yol< O 
ii) Um repulsor se :l("<J,Yol >I e 
-2(1 + 3(Xo.Yoll<ro'(Yol_!!_YJ(xo.Yo)<O 
iJx 
iii) Uma sela se 
Prova: 
Aplicação do Lema 2.4.2 a L~ DT n.~(Xo.Yol· 
Observação 2.4.7. Afim de utilízação nos capítulos posteriores, se (Xo,Yo) é um 
ponto fixo de T n,p dos tipos AFP 12 ou AFP22 podemos escrever 
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Capítulo 3 Bifurcações Locais dos pontos 
fixos simétricos de T a,p 
3.1Introdução 
Nosso principal objetivo neste capítulo, é descrever wn método 
eficiente, que pennita investigar as bifiucações locais dos pontos fixos simétricos 
de T "-~- Tal método não será útil na investigação de todas as possíveis bi-
furcações, mas apenas daquelas decorrentes da perda de hiperbolicidade de Ta,~ 
em (Xo,Yo)· O motivo disto é mais ou menos o seguinte: Veremos adiante que sob 
condições bem gerais satisfeitas por Ta,p em (x,,y0), o diagrama de bifurcação de 
Ta,p em (x,,y0), apresenta regiões abertas no espaço dos parâmetros a~, 
consistiodo de valores (a,~) para os quais (x,,y0) é um ponto fixo hiperbólico 
para T a,p , e regiões abertas com valores (a,~) para os quais (x,,y0) é nm ponto 
fixo elitico. Nas regiões hiperbólicas a dinâmica local de T a,p em (x,,y0) é 
completamente detemrinada pela dinâmica da sua parte linear (Teorema de 
Grobman-Hartman), enquanto que na região elítica, o estudo das bifurcações ai, 
conduz ao estudo das bifurcações de famílias parametrizadas de difeomorfismos 
do círculo, objeto com o qual não lidaremos nestas notas. Assim, nosso método 
consistirá em descrever o tipo topológico local de Ta,P em (x,,y0) quando (a,~) 
pertence à fronteira da região de hiperbolicidade dita acima. Nosso método de-
rivará das investigações independentes de F. Takens [Tal] e R.L Bogdanov [Boi] 
sobre as singularidades nilpotentes de campos de vetores. 
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3.2 Diagramas de bifurcação dos pontos fixos simétricos de 
Ta,p 
O nome diagrama de bifurcação em nosso contexto é um abuso de 
linguagem, pois não se trata de um desdobramento universal do ponto fixo 
(J<o,y0), mas apenas um dispositivo gráfico de descreve as regiões onde 
DT u,~(Xo.Yo) é hiperbólica ou não. 
Proposição 3.2.1. Sejam T a,p ~ 11 o 12 como na Prop. 2.2.1 e (J<o,O) um ponto fixo 
simétrico do tipo SFP I com na Prop. 2.3 .I. Então a matriz jacobiana de T a,p em 
(J<o,O) é dada por: 
Proposição 3.2.2. Sejam T a,p e (J<o,O) como na Prop. anterior. Suponhamos que 
T a,p satisfaça a condição genérica g'(Xo) *O e ro'(O) *O. Então para 
ro'(O)g'(Xo) >0, (J<o,O) é: 








O caso ro'(O)g'(Xo) <0, é similar. 
Prova: 
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Consequência imediata da Prop. 2.4.5. 
Corolário 3.2.3. O dia!,>rama de bifurcação do ponto fixo (><;,O) E SFPl é o dado 
peJa FIG. 2.1 abaixo, com as retas r1 e r2 dadas por: 
-4 
r:a=----




I: Região Hiperbólica 




Proposição 3.2.4. Seja Ta.~ = J 1 o 12 como na Prop. 2.2.2 e ("o,Yo) nm ponto fixo 
simétrico do tipo SFP2, com dado na Prop. 2.3.2. Então, a matrizjacobiana de 
T "·~ em ("o,Yo). é dada por: 
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Proposição 3.2.5. Sejam T u.P e ("o.Yul como na Prop. 3.2.4. Suponhamos tam-
bém que T u,p satisfaça a condição genérica, y0 *O, h'("o) ;t O e m'(y0) ;tO, então 
para h'(xo)ro'(yo) >O, ("o,Yol é: 




ü) Um ponto elítico se 
-4 
~'(xu) a ou P>- ~'(xu) a. 
Yo h'(xu) Yo h'(xo) 
g'(xo) a<J3<- g'(xo) a. 
Yo
2
h'(x0 ) y/h'(x0 ) 
O caso h'("o)ro'(y0) <O, é similar. 
Prova: 
Consequência imediata da Prop. 2.4.5. 
Corolário 3.2.6. O diagrama de bifurcação do ponto fixo ("o.Yul E SFP2, é o 
dado pela FIG. 3.2 abaixo, onde as retas r 1 e r2 são as retas no espaço aJ3 dadas 
por: 
g'(xo) 
r,: P=- 2 a. 
Yo h'(xu) 
g'(x ) 4 






I: Região Hiperbólica 





Observação 3.2.7. Como vimos nos Coro!. 3.2.3 e 3.2.6 figuras 3.1 e 3.2, para 
Ta.~ satisfazendo condições genéricas bem razoáveis, as regiões I e 11 são abertos 
no espaço dos parâmetros af3 com uma fronteira comum, a saber. as retas r1 e r2. 
Nosso objetivo central neste capítulo, é obter um método que permita detenninar 
a dinâmica local de Ta.~ no ponto fixo simétrico (J<o,y0), quando 
(u,J3) e r1 ou (a,f3) e r2. 
3.3 Bifurcações decorrentes da perda de hiperbolicidade de 
T u,J3 num ponto fixo simétrico (x0,y0) 
Analisaremos aqui a aplicação Ta.~ num ponto fixo simétrico (Xo,Yo) quando 
os parâmetros (u,l3) estão sobre as retas r1 e r2 dos diagramas de bifurcação dados 
nas figuras 3.1 e 3.2. 
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Proposição 3.3.1. Sejam Ta.ll ~ 11 o 12 e (x0 ,0) E SFPI.Suponhamos que Ta.B 
satisfaça a condição genérica em ("<1,0) dada por: g'(xo) *O e ro'(O) *O. Então se 
(u,i3) pertence á reta r1, isto é, a~ O, então a parte linear de T0.~ é dada por: 
(I m'(O)) . (I I) DT11.~(x11 ,0)~ O I , aqualesemelhantea S~ O I . 
E se (u,i3) pertence á reta r2, isto é, 
u 2 ~a~-
4 
, então a parte linear de Ta Jl em(x0 ,0)édada por g'(x0 )m'(O) ' 
ro'(O)) (-I 1 ) 





Simples substituição dos valores (a,f3) pertencentes a r1 e r2 na matriz 
jacobiana. 
Proposição 3.3.2. Sejam T a,P ~ J 1 o J2 e (J<o,Yol E SFP2 um ponto fixo simétrico. 
Suponhamos que Ta.~ satisfaça a condição genérica em ("o,Yo) dada por: y0 *O, 
h'(Xo) *O e m'(y0) *O. Então, se (u,i3) pertence á reta r1, isto é, 
o g'(xo) - !in d T ( ) 'd d f-'I :::::-
2 
a 1 entãoaparte ear e a r>o em x 0 ,y0 e a apor 
Yo h'(xo) ''" 
(I m'(y0 )) , (I I) DTa,_p, (x0 ,y 0 )~ O I , aqualesemelhantea s~ O I . 
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E se (u,p) pertence á reta r2, isto é, 
A 4 g'(xo) • ]' d T 
P2 ~-Yo'h'(xo)m'(O)- Yo'h'(xo) a, entaoaparte mear e a,,[l, 
( 




a qual é semelhante a Q ~ 
0 
Prova: 
Simples substituição dos valores (u,p) pertencentes a r1 ou r2 na matriz ja-
cobiana. 
Os pontos fixos com parte linear semelhante à matriz S aCllna, foram 
estudados, no caso de campos de vetores, independentemente por Bogdanov 
[Boi] e Takens [Tal], onde neste caso, a parte linear do campo de vetores cor-
respondente é semelhante a 
s·~(~ ~} 
Bogdanov e Takens deram nm desdobramento universal para este tipo de 
singnlaridade de campos de vetores, dita nilpotente. Tal bifurcação chamada de 
Bogdanov-Takens é de codimensão 2, no sentido que, ocorre genericamente em 
famílias a 2-parãmetros de campos de vetores (difeomorfismos) cuja parte linear 
passa por autovalores iguais a zero (nm) de multiplicidade dois. 
Definição 3.3.3. Seja 'Pa.~: R' -4 R' nma família a 2-parâmetros de difeomor-
fismos bidimensionais. Sejam (J<o,Yo) nm ponto fixo de 'Pao,~o , diremos que 
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(<l(J>~o) é um valor de bifurcação de Bogdanov-Takens (BT) para 'l'a.B em (><;1,y0), 
se a parte 1inear Dqlao,fln (~hYo) for semelhante á matriz 
S=(~ :} 
Diremos também que ocorre uma bifurcação de Bogdanov-Takens (BT) de 'l'a.~ 
em (Xo.Yol para a~ Uo e ~ ~ ~o· 
Definição 3.3.4. Seja Xai R2 --> R2 uma família a 2-parãmetros de campos de 
vetores bidimensionais. Sejam (Xo.Yo) uma singularidade de Xao,po, diremos que ( 
ao.~0) é um valor de bifurcação de Bogdanov-Takens (BT) para Xa,p em (Xo.Yo). 
se a parte linear DX..o,Po (Xo.Yo) for semelhante á matriz 
S'=(~ ~} 
Diremos também que ocorre uma bifurcação de Bogdanov-Takens (BT) de 
X,,p em (Xo.Yol para a~ Uo e~= ~o· 
Proposição 3.3.5. Sejam (Xo,Yol um ponto fixo simétrico de T a,p de qualquer um 
dos tipos SFP1 ou SFP2, (u~ol3 1 ) valores dos parãmetros pertencentes à reta r1 de 
qualquer um dos diagramas de bifurcação (F1G. 3.1 ou 3.2). Então (ulo~l) é um 
valor de bifurcação (BT) para T a,p em (Xo,Yol· 
Prova: 
Consequência imediata da Def. 3.3.3 e das Prop. 3.3.1 e 3.3.2. 
Proposição 3.3.6. Sejam Ta,p e (Xo,y0) como na Prop. anterior. Seja (<X:l,J32) 
valores dos parãmetros pertencentes á reta r 2 dos diagramas de bifurcação dados 
nas FIG. 3.1 e 3.2. Então (a2,j32) é um valor de bifurcação BT para Ta,p' ~ Ta,p o 
T a,p em (Xo,Yo). 
Prova: 
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i)Para Ta.B ~ 11 o 12 e (x,1,0) E SFPI temos que 
w'(O)) 
-3 
aqualésemelhantea S=(~ :} 
ii) Para Ta.~~ J 1 o J2 e (Xo.Yol E SFP2 vale o mesmo resultado, já que 
DT ao,~0("<J,Ü) ~ DT ao,p,{"<J,Yo)-
Observação 3.3.7. Vale observar que os pontos fixos simétricos (J<o,O) E SFPI 
ou (Xo.Yol E SFP2 são fixados pela família Ta,~· isto é, Ta_p(J<o,O) = ("<J,Ü) e 
Ta.~(J<o,Yol = (Xo,Yo) para todos (u,~). considerando Ta,p com as involuções 
convenientes. Mas a estabilidade destes pontos fixos mud~ de acordo com os 
digramas de bifurcação dados anteriormente. 
Encontramo-nos na seguinte situação: Fixado um ponto fixo simétrico 
("<J,Yol de Ta.P• ao deixarmos os parãmetros variarem temos que, se (u,~) 
pertence à região I do plano u~. então o comportamento dinâmico local de T a,P 
em (x,y0) é hiperbólico, mais especificamente do tipo sela. Quando (u.~) avança 
na direção da região 11 passando pela reta r" (FIG. 3. I e 3.2), Ta,~ passa por uma 
bifurcação BT, e logo depois (genericamente), (Xo.Yol toma-se um ponto fixo 
elítico. Por outro lado, se (u,~) pertence à região I e avança na direção da região 
11, passando pela reta r2, então T ai passa por uma bifurcação BT em (Xo.Yol-
Assim, como estamos interessados nas bifurcações decorrentes da perda de 
hiperbolicidade de T a,P em ("<J,Yo), é suficiente para nós determinar a dinâmica 
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local de Ta.B· quando (a.~) está sobre as retas r1 e r2 dos diagramas de bifurcação 
anteriores. 
3.4 Elementos de análise local 
Do ponto de vista da análise local, podemos considerar o nosso problema 
situado num aberto de R2, e nossos pontos fixos, situados na origem. Com isto em 
mente, podemos considerar os seguintes conjuntos: 
V(2): O espaço dos C"'-germes de funções reais f: U c R2 ~R, onde U é 
alguma vizinhança de O E R'. 
Diff(2): O espaço dos C00-germes de difeomorfismos em O E R', tendo O 
como ponto fixo. 
x(2): O espaço dos C00-germes de campos de vetores em O E R2, tendo O 
como singularidade. 
J,' Cx,>l: O grupo (espaço) dos k-jatos de germes de difeomorfismos 
(campos de vetores) tendo O como ponto fixo (singularidade). 
jk: Diff(2) ~ J2k Uk: x(2) ~ x,'l denota a projeção natural. 
Definição 3.4.1. Seja <P E Diff(2) um difeomorfismo. Dizemos que <P C"-mer-
gu/ha em fluxo (r E Nu {O) u { oo} u { ro }), se existir um campo de vetores X E 
x(2) e um O-difeomorfismo g: U c R2 ~ R2, U uma vizinhança de O E R', tal 
que, g o <P o g-1 ~X" onde X1 denota a aplicação fluxo no tempo I associada ao 
campo de vetores X. 
Enunciaremos um resultado devido a Takens [Tal], que afirma que, uma 
certa classe de difeomorfismos, que engloba os que têm parte linear semelhante à 
matriz semisimples S dada na Def. 3.3.3, têm a propriedade de mergulhar em 
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fluxo. Portanto a dinâmica local em O do difeomorfismo em estudo, fica 
completamente detenninada pela dinâmica local de um campo de vetores 
associado a ele, pela Definição acima. 
Teorema 3.4.2. (Takens [Tal]). Seja <p E Diff(2) tal que. os autovalores de 
D<p(O) são da forma: 
i2n: ~ 
:tc 1 =À2 =e m ,com m,nENem.d.c(m,n)=l, 
(sem= I ou 2, D<p(O) será suposta ser não diagonalizável). Então existem, 
g E h' e um campo de vetores X E x(2), invariaote sob a rotação R, de um ân-
gulo 2mnln, tais que 
j, (g o <p o g-1 )=j, ( X1 o R) 
onde X1 denota a aplicação fluxo no tempo I do campo de vetores X. Além 
disso, se m=l, e <p cumpre a condição C1, isto é, no deseovolvimento em série de 
Taylor de <p em torno de O, os coeficientes de y2 são não nulos. Então, g e X 
acima, podem ser escolhidos de forma a satisfazer também a condição C1. Isto é, 
o 2-jato de campo de vetores X, é da forma: 
i) i) 
X(x,y)=ay2-+(x + by")-, coma;I'Oeb;I'O. 
iJx iJy 
Prova: 
Veja Takens [Tal]. 
Observação 3.4.3. Observemos que a condição C1 dada aoteriormeote, é ge-
nérica, isto é, se r(2) c Diff(2) é o conjunto dos difeomorfismos satisfazendo a 
hipótese inicial do Teorema 3.4.2, então, o subconjunto r 1(2) c r(2) formado 
pelos difeomorfismos que satisfazem C1 é residual em r(2). 
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Teorema 3.4.4. (Takens [Ta2]). Seja <p E Diff(2) com parte linear semelhante à 
matriz 
S=C ~) 
e satisfazendo a condição genérica C1 ac1ma. Então, o 2-jato de <p em O, de-
termina o tipo topológico local de <p em O. 
Prova: 
Veja Takens [Ta2]. 
Takens [Ta2] provou este resultado, utilizando a técnica do Blowing-up de 
singularidades, isto é, mudanças de coordenadas singulares em tomo da 
singularidade em estudo. (Veja também Guckenheimer e Holmes [Gul]). 
Observação 3.4.5. Se <p E Diff(2) é como no Teorema 3.4.2., mas não satisfaz a 
condição genérica cj, não podemos garantir que o 2-jato de <jl determine o tipo 
topológico local de <p em O. Mas neste caso, vale ainda um resultado mais fraco. 
Proposição 3.4.6. (Dumortier [Dul]). Seja <p E Diff(2) analítico (Cro), tendo O 
como ponto fixo isolado. Então existe k < oo, tal que, jk( <p) determina o tipo to-
pológico local de <p em O. 
Prova: 
Veja Dumortier [Dul]. 
Dumortier [Dul] mostrou para campos de vetores X que, se numa 
singularidade degenerada, a parte linear de X satisfaz uma condição chamada de 
desigualdade de Lojaciewicz, que para campos analíticos equivale á isolamento 
da singularidade, então existe uma sequência finita de Blowing-ups que aplicados 
ao campo "aniquilam todas as degenerecências'' produzindo determinância finita 
(isto é, tipo topológico local determinado por um k-jato, k < oo ). 
37 
Voltando à nossa aplicação Ta.~· temos que, (x,1,y11) é um ponto fixo 
simétrico de qualquer um dos tipos SFPI ou SFP2, para T w,1,,, onde (a"~') são 
valores dos parâmetros sobre a reta TJ dos diagramas de bifurcação dados nas 
FlGs. 3.1 e 3.2, isto é, (a"~') são valores de bifurcação BT. Neste caso, para 
determinar a dinâmica local de Ta1,r11 em {XfhYo). basta deterininar o campo de 
vetores dado pelo Teorema de Takens 3.4.2. 
Agora se (a2,~2) são valores dos parãmetros sobre a reta r2 dos diagramas 
de bifurcação, temos que para a aplicação T ru,p} = T m,p2 o T az,p1, ocorre uma 
bifurcação BT, e o Teorema de Takens produz um campo de vetores que 
"contém" a dinâmica local de Ta,.~,> em ("o.Yol- O seguinte resultado afínna que 
este campo também descreve a dinâmica local de T a 2,p2 • 
Lema 3.4.7. Sejam <p E Diff(2) e X E x(2) tais que, <p> ~ X1. Então a órbita 
positiva de x por <pé reunião de duas órbitas de X" a saber, a órbita de x por X1 e 
a órbita de <p(x) por X1• 
Prova: 
Denotemos por Q+<p(x) a órbita positiva de x por <p. 
Q+<p(x) ~ {x, <p (x), <p>(x), <p3(x),<p4(x), ... ,<p"(x), ... } 
o+<p>(x) ~ {x, <p>(x), <r>'(x), ... ,<p>n(x), ... } ~ o•x,(x), por hipótese. 
Q+X1(<p(x)) ~ {x, X 1(<p(x)), X1'(<p(x)), ... , X1"(<p(x)), ... } ~ 
~ {x, <r>'(x),<p'(x), ... , <r>'"''(x), ... }. 
Portanto, Q+<p(x) ~ Q+X1(x) u Q+X1(<p(x)). 
Assim, podemos tratar da mesma forma o estudo das bifurcações locais de 
Ta,~ em ("o.Yo), quando os parãmetros (a,j3) passam pela retas r1 ou r2. 
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O último resultado importante desta seção, é um Lema devido a Takens 
[Ta 1], que fornece um candidato natural a campo de vetores satisfazendo as 
condições do Teorema 3.4.2. 
Lema 3.4.8. (Takens [Tal]). Seja G c J,' um subgrupo de Li e tal que, 
G1 ~ j 1(G), consiste apenas de elementos <p, tal que (<p- id) é nilpotente. 
Então Exp: !(G) -> G, é nm difeomorfismo, onde !(G) denota a álgebra de Lie 
deG. 
Prova: 
Veja Takens [Tal]. 
Em particular, dado nm k-jato de difeomorfismo <p com parte linear 
semelhante a 
S=G ~} 
então podemos obter nm k-jato de campo de vetores X, tendo <p como fluxo no 




Sendo que, na expressão acima, as iteradas de X devem ser interpretadas, como 
sendo as iteradas de X, visto como um operador diferencial sobre o conjunto dos 
C00-gennes de funções reais em o E R2. Isto é, 
a a 
SeX(x,y)=a(x,y)-+ b(x,y)-;a, b,f eV(2) ax ay 
a a 
então,X(f)(x,y )=a(x,y)-f(x,y) + b(x, y)- f(x, y). ax ay 
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Capítulo 4 Bifurcações locais dos pontos fixos 
assimétricos de Ta,~ 
4.1 Introdução 
Descreveremos aqui a dinâmica loca] da aplicação Ta,~ na vizinhança de um 
ponto fixo assimétrico (Xo,Yol· Como já vimos no Cap. I, tais pontos fixos 
ocorrem sempre aos pares. No que se segue, dividiremos o estudo dos pontos 
fixos assimétricos em duas classes: Pontos fixos assimétricos com determinante 
jacobiano igual a wn, e pontos fixos assimétricos com determinante jacobiano 
diferente de um. 
4.2 Pontos fixos assimétricos 
De acordo com o Cap. 2, seç. 2.3, os pontos fixos assimétricos de Ta,~ com 
a decomposição Ta,~ = I I o 12 são: 
Enquanto que, os pontos fixos assimétricos de Tu..~ = J 1 o J2 são: 
AFP21 ={(x0 ,y0 );ag(x0 )=13h(x0 ) =0, 2x0 (I'Zero(y0 ) EZ} 
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Proposição 4.2.1. Os pontos fixos assimétricos dos tipos AFPII e AFP21 têm 
determinante jacobiano igual a um, enquanto que, os pontos fixos assimétricos 
dos tipos AFP 12 e AFP22 têm determinante jacobiano diferente de um. 
Prova: 
Basta observar que o determinante jacobiano de Ta.~ é dado por 
e fazer as respectivas substituições. 
De agora em diante nos referiremos ao determinante jacobiano de Ta.~ em 
("<J,Yo) por determinante de ("<J,Yol-
4.3 Pontos fixos assimétricos com determinante igual a um 
Proposição 4.3.1. Seja ("<J.Yol wn ponto fixo assimétrico de qualquer um dos 
tipos AFPII ou AFP2 I. Então a matriz jacobiana de Ta,~ em ("<J.Yo) é dada por: 
41 
Proposição 4.3.2 Seja ("<,Yol um ponto fixo assimétrico de qualquer um dos tipos 
AFPII ou AFP21. Suponhamos que T"·' satisfaça a condição genérica em (>«,,Yo) 
dada por: g'(xo) *O, h'(xo) *O e ro'(xo) *O. Então (>«1,y0) é: 
i) Uma sela se 








ii) Um ponto fixo elítico se 







Consequência imediata da Prop. 2.4.5. 
Corolário 4.3.3. Seja (Xo,Yo) como na Prop. 4.3.2, então o diagrama de bifur-
cação de (Xo,Yol é o dado pela FIG. 4.1 abaixo, onde r1 e r2 são retas no espaço 
afl dadas por: 
. 0 _ -g'(xol a ri . ...,- 2 
Yo h'(xo) 
. o- -4 - g'(xo) 
r2 . ...,- 2 2 a 
Yo h'(xo)ro'(Yol Yo h'(xol 
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I 
I: Região Hiperbólica 
li: Região Elítica 
I 
FIG. 4.1 
Proposição 4.3.4. Sejam (Xn,Yo) um ponto fixo assimétrico dos tipos AFPIJ ou 
AFP21 e (a 1 ,~ 1 ) valores dos parâmetros sobre a reta r1 do diagrama de bifurcação 
FIG. 4.1. Então, (a1 ,~ 1 ) é um valor de bifurcação BT para Ta.~ em ("<J,Y0). 
Prova: 
Calculando a matriz jacobiana de T a,P em ("<J,Yo), obtemos 
(I m'(y0)) (I I) DTa,,Jl, (x0 ,y0 )= 0 1 , aqualésemelhanteaS= 0 1 . 
Proposição 4.3.5. Sejam ("<J,Yo) como na Prop. anterior e (u,,ll2) valores dos 
parâmetros sobre a reta r2 do diagrama de bifurcação da FIG. 4.1. Então 




_3 , aqualésemelhanteaQ= 0 
2 • (I I) Logo,(DTa,,p, (x0 ,y0 )) e semelhante aS= 0 1 . 
Conduírnos portanto que, a dinâmica local de Ta,!) na vizinhança de um 
ponto fixo assimétrico com determinante um, é semelhante à dinâmica local em 
torno dos pontos fixos simétricos estudados no Cap. anterior, no sentido de terem 
diagramas de bifurcação semelhantes. Assim, podemos aplicar os métodos 
desenvolvidos no Cap. anterior, pra determinar a dinãmica local de T a,r em torno 
de um tal ponto fixo. 
4.4 Pontos fixos assimétricos com determinante diferente de 
de um 
Estudaremos agora as bifurcações locais de T a.,fl que ocorrem na vizinhança 
de mn ponto fixo assimétrico (XO,YO) dos tipos AFP12 ou AFP22. Como as 
defmições de AFP 12 e AFP22 são idênticas, designaremos mn tal ponto fixo 
apenas por AFP, isto é, 




e suas interseções com as retas horizontais 
a 2 
--y0 , para cada y0 fixado,talquem(y0 )EZ. p 
Tal aoálise é consistente, já que, a condição m(y0) E Z,só é satisfeita para 
um conjunto discreto de y0. 
Proposição 4.4.1 (Bifurcação Sela-nó). Sejam y0 te O fixado tal que m(y0) E Z, x,. 
um ponto de máximo local de z(x) = h(x)/g(x) tal que g(x,.) *O e h(x,.) *O, 
(a,~oPol valores dos parámetros para os quais 
( ) a 0 -2 z Xm =--yo . 
Po 
Suponhamos, além disso que, D2Ta.o.~o(Xc,Yo) *O. 
Então para (a,p) = (rro,Pol ocorre uma bifurcação sela-nó para Ta.P em (Xc,y0). 
Prova: 
Nas hipóteses da Prop. 4.4.1, temos a FIG. 4.2 abaixo 
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onde destacam-se três situações: 




(b)- ; y 0 _, =z( xm ); neste caso( a,J3)=( a 0 ,!30 ); 
(c)- a Yo -2 <z(xm ); 
!3 
Em (a), a condição de ponto fixo AFP não é satisfeita, e portanto T u,p não possuí 
ponto fixo. Em (b), existe um único ponto fixo AFP (x,,y0). Em (c), existem dois 
pontos fixos AFP (xJ>Yol e (x2>y0), com x1 < x, e x2 > Xm- Devemos portanto 
estabelecer a estabilidade dos pontos fixos (XJ>Yol e (x2,y0). 
Usando a Prop.2.4.6, e o fato que podemos escrever para (Xo,Yo) E AFP 
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vemos que a expressão acnna, muda de sinal (genericamente) para X = Xm. 
Portanto, na situação (c), lembrando que o detem1inantc jacobiano de T a,fl em 
(X;,Yo) é denotado por :J, lemos para (xl>y0) e (x2,y0): 
i) Um nó atrator e uma sela com :J < I, se ~y0h(X;1) <O. 
ii) Um nó repulsor e uma sela com :J > I, se ~y0h(xt1) >O. 
Quando (a,~) em (c) tende para (nv.~o) na situação (b), o par atrator-sela 
(repulsor-sela) colide em (X;,y0) para (a,~)~ (nv.~o), DTao,ro("t,,Yo) possui um 
único autovalor igual a um, somando-se a isto a condição D2T ao,fo("<J,Yo) * O, 
então a bifurcação sela-nó toma lugar. 
. . 
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A FIG. 4.3 acima ilustra uma bifurcação sela-nó para a aplicação 
{ 
x1=x+y(modl) 
T .(x,y)= y+acos2xx 1 
<l,p y 1 
I -Jly cos4 xx 1 
onde na parte de cima não há pontos fixos. Na parte de baixo, imediatamente 
após um valor de bifurcação satisfazendo a Prop. anterior, temos uma sela e um 
atrator. 
Para o que se segue, convém denotar por FP I os seguintes pontos fixos 
FPI ={ ( x0 , y0 );ag(x0 )=Jlh(x0 )=0ero(y0 ) EZ} 
os quais, como já vimos, podem ser pontos fixos simétricos ou assimétricos, 
dependendo das funções g e h. Além disso, tais pontos fixos, são fixados por 
todos os elementos da farmlia, isto é, T u,~(Xo,Yo) = (Xo,y0), para todo (a,Jl). E o 
determinantejacobiano de Tu.~ em (Xo,Yo) vale sempre um. 
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Proposição 4.4.2 (Bifurcação Trancritica). Sejam y0 * O fixado tal que w(y0) E 
Z, ("<,Yo) um ponto fixo tipo FPI, o qual não é máximo nem mínimo de 
z(x) ~ h(x)/g(x) e (<Xt,.~0) valores dos parâmetros satisfazendo 
( ) 
uo -2 
z Xo ~--Yo . 
~o 
Então, se (a,~) ~ ( au.J30) ocorre urna bifurcação transcritica para T "·' em (XQ,y0). 
Prova: 
Nas hipóteses da Prop. temos a figura 4.3 abaixo: 
FIG. 4.3 





. h(x) h'(x0 ) ogo, z x0 - nn . 
""'"" g(x) g'(x0 ) 
Na FIG. 4.3 destacam-se três situações: 
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Na situação (a) temos um ponto fixo AFP (x,,y0), com x, > x0 e o ponto fixo FPJ 
(x,,y0). Na situação (b), temos apenas o ponto fixo FPI (x,,y0). E na situação (c), 
temos um ponto fixo AFP (x,,y0) com x, < x0 . Detenninemos portanto, a 
estabilidade dos pontos fixos nas situações (a), (b) e (c). Como já observamos no 
capítulo 2, a estabilidade de um ponto fixo FPl (x,,y0) é dada por: 
i )Sela, se ro '(y0 )J?_y 1 (x0 ,y0 ) >0 ou ro'(Yo )J?_y 1 (xo ,Yo )<- 4; ax ax 
ii) Elítico, se - 4<ro'(y0 )_.!?._ y1 ( x0 , Yo) <0. ax 
Donde a matrizjacobiana de T a,p no ponto fixo FPl (x,,y0) é: 
Assim, 
Podemos escrever 
'( ) à ( ) '( )A 2 '( ) ( a -2 h'(xo)) ro Yo ax Yl Xo,Yo =-ro Yo f'Yo g Xo + -llYo - g'(xo) (4.2) 
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É claro que, no valor de bifurcação (a,1,[10 ) por (4.1), a expressão acima (4.2), 
muda de sinal (genericamente). Logo, o ponto fixo FPI muda de sela para ponto 
elítico (ou vice-versa), por urna bifurcação BT. Enquanto que, para o ponto fixo 
AFP (x,,y0) ou (x.,,y0) temos que 
sendo x = X 8 ou x = Xc-
Agora, para (a, [I) próximo de (<Xo,flo), podemos escrever (4.3) como 
'( ) 8 ( ) '( ) 2 '( ) ( IX -2 h'(xo)) 
ú) Yo ax y, Xo,Yo =ro Yo flYo g Xo + -f!Yo - g'(xo) (4.4) 
A expressão anterior (4.4) é obtida por expandir z(x) em tomo de x0 e substitu-
indo em em (4.3). Observemos que a expressão (4.4) é (4.2) com o sinal inver-
tido. Além disso, o determinante jacobiano de (x,y0) E AFP, onde 
x = Xa ou x = Xc vale: 
o qual expandido em tomo de x0 produz 
3(x- x0 ,y0 )= I+ 2!3y0h'(x0 )(x- x 0 )+ ... 
3 portanto muda do valor 3 < I para 3 > I no valor de bifurcação. Portanto ao 
passarmos da situação (a), para a situação (c) na FIG. 4.3, temos: 
i) Um ponto elítico e uma sela com 3 > I transformam-se numa sela com 3 = I e 
um atrator, ou vice-versa. 
ii) Um ponto elítico e uma sela com 3 < I transformam-se numa sela com 3 =I e 
um repulsor, ou vice-versa. 
Portanto na situação (b), a bifurcação transcrítica toma lugar. 
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FIG. 4.4 
A FIG. 4.4 ilustra uma bifurcação transcritica para a aplicação: 
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{
x1 =x +y(mod I) 
ra,~(x,y)= y, y+asen2nx,-li2 
I-pysen2n(x1 -1/2) 
onde na parte superior, temos um ponto fixo e1ítico e uma sela com :3 > 1. Em 
seguida, na parte inferior, após uma bifurcação transcritica temos uma sela com 
3 =I e um atrator. Nesse caso, o ponto fixo FPI é:"''= 1/12 e y0 =I. 
Uma situação diferente das duas anteriores, é quando temos um ponto fixo 
simétrico (Xo.Yol E FPI. Então numa situação estável (vide diagrama de 
bifurcação FIG. 3.1 e 3.2), (J<o,Yol é uma sela ou um ponto elítico, digamos que 
seja um ponto elítico. Então quando os parãmetros são deixados variar, pode 
ocorrer que (J<o,Yol transforme-se numa sela através de uma bifurcação BT, e 
imediatamente também ocorra o nascimento de um par atrator-repulsor. Tal 
bifurcação é chamada uma bifurcação de Rimmer (veja Rimmer [Ri!]). 
Proposição 4.4.3 (Bifurcação de Rimmer) Sejam y0 * O fixado tal que ro(y0) E 
Z, (J<o,Yol um ponto fixo simétrico do tipo FPI tal que "o é um ponto de máximo 
ou minimo da função z(x) = h(x)/g(x) e (ao,Pol valores dos parãmetros tais que 
ao -2 ( ) --yo -::::::::.z Xo. 
Po 
Então, para (u,p) = (ao.P0), ocorre uma bifurcação de Rimmer de Ta,B em (x0,y0). 
Prova: 
Com as hipóteses da Prop. temos a FIG. 4.5 abaixo 
53 
FJG. 4.5 
Temos que, se (J<o,Yol E FPI, então g(J<o) ~ h(Xo) ~O, logo 
z(xo)~ lim h(x) h'(xo) 
>->"o g(x) g'(x0 ) 
Três situações na FIG. 4.5, merecem destaque: 
Na situação (a) a condição de ponto fixo AFP não é satisfeita, portanto 
temos um único ponto fixo, a saber o ponto fixo simétrico FPI (Xo,Y0). Na situ-
ação (h) ainda temos o único ponto fixo (J<o,Yol· Na situação (c) temos o ponto 
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fixo FP1 (x( 1,y0) mais dois pontos fixos AFP recém nascidos, a saber (x 1,y0) e 
(x2,y0). Determinemos a estabilidade dos pontos fixos destas configurações. 
Como já notamos na situação anterior, a estabi1idade do ponto fixo 
simétrico FPl (xt1,y0) é regida por: 
i)Sela,se w'(y0 )~y 1 (x 0 ,y0 )>0 ou ro'(Yo )~YJ (x0 ,y0 )<- 4; ilx ilx 
i i) Elitico, se - 4 <ro' (y0 )~ y1 ( x0 , Yo) <0. 
ilx 
Temos que 
'( ) a ( ) '( )" 2 '( ) ( a -2 h'(xo)) (4 5) w Yo ilx Y1 Xo,Yo ~-w Yo PYo g Xo + -PYo - g'(xo) · 
Enquanto que, para o ponto fixo AFP (x,y0) com x ~ x1 ou x ~ x2, temos 
w'( )~ (x )~ w'(Yo)ily02g'(x) +(-a -2 _ h'(x)) (4.6) 
Yo ilxY1 .Yo l-~yoh(xo) ~Yo g'(x) 
Para (a, (I) próximo de (a0,(l0) podemos escrever (4.5) como 
'( ) a ( ) 2 '( )" 2 '( ) ( a _, h'(x0 )) (4 7) <O Yo ilx Y1 Xo,Yo ~ <O Yo PYo g Xo + -PYo - g'(xo) · 
Que é a mesma expressão (4.5) multiplicada por -2. 
A expressão (4.7) é obtida por expandir h(x)/g(x) em tomo de xo até termos de 
ordem dois, e substituindo em (4.6). Podemos também usar o jacobiano ex-
pandido da Prop. anterior, isto é, 
3(x- x0 ,y0 )~I+ 2(ly0h'(x0 )(x- xo)+ ... 
Em x ~ "o 3 muda de valor, 3 < I para 3 > I. Assim, levando em conta as ob-
servações anteriores, temos da situação (a) para a situação (c): 
i) Um ponto elítico transforma-se numa sela com 3 ~ 1, dando origem ao nas-
cimento de um par atrator-repulsor. 
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ii) Uma sela com 3 ;= I transfonna-se num ponto fixo elítico, dando origem ao 
nascimento de duas seJas com respectivamente, 3 <1 e 3 > 1. 
Na situação (b), a bifurcação de Rimmer toma lugar. 
\ 
/~~ ~~--, 
(~ X ~) 




A FIG. 4.6 anterior, ilustra uma bifurcação de Rimmer para a aplicação: 
{ 
x 1 =x+y(modl) 
Ta.~(x,y)= Yr = y+acos2nx 1 
1- (lycos4nx1 
onde na parte superior temos o ponto fixo elitico FPI "'' = O e y0 = I e neuhum 
ponto fixo AFP. Na parte inferior (J<o,Yol transformou-se numa sela com ;:; = I e 
ao mesmo tempo nasceram um par atrator-repulsor. 
Bifurcações de Rimmer podem ocorrer em aplicações não-reversíveis, 
bastando exigir apenas reversibilidade local (veja Rirnmer [Ri!]). 
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