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Abstract
What happens if in QMA the quantum channel between Merlin and Arthur is noisy? It is not
difficult to show that such a modification does not change the computational power as long as the
noise is not too strong so that errors are correctable with high probability, since if Merlin encodes
the witness state in a quantum error-correction code and sends it to Arthur, Arthur can correct
the error caused by the noisy channel. If we further assume that Arthur can do only single-qubit
measurements, however, the problem becomes nontrivial, since in this case Arthur cannot do the
universal quantum computation by himself. In this paper, we show that such a restricted complexity
class is still equivalent to QMA. To show it, we use measurement-based quantum computing:
honest Merlin sends the graph state to Arthur, and Arthur does fault-tolerant measurement-based
quantum computing on the noisy graph state with only single-qubit measurements. By measuring
stabilizer operators, Arthur also checks the correctness of the graph state. Although this idea itself
was already used in several previous papers, these results cannot be directly used to the present
case, since the test that checks the graph state used in these papers is so strict that even honest
Merlin is rejected with high probability if the channel is noisy. We therefore introduce a more
relaxed test that can accept not only the ideal graph state but also noisy graph states that are
error-correctable.
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I. INTRODUCTION
Measurement-based quantum computing [1] allows universal quantum computing only
with adaptive single-qubit measurements on a certain entangled state such as the graph
state. Measurement-based quantum computing has recently been applied in quantum com-
putational complexity theory. For example, Ref. [2] used measurement-based quantum com-
puting to construct a multiprover interactive proof system for BQP with a classical verifier,
and Refs. [3, 4] used measurement-based quantum computing to show that the verifier needs
only single-qubit measurements in QMA and QAM. It was also shown that the quantum
state distinguishability, which is a QSZK-complete problem, and the quantum circuit dis-
tinguishability, which is a QIP-complete problem, can be solved with the verifier who can
do only single-qubit measurements [5]. The basic idea in these results is the verification of
the graph state: prover(s) generate the graph state, and the verifier performs measurement-
based quantum computing on it. By checking the stabilizer operators, the verifier can also
verify the correctness of the graph state. We call the test “the stabilizer test” (see also
Refs. [6, 7] in the context of the blind quantum computing). The idea of testing stabilizer
operators was also used in Refs. [8, 9] to construct multiprover interactive proof systems for
local Hamiltonian problems.
What happens if in QMA the quantum channel between Merlin and Arthur is noisy?
The first result of the present paper is that such a modification does not change the com-
putational power as long as the noise is not too strong so that errors are correctable with
high probability. The proof is simple: Merlin encodes the witness state with a quantum
error-correcting code, and sends it to Arthur who can correct channel error by doing the
quantum error correction.
The problem becomes more nontrivial if we further assume that Arthur can do only single-
qubit measurements, since in this case Arthur cannot do the universal quantum computation
by himself. The second result of the present paper is that the noisy QMA with such an
additional restriction for Arthur is still equivalent to QMA. To show it, we use measurement-
based quantum computing: honest Merlin sends the graph state to Arthur, and Arthur
does fault-tolerant measurement-based quantum computing on it with only single-qubit
measurements. By measuring stabilizer operators, Arthur also checks the correctness of the
graph state.
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Note that the results of Refs. [3–5] cannot be directly applied to the present case, since
the stabilizer test used in these results is so strict that even honest Merlin is rejected with
high probability if the channel is noisy: even if honest Merlin sends the ideal graph state,
the state is changed due to the noise in the channel, and such a deviated state is rejected
with high probability by the stabilizer test in spite that the correct quantum computing is
still possible on such a state by correcting errors. We therefore introduce a more relaxed
test that can accept not only the ideal graph state but also noisy graph states that are
error-correctable. Note that recently a similar relaxed stabilizer test was introduced and
applied to blind quantum computing in Ref. [7].
II. NOISY QMA
In this section, we define two noisy QMA classes, QMAE and QMAE,single. First we define
QMAE .
Definition 1: Let E ≡ {En}n be a family of CPTP maps, where En is a CPTP map acting
on n qubits. A language L is in QMAE(a, b) if and only if there exists a uniformly-generated
family {Vx}x of polynomial-size quantum circuits such that
• If x ∈ L then there exists an m-qubit state |ψ〉 such that the probability of obtaining
1 when the first qubit of Vx[Em(|ψ〉〈ψ|)⊗|0〉〈0|⊗n]V †x is measured in the computational
basis is ≥ a. Here, n = poly(|x|) and m = poly(|x|).
• If x /∈ L then for any m-qubit state |ψ〉, the probability of obtaining 1 when the first
qubit of Vx[|ψ〉〈ψ| ⊗ |0〉〈0|⊗n]V †x is measured in the computational basis is ≤ b.
Note that this definition reflects a physically natural assumption that malicious Merlin
can replace the channel, and therefore Arthur should assume that any state can be sent in
no cases. We can also consider another definition that assumes that even evil Merlin cannot
modify the channel, but in this case we do not know how to show that the class is in QMA,
and therefore in this paper, we do not consider the definition.
We can show that QMAE contains QMA if E is not too strong so that errors are correctable
with high probability. (More details about the error correctability is given in Sec. VIII.)
Throughout this paper, we assume that E satisfies such property, since if the channel noise
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is too strong and therefore the witness state is completely destroyed, the noisy QMA is
trivially in BQP.
Theorem 1: For any (a, b) such that a− b ≥ 1/poly(|x|) and any r = poly(|x|),
QMA(a, b) ⊆ QMAE(1− 2−r, 2−r).
Proof: Let us assume that a language L is in QMA(a, b). Then, there exists a uniformly-
generated family {Vx}x of polynomial-size quantum circuits such that
• If x ∈ L then there exists an m qubit state |ψ〉 such that the probability of obtaining 1
when the first qubit of Vx(|ψ〉 ⊗ |0〉⊗n) is measured in the computational basis is ≥ a,
where n = poly(|x|) and m = poly(|x|).
• If x /∈ L then for any m qubit state |ψ〉, the probability is ≤ b.
According to the standard argument of the error reduction, for any polynomial t, there
exists a uniformly-generated family {V ′x}x of polynomial-size quantum circuits such that
• If x ∈ L then the probability of obtaining 1 when the first qubit of V ′x(|ψ〉⊗k ⊗ |0〉⊗n′)
is measured in the computational basis is ≥ 1 − 2−t(|x|), where k = poly(|x|) and
n′ = poly(|x|).
• if x /∈ L then for any mk qubit state, the probability is ≤ 2−t(|x|).
From V ′x, we construct the circuit V
′′
x that first does the error correction and decoding,
and then applies V ′x. If x ∈ L, honest Merlin sends Arthur Enc(|ψ〉⊗k), which is the encoded
version of |ψ〉⊗k in a certain quantum error-correcting code. Due to the noise, what Arthur
receives is Eu(Enc(|ψ〉⊗k)), where u is the size of Enc(|ψ〉⊗k). By definition, errors are
correctable, and therefore, according to the theory of quantum error correction [10], for
any polynomial s, there exists a number of the repetitions of the concatenation such that
u = poly(m) and the state ρ after the error correction and decoding on Eu(Enc(|ψ〉⊗k))
satisfies
1
2
∥∥∥ρ− |ψ〉〈ψ|⊗k
∥∥∥
1
≤ 2−s.
If V ′x is applied on ρ, the acceptance probability is
pacc ≥ (1− 2−t)− 2−s
≥ 1− 2−r,
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where we have taken sufficiently large k and the number of the repetitions of the concate-
nation such that
2−s ≤ 2−r−1,
2−t ≤ 2−r−1.
Therefore, the probability that V ′′x accepts Eu(Enc(|ψ〉⊗k)) is larger than 1− 2−r. If x /∈ L,
on the other hand, any state is accepted by V ′x with probability at most 2
−t. It is also the
case for the output of the error-correcting and decoding circuit on any input. Therefore, the
acceptance probability of V ′′x on any state is
pacc ≤ 2−t
≤ 2−r−1
≤ 2−r.
Hence we have shown that the language L is in QMAE(1− 2−r, 2−r). 
We next define the class QMAE,single(a, b).
Definition 2: The class QMAE,single(a, b) is the restricted version of QMAE(a, b) such
that Arthur can do only single-qubit measurements.
Our second result is the following theorem.
Theorem 2: For any (a, b) such that a− b ≥ 1/poly(|x|) and any r = poly(|x|),
QMA(a, b) ⊆ QMAE,single(1− 2−r, 2−r).
The rest of the paper is devoted to show Theorem 2.
III. MEASUREMENT-BASED QUANTUM COMPUTING
For readers unfamiliar with measurement-based quantum computing, we here explain
some basics. Let us consider a graph G = (V,E), where |V | = N . The graph state |G〉 on
G is defined by
|G〉 ≡
( ∏
(i,j)∈E
CZi,j
)
|+〉⊗N ,
where |+〉 ≡ (|0〉+ |1〉)/√2, and CZi,j ≡ |0〉〈0|⊗I+ |1〉〈1|⊗Z is the CZ gate on the vertices
i and j.
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According to the theory of measurement-based quantum computing [1], for any m-width
d-depth quantum circuit U , there exists a graph G = (V,E) for |V | = N = poly(m, d)
and the graph state |G〉 on it such that if we measure each qubit in V − Vo, where Vo is a
certain subset of V with |Vo| = m, in certain bases adaptively, then the state of Vo after the
measurements is
Bmx,zU |0m〉
with uniformly randomly chosen x ≡ (x1, ..., xm) ∈ {0, 1}m and z ≡ (z1, ..., zm) ∈ {0, 1}m,
where
Bmx,z ≡
m⊗
j=1
X
xj
j Z
zj
j .
The operator is called a byproduct operator, and its effect is corrected, since x and z can
be calculated from previous measurement results. Hence we finally obtain the desired state
U |0m〉.
If we entangle each qubit of a state |ψ〉 with an appropriate qubit of |G〉 by using CZ
gate, we can also implement U |ψ〉 in measurement-based quantum computing.
The graph state |G〉 is stabilized by
gj ≡ Xj
⊗
i∈Sj
Zi, (1)
for all j ∈ V , where Sj is the set of nearest-neighbour vertices of jth vertex. In other words,
gj |G〉 = |G〉
for all j ∈ V .
For u ≡ (u1, ..., uN) ∈ {0, 1}N , we define the state |Gu〉 by
gj |Gu〉 = (−1)uj |Gu〉
for all j ∈ V . (Therefore, |G〉 = |G0N 〉.) The set {|Gu〉}u is an orthonormal basis of the
N -qubit Hilbert space. In fact, if u 6= u′, there exists j such that uj 6= u′j. Then,
〈Gu′|Gu〉 = 〈Gu′ |gjgj |Gu〉
= (−1)uj+u′j〈Gu′ |Gu〉
= −〈Gu′ |Gu〉,
and therefore 〈Gu′|Gu〉 = 0.
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IV. STABILIZER TEST
For the convenience of readers, we also review the stabilizer test used in Refs. [3–5].
Consider the graph G = (V,E) of Fig. 1. (For simplicity, we here consider the square
lattice, but the result can be applied to any reasonable graph.) As is shown in Fig. 1, we
define two subsets, V1 and V2 ≡ V − V1, of V , where |V1| = N1 and |V2| = N2. We also
define a subset Vconnect of V2 by
Vconnect ≡ {j ∈ V2|∃i ∈ V1 s.t (i, j) ∈ E}.
In other words, Vconnect is the set of vertices in V2 that are connected to vertices in V1. We
further define two subsets of E:
E1 ≡ {(i, j) ∈ E|i ∈ V1 and j ∈ V1},
Econnect ≡ {(i, j) ∈ E|i ∈ V1 and j ∈ V2}.
Finally, we define two subgraphs of G:
G′ ≡ (V1 ∪ Vconnect, E1 ∪ Econnect),
G′′ ≡ (V1, E1).
(a) (b)
(c)
FIG. 1: (a) The graph G. V1 is the set of vertices in the dotted red square, and V2 is the set of
other vertices. (b) The subgraph G′. (c) The subgraph G′′.
The stabilizer test is the following test:
1. Randomly generate an N1-bit string k ≡ (k1, ..., kN1) ∈ {0, 1}N1.
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2. Measure the operator
sk ≡
∏
j∈V1
(g′j)
kj ,
where g′j is the stabilizer operator, Eq. (1), of the graph state |G′〉.
3. If the result is +1 (−1), the test passes (fails).
Let |Ψ〉 be a pure state on V . If the probability ptest that |Ψ〉 passes the stabilizer test
satisfies ptest ≥ 1− ǫ, where 0 ≤ ǫ ≤ 12 , then
1
2
∥∥∥|Ψ〉〈Ψ| − |Ψ′〉〈Ψ′|
∥∥∥
1
≤
√
4ǫ− 4ǫ2,
where
|Ψ′〉 ≡W (|G′′〉 ⊗ |ξ〉V2).
Here, |ξ〉 is a certain state on V2 and
W ≡
∏
(i,j)∈Econnect
CZi,j.
For a proof, see Ref. [5].
V. NECESSITY OF MORE RELAXED TEST
According to the theory of fault-tolerant measurement-based quantum computing, if E is
not too strong, fault-tolerant measurement-based quantum computing is possible on the state
En(|G〉〈G|) for a certain n-qubit graph G [11]. In particular, there exists a set Γ ⊂ {0, 1}n of
n-bit strings γ such that fault-tolerant measurement-based quantum computing is possible
on |Gγ〉. (For more details, see Sec. VIII.)
If there is some noise in the quantum channel between Merlin and Arthur, the stabilizer
test introduced in the previous section is so strict that even honest Merlin is rejected with
high probability. For example, let us assume that honest Merlin sends Arthur the correct
state
W (|G′′〉 ⊗ |ξ〉V2),
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but due to the noise, what Arthur receives is
|Ψ〉 =W (|G′′γ〉 ⊗ |ξ〉V2)
where γ ∈ Γ but γ 6= 0N1. Here, Γ ⊂ {0, 1}N1 is the set of N1-bit strings γ such that
fault-tolerant measurement-based quantum computing is possible on |G′′γ〉. (See Sec. VIII.)
Then, the probability ptest that |Ψ〉 passes the stabilizer test is
ptest =
1
2N1
∑
k∈{0,1}N1
〈Ψ|I + sk
2
|Ψ〉
=
1
2
+
1
2
〈Ψ|
∏
j∈V1
I + g′j
2
|Ψ〉
=
1
2
.
Note that this value 1/2 is the minimum value of ptest, since
〈Φ|
∏
j∈V1
I + g′j
2
|Φ〉 ≥ 0
for any state |Φ〉.
Let us try to prove Theorem 2 by using the stabilizer test of the previous section. We
first assume that a language L is in QMA(a, b). Due to the error reducibility of QMA,
the assumption L ∈ QMA(a, b) means that L is in QMA(1 − 2−t, 2−t) for any polynomial
t. We want to show that L is in QMAE,single(1 − 2−r, 2−r) for any r = poly(|x|). To show
it, we consider a similar protocol of Ref. [3] where Arthur chooses the computation with
probability q and the stabilizer test with probability 1 − q. Let pcomp be the probability
of accepting the computation result when he chooses the computation, and ptest be that of
passing the stabilizer test when he chooses the stabilizer test.
First let us consider the case of x ∈ L. In this case, Merlin sends the correct state,
i.e., the encoded witness state entangled with the graph state. According to the theory of
fault-tolerant measurement-based quantum computing, Arthur can do the correct quantum
computing on the noisy graph state with probability 1−2−s and fails the correct computing
with probability 2−s for any polynomial s. The acceptance probability pacc is therefore
pacc = qpcomp + (1− q)ptest
≥ q[(1− 2−t)(1− 2−s) + 0× 2−s] + (1− q)1
2
= q[(1− 2−t)(1− 2−s)] + (1− q)1
2
≡ α.
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Next let us consider the case of x /∈ L. In this case, the acceptance probability is
pacc = qpcomp + (1− q)ptest
≤ q × 1 + (1− q)(1− ǫ)
= q + (1− q)(1− ǫ) ≡ β
if malicious Merlin sends a state such that ptest < 1− ǫ. The gap ∆ is then
∆ ≡ α− β = q[(1− 2−t)(1− 2−s)− 1] + (1− q)
(
ǫ− 1
2
)
≤ 0
for any 0 ≤ q ≤ 1, and therefore we cannot show ∆ ≥ 1/poly, which is necessary to show
Theorem 2.
A reason why the above proof does not work is that the probability that honest Merlin
passes the stabilizer test is too small. If Merlin is honest and if the channel gives only a weak
error that is correctable, what Arthur receives should be accepted with high probability, since
it is useful for the correct quantum computing. This argument suggests that the stabilizer
test in the previous section is too strict for several practical situations such as the noisy
channel case. Hence we need a more relaxed test.
VI. PROOF OF THEOREM 2
Now we give a proof of Theorem 2 by introducing a more relaxed stabilizer test. Let
us assume that a language L is in QMA(a, b). Due to the error reducibility of QMA, this
means that L is in QMA(1 − 2−t, 2−t) for any polynomial t. Therefore, without loss of
generality, we take a = 1 − 2−t and b = 2−t for any polynomial t. Let {Vx}x be Arthur’s
verification circuits, and |ψ〉 be the yes witness that gives the acceptance probability larger
than a = 1 − 2−t. We consider the bipartite graph G of Fig. 2. (For simplicity, the graph
is written as the two-dimensional square lattice, but the graph can be more complicated
depending on the computation.)
Our protocol runs as follows.
1. If Merlin is honest, he generates the correct state
|Ψcorrect〉 ≡W [|G′′〉 ⊗Enc(|ψ〉)]
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FIG. 2: The graph G. V1 is the set of vertices in the dotted red square, and V2 is the set of other
vertices. Two subgraphs G′ and G′′ are defined as in Sec. IV. In this example, the subgraph G′ is
equal to G.
on the graph G, where Enc(|ψ〉) is the encoded version of |ψ〉 and placed on V2.
Merlin sends each qubit of |Ψcorrect〉 one by one to Arthur. If Merlin is malicious, he
generates any state |Ψ〉 on G and sends each qubit of it one by one to Arthur. (Due
to the convexity, we can assume without loss of generality that malicious Merlin sends
pure states.)
2. With probability q, which will be specified later, Arthur does the fault-tolerant
measurement-based quantum computation that implements the fault-tolerant version
of Vx with input |ψ〉. If the result is accept (reject), he accepts (rejects). We denote
the acceptance probability by pcomp.
3. With probability 1−q
2
, Arthur measures all black qubits of G′′ in X and all white
qubits of G′ in Z. Let {xj}j and {zj}j be the set of the X measurement results and
Z measurement results, respectively. If and only if the syndrome set
Synd1 ≡
{
xj ⊕
⊕
i∈Sj
zi
}
j∈V b
1
satisfies certain condition Cond1, which will be explained later, Arthur accepts. Here,
Sj is the set of the nearest-neighbour vertices of jth vertex in terms of the graph G
′,
and V b1 is the set of black vertices in V1. We denote the acceptance probability by
ptest1.
4. With probability 1−q
2
, Arthur measures all white qubits of G′′ in X and all black
qubits of G′ in Z. Let {xj}j and {zj}j be the set of the X measurement results and
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Z measurement results, respectively. If and only if the syndrome set
Synd2 ≡
{
xj ⊕
⊕
i∈Sj
zi
}
j∈V w
1
satisfies certain condition Cond2, which will be explained later, Arthur accepts. Here,
V w1 is the set of the white vertices in V1. We denote the acceptance probability by
ptest2.
The conditions Cond1 and Cond2 are taken in such a way that if Synd1 satisfies Cond1 and
Synd2 satisfies Cond2 then errors are correctable, and therefore fault-tolerant measurement-
based quantum computing is possible. In this paper, we do not give the explicit expressions
of Cond1 and Cond2, since they are complicated and not necessary. At least, according to
the theory of fault-tolerant quantum computing, we can define such Cond1 and Cond2, and
the membership of Cond1 and Cond2 can be decided in a polynomial time. A more detailed
discussion is given in Sec. VIII.
First we consider the case when x ∈ L. Since E is not too strong, ptest1 ≥ 1 − δ and
ptest2 ≥ 1− δ for certain δ = 2−poly(see Sec. VIII). Therefore, the acceptance probability pacc
is
pacc = qpcomp +
1− q
2
ptest1 +
1− q
2
ptest2
≥ q[(1− 2−s)a+ 2−s × 0] + 1− q
2
(1− δ) + 1− q
2
(1− δ)
= q(1− 2−s)a+ (1− q)(1− δ) ≡ α.
Next we consider the case when x /∈ L. There are four possibilities for |Ψ〉:
1. ptest1 ≥ 1− ǫ and ptest2 < 1− ǫ,
2. ptest1 < 1− ǫ and ptest2 ≥ 1− ǫ,
3. ptest1 < 1− ǫ and ptest2 < 1− ǫ,
4. ptest1 ≥ 1− ǫ and ptest2 ≥ 1− ǫ,
where ǫ is a certain parameter that will be specified later. Let us consider each case sepa-
rately. First, if ptest1 ≥ 1− ǫ and ptest2 < 1− ǫ,
pacc = qpcomp +
1− q
2
ptest1 +
1− q
2
ptest2
< q +
1− q
2
+
1− q
2
(1− ǫ) ≡ β1.
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Second, if ptest1 < 1− ǫ and ptest2 ≥ 1− ǫ,
pacc = qpcomp +
1− q
2
ptest1 +
1− q
2
ptest2
< q +
1− q
2
(1− ǫ) + 1− q
2
= β1.
Third, if ptest1 < 1− ǫ and ptest2 < 1− ǫ,
pacc = qpcomp +
1− q
2
ptest1 +
1− q
2
ptest2
< q +
1− q
2
(1− ǫ) + 1− q
2
(1− ǫ)
= q + (1− q)(1− ǫ) ≡ β2.
Finally, if ptest1 ≥ 1− ǫ and ptest2 ≥ 1− ǫ,
pacc = qpcomp +
1− q
2
ptest1 +
1− q
2
ptest2
≤ q[(1− 2−s)b+ 2−s × 1 +
√
4ǫ− 4ǫ2] + 1− q
2
+
1− q
2
= q[(1− 2−s)b+ 2−s +
√
4ǫ− 4ǫ2] + 1− q ≡ β3.
Here, we have used the fact that if ptest1 ≥ 1− ǫ and ptest2 ≥ 1− ǫ then
1
2
∥∥∥|Ψ〉 − |Ψ′〉
∥∥∥
1
≤
√
4ǫ− 4ǫ2, (2)
where
|Ψ′〉 ≡
∑
γ∈Γ
∑
t
Dγ,tW (|G′′γ〉 ⊗ |φt〉),
Γ is the set of γ such that errors on |G′′γ〉 are correctable, {Dγ,t}γ,t is the set of certain
complex coefficients such that
∑
γ∈Γ
∑
t
|Dγ,t|2 = 1,
and {φt}t is an orthonormal basis on V2. A proof of Eq. (2) is given in the next section.
Let us define
∆1(q) ≡ α− β1 = q[(1− 2−s)a− 1] + (1− q)
( ǫ
2
− δ
)
,
∆2(q) ≡ α− β2 = q[(1− 2−s)a− 1] + (1− q)(ǫ− δ),
∆3(q) ≡ α− β3 = q[(1− 2−s)(a− b)− 2−s −
√
4ǫ− 4ǫ2]− (1− q)δ.
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Then, the value q∗ that gives maxq min(∆1,∆2,∆3) is q such that ∆1(q) = ∆3(q). Therefore,
q∗ ≡
ǫ
2
1 + ǫ
2
− (1− 2−s)b− 2−s −√4ǫ− 4ǫ2
and for this q∗, the gap is
∆3(q
∗) =
ǫ
2
[(1− 2−s)(a− b)− 2−s −√4ǫ− 4ǫ2]
1 + ǫ
2
− (1− 2−s)b− 2−s −√4ǫ− 4ǫ2 − δ(1− q
∗)
≥
ǫ
2
[(1− 2−s)(a− b)− 2−s −√4ǫ]
1 + ǫ
2
− δ × 1
=
ǫ
2
[(1− 2−s)(1− 2−t+1)− 2−s −√4ǫ]
1 + ǫ
2
− δ
≥
1
64×2
(7
8
× 7
8
− 1
8
− 2
8
)
1 + 1
64×2
− δ
=
25
642 × 2 + 64 − δ,
where we have taken ǫ = 1
64
, s ≥ 3, and t ≥ 4. Hence L is in QMAE,single(a′, b′) with
a′ − b′ ≥ const. ≥ 1/poly(|x|).
It is easy to show that if we run the above protocol in parallel, and Arthur takes the
majority voting, then the error (a′, b′) can be amplified to (1−2−r, 2−r) for any r = poly(|x|).
The proof is almost the same as that of the standard error reduction in QMA. One different
point is, however, that when the channel is noisy, even the yes witness is not the tensor
product of the original witness states, because the noise can generate entanglement among
them. This means that unlike the standard QMA case, the output of each run is not
independent even in the yes case, and therefore the Chernoff bound does not seem to be
directly used. However, we can show that the probability of obtaining 0 in the ith run
is upperbounded by 1 − a whatever results obtained in the previous runs. Therefore, the
rejection probability is upperbounded by that of the case when each run is the independent
Bernoulli trial with the coin bias (1 − a, a), where the standard Chernoff bound argument
works. (More precisely, the argument is as follows. In the first run, the probability of
obtaining 0 is Pr[y1 = 0] ≤ 1 − a, where y1 is the result of the first run. If we assume
Pr[y1 = 0] = 1 − a, we can maximize the rejection probability. In the second run, the
probability of obtaining 0 is Pr[y2 = 0|y1] ≤ 1 − a. If we assume Pr[y2 = 0|y1] = 1 − a,
we can maximize the rejection probability. If we repeat it for all runs, we conclude that
the the independent Bernoulli trial with the coin bias (1 − a, a) achieves the maximum
15
rejection probability. According to the Chernoff bound, the maximum rejection probability
is upperbounded by an exponentially decaying function. ) 
VII. PROOF OF EQ. (2)
In this section, we show Eq. (2). Let us define N b1 ≡ |V b1 | and Nw1 ≡ |V w1 |. Since
ptest1 ≥ 1− ǫ,
ptest1 =
∑
ω∈Ω1
〈Ψ|
∏
j∈V b
1
I + (−1)ωjg′j
2
|Ψ〉 ≥ 1− ǫ, (3)
where Ω1 is the set of N
b
1-bit string ω = {ωj}j∈V b
1
∈ {0, 1}Nb1 such that ω satisfies Cond1,
and g′j is the stabilizer operator of |G′〉 on jth qubit. Since
{
W (|G′′(u,v)〉 ⊗ |φt〉)
}
u∈{0,1}N
b
1 ,v∈{0,1}N
w
1 ,t∈{0,1}N2
is an orthonormal basis, we can write
|Ψ〉 =
∑
u∈{0,1}N
b
1
∑
v∈{0,1}N
w
1
∑
t∈{0,1}N2
Cu,v,tW (|G′′(u,v)〉 ⊗ |φt〉),
with certain complex coefficients {Cu,v,t}u,v,t such that
∑
u,v,t |Cu,v,t|2 = 1. Let {g′′j }j be the
set of stabilizer operators of the graph state |G′′〉. Then, it is easy to check
g′jW = Wg
′′
j
for all j ∈ V1. Therefore, from Eq. (3),
1− ǫ ≤
∑
ω∈Ω1
〈Ψ|
∏
j∈V b
1
I + (−1)ωjg′j
2
|Ψ〉
=
∑
ω∈Ω1
〈Ψ|
∏
j∈V b
1
I + (−1)ωjg′j
2
∑
u,v,t
Cu,v,tW (|G′′(u,v)〉 ⊗ |φt〉)
=
∑
ω∈Ω1
〈Ψ|W
∏
j∈V b
1
I + (−1)ωjg′′j
2
∑
u,v,t
Cu,v,t(|G′′(u,v)〉 ⊗ |φt〉)
=
∑
ω∈Ω1
〈Ψ|W
∑
v
∑
t
Cω,v,t(|G′′(ω,v)〉 ⊗ |φt〉)
=
∑
ω∈Ω1
∑
v
∑
t
|Cω,v,t|2.
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In a similar way, ptest2 ≥ 1− ǫ leads to
∑
u
∑
ω′∈Ω2
∑
t
|Cu,ω′,t|2 ≥ 1− ǫ,
where Ω2 is the set of ω that satisfy Cond2.
Let us define
|Ψ′〉 ≡ 1√
R
∑
u∈Ω1
∑
v∈Ω2
∑
t
Cu,v,tW (|G′′(u,v)〉 ⊗ |φt〉)
where
R ≡
∑
u∈Ω1
∑
v∈Ω2
∑
t
|Cu,v,t|2 ≤ 1
is the normalization constant. Then,
〈Ψ|Ψ′〉 = 1√
R
∑
u∈Ω1
∑
v∈Ω2
∑
t
|Cu,v,t|2
≥
∑
u∈Ω1
∑
v∈Ω2
∑
t
|Cu,v,t|2
≥ 1− 2ǫ.
Here, in the last inequality, we have used the relation
Y Y ≥ Y Y −NN
= Y Y − (1− Y Y − Y N −NY )
= (Y Y + Y N) + (Y Y +NY )− 1
≥ (1− ǫ) + (1− ǫ)− 1
= 1− 2ǫ,
where
Y Y =
∑
u∈Ω1
∑
v∈Ω2
∑
t
|Cu,v,t|2,
Y N =
∑
u∈Ω1
∑
v/∈Ω2
∑
t
|Cu,v,t|2,
NY =
∑
u/∈Ω1
∑
v∈Ω2
∑
t
|Cu,v,t|2,
NN =
∑
u/∈Ω1
∑
v/∈Ω2
∑
t
|Cu,v,t|2.
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Therefore, for 0 ≤ ǫ ≤ 1
2
,
1
2
∥∥∥|Ψ〉〈Ψ| − |Ψ′〉〈Ψ′|
∥∥∥
1
=
√
1− |〈Ψ|Ψ′〉|2
≤
√
1− (1− 2ǫ)2
=
√
4ǫ− 4ǫ2.
VIII. CORRECTABILITY OF ERRORS
Let us consider an n-qubit graph state |G〉 and a tensor product P of n Pauli operators.
When P acts on |G〉, an X operator in P can always be changed into the tensor product
of nearest-neighbour Z operators by using the stabilizer relation. Therefore, we can always
find u ∈ {0, 1}n such that
P |G〉 =
( n⊗
j=1
Z
uj
j
)
|G〉 = |Gu〉 (up to phase).
Hence let us consider only Z errors and error is specified by u ∈ {0, 1}n. Let {Ma}a be a
POVM corresponding to a fault-tolerant measurement-based quantum computation, where
a is the output of the computation. Then if
Tr[Ma(|G〉〈G|)] = Tr[Ma(|Gu〉〈Gu|)]
for all a, u is called a correctable error. The conditions, Cond1 and Cond2, are given as
the sets of syndromes on |Gu〉 for all correctable errors u. An explicit form of the POVM
depends on the fault-tolerant scheme chosen, and therefore so does the set of correctable
errors. Most fault-tolerant schemes in the measurement-based model are constructed by (or
at least can be regarded as) simulation of circuit-based fault-tolerant schemes. For example,
fault-tolerant schemes in Ref. [11] and Refs. [12, 13] can be viewed as circuit-based fault-
tolerant schemes using the Steane 7-qubit code and the surface code, respectively. In the
fault-tolerant theory for the circuit model, a set of sparse errors are defined such that they
do not change the output of the quantum computation under fault-tolerant quantum error
correction [14]. Therefore it is straightforward to find a correctable set Γ of errors by directly
translating the set of sparse errors in the existing circuit-based fault-tolerant schemes into
errors on the graph state in the measurement-based model. A channel En is not too strong
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so that errors are correctable with high probability if
Tr
(∑
u∈Γ
|Gu〉〈Gu|En(|G〉〈G|)
)
≥ 1− δ.
Here, δ = 2−poly(n) for natural noises. (In this paper, the proof holds even for sufficiently small
constant δ.) According to the theory of fault-tolerant quantum computation, under a natural
physical assumption like spatial locality of noise, if noise strength of each noisy operation is
sufficiently smaller than a certain threshold value, the above condition is satisfied [11–15].
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