INTRODUCTION
The three-dimensional problem of Fig. 1 is the scattering of the acoustic field radiated by an impulsive point source in the presence of a penetrable wedge having the same sound velocity as the external medium. The exact solution to this canonical boundary value problem is a first step toward extending some widely used techniques, notably the wedgeassemblage method 1 for rough surface scattering and the related variants of the geometrical theory of diffraction, to model scattering by penetrable surfaces. In underwater acoustics, the ratio of wave speeds in sea water ͑external medium͒ and in the ocean floor ͑internal medium͒ is often close to unity, i.e., 0.9Ͻc i /c e Ͻ1.2 for a variety of ocean floor sediments. This is the primary motivation for the present density-contrast solution.
Chu 2 suggested how the Biot-Tolstoy solution 3 might be extended to include the phenomenon of penetration when only a density contrast exists between the interior and exterior media but gave an incomplete presentation. He was unable to relate his coefficients to the source strength and considered only the known limiting cases. The following work first constructs the time-domain solution for an arbitrary wedge angle by the use of appropriate integral transforms and representations. This calculation differs principally from the impenetrable case in the nonavailability of the closedform residue sum expression that subsequently yields a solution in the form of an eigenfunction expansion. The physical features of the pressure field are common to all wedge angles 2␣ ͑Ͻ͒, but are most easily identified by considering rational fractions of , as in other problems involving the wedge geometry, e.g., gravity waves on a sloping beach.
Fourier transformation of the time t and axial coordinate z in Sec. I, together with the Kantorovich-Lebedev transformation of the cylindrical radial coordinate r in Sec. II, results in a pair of ordinary differential equations in the azimuthal coordinate , subject to continuity conditions. The solution for the acoustic pressure field is split into its symmetric and antisymmetric parts with respect to the wedge bisector; this economization is employed throughout. Inversion of the multiple integral transforms yields expressions for the total field in the form of two types of residue series, corresponding to a geometrical acoustics field and the diffracted field. The summation of these time-domain series in closed form is the major difficulty of this work and is presently unavailable for arbitrary wedge angle 2␣. The geometrical acoustics field is expected to reduce to a finite set of delayed and scaled Dirac-delta functions, in agreement with the results of a direct application of the localized interpretation of Snell's laws. Similarly, the turn-on time and strength of the diffracted field must originate from the critical point on the wedge apex, to be consistent with the generalized Fermat's principle. Agreement with the known Biot-Tolstoy solution for the impenetrable hard and soft cases is verified in the applicable limits because then the major difficulties due to penetration are eliminated.
The residue series require explicit knowledge of eigenvalues in the radial transform variable, which depend on both the density contrast, via the reflection coefficient ⌫, and the wedge angle 2␣. When ␣ is a rational multiple of , the eigenvalues are neatly ordered, as described in Sec. III, in a periodic form that ultimately allows each series to be reduced to a finite number of terms. This is accomplished by writing the wedge angle in the special form 1Ϫ2␣/ϭN/M . The ensuing analysis takes full advantage of symmetries in the eigenvalue equation for the required poles, and hence considers two separate classes of wedge angles: The case having M and N both odd in Sec. IV and the case of either M or N even in Sec. V. The explicit total field is presented in Sec. VI for the example cases ␣ϭ/3, 2/5, /4, and /6. The results of Sec. VI clearly show the expected, but nontrivial, modifications to the geometrical a͒ Electronic mail: adavis@ua1vm.ua.edu acoustics part of the total field due to penetration. Sec. VII is a detailed compilation and study of the diffraction field as the reflection coefficient ⌫ is varied from Ϫ1 ͑the perfectly soft, impenetrable case͒ to the other extreme of ϩ1 ͑the perfectly hard, impenetrable case͒.
The dominant effects of a small velocity contrast can now be included, in principle, by a perturbative adjustment to this zero-order or isovelocity solution. Continuing progress based on the results presented here is planned via the adaptation of an iterative scheme by Rawlins, 4 valid for refractive indices in the range 1 to &. Exploitation of the similar wave speeds circumvents the great difficulties inherent in an infinite boundary between arbitrarily different media. 5, 6 The scattered waveforms resulting from more complicated source distributions, in both space and time, are obtained immediately by an appropriate spatial and/or temporal convolution between the source function and the resultant impulse response or Green's function of this paper.
I. PENETRATION PROBLEM WITH IMPULSIVE POINT SOURCE
The scalar pressure field p(r,,z,t) due to an impulsive source at ͑R,⌽,0,0͒ external to a wedge of angle 2␣ having the same wave speed c as the surrounding medium ͑Figs. 1 and 2͒ is the solution to
subject to the boundary conditions
where the density ratio is ϭ i / e . Fourier transformation in both t and z, according to 
Before proceeding further, it is appropriate to emphasize the difficulties due to penetration by noting that in the hard ͑ϭϱ͒ or soft ͑ϭ0͒ case, only the external problem is relevant and can be solved by introducing image singularities. The periodic delta function, defined by
enables this to be achieved by replacing ␦͑Ϫ⌽͒ in ͑4͒ by 
Thus, for Ͼ0,
The complex conjugate eigenfunction expansion is used for Ͻ0. However, this method is unavailable for the density contrast ͑0ϽϽϱ͒ considered here, and an appropriate integral transform is needed to determine p (e) . In anticipation of this calculation, it is advantageous to work with the symmetric p s and antisymmetric p a parts of the pressure p in order to restrict the field to 0ϽϽ␣ and ␣ϽϽ in the interior and exterior regions, respectively.
II. SYMMETRIC AND ANTISYMMETRIC PARTS OF THE SOLUTION
Consider pairs of in-phase or out-of-phase singularities of half-strength, arranged symmetrically about the wedge bisector ͑Fig. 3͒. The source plus positive image is equivalent ͑in the upper half-space͒ to the source above a hard bisecting plane, while the antisymmetric arrangement of source plus negative image satisfies the soft boundary condition on the y ϭ 0 plane. Upon solving for the symmetric and antisymmetric fields, the sum p s ϩ p a is the solution of the wedge problem at a point on the same side of the centerline as the source. Meanwhile, the difference p s Ϫ p a gives the solution of the wedge problem at a point on the opposite side of the centerline from the source ͑Fig. 4͒.
Fourier transforms p s and p a , defined by ͑3͒, satisfy according to ͑4͒, the wave equations
The Kantorovich-Lebedev transform
renders the pair of ordinary differential equations subject to continuity boundary conditions at the media interface
and appropriate Neumann or Dirichlet conditions on the geometrical plane of symmetry
Boundary conditions at ϭ0, are satisfied by
where H denotes the Heaviside unit function. Conditions ͑12͒ at ϭ␣ then yield
where the reflection coefficient is
In the two limiting cases
for which the eigenvalues are determined by ͑8͒. Even/odd values of m correspond to symmetric/antisymmetric solutions in the hard case but vice versa in the soft case. The ␣→0 limits of the symmetric hard case and antisymmetric soft cases must be identical to the symmetric and antisymmetric solutions at ⌫ϭ0 ͑ϭ1͒.
With the function f defined by
inversion of the Kantorovich-Lebedev transform proceeds, for r Ͻ R, as
The w integration is along the contour C of Fig. 5 , 0 ϭ0, n Ͼ nϪ1 (n у 1), and the prime on the summation denotes that a 1/2 factor multiplies the residue at the origin, if it exists. The result, symmetric in r,R, is also valid for r Ͼ R and the details are briefly described by Jones, 7 after correcting some misprints. Inversion of the z and t transforms then yields
and subsequent deformation of the contour shows that p͑r,,z,t ͒ϭϪ
where the time and space dependence is folded into cos ϭ 
The first residue sum above for the total pressure p is now
which, for ␣Ͻ, ⌽Ͻ, and 0ϽϽ, reduces to the geometrical acoustics field 1 2 ͓␦͑ Ϫ͉⌽Ϫ͉͒Ϫ␦͑ϩ2␣Ϫ⌽Ϫ͔͒.
͑26͒
The diffracted portion of the total field derives from the second residue sum of ͑21͒:
which can be simplified by using
Substitution of ͑26͒, ͑27͒ in ͑21͒ then shows that the total field is given by According to ͑31͒, the symmetric and antisymmetric exterior fields are simply related by a change in sign of ⌫ and in terms that involve the sum ⌽ϩ. Since ͉⌫͉Ͻ1, the poles of ͑31͒ and ͑33͒ are such that
If the wedge angle ␣ is a rational multiple of , the sequence ␥ n becomes periodic and the residue series can be arranged as a finite number of summable series.
III. WEDGE ANGLE A RATIONAL MULTIPLE OF
When the wedge angle 2␣ is a rational multiple of , the poles of the above transforms, that is the roots of the denominator function sin Ϯ⌫ sin ͑Ϫ2␣ ͒ϭ0, ͑35͒
are explicitly procurable in terms of the zeros of a polynomial. The normalized supplementary angle
is now expressed in terms of integers such that M Ͼ N. With ϭ/M the desired roots satisfy
Thus, either sin ϭ0 or, with the introduction of x ϭ cos ,
in terms of Chebyshev polynomials of the second kind. The first class of roots from ϭ k are designated
and the second class of M Ϫ1 roots x i s or x i a of ͑38͒, labeled in ascending order (iϭ1,2,...,M Ϫ1), translate to values
͑40͒
In the required transform variable , these roots are denoted The residue of the pertinent first term of ͑31͒ at kM ϭ kM is
while that at (kϪ1)M ϩi , defined by ͑41͒, is given in terms of Chebyshev polynomials of the first kind by
The Chebyshev recursion relation
is also true for M ϭ1 by interpreting U Ϫ1 (x) as zero, which is consistent with U M Ϫ1 (x) ϭ sin M /sin . Subject to ͑38͒, the degree of the rational coefficient in ͑43͒ is therefore lowered by two in the identity
IV. M AND N BOTH ODD
When M ϭ 2m ϩ 1, N ϭ 2q ϩ 1 (0 р q Ͻ m), the symmetric and antisymmetric residues can be treated separately and a reduction in the algebra is achieved. In either case, the eigenvalue equation ͑38͒ becomes a polynomial of degree m in x 2 whose roots are structured
The obvious pairings of residues can be exploited by defining yϭcos 2 ϭ 2x 2 Ϫ 1, whence the eigenvalue equation can be rewritten as
where U Ϫ1 ϭ 0, U 0 ϭ 1, U 1 ϭ 2y, etc. The eigenvalues are now y i ϭ 2␤ i 2 Ϫ 1, i.e.,
Evidently, for any angle , ͑48͒ and the definition ͑41͒ permit the economical summation of the pair of terms
͑49͒
When the contributions of type ͑42͒ are included, the sum of all the symmetric/antisymmetric residues of cos f (e) is
in which the coefficients in the i summation can be simplified according to ͑45͒. Evidently this summation depends on n, which is restricted to values, dependent on N,M , that allow the vanishing arguments of the four delta functions in ͑50͒ to produce field contributions for 0ϽϽ and the actual range of field and source angles
Thus the ranges of integer values of n for each delta function argument are:
The sum of the symmetric/antisymmetric residues of e Ϫ sin f (e) can be similarly expressed, after the introduction of 1 ϭϩ⌽Ϫ, 2 ϭϪ⌽ϩ, 3 ϭ3Ϫ⌽Ϫ,
in which, since M is odd,
V. EITHER M OR N EVEN
In this case, it is advantageous to consider the sum and difference of the symmetric and antisymmetric residues. This is because the coefficient in ͑42͒ now depends on k and the property x M Ϫi a ϭ Ϫx i s (1 р i р M Ϫ 1) implies that the coefficients in ͑43͒ for x M Ϫi a and x i s are identical. The sum of the symmetric and antisymmetric residues of cos f (e) at kM is
͓cos kM͑⌽Ϫ͒ϩcos kM͑2Ϫ⌽Ϫ͔͒cos kM
͓cos kM͑⌽Ϫ͒Ϫcos kM͑2Ϫ⌽Ϫ͔͒cos kM
͑56͒
For the difference, that is the symmetric minus the antisymmetric residues, interchange the coefficients of these two series. The sum of the symmetric and antisymmetric residues of cos f (e) at (kϪ1)M ϩi
which, in view of the relationships
͑59͒
Hence the sum of all the symmetric plus antisymmetric residues of cos
͑60͒
For the difference of all symmetric minus antisymmetric residues, interchange the angles ͉⌽Ϫ͉ and 2Ϫ⌽Ϫ. The restrictions on the values of n are similar to ͑52͒. The sum of symmetric plus antisymmetric residues of e Ϫ sin f (e) is
Ϫ2 similar terms with 2Ϫ⌽Ϫ instead of ͉⌽Ϫ͉ ͬͮ .
͑61͒
For any angle and ͉␥͉р1/2, the infinite series above are summable as
and so the sum of the symmetric plus antisymmetric residues of e Ϫ sin f (e) is the finite sum
͑63͒
with j ( jϭ1,2,3,4͒ defined by ͑53͒ and i ϭ(1/)sin Ϫ1 x i s . An interchange of the j values yields the difference of the symmetric minus the antisymmetric residues.
VI. THE TOTAL FIELD AND SOME SPECIAL CASES
The results ͑50͒, ͑54͒, ͑60͒, ͑63͒ now enable the total field to be recovered by substituting these residue sums into ͑21͒, bearing in mind that, as stated in Sec. II .
͑66͒
Before proceeding to the special cases, note first that if Nϭ1, the coefficient in ͑45͒ reduces to
which in turn, if M ϭ2mϩ1, can be written as
A. Case ‫3/؍␣‬
In this case M ϭ3, Nϭ1 and only the values of Ϯ n up to 3 are relevant in ͑50͒. The eigenvalue equation ͑38͒ has the single solution
and the coefficient in ͑50͒ is now
͑70͒
This is simplified by the observation that T n ( Ϫ x) ϩ x has the factor 1 ϩ x to yield, for n ϭ 0,1,2,3, respectively:
1/2, 0, Ϯ⌫/2, and ͑ 1Ϫ⌫ 2 ͒/2. ͑71͒
The diffracted field expression ͑54͒ is simplified with and substitution in ͑21͒ yields
͑73͒
The ␦ functions have range restrictions and, after using ͑52͒, the geometrical acoustics field ͑delta function contributions͒ caused by a point source on the same side of the symmetry plane ( H͑ϪϪ⌽ ͒ ͬ .
͑75͒
The first term in each of ͑74͒ and ͑75͒ is the direct ensonification from the point source, while the second terms are reflections from either wedge face. Penetration through the wedge is responsible for the last term of ͑75͒, where the total transmission coefficient is ͑1ϩ⌫͒͑1Ϫ⌫͒.
B. Case ‫5/2؍␣‬
With M ϭ5, Nϭ1, the applicable range of Ϯ n is 0-5 and the eigenvalue equation ͑47͒ is
i.e.,
͑78͒
which produces, for n ϭ 0,1,...,5, respectively,
Similarly, for the diffracted field, with y i ϭϪcos i as in ͑53͒ ͮ instead of ⌽Ϫ ͬ ,
͑82͒
the purposes of the present study are adequately served by graphing, in Figs. 6-10, the parametrized results for one typical case, the corner wedge ͑␣ϭ/4͒. With ␣ϭ/4 and ⌽ϭ/2, the geometrical acoustics field suffers discontinuities at ϭ ͑the reflection boundary͒ and at ϭ3/2 ͑the shadow boundary͒. The diffraction field is most important in the vicinity of these ray boundaries, where its primary role is to smooth-out the step discontinuities in the geometrical acoustics field. The second terms of Eqs. ͑88͒ and ͑89͒ reveal that this discontinuity at the reflection boundary is proportional to ⌫, while the discontinuity at the shadow boundary is proportional to ⌫ 2 , as indicated by the third term of Eq. ͑89͒. The variation of the scaled diffraction field with is graphed in Fig. 6 for the subject soft wedge ͑⌫ϭϪ1͒ at 13 observation angles ͑100°рр220°͒ that border the reflection boundary at ϭ180°. Note the change of sign and the higher initial bang ͑→0͒ as the reflection boundary is crossed. When the reflection coefficient is changed to ⌫ϭ Ϫ0.1, the curves of Fig. 7 apply. Recall the use of ⌫ as a scaling factor. The qualitative similarity of the curves in Figs. 6 and 7 suggests that the presence of penetration does not dramatically alter the general nature of the external diffraction. As ⌫ varies from Ϫ1 to Ϫ0.1, the corresponding curves vary smoothly between those of Figs. 6 and 7. Also, positive ⌫ from ϩ0.1 to ϩ1 ͑hard wedge͒ yields similar results.
The shadow boundary at 270°is the subject of Figs. 8 and 9, where the observation angle is varied from 230°to 310°for ⌫ϭϪ1 and Ϫ0.5, respectively. The diffraction fields of Fig. 9 are lower in magnitude, as anticipated from the weaker discontinuity in the geometrical acoustics field. 
