Abstract. representation problems as an integer linear program (ILP) and a corresponding SAT instance. In a grid-based representation vertices and edges correspond to axis-parallel boxes on an underlying integer grid; boxes can be further constrained in their shapes and interactions by additional problem-specific constraints. We describe a general d-dimensional model for grid representation problems. This model can be used to solve a variety of NP-hard graph problems, including pathwidth, bandwidth, optimum st-orientation, area-minimal (bar-k) visibility representation, boxicity-k graphs and others. We implemented SATmodels for all of the above problems and evaluated them on the Rome graphs collection. The experiments show that our model successfully solves NP-hard problems within few minutes on small to medium-size Rome graphs.
Introduction
Integer linear programming (ILP) and Boolean satisfiability testing (SAT) are indispensable and widely used tools in solving many hard combinatorial optimization and decision problems in practical applications [2, 8] . In graph drawing, especially for planar graphs, these methods are not frequently applied. A few notable exceptions are crossing minimization [7, 9, 18, 21] , orthogonal graph drawing with vertex and edge labels [3] and metro-map layout [25] . Recent work by Chimani et al. [10] uses SAT formulations for testing upward planarity. All these approaches have in common that they exploit problem-specific properties to derive small and efficiently solvable models, but they do not generalize to larger classes of problems.
In this paper we propose a generic ILP model that is flexible enough to capture a large variety of different grid-based graph layout problems, both polynomially-solvable and NP-complete. We demonstrate this broad applicability by adapting the base model to six different NP-complete example problems: pathwidth, bandwidth, optimum storientation, minimum area bar-and bar k-visibility representation, and boxicity-k testing. For minimum-area visibility representations and boxicity this is, to the best of our knowledge, the first implementation of an exact solution method. Of course this flexibility comes at the cost of losing some of the efficiency of more specific approaches. Our goal, however, is not to achieve maximal performance for a specific problem, but to T. Biedl is supported by NSERC, M. Nöllenburg is supported by the Concept for the Future of KIT under grant YIG 10-209.
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provide an easy-to-adapt solution method for a larger class of problems, which allows quick and simple prototyping for instances that are not too large. Our ILP models can be easily translated into equivalent SAT formulations, which exhibit better performance in the implementation than the ILP models themselves. We illustrate the usefulness of our approach by an experimental evaluation that applies our generic model to the above six NP-complete problems using the well-known Rome graphs [1] as a benchmark set. Our evaluation shows that, depending on the problem, our model can solve small to medium-size instances (sizes varying from about 25 vertices and edges for bar-1 visibility testing up to more than 250 vertices and edges, i.e., all Rome graphs, for optimum st-orientation) to optimality within a few minutes. In Section 2 we introduce generic grid-based graph representations and formulate an ILP model for d-dimensional integer grids. We demonstrate how this model can be adapted to six concrete one-, two-and d-dimensional grid-based graph layout problems in Sections 3 and 4. In Section 5 we evaluate our implementations and report experimental results. The implementation is available from i11www.iti.kit.edu/gdsat.
Generic Model for Grid-Based Graph Representations
In this section we explain how to express d-dimensional boxes in a d-dimensional integer grid as constraints of an ILP or a SAT instance. In the subsequent sections we use these boxes as basic elements for representing vertices and edges in problem-specific ILP and SAT models. We need a simple observation that shows that we can restrict ourselves to boxes in integer grids. Lemma 1. Any set I of n boxes in R d can be transformed into another set I of n closed boxes on the integer grid {1, . . . , n} d such that two boxes intersect in I if and only if they intersect in I .
Proof. Let I 1 , . . . , I n be a set of d-dimensional intervals. Then we prove that there exists a set I 1 , . . . , I n of d-dimensional intervals such that: It suffices to show this for 1-dimensional intervals; we can then transform each dimension of the intervals separately to achieve the results for arbitrary dimensions.
For 1-dimensional intervals, presume that I i = {s i , t i }, where we make no assumption over whether the ends of I i are open or closed. We first create a sorted orientation of the 2n endpoints of these intervals. We sort them by their coordinate, and in case of a tie take first right endpoints where the interval is open, then left endpoints where the interval is closed, then right endpoints where the interval is closed and then left endpoints where the interval is open. Presume that σ describes this order, i.e., for any endpoint p σ(p) gives the index of p in this sorted order. One easily verifies that {σ(s i ), σ(t i )} intersects {σ(s j ), σ(t j )} if and only if I i intersects I j . Here it does not even matter whether we make the new intervals open or closed, since all endpoints are distinct integers. Now compact σ by not using a new integer whenever we have an endpoint of an interval. More precisely, split σ into maximal subsequences such that each subsequence consists of multiple (possibly none) left endpoints of intervals, followed by one right endpoint of an interval. There are n such subsequences, since there are n right endpoints. Enumerate the subsequences in order, and let σ (p) be the number assigned to the subsequence that contains σ(p), for any endpoint p of an interval. Now for I i = {s i , t i } define I i to be [σ (s i ), σ (t i )]. We claim that this satisfies the conditions. Clearly the endpoints of the intervals are integers in the range 1, . . . , n, so we only must argue that intersections are unchanged. This held when going over from {s i , t i } to {σ(s i ), σ(t i )}. But going over from σ to σ , we changed the relative order of endpoints only by contracting a number of left endpoints, followed by one right endpoint. Since I i is closed at both ends, this does not change intersections.
Integer Linear Programming Model
We will describe our model in the general case for a d-dimensional integer grid, where 
In the following we describe a set of ILP constraints that together create a non-empty box for some object v. We denote this ILP as B(d).
We first extend R d by a margin of dummy points toR
We use three sets of binary variables:
The variables x i (v) indicate whether grid point i belongs to the box representing v (x i (v) = 1) or not (x i (v) = 0). Variables b k i (v) and e k i (v) indicate whether the box of v may start or end at position i in dimension k. We use i[k] to denote the k-th coordinate of grid point i ∈ R d and 1 k = (0, . . . , 0, 1, 0, . . . , 0) to denote the k-th d-dimensional unit vector. If d = 1 we will drop the dimension index of the variables to simplify the notation. The following constraints model a box in R d (see Fig. 1 for an example): 
Constraint (4) creates a margin of zeroes around R d . Constraint (5) ensures that the shape representing v is non-empty, and constraints (6) and (7) provide exactly one start and end position in each dimension. Finally, due to constraints (8) and (9) each grid point inside the specified bounds belongs to v and all other points don't.
Lemma 2. The ILP B(d) defined by constraints (1)- (9) correctly models all non-empty grid boxes in R d .
Proof
We initially set all variables to the default value of zero. For every i ∈ R we set x i (R) = 1. Moreover, we set b k s k (R) = 1 and e k t k (R) = 1 for all 1 ≤ k ≤ d. We claim that this assignment satisfies all constraints. Constraints (1)-(3) are obviously satisfied, as well as constraints (4) and (5) since R is nonempty but does not intersect the margin
we set exactly one variable b k i (R) = 1 and e k j (R) = 1, namely for i = s k and j = t k ; this satisfies constraints (6) and (7) . Constraints (8) and (9) are trivially satisfied if 
(R) = 1 the constraints (8) and (9) are also satisfied for
Now consider a valid variable assignment according to constraints (1)-(9) and define R = {i ∈ R d | x i = 1}. By constraints (4) and (5) R contains at least one point. Let 1 ≤ k ≤ d be a dimension of R d and let W k i be any row in the k-th dimension.
By constraints (6) and (7) 
Since this is true for any k, the set R must be a (non-empty) grid box.
Our example ILP models in Sections 3 and 4 extend ILP B(d) by additional constraints controlling additional properties of vertex and edge boxes. For instance, boxes can be easily constrained to be single points, to be horizontal or vertical line segments, to intersect if and only if they are incident or adjacent in G, to meet in endpoints etc. The definition of an objective function for the ILP depends on the specific problem at hand and will be discussed in the problem sections.
Translating the ILP model into a SAT model
In this section we explain shortly how ILP B(d) can be translated into an equivalent SAT formulation with better practical performance. The transformation of B(d) (including later problem-specific extensions) into a SAT instance, i.e., a set of Boolean clauses, is straightforward. Let k, c ∈ N \ {0}, k > c, be positive integers and y 1 , . . . , y k , z be binary variables. Then most of our ILP constraints belong to one of the following four types: (i)
We translate a type-(i) constraint into the clause y 1 ∨ . . . ∨ y k ∨ ¬z. For a type-(ii) constraint we consider each tuple of c + 1 pairwise distinct indices i 1 , . . . , i c+1 and add the clause ¬y i1 ∨ . . . ∨ ¬y ic ∨ ¬y ic+1 . This gives us k c+1 clauses of size c + 1. A type-(iii) constraint is equivalent to
clauses of size k − c + 1. A type-(iv) constraint is described as a type-(ii) and a type-(iii) constraint and thus needs 
One-dimensional Problems
In the following, let G = (V, E) be an undirected graph with |V | = n and |E| = m. One-dimensional grid-based graph representations can be used to model vertices as intersecting intervals (one-dimensional boxes) or as disjoint points that induce a certain vertex order. We present ILP models for three such problems.
Pathwidth
The pathwidth of a graph G is a well-known graph parameter with many equivalent definitions. We use the definition via the smallest clique size of an interval supergraph. More precisely, a graph is an interval graph if it can be represented as intersection graph of 1-dimensional intervals. A graph G has pathwidth pw(G) ≤ p if there exists an interval graph H that contains G as a subgraph and for which all cliques have size at most p+1. It is NP-hard to compute the pathwidth of an arbitrary graph and even hard to approximate it [4] . There are fixed-parameter algorithms for computing the pathwidth, e.g. [5] , however, we are not aware of any implementations of these algorithms. The only available implementations are exponential-time algorithms, e.g., in sage 3 .
Problem 1 (Pathwidth). Given a graph G = (V, E), determine the pathwidth of G, i.e., the smallest integer p so that pw(G) ≤ p.
There is an interesting connection between pathwidth and planar graph drawings of small height. Any planar graph that has a planar drawing of height h has pathwidth at most h [17] . Also, pathwidth is a crucial ingredient in testing in polynomial time whether a graph has a planar drawing of height h [14] .
We create a one-dimensional grid representation of G, in which every vertex is an interval and every edge forces the two vertex intervals to intersect. The objective is to minimize the maximum number of intervals that intersect in any given point. We use the ILP B(1) for a grid R = [1, n], which already assigns a non-empty interval to each vertex v ∈ V . We add binary variables for the edges of G, a variable p ∈ N representing the pathwidth of G, and a set of additional constraints as follows.
∀i ∈ R and e ∈ E (10)
Our objective function is to minimize the value of p subject to the above constraints.
It is easy to see that every edge must be represented by some grid point (constraint (11)), and can only use those grid points, where the two end vertices intersect (constraint (12) ). Hence the intervals of vertices define some interval graph H that is a supergraph of G. Constraint (13) enforces that at most p + 1 intervals meet in any point, which by Helly's property means that H has clique-size at most p + 1. So G has pathwidth at most p. By minimizing p we obtain the desired result. In our implementation we translate the ILP into a SAT instance using the rules given in Section 2.2. We test satisfiability for fixed values of p, starting with p = 1 and increasing it incrementally until a solution is found. Theorem 1. There exists an ILP/SAT formulation with O(n(n + m)) variables and O(n(n + m)) constraints / O(n 3 + n n p+2 ) clauses of maximum size n that has a solution of value ≤ p if and only if G has pathwidth ≤ p.
With some easy modifications, the above ILP can be used for testing whether a graph is a (proper) interval graph. Section 4.2 shows that boxicity-d graphs, the ddimensional generalization of interval graphs, can also be recognized by our ILP.
Bandwidth
The bandwidth of a graph G with n vertices is another classic graph parameter, which is NP-hard to compute [11] ; due to the practical importance of the problem there are also a few approaches to find exact solutions to the bandwidth minimization problem. For example, [13] and [24] use the branch-and-bound technique combined with various heuristics. We present a solution that can be easily described using our general framework. However, regarding the running time, it cannot be expected to compete with techniques specially tuned for solving the bandwidth minimization problem.
Let f : V → {1, . . . , n} be a bijection that defines a linear vertex order. The bandwidth of G is defined as bw(G) = min f max{f (v) − f (u) | uv ∈ E and f (u) < f (v)}, i.e., the minimum length of the longest edge in G over all possible vertex orders.
We describe an ILP that assigns the vertices of G to disjoint grid points and requires for an integer k that any pair of adjacent vertices is at most k grid points apart. If the ILP has a solution, then we know bw(G) ≤ k. We set R = [1, n] and add the following two constraints:
Constraint (14) guarantees that no grid point is occupied by more than one vertex, and constraint (15) requires that any two adjacent vertices are at most k grid points apart. We note that the variables b i (v) and e i (v) and their constraints are not required in this model since in R = [1, n] constraints (5) and (14) suffice to set exactly one variable x i (v) = 1 for every v ∈ V . We do not need an objective function but rather test if the feasible region is non-empty for a given k ≥ 1.
Theorem 2.
There exists an ILP/SAT formulation with O(n 2 ) variables and O(n · m) constraints / O(n 3 ) clauses of maximum size n that has a solution if and only if G has bandwidth ≤ k.
Optimum st-orientation
Let G be an undirected graph and let s and t be two vertices of G with st ∈ E. An storientation of G is an orientation of the edges such that s is the unique source and t is the unique sink [16] . Such an orientation can exist only if G is biconnected. Computing an st-orientation can be done in linear time [6, 16] , but it is NP-complete to find an st-orientation that minimizes the length of the longest path from s to t, even for planar graphs [27] . It has many applications in graph drawing [26] and beyond.
Problem 2 (Optimum st-orientation). Given a graph G = (V, E) and two vertices s, t ∈ V with st ∈ E, find an orientation of E such that s is the only source, t is the only sink, and the length of the longest directed path from s to t is minimum.
We now formulate an ILP that computes a height-k st-orientation of G, i.e., an storientation such that the longest path has length at most k (if one exists). We use the ILP B(1) for R = [1, k] to assign intervals to the vertices and edges of G. Vertices are required to occupy exactly one point, whereas edges must span at least two points. The additional constraints are as follows:
Similarly to the ILP in Section 3.2, the variables b i (v) and e i (v) and their constraints are not required for the vertices, since constraints (5) and (16) ensure that every vertex interval consists of a single grid point. Constraint (17) guarantees that each edge interval contains at least two points. Constraint (18) makes sure that every edge must begin and end at the grid points occupied by its end vertices. Finally, constraints (19) and (20) ensure that every vertex except t has an outgoing edge and every vertex except s has an incoming edge. Since R = [1, k] and adjacent vertices cannot occupy the same grid point, we know that if this ILP has a feasible solution, then the longest directed path from s to t has length at most k. Alternatively, we can set k = n and use the objective function min
to minimize the position of the sink t and thus the longest path from s to t. 
Higher-Dimensional Problems
In this section we give examples of two-dimensional visibility graph representations and a d-dimensional grid-based graph representation problem. Let again G = (V, E) be an undirected graph with |V | = n and |E| = m.
Visibility representations
A visibility representation (also: bar visibility representation or weak visibility representation) of a graph G = (V, E) maps all vertices to disjoint horizontal line segments, called bars, and all edges to disjoint vertical bars, such that for each edge uv ∈ E the bar of uv has its endpoints on the bars for u and v and does not intersect any other vertex bar. Visibility representations are an important visualization concept in graph drawing, e.g., it is well known that a graph is planar if and only if it has a visibility representation [28, 29] . An interesting recent extension are bar k-visibility representations [12] , which additionally allow edges to intersect at most k non-incident vertex bars. We use our ILP to compute compact visibility and bar k-visibility representations. Minimizing the area of a visibility representation is NP-hard [23] and we are not aware of any implemented exact algorithms to solve the problem for any k ≥ 0. By Lemma 1 we know that all bars can be described with integer coordinates of size O(m + n).
Problem 3 (Bar k-Visibility Representation). Given a graph G, an integer grid of size H × W , and an integer k ≥ 0, find a bar k-visibility representation on the given grid (if one exists).
Bar visibility representations. Our goal is to test whether G has a visibility representation in a grid with H columns and W rows (and thus minimize H or W ). We set
and use ILP B(2) to create grid boxes for all edges and vertices in G. We add one more set of binary variables for vertex-edge incidences and the following constraints.
∀i ∈ R 2 ∀e ∈ E ∀v ∈ e (21)
v∈V \e
i∈R 2
x i (e, v) ≥ 1 ∀e ∈ E ∀v ∈ e (27)
Constraints (22) and (23) ensure that all vertex boxes are horizontal bars of height 1 and all edge boxes are vertical bars of width 1. Constraint (24) forces the vertex boxes to be disjoint; edge boxes will be implicitly disjoint due to the remaining constraints.
No edge is allowed to intersect a non-incident vertex due to constraint (25) . Finally, we need to set the new incidence variables x i (e, v) for an edge e and an incident vertex v so that x i (e, v) = 1 if and only if e and v share the grid point i. Constraints (26) and (27) ensure that each incidence in G is realized in at least one grid point, but it must be one that is used by the boxes of e and v. Finally, constraint (28) requires edge e to start and end at its two intersection points with the incident vertex boxes. This constraint is optional, but yields a tighter formulation.To transform constraint (25) into SAT, we add the clause ¬x i (e) ∨ ¬x i (v) for each i ∈ R 2 , e ∈ E, v ∈ V \ e, and apply the general transformation rules otherwise.
Since every graph with a visibility representation is planar (and vice versa) we have m ∈ O(n). Moreover, our ILP and SAT models can also be used to test planarity of a given graph by setting H = n and W = 2n − 4, which is sufficient due to Tamassia and Tollis [28] . This might not look interesting at first sight since planarity testing can be done in linear time [20] . However, we think that this is still useful as one can add other constraints to the ILP model, e.g., to create simultaneous planar embeddings, and use it as a subroutine for ILP formulations of applied graph drawing problems such as metro maps [25] and cartograms. Bar k-visibility representations. It is easy to extend our previous model for k = 0 to test bar k-visibility representations for k ≥ 1. We drop constraint (25) , introduce another set of binary variables to indicate intersections between edges and non-incident vertices, and add the following constraints.
The variable y i (e) is supposed to equal 1 if and only if e intersects a non-incident vertex at position i. Constraint (30) enforces that y i (e) = 1 if grid point i is occupied by e and a non-incident vertex and constraint (31) makes sure that no more than k such nonincident bars are crossed by each edge. Finally, constraint (32) guarantees that any two edge bars are disjoint, except for the case that they are incident to the same vertex bar and meet at a common endpoint. (Alternatively, we could enforce disjointness for all edge bars if we required vertex bars of height 2.)
To transform constraint (30) into SAT, we add clause
(e) for each ordered pair e, e ∈ E, e = e . For the rest of the constraints, we apply the general transformation rules. 
Boxicity-d graphs
A graph is said to have boxicity d if it can be represented as intersection graph of ddimensional axis-aligned boxes. Testing whether a graph has boxicity d is NP-hard, even for d = 2 [22] . We are not aware of any implemented algorithms to determine the boxicity of a graph. By Lemma 1 we can restrict ourselves to a grid of side length n.
We
We add the following variables and constraints to achieve the correct intersection properties.
The variables x i (e) indicate whether a grid point lies in the intersection of two boxes and thus represents an edge. Constraint (34) guarantees that there is a non-empty intersection for each edge e ∈ E, and by constraint (35) we make sure that the intersection indicator for an edge uv can only be set to 1 at position i if the grid boxes for u and v both occupy point i. Finally, constraint (36) enforces that no grid point can be occupied by a pair of non-adjacent vertices. 
Experiments
We implemented and tested our formulation for minimizing pathwidth, bandwidth, length of longest path in an st-orientation, and width of bar-visibility and bar 1-visibility representations, as well as deciding whether a graph has boxicity 2.
The experiments were performed on a single core of an AMD Opteron 6172 processor running Linux 3.4.11. The machine is clocked at 2.1 Ghz, and has 256 GiB RAM. Our implementation 4 is written in C++ and was compiled with GCC 4.7.1 using optimization -O3. As test sample we used the Rome graphs dataset [1] which consists of 11533 graphs with vertex number between 10 and 100. 18% of the Rome graphs are planar. Figure 2 shows the size distribution of the Rome graphs.
We initially used the Gurobi solver [19] to test the implementation of the ILP formulations, however it turned out that even for very small graphs (n < 10) solving a single instance can take minutes. We therefore focused on the equivalent SAT formulations gaining a significant speed-up. As SAT solver we used MiniSat [15] in version 2.2.0. For each of the five minimization problems we determined obvious lower and upper bounds in O(n) for the respective graph parameter. Starting with the lower bound we iteratively increased the parameter to the next integer until a solution was found (or a predefined timeout was exceeded). Each iteration consists of constructing the SAT formulation and executing the SAT solver. We measured the total time spent in all iterations. For boxicity 2 we decided to consider square grids and minimize their side lengths. Thus the same iterative procedure applies to boxicity 2.
Note that for all considered problems a binary search-like procedure for the parameter value did not prove to be efficient, since the solver usually takes more time with increasing parameter value, which is mainly due to the increasing number of variables and clauses. For the one-dimensional problems we used a timeout of 300 seconds, for the two-dimensional problems of 600 seconds.
We ran the instances sorted by size n + m starting with the smallest graphs. If more than 400 consecutive graphs in this order produced timeouts, we ended the experiment prematurely and evaluated only the so far obtained results. Figures 3 and 4 summarize our experimental results and show the percentage of Rome graphs solved within the given time limit, as well as scatter plots with each solved instance represented as a point depending on its graph size and the required computation time.
Pathwidth. As Fig. 3a shows, we were able to compute the pathwidth for 17.0% of all Rome graphs, from which 82% were solved within the first minute and only 3% within the last. Therefore, we expect that a significant increase of the timeout value would be necessary for a noticeable increase of the percentage of solved instances. We note that almost all small graphs (n + m < 45) could be solved within the given timeout, however, for larger graphs, the percentage of solved instances rapidly drops, as the red curve in Fig. 3b shows. Almost no graphs with n + m > 70 were solved.
Bandwidth. We were able to compute the bandwidth for 22.3% of all Rome graphs (see Fig. 3a ), from which 90% were solved within the first minute and only 1.3% within the last. Similarly to the previous case, the procedure terminated successfully within 300 seconds for almost all small graphs (n + m < 55 in this case), while almost none of the larger graphs (n + m > 80) were solved; see the red curve in Fig. 3c .
Optimum st-orientation. Note that very few of the Rome graphs are biconnected. Therefore, to test our SAT implementation for computing the minimum number of levels in an st-orientation, we subdivided each graph into biconnected blocks and removed those with n ≤ 2, which produced 13606 blocks in total; see Fig. 2 for the distribution of block sizes. Then, for each such block, we randomly selected one pair of vertices s, t, s = t, connected them by an edge if it did not already exist and ran the iterative procedure. In this way, for the respective choice of s, t we were able to compute the minimum number of levels in an st-orientation for all biconnected blocks; see Fig. 3a no graph took longer than 57 seconds, for 97% of the graphs it took less than 10 seconds and for 68% less than 3 seconds. Even for the biggest blocks with m + n > 200, the procedure successfully terminated within 15 seconds in 93% of the cases; see Fig. 3d . Bar visibility. To compute bar-visibility representations of minimum width, we iteratively tested for each graph all widths W between 1 and n. We used the trivial upper bound H = n for the height. We were able to compute solutions for 28.5% of all 3281 planar Rome graphs (see Fig. 4a ), 69% of which were solved within the first minute and less than 0.1% within the last. We were able to solve all small instances with n+m ≤ 23 and almost none for n + m > 55; see the red curve in Fig. 4b . Bar 1-visibility. We also ran the width minimization procedure for bar 1-visibility representations on all Rome graphs. The number of graphs for which the procedure terminated successfully within the given time is 833 (7.2% of all Rome graphs), which is close to the corresponding number for bar-visibility; see Fig. 4a . This is not surpris- ing, since most small Rome graphs are planar; see Fig. 2 . For bar 1-visibility, eight graphs were solved which were not solved for bar-visibility. Interestingly, they were all planar. All but 113 graphs successfully processed in the previous experiment were also successfully processed in this one. A possible explanation for those 113 graphs is that the SAT formulation for bar 1-visibility requires more clauses. All small graphs with n + m ≤ 23 were processed successfully. Interestingly, for none of the processed graphs the minimum width actually decreased in comparison to their minimum-width bar-visibility representation. Boxicity-2 For testing boxicity 2, we started with a 3 × 3 grid for each graph and then increased height and width simultaneously after each iteration. Within the specified timeout of 600 seconds, we were able to decide whether a graph has boxicity 2 for 18.7% of all Rome graphs (see Fig. 4b ), 82% of which were processed within the first minute and 0.3% within the last. All of the successfully processed graphs actually had boxicity 2. Small graphs with n + m ≤ 50 were processed almost completely, while almost none of the graphs with n + m > 70 finished; see Fig. 4d .
Conclusion
We presented a versatile ILP formulation for determining placement of grid boxes according to problem-specific constraints. We gave six examples of how to extend this formulation for solving numerous NP-hard graph drawing and graph representation problems, such as bar-visibility representations, computing the pathwidth and the boxicity, and finding an st-orientation that minimizes the longest directed path. Our experimental evaluation showed that while solving the original ILP is rather slow, the easily derived SAT formulations perform quite well for smaller graphs. While our approach is not suitable to replace specialized exact or heuristic algorithms that are faster and/or can solve larger instances of these problems, it does provide a simple-to-use tool for solving problems that can be modeled by grid-based graph representations without much implementation effort. This can be useful, e.g., for verifying counterexamples, NP-hardness gadgets, or for computing solutions to certain instances in practice.
We note that many other problems can easily be formulated as ILPs by assigning grid-boxes to vertices or edges. Among those are, e.g., testing whether a planar graph has a straight-line drawing of height h, testing whether a planar graph has a rectangular dual with integer coordinates and prescribed integral areas, testing whether a graph is a t-interval graph, or whether a bipartite graph can be represented as a planar bus graph. Important open problems are to reduce the complexity of our formulations and the question whether approximation algorithms for graph drawing can be derived from our model via fractional relaxation.
