Adaptive differential pulse code modulation (ADPCM) has been standardized in ITU-T Recommendations G.726 and G.722 and is widely used in IP and cordless telephony. Although adaptive quantization and adaptive prediction is employed in ADPCM using a fixed scalar quantization codebook/lookup table, residual correlation of the quantizer input samples is yet observed. Exploiting source correlation, it has been shown that scalar quantization performance can be improved by a time-variant quantization interval centroid leading to an adaptive codebook in the decoder. Using an ADPCM encoder and applying this principle to the ADPCM decoder with its own adaptive quantization and prediction, the mean opinion score (MOS) of perceptual evaluation of speech quality (PESQ) is shown to improve by about 0.15 points for low bit rate ADPCM in error-free transmission conditions.
INTRODUCTION
Quantization plays a central role in digital communications. As outlined in [1] , a quantizer can be memoryless with a fixed codebook [2] [3] [4] , or have memory reflecting the statistical properties of the source process with either a fixed or a time-variant codebook [5] [6] [7] .
Memoryless quantizers [2] [3] [4] are designed in the same way for correlated as for uncorrelated processes. Utilizing source correlation asks for vector quantization (VQ) [8] or scalar quantization (SQ) with memory [5] [6] [7] , the latter having predictive quantization [9, 10] and transform coding [11] as two representative approaches. In predictive quantization, predictors are required both at the encoder and decoder side; the difference between the original signal and its predicted signal is quantized [6, 7, [12] [13] [14] .
Different from predictive quantization, scalar quantization performance for correlated processes can also be improved by our previous work [15] [16] [17] which leaves the encoder unchanged and employs a predictor only at the decoder side. In this approach, the signal is predicted depending on the previously reconstructed samples in the decoder. At each time instant, according to the fixed encoder decision levels and an instantaneously shifted decoder-sided prediction error probability density function (PDF), a time-variant quantization codebook can be computed based on the centroid condition. This approach leads to significant improvements especially for low rate quantization and highly correlated processes. Moreover, it can advantageously be applied both in error-free and error-prone transmission conditions, either using hard decisions or soft decisions [15] .
Adaptive differential pulse code modulation (ADPCM) [13, 14] , including adaptive prediction backwards (APB) and adaptive quantization backwards (AQB) methods, offers speech quality at different levels and is widely used in digital enhanced cordless telephony (DECT) [18] , New Generation DECT [19] , and voice over IP (VoIP). When the input process is nonstationary (e.g., speech), the variance changes over time; then adaptive quantization can provide a better performance, especially for low bit rate quantization [5] . In adaptive quantization with backward estimation (AQB), the step size adaptation is performed on the basis of the reconstructed/quantized signal. Moreover, the nonstationarity of speech also requires adapting the predictor coefficients over time leading to a higher prediction gain than using fixed predictor coefficients [5] . In ADPCM, the adaptation information is recursively computed according to previous quantized signals (APB) [13, 14] . For speech with a sampling rate of 8 kHz, the predictor order of 10 is normally adequate. However, in G.726 and G.722 ADPCM [13, 14] , only a second-order all-pole predictor and a sixth-order all-zero predictor are employed (autoregressive moving-average (ARMA) predictor).
Two frequency-domain approaches have been proposed to enhance the quality of coded speech: noise spectral shaping at the speech encoder [20] and adaptive post-filtering at the decoder output [21] . The combination with both encoder and decoder being modified has been investigated in [22, 23] . The soft-decision decoding technique from [24] has been applied to the G.726 ADPCM decoder in [25] ; however, ADPCM performance was only improved in erroneous transmission conditions. In ADPCM schemes, although the difference between the original signal and the ARMA-predicted signal is quantized by a scalar quantizer, residual correlation of the difference signal is yet observed. Therefore, we apply the improved scalar quantization/lookup approach from [15] [16] [17] to the ADPCM decoder to obtain improved speech quality even in error-free transmission conditions. Due to the nonstationarity of speech, and different from using a fixed decoder-sided predictor coefficient for a Gaussian autoregressive process as in our previous work, the normalized least mean-squares (NLMS) algorithm [26, 27] is utilized here to update the decoder-sided lookup table predictor (i.e., not the ARMA predictor) coefficients adaptively. These predictor coefficients are further used for computing the new quantizer centroids of the AQB scheme. The proposed system with a standard ADPCM encoder would be perfectly suited for system-compatible use in all ADPCM applications.
The paper is structured as follows: Section 2 briefly revisits a standard ADPCM encoder and decoder for later reference and notations. Section 3 presents our improved ADPCM decoder. Simulation results are discussed in Section 4. Finally, conclusions are drawn in Section 5. 
ADPCM CODING

Encoding
The ITU-T Recommendations G.726 narrowband codec and G.722 wideband codec are mandatory for New Generation DECT devices [19] . In G.722 subband-ADPCM [14] , speech signals with 16 kHz sampling rate are split into a higher band and a lower band, with the signals in each subband (sampled at 8 kHz) being ADPCMencoded. The higher subband can produce 16 kbit/s signals using a 2 bit quantizer, while the lower subband is operating at 48 kbit/s with a 6 bit quantizer. Due to the similarity of G.726 ADPCM [13] and the subband structure in G.722 ADPCM, we focus on the description and improvement of (G.726) ADPCM in this paper.
The simplified block diagram of a standard ADPCM [13] encoder is depicted in Figure 1 . In the ADPCM encoder, the difference between the input signal s n (uniform PCM) and the estimation of the input signal sen is denoted as dn, with n being the time index. Before quantization, d n is first transformed to a base-2 logarithmic representation and thereafter scaled by a scaling factor yn which is calculated by the quantizer scale factor adaptation block. This normalized quantizer input signal dln is further scalar quantized and expressed by a corresponding quantization index i n with five, four, three or two bits representation for operating at 40, 32, 24 or 16 kbit/s, respectively, with the first bit representing the sign of the difference signal. The quantization index i n is assigned to a quantized normalized value dl n by a lookup table. Extracting the sign from in and performing |dqn| = 2 dln+yn , the quantized difference signal dqn is obtained. The reconstructed signal srn, which is produced by adding the quantized difference signal dq n and the estimated signal se n, along with the quantized difference signal dqn are used as the input to the adaptive ARMA predictor generating the estimated signal sen in a feedback loop. Figure 2 shows the simplified block diagram of an ADPCM decoder [13] including the same feedback loop structure as the encoder. The quantized difference signal dq n, estimated signal sen, and reconstructed signal sr n remain the same as in the encoder. In the further description, we focus on error-free transmission conditions, which means the ADPCM encoder output in is received unchanged at the decoder.
Decoding
IMPROVED ADPCM DECODING
An Outline
An improved ADPCM performance can be achieved by getting a better reconstructed signal srn. Since srn = dqn + sen, the signal can be reconstructed better if either the difference signal is better quantized or the signal is better estimated. However, as mentioned in Section 2.1, the estimated signal is produced by an adaptive ARMA predictor with dqn and srn being the input in a feedback loop. Therefore, in order to keep the ARMA predictor coefficients estimation in encoder and decoder synchronized, a complete standard decoder should be employed, providing signal sen (and yn). The idea now is to compute a (new) better quantized difference signal dq n and use it for a better final reconstructed signal srn = sen + dq n .
Furthermore, as shown in Figure 1 , since the encoder quantizer input is the normalized difference signal dln, comparing |dqn| = 2 dln+yn in the decoder and |dn| = 2 dln+yn in the encoder, we can state that if dln is quantized with smaller quantization error (i.e., dln is closer to dln), the new quantized difference signal dq n will accordingly be closer to the difference signal dn, on the basis of the same given scale factor yn. The derivation of a better quantized normalized value dln is presented in the following sections.
Improved Scalar Quantization With an Adaptive Codebook
Due to the scalar quantization in ADPCM, the quantizer input dl n and the quantizer output dln are used to explain the decoder-sided improved scalar quantization approach, which has been presented in [15] [16] [17] and is summarized as follows:
The scalar non-uniform Lloyd-Max quantization (LMQ) [2, 3] is optimized for the minimum mean squared error (MMSE), with a fixed quantization codebook and the reconstruction levels being the centroid of the region of the (unquantized) signal PDF in the corresponding quantization interval, which is known as the centroid condition [28] :
with p DL ( dl) being the PDF of the unquantized signal dl and I
being the corresponding quantization interval for quantization index i. For correlated processes, at each time index n, the current signal can be estimated according to the previously reconstructed signal samples generating the predicted signal dl + n at the decoder side and yielding the prediction errorên = dln − dl + n , which is the difference between the original signal and its decoder-sided predicted signal. The PDF of dln conditioned on a (decoder-sided) known deterministic value dl + n turns out to be the prediction error PDF pÊ() ofên shifted by dl + n :
(4) with the shifted prediction error PDF being a function of dln. Furthermore, the centroid condition from (1) given a known predicted signal becomes a conditional one:
with I (in) being the quantization interval at time index n. Comparing the prediction error PDF pÊ() and the unquantized normalized signal PDF p DL ( dl), the prediction error has a smaller variance in general. Additionally, the two PDF shapes in the fixed quantization interval I (in) are different. As a result, applying the conditional PDF p DL ( dln| dl + n ) from (2) to (3), a different centroid resulting in a new reconstruction level can be obtained by
basically constituting an adaptive lookup table. The training of the prediction error PDF pÊ() will be explained in Section 4.1.
Application to ADPCM
In the following we describe the application of the technique above to any standard ADPCM decoder. For ease of description we focus on the 16 kbit/s mode with a 4-level quantizer (i.e., in ∈ {0, 1, 2, 3}) as being employed in the upperband of G.722 [14] , or in G.726 [13] , but application to the other bit rates is straightforward. The active speech part of 20 languages excluding American English from NTT monaural speech database [29] has been used for training to acquire the PDF p DL ( dl). Thereafter, a new LMQ quantization codebook is obtained using the centroid condition (1). As expected, the same mean opinion score (MOS) 2.48 of perceptual evaluation of speech quality (PESQ) (P.862) [30] is obtained compared to the MOS value using the standard quantization codebook/lookup table of the G.726 Recommendation. The above result is the mean MOS value from 96 American English speech files including 4 female and 4 male speakers. In consequence, we can state that the conditional centroid condition (4) can be further used for improving ADPCM quantization performance.
The block diagram of our proposed decoder is depicted in Figure 3 . The quantization index i n having a two-bit representation is transmitted to the decoder, with the first bit representing the sign and the second bit representing the magnitude. In the ADPCM quantization domain (i.e., dln), in fact one bit amplitude quantization is performed according to the value of |dn| and resulting in in = 0 or in = 1 for dn > 0, while in = 3 or in = 2 for dn < 0, respectively. Therefore, the actual 1-bit quantization interval In needs to be extracted by
The decoder-sided predicted signal dl + n can be obtained by a linear prediction with predictor order of Np:
with the predictor coefficients hn = (hn(1), hn (2), . . . , hn(Np)) T in a transposed vector manner and the previously received signal dl
Since speech is nonstationary, at each time index n, the predictor coefficients hn should be adaptively updated to minimize the mean square error E{( eln) 2 } with eln = dln − dl + n . This can be achieved by the normalized leastmean-squares (NLMS) algorithm which will be further explained in Section 3.4. Thereafter, the prediction error PDF is shifted by dl + n . Since the standard ADPCM encoder is used, the correct quantization interval I (in) where the original signal occurs is known by the decoder in error-free transmission conditions. In consequence, the decision levels are taken from the standard ADPCM quantizer as they are used in the G.726 Recommendation [13] .
To sum up, based on the standard decision levels and using the shifted prediction error PDF pÊ(ên = dln − dl + n ), dln can be obtained by the centroid condition from (4) at each time index with dln = dl (in) n . Initially, for time index n = 0, dl + n = 0, the original standard quantized value is used as the received signal dl0 = dl0.
Taking the scale factor yn from the standard ADPCM decoder and extracting the sign from in, the new quantized difference signal
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can be calculated according to | dq n | = 2 dln+y n . As mentioned in Section 2.2, the estimated signal sen should be taken from the standard decoder, in consequence, the new reconstructed signal srn can be obtained by srn = dq n + sen.
NLMS Algorithm
Using the NLMS algorithm, which is widely used for adaptive filtering [26] , the decoder-sided predictor coefficients can be adaptively estimated by:
with || dl n−1 n−Np || being the Euclidean norm. Instead of using both step-size and regularization parameters [26] , only one tuning parameter λ is used [27, 31] . The initialization of h and dl for time index n = 0 are h−1 = (1/Np, . . . , 1/Np)
T and dl
SIMULATION RESULTS
Simulation Setup
In this paper, we investigate ADPCM with our new decoder operating at its 16 kbit/s mode. The NTT monaural speech database [29] with 8 kHz sampling rate is used in our simulations. All signals are normalized to −26 dBov. The perceptual evaluation of speech quality (PESQ) (P.862) [30] is used as an instrumental measure for the MOS. A better speech quality can be identified by a higher MOS value.
The core of the proposed scalar quantization decoding approach is to use a shifted prediction error PDF pÊ(ê n = dln − dl + n ) to generate a time-variant quantization codebook. In order to identify the optimal prediction error PDF pÊ(), we did experiments with both Laplacian and Gaussian PDFs by varying the prediction error variance σ 2 e . For each PDF, a full numerical search over the number range 0.5 < σê < 1.1 in steps of 0.1 is performed in advance. A number of 96 English speech files spoken by American native speakers, which includes 4 male and 4 female speakers, each with length 8 s is exclusively used for the optimization. The optimal valuesσ opt e andμ opt e are determined by the maximum MOS score of PESQ and are used in the decoder. Np = 10 and λ = 10000 are adopted in the NLMS algorithm. It is found that a better improvement can be achieved by using a Gaussian PDF as the shifted prediction error PDF:
withσ opt e = 0.9 and the mean of the prediction errorμê = 0. Interestingly, it is found that the performance can be further slightly improved by varying the mean valueμê. Usingσ In order to observe how well the NLMS-based prediction Table 2 : Prediction gain (in dB) using the NLMS algorithm to predict the normalized difference signal dln in the 16 kbit/s ADPCM decoder.
worked, the prediction gain is measured by
with E{} being the expectation value. For each language,
is calculated upon each speech file considering all samples: the final result is obtained by the mean of the 96 (linear) Gp values and thereafter transformed into the dB domain.
Discussion
The PESQ MOS results of the standard ADPCM and our proposed decoding approach are shown in Table 1 , with the explicit results of British English, Chinese, German, French and Spanish, and with the average value of all 20 languages. MOS gains in the range of 0.12 to 0.19 can be observed by using our proposed decoder. The average MOS of the 20 languages has been improved by 0.15. Moreover, as shown in Table 2 , more than 20 dB prediction gain can be achieved, which implies the 10th-order NLMS-based predictor works reasonably well in our system. These high values are particularly remarkable, since in ADPCM already an ARMA predictor is employed. Therefore, we can conclude that our approach significantly and consistently outperforms the standard ADPCM decoding (even) in error-free transmission conditions.
It is noted that the optimization/training of the prediction error PDF is carried out with the American English database, but the optimal values can also be applied to other languages. We can state that the optimization is independent of language.
CONCLUSIONS
In this paper, we present an improved adaptive differential pulse code modulation (ADPCM) system using an improved scalar quantization 2015 23rd European Signal Processing Conference (EUSIPCO) approach, which adopts an unmodified encoder and employs an additional predictor on the basis of the normalized least-mean-squares (NLMS) algorithm in the decoder. According to the standard decision levels and using the centroid condition, a new adaptive quantization codebook can be generated to be used only in the decoder. We apply this approach to the ADPCM decoder operating at 16 kbit/s and show that the mean opinion score (MOS) can be increased by about 0.15 points using our proposed approach in error-free transmission conditions for low bit rate. The proposed approach is applicable in a standard-compatible fashion and can straightforwardly be employed to improve New Generation DECT devices.
