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Abstract-A natural approach for giving a positive answer to the need of faster ODE solvers 
consists in the use of parallel computers or distributed systems. Unfortunately, there are only a small 
number of software packages available for these machines which are dedicated to ODES. Therefore, the 
design of a new ODE solving environment for stiff or large ODE systems must take into account some 
facilities for parallel or distributed computation. We describe briefly a prototype of a solving environ- 
ment for IVPs of the following form: y’(t) = f(t, y(t)), y(to) = ~0, where f : [to, to + T] x R” + Rn, 
YO E Rn, in which sequential or parallel methods can be described, tested, and compared relative 
to the practical problems given by the user. Numerical results are presented and interpreted. It is 
proved that parallel implicit methods can be used with success to generate the numerical solutions 
of large and sparse IVPs not only on parallel computers but also on computer networks. @ 2001 
Elsevier Science Ltd. All rights reserved. 
Keywords-Numerical solution of differential equations, IVP for ODES, Difference methods, 
Paralle_l algorithms, Mathematical software. 
1. INTRODUCTION 
Scientific and engineering applications frequently lead to ordinary differential equations (ODES) 
for which the individual equations represent phenomena of widely differing rates of change in 
time (stiff systems). These systems of equations are usually stable, but often standard numerical 
methods are impractical because of the severe step size restriction imposed by the requirements for 
numerical stability. This difficulty was first encountered in equations governing masses controlled 
by springs of different, stiffness. Several other problems from mechanics have the same behavior 
(see, for example, [l] the motion of an elastic thin beam or the Andrew’s squeezing seven-body 
mechanism). Large systems of ODES arise from celestial mechanics problems (see, for example, 
the movement of several stars into a two-dimensional space [2]). The technique of the method of 
lines applied to partial differential equations usually results in a large and sparse stiff system. 
Solving large or stiff initial value problems (IVPs) is generally a difficult task for the current 
available software packages for ODES. We present in Section 2, a prototype of a numerical ODE 
solving environment, EpODE (expert system for ordinary differential equations). The prototype’s 
0898-1221/01/$ - see front matter @ 2001 Elsevier Science Ltd. All rights reserved. Typeset by A_@-%$ 
PII: SO898-1221(01)00232-2 
1190 D. PETCU 
main facilities are the following: 
(a) automatic detection of problem type; 
(b) automatic detection of method properties; 
(c) automatic detection of solving procedure parameters; 
(d) automatic selection of the solving method according to the problem properties; 
(e) friendly interface for describing new ODES and new iterative methods for solving ODES. 
It is designed to solve especially large and stiff IVPs by using one-processor or multiprocessor 
computing environments. Several comparisons are made with other codes which were developed 
for ODES. 
The third section of the article presents the results of some numerical’experiments using the 
proposed prototype and concerning the distributed or parallel solution computations. Special 
attention is paid to parallelism across method. Running times and efficiency results are presented 
and interpreted. Tests have been performed in order to compare the efficiency of parallel methods 
for the numerical integration of large, stiff, and sparse systems of ODES. 
2. PROTOTYPE OF A NUMERICAL 
ODE SOLVING ENVIRONMENT 
2.1. Motivation 
We enumerate some remarks which are essential in order to motivate the construction of a new 
ODE solving environment. 
EXPERT’S JOB. The number of numerical methods which we can select in order to perform 
the task of solving an ODE system is very large. Many numerical libraries have been written 
describing them in computer codes (for example, those from http: //netlib. org). The main 
question is which one is adequate to the given problem. The answer depends on what quality 
level we request for an approximation of the exact solution, the time in which we want to obtain 
the approximation, and the knowledge of the solving method class. 
FIXED-METHOD DATABASE. Most of the stand-alone numerical software products for solving 
ordinary differential equations have been constructed with a fixed-method database which usually 
include the classic numerical methods, like Euler’s method or standard Runge-Kutta method. 
Simple problems can be solved using these applications. Troubles come when we want to solve 
problems with a large number of equations or which cannot be solved with the classic methods. 
GENERAL PROBLEM SOLVERS. Actual computer algebra systems like Muthematica and Maple 
are general problem solvers which permit symbolic computation and also numerical computation. 
The basic idea of the actual CAS builders is to construct a kernel which solves any simple 
problem and to use special library functions and procedures for more complicated problems. 
These packages of dedicated functions can be seen as problem dedicated software. In order to 
describe a new method which seems to be fit for the user’s problem, the user must pay attention 
to the application language in order to describe correctly the numerical method and the control 
procedure of the computational process. 
AUTOMATISATION. Formation of an ODE package as automatic as possible (but with options 
which the user wishes to specify), winning the approval of numerical analysts and big users, and 
then the public, is difficult and related to the problems associated with making comparisons 
among packages [3]. N ecessary information from the user obviously includes functional relation- 
ships and initial conditions. Other important but possibly expandable instructions would be 
accuracy requirements and integration interval. Additional information often proves to increase 
the efficiency of the solution, but would probably not be welcome to the average user. This 
includes making a decision on whether or not the system is stiff. Problem solving environments 
like Odexpert [4] and Godess [5] have been developed following these ideas. 
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PARALLELISM. Massive parallelism in this field either requires a priori knowledge of a special 
structure of the respective problem or a great number of redundant calculations. The means of 
archiving parallelism in IVP solvers can be classified into three main categories (Gear’s classifi- 
cation [S]). 
(1) Parallelism across the system (or parallelism across space), i.e., the possibility of parti- 
tioning the system of ODES by assigning one single equation, or a block of them, to a 
distinct processor for concurrent integration. 
(2) Parallelism across the method, i.e., the possibility of distributing the computational effort 
of each single integration step, or block of steps, among the various processors. 
(3) Parallelism across the time (or more appropriately called parallelism across the steps), i.e., 
the possibility of concurrently executing the integration over a certain number of successive 
time steps, even though it contradicts the intrinsic sequentiality of the problem. 
2.2. Short Description 
EpODE is a stand-alone environment which offers the facilities to solve an IVP for any number 
of ODES using classical difference methods or some innovative iterative schemes, to interpret the 
computing results, and to compare different solutions obtained using different solvers. 
The main thrust of EpODE is its automated identification of problem properties and method 
properties. The first version of EpODE was designed especially for the numerical solution of stiff 
or large ODE systems. The proposed prototype of an ODEsolving environment can be used not 
only for solving IVPs, but also as a testing tool for new sequential or parallel solving methods. 
Comparing the prototype scheme with the ones of other existing applications for ODES, we 
must emphasize the presence of some special modules. 
PROBLEM’S AND METHOD’S PROPERTIES IDENTIFICATION. Like in the expert program pre- 
sented in [4], special properties (which were partially mentioned above) of the problem are iden- 
tified, but unlike in other applications with fixed-method set, some theoretical results about the 
characteristics of a difference method can be checked. Very important issues for the solution 
computational process are the method order, the starting procedure in the case of multistep 
methods, or the method stability properties (for example, the boundary of the stability region 
can be influenced by the implicit equation solver-this aspect is not always emphasized when a 
new implicit method for ODES is described). 
UNIQUE GENERIC SOLVING PROCEDURE. Although it seems impossible to express all difference 
methods for ODES in the same form (think of different representation of multistep, Runge-Kutta 
schemes, block, nonlinear, multiderivative, (A, B)-methods, schemes with variable stepsize, etc.), 
from the programming point .of view, it is possible to think of all of these methods as special cases 
of a generic iterative procedure which must be used for any IVP for ODES. Some concessions 
have been made. For example, it is very complicated to describe any possibility to approximate 
($$)(y(t)) for an arbitrary f, and therefore, it was more convenient to construct a procedure for 
symbolic derivation of an arbitrary mathematical expression. One of the multiple advantages of 
using a single generic solver procedure is the possibility to compare different methods solving 
the same problem, especially using criteria like approximate solution accuracy, computing time, 
computing effort. 
MECHANISMS FOR PROBLEM AND METHOD SPLITTING IDENTIFICATION. These tasks were a~- 
complished constructing dependency graphs and identifying the independent parts of them- 
direct applications are the possibility of distributing the solution computation on distinct pro- 
cesses running on different processors, and to reduce the solution computation time and infor- 
mation storing (especially in the case of sparse systems). 
USER INTERFACE FOR DESCRIBING NEW ITERATIVE METHODS. A method analyzer is behind 
this task which takes each entry given by the user and interprets it. In order to describe an 
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iterative method, the user must specify the method variables which represent the entries for one 
iterative step, the outputs of the same step, the intermediate variables requested to describe one 
iterative step, the output variables which are considered as control variables in the error estima- 
tion procedure, the iterative equations (relations between the entries, outputs, and intermediate 
variables), and how the outputs of one step are to be changed into entries to the next iterative 
step. According to the properties detected by the method analyser, supplementary information 
must be provided by the user (for example, an implicit equation solver must be specified in the 
case of an implicit method). 
METHOD SELECTION MECHANISM. Using a problem properties analyzer, an expert in ODE 
numerical solvers can estimate which class of methods are theoretically suggested for the current 
proble’m-accomplishing this task automatically is not very simple, and the simulation of the 
human expert remains an open problem. Our prototype (from this point of view similar to the 
expert system presented in [4]) was designed to recognize the stiffness or nonstiffness of an IVP 
for ODES, and to consider, respectively, numerical methods for stiff or nonstiff problems. Inside 
such a method’s class, which method will be applied for the current problem depends on the 
solution accuracy requirements and on the computational time restrictions. 
LARGE SET OF PROBLEMS AND METHODS. In order to extend as much as possible the pro- 
totype applicability, several problems have been tested (including the classical ones which were 
presented in [l]) f rom the point of view of their known properties, and thereafter, integrated with 
different methods (from a wide range of schemes). We mention Runge-Kutta methods, linear 
multistep methods, predictor-corrector schemes, block methods, oneleg methods, second deriva- 
tive multistep methods, extrapolation methods, exponential fitted methods, nonlinear methods, 
general linear methods (totally, over 100 problems and 100 methods). 
SEQUENTIAL, DISTRIBUTED OR PARALLEL COMPUTATION. EpODE is capable of splitting the 
ODE system into independent subsystems (a natural parallelism), and it can create a number 
of processes equal with the subsystem number. The communications and the process creation 
procedure are based on PVM routines [7]. A set of parallel methods have been included in EpODE 
directories using the same interface as for sequential methods. We have adopted a technique to 
determine the degree of the parallelism of a given method similar to the digraph method used 
for Runge-Kutta methods [8]. Each equation of the iterative procedure associated with the 
numerical method is analyzed and a data flow graph is determined. This graph is divided into 
stages and processes and an appropriate number of processes will be created. At a particular 
stage, each process is responsible for the solution of one or more method equations. Concerning 
the parallelism across time, we have implemented a Jacobi waveform relaxation method. In 
this case, at the first stage, a system of n differential equations is decoupled into n independent 
equations which can be computed in n separated processes. 
We mention some special parallel methods which were included in the EpODE’s database of 
methods, from the class of Runge-Kutta methods (digraph technique [8]), diagonally implicit 
methods, multi-implicit schemes [9], extrapolation methods [lo], predictor-corrector schemes 
(front method, concurrent corrections), block methods, waveform relaxation methods [ll], and 
some methods proposed by the author of this paper (for example, those from [12,13]). 
Figure 1 presents the user interface for describing a large system of ODES, obtained applying 
the method of lines to the Brusselator’s equations [l], 
au 
- =A+U2v-(B+l)a+cg, 
at 
au 
z= Bu - u2v + as, 
for 0 5 z < 1, A = 1, B = 3, cx = l/50, u(O,t) = u(l,t) = 1, v(0, t) = v(1, t) = 3, u(z,O) = 
1 + sin(2nz), V(Z, 0) = 3, 0 < t 5 10. Note that the last panel shows how the expert acts 
in this case. The user interface necessary for describing a new iterative method (here, a split 
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Adams-Moulton PC method [13]) is presented in Figure 2. Figure 3 shows how we can visualize 
the approximate solution. 
3. EFFICIENCY STUDY 
We present the test results concerning the prototype facility of distributed and parallel compu- 
tation of the numerical solution of some large, stiff, and sparse IVPs. For distributed computation, 
we have used a network of Sun Spare-4 stations (Experiments 1-3) and for parallel computation, 
a Parsytec GC/PowerPlus-192 (Experiment 4), with similar speeds for individual processors. 
Figure 4 shows the prototype in action in the case of distributing a diagonally implicit Runge- 
Kutta method on two processors. 
In both cases (parallelism across method or system), the main process waits until it receives 
the results from the slave processes, in order to display them. In practice, one of the slave process 
and the main process can run on the same processor, without causing a waiting time at the other 
processors, which are each responsible for one of the slave processes. 
3.1. Experiment 1: 
Comparing the Efficiency Results Using Parallelism Across System 
In Table 1, To denotes the execution time of the serial method on one processor (time measure- 
ments, in seconds, after 1000 steps), Ti is the execution time of the concurrent method on one 
processor (p processes corresponding to p subsystems or p method equations), T4. is the execu- 
tion time of the parallel/distributed method on q processors (p processes), Ep = Tl/(qT,) is the 
parallel/distributed implementation efficiency, n is the number of equations, m is the maximum 
number of equations in a subsystem. Different test ODE systems described in [2] have been 
considered (with approximately the same difficulty per each equation). 
Analysing these results we can draw the conclusion that on a distributed computing environ- 
ment, the technique of parallelism across problem can be efficient only in the case of a small 
number of subsystems of the initial ODE system. 
Table 1. Problem distribution mode, for some separable linear ODE problems of 
different dimension and complexity. 
Method 
Euler’s Implicit Rule 
Yn+l = Yn + hfn+1 
Diagonally Implicit Runge-Kutta Met. 
Yn+l = Yn + $h [11 (kl + k3) + 25 (k2 + k4)] 
h=f(y,+hk1), k2=f(yn+3k2) 
k3 = f 
( 
Yn + ; (171kl - 215ks + 44/c3) 
> 
k4 = f Yn + $ (39k2 - 43ki + l2k4) 
> 
n - 
4 
4 
6 
10 
4 
4 
6 
10 
m P 9 To Tl G 
1 4 4 33.46 56.57 31.73 
2 22 37.80 39.04 23.51 
2 53 45.93 99.07 52.06 
1 10 4 89.76 235.05 108.50 
1 4 4 109.84 247.17 85.54 
2 22 123.35 161.63 84.61 
2 53 155.34 343.73 202.56 
1 10 4 336.27 906.48 266.55 
3.2. Experiment 2: Solving Large IVPs Provided by the Method of Line 
EO 
44.57% 
83.03% 
63.43% 
53.96% 
72.23% 
95.51% 
56.56% 
85.02% 
We show that the technique of parallelism across method can attain a high level of efficiency 
if the ODE system is complex and very large (at least 20 differential equations). 
Very large systems of ODES arise in solution methods for time dependent PDEs. Time- 
dependent partial differential equations (PDEs) lead by semidiscretization (the method of lines) 
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Figure 1. User interface for describing a problem, the automatic detection of the 
problem properties, and the expert in action. 
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for the ODE with the 
fianction f on the right side. : 
can not be applied without 
an implicit c quation sohrrr. 
The actual EPUDE version d 
has on& two im$icit 
equation solver. Each one 
needs a starting value for 
the iterative process, This 
value must be deiined by , 
the user. A such value can 
be inthe above case, the 
one given by the explicit I 
Euler rule: y=mx). The ’ 
user must introducs in the : 
above field the text 
k+h*fct($‘. 
Figure 2. User interface for describing a method, and the automatic detection of 
method properties. 
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Figure 3. Approximate solution in a tabular or graphical form 
Figure 4. Method distribution. 
Experiments with an ODE Solver 1197 
to an ODE system of which magnitude depends on the accuracy of the PDE solution. In order 
to give an idea of the magnitude of the problems that have to be dealt with, we consider the 
problem of modelling chemical reaction-diffusion processes, respectively, Brusselator models in 
one- and two-dimensional space (mentioned in the previous section). In Tables 2, 3, and 5, first 
two columns, we can see the dependence between the number of points at which the PDE solution 
must be evaluated and the number of resulting ODES. In the one-dimensional case, we note a 
linear dependency, whereas in the two-dimensional case, a quadratic dependency, i.e. the effect 
of increasing accuracy of the PDE solution is more drastic when we integrate a PDE in a higher- 
dimensional space. For a PDE defined on three-dimensional space, even for a small number of 
space points, we can arrive by applying the method of lines to a large number of ODES. 
Table 2. Execution times per one step, speedups and efficiency results in the csse of 
one-dimensional Brusselator model and the diagonally implicit Runge-Kutta method. 
No. of No. Sequen- 
PDE’s ODES tial Run 
Interior Eqs. Times 
Points n T. (s) 
5 10 0.294 
10 20 0.875 
20 40 2.820 
40 80 11.66 
60 120 31.00 
80 160 65.14 
100 200 117.3 
150 300 321.0 
200 400 702.3 
Concur- 
rent Run 
Times 
Tc (s) 
0.362 
0.986 
3.082 
12.52 
32.96 
69.62 
125.3 
340.5 
743.6 
Distri- 
buted Run 
Times 
Td (s) 
0.269 
0.628 
1.815 
6.920 
17.65 
36.19 
64.41 
174.1 
379.8 
Com- 
muni- 
ations 
Overhead 
23% 1.091 67.4% 
13% 1.394 77.7% 
9% 1.553 84.9% 
7% 1.685 90.5% 
6% 1.756 93.3% 
7% 1.799 96.2% 
7% 1.821 97.3% 
6% 1.839 97.8% 
6% 1.842 97.9% 
Speed- 
up 
T,/Td 
Implem. 
Effi- 
ciency 
Tc/(PTd) 
Method 
Effi- 
ciency 
T./(pTd) 
54.6% 
69.7% 
77.7% 
84.3% 
87.8% 
89.9% 
91.0% 
91.9% 
92.1% 
Table 2 shows the particular results concerning the application of the diagonally implicit Runge- 
Kutta method proposed in Table 1 to the IVP resulting from one-dimensional Brusselator model. 
The concurrent execution times have been measured running the two computational processes 
on the same processor (identical with the one used for sequential computation). The distributed 
execution times have been measured running the two computational processes on two different 
processors of similar computational power. Note the decrease of the process intercommunication 
overhead percent with the number of equations. This effect leads to an increase of the speedup 
and efficiency. Note also that the method is not more complicated than other diagonally implicit 
Runge-Kutta methods used in sequential ODE solvers for stiff problems. 
More details about how the time is spent at one integration step are given in Table 3. Note 
the big gap between the function evaluation time, one Newton iteration time for solving the 
implicit equations involved at one method level, and one information exchange time between 
two processors of a network (measurements have been taken at three different moments of day). 
Only when the number of equations overpass one hundred, the execution time of one Newton 
Table 3. Details about one integration step-the same data as in Table 2. 
No. Sequential One Function 
ODES Times (s) Evaluation (s) 
10 0.294 0.18x 1O-5 
20 0.875 0.44x 10-s 
40 2.820 0.90x 10-s 
60 6.239 0.13x 10-d 
80 11.66 0.18x 10-d 
100 20.21 0.23x 1O-4 
One Newton !ceive Ti (4 
Test 2 Test 3 
0.105 0.075 
0.149 0.151 
0.079 0.182 
0.078 0.215 
0.148 0.096 
0.098 0.167 
1 
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iteration can be compared with the execution time of one information exchange. Note also that 
the quantity of information exchanged between two processors seems not to influence the exchange 
time. 
3.3. Experiment 3: 
Comparing the Efficiency Results Using Explicit or Implicit Methods 
When we apply an explicit method, the communication overhead has a dramatical influence 
on the solution computation time. This statement is proved by the results presented in Table 4. 
Table 4. Execution times per integration step, and efficiency results in the case of 
one-dimensional Brusselator model and the block explicit scheme 
No. 
Eqs. 
10 
20 
40 
80 
100 
200 
Sequential 
Run Times (s) 
0.005 
0.010 
t 
0.021 
0.054 
0.080 
0.250 
Concurrent 
1.550 9.7% 
400 0.851 2.032 12.3% 
Note the big gap between the time necessary for one step of an explicit method and one step 
of an implicit method (Tables 2 and 4), in favor of the explicit methods. 
Moreover, applying the method of lines to a parabolic PDE usually results in a stiff system. If 
the problem is stiff, the explicit methods are generally not suited because of unnatural restrictions 
on the stepsize (due to some method stability requirements). The property of unconditional 
stability of some implicit methods (for example, the diagonally implicit Runge-Kutta methods 
from Table 1) which can be combined with high method orders reduces the number of integration 
steps considerably. 
Changing one parallel implicit method with another one has not as much influence on the 
efficiency results as switching between implicit and explicit ones (Table 5). 
Table 5. Changing the implicit solution methods for the two-dimensional Brusselator 
model 
No. 
No. 
Inter. Pts. 
ODES 
for PDEs 12 
on 1 Axis 
2 8 
3 18 
t 
5 50 
7 98 
9 162 
l- Diagonally Implicit Runge-Kutta Method I Block Diagonally Runge-Kutta Method 
seq. 
0.405 
1.549 
6580 
24.03 
78.27 
Cont. Dist. E&z. Seq. Cont. Dist. Effic. 
0.591 0.396 51.1% 0.707 0.935 0.486 72.6% 
1.770 0.941 82.3% 1.759 1.9Gl 0.996 88.2% 
7.221 3.630 90.6% 6.895 7.320 3.695 93.3% 
25.47 12.83 93.6% 24.52 25.59 12.80 95.8% 
82.33 41.23 94.9% 78.23 80.39 40.24 97.2% 
3.4. Experiment 4: 
Comparing the Efficiency Results Obtained by 
Using a Distributed or Parallel Computing Environment 
The communication overhead can be reduced using a parallel computing environment instead a 
distributed one. The improvements are more significant when we apply an explicit method than 
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Efficiency Efficiency 
Dimension (eqs) Dimension (eqs) 
(a) An implicit method. (b) An explicit method. 
Figure 5. Efficiency results using a distibuted or a parallel computing environment. 
when we apply an implicit method, but not enough to motivate the application of an explicit 
method to reduce the solution computation time (Figure 5). 
4. CONCLUSIONS 
The proposed prototype of an ODE solving environment can be easily used as a tool for solving 
initial value problems, especially the stiff or large ones, and for testing numerical methods for 
ODES, not only with the idea to compare them with the classical methods, but also to test their 
applicability on a parallel computer or on a workstation network. Numerical tests have shown 
that the parallel implicit methods can be more efficient than explicit ones and that the parallelism 
across method can be more efficient than the parallelism across system. 
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