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ON Sp-DISTINGUISHED REPRESENTATIONS OF THE QUASI-SPLIT
UNITARY GROUPS
A MITRA AND OMER OFFEN
Abstract. We study Sp
2n
(F )-distinction for representations of the quasi-split unitary
group U2n(E/F ) in 2n variables with respect to a quadratic extension E/F of p-adic
fields. A conjecture of Dijols and Prasad predicts that no tempered representation is
distinguished. We verify this for a large family of representations in terms of the Mœglin-
Tadic´ classification of the discrete series. We further study distinction for some families of
non-tempered representations. In particular, we exhibit L-packets with no distinguished
members that transfer under stable base change to Sp
2n
(E)-distinguished representations
of GL2n(E).
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2 A MITRA AND OMER OFFEN
1. Introduction
Let G be a p-adic reductive group and H a closed subgroup. A smooth, complex val-
ued representation (π, V ) of G (henceforth simply a representation π of G) is called H-
distinguished if there exists a non-zero linear functional ℓ on V such that
ℓ(π(h)v) = ℓ(v), h ∈ H, v ∈ V.
Distinguished representations play a central role in harmonic analysis of homogeneous
spaces (see for instance [Ber88]) and in the study of period integrals of automorphic forms,
special values of L-functions and characterization of the image of a functorial transfer.
Inspired by the work of Sakellaridis and Venkatesh [SV17], much attention is given to the
case where G/H is spherical and in particular, if G/H is a p-adic symmetric space.
In this work we focus on the symmetric space G/H where G = U2n = U2n(E/F ) is the
quasi-split unitary group in 2n variables with respect to a quadratic extension E/F of
p-adic fields and H = Sp2n(F ). The following is conjectured in [DP, Conjecture 2].
Conjecture 1 (Dijol-Prasad). An L-packet of irreducible representations of U2n that is
associated to an Arthur parameter contains an Sp2n(F )-distinguished member if and only
if its stable base change is an irreducible representation of GL2n(E) that is Sp2n(E)-
distinguished.
We remark that stable base change is a functorial transfer (in particular, a finite to one
map) from irreducible representations of U2n to irreducible representations of GL2n(E) that
takes tempered representations to tempered representations (see [Mok15]). The fibers of
the stable base change map form the L-packets of irreducible representations of U2n.
In particular, it is expected that no tempered representation of U2n is Sp2n(F )-distinguished.
For cuspidal representations this is proved independently in [DP] and in [MO17]. In fact,
more generally, if π is an irreducible representation of U2n with non-trivial partial cuspidal
support then π is not Sp2n(F )-distinguished. (To say that π has trivial partial cuspidal
support means that for a realization of π as a subrepresentation of a representation induced
from cuspidal representations on a standard parabolic subgroup, this parabolic subgroup
is contained in the Siegel parabolic subgroup.)
Since a similar vanishing result holds for period integrals of cuspidal automorphic rep-
resentations, a natural approach to local non-distinction, at least for the discrete series,
is a globalization argument of invariant linear forms as in [SV17, §16]. It would be inter-
esting to see if invariant linear forms on discrete series representations can be globalized
in our context (i.e., realized as local components of the period integral of some cuspidal
automorphic representation). However, we do not know how to generalize the argument of
loc. cit. to our setting. Instead, we apply the Mœglin-Tadic´ classification of discrete series
[MT02] and show that many discrete series (and tempered non-discrete) representations
of U2n are not Sp2n(F )-distinguished. Exhausting the entire tempered spectrum, however,
will require different methods.
We further study distinction for an interesting family of non-tempered representations,
namely the stable base change fiber of the class of Speh representations of GL2n(E). Recall
that Speh representations are the building blocks of the unitary dual of general linear groups
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[Tad86, Theorem D]. In particular, we exhibit L-packets of irreducible representations
of U2n with no Sp2n(F )-distinguished member that transfer under stable base change to
an irreducible representation of GL2n(E) that is Sp2n(E)-distinguished. This does not
contradict Conjecture 1 since those L-packets admit no Arthur parameters.
We now formulate the main results of this work. Mœglin and Tadic´ classified in [MT02]
the discrete series representations of classical groups in terms of certain combinatorial data.
In particular, to an irreducible discrete series representation π of U2n they attach a triple
(πcusp, Jord(π), ǫπ). If the partial cuspidal support πcusp of π is non-trivial, as remarked
above, π is not Sp2n(F )-distinguished. We therefore focus our attention on representations
π with trivial partial cuspidal support. For the definition of the other components of the
triple in this case see §6.1. We only remark here that Jord(π) stands for a certain finite
set of pairs (ρ, a) attached to π where ρ is a conjugate (with respect to E/F ) self-dual
cuspidal representation of GLm(E) for some m ∈ N and a ∈ N and with our assumption
that π has trivial partial cuspidal support we may think of ǫπ as a function from Jord(π)
to {±1}.
Theorem 1. Let π be an irreducible discrete series representation of U2n with trivial partial
cuspidal support. Assume that there exists ρ such that the set
Jordρ(π) = {a ∈ N : (ρ, a) ∈ Jord(π)}
is not empty and at least one of the following three properties holds:
(1) t is odd;
(2) x2i−1 > x2i + 2 for some i ≤ t/2;
(3) ǫπ(ρ, xt+2) = ǫπ(ρ, xt+1).
Here, we write Jordρ(π) = (x1, . . . , xk) where x1 > · · · > xk, and let t = 1 if k = 1,
and t < k be such that ǫπ(ρ, xi) 6= ǫπ(ρ, xi+1), i = 1, . . . , t − 1 and ǫπ(ρ, xt) = ǫπ(ρ, xt+1),
otherwise. Then π is not Sp2n(F )-distinguished.
As explained in §10.2.6, the L-packet of an irreducible discrete series representation π
of U2n is determined by Jord(π). We emphasize that in the above theorem condition (2)
gives non-distinction for entire L-packets.
We further remark that in light of [Han10, Proposition 3.1] we obtain, in particular, that
no irreducible generic discrete series representation of U2n is Sp2n(F )-distinguished and the
same holds for the strongly positive discrete series. (In fact, a strongly positive discrete
series with generic partial cuspidal support is generic.) However, it was proved in [Kum97]
more generally that no generic irreducible representation of U2n is Sp2n(F )-distinguished
applying standard techniques of invariant distributions.
To formulate the next result we recall the definition of a Speh representation. Let
d, m ∈ N, n = dm and δ an irreducible essentially square integrable representation of
GLd(E). The Speh representation U(δ,m) is the Langlands quotient of the representation
of GLn(E) parabolically induced from
|det|
m−1
2 δ ⊗ |det|
m−3
2 δ ⊗ · · · ⊗ |det|
1−m
2 δ.
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We recall that when n is even, the Speh representation U(δ,m) is Spn(F )-distinguished if
and only if m is even (see for instance [MOS17, Theorem 10.3]).
For a representation π of GLn(E) we view π as a representation of the Siegel Levi
subgroup of U2n and denote by π⋊10 the representation of U2n parabolically induced from
π.
We remark that if an irreducible representation of GL2n(E) is in the image of stable base
change then it is, in particular, conjugate self-dual.
Theorem 2. Let π = U(δ,m) be a Speh representation of GL2n(E) that is conjugate
self-dual.
(1) If m is odd (i.e., if π is not Sp2n(E)-distinguished) then π is in the image of stable
base change if and only if δ is so (if and only if the Langlands parameter of δ is
conjugate-symplectic in the sense of [GGP12, §3]). In this case, there is a unique
irreducible representation of U2n that transfers to π under stable base change and
it is not Sp2n(F )-distinguished.
(2) Ifm is even (i.e., if π is Sp2n(E)-distinguished) then there is a unique representation
π0 of U2n that transfers to π under stable base change. Suppose further that π⋊ 10
is irreducible. Then, π0 is Sp2n(F )-distinguished if and only if m is divisible by 4.
The condition that π ⋊ 10 is irreducible is explicated in Corollary 6. A Speh represen-
tation is a special case of a ladder representation (see §8.3). In fact, Proposition 9 is a
generalization of Theorem 2 (2) to ladder representations.
Since any irreducible representation of U2n occurs as a unique irreducible quotient of
its standard module (see Theorem 10), a step towards classification of the distinguished
smooth dual, is the classification of distinguished standard modules. We treat the special
case where the standard module is induced from a Levi subgroup of the Siegel Levi subgroup
of U2n and the GL-part is irreducible.
Theorem 3. Let δi be an irreducible essentially square integrable representation of GLni(E),
i = 1, . . . , t such that exp(δ1) ≥ · · · ≥ exp(δt) > 0 (see §8.1.14) and the representation π of
GLn(E) (with n = n1+ · · ·+nt) parabolically induced from δ1⊗· · ·⊗δt is irreducible. Then
the standard module π ⋊ 10 of U2n is Sp2n(F )-distinguished if and only if the irreducible
generic representation ν−1/2π of GLn(E) is GLn(F )-distinguished. When this is the case,
if in addition exp(δi) ∈
1
2
Z, i = 1, . . . , t, then ν−1/2π is tempered.
Next we outline the structure of the paper and the methods we use to prove the above
theorems. An explicit version of the geometric lemma [BZ77, Theorem 5.2] (adapted in
[Off17] to restriction to H of parabolically induced representations of G when G/H is a
p-adic symmetric space) plays a key role in the proof of all the above mentioned results.
After setting up the notation in §2 and recalling some preliminary results in §3 we
explicate in §4 certain necessary conditions for a parabolically induced representation of
U2n to be Sp2n(F )-distinguished.
In §6 we prove Theorem 1. More precisely, we prove in Theorem 7 that if π is a rep-
resentation of U2n that satisfies the hypothesis of Theorem 1 then its contragredient π
∨
is not Sp2n(F )-distinguished. However, based on the realization of the contragredient via
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the principal involution of U2n [MVW87, §4, II.1], we observe in Corollary 1 that an irre-
ducible representation π of U2n is Sp2n(F )-distinguished if and only if π
∨ is so. Theorem
1 immediately follows.
Our proof of Theorem 7 is based on the results of [MT02] that we recall in §6.1. For
an irreducible discrete series representation of U2n, Mœglin and Tadic´ provide a recipe
to read off the triple (πcusp, Jord(π), ǫπ) in different ways to realize π as a subrepresenta-
tion of a certain representation parabolically induced from an essentially square integrable
representation of a Levi subgroup.
For distinction problems, it is more convenient to realize π as a quotient. Hence, we
dualize. It is also important to consider the possible different realizations (of π∨ as a
quotient). We prove that π∨ is not Sp2n(F )-distinguished by proving that it is the quotient
of some induced representation that is not Sp2n(F )-distinguished. For this sake, we study
in §5 a graph that underlies the combinatorics behind ǫπ and the different realizations
of π in induced representations. This section is purely combinatorial and independent of
the rest of this work. We hope that it will be useful for other problems where explicit
realizations of discrete series representations of classical groups play a role.
In §7 we treat tempered representations that are not in the discrete series. In Proposi-
tion 5 we prove that many tempered irreducible representations of U2n are not Sp2n(F )-
distinguished. Our treatment is based on the description of the tempered spectrum in
[MT02, §13]. We remark, that in any case treated in Proposition 5 non-distinction is
proves for an entire L-packet of tempered representations. This observation is based on
the description of tempered L-packets that we recall in §10.2.6 and §10.2.7.
In order to address the other results of the paper we recall some further preliminaries. In
§8 we recall the representation theory of GLn(E), Zelevinsky’s segment notation, Langlands
parameters and the reciprocity map. In §9 we deduce further applications of the geometric
lemma that are applied in the sequel. In particular, we provide in Lemma 14 a sufficient
condition for a representation of U2n to be Sp2n(F )-distinguished. In §10 we recall Mok’s
reciprocity map and the properties of the stable base change transfer.
We prove Theorem 2 in §11 (see Theorem 12). It is an immediate consequence of Proposi-
tions 9 and 10 that are formulated more generally in the language of ladder representations.
Finally, in §12 we prove Theorem 3 (see Theorem 13 and Remark 7).
Remark 1. Throughout the paper we assume that F has characteristic zero. This assump-
tion is only used in some of the results we rely on, namely the Mœglin-Tadic´ classification
(and in particular, their basic assumption) [MT02], the structure of the discrete L-packet
[Mœg07] and Mok’s reciprocity map [Mok15].
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[Mor] with them and Dipendra Prasad for answering their many questions. The first
author also wishes to thank Sandeep Varma for several helpful conversations and the Tata
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which a part of this work was done.
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2. Notation
We set the general notation in this section. More particular notation is defined in the
section where it first occurs.
2.1. The relevant groups.
2.1.1. Let F be a non-archimedean local field of characteristic zero with normalized ab-
solute value |·|F and E/F a quadratic extension. Thus,
|a|E = |a|
2
F , a ∈ F.
We denote by a 7→ a¯ the action of non-trivial element of Gal(E/F ).
2.1.2. We use bold letters such asX to denote varieties defined over F and the correspond-
ing usual font to denote the topological space of its rational points. That is, X = X(F ).
2.1.3. For a variety Y defined over E let ResE/F(Y) denote its restriction of scalars from
E to F .
2.1.4. Let U2n = U2n(E/F) be the quasi-split unitary group in 2n variables associated
to the anti-hermitian form defined by
Jn =
(
wn
−wn
)
where wn = (δi,n+1−j) ∈ GLn. Explicitly,
U2n = {g ∈ ResE/F((GL2n)E) |
tg¯ Jn g = Jn}.
2.1.5. Let Sp2n denote the symplectic group of rank n defined by the skew-symmetric
matrix Jn, i.e.,
Sp2n = {g ∈ GL2n |
tgJ2ng = J2n}.
Note that
Sp2n = {g ∈ U2n | g¯ = g}.
2.1.6. Standard parabolic subgroups ofU2n are in bijection with tuples α = (n1, . . . , nr;m)
such that n1 + · · ·+ nr +m = n, r, m ∈ Z≥0 and n1, . . . , nr ∈ N. The standard parabolic
subgroup Qα = Lα⋉Vα with standard Levi subgroup Lα and unipotent radical Vα is the
subgroup consisting of block upper triangular matrices in U2n so that
Lα = {diag(g1, . . . , gr, h, g
∗
r , . . . , g
∗
1) | gi ∈ ResE/F((GLni)E), i = 1, . . . , r, h ∈ U2m}.
Here g 7→ g∗ is the involution onResE/F((GLk)E) defined for any k ∈ N by g
∗ = wk
tg¯−1wk.
In particular, U2n = Q( ;n) = L( ;n) corresponds to r = 0 and m = n while Q(n;0) is the
Siegel parabolic subgroup.
Let ια : ResE/F((GLn1)E) × · · · × ResE/F((GLnr)E) × U2m → Lα be the isomorphism
defined by
ια(g1, . . . , gr, h) = diag(g1, . . . , gr, h, g
∗
r , . . . , g
∗
1).
If m = 0 (i.e., if Qα is contained in the Siegel parabolic subgroup) we simply write
ια(g1, . . . , gr) and when clear from the context we often omit the subscript α.
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2.1.7. If P = M ⋉ U is a standard parabolic subgroup of U2n with its standard Levi
decomposition, by taking rational points we refer to P (resp. M) as a standard parabolic
(reps. Levi) subgroup of U2n.
2.1.8. Let
T = {diag(a1, . . . , an, a
−1
n , . . . , a
−1
1 ) | a1, . . . , an ∈ F
∗}
be the diagonal maximal split torus in U2n.
For a standard Levi subgroup M of U2n let R(M,T ) be the corresponding root system
and let R+(M,T ) (resp. ∆M ) be the set of positive (resp. simple) roots with respect to
the standard Borel subgroup M ∩Q(1(n);0) of M consisting of upper triangular matrices in
M . Here 1(n) is the n-tuple of ones.
2.1.9. More generally, let P = M ⋉ U ⊆ Q = L ⋉ V be standard parabolic subgroups
of U2n with their standard Levi decomposition and TM the connected component of the
center of M . We denote by R(L, TM ) the roots of L on TM and by R
+(L, TM) (resp. ∆
L
M)
the subset of positive (resp. simple) roots with respect to L ∩ P . The set ∆LM consists
of non-zero restrictions to TM of elements of ∆
L. For α ∈ R(L, TM) we write α > 0 if
α ∈ R+(L, TM) and α < 0 otherwise. When L = U2n we also set ∆M = ∆LM .
2.1.10. For a standard Levi subgroup M of U2n let
WM = NM (T )/CM(T )
be the Weyl group of M . In particular, the Weyl group WU2n of U2n is isomorphic to the
signed permutation group in n letters.
Note that CM(T ) = L(1(n) ;0) is the standard Levi subgroup of the standard Borel sub-
group of U2n corresponding to the decomposition (1
(n); 0) = (1, . . . , 1; 0) of n. Therefore,
WM is a subgroup of WL whenever M ⊆ L are standard Levi subgroups of U2n.
There is a unique element of maximal length in the set of w ∈ WL satisfying
• w is of minimal length in wWM ;
• wMw−1 is a standard Levi subgroup of L.
We denote this element by wLM . It also satisfies w
L
Mα < 0 for α ∈ R
+(L, TM).
2.1.11. Let W = WU2n. For standard Levi subgroups M and L of U2n any double coset
in WM\W/WL admits a unique element of minimal length. Denote by MWL the set of
w ∈ W such that w is of minimal length in WMwWL. The set MWL consists of all left
M-reduced and right L-reduced elements in W . That is, wα ∈ R+(U2n, T ) for all α ∈ ∆L
and w−1α ∈ R+(U2n, T ) for all α ∈ ∆M . The inclusion MWL ⊆W gives a natural bijection
MWL ≃W
M\W/WL.
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2.1.12. Let P = M ⋉ U and Q = L ⋉ V be standard parabolic subgroups of U2n with
their standard Levi decompositions. The Bruhat decomposition is the bijection
w 7→ PwQ : MWL
∼
−→ P\U2n/Q.
For every w ∈ MWL the group
P (w) = M ∩ wQw−1
is a standard parabolic subgroup of M (that is, P (w) ⊇ M ∩ Q(1(n);0)). Its standard Levi
decomposition is given by P (w) = M(w)⋉ U(w), where
M(w) = M ∩ wLw−1 and U(w) =M ∩ wV w−1.
2.2. Representations. Let G be a linear algebraic group defined over F . By a represen-
tation of G we always mean a smooth complex valued representation.
Let Π(G) be the subcategory of representations of G of finite length and Irr(G) the class
of irreducible representations in Π(G).
If in addition G is a connected reductive group let Cusp(G) be the set of all cuspidal
representations in Irr(G).
Let π∨ denote the contragredient of a representation π ∈ Π(G). Then (π∨)∨ ∼= π and
π ∈ Irr(G) if and only if π∨ ∈ Irr(G).
2.2.1. Let δG be the modulus function of G with the convention that δG(g)dg is a right-
invariant Haar measure if dg is a left-invariant Haar measure on G.
2.2.2. Let H be a subgroup of G and σ a smooth, complex-valued representation of H .
We denote by IndGH(σ) the normalized induced representation. It is the representation of
G by right translations on the space of functions f from G to the space of σ satisfying
f(hg) = (δHδ
−1
G )
1/2(h)σ(h)f(g), h ∈ H, g ∈ G
and f is right invariant by some open subgroup of G.
The representation of G on the subspace of functions with compact support modulo H
is denoted by indGH(σ).
2.2.3. Let P = M ⋉U be a parabolic subgroup of G with Levi part M and unipotent
radical U. The functor iG,M : Π(M)→ Π(G) of normalized parabolic induction is defined
as follows. For ρ ∈ Π(M) we consider ρ as a representation of P by composing with the
projection P/U → M and set
iG,M(ρ) = Ind
G
P (ρ).
The functor iG,M is exact and we have
(1) iG,M(ρ)
∨ ∼= iG,M(ρ
∨).
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2.2.4. In the notation of §2.2.3, the functor iG,M admits a left adjoint, namely, the normal-
ized Jacquet functor rM,G : Π(G) → Π(M). For σ ∈ Π(G), rM,G(σ) is the representation
of M on the space of U -coinvariants of σ induced by the action δ
−1/2
P σ. It is also an
exact functor and for σ ∈ Π(G) and ρ ∈ Π(M) we have the natural linear isomorphism
(Frobenius reciprocity):
(2) HomG(σ, iG,M(ρ)) ∼= HomM(rM,G(σ), ρ).
When G is either GLn(E) or U2n we will further use the following standard notation for
parabolic induction.
2.2.5. Let G = GLn(E), n = n1 + · · ·+ nk and
M = {diag(g1, . . . , gk) | gi ∈ GLni(E), i = 1, . . . , k}.
For representations ρi ∈ Π(GLni(E)), i = 1, . . . , k let ρ = ρ1 ⊗ · · · ⊗ ρk ∈ Π(M) and
ρ1 × · · · × ρk = iG,M(ρ).
2.2.6. Let G = U2n, α = (n1, . . . , nk;m) a composition of n as in §2.1.6 and M = Lα. For
representations ρi ∈ Π(GLni(E)), i = 1, . . . , k and σ ∈ Π(U2m) let ρ = ρ1 ⊗ · · · ⊗ ρk ⊗ σ ∈
Π(M) and
ρ1 × · · · × ρk ⋊ σ = iG,M(ρ).
2.2.7. We state basic properties of parabolic induction for the group U2n which we will
use several times in the sequel, often without further reference. For their proof see for
instance [Tad94, Propositions 4.1 and 4.2]1. Let [π] denote the semi-simplification of a
representation π ∈ Π(U2n).
Proposition 1. Let πi ∈ Π(GLni(E)), i = 1, 2 and σ ∈ Π(U2n) for some n1, n2, n ∈ N.
We have
(1) (π1 × π2)⋊ σ ∼= π1 ⋊ (π2 ⋊ σ),
(2) (π1 ⋊ σ)
∨ ∼= π∨1 ⋊ σ
∨,
(3) [π1
∨ ⋊ σ] = [π1 ⋊ σ].

2.2.8. This paper is concerned with distinction of representations in the following sense.
Definition 1. Let π be a representation of G and H a subgroup of G.
• We say that π is H-distinguished if there exists a non-zero H-invariant linear form
ℓ on the space of π, i.e., ℓ(π(h)v) = ℓ(v) for all h ∈ H and v in the space of π. We
denote by HomH(π, 1) the space of H-invariant linear forms on π.
• More generally, for a character χ of H we say that π is (H,χ)-distinguished if the
space HomH(π, χ) of H-equivariant linear forms on π is non-zero.
By Frobenius reciprocity ([BZ76, Theorem 2.28]) we have a natural linear isomorphism
(3) HomH(π, χδ
1/2
H δ
−1/2
G )
∼= HomG(π, Ind
G
H(χ)).
1Strictly speaking, this reference is only for symplectic groups but the proof works for every classical
group. See also [MT02].
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2.2.9. We set some conventions for particular cases of distinction relevant to us. We
primarily consider Sp2n(F )-distinguished representations of U2n and Sp2n(E)-distinguished
representations of GL2n(E). In both cases, for simplicity, we say that the representation is
Sp-distinguished.
Again for the sake of notational simplification, we say that a representation of GLn(E)
is GL(F )-distinguished if it is GLn(F )-distinguished.
3. Preliminaries
3.1. Involutions on Weyl groups. LetW be a Weyl group of a root system with a basis
∆ of simple roots. Let sα ∈ W be the simple reflection associated to α ∈ ∆. Denote by
W [2] = {w ∈ W : w2 = e} the set of involutions in W .
Based on Springer’s treatment of involutions in [Spr85] we define a directed ∆-labeled
graph GW with vertices W [2] and labeled edges w
α
−→ w′ whenever w′ = sαwsα and wα 6=
±α. Note that if w
α
−→ w′ then also w′
α
−→ w. If w0, . . . , wk ∈ W [2] and α1, . . . , αk ∈ ∆ are
such that wi−1
αi−→ wi, i = 1, . . . , k we also write w0
σ
y wk with σ = sαk · · · sα1 for a path
on the graph (the notation suppresses the dependence on the chosen word for σ). Note
that if w
σ
y w′ then in particular σwσ−1 = w′.
Definition 2. An involution w ∈ W [2] is called minimal if it is the longest element of the
Weyl group generated by {sα : α ∈ Π} for some subset Π ⊆ ∆ and wα = −α for α ∈ Π.
Example 1. The minimal involutions in the symmetric group Sn (with respect to the
standard basis ∆ = {ei − ei+1 : i = 1, . . . , n − 1}) are the products of disjoint simple
reflections. That is, w = si1 · · · sik where si = (i, i + 1) and {iv, iv+1} is disjoint from
{iu, iu + 1} for any 1 ≤ u 6= v ≤ k.
For the following result of Springer see [Spr85, Proposition 3.3].
Lemma 1. For any w ∈ W [2] there exists a minimal involution w′ ∈ W [2] and σ ∈ W
such that w
σ
y w′. 
Let Wn be the signed permutation group in n variables. We realize it as
W = Wn = Sn ⋉ Ξn
where Ξn is the group of subsets of {1, . . . , n} with symmetric difference as multiplication.
Clearly, Ξn ∼= (Z/2Z)n and we may take σi = {i}, i = 1, . . . , n as generations of Ξn.
The action of Sn on Ξn is given by
τcτ−1 = τ(c), τ ∈ Sn, c ∈ Ξn.
It is easy to see that the set of involutions in W is
W[2] = {τc : τ ∈ Sn[2], τ(c) = c}.
We think of W as a Weyl group of a root system of type Cn with the standard basis of
simple roots ∆n = {α1, . . . , αn} where αi = ei − ei+1, i = 1, . . . , n− 1 and αn = 2en. Here
ON Sp-DISTINGUISHED REPRESENTATIONS OF THE QUASI-SPLIT UNITARY GROUPS 11
W acts by
τ(ei) = eτ(i), τ ∈ Sn and c(ei) =
{
ei i 6∈ c
−ei i ∈ c
, c ∈ Ξn, i = 1, . . . , n.
Here we examine certain properties of the graph GW. The set of minimal involutions in W
is
(4) {ρck : 0 ≤ k ≤ n, ρ is a minimal involution of Sk, ck = ck,n = {k + 1, . . . , n}}.
Here Sk is embedded in Sn as the subgroup of permutations fixing k + 1, . . . , n point-
wise. Also, by convention, cn,n = ∅. Thus, the minimal involutions in Sn are the minimal
involutions of W associated to k = n.
Let w = τc ∈W with τ ∈ Sn and c ∈ Ξn. Define the following subsets of {1, . . . , n}:
• c+(w) = {i ∈ c | τ(i) = i};
• c−(w) = {i 6∈ c | τ(i) = i};
• c 6=(w) = {i | τ(i) 6= i};
• c<(w) = {i | i < τ(i)}.
Note that c 6=(w) and c<(w) depend only on τ .
Example 2. If w = ρck,n ∈W is a minimal involution as in (4) then according to Example
1 we have c+(w) = ck,n while {1, . . . , k} is the disjoint union
{1, . . . , k} = c−(w) ⊔ ⊔i∈c<(w){i, i+ 1}
and
ρ =
∏
i∈c<(w)
si.
We make the following simple observations.
Lemma 2. Let w, σ ∈W and w′ = σwσ−1. Then
(1) σc+(w)σ
−1 = c+(w
′) (in particular, |c+(w′)| = |c+(w)|),
(2) σc−(w)σ
−1 = c−(w
′) and
(3) σc 6=(w)σ
−1 = c 6=(w
′).
On the left hand side of each equation multiplication is in W.
Proof. Let w = τc and w′ = τ ′c′ with τ, τ ′ ∈ Sn and c, c′ ∈ Ξn. It is enough to prove the
lemma for σ in a set of generators for W, hence in the two cases: σ ∈ Sn and σ ∈ Ξn.
Assume first that σ ∈ Sn. Then τ
′ = στσ−1 and therefore c 6=(w
′) = σ(c 6=(w)) =
σc 6=(w)σ
−1 (hence the equality (3)) and c+(w
′) ∪ c−(w′) = σ(d) = σdσ−1 where d =
c+(w) ∪ c−(w) = {i | τ(i) = i}. Since furthermore, c′ = σ(c) and c+(w) = c ∩ d the
equalities (1) and (2) also follow.
Assume now that σ ∈ Ξn. Then τ ′ = τ and it follows immediately that c 6=(w′) = c 6=(w) =
σc 6=(w)σ
−1 (hence the equality (3)). Furthermore, c′ = τ−1(σ)σc. Since the product in Ξn
is the symmetric difference it is clear that the set τ−1(σ)σ contains no fixed points of τ .
Therefore, c+(w
′) = c+(w) = σc+(w)σ
−1 which gives the equality (1). The equality (2)
follows from (3) and (1). 
12 A MITRA AND OMER OFFEN
Lemma 3. Let σ ∈W and w, w′ ∈W[2] be such that w
σ
y w′. Then
σc<(w)σ
−1 = c<(w
′).
Proof. It follows from Lemma 2 (3) that the two sets have the same cardinality and it is
therefore enough to show that σc<(w)σ
−1 ⊆ c<(w′). By induction on the length of the
path defined by σ it is enough to prove the lemma in the case that σ is a simple reflection.
Assume σ = si = sαi for i < n and assume by contradiction that sic<(w)si 6⊆ c<(w
′).
Writing w = τc with τ ∈ Sn and c ∈ Ξn we have w′ = τ ′c′ where τ ′ = siτsi and c′ = si(c).
Our assumption by contradiction (together with Lemma 2 (3)) means that there exists
j < τ(j) such that si(j) > τ
′(si(j)). Since τ
′(si(j)) = si(τ(j)), this means that j < τ(j)
but si(j) > si(τ(j)). Hence j = i and τ(j) = i+ 1. Thus, i ∈ c if and only if i+ 1 ∈ c and
therefore
w(ei − ei+1) = τc(ei − ei+1) =
{
ei − ei+1 i ∈ c
ei+1 − ei i 6∈ c
which contradicts w
αi−→ w′.
Assume now that σ = σn = sαn and recall that c<(w) = σnc<(w)σn. Writing w = τc
with τ ∈ Sn and c ∈ Ξn we have w′ = τc′ where c′ = τ−1(σn)σnc and in particular
c<(w) = c<(w
′). The lemma follows. 
3.2. The symmetric space. To a connected reductive group G and an involution θ on
G both defined over F we associate the symmetric space
X = X(G, θ) = {g ∈ G : gθ(g) = e}
with the G-action by θ-twisted conjugation
(g, x) 7→ g · x = gxθ(g)−1, g ∈ G, x ∈ X.
For every x ∈ X, let Gx = StabG(x) be its stabilizer, an algebraic group defined over F .
More generally, for any subgroup Q of G let Qx = {g ∈ Q | g · x = x}.
Example 3. We provide two well known examples where X consists of a unique G-orbit.
(1) Let G = GL2n and θ(g) = Jn
tg−1J−1n (so that Ge = Sp2n). Then
X = {g ∈ G : t(gJn) = −gJn}
and it is well known that X = G · e.
(2) Let G = ResE/F((GLn)E) and θ(g) = g¯ (so that G = GLn(E) and Ge = GLn(F )).
Then by Hilbert 90 we have X = G · e.
In this paper, our focus is mainly on the symmetric space X = X(U2n, θ) where
θ(g) = g¯.
Recall that the stabilizer of the identity is (U2n)e = Sp2n.
Lemma 4. For X = X(U2n, θ) we have
X = U2n · e.
ON Sp-DISTINGUISHED REPRESENTATIONS OF THE QUASI-SPLIT UNITARY GROUPS 13
Proof. Note that G(E) ≃ GL2n(E) and with this identification, over E (and in particular
over an algebraic closure of F ), X(E) is isomorphic to the symmetric space of Example
3(1) with F replaced by E. Thus it follows that X = G · e. Since H1(F, Sp
2n
) is trivial we
have (G/Ge)(F ) = G(F )/Ge(F ). The lemma follows. 
Remark 2. This subsection is valid for any field F .
3.3. Distinction and contragredients. Next, we show that an irreducible representa-
tion of U2n is Sp2n-distinguished if and only if its contragredient is. First we recall the
following result of Mœglin, Vigne´ras and Waldspurger.
Let V = E2n (column vectors) and GLF (V ) the group of F -linear automorphism of V .
We identify GL2n(E) as a subgroup of GLF (V ) via matrix multiplication. In particular,
U2n is identified with the subgroup of GLF (V ) preserving the anti-hermitian form
〈v, v′〉 = tv¯Jnv
′, v, v′ ∈ V.
Let
δ
(
v1
v2
)
=
(
v¯1
−v¯2
)
, v1, v2 ∈ E
n.
Then δ ∈ GLF (V ) satisfies δ2 = e and
〈v′, v〉 = 〈δ(v), δ(v′)〉 , v, v′ ∈ V.
In particular, δ(av) = a¯δ(v) for a ∈ E and v ∈ V . Note that we have
(5) δgδ−1 = ǫg¯ǫ ∈ U2n, g ∈ U2n
where ǫ = diag(In,−In). In particular, for π ∈ Π(U2n) the representation πδ ∈ Π(U2n) is
defined on the space of π by πδ(g) = π(δgδ−1). The following is the content of [MVW87,
§4, II.1].
Theorem 4 (Mœglin-Vigne´ras-Waldspurger). For π ∈ Irr(U2n) we have
π∨ ≃ πδ.

Corollary 1. For π ∈ Irr(U2n) we have that π is Sp2n-distinguished if and only if π
∨ is
Sp2n-distinguished.
Proof. Clearly π is Sp2n-distinguished if and only if π
δ is δ−1Sp2nδ-distinguished. However,
by (5) we have δ−1hδ = ǫhǫ for h ∈ Sp2n and since ǫ ∈ GSp2n it normalizes Sp2n. Therefore
δ−1Sp2nδ = Sp2n and the corollary follows from Theorem 4. 
3.4. A necessary condition for distinction. For π ∈ Irr(U2n) there exists a unique
0 ≤ m ≤ n and a unique σ ∈ Cusp(U2m) up to isomorphism such that π is a quotient of
τ⋊σ for some representation τ ∈ Π(GLn−m(E)). The representation σ is called the partial
cuspidal support of π and denoted by πcusp.
We say that π has trivial partial cuspidal support if m = 0 (and then σ = 10 is the
trivial representation of the trivial group so that τ⋊10 is induced from the Siegel parabolic
subgroup of U2n).
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The following is one of the the main results of [DP]. It is also immediate from the main
result of [MO17] and the double coset analysis in §4.
Proposition 2. Let π ∈ Irr(U2n) be Sp2n-distinguished. Then π has trivial partial cuspidal
support. 
4. The geometrical lemma for the symmetric space
Throughout this section let Gn = U2n and Hn = Sp2n for n ∈ N. Fix n and let G = Gn
and H = Hn. Let
X = {g ∈ G | gg¯ = e}
be considered as a G-space with action given by twisted conjugation g · x = gxg¯−1, g ∈ G
and x ∈ X . Recall that by Lemma 4 we have that X = G · e. The map g 7→ gg¯−1 = g · e
defines a homeomorphism G/H ≃ X .
Let P = M ⋉ U be a standard parabolic subgroup of G with its standard Levi decom-
position. We write P = Q(n1,...,nk;m) (so that M = L(n1,...,nk;m) and U = V(n1,...,nk;m)).
We have a bijection P\G/H ≃ P\X . This set of orbits gives rise to a filtration of the
restriction to H of a representation of G parabolically induced from P .
4.1. The filtration. Since P is stable under Galois conjugation we have P · x ⊆ PxP ,
x ∈ X . Let
ιP : P\X → W [2] ∩ MWM
be the map defined by the Bruhat decomposition. That is, ιP (P · x) = w where PxP =
PwP . Then L = M ∩ wMw−1 is a standard Levi subgroup of M . Let Q be the standard
parabolic subgroup of G with Levi subgroup L. Then Q (resp. L) is the parabolic (resp.
Levi) subgroup of G associated to the P -orbit P · x.
Let σ ∈ Π(M). The restriction π|H to H of the induced representation π = iG,M(σ)
admits a natural filtration parameterized by P\G/H .
The decomposition factor associated to a double coset PηH is isomorphic to
Iη = ind
H
HPη
(δ
−1/2
HPη
· (δ1/2P σ)
η)
where HPη = H ∩ η
−1Pη. Let x = ηη¯−1 ∈ X .
Definition 3. We say that P · x (or w) is relevant to σ if Iη is H-distinguished.
We say that x is a good representative for its P -orbit if x ∈ NG(L) (in this case xL = wL
and L = M ∩ xMx−1). A good representative exists for every P -orbit (see [Off17, Lemma
3.2]).
Assume that x is a good representative of its P -orbit. By [Off17, Proposition 4.1] we
have that Iη is H-distinguished if and only if rL,M(σ) is (Lx, δQxδ
−1/2
Q )-distinguished.
By [Off17, Theorem 4.2] we have
Theorem 5. With the above notation, if π is H-distinguished then there exists a P -orbit
O in X that is relevant to σ. In particular, rL,M(σ) is (Lx, δQxδ
−1/2
Q )-distinguished for a
good representative x ∈ O. 
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In what follows, we make the condition that a P -orbit is relevant more explicit. With
the above notation, for x ∈ X a good representative of its P -orbit set
δx = δQxδ
−1/2
Q |Lx.
Let
[M ] = {L(nσ(1),...,nσ(k);m) : σ ∈ Sk}
be the set of standard Levi subgroups of G that are conjugate to M . For M ′ ∈ [M ] let
W (M,M ′) be the set of w ∈ W such that w is of minimal length in wWM and wMw−1 =
M ′. Let
W (M) = ⊔M ′∈[M ]W (M,M
′)
and note that for w ∈ W (M) and w′ ∈ W (wMw−1) we have that w′w ∈ W (M).
Although W (M) is not a group it is in a natural bijection with the signed permutation
group Wk. The set ∆M of simple roots with respect to M is in natural bijection with the
set ∆k of simple roots associated with Wk in §3.1. This identifies the set of elementary
symmetries in W (M) (in the sense of [MW95, §I.1.7]) and the set of simple reflections in
Wk and defines a unique bijection M : W (M)→Wk that satisfies
M(w
′w) = wMw−1(w
′)M(w), w ∈ W (M), w
′ ∈ W (wMw−1).
Explicitly, if w ∈ W (M) and M(w) = τc then there exists an element tw ∈ NG(T ), unique
up to multiplication by an element of the center of M , representing the Weyl element w
and satisfying
twι(g1, . . . , gk, h)t
−1
w = ι(g
′
1, . . . , g
′
k; h), gi ∈ GLni(E), i = 1, . . . , k, h ∈ Gm
where
g′i =
{
g∗τ−1(i) i ∈ c
gτ−1(i) i 6∈ c.
Let
NM = {g ∈ G : gMg
−1 ∈ [M ]} = ⊔w∈W (M)twM.
Then κM : NM/M →W (M) given by κM(twM) = w is a bijection satisfying
κwMw−1(g
′)κM(g) = κM(g
′g), g ∈ NM , g
′ ∈ NwMw−1.
Let pM : NM →Wk be the composition pM = M ◦ κM .
Similar maps can be defined with G replaced by H and in particular, each tw can be
chosen in H , that is, we may further assume that t¯w = tw. Since also M = M it follows
that
g¯−1g ∈M, g ∈ NM .
Note that restricted to NG(M), κM defines a group isomorphism NG(M)/M ∼= W (M,M).
Furthermore, for w ∈ W (M) such that M(w) = τc ∈ Wk we have w ∈ W (M,M) if and
only if nτ(i) = ni, i = 1, . . . , k.
Remark 3. Let x ∈ NG(M) ∩ X and ρ = pM(x) ∈ Wk[2]. If σ ∈ Wk, ρ
′ ∈ Wk[2] and
g ∈ NM are such that ρ
σ
y ρ′ and pM(g) = σ then (M,x)
g
y (M ′, x′) is a path in the graph
defined in [Off17, §6] where M ′ = gMg−1 = gMg¯−1 and x′ = gxg¯−1.
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4.2. Minimal involutions. In light of Lemma 1 the key for the study of M-orbits in
NG(M)∩X is to first understand the orbits that project under pM to minimal involutions.
Definition 4. An element w ∈ W (M,M) is called M-minimal if w = wLM for some
standard Levi subgroup L ⊇M and wα = −α for α ∈ ∆LM .
Note that w ∈ W (M,M) is M-minimal if and only if M(w) ∈Wk is a minimal involu-
tion.
Let w ∈ W (M,M) beM-minimal. Let ℓ ∈ {0, 1, . . . , k} and ρ ∈ Sℓ a minimal involution
so that M(w) = ρcℓ,k (see (4) and Example 2). Let
S = c−(M(w)) and R = c<(M(w)).
Lemma 5. With the above notation, wM ∩ X is not empty if and only if ni is even for
all ℓ + 1 ≤ i ≤ k and in this case wM ∩X is a unique M-orbit.
Proof. Assume that x ∈ wM ∩X . We can choose
tw = ι(t1, . . . , tr+s; t) ∈ w
where
(6) tj =
{
Ini(j) i(j) ∈ S( 0 Ini(j)
Ini(j) 0
)
i(j) ∈ R
, i(1) = 1, i(j + 1) =
{
i(j) + 1 i(j) ∈ S
i(j) + 2 i(j) ∈ R
for j = 1, . . . , r + s (note that i(j) ∈ R ⊔ S for all j) and
t =


Inℓ+1
. .
.
Ink
I2m
−Ink
. .
.
−Inℓ+1


.
Then, by definition, x ∈ twM ∩ X . Let x = twι(g1, . . . , gk; h) with gi ∈ GLni(E) and
h ∈ Gm. The condition x ∈ X is equivalent to
(7)


gig¯i = Ini i ∈ S
gig¯i+1 = Ini i ∈ R
gig¯
∗
i = −Ini ℓ+ 1 ≤ i ≤ k
hh¯ = I2m.
In particular, for ℓ + 1 ≤ i ≤ k the condition is that giwni is an alternating matrix and
therefore ni is even. For di ∈ GLni(E), i = 1, . . . , k and d
′ ∈ Gm let d = ι(d1, . . . , dk; d′) ∈
M . Then
dxd¯−1 = twι(g
′
1, . . . , g
′
k; h
′)
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where 

g′i = digid¯
−1
i i ∈ S
g′i = di+1gid¯
−1
i , g
′
i+1 = digi+1d¯
−1
i+1 = g¯
′
i
−1
i ∈ R
g′i = d
∗
i gid¯
−1
i ℓ+ 1 ≤ i ≤ k
h′ = d′hd¯′
−1
.
It follows from Example 3 and Lemma 4 that twM ∩X is a unique M-orbit.
On the other hand, assuming that ni is even whenever ℓ + 1 ≤ i ≤ k, with the above
choice of tw we have
(8) xw = twι(In1+···+nℓ , ǫnℓ+1, . . . , ǫnk ; I2m) ∈ wM ∩X
where ǫ2n =
(
−In 0
0 In
)
. 
Next we compute the stabilizer and relevant modulus function for a minimal orbit.
4.2.1. Let x ∈ NG(M) ∩ X be M-minimal. Applying the notation of Lemma 5 and its
proof we write x = twι(g1, . . . , gk; h) so that (7) holds. Following the proof of the lemma
we see that Mx consists of elements of the form d = ι(d1, . . . , dk; d
′) where
di ∈ GLni(E) gi = digid¯
−1
i i ∈ S
di ∈ GLni(E) di+1 = gid¯ig
−1
i i ∈ R
di ∈ GLni(E) gi = d
∗
i gid¯
−1
i ℓ+ 1 ≤ i ≤ k
d′ ∈ Gm h = d′hd¯′
−1
and in particular
Mx ∼=
[∏
i∈S
GLni(F )
]
×
[∏
i∈R
GLni(E)
]
×
[
k∏
i=ℓ+1
Spni(E)
]
×Hm.
With the above notation, for x = xw (see (8)) it is easy to see that Mx consists of
elements of the form ι(g1, . . . , gk; h) where
• gi ∈ GLni(F ), i ∈ S;
• gi+1 = g¯i ∈ GLni(E), i ∈ R;
• gi ∈ Spni(E), ℓ + 1 ≤ i ≤ k;
• h ∈ Hm.
4.2.2. We explicate the modulus functions δx associated to M-minimal elements when M
is contained in the Siegel Levi subgroup. We freely use the notation of §4.2.1.
Lemma 6. Let x ∈ NG(M) ∩ X be M-minimal and assume that M is contained in the
Siegel Levi subgroup of G (i.e., that with the above notation m = 0). Then,
δx(ι(d1, . . . , dk)) =
∏
i∈S
|det di|F ·
∏
i∈R
|det di|E , ι(d1, . . . , dk) ∈Mx.
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Proof. For g ∈M it is easy to see that the above equation holds for x if and only if it holds
for gxg¯−1. By Lemma 5 we may therefore assume that x = xw as defined by (8). For this
case we carry the computation out explicitly.
For an automorphism α of a group Q we denote by modQ(α) the associated modulus
function. For example, for z ∈ GLa(F ) and y ∈ GLb(F ) we have
(9) modMa×b(F )(z) = |det z|
b
F , modMa×b(F )(y) = |det y|
a
F
where the respective automorphism is given by left or right matrix multiplication. Let
Sn(F ) = {z ∈ Mn(F ) :
tz = z} and Hn(E/F ) = {z ∈ Mn(E) :
tz¯ = z}. Then, with
respect to the natural actions g · z = gz tg, g ∈ GLn(F ), z ∈ Sn(F ) and g · z = gztg¯,
g ∈ GLn(E), z ∈ Hn(E/F ) we have
(10) modSn(F )(g) = |det g|
n+1
F , g ∈ GLn(F ), modHn(E/F )(g) = |det g|
n
E , g ∈ GLn(E).
In our modulus function computations below we freely use, without further mention, the
fact that det g = 1 for g ∈ Sp2m(E), m ∈ N.
Recall (see (6)) that x = ι(t1, . . . , tr+s; x
′) where
x′ = −


ǫnℓ+1
. .
.
ǫnk
ǫnk
. .
.
ǫnℓ+1


.
and that Mx consists of elements of the form ι(g1, . . . , gk) where
(11)


gi ∈ GLni(F ) i ∈ S
gi+1 = g¯i ∈ GLni(E) i ∈ R
gi ∈ Spni(E) i = ℓ+ 1, . . . , k.
Let N1 = n1 + · · · + nℓ, N2 = nℓ+1 + · · · + nk and Q = L ⋉ V the maximal parabolic
subgroup of G with L = M(N1;N2) and V = U(N1;N2). Let Z = L ∩ U so that U = Z ⋉ V
and consider the involution θx(g) = xg¯x
−1, g ∈ G. Note that g · x = x if and only if
θx(g) = g. Since x ∈ L, it normalizes V and therefore θx(V ) = V . It is easy to see
that U ∩ θx(U) = (Z ∩ θx(Z)) ⋉ V and since this decomposition is θx-stable we get that
Ux = Zx ⋉ Vx. Furthermore, each of the groups Z, V , Zx and Vx is normalized by Mx. It
follows that
(12) δP (h) = modZ(h)modV (h) and similarly δPx(h) = modZx(h)modVx(h), h ∈Mx.
We write a matrix z ∈ Z in block form as z = ι(z1; z2) where z1 = (zi,j), with 1 ≤ i, j ≤ ℓ
and zi,j ∈Mni×nj (E) satisfying
zi,j = 0 i > j
zi,i = Ini
and z2 ∈ U(nℓ+1,...,nk).
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It is then easy to verify that z ∈ Zx if and only if z2 = IN2 and whenever 1 ≤ i < j ≤ ℓ
we have
zi,i+1 = 0 i ∈ R
zi,j ∈Mni×nj (F ) i, j ∈ S
zi,j+1 = z¯i,j i ∈ S, j ∈ R
zi+1,j = z¯i,j i ∈ R, j ∈ S
zi+1,j+1 = z¯i,j and zi+1,j = z¯i,j+1 i, j ∈ R.
Furthermore, for h = ι(g1, . . . , gk) ∈Mx as in (11) and z ∈ Z we have
hzh−1 = ι(z′1; z
′
2)
where z′1 = (gizi,jg
−1
j ) (and similarly z
′
2 ∈ U(nℓ+1,...,nk) is the conjugate of z2 by ι(gℓ+1, . . . , gk)).
Taking (9) into consideration, it is now easy to see that
(13) mod
1/2
Z |Mx = modZx|Mx.
Next, let
V (1) = {v(1)(s) =

IN1 sI2N2 s′
IN1

 | s ∈ MN1×2N2(E), s′ = JN2 ts¯ wN1}
and
V (2) = {v(2)(y) =

IN1 yI2N2
IN1

 | ywN1 ∈ HN1(E/F )}.
Note that V (2) is a normal subgroup of V and V (1) is a set of representatives for V/V (2).
Thus,
V = {v(s, y) = v(1)(s)v(2)(y) | s ∈MN1×2N2(E), ywN1 ∈ HN1(E/F )}.
Note that if v = v1v2 with vi ∈ V
(i) then also θx(vi) ∈ V
(i), i = 1, 2. By the uniqueness of
decomposition it follows that v ∈ Vx if and only if v1, v2 ∈ Vx. For v = v(r, s) ∈ V write
s = (s1, s2) with s1, s2 ∈MN1×N2(E) and ywN1 = (yi,j) with yi,j ∈Mni×nj(E), 1 ≤ i, j ≤ ℓ.
Then explicitly,
yj,i =
ty¯i,j ∈Mnj×ni(E) i 6= j
yi,i ∈ Hni(E/F ).
We then have v ∈ Vx if and only if
s2 = − diag(t1, . . . , tr+s) s1


ǫnℓ+1
. .
.
ǫnk


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and y satisfies
yi,i ∈ Sni(F ) i ∈ S
yi+1,i+1 = y¯i,i and yi+1,i = y¯i,i+1 ∈ Sni(E) i ∈ R
and for all i < j
yi,j+1 = y¯i,j i ∈ S, j ∈ R
yi+1,j = y¯i,j i ∈ R, j ∈ S
yi+1,j+1 = y¯i,j and yi+1,j = y¯i,j+1 i, j ∈ R.
Furthermore, for h = ι(g1, . . . , gk) ∈Mx as in (11) we have
hv(1)(s)h−1 = v(1)(s′′)
where
s′′ = diag(g1, . . . , gℓ) s ι(gℓ+1, . . . , gk)
−1.
and
hv(2)(y)h−1 = v(2)(y′′′) where (y′′′)i,j = giyi,j
tg¯j .
Thus,
hv(s, y)h−1 = h(s′′, y′′′).
Taking (9) and (10) into consideration, it is now easy to see that
(14) mod
−1/2
V (h)modVx(h) = mod
−1/2
V (2)
(h)mod
V
(2)
x
(h) =
[∏
i∈S
|det gi|F
][∏
i∈R
|det gi|E
]
.
The lemma is now immediate from (13), (14) and (12). 
4.2.3. As an immediate consequence we formulate the following.
Corollary 2. Assume that M is contained in the Siegel Levi subgroup of G. Let x ∈
NG(M) ∩X be M-minimal and pM(x) = ρcℓ,k, ρ ∈ Sℓ (see (4)). With the above notation
let πi be a representation of GLni(E), i = 1, . . . , k. The representation π = π1 ⊗ · · · ⊗ πk
of M is (Mx, δx)-distinguished if and only if

ν−1/2πi is GLni(F )-distinguished i ∈ S
πi+1 ∼= νπ¯
∨
i i ∈ R
πi is Spni(E)− distinguished ℓ+ 1 ≤ i ≤ k.

4.3. Admissible orbits. Let
WM = pM(NG(M) ∩X).
Lemma 7. We have
WM = {w ∈Wk[2] | ni is even for all i ∈ c+(w)}.
Furthermore, pM defines a bijection
M\(NG(M) ∩X) ≃ WM .
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Proof. Let w ∈ Wk[2] and let ℓ be such that k − ℓ = |c+(w)|. It follows from Lemma 1,
(4) and Lemma 2 (1) that there exist σ ∈ Wk and ρ ∈ Sℓ a minimal involution such that
w
σ
y ρcℓ,k.
For g ∈ NM let M ′ = gMg¯−1 = gMg−1 ∈ [M ]. Then the map x 7→ gxg¯−1 defines a
bijection between M-orbits in NG(M) ∩X and M ′-orbits in NG(M ′) ∩X . By choosing g
so that pM(g) = σ we see that w ∈ WM if and only if ρcℓ,k ∈ WM ′ . The lemma now follows
from Lemma 5. 
4.3.1. Let x ∈ NG(M) ∩X and w = pM(x) ∈ WM . Let τ ∈ Sk and c ∈ Ξk be such that
w = τc. Based on the above analysis we can now describe Mx as follows:
Mx ∼=

 ∏
i∈c+(w)
GLni(F )

×

 ∏
i∈c<(w)
GLni(E)

×

 ∏
i∈c+(w)
Spni(E)

×Hm.
More explicitly, a representative x as above can be chosen so that Mx consists of elements
ι(g1, . . . , gk; h) such that
(15)
gi ∈ GLni(F ) i ∈ c−(w)
gτ(i) = g¯i ∈ GLni(E) i ∈ c<(w) \ c
gi ∈ Spni(E) i ∈ c+(w)
gτ(i) = g¯
∗
i ∈ GLni(E) i ∈ c<(w) ∩ c
h ∈ Hm.
4.3.2. The following proposition follows from [Off17, Corollary 6.5] in light of Remark
3. It is a consequence of Springer’s theory of twisted involutions as further developed in
[LR03].
Proposition 3. Let x ∈ NG(M) ∩ X with pM(x) = ρ ∈ Wk[2] and let σ ∈ Wk and
ρ′ ∈ Wk[2] be such that ρ
σ
y ρ′. For g ∈ NM such that pM(g) = σ set M
′ = gMg−1 and
x′ = gxg¯−1 (so that pM ′(x
′) = ρ′). Then
δx′(gmg
−1) = δx(m), m ∈Mx.

Corollary 3. Assume that m = 0 (i.e. M is contained in the Siegel Levi subgroup of G)
and let w = τc ∈ WM with τ ∈ Sk and c ∈ Ξk. Then, for x ∈ NG(M) ∩ X such that
pM(x) = w and ι(g1, . . . , gk) ∈Mx we have
(16) δx(ι(g1, . . . , gk)) =
∏
i∈c−(w)
|det gi|F ·
∏
i∈c<(w)
|det gi|E = |det g|F
where g = diag(g1, . . . , gk).
Proof. The second equality of (16) is straightforward from (15). We prove the first equality.
By Lemma 1 there exist w′ ∈ Wk[2] a minimal involution and σ ∈ W such that w
σ
y w′.
Let g ∈ NM be such that σ = pM(g) and let x
′ = gxg¯−1 and M ′ = gMg−1. Then x′ is
M ′-minimal. It follows from Lemma 6 that (16) holds for x′. That it holds for x now
follows from Proposition 3 and Lemmas 2 and 3. 
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4.3.3. As a consequence of the explication of the stabilizer in (15) and Corollary 3 we
have the following.
Corollary 4. Assume that M is contained in the Siegel Levi subgroup of G and let
x ∈ NG(M) ∩ X and pM(x) = w. Let τ ∈ Sk and c ∈ Ξk be such that w = τc. For
representations πi of GLni(E), i = 1, . . . , k, the representation π = π1 ⊗ · · · ⊗ πk of M is
(Mx, δx)-distinguished if and only if

ν−1/2πi is GLni(F )-distinguished i ∈ c−(w)
πi is Spni(E)-distinguished i ∈ c+(w)
πτ(i) ∼= νπ¯
∨
i i ∈ c 6=(w) \ c
πτ(i) ∼= ν
−1(πιi)
∨ i ∈ c<(w) ∩ c
where ι is the involution g 7→ gι = wntg−1wn on GLn(E). 
Remark 4. By [GK75] we have π∨ ∼= πι if π is irreducible. Thus, if the πi’s are assumed to
be irreducible then the condition above for i ∈ c<(w) ∩ c becomes πτ(i) ∼= ν−1πi.
4.4. General orbits. Assume that M is contained in the Siegel Levi (m = 0). We
consider a general P -orbit P · x in X . Assume without loss of generality that x is a
good representative. Let w ∈ MWM ∩W [2] be such that PxP = PwP so that x ∈ wL∩X ,
where L = M ∩ wMw−1 is the standard Levi subgroup of M associated with the orbit
P · x. Let Q = L⋉ V be the associated standard parabolic subgroup.
Write L =M(γ1,...,γk;0) where γi = (ai,1, . . . , ai,ji) is a partition of ni and let
I = {(i, j) : i = 1, . . . , k, j = 1, . . . , ji}.
Via lexicographic order on I (i.e. (i, j) ≺ (i′, j′) if either i < i′, or i = i′ and j < j′) we
identify W|I| with SI ⋉ ΞI where SI is the permutation group on I and ΞI the group of
subsets of I with respect to symmetric difference. Then x ∈ NG(L) ∩ X and we can set
pL(x) = τc with τ ∈ SI and c ⊆ I.
Note that since w is L-admissible it acts as an involution on the set of roots
ΣL = R(G, TL).
The fact that L = M ∩ wMw−1 is equivalent to saying that wα 6∈ ΣML := R(M,TL) for
α ∈ ΣML . This can be explicated as follows.
• If (i, j), (i, j′) ∈ c with j 6= j′, τ(i, j) = (a, b) and τ(i, j′) = (c, d) then a 6= c.
• If (i, j), (i, j′) 6∈ c with j 6= j′, τ(i, j) = (a, b) and τ(i, j′) = (c, d) then a 6= c.
The fact that w is M-reduced means that wα > 0 for every α ∈ ∆ML . This can be
explicated as
• For j 6= j′ if (i, j) 6∈ c and (i, j′) ∈ c then j < j′.
• if (i, j), (i, j′) ∈ c with j < j′ then τ(i, j′) ≺ τ(i, j).
• if (i, j), (i, j′) 6∈ c with j < j′ then τ(i, j) ≺ τ(i, j′).
Combined, we get that for every i there is si ∈ {0, 1, . . . , ji} such that
(17) c = {(i, j) : si < j ≤ ji}
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and if τ(ı) = (cı, dı), ı ∈ I then
(18)
{
c(i,j) < c(i,j′) for j < j
′ ≤ si
c(i,j) > c(i,j′) for si < j < j
′.
5. A graph of signs
In this section we describe a graph that underlies the combinatorics behind the classifi-
cation of Mœglin and Tadic´ of the discrete series of classical groups [MT02]. The material
of the section is purely combinatorial and can be read independently from the rest of
this article. We hope that the combinatorial framework that we develop here would have
applications more generally in questions where the Mœglin-Tadic´ classification plays a role.
Let V = ⊔∞k=0{±1}
k be the set of ordered tuples of signs. We consider the directed,
labeled graph E with vertices V and labeled edges e
i
−→ e′ whenever e = (e1, . . . , ek) ∈
{±1}k, i ∈ {1, . . . , k − 1} is such that ei = ei+1 and e′ = (e1, . . . , ei−1, ei+2, . . . , ek) ∈
{±1}k−2 is obtained from e by deleting the ith and the (i+ 1)th entries.
For e, e′ ∈ V , a path from e to e′ is labeled by the sequence ı = (i1, . . . , it) and denoted
by e
ı
y e′ if there exists e1, . . . , et ∈ V and edges on the graph such that
e = e1
i1−→ e2
i2−→ · · ·
it−→ et = e
′.
We write ey e′ if there exists a path in E from e to e′. The t− tuple of natural numbers
ı is the pattern of the path e
ı
y e′.
To make some of the basic arguments more formal it will also be convenient to introduce
the coordinate history of the path e
ı
y e′. For e ∈ {±1}k and pattern ı = (i1, . . . , it) it is
a sequence of t pairs of indices in {1, . . . , k} that keeps track of the coordinates of e that
are deleted at each edge of the path. More explicitly, it is the sequence
((x1, y1), . . . , (xt, yt))
where xi < yi are the coordinates of e that are deleted in the jth edge, j = 1, . . . , t. The
coordinate history is defined recursively as follows. Set (x1, y1) = (i1, i1+1). For 1 < s ≤ t
let z1 < · · · < zk−2(s−1) be such that
{z1, . . . , zk−2(s−1)} = {1, . . . , k} \ {x1, y1, . . . , xs−1, ys−1}.
Then we define
xs = zis and ys = zis+1.
For future reference we record the following basic properties of the history of a path.
They are straightforward from the definitions.
(19) For 1 ≤ i, j ≤ t the inequalities xi < xj < yi < yj cannot hold simultaniously.
(20) [xi + 1, yi − 1] ⊆ {xj , yj : j = 1, . . . , i− 1} for i = 2, . . . , t.
Here and henceforth, for integers a ≤ b we denote by [a, b] = {i ∈ Z | a ≤ i ≤ b} the
associated interval of integers.
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For t ∈ Z≥0 let ft = (1,−1, . . . , (−1)t−1) ∈ {±1}t where f0 ∈ V is the empty tuple of
signs.
Definition 5. We define the subsets of vertices Vt and V−t by
V±t = {e ∈ V : ey ±ft}
and let E±t be the full subgraph of E with vertices V±t.
Clearly, e ∈ V is not the origin of any edge in E if and only if e = ±ft for some t ∈ Z≥0.
Since the number of coordinates decreases by two with every edge it follows that
V = ∪t∈ZVt.
As we will soon see, this union is disjoint.
Lemma 8. Let e
i
−→ e′ be an edge in E and t ∈ Z. Then e ∈ Vt if and only if e′ ∈ Vt.
Proof. If e′

y ±ft then clearly also e
(i,)
y ±ft. The if part follows.
Let ((x1, y1), . . . , (xk, yk)) be the history of a path e = (e1, . . . , et) y ±ft. Note that
{i, i+ 1} ∩ {x1, y1, . . . , xk, yk} cannot be empty. We separate the proof into several cases.
Assume first that (i, i+1) = (xj , yj) for some j. Then it is a simple consequence of (19)
and (20) that
((xj , yj), (x1, y1), . . . , (xj−1, yj−1), (xj+1, yj+1), . . . , (xk, yk))
is the history of a path e y ±ft that starts with the edge e
i
−→ e′. Truncating this edge
gives a path e′ y ±ft.
Next, assume that there exist a 6= b such that i ∈ {xa, ya} and i+1 ∈ {xb, yb}. It follows
from (19) and (20) that there are three cases to consider:
(1) ya = i and xb = i+ 1;
(2) ya = i, yb = i+ 1, xb < xa and a < b;
(3) xa = i, xb = i+ 1, yb < ya and b < a.
In case (1), let
• A = {j ∈ {1, . . . , k} : xa < xj , yj < i},
• B = {j ∈ {1, . . . , k} : i+ 1 < xj , yj < yb} and
• C = {j ∈ {1, . . . , k} : xj , yj 6∈ [xa, yb]}.
In case (2) let
• A = {j ∈ {1, . . . , k} : xb < xj , yj < xa},
• B = {j ∈ {1, . . . , k} : xa < xj , yj < i} and
• C = {j ∈ {1, . . . , k} : xj , yj 6∈ [xb, i+ 1]}.
In case (3) let
• A = {j ∈ {1, . . . , k} : yb < xj , yj < ya},
• B = {j ∈ {1, . . . , k} : i+ 1 < xj , yj < yb} and
• C = {j ∈ {1, . . . , k} : xj , yj 6∈ [i, ya]}.
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It then follows from (19) and (20) that with the standard linear order on A, on B, and
on C the sequence ((xj , yj)j∈A, (xj, yj)j∈B, (i, i + 1), (z, w), (xj, yj)j∈C) is the history of a
path ey ±ft where
(z, w) =


(xa, yb) in case (1)
(xb, xa) in case (2)
(yb, ya) in case (3).
Since (i, i + 1) is in the history of this path, it follows from the case considered first that
e′ y ±ft.
The only case left is where {i, i + 1} ∩ {x1, y1, . . . , xk, yk} is a singleton set. It follows
from (19) and (20) that if the intersection is {i} then i = ya for some a, if the intersection
is {i+ 1} then i = xa for some a and that in either case, for this a the sequence
((x1, y1), . . . , (xa−1, ya−1), (i, i+ 1), (xa+1, ya+1), . . . , (xk, yk))
is the history of another path e y ±ft. We are reduced again to the first case and the
lemma follows.

As an immediate consequence of Lemma 8, by induction on the length of the path ey e′,
we have the following
Corollary 5. For a path e y e′ in E and t ∈ Z we have e ∈ Vt if and only if e′ ∈ Vt. In
particular, Et, t ∈ Z are the (non-directed) connected components of E and the union
V = ⊔t∈ZVt
is disjoint. 
Clearly, every e ∈ V \ {f0} is of the form e = ±(1s1,−1s2 , . . . , (−1)
m−11sm) for unique
m, s1, . . . , sm ∈ N where 1s = (1, . . . , 1) ∈ {±1}s, s ∈ N. For our purposes it will be more
convenient to represent elements of V differently, in terms of the ft.
For m, t1, . . . , tm ∈ N let
ft1,...,tm = (ft1 , (−1)
τ2ft2 , . . . , (−1)
τmftm)
where τ2i = t1 + · · ·+ t2i−1 + 1 and τ2i+1 = t1 + · · ·+ t2i, i = 1, . . . , [m/2]. For example,
f3,1,1,2 = (1,−1, 1, 1, 1, 1,−1).
It is a simple observation that every e ∈ V \ {f0} is of the form e = ±ft1,...,tm for unique
m, t1, . . . , tm ∈ N. Indeed, for e = (e1, . . . , ek) ∈ V \ {f0} we have e = e1ft1,...,tm where
{i ∈ {1, . . . , k} : ei = ei+1} = {t1 + · · ·+ ti : i = 1, . . . , m− 1}
and t1 + · · ·+ tm = k.
For e = ±ft1,...,tm ∈ V \ {f0} let
τ(e) = ±(−1)m
m∑
i=1
(−1)iti.
We also set τ(f0) = 0.
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Lemma 9. For e ∈ V we have e ∈ Vτ(e).
Proof. Let m, t1, . . . , tm ∈ N and e = ±ft1,...,tm . Since τ(±ft1) = ±t1 the case when m = 1
is straightforward. For m > 1 we proceed by induction on t1+ · · ·+ tm. Note that e
t1−→ e′
where
(21) e′ =


±ft1−1,t2−1,t3,...,tm t1, t2 > 1
∓ft2−1,t3,...,tm t1 = 1 < t2
±ft1−1+t3,t4,...,tm t1 > t2 = 1
±ft3,...,tm t1 = t2 = 1.
In all cases we have τ(e) = τ(e′). By the induction hypothesis we have e′ ∈ Vτ(e) and by
Lemma 8, we get that e ∈ Vτ(e). 
The combinatorial description of discrete series representations that have trivial partial
cuspidal support is based on the graphs E0 and E1. We finish this section with two simple
lemmas concerning these subgraphs.
Lemma 10. Let f0 6= e = ±ft1,...,tm ∈ V0. Then there exists a path e
ı
y f0 with pattern ı of
the form (i1, . . . , iT , t1, . . . , 2, 1) where ij > t1 + 1, j = 1, . . . , T .
If in addition e = (e1, . . . , ek) with et1+2 = et1+1(= et1) then there exists a path e

y f0
with pattern  of the form (i1, . . . , iS, t1 + 1, t1, . . . , 2, 1) where ij > t1 + 2, j = 1, . . . , S.
Proof. We prove the first part by induction on t1 + · · · + tm. Let e
t1−→ e′. It follows
from Lemma 8 that e′ ∈ V0. If t1 = 1 it clearly follows that a path ı as required exists.
This case includes the basis of induction. Assume now that t1 > 1. By (21) we have
that e′ = ±fs1,...,sk with s1 ≥ t1 − 1 (in particular e
′ 6= f0). By induction there exists
a path e′
ı′
y f0 with pattern ı
′ of the form (j1, . . . , jS, s1, . . . , 2, 1) where jk > s1 + 1
for k = 1, . . . , S. Thus, ı′ is also of the form (j1, . . . , jS+s1−t1+1, t1 − 1, . . . , 2, 1) where
jk > t1 − 1 for j = 1, . . . , S + s1 − t1 + 1. It is then straightforward that e
ı
y f0 with
ı = (j1 + 2, . . . , jS+s1−t1+1 + 2, t1, . . . , 2, 1). The first part follows.
Assume now that et1 = et1+2. Equivalently, assume that m > 2 and t2 = 1. Applying
Lemma 8 let e′ ∈ V0 be such that e
t1+1−→ e′. Note that then e′ = ±fs1,...,sk with s1 ≥ t1.
It therefore follows from the first part of the lemma that there exists a path e′
′
y f0 with
pattern of the form ′ = (j1, . . . , jS, s1, . . . , 2, 1) and jk > s1 + 1 for k = 1, . . . , S. Writing
′ = (j1, . . . , jS+s1−t1 , t1, . . . , 2, 1) we have jk > t1 for k = 1, . . . , S + s1 − t1. It is then
straightforward that e

y f0 with  = (j1 + 2, . . . , jS+s1−t1 + 2, t1 + 1, t1, . . . , 2, 1). The
lemma follows. 
Lemma 11. Let f1 6= e = ±ft1,...,tm ∈ V1. Then there exists a path e
ı
y f1 with pattern ı
of the form (i1, . . . , iT , t1, t1 − 1, . . . , x) where x ∈ {1, 2}, x = 1 if t1 = 1 and ij > t1 + 1,
j = 1, . . . , T .
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If in addition e = (e1, . . . , ek) with et1+2 = et1+1(= et1) then there exists a path e

y f1
with pattern  of the form (i1, . . . , iS, t1+1, t1, t1−1, . . . , x) where x ∈ {1, 2} and ij > t1+2,
j = 1, . . . , S.
Proof. We prove the first part by induction on t1 + · · · + tm. Let e
t1−→ e′. It follows
from Lemma 8 that e′ ∈ V1. If t1 = 1 it clearly follows that a path ı as required exists.
This case includes the basis of induction. Assume now that t1 > 1. By (21) we have that
e′ = ±fs1,...,sk with s1 ≥ t1 − 1. If e
′ = f1 then necessarily e = (1,−1,−1) and the path
e
(2)
y f1 satisfies the required condition with x = 2. Assume now that e
′ 6= f1. By induction
there exists a path e′
ı′
y f1 with pattern ı
′ of the form (j1, . . . , jS, s1, s1 − 1, . . . , x) where
x ∈ {1, 2} andjk > s1+1 for k = 1, . . . , S. If we write  = (j1, . . . , jS+s1−t1+1, t1− 1, . . . , x)
then jk > t1 − 1 for j = 1, . . . , S + s1 − t1 + 1. It is then straightforward that e
ı
y f1 with
ı = (j1 + 2, . . . , jS+s1−t1+1 + 2, t1, . . . , x). The first part follows.
Assume now that et1 = et1+2. Applying Lemma 8 let e
′ ∈ V0 be such that e
t1+1−→ e′.
Note that then e′ = ±fs1,...,sk with s1 ≥ t1. It therefore follows from the first part of the
lemma that there exists a path e′
′
y f1 with pattern of the form 
′ = (j1, . . . , jS, s1, . . . , x)
and jk > s1 + 1 for k = 1, . . . , S. Writing 
′ = (j1, . . . , jS+s1−t1 , t1, . . . , 2, 1) we have
jk > t1 for k = 1, . . . , S + s1 − t1. It is then straightforward that e

y f0 with  =
(j1 + 2, . . . , jS+s1−t1 + 2, t1 + 1, t1, . . . , x). The lemma follows. 
6. Vanishing in the discrete series class
Let
IrrU = ⊔
∞
n=0Irr(U2n)
where Irr(U0) = {10} consists of the trivial representation of the trivial group. In light of
Proposition 2 we introduce the following class of representations. Let Π◦disc ⊆ IrrU be the
set of discrete series representations with trivial partial cuspidal support. We first provide
an interpretation of the Mœglin-Tadic´ classification for this particular class of irreducible
discrete series representations.
6.1. Preliminaries on classification of discrete series representations.
6.1.1. Let
CuspGL = ⊔
∞
n=1Cusp(GLn(E)), IrrGL = ⊔
∞
n=0Irr(GLn(E))
and ν(g) = |det g|E for any g ∈ GLn(E) and n ∈ N. A Zelevinsky segment is a subset of
CuspGL of the form
[a, b](ρ) = {ν
iρ | i = a, a+ 1, . . . , b}
where ρ ∈ CuspGL, a, b ∈ R and b− a+ 2 ∈ N (so that [a, a− 1](ρ) is empty).
For a Zelevinsky segment ∆ = [a, b](ρ) we associate the representation L(∆) ∈ IrrGL, the
unique irreducible quotient of νaρ× νa+1ρ×· · ·× νbρ. It is an essentially square integrable
representation and all essentially square integrable representations in IrrGL are of this form.
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For ρ ∈ CuspGL and a ∈ N let
δ(ρ, a) = L([
1 − a
2
,
a− 1
2
](ρ)).
For a Zelevinsky segment ∆ we also set
∆∨ = {ρ∨ | ρ ∈ ∆}, ∆ = {ρ | ρ ∈ ∆} and νa∆ = {νaρ | ρ ∈ ∆}, a ∈ R.
6.1.2. Cuspidal reducibility points. Let ρ ∈ CuspGL. If ρ is unitary and ρ
∨ 6∼= ρ then
νxρ ⋊ 10 is irreducible for all x ∈ R. If ρ is conjugate self-dual, that is, such that ρ∨ ∼= ρ
then there exists a unique x ∈ R≥0 such that νxρ⋊ 10 is reducible (and so does ν−xρ⋊ 10
by Proposition 1 (3)). In fact, it is proved in [Gol94, Theorem 3.1] that this x is either 0
or 1
2
. This dichotomy for conjugate self-dual representations in CuspGL is characterized in
the literature in various different ways that we collect here together.
Theorem 6. Let ρ ∈ CuspGL be conjugate self-dual. The following are equivalent:
(1) ν
1
2ρ⋊ 10 is reducible;
(2) The Asai-Shahidi L-function associated with ρ (see e.g. [Gol94, §3]) has a pole at
s = 0;
(3) The twisted tensor L-function associated to ρ by Flicker in the Appendix to [Fli93]
has a pole at s = 0;
(4) ρ is GL(F )-distinguished.
Proof. The equivalence of (1) and (2) follows from [Gol94, Theorems 2.7, 2.8 and 2.9]. The
equivalence of (2) and (3) is immediate from [AR05, Theorem 1.6] where it is proved that
the Asai-Shahidi and Flicker’s twisted tensor L-functions coincide. The equivalence of (3)
and (4) is [AKT04, Corollary 1.5]). 
As we later observe, this dichotomy is also related to the parity of the L-parameter of
ρ (for instance see [GMM18, Theorem 4.9]). With this in mind we make the following
definition.
Definition 6. Let ρ ∈ CuspGL be conjugate self-dual. We say that ρ is even if the
equivalent conditions (1)-(4) of Theorem 6 hold and odd otherwise.
We will later see that the L-parameter of an even ρ is conjugate orthogonal and of an
odd ρ is conjugate symplectic.
6.1.3. Define an admissible datum to be a pair of the form (J , (aρ, ǫρ)ρ∈J ) where
• J is a finite set of conjugate self-dual representations in CuspGL.
• For each ρ ∈ J there is a natural number kρ ∈ N, that is necessarily even if ρ is
odd, such that aρ = (a1, . . . , akρ) with a1 > · · · > akρ ≥ 0 and such that a1, . . . , akρ
are all in Z if ρ is odd and all in 1
2
+ Z if ρ is even.
• ǫρ is a kρ-tuple of signs in V0 ⊔ V1 (see Definition 5 for the notation).
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6.1.4. For π ∈ Π◦disc and any ρ ∈ CuspGL conjugate self-dual, let Jordρ(π) be the set of
integers a ∈ N such that
• a is even if ρ is even and odd if ρ is odd,
• δ(ρ, a)⋊ π is irreducible.
Let kρ(π) = |Jordρ(π)|. Let
Jπ = {ρ : kρ(π) > 0}
and for ρ ∈ Jπ let aρ(π) = (a1, . . . , akρ(π)) where a1 > · · · > akρ(π) and
Jordρ(π) = {2ai + 1 : i = 1, . . . , kρ(π)}.
Set Jord(π) = {(ρ, a) | ρ ∈ Jπ, a ∈ Jordρ}.
Mœglin defined the function ǫπ : Jord(π) → {±1} for π ∈ Π◦disc (see [MT02, §2]) which
we now recall.
First suppose that ρ is odd so that ρ ⋊ 10 is reducible. It is also known that ρ ⋊ 10 is
a direct sum of two inequivalent tempered representations of which exactly one is generic.
Call the generic component τ1. Now define ǫπ((ρ, 2a1 + 1)) = 1 if and only if there exists
a representation τ ∈ IrrGL such that π →֒ τ × L([1, a1](ρ))⋊ τ1.
Suppose now that ρ is even. In this case define ǫπ((ρ, 2akρ(π) + 1)) = 1 if and only if
there exists a representation σ ∈ IrrU such that π →֒ L([
1
2
, akρ(π)](ρ))⋊ σ.
In either of the two cases we now define ǫπ on Jordρ(π) in the following recursive manner.
For any i ∈ {1, . . . , kρ(π) − 1}, we require that ǫπ((ρ, 2ai + 1)) = ǫπ((ρ, 2ai+1 + 1)) if and
only if there exists a representation σ ∈ IrrU such that π →֒ L([ai+1 + 1, ai](ρ))⋊ σ.
Finally, we define ǫρ(π) = (e1, . . . , ekρ(π)) by setting ei = ǫπ((ρ, 2ai + 1)).
6.1.5. The Mœglin-Tadic´ classification implies that π 7→ (Jπ, (aρ(π), ǫρ(π))ρ∈Jπ) is a bi-
jection from Π◦disc to the set of admissible data (see [MT02, Theorem 6.1]).
6.1.6. Next we explain how to extract from an admissible datum corresponding to a
representation π ∈ Π◦disc, ways to realize π as a quotient of a representation induced from
an essentially square integrable representation of a standard Levi subgroup of the Siegel
Levi. We apply the results in [MT02, §7 and §9]. We freely use below notation introduced
in §5.
Mœglin and Tadic´ realized the discrete series representations as subrepresentations of
certain induced representations. For distinction problems it is more convenient to realize
representations as quotients. We translate their results via contragredient (recall (1)).
Note that Π◦disc is preserved by π 7→ π
∨ and Jπ∨ = {ρ∨ | ρ ∈ Jπ}, π ∈ Π◦disc.
Fix π ∈ Π◦disc and ρ ∈ Jπ and let a = aρ∨(π
∨) = (a1, . . . , ak) and ǫ = ǫρ∨(π
∨) ∈ Vx with
x ∈ {0, 1}. For any path ǫ
ı
y fx we associate a representation Iρ(a, ǫ, ι) as follows. Let
((x1, y1), . . . , (xm, ym)) be the history of the path ı (in particular m = [k/2]). If k = 2m
(i.e., x = 0) we set
Iρ(a, ǫ, ι) = L([−ax1 , ay1](ρ))× · · · × L([−axm , aym ](ρ))
and if k = 2m+ 1 (i.e., x = 1) and {z} = {1, . . . , k} \ {x1, . . . , xm, y1, . . . , ym} then
Iρ(a, ǫ, ι) = L([−ax1 , ay1](ρ))× · · · × L([−axm , aym](ρ))× L([−az ,−1/2](ρ)).
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Now let π ∈ Π◦disc and for any ρ ∈ Jπ choose a path ǫρ∨(π
∨)
ıρ
y fx(ρ) where x(ρ) = x(ρ, π)
is either zero or one. Let Jπ = {ρ1, . . . , ρn} be ordered arbitrarily. Then π is a quotient of
the representation
Iπ(ıρ1 , . . . , ıρn) = Iρ1(aρ∨1 (π
∨), ǫρ∨1 (π
∨), ιρ1)× · · · × Iρn(aρ∨n (π
∨), ǫρ∨n (π
∨), ιρn)⋊ 10.
6.2. Statement and proof of the vanishing result.
6.2.1. One of our main applications of the geometric lemma is the following.
Proposition 4. Let ∆1, . . . ,∆m be segments satisfying the following property. There exists
k ≤ m, such that
• for some ρ ∈ CuspGL conjugate self-dual we have ∆m+1−i = [−ai, bi](ρ) for all
i = 1, . . . , k where the difference between any two elements in {a1, . . . , ak, b1, . . . , bk}
is an integer, and a1 > · · · > ak > bk > · · · > b1;
• for i ≤ m− k, ∆i is of the form [−a, b](ρ′) where ρ
′ ∈ CuspGL is unitary and either
ρ′ 6∼= ρ or b < a < b1.
If the representation σ = L(∆1)⊗· · ·⊗L(∆m)⊗10 (of the relevant Levi subgroup M of U2n)
admits a relevant orbit (see Definition 3) then k is even and a2i = a2i−1−1, i = 1, . . . , k/2.
Proof. We apply the notation of §4.4 for the relevant orbit. Applying [Zel80, §9.5] write
rL,M(σ) = ⊗ı∈IL(∆ı)⊗ 10
and recall that
∆(m+1−i,jm+1−i) = [−ai, xi](ρ)
for some xi ≤ bi, i = 1, . . . , k. Since the representation L(∆) is generic it is not Sp-
distinguished for any Zelevinsky segment ∆ (see [HR90, Theorem 3.2.2]). It therefore
follows from Corollary 4 that c+(w) is empty. By assumption
νL(∆
∨
(m+1−i,jm+1−i)
) = L([1 − xi, ai + 1](ρ)) 6= L(∆ı)
for any ı ∈ I. We may therefore deduce from the second part of Corollary 4 that
(m+ 1− i, jm+1−i) ∈ c, i = 1, . . . , k.
To complete the proof of this proposition we prove by induction that if 2i − 1 ≤ k then
also 2i ≤ k, τ(m+ 1− 2i, jm+1−2i) = (m+ 2− 2i, jm+2−2i) and a2i = a2i−1 − 1.
It follows from Corollary 4 that
L(∆τ(m,jm)) = νL(∆(m,jm)) = L([1− a1, 1 + x1](ρ)).
By the assumptions we must have τ(m, jm) = (m−1, jm−1) and a2 = a1−1. It also follows
from the order constraints on τ (see (17) and (18)) that (n, j) ∈ c if and only if j = jn
for n ∈ {m− 1, m}. Now assume that τ(m + 1− 2i, jm+1−2i) = (m+ 2− 2i, jm+2−2i) and
a2i = a2i−1−1 for i = 1, . . . , s−1, that (n, j) ∈ c if and only if j = jn form+3−2s ≤ n ≤ m
and that 2s− 1 ≤ k. As above, by Corollary 4 we have
L(∆τ(m+2−2s,jm+2−2s)) = νL(∆(m+2−2s,jm+2−2s)) = L([1 − a2s−1, 1 + x2s−1](ρ)).
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By induction hypothesis τ(m + 2 − 2s, jm+2−2s) = (i, j) with i ≤ m + 2 − 2s and by our
assumption this implies that τ(m+1−2s, jm+1−2s) = (m+2−2s, jm+2−2s), a2s = a2s−1−1
and 2s ≤ k. The constraints (17) and (18) on τ also imply that (n, j) ∈ c if and only if
j = jn for m+ 1− 2s ≤ n ≤ m. The proposition follows. 
6.2.2. We recall that the graph of signs is defined is §5. We freely use the notation
introduced there.
Theorem 7. Let π ∈ Π◦disc. Suppose that there exists ρ ∈ Jπ, with ǫπ∨(ρ
∨) = (e1, . . . , ek) =
±ft1,...,tm and aπ∨(ρ
∨) = (a1, . . . , ak), that satisfies at least one of the following three con-
ditions:
(1) t1 is odd,
(2) a2i−1 > a2i + 1 for some i ≤ t1/2,
(3) et1+2 = et1+1(= et1).
Then π is not Sp-distinguished.
Proof. In order to show that π is not Sp-distinguished we realize it as a quotient of an
induced representation I that is not Sp-distinguished. We separate into several cases,
and in each case, writing I = iG,M(σ), we apply Theorem 5 and show that I is not Sp-
distinguished by showing that σ has no relevant orbit.
Write Jπ = {ρ1, . . . , ρn} with ρ = ρn and choose an arbitrary path ǫπ∨(ρ∨k )
ık
y fxk with
xk ∈ {0, 1} for k = 1, . . . , n− 1. Let e = ǫπ∨(ρ∨). If e ∈ V0 then choose a path e
ın
y f0 to
satisfy the requirement of ı in Lemma 10 if either (1) or (2) above hold and  if (3) holds.
Then Iπ(ı1, . . . , ın) is of the form iG,M(σ) where σ satisfies the assumptions of Proposition
4 with k = t1 in Cases (1) or (2) and with k = t1 +1 in Case (3). It therefore follows from
the proposition that Iπ(ı1, . . . , ın) and therefore also π is not Sp-distinguished.
Assume now that e ∈ V1. Choose a path e
ın
y f1 to satisfy the requirement of ı in Lemma
11 if either (1) or (2) above hold and  if (3) holds. If the pattern of the path ın ends
at x = 2 then as in the previous case it follows that Iπ(ı1, . . . , ın) is of the form iG,M(σ)
where σ satisfies the assumptions of Proposition 4 with k = t1 in Cases (1) or (2) and with
k = t1 + 1 in Case (3). It follows from the proposition that σ has no contributing orbit
and hence π is not Sp-distinguished. Assume now that ın ends at x = 1. Then
Iπ(ı1, . . . , ın) = L(∆1)× · · · × L(∆m)× L(∆)⋊ 10
where σ = L(∆1)⊗· · ·⊗L(∆m)⊗10 satisfies the assumptions of Proposition 4 with k = t1
in Cases (1) or (2) and with k = t1 + 1 in Case (3). Furthermore L(∆) = L([−a,−1/2](ρ))
where in the notation of Proposition 4 we have 0 < a < b1 and −1/2 < b1. In other words,
[−ai, bi](ρ) contains [−a,−1/2](ρ) and therefore L(∆) × L(∆m+1−i) ∼= L(∆m+1−i) × L(∆)
for i = 1, . . . , k. It follows that Iπ(ı1, . . . , ın) is isomorphic to
L(∆1)× · · · × L(∆m−k)× L(∆)× L(∆m+1−k)× · · · × L(∆m)⋊ 10
which is of the form iG,M(σ) where σ satisfies the assumptions of Proposition 4 with k = t1
in Cases (1) or (2) and with k = t1 + 1 in Case (3). Again it follows from the proposition
that σ has no contributing orbit and hence π is not Sp-distinguished. 
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7. Vanishing in the tempered class
In this section we obtain a sufficient condition for a tempered representation to be not
Sp-distinguished.
7.1. Tempered representations of U2n. Given an irreducible tempered representation
π of U2n, it is known due to Harish-Chandra that there exist irreducible discrete series
representations πds ∈ Irr(U2m) (for some m ≤ n) and δ1, . . . , δt ∈ IrrGL such that π is
a quotient (in fact a direct summand) of the unitary representation δ1 × · · · × δt ⋊ πds.
Furthermore, πds and the multi-set {δ1, δ1
∨
, . . . , δt, δt
∨
} are uniquely determined by π (see
[Wal03, Proposition III.4.1]). We remark further that δ1, . . . , δt can be reordered arbitrarily
and each δi can be replaced by δi
∨
.
Following [Tad13, Definition 5.4] we define the Jordan set of the tempered representation
π in the following manner. Let δi = δ(ρi, ai) where ρi ∈ CuspGL is unitary i = 1, . . . , t.
Then define Jord(π) to be the multi-set
{(ρ1, a1), . . . , (ρt, at), (ρ1
∨, a1), . . . , (ρt
∨, at)} ∪ Jord(πds).
Note that, unlike in the case of discrete series representations, Jord(π) can have multiplic-
ities.
Define Π◦temp ⊆ IrrU to be the class of tempered representations with trivial partial
cuspidal support. Thus, π ∈ Π◦temp if and only if πds ∈ Π
◦
disc.
If π ∈ IrrU is tempered and not in Π◦temp then π is not Sp-distinguished by Proposition
2. We can also exclude distinction for many representations in Π◦temp.
7.2. Vanishing result on tempered representations. For ρ ∈ cuspGL let exp(ρ) ∈ R
be the unique real number s such that ν−sρ is unitary. For a segment ∆ = [a, b]ρ let
exp(∆) = (a + b)/2 + exp(ρ). (Thus, L(∆) is unitary if and only if exp(∆) = 0.)
Proposition 5. Let π ∈ Π◦temp be such that there exists (ρ, a) ∈ Jord(π) which satisfies at
least one of the following conditions:
(1) ρ is not conjugate self-dual.
(2) ρ is conjugate self-dual and for (ρ∨, b) ∈ Jordρ∨(π∨ds) we have that a 6≡ b mod 2.
(3) ρ is conjugate self-dual and for (ρ∨, b) ∈ Jordρ∨(π∨ds) we have that b ≤ a.
Then π is not Sp-distinguished.
Proof. Without loss of generality we may choose amaximal so that one of the three assump-
tions hold. Thus, if (ρ, b) ∈ Jord(π) but (ρ∨, b) 6∈ Jord(π∨ds) then b ≤ a. By interchanging
ρ and ρ∨ if necessary, we can further assume that a ≥ b whenever (ρ∨, b) ∈ Jord(π) and
(ρ, b) 6∈ Jord(π∨ds).
With our assumption, it follows from the discussion in §7.1 and §6.1.6 that π can be
written as an irreducible quotient of an induced representation of the form
Iπ = L(∆1)× · · · × L(∆k)⋊ 10
where
∆1 = [
1− a
2
,
a− 1
2
](ρ)
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and either ∆i ⊆ ∆1 or ∆i is disjoint from {ν
j+(a−1)/2ρ : j ∈ Z} for i = 2, . . . , k.
Assume by contradiction that π is Sp-distinguished. Then Iπ is also Sp-distinguished
and by Theorem 5 the representation σ = L(∆1)⊗ · · · ⊗ L(∆k)⊗ 10 has a relevant orbit.
We apply the notation of §4.4 for the relevant orbit. Let x = (a− 1)/2. By [Zel80, §9.5]
write
rL,M(L(∆1)⊗ · · · ⊗ L(∆k)⊗ 10) = ⊗ı∈IL(∆ı)⊗ 10
and recall that
∆(1,j1) = [−x, y](ρ)
for some y ∈ {−x,−x + 1, . . . , x} and that by assumption
ν−x−1ρ, ν1+xρ∨ /∈ ∪ki=1∆i.
By [HR90, Theorem 3.2.2] and Corollary 4 the set c+(w) is empty. But we now have
ν−1∆(1,j1) = [−x− 1, y − 1](ρ) 6= ∆ı, ı ∈ I
and
ν∆(1,j1)
∨
= [1− y, 1 + x](ρ∨) 6= ∆ı, ı ∈ I
which contradicts Corollary 4. The proposition follows.

8. Representation theory of general linear groups
Before we continue with further applications of the geometric lemma to Sp-distinction,
we need to introduce some further notation and recall the Langlands and Zelevinsky clas-
sifications of IrrGL.
Zelevinsky segments (henceforth, simply segments) were defined in §6.1.1. For a segment
∆ = [a, b](ρ), we denote by b(∆) = ν
aρ its beginning, by e(∆) = νbρ its end and by
ℓ(∆) = b− a+ 1 its length.
8.1. Classification of IrrGL. We refer to [Zel80] for the results stated in this section.
8.1.1. Segment representations. Let ∆ = [a, b](ρ) be a Zelevinsky segment. The representa-
tion νaρ×νa+1ρ×· · ·×νbρ has a unique irreducible subrepresentation which we denote by
Z(∆). It is also the unique irreducible quotient of νbρ× νb−1ρ× · · ·× νaρ. By convention,
if the segment ∆ is empty then Z(∆) is the trivial representation of the trivial group.
The representations Z(∆) are the building blocks in the Zelevinsky classification of IrrGL.
8.1.2. Two segments ∆1 and ∆2 are linked if ∆1 ∪∆2 is a segment different from ∆1 and
from ∆2. If ∆1 and ∆2 are linked and b(∆2) = ν
ab(∆1) for some a ∈ N, then we say that
∆1 precedes ∆2 and write ∆1 ≺ ∆2.
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8.1.3. Let O be the set of finite multi-sets of segments. For m ∈ O we write m =
{∆1, . . . ,∆t} as an unordered t-tuple. (Here, we may have ∆i = ∆j for i 6= j.) When
choosing a specific order, by abuse of notation we write m = (∆1, . . . ,∆t) as an ordered
t-tuple.
We say that m is ordered in standard form if ∆i 6≺ ∆j for all 1 ≤ i < j ≤ t. For example,
by requiring that b(∆i) ≥ b(∆i+1) for i = 1, . . . , t− 1 we obtain a standard form.
We also let m∨ = {∆∨1 , . . . ,∆
∨
t } and similarly define the multi-sets m and ν
am, a ∈ C.
8.1.4. Let m = {∆1, . . . ,∆t} ∈ O be ordered in standard form. The representation
Z(∆1)× · · · × Z(∆t)
is independent of the choice of order of standard form. It has a unique irreducible sub-
module that we denote by Z(m).
8.1.5. The Zelevinsky classification says that the map m 7→ Z(m) : O → IrrGL is a
bijection.
8.1.6. The representation
ζ˜(m) = Z(∆t)× · · · × Z(∆1)
is also independent of the choice of standard order on m and Z(m) is the unique irreducible
quotient of ζ˜(m).
8.1.7. For a segment ∆ the representation L(∆) is defined in §6.1.1. We remark that
∆ 7→ L(∆) is a bijection between the set of segments and the subset of essentially square-
integrable representations in IrrGL.
8.1.8. Let m = (∆1, . . . ,∆t) ∈ O be ordered in standard form. The representation
L(∆1)× · · · × L(∆t)
is independent of the choice of order of standard form. It has a unique irreducible quotient
that we denote by L(m).
8.1.9. The Langlands classification says that the map m 7→ L(m) : O → IrrGL is a
bijection.
8.1.10. It follows from the two classifications above that for any m ∈ O there exists a
unique mt ∈ O such that Z(m) = L(mt). The function m 7→ mt is an involution on O.
Given a multi-set m, an algorithm to compute mt is provided in [MW86].
For π = Z(m) ∈ IrrGL, let π
t = L(m). The map π 7→ πt is the Zelevinsky involution on
IrrGL.
8.1.11. For an irreducible cuspidal ρ ∈ CuspGL define its cuspidal line
ρZ = {νmρ | m ∈ Z}.
To ρZ we transfer the standard order ≤ on Z. That is, for ρ, ρ′ ∈ CuspGL we write ρ ≤ ρ
′
if ρ′ = νnρ for some n ∈ N.
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8.1.12. For every π ∈ IrrGL there exist ρ1, . . . , ρk ∈ CuspGL, unique up to rearrangement,
so that π is isomorphic to a subrepresentation of ρ1×· · ·×ρk. Let the multi-set of cuspidal
representations
Supp(π) = {ρi | i = 1, . . . , k}
be the cuspidal support of π.
8.1.13. For m ∈ O define the multi-set
Supp(m) = {ρ ∈ CuspGL | ρ ∈ ∆ for some ∆ ∈ m}
to be the cuspidal support of m. We then have Supp(m) = Supp(Z(m)) = Supp(L(m)).
Definition 7. We say that a representation π ∈ IrrGL (resp. multi-set m ∈ O) is rigid if
Supp (π) ⊆ ρZ (resp. Supp (m) ⊆ ρZ) for some ρ ∈ CuspGL. We then also say that π (resp.
m) is supported on ρZ.
8.1.14. Exponent of a representation. For a representation π ∈ IrrGL with central character
ωπ let α = exp(π) ∈ R be the exponent of π. It is the unique real number such that ν−αωπ
is a unitary character.
For a segment ∆ we have
exp(∆) = exp(Z(∆)) = exp(L(∆)).
8.2. Langlands parameters. Let WE denote the Weil group of E and
W ′E = WE × SL2(C)
the Weil-Deligne group. The Langlands parameter (henceforth, L-parameter) of an ir-
reducible representation of GLn(E) is an n-dimensional continuous semi-simple complex
representation of the group W ′E . Let Φ(GLn(E)) be the set of all equivalence classes of
L-parameters for the group GLn(E). The Langlands reciprocity map, is the bijection
recn : Irr(GLn(E))→ Φ(GLn(E))
established in [HT01]. We denote by recGL : ⊔∞n=1Irr(GLn(E)) → ⊔
∞
n=1Φ(GLn(E)) the
union of these bijections for all n. The map recGL restricts to a bijection from CuspGL to
the set of irreducible, complex representations of WE.
In [Zel80] Zelevinsky reduced the Langlands reciprocity map to its restriction to CuspGL
as follows. Let ∆ be a segment such that ℓ(∆) = x. Write ∆ = [− (x−1)
2
, (x−1)
2
](ρ) where
ρ ∈ CuspGL. Then we have that
recGL(L(∆)) = recGL(ρ)⊗ Spc(x)
where Spc(x) denotes the unique irreducible algebraic x-dimensional representation of
SL2(C). Clearly, the parameter recGL(L(∆)) is an irreducible representation of W
′
E .
Finally if π = L(m) where m = {∆1, . . . ,∆t}, then we have that
(22) recGL(π) = ⊕
t
i=1recGL(L(∆i)).
For an L-parameter φ, denote by cφ∨ its conjugate-dual parameter (see for instance
[Mok15, §2.2] for the precise definition). We will use several times in this article the
following fact ([HT01, Lemma VII.1.6]):
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Theorem 8. We have
recGL(π
∨) = c(recGL(π))
∨.

We say that a parameter φ ∈ Φ(GLn(E)) is conjugate self-dual if cφ ∼= φ∨. We refer to
[Mok15, §2.2] for the notion of a conjugate self-dual parameter with parity ±1 and we also
apply the terminology of [GGP12, §3] to say that φ ∈ Φ(GLn(E)) conjugate self-dual is
conjugate orthogonal if it has parity 1 and conjugate symplectic if it has parity −1.
A conjugate self-dual cuspidal representation always has parity. The results of Mok
[Mok15, Lemma 2.2.1 and Theorem 2.5.1] combined with [Gol94, Theorems 2.7 and 2.8]
imply the following.
Theorem 9. Let ρ ∈ CuspGL be conjugate self dual. Then ρ is even (see Definition 6) if
and only if recGL(ρ) is conjugate orthogonal. 
Remark 5. As a consequence, a conjugate self-dual discrete series representation in IrrGL
always has parity determined as follows. Let ρ ∈ CuspGL be conjugate self-dual and a ∈ N.
Then δ(ρ, a) is conjugate self-dual with parity (−1)a−1ηρ where ηρ is the parity of ρ.
8.3. Ladder representations. The class of ladder representations was introduced in
[LM14]. The Jacquet modules of a ladder representation are calculated explicitly in [KL12,
Corollary 2.2]. Moreover, this class is preserved by the Zelevinsky involution and the al-
gorithm provided in [MW86] to compute the Zelevinsky involution of an irreducible rep-
resentation takes a much simpler form when the representation is a ladder (see [LM14,
§3]). Some of these results and structural properties make this class more approachable
in comparison to the entire admissible dual for the purpose of distinction problems (for
instance see [MOS17]). We will now recall their definition.
8.3.1. Definition of ladder representations.
Definition 8. An (ordered) multi-set m ∈ O is called a ladder if there exist ρ ∈ CuspGL
and integers
a1 > · · · > ak and b1 > · · · > bk
such that m = (∆1, . . . ,∆k) where ∆i = [ai, bi]ρ. A representation π ∈ IrrGL is called a
ladder representation if π = L(m) (or equivalently, if π = Z(m)) where m is a ladder.
8.3.2. In the above notation, the ladder representation π = L(m) is called a Speh repre-
sentation if
(23) ai = ai+1 + 1 and bi = bi+1 + 1 for i = 1, . . . , k − 1.
We recall the fact that any unitary representation in IrrGL can be obtained as a parabolic
induction of Speh representations (see [Tad86, Theorem D]).
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9. Further applications of the geometrical lemma to distinction
Let P = M ⋉ U be a standard parabolic subgroup of U2n, contained in the Siegel
parabolic, with its standard Levi decomposition and fix a double coset in P\U2n/Sp2n. We
will now collect some simple consequences of the geometric lemma (described in §4) that
we use later in the article. Throughout this section we freely apply the notation of §4.4 for
the chosen orbit.
Lemma 12. Let ı = (c, d) ∈ I be the minimal index in c such that τ(ı) 6= ı. Then
τ(ı) = (a, ja) for some a > c.
Proof. Write τ(ı) = (a, b). By the minimality of ı and (18), it follows easily that c < a.
Assume if possible that b < ja. By (17) we have (a, ja) ∈ c and by (18) we have τ(a, ja) ≺
τ(a, b) = ı which is contradicting the minimality of ı. 
Lemma 13. Let ρ ∈ CuspGL and m = (∆1, . . . ,∆t) ∈ O be an ordered multi-set with
∆i = [ai, bi](ρ), i = 1, . . . , t and b1 ≤ · · · ≤ bt. Suppose that w ∈ MWM ∩W [2] is relevant
to Z(∆1) ⊗ · · · ⊗ Z(∆t) ⊗ 10. For the orbit corresponding to w we have c = c+(w). In
particular, c is of the form
c = {(a, ja) : a ∈ A}
for some A ⊆ {1, . . . , t}.
Proof. Let L = M ∩ w−1Mw and applying [Zel80, Proposition 3.4], in the above notation
write
rL,M(Z(∆1)⊗ · · · ⊗ Z(∆t)⊗ 10) = ⊗ι∈IZ(∆ι)⊗ 10.
Then ∆(i,ji) = [yi, bi](ρ) for some yi ≥ ai for i = 1, . . . , t. Assume by contradiction that
there exists an index in c not fixed by the involution τ and denote the minimal such index
by ı = (c, d). By Lemma 12, there exists a ∈ {c + 1, . . . , t} such that τ(ı) = (a, ja). Thus,
by Corollary 4 we have ν−1Z(∆ı) = Z(∆(a,ja)). This implies that ∆ı = [ya + 1, ba + 1](ρ)
which contradicts the hypothesis on m and the fact that c < a. Thus, c = c+(w). The last
part of the lemma follows from (18). 
Lemma 14. Let π1 ∈ Π(GLp1(E)) and π2 ∈ Π(GL2p2(E)) be such that ν
−1/2π1 is GL(F )-
distinguished and π2 is Sp-distinguished (p1, p2 ≥ 0). Then π1×π2⋊ 1 is Sp-distinguished.
Proof. This follows from a combination of an open orbit and a closed orbit argument
for lifting distinguished representations via parabolic induction. Indeed, it follows from
[Off17, Proposition 7.2] that the representation π2 ⋊ 1 is Sp-distinguished and now the
lemma follows from [Off17, Proposition 7.1]. 
Lemma 15. Let ρ1, . . . , ρk ∈ CuspGL be unitary representations such that ρi ≇ ρj , ρj
∨ if
i 6= j. Let
τ = L([a1, b1](ρ1))× · · · × L([ak, bk](ρk))
where ai, bi ∈ R are such that bi − ai ∈ Z≥0, i = 1, . . . , k. Then the representation
τ ⋊ 10 ∈ Π(U2n) is Sp-distinguished if and only if ν−1/2τ is GL(F )-distinguished. In
particular, if τ ⋊ 10 is Sp-distinguished then exp([ai, bi](ρi)) =
1
2
for all i = 1, . . . , k.
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Proof. Let ∆i = [ai, bi](ρi) for i = 1, . . . , k. If ν
−1/2τ is GL(F )-distinguished, then the
representation τ⋊10 is Sp-distinguished by Lemma 14. To prove the ‘only if’ part, suppose
that τ ⋊ 10 is Sp-distinguished. Let σ = L(∆1)⊗ · · ·⊗L(∆k)⊗10 and M be the standard
Levi subgroup of U2n corresponding to σ. Now Sp-distinction of τ ⋊ 10 implies that there
exists a w ∈ MWM ∩ W [2] which is relevant to σ. Let L = M ∩ w
−1Mw and applying
[Zel80, §9.5] write
rL,M(L(∆1)⊗ · · · ⊗ L(∆k)⊗ 10) = ⊗ı∈IL(∆ı)⊗ 10
(in the notation of §4.4). By the hypothesis, Corollary 4 and the fact that no essentially
square integrable representation in IrrGL is Sp-distinguished (by [HR90, Theorem 3.2.2]),
we obtain that ji = 1, i = 1, . . . , k, c = ∅ and the involution τ on I is trivial. Thus
ν−1/2L(∆i) is GL(F )-distinguished for each i ∈ {1, . . . , k}. By [Fli91, Proposition 12]
exp(∆i) =
1
2
. The representation ν−1/2τ is GL(F )-distinguished by [Fli92, Proposition
26]. 
10. L-parameters for the unitary groups and the stable base change map
We now collect some preliminaries relevant to this article on the L-parameters of quasi-
split unitary groups and the stable base change map. We begin by recalling the Langlands
quotient theorem for these groups.
10.1. Langlands quotient theorem.
10.1.1. Standard modules of U2n.
Definition 9. A standard module λ ∈ Π(U2n) is a representation of the form
νx1τ1 × · · · × ν
xkτk ⋊ τtemp
where k ≥ 0, τi (1 ≤ i ≤ k) are tempered representations in IrrGL, τtemp is a tempered
representation in IrrU and x1 > · · · > xk > 0.
The representation νx1τ1 × · · · × ν
xkτk is the GL-part of λ.
10.1.2. We now state the Langlands quotient theorem for U2n (see [Sil78] for a proof).
Theorem 10. A standard module λ ∈ Π(U2n) has a unique irreducible (Langlands) quotient
that we denote by LQ(λ). The map λ 7→ LQ(λ) from standard modules in Π(U2n) to
Irr(U2n) is a bijection. 
10.2. Stable base change. We will now recall the definition and some preliminary facts
on the stable base change map from Irr(U2n) to Irr(GL2n(E)).
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10.2.1. L-parameter for U2n. Let WF denote the Weil group and W
′
F := WF × SL2(C)
the Weil-Deligne group of F . The Langlands dual group of U2n is the semi-direct product
LU2n = GL2n(C)⋊WF where the action ofWF factors through the Galois group Gal(E/F ).
An L-parameter of U2n is a mapW
′
F →
LU2n satisfying several properties (see, for instance,
[GGP12, §8] or [Mok15, §2.2]). Let Φ(U2n) denote the set of all equivalence classes of L-
parameters of the group U2n. The Langlands reciprocity map for this case was established
by Mok (see [Mok15, Theorem 2.5.1]). We denote by recU the union over all n ∈ N of the
finite to one surjective maps from Irr(U2n) to Φ(U2n) defined by Mok.
Given π ∈ Irr(U2n), the fiber of the map recU containing π is the L-packet of π.
10.2.2. The restriction map ξ′bc. For φ ∈ Φ(U2n) the restriction φ|W ′E lies in Φ(GL2n(E)).
Denote this restriction map (φ 7→ φ|W ′
E
) : ⊔∞n=1Φ(U2n) → ⊔
∞
n=1Φ(GL2n(E)) by ξ
′
bc. The
map ξ′bc is injective (see [GGP12, Theorem 8.1 (ii)] or [Mok15, §2.2]).
10.2.3. Stable base change ξbc is the functorial transfer from Irr(U2n) to Irr(GL2n(E))
defined by
ξ′bc(recU(π)) = recGL(ξbc(π)).
10.2.4. Image of ξbc. The next result follows from [Mok15, Lemma 2.2.1 and Theorem
2.5.1] (see also [GGP12, Theorem 8.1]).
Proposition 6. A representation π ∈ Irr(GL2n(E)) is in the image of the map ξbc if and
only if π∨ ∼= π and recGL(π) is conjugate symplectic. 
In what follows we provide some information about the stable base change fibers (L-
packets). First, we remark that this task is reduced to tempered L-packets as follows.
10.2.5. The map ξbc takes tempered representations to tempered representations. If π ∈
IrrGL lies in the image of the base change map then it is the Langlands quotient of a
standard module of the form
νx1τ1 × · · · × ν
xkτk × πtemp × ν
−xkτk
∨ × · · · × ν−x1τ1
∨
for unique real numbers x1 > · · · > xk > 0 and tempered representations τ1, . . . , τk and
πtemp in IrrGL so that recGL(πtemp) is conjugate symplectic. We then have
ξ−1bc (π) = {LQ(ν
x1τ1 × · · · × ν
xkτk ⋊ τtemp) | τtemp ∈ ξ
−1
bc (πtemp)}.
10.2.6. An L-packet of tempered representations in IrrU either consists entirely of dis-
crete series representations or contains none (see [Mœg07, Theorem 5.7]). Mœglin further
explicated in [Mœg07, §5] the L-packets consisting of discrete series representations.
A tempered representation π ∈ IrrGL is called stable F -discrete if it has the form
(24) π ∼= δ1 × · · · × δk
where δ1, . . . , δk ∈ IrrGL are discrete series representations such that recGL(δi) is conjugate
symplectic for i = 1, . . . , k and δi 6∼= δj for i 6= j.
Recall from Remark 5 that for ρ ∈ CuspGL and a ∈ N we have that recGL(δ(ρ, a)) is
conjugate symplectic if and only if ρ is conjugate self-dual of parity (−1)a.
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For π ∈ IrrGL tempered and in the image of stable base change we have that ξ
−1
bc (π)
consists of discrete series representations if and only if π is stable F -discrete.
Let π be stable F -discrete as in (24) and write δi = δ(ρi, ai), i = 1, . . . , k. Then the
L-packet ξ−1bc (π) consists of discrete series representation π
′ ∈ IrrU such that Jord(π′) =
{(ρi, ai), | i = 1, . . . , k}. It further follows from [Mœg07, Theorem 7.1] that the stable base
change fiber is of cardinality ∣∣ξ−1bc (π)∣∣ = 2k−1.
This observation, that a discrete series L-packet is determined by the Jordan set, is a
consequence of the fact that the extended cuspidal support of a discrete series τ ∈ IrrU
as defined in [Mœg07, §5.4] is, in fact, the cuspidal support of ×(ρ,a)∈Jord(τ)δ(ρ, a). This,
in turn, follows from the fact that the basic assumption (BA) of [MT02] (and hence also
[MT02, (2-3)]) is now a theorem (see [Mœg07, Proposition 3.1] and [MT02, §12]).
10.2.7. Let π ∈ IrrGL be tempered and in the image of stable base change. Then there is a
unique stable F -discrete representation π0 ∈ IrrGL and a tempered representation τ ∈ IrrGL
such that
π ∼= τ × π0 × τ
∨.
Furthermore, τ × τ∨ is uniquely determined by π. We have
ξ−1bc (π) = {τ
′ ∈ IrrU | τ
′ →֒ τ ⋊ π′0 for some π
′
0 ∈ ξ
−1
bc (π0)}.
Write τ = δ1 × · · · × δt where δi ∈ IrrGL is a discrete series representation i = 1, . . . , t. In
fact, it follows from [MT02, Theorem 13.1] (and the fact that Jord(π′0) is independent of
π′0 ∈ ξ
−1
bc (π0)) that ∣∣ξ−1bc (π)∣∣ = 2m ∣∣ξ−1bc (π0)∣∣
where m is the number of pairs (ρ, a) such that ρ ∈ CuspGL is conjugate self-dual with
parity (−1)a, δ(ρ, a)⋊ π′0 is reducible for one (and hence all) π
′
0 ∈ ξ
−1
bc (π0) and δ(ρ, a)
∼= δi
for some i ∈ {1, . . . , t}. Furthermore, in the above notation, write δi = δ(σi, bi), with
σi ∈ CuspGL and bi ∈ N, i = 1, . . . , t and π0 = δ(ρ1, a1)× · · · × δ(ρk, ak) as in (24). Then
ξ−1bc (π) consists of the tempered representations π
′ ∈ IrrU such that Jord(π′) is the multi-set
{(σi, bi), (σi
∨, bi) | i = 1, . . . , t} ∪ {(ρi, ai) | i = 1, . . . , k}.
10.2.8. Next we make more explicit the L-packets of discrete series representations that
contain a single member.
For ρ ∈ CuspGL even and a ∈ 2N let τ
+(ρ, a) ∈ Π◦disc be the representation associated in
§6.1.5 to the admissible data (J , (a, ǫ)) where J = {ρ}, a = ((a − 1)/2) and ǫ = (1) (so
that kρ = 1). In other words, τ
+(ρ, a) is the unique irreducible quotient of
L([
1 − a
2
,−
1
2
](ρ))⋊ 10
and is a strongly positive discrete series representation (see for example [MT02, §7]).
Lemma 16. Let δ ∈ Irr(GL2n(E)) be a discrete series representation in the image of stable
base change. Write δ = δ(ρ, a) where ρ ∈ CuspGL is conjugate self-dual with parity (−1)
a
and let τ ∈ IrrU be the discrete series representation such that {τ} = ξ
−1
bc (δ).
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(1) If a (and hence ρ) is odd then τ 6∈ Π◦disc.
(2) If a (and hence ρ) is even then τ = τ+(ρ, a).
Proof. This follows from [Mœg07, §5]. In particular, when a is odd the extended cuspidal
support of τ in the sense of loc. cit. contains ρ with multiplicity one while when a is
even, the extended cuspidal support of τ+(ρ, a) is the cuspidal support of δ. The lemma
therefore follows from [Mœg07, Theorem 5.7]. 
10.2.9. It is observed in [DP, Proposition 12] that if an L-packet in IrrU has an associated
Arthur parameter and its stable base change is Sp-distinguished then the L-packet con-
sists of a single representation. We notice here that this observation holds for all unitary
representations in IrrGL.
Proposition 7. Let π ∈ IrrGL be unitary, conjugate self-dual and Sp-distinguished. Then π
is in the image of stable base change and its base change fiber is a singleton, i.e.,
∣∣ξ−1bc (π)∣∣ =
1.
Proof. Write π = L(m). In light of §10.2.5 it is enough to show that no segment in m has
exponent zero. For a segment ∆ and a ∈ N let m(∆, a) = {ν
1−a
2
+i∆ | i = 0, 1, . . . , a− 1}.
It follows from [OS08, Corollary 2] that π = π1 × · · · × πk where each πi = L(mi) is such
that mi is either of the form m(∆, 2a) or of the form ν
αm(∆, 2a) + ν−αm(∆, 2a) where
exp(∆) = 0, a ∈ N and 0 < α < 1
2
. It easily follows that no segment in mi has exponent
zero and since m = m1 + · · · + mk the proposition follows. (Here, we view multi-sets as
functions of finite support, hence addition is defined.) 
10.2.10. Note that Proposition 6 implies that for any rigid π in the image of the map
ξbc, there exists a unique conjugate self-dual representation ρ ∈ CuspGL such that either
Supp (π) ⊆ ρZ or Supp (π) ⊆ (ν
1
2ρ)Z. We make the following definition.
Definition 10. We say that a conjugate self-dual rigid representation π ∈ IrrGL is centered
at ρ ∈ CuspGL, if ρ ∼= ρ
∨ and Supp (π) ⊆ ρZ ⊔ (ν
1
2ρ)Z.
11. Distinction and the stable base change map
Dijols and Prasad conjectured in [DP, Conjecture 2] that an L-packet of Arthur type
in IrrU contains an Sp-distinguished member if and only if the stable base change of the
L-packet is Sp-distinguished. In this section we study a family of representations that
indicate that the Arthur type assumption is necessary. Namely, we show that for some
Sp-distinguished ladder representations in IrrGL the unique element of its base change fiber
is not Sp-distinguished.
11.1. Reducibility, distinction and L-packets associated to ladders. Let π = L(m)
be a ladder representation. We recall the equivalent conditions for π to be Sp-distinguished
and for π to be in the image of stable base change.
11.1.1. It follows from [MOS17, Theorem 10.3] that the representation π is Sp-distinguished
if and only if the ladder m is of the form (∆1,∆2, . . . ,∆2s−1,∆2s) where ∆2i−1 = ν∆2i,
i = 1, . . . , s.
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11.1.2. Assume that π is conjugate self dual and write m = (∆1, . . . ,∆t) so that ∆t+1−i =
∆i
∨
, i = 1, . . . , t. Then according to §10.2 (and in particular Lemma 16) π is in the image
of stable base change if and only if either t is even or recGL(L(∆[(t+1)/2])) is conjugate
symplectic. When this is the case, π = ξbc(τ) for a unique τ ∈ IrrU that is determined as
follows. We have
(25) τ =
{
LQ(L(∆1)× · · · × L(∆t/2)⋊ 10) t is even
LQ(L(∆1)× · · · × L(∆(t−1)/2)⋊ σ) t is odd
where for t odd we have {σ} = ξ−1bc (L(∆[(t+1)/2])). Recall that by Lemma 16 if ℓ(∆[(t+1)/2])
is odd then σ has a non-trivial partial cuspidal support while if ℓ(∆[(t+1)/2]) is even then
σ = τ+(ρ, a) where ∆[(t+1)/2] = [(1− a)/2, (a− 1)/2](ρ).
11.2. The case of an even ladder. In this section we study the relation between Sp-
distinction of a ladder representation and of its stable base change fiber in the case that
the ladder has even number of segments.
11.2.1. An auxiliary result on irreducibility. Define
S = {ρ ∈ CuspGL | ρ⋊ 10 is reducible}.
We state below a special case of [LT17, Theorems 1.1 and 1.2] that we are going to use.
Here and otherwise, for a multi-set n = {∆1, . . . ,∆t} of segments let n>0 be the multi-set
defined by
n>0 = {∆i | 1 ≤ i ≤ t, exp(∆i) > 0}.
Theorem 11. Let π = L(m) be a ladder representation. Then π ⋊ 10 is irreducible if and
only if Supp (π) ∩ S = ∅ and L(m>0)× L((m
∨)>0) is irreducible. 
11.2.2. In (25) (and in the notation of §11.1.2) in the case that t is even, we express τ ,
the unique member of the stable base change fiber of the ladder representation π as the
Langlands quotient of a representation induced from a ladder on the Siegel parabolic. The
following corollary tells us when this induced representation is irreducible.
Corollary 6. Let m = (∆1, . . . ,∆t) be a ladder and let π = L(m). Moreover, suppose that
π∨ = π. Let k = [ t+1
2
], 1 ≤ k′ ≤ k, n = (∆k′ , . . . ,∆k) and π′ = L(n). Then the following
are equivalent
(1) π ⋊ 10 is irreducible
(2) ∆k ∩ S is empty
(3) π′ ⋊ 10 is irreducible.
Proof. By assumption m = m∨. Since m is a ladder this means that ∆∨i = ∆t+1−i, i =
1, . . . , t. It therefore follows from [Gol94, Theorem 3.1] (see §6.1.2 above) that the following
conditions are equivalent
• Supp (π) ∩ S is empty
• ∆k ∩ S is empty
• Supp (π′) ∩ S is empty.
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It follows from [LM16, Proposition 6.20 and Lemma 6.21] that L(m>0) × L(m>0) is irre-
ducible. Thus, by Theorem 11 we have that π⋊10 is irreducible if and only if Supp (π)∩S
is empty.
Note further that n is a ladder and (n∨)>0 is the empty set. It therefore follows from
Theorem 11 that π′ ⋊ 10 is irreducible if and only if Supp (π
′) ∩ S is empty. The corollary
follows. 
11.2.3. In the case of a ladder with even number of segments, Sp-distinction is preserved
by the stable base change map as the following result shows.
Proposition 8. Let π ∈ IrrGL be a ladder representation that is conjugate self-dual. Sup-
pose that π = L(m) where |m| is an even integer. Let τ ∈ IrrU be the unique representation
such that ξbc(τ) = π (see (25)). If τ is Sp-distinguished then π is Sp-distinguished.
Proof. Write π = L(m) where m = (∆1, . . . ,∆2s) such that ∆
∨
i = ∆2s−i+1, i = 1, . . . , 2s.
By (25) τ is the unique irreducible quotient of the representation
L(∆1)× · · · × L(∆s)⋊ 10.
This induced representation is Sp-distinguished since τ is. Thus it follows from Theorem 5
that σ = L(∆1)⊗· · ·⊗L(∆s)⊗10 admits a relevant orbit. We use the notation of §4.4 for
this orbit except that (since the symbol τ is already taken) we denote by η the involution
on I associated with the contributing orbit. Applying [Zel80, §9.5] write
rL,M(σ) = ⊗ı∈IL(∆ı)⊗ 10.
Let ∆i = [ai, bi](ρ), i = 1, . . . , 2s for some ρ ∈ CuspGL conjugate self-dual. By assumption,
we have (ai + bi)/2 = exp(∆i) > 0, i = 1, . . . , s. Therefore, 0 < as + bs ≤ as + bs−1 − 1
(the second inequality follows from the definition of a ladder). That is, 1− bs−1 < as, and
therefore
ν1−biρ /∈ ∪sj=1∆j
for any i = 1, . . . , s− 1. Recalling that
∆(i,1) = [xi, bi](ρ)
for some xi ≤ bi, i = 1, . . . , s, by Corollary 4 and (17) it follows that
(26) {(i, j) ∈ I | i = 1, . . . , s− 1, j = 1, . . . , ji} ⊆ c.
Claim 1. If 2i− 1 < s then j2i−1 = j2i = 1 and η(2i− 1, 1) = (2i, 1).
We prove the claim by induction on i. Suppose that the claim is true for 1, 2, . . . , i− 1.
For the induction step, let η(2i − 1, 1) = (i′, j′). It follows from the induction hypothesis
that i′ ≥ 2i−1. Note that since the representation L(∆) is generic it is not Sp-distinguished
for any segment ∆ (see [HR90, Theorem 3.2.2]). It therefore follows from Corollary 4 and
(18) that in fact i′ > 2i − 1 and we have ∆(i′,j′) = ν−1∆(2i−1,1). In particular, νb2i−1−1ρ ∈
∆(i′,j′) ⊆ ∆i′ . Since, (∆1, . . . ,∆s) is a ladder this implies that (i′, j′) = (2i, 1). By the
induction hypothesis, (18) and [HR90, Theorem 3.2.2], it follows that j2i−1 = 1. By (17),
(18) and the induction hypothesis it follows that j2i = 1. The claim follows.
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If s is even then by (26), Claim 1 and Corollary 4 the ladder (∆1, . . . ,∆s), and hence
m, is of the form described in §11.1.1 and thus the proposition follows. So suppose now
that s is odd. As above the ladder (∆1, . . . ,∆s−1) is of the form described in §11.1.1. By
Claim 1, (17) and (18) we get that js ≤ 2 and η(s, i) = (s, i), i = 1, . . . , js. By Corollary
4 and [HR90, Theorem 3.2.2] we further get that js = 1, (s, 1) ∈ I \ c and ν
−1/2L(∆s) is
GL(F )-distinguished. By [Fli91, Proposition 12] exp(∆s) =
1
2
. Coupled with the fact that
∆∨s
∼= ∆s+1, we get that ∆s = ν∆s+1, and the multi-set m is again of the form described
in §11.1.1. This proves the proposition.

11.2.4. The converse of Proposition 8 is not true and we have the following result in that
direction.
Proposition 9. Let π ∈ IrrGL be a ladder representation that is conjugate self-dual and
Sp-distinguished. Write π = L(m) and m = (∆1,∆2, . . . ,∆2s−1,∆2s) as in §11.1.1. Let
τ ′ = L(∆1, . . . ,∆s)⋊ 10 and let τ ∈ IrrU be the unique representation such that ξbc(τ) = π
(see (25)). We have
(1) τ is the unique irreducible quotient of τ ′ and τ = τ ′ if and only if ∆s ∩ S is empty.
(2) If s is even then τ ′ is Sp-distinguished.
(3) If s is odd and ∆s ∩ S is empty then τ is not Sp-distinguished.
Proof. The first part is immediate from §10.2 and Corollary 6. For the second part, it
follows from §11.1.1 that if s is even then L(∆1, . . . ,∆s) is Sp-distinguished and therefore
from Lemma 14 that τ ′ is Sp-distinguished.
Suppose now that s = 2k + 1 for some k ∈ Z≥0 and ∆s ∩ S is empty, and assume
by contradiction that τ is Sp-distinguished. By Corollary 6 (with k′ = s) we have that
L(∆2k+1)⋊ 10 is irreducible and by Proposition 1 we have that
L(∆2k+1)⋊ 10 ∼= L(∆2k+1)
∨ ⋊ 10.
Since π is conjugate self-dual we have ∆2k+1
∨
= ∆2k+2 and therefore
L(∆2k+1)⋊ 10 ∼= L(∆2k+2)⋊ 10.
Thus τ is the unique irreducible quotient of
L(∆1)× · · · × L(∆2k)× L(∆2k+2)⋊ 10.
Since L(∆1, . . . ,∆2k,∆2k+2) is the unique irreducible quotient of the representation L(∆1)×
· · · × L(∆2k)× L(∆2k+2), we have that τ is the unique irreducible quotient of
L(∆1, . . . ,∆2k,∆2k+2)⋊ 10.
Since by assumption we have that ∆2k+1 = ν∆2k+2 as well as ∆2k+1 = ∆2k+2
∨
we
deduce that exp(∆2k+1) =
1
2
and exp(∆2k+2) = −
1
2
. Let ρ ∈ CuspGL be such that π is
centered at ρ (see Definition 10) and a ∈ 1
2
Z such that ∆2k+1 = [−a, 1 + a](ρ). Then
∆2k+2 = [−(1 + a), a](ρ). Note that a ≥ −1/2 (otherwise ∆2k+1 would be empty).
ON Sp-DISTINGUISHED REPRESENTATIONS OF THE QUASI-SPLIT UNITARY GROUPS 45
Let us first treat the case when k > 0. Let m′ = (∆′1, . . . ,∆
′
l) denote the multi-set
{∆1, . . . ,∆2k,∆2k+2}t ordered such that e(∆′1) ≤ · · · ≤ e(∆
′
l). We then have
ζ˜(m′) ∼= Z(∆′1)× · · · × Z(∆
′
l).
Since L(∆1, . . . ,∆2k,∆2k+2) = Z(m
′) is the unique irreducible quotient of ζ˜(m′) we deduce
that τ is an irreducible quotient of ζ˜(m′)⋊ 10.
By the Mœglin-Waldspurger algorithm for ladder representations (provided in [LM14,
§3]) it follows that ∆′1 = {ν
−(1+a)ρ} is a segment of length one. Since the representation
ζ˜(m′)⋊ 10 has τ as an irreducible quotient, it is Sp-distinguished.
We now apply the geometric lemma for ζ˜(m′)⋊ 10 viewed as induced from
σ = Z(∆′1)⊗ · · · ⊗ Z(∆
′
l)⊗ 10.
It follows from Theorem 5 that σ admits a relevant orbit. We use the notation of §4.4 for
this orbit except that (since the symbol τ is already taken) we denote by η the involution
on I associated with the contributing orbit.
Applying [Zel80, Proposition 3.4] write rL,M(σ) = ⊗ı∈IZ(∆′ı)⊗ 10 and note that j1 = 1
and ∆′(1,1) = ∆
′
1 = {ν
−(1+a)ρ}. If (1, 1) ∈ c, then by Lemma 13 we have that η(1, 1) = (1, 1)
and by the first part of Corollary 4 we deduce that Z(∆′(1,1)) = ν
−(1+a)ρ ∈ CuspGL is Sp-
distinguished. This contradicts [HR90, Theorem 3.2.2].
Thus, (1, 1) ∈ I \ c. Since exp(Z(∆′(1,1))) = −(1 + a) ≤ −1/2 the representation
ν−1/2Z(∆′(1,1)) is not GL(F )-distinguished. It therefore follows from Corollary 4 that
η(1, 1) 6= (1, 1) and that Z(∆η(1,1)) = ν
2+aρ, and from (18) that η(1, 1) = (α, 1) for some
α ∈ {2, . . . , l}. Let e(∆2k) = νbρ. Since (∆1, . . . ,∆2k+1) is a ladder we have that b ≥
2 + a. Thus from the Mœglin-Waldspurger algorithm it follows that ∆′α ∈ {∆1, . . . ,∆2k}
t.
By [MOS17, Theorem 10.3], the representation L(∆1, . . . ,∆2k) is Sp-distinguished. By
[MOS17, Proposition 7.5] we get that ℓ(∆′α) is even and in particular jα ≥ 2. Applying
(17), Lemma 13 and [MOS17, Proposition 7.5], we get that (α, 2) ∈ I \ c. Note that
b(∆′(α,2)) = ν
a+3ρ. Since ν−(2+a)ρ /∈ Supp (m′) this contradicts Corollary 4. Thus we get
that when k > 0, ζ˜(m′)⋊ 10 and hence τ cannot be Sp-distinguished.
Assume now that k = 0. In this case τ is a quotient of L(∆2) ⋊ 10 which is then
Sp-distinguished. As observed above, we have exp(∆2) = −
1
2
. On the other hand, by
Lemma 15 we get that exp(∆2) =
1
2
which gives us a contradiction. Thus τ cannot be
Sp-distinguished. This completes the proof of the proposition.

11.3. The case of an odd ladder. Next we consider a ladder representation π of the
form L(∆1, . . . ,∆2k+1) in the image of the map ξbc. In many cases we show below that the
unique τ ∈ IrrU such that ξbc(τ) = π is not Sp-distinguished.
Recall from §11.1.1 that π is not Sp-distinguished, and from §10.2 that ∆2k+2−i = ∆i
∨
,
i = 1, . . . , 2k + 1 and L(∆k+1) = δ(ρ, a) for some ρ ∈ CuspGL and a ∈ N so that ρ is
conjugate self-dual of parity (−1)a.
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Proposition 10. Let π = L(∆1, . . . ,∆2k+1) ∈ IrrGL be a ladder representation in the
image of ξbc. Write L(∆k+1) = δ(ρ, a) as above and let τ ∈ IrrU be such that {τ} =
ξ−1bc (π). If either a is odd, k = 0 or b(∆k) 6= ν
3/2ρ (this inequality holds, in particularly, if
b(∆k) = ν b(∆k+1)) then τ is not Sp-distinguished.
Proof. If a is odd then it follows from (25) that τ has non-trivial partial cuspidal support.
Thus, τ is not Sp-distinguished by Proposition 2.
Assume that a is even. It follows from (25) that τ is the unique irreducible quotient of
L(∆1, . . . ,∆k)⋊ τ
+(ρ, a). Let b = (a− 1)/2 and recall further that τ+(ρ, a) is the unique
irreducible quotient of L([−b,−1
2
](ρ))⋊10 (see §10.2.8). This implies that τ is an irreducible
quotient of the representation
(27) L(∆1, . . . ,∆k)× L([−b,−1/2](ρ))⋊ 10.
To complete the proof of the proposition it is enough to prove that this induced represen-
tation is not Sp-distinguished. If k = 0 this is immediate from Lemma 15. Assume that
k > 0 and assume by contradiction that the representation in (27) is Sp-distinguished.
It follows from Theorem 5 that σ = L(∆1, . . . ,∆k) ⊗ L([−b,−1/2](ρ)) ⊗ 10 admits a
relevant orbit. We use the notation of §4.4 for this orbit except that (since the symbol
τ is already taken) we denote by η the involution on I associated with the contributing
orbit. Let σ′ = ⊗(i,j)∈Iπ′i,j ⊗ 10 be an irreducible subquotient of rL,M(σ) that admits the
corresponding non-trivial invariant functional (i.e., σ′ is (Lx, δx)-distinguished).
Claim 2. If (1, 1) /∈ c, then η(1, 1) 6= (1, 1).
Observe that exp(∆i) ≥ 1, i = 1, . . . , k. By [KL12, Theorem 2.1], we get that π1,1
is a (ladder) representation of the form L(∆′1, . . . ,∆
′
l) where {d1, . . . , dl} is a subset of
{1, . . . , k} such that ∆′i ⊆ ∆di and e(∆
′
i) = e(∆di), i = 1, . . . , l. In particular, exp(∆
′
i) ≥ 1,
i = 1, . . . , l and therefore also exp(π1,1) ≥ 1. Thus ν−1/2π1,1 cannot be GL(F )-distinguished
(by [Fli91, Proposition 12]) and Claim 2 follows from Corollary 4.
Claim 3. We have (2, j) ∈ c for all j = 1, . . . , j2.
By (17) it is enough to show that (2, 1) ∈ c. Assume by contradiction that (2, 1) ∈ I \ c.
It follows from [Zel80, Proposition 9.5] that π2,1 is of the form L([x,−
1
2
](ρ)) where −b ≤
x ≤ −1
2
and in particular exp(π2,j) < 0. As in Claim 2, it therefore follows from Corollary
4 and [Fli91, Proposition 12] that η(2, 1) 6= (2, 1).
By (18) and Claim 2 we have η(2, 1) = (1, 1). It therefore follows from Corollary 4 that
π1,1 = L([
3
2
, 1 − x](ρ)). By assumption, this means that b(∆k) ≤ ν
1/2ρ and in particular
j1 > 1.
In the notation of the proof of Claim 2 we now have l = 1 and exp(e(∆d1)) = 1−x ≤ 1+b.
Since exp(e(∆i)) > 1+ b for i = 1, . . . , k− 1 and exp(e(∆k)) ≥ 1+ b it follows that d1 = k
and x = −b. This forces j2 = 1 and π2,1 = L([−b,−
1
2
](ρ)).
Moreover, from (18) we get that j1 = 2, (1, 2) ∈ c and η(1, 2) = (1, 2). From [KL12,
Theorem 2.1] we get that π1,2 = L(∆1, . . . ,∆k−1, [y,
1
2
](ρ)) where b(∆k) = ν
yρ. It further
follows from Corollary 4 that π1,2 is Sp-distinguished. By §11.1.1 we get that e(∆k−1) =
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ν3/2ρ. This contradicts the facts that (∆k−1,∆k,∆k+1) is a ladder, e(∆k+1) = ν
bρ and
b ≥ 1/2. This proves Claim 3.
Note that Claims 2 and 3 together with (18) imply that I = c. Since no essentially
discrete series representation in IrrGL can be Sp-distinguished ([HR90, Theorem 3.2.2]),
it further follows that j2 = 1, (2, 1) ∈ c, and η(2, 1) = (1, 1). Thus, by Corollary 4 we
have π1,1 = L([1 − b,
1
2
](ρ)). This means again that l = 1 and e(∆d1) = ν
1/2ρ which is a
contradiction (since e(∆i) ≥ ν
1+bρ, i = 1, . . . , k). The proposition is now proved. 
11.3.1. We summarize the results obtained in this section for the class of Speh repre-
sentations in the image of the map ξbc. By §11.1.1 a Speh representation π = L(m) is
Sp-distinguished if and only if |m| is an even integer. The following is a consequence of
Propositions 9 and 10.
Theorem 12. Let π = L(m) ∈ IrrGL be a Speh representation contained in the image of
the stable base change map ξbc and let τ ∈ IrrU be such that {τ} = ξ
−1
bc (π). Then we have
the following:
(1) Suppose that π is not Sp-distinguished. Then τ is not Sp-distinguished.
(2) Suppose that π is Sp-distinguished and write m = (ν2k−1∆, ν2k−2∆, . . . ,∆) for a
segment ∆ and k ∈ N. Suppose further that νk∆ ∩ S is empty. Then τ is Sp-
distinguished if and only if k is even.

Remark 6. While part (1) of the theorem supports [DP, Conjecture 2], part (2) does not
contradict it. In the notation of part (2) of the theorem, if k is odd and νk∆∩ S is empty
then τ does not have an Arthur parameter. We thank Dipendra Prasad for explaining to
us this point.
12. Distinction for standard modules with an irreducible GL-part
In this section we characterize distinction of standard modules with a generic GL-part.
12.1. Let π = L(∆1, . . . ,∆t) ∈ IrrGL. By [Zel80, Theorem 9.7] the representation π is
generic if and only if π is a standard module. That is,
π ∼= L(∆1)× · · · × L(∆t)
(for some and therefore any order on the segments).
12.2. Let π = L(∆1, . . . ,∆t) ∈ IrrGL be generic. By [Mat11, Theorem 5.2] the repre-
sentation π is GL(F )-distinguished if and only if there exists an involution w ∈ St such
that
• ∆w(i) = ∆i
∨
, i = 1, . . . , t and
• L(∆i) is GL(F )-distinguished if w(i) = i.
In fact, we will only apply the ‘if’ part of this statement, which is a consequence of [Mat10,
Theorem 4.2] and [Fli92, Proposition 26].
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12.3. The main result of the section is as follows.
Theorem 13. Let ∆1, . . . ,∆t be segments such that exp(∆1) ≥ · · · ≥ exp(∆t) > 0 and
π = L(∆1, . . . ,∆t) ∈ IrrGL is generic. Then, the standard module π⋊10 is Sp-distinguished
if and only if ν−1/2π is GL(F )-distinguished.
Proof. If ν−1/2π is a GL(F )-distinguished representation, then π ⋊ 10 is Sp-distinguished
by Lemma 14. Suppose that π ⋊ 10 is Sp-distinguished. As remarked in §12.1, we may
rearrange the segments ∆1, . . . ,∆t in any order. Writing ∆i = [ai, bi](ρi) where ρi ∈ CuspGL
is unitary we may assume that the following conditions are satisfied:
(28) a1 ≤ · · · ≤ at and if ai = ai+1 then bi ≥ bi+1.
It follows from Theorem 5 that σ = L(∆1)⊗ · · · ⊗L(∆t)⊗ 10 admits a relevant orbit. We
use the notation of §4.4 for this orbit. Applying [Zel80, §9.5] write
rL,M(σ) = ⊗ı∈IL(∆ı)⊗ 10
and recall that
∆(i,1) = [xi, bi](ρi) and ∆(i,ji) = [ai, yi](ρi)
for some ai ≤ xi ≤ yi ≤ bi, i = 1, . . . , t.
Claim 4. The set c is empty.
Assume by contradiction that c is not empty and let i ∈ {1, . . . , t} be minimal such that
(i, j) ∈ c for some j. By (17) we have (i, ji) ∈ c. Let τ(i, ji) = (i′, j′). Since no essentially
square integrable representation is Sp-distinguished ([HR90, Theorem 3.2.2]), it follows
from Corollary 4 that (i′, j′) 6= (i, ji). By minimality of i and (18) we have i′ > i and it
further follows from Corollary 4 that
ν−1L(∆(i,ji)) = L(∆(i′,j′)).
In particular, ai′ ≤ ai − 1 which contradicts (28). This proves Claim 4.
Claim 5. We have ji = 1 for every i ∈ {1, . . . , t}.
To prove the claim we show, by induction on k, that for all 1 ≤ i ≤ k, we have:
(1) ji = 1
(2) if τ(i, 1) = (i′, j′) then ji′ = 1.
Suppose that the induction hypothesis holds for k−1 and let τ(k, 1) = (k′, j′). If k′ < k,
then the induction hypothesis implies the statement for k. Assume now that k′ ≥ k. It
follows from (18), Claim 4 and the induction hypothesis that j′ = 1 and further from
Corollary 4 that ∆(k′,1) = ν∆(k,1)
∨
. Since exp(∆i) > 0 we get that exp(∆(i,1)) > 0 for every
i = 1, . . . , t. Since exp(∆(k,1)) = 1−exp(∆(k′,1)), we have 0 < exp(∆(k,1)), exp(∆(k′,1)) < 1.
If exp(∆(k,1)) = exp(∆(k′,1)) =
1
2
then we must have jk = jk′ = 1 since exp(∆i) > 0 for all
i. This proves the induction step in this case. Otherwise, i.e., if exp(∆(k,1)) 6= exp(∆(k′,1)),
then the same argument shows that jk, jk′ ≤ 2, if one of them equals 2 the other must
equal 1, and ℓ(∆i) ≤ ℓ(∆(i,1)) + 1 for i ∈ {k, k
′}.
ON Sp-DISTINGUISHED REPRESENTATIONS OF THE QUASI-SPLIT UNITARY GROUPS 49
By assumption, since exp(∆(k,1)) 6=
1
2
, the representation ν−1/2L(∆(k,1)) cannot be
GL(F )-distinguished and therefore, by Corollary 4 we have k′ > k, ∆(k′,1) = [1− bk, bk′](ρk′ )
and ρ∨k
∼= ρk′.
If jk′ = 2, then ∆(k′,2) = {ν
−bkρk′}. Let τ(k
′, 2) = (l, l′). By (18) we have l > k and by
Claim 4 and Corollary 4, ∆(l,l′) = {ν
bk+1ρk}. But now (28) implies that ∆k and ∆l are
linked which contradicts the fact that τ is generic (see [Zel80, Theorem 9.7]). Thus we
conclude that jk′ = 1.
If jk = 2 then similarly ∆(k,2) = {ν−bk′ρk} while (since jk′ = 1)
∆k′ = ∆(k′,1) = [1− bk, bk′](ρk′ ).
Let τ(k, 2) = (l, l′). By (18) we have that l > k′ and further by the induction hypothesis,
that l′ = 1. By Claim 4 and Corollary 4 ∆(l,1) = {ν
bk′+1ρk′}. Again, (28) implies that ∆l
and ∆k′ are linked which contradicts the fact that π is generic. Thus we conclude that
jk = 1 which finishes the proof of the induction. This completes the proof of Claim 5.
The theorem is now immediate from Claims 4 and 5, Corollary 4 and §12.2. 
Remark 7. In the notation of Theorem 13, if ν−
1
2π is GL(F )-distinguished and furthermore
exp(∆i) ∈
1
2
Z, i = 1, . . . , t then it follows from §12.2, in its notation, that w is trivial and
therefore ν−
1
2π is tempered.
When π ∈ Irr(GL2n(E)) for some n ∈ N is such that ν−
1
2π is tempered and GL(F )-
distinguished, Morimoto proved in [Mor] the stronger result that LQ(π⋊10) is Sp-distinguished.
We expect this to be true more generally, for the setting of Theorem 13. However, this will
require methods different from the ones employed in this work.
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