実行不可能解を活用する進化型制約付き多目的最適化 by 宮川 みなみ & Minami Miyakawa
実行不可能解を活用する
進化型制約付き多目的最適化
宮川みなみ
電気通信大学大学院情報理工学研究科
博士 (工学)の学位申請論文
2016年 3月

実行不可能解を活用する
進化型制約付き多目的最適化
論文審査委員会
　
主査　高玉　圭樹　　教授
委員　西野　哲朗　　教授
委員　高橋　治久　　教授
委員　庄野　逸　　　教授
委員　高橋　裕樹　准教授
委員　佐藤　寛之　　助教
Copyright (C) 2016 Minami MIYAKAWA All Rights Reserved.
– 2 –
Abstract
For solving optimization problems with multiple objectives and constraints, this thesis pro-
poses a novel evolutionary algorithm framework utilizing infeasible solutions not satisfying
the constraints but having better objective function values than feasible ones. First, the base
algorithm using the two-stage non-dominated sorting and the directed mating (TNSDM) is
proposed. To rank the solutions in the population, the two-stage non-dominated sorting classi-
fies the population into several sets of solutions based on the constraint violation values, then
reclassifies each of them based on the objective values. To generate offspring, the directed
mating selects a feasible solution as the primary parent, picks infeasible solutions having
better objective values than the primary parent, and selects the secondary parent from them
based on the rank of the solutions obtained by the two-stage non-dominated sorting. Thus, the
directed mating in TNSDM utilizes useful infeasible solutions having better objective values
than feasible ones as parents.
First, this thesis shows that the directed mating in TNSDM contributes to improving the
search performance of evolutionary constrained multi-objective optimization by utilizing use-
ful infeasible solution having better objective values than feasible ones. Second, to overcome
a problem that the effectiveness of the directed mating depends on characteristics of problems,
TNSDM-CS controlling selection area of useful infeasible solutions is proposed. For prob-
lems with less infeasible solutions, TNSDM-CS expands selection areas of useful infeasible
solutions and encourages to execute the directed mating. For problems with much infeasible
solutions, TNSDM-CS contracts selection areas and strengthens the directivity of the solu-
tion search. Third, to tackle a problem that useful infeasible solutions are discarded form the
population every generation since they are infeasible even if they have good objective values,
TNSDM-A archiving useful infeasible solutions in the population and repeatedly utilizing
them as parents is proposed. Fourth, TNSDM-CSA combining TNSDM-CS and -A is pro-
posed. Contracted selection areas have a positive effect to improves the search performance
since the directivity of the solution search is strengthen, but have a negative effect that the
number of directed mating executions is decreased since several primary parents cannot pick
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secondary parent candidates. When the archive of useful infeasible solutions is combined,
almost all primary parents can pick several parent candidates even if selection areas are con-
tracted. Fifth, TNSDM-CG controlling the number of genes (variables) inherited from useful
infeasible solutions is proposed. When the number of genes inherited from useful infeasible
solutions is decreased, generated offspring tend to be feasible but useful genetic information
is decreased. On the other hand, the number of genes inherited from useful infeasible so-
lutions is increased, useful genetic information copied form infeasible solutions is increased
but generated offspring tend to be infeasible. TNSDM-CG controls the balance between
them and improves the effectiveness of the directed mating. Finally, the search performance
of TNSDM-CSACG combining TNSDM-CS, -A and -CG is verified.
To investigate effects of the proposed algorithms, m-objective k-knapsack problem as a
discrete test problem, SRN, OSY, TNK, mCDTLZ as continuous test problems, and a con-
ceptual design optimization problem of three stage hybrid rocket as a real-world problem are
employed. As conventional algorithms, representative CNSGA-II and RTS are used in this
work. Experimental results show that all algorithms proposed in this thesis achieve higher
search performance than the conventional algorithms. The details are as follows. First, ex-
perimental results clarify that the basic TNSDM achieves better search performance than the
conventional algorithms. It reveals that the search performance of evolutionary constrained
multi-objective optimization is improved by the directed mating utilizing useful infeasible so-
lutions having better objective values than feasible ones. Second, results show that TNSDM-
CS further improves the effectiveness of the directed mating by controlling selection areas
of useful infeasible parents. Expanded selection areas have an effect to increase the number
of the directed mating executions, contracted selection areas have an effect to strengthen the
directivity of the solution search, and each effect contribute to improving the search perfor-
mance. Third, experimental results clarify that TNSDM-A also improves the search perfor-
mance by maintaining useful infeasible solutions in the population and repeatedly utilizing
useful infeasible solutions which are discard from the population every generation in the ba-
sic TNSDM. Fourth, results reveal that TNSDM-CSA achieves higher search performance
than TNSDM-CS and TNSDM-A by increasing the number of the directed mating execu-
tions with the archive and further contracting selection areas and strengthening the directivity
of the solution search. Fifth, the experimental results show that TNSDM-CG also enhances
the effectiveness of the directed mating by controlling the feasibility of generated offspring
and the amount of genes involving useful genetic information. Finally, the thesis shows that
TNSDM-CSACG combining TNSDM-CS, -A, and -CG achieves the highest search perfor-
mance among TNSDM series proposed in this work.
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概要
本研究では，進化計算による制約付き多目的最適化において，従来法では単に排除され
る制約条件を満たさない実行不可能解を解探索に有効活用する方法について探求し，その
有効性を計算機実験によって検証することを目的とする．この目的を達成するために，ま
ず，本研究の基礎となる二段階の非支配ソートと指向性交配を用いる TNSDM (Two-stage
Non-dominated Sorting and Directed Mating) アルゴリズムを提案する．二段階の非支配
ソートでは，制約違反量に基づいて解集団をいくつかのグループに分類した後，各グルー
プを目的関数値に基づいて再分類することによって解をランキングする．指向性交配で
は，実行可能解を第一の親とし，それより目的関数値が良い実行不可能解集合を選出する．
その中から，二段階の非支配ソートで求めた解のランキングに従って第二の親を選択し，
子を生成する．制約条件を満たさない実行不可能解の中には，解集団中の実行可能解より
良い目的関数値 (評価値)を示す場合があるため，それを解探索の手掛かりに活用する．
まず，(1)基礎となる TNSDMの指向性交配において，実行可能解より高い目的関数値
を持つ解を解探索に活用することによって最適化性能が改善されることを示す．次に，(2)
指向性交配による解探索効果が問題の性質に依存することを解決するために，有用な実行
不可能解の選出領域を制御する TNSDM-CS (TNSDM with Controlling Selection area)を
提案する．これにより，解探索中に生じる実行不可能解が少ない問題では，選出領域を拡
大して指向性交配を実行しやすく，多い問題では縮小して良い親を選べるようになる．ま
た，(3)指向性交配で活用する実行可能解は，良い目的関数値を持つが実行不可能である
がゆえ，世代ごとに解集団から消失される．この問題を解決するため，有用な実行不可
能解を解集団中にアーカイブし，解探索の手掛かりとして繰り返し活用する TNSDM-A
(TNSDM with Archive) を提案する．さらに，(4) TNSDM-CS と TNSDM-A を組み合
わせた TNSDM-CSA (TNSDM with Controlling Selection area and Archive) を提案する．
TNSDM-CSにおいて，有用な実行不可能解の選出領域を縮小すると，解探索の指向性が高
まるため解探索性能が改善される利点があるが，同時に，選出領域に解が存在せずに指向
性交配を実行できないケースが生じる欠点がある．この問題に対して，有用な実行不可能
解のアーカイブを導入すると，選出領域を縮小しても選出領域に解が得られやすくなり，
選出領域を縮小する欠点を補える．また，(5)指向性交配で選択する有用な実行不可能解
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から子に複写される遺伝子 (変数)の量を操作する TNSDM-CG (TNSDM with Controlling
crossed Genes) を提案する．実行不可能解から子に複写される遺伝子量を減少させると，
子は実行可能解になりやすいが有用な遺伝子情報を得にくい．逆に増加させると，子は実
行不能解になりやすいが有用な遺伝子情報を得やすくなる．このバランスを操作するこ
とによって，指向性交配の解探索効果を高める．最後に，(6)TNSDM-CSと TNSDM-A，
TNSDM-CGそれぞれの指向性交配の効果を高める手法を組み合わせた TNSDM-CSACG
(TNSDM with Controlling Selection area, Archive and Controlling crossed Genes) を提案
し，その効果を検証する．
提案法の効果を検証するため，離散問題の m 目的 k ナップザック問題，連続問題の
SRN，OSY，TNK，mCDTLZ，実問題の 3段式ハイブリッドロケットの概念設計最適化
問題を用いる．また，比較アルゴリズムとして，代表的な CNSGA-II と RTS アルゴリ
ズムを用いる．実験の結果，本研究で提案するいずれのアルゴリズムも，従来法より高
い解探索性能を示すことが明らかになった．その詳細について順に述べると，まず，(1)
TNSDMが従来法より高い解探索性能を示すことがわかった．これより，目的関数値の高
い実行不可能解を活用する指向性交配によって，制約条件を有する多目的最適化問題に
おける進化計算の解探索性能が改善されることが明らかになった．次に，(2) TNSDM-CS
において有用な実行不可能解の選出領域を制御することによって，指向性交配による解
探索効果がさらに高まることが明らかになった．選出領域が拡大されると指向性交配の
実行回数が増加する効果があり，縮小されると解探索の指向性が高まる効果があるため，
解探索性能が改善される．また，(3) TNSDM-Aにおいて有用な実行不可能解を解集団中
にアーカイブすることによっても，指向性交配による解探索効果がさらに高まることが
明らかになった．これは，TNSDM では世代ごとに消失してしまう有用な実行不可能解
を繰り返し指向性交配に活用できるためである．さらに，(4) TNSDM-CSA において有
用な実行不可能解の選出領域制御法にアーカイブ法を組み合わせると，指向性交配を実
行できないケースが減るため，より選出領域を縮小して解探索の指向性を高めた場合に，
TNSDM-CS と TNSDM-A より高い解探索性能を達成できることが明らかになった．ま
た，(5) TNSDM-CGにおいて有用な実行不可能解から子へ複写される遺伝子 (変数)量を
操作することによって，子の実行可能解へのなりやすさと，子に複写される解探索に有用
な遺伝子情報の量を操作できるようになり，指向性交配の効果が高まることが明らかに
なった．最後に，(6)TNSDM-CSACGにおいて，有用な実行不可能解の選出領域制御法と
アーカイブ法，交叉量操作法を組み合わせると，上記 (1)～(5)のアルゴリズムと比べ，最
も高い解探索性能を示すことが明らかになった．(4)において示される有用な実行不可能
解の選出領域制御法にアーカイブ法の組み合わせによる効果に加え，交叉量操作により親
として選択された実行不可能解から子に複写する遺伝子量を制御することによって解探索
性能が高まる．
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第 1章
序論
1.1 研究背景
実世界の最適化問題の多くは，製品の「性能」は最大化したいが「価格」は最小化したい
というように，複数の目的の同時最適化を求められる多目的最適化問題 (Multi-objective
Optimization Problem：MOP)になる．製品の性能を高めれば，価格は高くせざるを得ず，
製品の価格を低くすれば，性能は落とさざるを得ない．理想の性能と価格の間にはトレー
ドオフの関係があり，最高性能と最低価格を同時に満足する製品は，現実には存在しな
い．このように，MOPのゴールは，目的間の最適なトレードオフ関係を示すパレートフ
ロントを近似する解集合を獲得することである [1, 2]．
MOP を解く古典的なアプローチとしては，解の持つ複数の目的関数値ベクトルに重
み付してスカラー化することや，選好によって決定する目的関数の目標値ベクトルとの
距離を用いることで多目的最適化問題を単一目的最適化問題に変換し，最適化法として，
線形計画法や動的計画法，勾配法，分枝限定法などを適用する方法がとられてきた [1]．
しかし，これらの方法では，一度の最適化で一つの解しか獲得できず，パレートフロン
トを近似するためには，重みや目標値ベクトルを徐々に変更しながら最適化を繰り返す
ほかない．また，それぞれの最適化手法は解ける問題の線形性や微分可能性などの特徴
に制限があり，単一目的化された問題によっては適用できない場合がある．それに対し
て，生物の遺伝と進化を基礎とする進化計算は，解集団を用いた多点探索法であるため，
パレートフロントを近似する解集合を解集団から一括獲得できる点で，多目的最適化の
有用な解法手段である．また，問題の特徴を考慮する必要がなく，さらに目的関数がブ
ラックボックスであっても適用できるところに特徴がある．遺伝的アルゴリズム (Genetic
Algorithm：GA) [3, 4]，遺伝的プログラミング (Genetic Programming：GP) [5]，進化戦略
(Evolutionary Strategy：ES) [6]が代表的だが，近年では多点探索という共通点から，差分
進化 (Differential Evolution：DE) [7]，粒子群最適化 (Particle Swarm Optimization：PSO)
[8]，蟻コロニー最適化 (Ant Colony Optimization：ACO) [9]なども進化計算とともに議論
– 1 –
される．進化計算は，問題に対する事前知識を必要とせずに適用できる利点から，産業界
の新しい設計手段として注目を集め [10]，新幹線 N700系の先頭車の形状最適化 [11]や，
ジェット旅客機MRJにおける翼の形状設計 [12]などに利用されはじめている．
しかし，実世界の最適化問題で考慮すべきなのは複数の目的だけではなく，「開発期間は
1ヶ月以内」や「故障率は 0.01%以下」といった複数の制約条件も同時に考慮しなければ
ならない．この問題を，複数制約条件付き多目的最適化問題 (Constrained Multi-objective
Optimization Problem：CMOP)という [13]．CMOPにおいては，制約条件を満たさない
解を実行不可能解，制約条件を満たす解を実行可能解という．CMOPのゴールは，制約条
件を満たす実行可能解集合の中から，目的間の最適なトレードオフ関係であるパレートフ
ロントを近似する解集合を獲得することになる．目的が複数になるだけでも最適化が困難
になることに加えて，さらに複数の厳しい制約条件が課されると，可能解すら容易に獲得
できない場合もあり，最適化の困難さが増す．今後，産業界における進化計算の適用可能
範囲を拡大させるためには，複数の目的と制約条件を持つ CMOPを効果的に解く方法論
の構築が求められる．
CMOP の進化計算による解法では，実行不可能解の扱い方が最適化性能に大きな影響
を与える．代表的手法である CNSGA-II (Constrained fast Non-dominated Sorting Genetic
Algorithm) [14]による CMOPの解探索過程は，大きく 2つにわかれる．第 1フェーズで
は，解集団中の実行不可能解を実行可能解へ進化させることを目的とする．第 2フェーズ
では，得られた実行可能解の目的関数値 (評価値) を改善するように進化させてパレート
フロントの近似精度を高めることを目的とする．本研究が注目するのは，第 2フェーズで
ある．従来法の多くは，解集団中に実行可能解が見つかると，実行可能解の情報を主とし
て解探索するように設計されている．解探索中には，制約条件を満たさない実行不可能解
も生成されるが，それらは単に捨てられる．特に工学設計の最適化では，風洞シミュレー
ションなど，解の評価に時間を要するため，生成された解が実行不可能解であったとして
も，それをそのまま捨てることは，計算時間を無駄にすることに他ならない．これまで単
に捨てていた実行不可能解から，解探索の手掛かりとなる情報を適切に引き出して解探索
に役立てることができれば，評価シミュレーションの時間が無駄にならないばかりか最適
化を促進する効果が得られる可能性がある．
1.2 研究目的と方法
本研究では，制約付き多目的最適化問題における進化計算の解探索性能を改善するため
に，これまでは解集団から排除されてきた制約条件を満たさない実行不可能解を解探索に
有効活用する方法を構築し，その有効性を明らかにすることを目的とする．実行不可能解
の活用によって，これまでより短い時間で最適化するだけでなく，実行可能解のみに基づ
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く解探索では得ることが出来ない良い解の獲得を目指す．
まず，二段階の非支配ソートと指向性交配を用いる TNSDM (Two-stage Non-dominated
Sorting and Directed Mating)アルゴリズムを提案し，本研究の基礎アルゴリズムとする．
二段階の非支配ソートでは，制約違反量に基づいて解集団をいくつかの解集合に分類した
後，各解集合を目的関数値に基づいて再分類することによって解をランキングする．指向
性交配では，実行可能解を第一の親とし，それより目的関数値が良い実行不可能解集合を
選出する．その中から，二段階の非支配ソートで求めた解のランキングに従って第二の親
を選択し，子を生成する．制約条件を満たさない実行不可能解の中には，解集団中の実行
可能解より良い目的関数値 (評価値) を示すものがあるため，それを解探索の手掛かりと
して活用する．この指向性交配を，本研究の焦点である実行不可能解を活用する手段の基
礎とし，以降は指向性交配による解探索効果を高める方法について検討する．まず，実行
可能解と交配する実行不可能解の目的空間における選出領域の制御法について検討する．
次に，実行可能解より目的関数値が良い実行不可能解を解集団中にアーカイブして，繰り
返し解探索の手掛かりとして活用する方法について検討する．最後に，有用な実行不可能
解の親から子へ複写される遺伝子 (変数)量を操作する交叉法について検討する．
本研究で提案する方法の効果は，複数のテスト問題を用いて検証する．まず，離散問題
として m 目的 k ナップザック問題 (mk-KP) [15] を用いる．この問題は，組み合わせ最
適化問題の代表的なモデルであり，実世界問題の投資案件選択問題，製造オーダー選択問
題，パッキング対象製品選択問題などが，ナップザック問題に帰着する．また，m 目的
k ナップザック問題は，目的数 m，制約 (ナップザック)数 k，実行可能率 をパラメー
タによって指定でき，問題の設定に自由度がある．また，近年盛んに検討されている工学
設計最適化で用いられる解を実数値で表現する連続問題として，本研究では，SRN [16]，
TNK [17]，OSY [18]，mCDTLZ [19]，さらに実問題の 3段式ハイブリッドロケットの概
念設計問題 [20]を用いる．次に，提案法の解探索性能を比較する従来法として，本研究で
は，最も代表的な CNSGA-II [14]と RTS [21]を取り上げる．
1.3 本論文の構成
まず，2～4章において本論文の展開に必要となる基礎的事項について述べ，5章以降に
おいて本論文で提案する方法について述べる．本研究で提案する方法の全体像を図 1.1に
示す．本論文の構成の詳細は，以下のとおりである．
第 2章では，制約条件を持たない多目的最適化問題と，その進化計算による解法につい
て説明する．まず，多目的最適化問題と求めるべき解を数学的に定義する．次に，進化計
算の処理手順と，一般的に用いられる適応度の与え方，親選択法，交叉法，突然変異法に
ついて説明する．最後に，制約条件を持たない多目的最適化のための代表的な進化計算法
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10章
図 1.1: 本研究の全体像
として NSGA-II (fast Non-dominated Sorting Genetic Algorithm)を取り上げ，そのアルゴ
リズムを説明する．
第 3章では，制約条件を持つ多目的最適化問題と，進化計算における制約条件の取り扱
い方について説明する．まず，制約条件を持つ多目的最適化問題と求めるべき解を数学的
に定義する．次に，進化計算における従来の制約条件の取り扱い方について説明する．最
後に，従来法の特徴を整理した上で，本研究の位置づけについて述べる．
第 4 章では，本研究で用いるテスト問題と，最適化の結果として得られる解集合の評
価尺度について説明する．テスト問題としては，離散問題の mk-KP，連続問題の SRN，
OSY，TNK，mCDTLZ，実問題の 3段式ハイブリッドロケットの概念設計問題について
説明する．次に，パレートフロントを精緻に近似するために解集合が有するべき収束性と
多様性，解の数，分布の一様さの概念について述べ，それらを定量的に評価する複数の尺
度について説明する．
第 5章では，本研究の基礎アルゴリズムである二段階の非支配ソートと指向性交配を用
いる TNSDM アルゴリズムを提案する．TNSDM の設計思想，詳細な処理手順について
説明をした後，従来法である CNSGA-II，RTSとの性能比較実験を行い，その有効性を明
らかにする．また，TNSDMによって生成される解 (子)の特徴について詳細に検証する．
さらに，mk-KPにおける TNSDMと CNAGA-II，また，動的計画法との計算時間の比較
や，TNSDMが獲得する解と真の最適解との比較を行う．
第 6章では，TNSDMにおける指向性交配の解探索効果を高めるため，有用な実行不可
能解の目的空間における選出領域を拡大・縮小することによって，制約条件の厳しさの異
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なる様々な問題に対して，指向性交配を実行しやすくしたり，解探索の指向性を高めたり
する TNSDM-CS (TNSDM with Controlling Selection area)を提案する．選出領域を制御
する方法と期待される効果について説明した後，性能比較実験を行い，提案する選出領域
制御法によって，指向性交配による解探索効果が向上することを明らかにする．さらに，
選出領域を適応的に制御する方法を提案し，その効果を明らかにする．
第 7 章では，有用な実行不可能解を解集団中にアーカイブする方法を提案する．指向
性交配で活用する実行不可能解は，目的関数値 (評価値) は良いものの，実行不可能であ
るがゆえ，世代ごとに解集団から淘汰されてしまう．有用な実行不可能解を繰り返し解
探索の手掛かりとして活用するため，それらをアーカイブする TNSDM-A (TNSDM with
Archive)を提案する．TNSDMと解探索性能を比較し，有用な実行不可能解をアーカイブ
して繰り返し指向性交配に活用する効果を明らかにする．
第 8章では，6章で提案する有用な実行不可能解の選出領域制御法と，7章で提案する
アーカイブ法を組み合わせる TNSDM-CSA (TNSDM with Controlling Selection area and
Archive)の効果について検証する．二つの方法を組み合わせる意義とそのアルゴリズムに
ついて説明した後，実験を通して，二つの方法を組み合わせた場合の相乗効果を明らかに
する．
第 9 章では，有用な実行不可能解から子に複写される遺伝子 (変数) 量を操作する
TNSDM-CG (TNSDM with Controlling crossed Genes)を提案する．実行不可能解から子
に複写される遺伝子 (変数)量を減少させると，子は実行可能解になりやすいが，目的関数
値を高める有用な遺伝子情報が得られにくくなる．逆に，実行不可能解から子に複写され
る遺伝子 (変数)量を増加させると，子は実行不可能解になりやすいが，目的関数値を高め
る有用な遺伝子情報を得やすくなる．交叉する遺伝子量を操作することによって，指向性
交配による解探索効果がさらに改善することを明らかにする．
第 10章では，6，7，9章において提案する TNSDMにおける有用な実行不可能解の選出領
域制御法とアーカイブ法，交叉量操作法をすべて組み合わせる TNSDM-CSACG(TNSDM
with Controlling Selection area, Archive and Controlling crossed Genes)の効果を検証する．
そのアルゴリズムについて説明した後，実験を通じて三つの手法を組み合わせたときの効
果を明らかにする．
最後に，第 11章で本論文のまとめを述べ，今後の課題と展望を示す．
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第 2章
制約なし多目的最適化問題と進化計
算による解法
2.1 制約なし多目的最適化問題
制約なし多目的最適化問題 (Multi-objective Optimization Problems : MOP)は，m種類
の目的関数 fi (i = 1; 2; : : : ;m)を最大化 (あるいは最小化)する解 x = (x1; x2; : : : xn)を
見い出す問題である．MOPは，以下のように定義される．
Maximize/Minimize fi(x) (i = 1; 2; : : : ;m) (2.1)
また，最適化する目的関数がひとつの場合，単一目的最適化という．単一目的最適化で
は，真の最適値を一意に定めることができる．一方，目的関数が複数の場合，一般的にm
種類の目的関数の間にはトレードオフの関係があるため，すべての目的関数を同時に最適
化する単一の解は存在しない．そこでパレート支配という概念を用いて解の優劣を決定す
る．最大化問題において，解 x，y が次式を満たすとき，xは y を目的関数値において支
配する (x f y)という．
8i : fi(x)  fi(y) ^ 9i : fi(x) > fi(y)
(i = 1; 2; : : : ;m) (2.2)
なお，最小化問題の場合は，式 (2.2)の不等号を逆にする．ここで，図 2.1に 2目的最大
化問題における支配関係の概念図を示す．図中の丸い点は解であり，目的空間に分布して
いる．ここでは解 xに注目する．解 xは，解 aと bより高い目的関数値を示しており，
式 (2.2)から解 xは，aと bを支配するといえる．また，すべての目的関数で解 xの目的
関数値未満の値をとる図中の赤い色付き領域に存在する解は，解 x が支配することがで
きる．この領域を解 x の支配領域という [22]．また，灰色で示される，すべての目的関
数で解 xの目的関数値以上の値をとる (ただし，解 xとすべて同じ目的関数値の場合を除
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f1 (Maximize)
非⽀配領域 被⽀配領域
⽀配領域
x
c
d
e
a
b
f
1
(x)
f
2
(x)
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非⽀配領域
支配
図 2.1: 支配の概念図
く)領域を解 xの被支配領域という．解 xは，被支配領域に存在する解に支配される．つ
まり，図中の xは，c，d，eに支配される．目的空間の支配領域と被支配領域以外を非支
配領域といい，この領域に存在する解と解 xは非支配の関係になる．
すべての解に支配されない解 x を非劣解という．また，このような非劣解の集合をパ
レート最適解集合 (Pareto Optimal Solutions: POS)といい，POSが目的空間に作る関数間
のトレードオフをパレートフロントという．
2.2 進化計算法
進化計算法 (Evolutionary Computation: EC)，あるいは進化型アルゴリズム (Evolutionary
Algorithm: EA) は，生物進化の原理に基づく計算法で，確率的探索・学習・最適化の方
法である [4]．本研究では，EA の一種である遺伝的アルゴリズム (Genetic Algorithm:
GA)に着目する．GAは 1975年に John Holland氏の“Adaptation in Natural and Artificial
Systems”において考案され，頑健な解探索性能が確認されている．自然界において生物
は，集団の中で環境に適応しない個体が淘汰され，環境に適応した個体が生き残り子孫を
残しやすい．これが繰り返されることにより，より環境に適した個体へと進化していく．
GAはこの仕組みをモデル化し，解の持つ変数を生物の遺伝子のように扱い，目的関数を
最適化するように解を進化させる．単一目的最適化の場合，単一の最適解を解集団から導
出する．そのため，解集団中のある解が最適値に到達すればよい．一方，多目的最適化で
は，最適パレートフロント面を近似するために，各解をそれぞれパレートフロントの異な
る部位へと進化させ，パレート最適解集合を解集団から導出することになる．GAでは，
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図 2.2: フロント分類の概念図
解の決定変数ベクトル x (= x1; x2; : : : ; xn)を染色体とみなし，xi (i = 1; 2; : : : ; n)は第
i遺伝子座における遺伝子という．遺伝子表現は 0と 1を用いるバイナリ型と実数値を用
いる実数値型がある．GAは，ランダムに初期集団となる複数の個体 (解)を生成した後，
以下のプロセスを行う．
(1) 適応度の算出
(2) 選択
(3) 交叉
(4) 突然変異
これらの操作により，新しい世代の解集団が作られる．さらに，(1)～(4)のプロセスを繰
り返すことによって，最適な解を探索する．
2.2.1 適応度の算出
解集団中のそれぞれの解について適応度を算出する．適応度は与えられた目的関数に基
づいて最適なほど高い値が与えられる．単一目的最適化問題において，適応度は単に目的
関数値が用いられる．一方で，多目的最適化問題においては，複数の目的関数値を扱うた
め工夫が必要である．ここでは，一般的に広く用いられている非支配ソート [14]による
解の適応度算出法を説明する．
非支配ソートでは，解集団 R中の解を支配されないレベルでフロントと呼ばれる階層
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に分類し，ランク付けする．概念図を図 2.2に示す．具体的には，まず，全解集団Rから
式 (2.2)を用いて非劣解集合を取り出す．この集合を第一フロント F1 とする．次に，全
解集団から第一フロントを除いた集合 R  RnF1 から非劣解集合を取り出し，第二フロ
ント F2 とする．以降，全解集団から取り出した非劣解集合を除く解集団から，次のフロ
ントを取り出すことを，すべての解がフロントに分類されるまで続ける．各解の適応度は
分類されたフロント Fi のインデックス番号 i とし，小さな番号ほど良い解と判断する．
この方法によって，より最適なパレートフロントに近い解ほど良い解と判断する．
2.2.2 選択
個体の適応度が決定したら，親となる個体を選択する．適応度の高い個体がより多くの
子孫を残すように親となる個体を選ぶ．これによって，よりよい個体を形成する遺伝子が
集団中に広がる．ただし，適応度の低い親も選択することは，解の多様性を保つ効果があ
る．代表的な選択方法として GAの分野で広く使用されている比例選択法やトーナメント
選択法がある．
 比例選択法
個体の適応度に比例した確率で選択する．個体 j(j = 1; 2; : : : ; N) の適応度を
Fj とすると，個体 j の選択される確率は
pj =
FjPN
j=i Fj
(2.3)
であり，適応度の高いものほど選択されやすくなる．ここで，この方法は適応度の
値がすべて非負かつ大きい値ほど良い場合にのみ適用可能であることに注意する．
異なる場合は，選択確率の与え方を適切に変更する必要がある．
 トーナメント選択法
集団からランダムに複数の個体 t 個を選び出し，その中から最も高い適応度を
持つ個体を選択する．ランダムに選び出す個体数 tはトーナメントサイズといい，
適応度の高い解が選ばれる選択圧を調節することができる．大きな値に設定するほ
ど，解集団内の高い適応度を持つ個体を親として選択しやすくなる．しかし，適応
度の高いある個体が何度も親として選択されると，その親の持つ遺伝子情報が次世
代の解集団に蔓延することで解の多様性が低下し，局所解に陥る恐れがある．一般
に t = 2に設定されることが多く，これをバイナリトーナメント選択と呼ぶ．
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2.2.3 交叉
交叉は，ある確率 (交叉率 Pc)で二つの親の遺伝子を組み替え，子個体を生成する遺伝
的操作である．遺伝的操作は遺伝子の表現法により異なる．
バイナリ型の交叉法
 一点交叉
交叉する位置をランダムに一ヵ所決めてその前と後で，どちらの親の遺伝子を受
け継ぐかを変える方法である．図 2.3では，4番目と 5番目の遺伝子座の間に交叉
点があり，世代 tにおける親 x(1;t) と x(2;t) のそれぞれ交叉点前と交叉点後の遺伝
子を入れ替え，新しい個体を生成する．
x1 x2 x3 x4 x5 x6 x7 x1 x2 x3 x4 x5 x6 x7
親 x(1, t) 1 0 0 1 1 1 1 → 1 0 0 1 0 0 0
親 x(2, t) 0 0 1 1 0 0 0 → 0 0 1 1 1 1 1
交叉点
図 2.3: 一点交叉の例
 複数点交叉
複数点交叉は，交叉位置が複数ある方法である．図 2.4では二点交叉の例を示し
ており，2番目と 3番目の遺伝子座の間と，5番目と 6番目の遺伝子座の間に交叉
位置があり，交叉位置で遺伝子の入れ替えをして新しい個体を生成する．
x1 x2 x3 x4 x5 x6 x7 x1 x2 x3 x4 x5 x6 x7
親 x(1, t) 1 0 0 1 1 1 1 → 1 0 1 1 0 1 1
親 x(2, t) 0 0 1 1 0 0 0 → 0 0 0 1 1 0 0
交叉点 交叉点
図 2.4: 複数点交叉 (二点交叉)の例
 一様交叉
一様交叉は，交叉時にマスクをかけて，それによってどちらの親の遺伝子を受
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け継ぐかを決める方法である．マスクのビットにはランダムに 0か 1を設定する．
親とマスクが図 2.5 のような場合，マスクのビットが 0 の時は，子 x(1;t+1) に親
x(1;t) の遺伝子をコピーし，マスクのビットが 1の時は，子 x(1;t+1) に親 x(2;t) の
遺伝子をコピーする．子 x(2;t+1) に対してはこの操作の逆を行う．二つの親の各遺
伝子座の遺伝子を確率 0.5で入れ替えることになるため，子はほぼ半分の遺伝子を
親 x(1;t) から，残りを親 x(2;t) から引き継ぐ．また，マスクは一組の親に対し，ラ
ンダムに生成される．
x1 x2 x3 x4 x5 x6 x7
親 x(1, t) 1 0 0 1 1 1 1
親 x(2, t) 0 0 1 1 0 0 0
マスク 0 1 0 1 0 0 1
子 x(1, t+1) 1 0 1 1 1 1 0
子 x(2, t+1) 0 0 0 1 0 0 1
図 2.5: 一様交叉の例
実数値型の交叉法
Simulated Binary Crossover (SBX)は，各遺伝子 xi に個別に確率分布を用いた計
算を行う方法である．SBXでは，子個体の遺伝子は以下の手順で算出する．まず，
[0,1]の乱数 ui を生成し，それを用いて i を算出する．
i =
(
(2ui)
1
c+1 if ui  0:5
( 12(1 ui) )
1
c+1 otherwise
(2.4)
次に，世代 tにおける 2つの親個体の i番目の遺伝子 x(1;t)i ，x(2;t)i に対し，i を
用いて，変異を加える．
x0i
(1;t)
= 0:5f(1 + i)x(1;t)i + (1  i)x(2;t)i g
x0i
(2;t)
= 0:5f(1  i)x(1;t)i + (1 + i)x(2;t)i g
(2.5)
変異を加えた親個体 x0(1;t)，x0(2;t) の各遺伝子を，一様交叉と同様に 0.5の確率で
入れ替え，世代 t + 1における 2つの子個体 x(1;t+1)，x(2;t+1) とする．この方法
は親個体同士の各遺伝子が近いほど変異量が小さくなり，親に似た遺伝子を持つ子
個体が生成されやすいという特徴がある．また，パラメータ c が大きいほど変異
量が小さくなりやすく，親の遺伝子に近い値になる確率が高くなる．
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2.2.4 突然変異
突然変異は，各遺伝子座に対し一定の確率 (突然変異率 Pm)で遺伝子を変化させる操作
である．局所解に陥ることを防ぐ効果や解探索範囲の多様化を促す効果がある．突然変異
は，あまり大きな変異確率に設定すると適応度の高い部分解（スキマタ）が破壊されるた
めランダムサーチ化してしまうが，ある程度の変異は必要である．一般に 1/(遺伝子長)を
突然変異率に採用することが多い．
バイナリ型の突然変異法
ビット反転突然変異は各遺伝子座に対し，突然変異率に従ってビットを反転させ
る．図 2.6にビット反転突然変異の例を示す．第 3遺伝子座の遺伝子が突然変異を
起こして 0から 1に変化している．
子 x 1 0 0 1 1 1 0
子 x’ 1 0 1 1 1 1 0
図 2.6: ビット反転突然変異の例
実数値型の突然変異法
Polynomial Mutationは，SBXと同様に確率分布を用いた方法である．計算手順
は，まず [0,1]の乱数 ui を生成し，それを用いて i を算出する．
i =
(
(2ui)
1
m+1   1 if ui > 0:5
1  f2(1  ui)g 1m+1 otherwise.
(2.6)
次に，変異させる遺伝子 xi と変異の上限値 x(U)i ，下限値 x(L)i ，i を用いて変異後
の遺伝子 x0i を算出する．
x0(1;t+1)i = x
(1;t+1)
i + i(x
(U)
i   x(L)i ) (2.7)
パラメータ m が大きいほど変異前の遺伝子に近い値になる確率が高くなる．
2.3 NSGA-II
ここでは特に多目的最適化問題を解くための多目的進化型アルゴリズム (Multi-
Objective Evolutionary Algorithm: MOEA)の代表的なアルゴリズムを説明する．NSGA-II
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目的関数値による非支配ソーティング
ＣＤソーティング
図 2.7: NSGA-IIのブロック図 (R: 全解集団，P: 親集団，Q: 子集団)
(fast Non-dominated Sorting Genetic Algorithm)[14]は式 (2.2)によるパレート支配を利用
して親個体を選択するアルゴリズムである．NSGA-II のブロック図を図 2.7 に示す．ま
ず，NSGA-IIは，世代 tの解集団Rt を，支配されない順にフロントと呼ばれる複数の解
集合に分類することによって，解をランキングする．次に，最も支配されない最上位のフ
ロントに属する解から，Rt の半数を次世代の親集団 Pt として選択する．同一のフロン
ト内の解の優劣は，目的空間における分布の混雑度 (Crowding Distance：CD)を考慮して
決定する．CDは目的空間における解の混雑度を表し，同一フロントに含まれる個体それ
ぞれについて，各目的関数軸において両隣に位置する個体間の距離を足し合わせた値であ
る．ただし，ある目的関数値について最大，最小の値を持つ個体，つまりフロントの端に
位置する解には無限大の値を与える．この値の大きな個体ほど隣り合う解が位置的に遠く
混雑度の低い良い解であると判断される．フロントの基準によって，最適なパレートフロ
ントに対する収束性が高い解を解集団から優先的に選択する．また，CDの基準では，ま
ず，それぞれの目的関数の最大値と最小値を有する解を優先的に選択し，次に，目的空間
の疎な領域に分布する解を選択する．これにより，解集団が目的空間に広く，均一に分布
するようになる．ひとつの子を生成するために，親集団 Pt からフロントと CDに基づく
バイナリトーナメント選択によって親を選択し，交叉と突然変異を施す．これを繰り返
し，子集団 Qt を生成する．親集団と子集団を結合した Pt [ Qt を次世代の集団 Rt+1 と
し，同様な操作を繰り返して解を進化させる．
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第 3章
制約付き多目的最適化問題と進化計
算による解法
3.1 制約付き多目的最適化問題
制約付き多目的最適化問題 (Constrained Multi-objective Optimization Ploblem: CMOP)
は，k 種類の制約条件の下でm種類の目的関数を最大化 (あるいは最小化)する解 xを見
い出す問題である．CMOPは，以下のように定義される．
Maximize/Minimize fi(x) (i = 1; 2; : : : ;m)
subject to gj(x)  0 (j = 1; 2; : : : ; k) (3.1)
ここで，g(x)  0は不等式制約と呼ばる．制約条件としてはもう一つ，h(x) = 0で表さ
れる等式制約が存在する．等式制約は，g(x) =  jh(x)j  0のように不等式制約へ変換
することができるため，本論文では不等式制約のみを扱う．k 種類の全制約条件を満たす
解を実行可能解といい，ひとつでも満たせない制約がある解を実行不可能解という．解 x
の制約違反量ベクトル v(x) (= fv1(x); v2(x); : : : ; vk(x)g)は，次式で定義される．
vj(x) =
 jgj(x)j; if gj(x) < 0
0; otherwise (j = 1; 2; : : : ; k) (3.2)
また，解 xの制約総違反量は 
(x) =Pkj=1 vj(x)である．
一方，m種類の目的関数の間には，一般的にトレードオフの関係があるため，すべての
目的関数を同時に最適化する単一の解は存在しない．そこでパレート支配という概念を用
いて解の優劣を決定する．最大化問題において，解 x，y が次式を満たすとき，xは y を
目的関数値において支配する (x f y)という．
8i : fi(x)  fi(y) ^ 9i : fi(x) > fi(y) (i = 1; 2; : : : ;m) (3.3)
なお，最小化問題の場合は，式 (3.3)の不等号を逆にする．また，ある実行可能解 xにつ
いて，これを支配する実行可能解が存在しないとき，解 xを非劣解という．このような非
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劣解の集合をパレート最適解集合 (POS)といい，POSが目的空間に作る関数間のトレー
ドオフをパレートフロントという．
3.2 制約付き問題に対する進化計算法
制約なし多目的最適化問題では，すべての解空間において目的を最適化する解を求める
のに対し，制約付き問題では，実行可能解の中で目的を最適化する解を求める必要があ
る．すなわち，目的関数値のみによって解の適応度を算出することができない問題が生じ
る．そこでこれまでにいくつかの制約を満たさない実行不可能解の扱い方についての研究
がされてきた．本節では，進化計算における制約の扱い方について述べる．
3.2.1 デスペナルティ法
進化計算で制約条件を有する最適化問題を解く最も簡易な方法として，生成された実行
不可能解を排除するデス・ペナルティ法 [23, 24]がある．これらは単一目的最適化に対し
て提案されたが，CoelloらによってMOEAにも導入されている [25]．この方法では，ラ
ンダムに生成した初期集団や，遺伝的操作によって生成した解が実行不可能になった場
合，解集団への追加を認めない．すなわち，解集団中の解は，すべて実行可能解になる．
この方法では，制約を満たさない実行不可能解のための特別な処理を進化計算のアルゴリ
ズム中に導入しなくて良い点がメリットであるが，制約の厳しい問題で実行可能解が得ら
れない場合がある．
3.2.2 修復法
生成した実行不可能解を実行可能解へ修復する方法である [26, 27, 28]．デスペナル
ティ法と同様に，解集団中の解はすべて実行可能解になるため，実行不可能解のための特
別な処理を進化計算のアルゴリズム中に導入しなくて良いメリットがある．しかし，この
方法は，最適化する問題に対する事前知識があり，実行不可能解から実行可能解へ変更す
る方法が既知の場合にのみ適用できる．そのため，この方法は，すべての制約付き最適化
問題に適用できるわけではない．また，制約付き最適化問題ごとに修復処理を設計する必
要がある．
3.2.3 ペナルティ法
実行不可能解を解集団に含めることを認め，制約違反量とペナルティ係数に応じて目
的関数値を変更した適応度に基づいて解集団を進化させるアプローチとしてペナルティ
法が挙げられる．この方法では，制約違反量の大きな解ほど目的関数値へのペナルティ
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が大きくなり，適応度を低くする．これまで単一目的最適化のために検討されてきた全
解探索を通じて固定のペナルティ係数を用いる静的ペナルティ法 [29]，解探索の進行に
伴ってペナルティ係数を変化させる動的ペナルティ法 [30]，解集団の状態に応じてペナル
ティ係数を変化させる適応的ペナルティ法 [31]のそれぞれが，CMOPへ展開されている
[32, 33, 34, 35]．CMOPの場合，解が有する目的関数値が複数になるため，それぞれの目
的関数値を制約総違反量に応じて変化させた適応度を算出する．ペナルティ法では，ペナ
ルティ係数を考慮した制約違反量を，目的関数値に合成することよって適応度を算出する
ため，適切なペナルティ係数は，最適化する問題に依存することが知られている [36].
3.2.4 目的関数値と制約違反量の個別評価法
目的関数値と制約違反量を合成するペナルティ法に対して，目的関数値と制約違反量を
それぞれ別々に取り扱い，実行不可能解を可能解へ進化させる方法がある [36]．CMOP
の解法においては，複数の目的関数値と，複数の制約違反量の足し合わせである制約総違
反量 
に基づいて解集団を進化させる方法が提案されている [14, 37]．また，複数の制約
違反量にパレート支配の概念を導入し，実行不可能解を制約違反量に関して支配されない
レベルで優劣決定する方法が提案されている [21, 38, 39]．
このアプローチの代表的手法である CNSGA-II (Constrained NSGA-II) [14]と Rayらの
RTS アルゴリズム [21]，C-MOEA/D(Constraint Multi-Objective Evolutionary Algorithm
on Decomposition) [41]について詳細に述べる．
CNSGA-II
CNSGA-IIは，NSGA-IIを CMOPの解法に拡張したアルゴリズムで，式 (2.2)の目的
関数値による支配の代わりに，総制約支配 [14]を用いる．以下のいずれかを満たすとき，
解 xは y を総制約支配する (x 
 y)という．
1. xが実行可能解で，y は実行不可能解である
2. xと y が実行不可能解で，xの方が制約総違反量が少ない (
(x) < 
(y))
3. xと y が実行可能解で，xが y を目的関数値で支配する (x f y)
CNSGA-II のブロック図を図 3.1 に示す．CNSGA-II は，全解集団 R を総制約支配さ
れない順にフロントと呼ばれるいくつかの階層 (F1;F2 : : : )に分類する．上位フロントか
ら順に，解集団 Rの半数を次世代の親集団 P とする．この際，同一フロントに属する解
の優劣は，目的空間における解の混雑度距離 (Crowding Distance，以下 CD) を考慮して
決定する．これにより，解集団中の実行可能解は，NSGA-IIと同様に目的関数値において
支配 (f )されない順に複数のフロントへ分類される．実行不可能解は，可能解より低い
フロントになり，制約総違反量が小さい順にランキングされる．
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･
･
･
実⾏可能解
目的関数値によ
るフロント分類
実⾏不可能解
制約総違反量の
小さい順
図 3.1: CNSGA-IIのブロック図 (R: 全解集団，P: 親集団，Q: 子集団)
CNSGA-IIは，各制約違反量の和 
で実行不可能解を評価するため，各制約違反量のス
ケールの違いが解の進化に影響することがある．また，実行可能解を獲得する過程では，
制約総違反量 
のみが考慮されるため，結果として目的関数値の不良な実行可能解が獲
得されることがある．さらに，実行可能解が不可能解より優先的に子を生成するため，実
行不可能解が持つ有用な遺伝子が解探索に生かされにくい点に課題がある．
RTS
Rayらは，三種類の非支配ランクを用いるMOEA (以下，RTSと称す)を提案している
[21]．式 (2.2)によるm種類の目的関数値に基づいた非支配ソートによって分類されたフ
ロント Fobj によるランク，k種類の制約違反量によって分類されたフロント F con による
ランク，そして，目的関数値と制約違反量を合成した m + k 種類の要素によって分類さ
れたフロント F com によるランクである．RTSのブロック図を図 3.2と図 3.3に示す．各
世代において，RTSは目的関数値と制約違反量に基づくフロントの最上位 (=F com1 )に属
す解のうち，実行可能解を次世代の解集団にコピーする．これは実行可能解の中で非劣解
を選出するのと同義である．子を生成するために，解集団から親 Aと親候補 B，C を選
択する．親 Aの選択法には，制約の易しい問題のために RTS-Oと，制約の厳しい問題の
ために RTS-Cの二種類がある．RTS-Oでは，Fobj のランクに基づく比例選択によって親
Aを選ぶ．一方，RTS-Cでは，F con のランクに基づく比例選択によって親 Aを選ぶ．親
候補 B と C は，RTS-Oと RTS-C共に，F con のランクに基づく比例選択によって選ぶ．
以下の基準で親候補 B と C を比較し，親 Aと交配する相手を決定する．
B と C が実行可能のとき:
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実⾏可能解
のみ
目的関数値制約違反量 目的＋制約
交叉＆突然変異
図 3.2: RTS-Oのブロック図 (R: 全解集団，Q: 子集団)
B と C のうち，Fobj のランク番号が小さい方を親にする．同フロントに属す場合
は，ニッチカウント [21]により，目的空間における混雑度が低い方を親にする．
B と C が実行不可能のとき:
B と C のうち，F con のランク番号が小さい方を親にする．同フロントに属す場合
は，親 Aと共通して満足している制約の数が少ない方を親にする [21]．
B と C の一方が実行可能,一方が実行不可能のとき:
B と C のうち，実行可能の方を親にする．
RTS は，制約違反量に基づく非支配ランクを導入することによって，各制約違反量の
スケールの違いを考慮しなくて良いところに利点がある．しかし，RTS-Oでは，親 Aが
Fobj のランクのみに基づいて選択されるため，制約違反量が高い不良な解が親に選ばれ
ることがある．逆に，RTS-C では，親 A が F con のランクのみに基づいて選択されるた
め，目的関数値が不良な解が親に選ばれることがある．
他にも，制約違反量による支配を導入する方法として，差分進化に基づいて関数最適化
する GDE (Generalized Differential Evolution) [38]や，解集団中の実行不可能解集合に対
して制約違反量に基づく支配を適用する Oyamaらの方法 [39]がある．これらの方法は，
多目的問題を考慮したアルゴリズムに設計されているが，文献 [38, 39]における性能検証
が単一目的問題によるものであるため，本研究では，これらを取り上げず，RTSを制約違
反量による非支配ランクを用いるMOEAとして，提案法の比較アルゴリズムとする．
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実⾏可能解
のみ
制約違反量 目的＋制約
交叉＆突然変異
図 3.3: RTS-Cのブロック図 (R: 全解集団，Q: 子集団)
C-MOEA/D
NSGA-IIに続いて代表的な MOEAである MOEA/D (Multi-Objective Evolutionary Al-
gorithm on Decomposition)[40] を制約付き問題の解法に発展させた Constraint-MOEA/D
(C-MOEA/D) [41] がある．MOEA/D は，多目的最適化問題を多数の単一目的最適化問
題に分解して解く．MOEA/Dの概念図を図 3.4に示す．一つひとつの単一目的最適化問
題は，目的空間に均一分布する重みベクトル群 1;2;    ;N に基づくスカラー化関数
g(f ji) (i = 1; 2; : : : ; N )によって定義される．各重みベクトル i にひとつの解 xi が割
り当てられ，サイズ N の解集団を構成する．子を生成するとき，MOEA/Dは，ひとつの
重みベクトル i に注目し，その近傍 T の重みベクトル群に割り当てられた解集合から二
つの親を選択し，交叉と突然変異を施して子 y を生成する．図 3.4の例では，5 に注目
し，その T = 3近傍の解から親を選び，子 y が生成される例を示している．このように，
目的空間で近い解を交叉することによって，解集団中に存在する変数情報が乖離した解を
交叉する非効率な遺伝的操作を回避することができる．次に，生成された子 y によって，
解集団中の解 xi の更新を試みる．
MOEA/Dでは単純に生成された子 y が解 xi のスカラー化関数値が良いとき，解を子
で更新する．C-MOEA/Dでは，以下の各条件で xi の更新を試みる．
1. 解 xi が実行可能で，子 y が実行不可能のとき，y は xi を更新しない．
2. 解 xi が実行不可能で，子 y が実行可能のとき，y は xi を更新する．
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図 3.4: MOEA/Dの概念図
3. 解 xi と子 y が実行不可能で，
(xi) > 
(y)のとき，y は xi を更新する．
4. 解 xi と子 y が実行可能で，g(f(y)ji) が g(f(xi)ji) がより良いとき，y は xi
を更新する．
C-MOEA/Dは，実行不可能解を制約総違反量 
で比較するため，実行可能解を獲得する
過程で目的関数値が考慮されない．この特徴は，CNSGA-IIと一致する．また，目的関数
値ベクトル f をスカラー化するため，各目的関数値のスケーリングによって，解探索性能
が左右する特徴がある．
3.3 本研究の位置づけ
上記の従来法を，まず，解集団が実行可能解のみを含むか，実行可能解と実行不可解の
両方を含むかで表 3.1に分類した．解集団が実行可能解のみを含む表 3.1の Aに分類され
る方法は，進化計算のアルゴリズムに実行不可能解を扱うための特別な処理を必要としな
い利点がある．しかし，修復法は，対象とする最適化問題に対する事前知識があるごく限
られた場合にしか適用できない．また，デスペナルティ法は，生成した解が実行不可能な
ら捨ててしまい，実行可能解しか解集団に認めないため，実行可能解が得られにくい問題
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表 3.1: 制約付き最適化問題の進化計算による解法の第一分類
アプローチ
解
集
団
A:
実行可能解 デスペナルティ法
のみ 修復法
B:
実行可能解と ペナルティ法，CNSGA-II，
実行不可能解 RTS-O，RTS-C，
C-MOEA/D，本研究
表 3.2: 分類 Bの第 2フェーズにおける細分類
実行不可能解を親として選択
しない する
親の選択領域
なし
B-1:
　ペナルティ法
　 CNSGA-II
　 RTS-C
B-3:
　 RTS-O　　
　
　
あり
B-2:
　
　 C-MOEA/D
　
B-4:
　
　本研究
　
では十分に最適化できず，現実的なアプローチではない．一方，解集団に実行可能解と実
行不可解の両方を含む表 3.1の Bに分類される方法は，進化計算のアルゴリズムに実行不
可能解を扱うための特別な処理を導入し，実行不可能解を実行可能解へ進化させる．実行
可能解が得られにくい問題においても，制約違反量を最小化するように実行不可能解を進
化させることによって実行可能解の獲得を試みるため，デスペナルティ法より有望なアプ
ローチである．本研究では，表 3.1の Bに該当する方法を構築する．
表 3.1の Bに分類される方法による解探索過程は，大きく２つのフェーズにわかれる．
第 1 フェーズでは，解集団中の実行不可能解の制約違反量を最小化して実行可能解を獲
得することを目的とする．第２フェーズでは，実行可能解の目的関数値を高めることを目
的とする．Bに分類される方法はいずれも，実行不可能解を扱うための特別な処理を導入
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図 3.5: 親の選択領域と解の探索方向
するが，第１フェーズにおける実行不可能解の扱い方は，ほぼ同様で，制約違反量が小さ
な実行不可能解ほど子を生成する機会を与える．実行不可能解の扱い方に違いが生じるの
は，第 2フェーズである．
第 2フェーズにおける表 3.1の Bの方法を，解集団中に実行可能解が存在するのにも関
わらず実行不可能解を親に選択するかしないか，親選択において考慮する目的空間の領域
があるかないかで表 3.2に分類した．
まず，実行不可能解を親として選択しないか，するかの違いについて述べる．実行不可
能解を親として選択しない方法を，表 3.2の B-1, B-2に示す．これらの方法は，解集団中
に獲得した実行可能解を親として子生成し，実行不可能解は活用せずに解集団から削除す
る．進化計算は，広い変数空間を限られた数の解集団で解探索する．実行可能解のみを用
いるとなると，限られた解集団の中のさらに一部の情報源のみを用いて探索することにな
る．一方，実行不可能解を親として選択する方法を B-3, B-4に示す．これらの方法は，解
集団に含まれる全ての解の情報を利用することになる．実行不可能解の中には，制約条件
は満たさないものの実行可能解より良い目的関数値を持つ解があるため，それらを解探索
に活用できる可能性がある．
次に，親選択において考慮する目的空間の領域がないか，あるかの違いについて述べ
る．多目的最適化の過程では，パレートフロントを近似するために多様な実行可能解を解
集団に維持するようになる．2目的問題における解集団と最適パレートフロントを図 3.5
に例示した．目的関数値がかけ離れた解 aと eは，一般的に，遺伝子 (変数)も大きく乖
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離している．これらの交配は，親の有する遺伝子構造を著しく破壊することにつながり，
解探索が非効率化する恐れがある．親選択において考慮する目的空間の領域がない方法
を B-1, B-3 に示す．これらの方法は，目的空間における解の位置を考慮せずに親を選択
する．この場合，目的関数値がかけ離れた解 aと eが交配される可能性があり，解探索
が非効率化する恐れがある．親選択において考慮する目的空間の領域がある方法は，実行
可能解を親とする B-2 と実行不可能解も親にする B-4 に分かれる．まず，実行可能解を
親とする B-2に分類される C-MOEA/Dは，目的関数値が近い実行可能解を親のペアとす
る．図 3.5に，実行可能解の親 cと交配できる解の範囲を示した．このように，目的関数
値が近い解を交配することによって，変数が大きく乖離した解の交配を避け，解探索の効
率化を狙う．これに対して，実行不可能解を親の対象にできると，実行可能解より目的関
数値が良い実行不可能解を解探索の手がかりとして活用できる可能性がある．これが，本
論文で検討する方法で，B-4に該当する．多目的最適化では，解集団中のそれぞれの解を
パレート最適解へ進化させたい．図 3.5中の解 aは f2 が高く，解 eは f1 が高い．その
ため，解 aは，パレートフロントの領域 Eより領域 Aの近似を目指すほうが良い．逆に，
解 e は，領域 A より領域 E の近似を目指すほうが良い．このように，それぞれの解は，
近似すべきパレートフロントの領域は異なるものの，いずれの解も，その全ての目的関数
値を同時に高める方向へ進化することが望ましいところに共通点がある．本論文では，あ
る解について，その全ての目的関数値を同時に高める方向を，探索すべき方向とする．図
3.5 中の実行可能解の探索すべき方向を赤の矢印で示した．c の探索すべき方向には，f
が存在することがわかる．f は実行不可能解だが，cより目的関数値が高いため，cを探
索すべき方向に進化させる変数情報を有する可能性がある．本研究では，これらを交配す
ることによって，c の探索すべき方向への進化を促す．C-MOEA/D のように，c を b や
dと交配するより，f の変数情報を活用したほうが，cを探索すべき方向へ進化できる可
能性がある．このように，実行不可能解を親とし，さらに，それぞれの解の探索すべき方
向を尊重した目的空間における親の選択領域を考慮する表 3.2の B-4に該当する方法は，
これまでに例がない．これらの双方を考慮することにより，解探索性能を高めることを狙
い，B-4に該当する上記のコンセプトを実現する方法を構築する．
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第 4章
テスト問題と評価尺度
4.1 テスト問題の扱い
進化計算は，最適化問題をブラックボックスとして扱い，それぞれの問題に対する事前
知識を利用せずに最適化可能なところに利点がある．そのため，本論文では，複数のテス
ト問題を用いるが，それぞれの問題の特徴や事前知識は利用せずに最適化する．
4.2 離散テスト問題
離散値の変数空間を有するテスト問題として，本研究では，m目的 kナップザック問題
(mk-KP) [15]を用いる．
4.2.1 m目的 k ナップザック問題 (mk-KP)
mk-KPは，目的数mと制約数 kを独立して設定できる点が，Zitzlerらが提案する多目
的 0/1ナップザック問題 [26]と異なる．mk-KPは，次式で定義される．
Maximize fi(x) =
Pn
l=1 pli  xl (i = 1; 2; : : : ;m)
subject to Pnl=1 wlj  xl  cj (j = 1; 2; : : : ; k) (4.1)
mk-KP の概念図を図 4.1 に示す．mk-KP には，n 個のアイテムと k 個のナップザッ
クがあり，それぞれのアイテム l は，m 個の価値 pli (i = 1; 2; : : : ;m) と，k 個の
重さ wlj (j = 1; 2; : : : ; k) を持つ．この問題は，k 種類のナップザックの容量を超
過しない範囲で，m 種類の価値の総和を最大化するアイテムの組み合わせを表す解
x = fx1; x2; : : : ; xng 2 f0; 1gnを見出す問題である．本研究では，アイテム数は n = 500
とし，文献 [26]に倣って価値と重さは [10, 100]の範囲のランダムな整数値に設定する．
各ナップザックの容量 cj は，次式で定義される．
cj = j 
Pn
l=1 wlj (j = 1; 2; : : : ; k) (4.2)
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図 4.1: m目的 k ナップザック問題 (mk-KP)
j は，各ナップザックの実行可能率で，取りうる範囲は [0.0, 1.0]である．j が大きいほ
ど，変数空間中に占める実行可能解が多くなるため，制約条件を満足することが易しい問
題になる．逆に j が小さいほど，変数空間中に占める実行可能解が少なくなるため，制
約条件を満足することが厳しい問題になる．本研究では，すべてのナップザックに対して
共通の  (= 1 = 2 =    = k)を用いる．また，m目的 k ナップザック問題における
制約違反量は次式で定義される．
vj(x) =
 Pn
l=1 wlj  xl   cj ;
Pn
l=1 wlj  xl > cj
0 ; otherwise. (j = 1; 2; : : : ; k) (4.3)
mk-KPは，変数空間サイズ nや目的数m，制約数 k，実行可能率 を設定可能である
ため，これらの問題のパラメータを変化させた場合の解探索性能について議論できるとこ
ろに利点がある．
ここで，mk-KP において，制約数 k と実行可能率  に対する実行可能解の数の変化
について調査する．実験のパラメータは目的数 m = 2，アイテム数 n = 20，制約数
k = f1; 3; 5;…; 21g，実行可能率  = f0:25; 0:4; 0:5; 0:65; 0:75gを用い，解空間すべての
220 種類の解の組み合わせを全探索して実行可能解を求めた．なお結果はアイテムの重さ
wil に依存するため，各試行においてアイテムの重さをそれぞれ [10,100]の範囲の整数値
でランダムに決定し，30回の独立した試行の平均値を用いた．得られた実行可能解数の
結果を図 4.2に示す．この結果から，制約数 k の増加に伴って，解空間中に占める実行可
能解の数が減少することがわかる．しかし，その影響は制約数 kの増加に線形でなく，増
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図 4.2: mk-KPにおける制約数 k，実行可能率 に対する実行可能解数の変化
加に伴って緩やかになる．各制約条件の実行不可能領域は独立でなく共通部分があるため
である．また，また実行可能率 が小さくなるほど実行可能解の数が減少し，実行可能領
域が制限される難しい問題となることがわかる．また，解の実行可能領域に対して実行可
能率が制約数よりも大きな影響を与えることがわかる．このように制約数 kが多く，実行
可能率 が小さい問題においては，MOEAによる解探索の過程で遺伝的操作によって生
成される解が制約条件を満たさない実行不可能解になる可能性が高くなる．そのため，実
行不可能解が有する遺伝子情報を手がかりにし，多発する実行不可能解を如何に解探索に
活かすかが重要な鍵になると考えられる．
4.3 連続テスト問題
本研究では，連続問題として SRN [16]，TNK [17]，OSY [18]，mCDTLZ [19]を用い
る．それぞれの特徴として，各問題における目的数m，制約数 k，実行可能率，パレート
フロントの形状，変数空間の実行可能領域におけるパレート最適解集合 (POS)の存在位置
について表 4.1に示す．ここで，SRN，TNK，OSY問題における実行可能率は文献 [35]
に掲載された値である．mCDTLZ問題は，目的数 m (=制約数 k)にスケーラビリティが
あり，自由に設定できる．また，POSの位置については，POSが実行可能領域の内部に
存在する場合と，実行可能領域と実行不可能領域の境界に存在する場合にわかれる．
4.3.1 SRN
SRNは，凸型のパレートフロントを有する関数最適化問題である．また，変数空間の
実行可能領域の内部にパレート最適解集合が存在する特徴を有する．SRNは以下の式に
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表 4.1: テスト問題のパラメータ
目的数m 制約数 k 実行可能率 パレート POSの位置フロント形状
SRN [16] 2 2 0.1618 凸 内部
　 TNK [17] 2 2 0.0509 非連続 境界
OSY [18] 2 6 0.0325 凸 境界
mCDTLZ [19] 任意 任意 0.6591 凹 境界(ただしm = k) (ただしm = k) (m = k = 2の場合)
よって定義される．
8>><>>:
Minimize f1(x) = 2 + (x1   2)2 + (x2   1)2
f2(x) = 9x1   (x2   1)2
Subject to g1(x) = x12 + x22  225
g2(x) = x1   3x2 + 10  0:
(4.4)
解 (変数ベクトル)xは 2変数 fx1; x2gからなり，それぞれ  20  x1; x2  20の範囲の
実数値をとる．
4.3.2 OSY
OSYは，凸型のパレートフロントを有する関数最適化問題である．また，変数空間の
実行可能領域と実行不可能領域の境界にパレート最適解集合が存在する特徴を有する．
OSYは以下の式によって定義される．8>>>>>>>>>><>>>>>>>>>>:
Minimize f1(x) =  [25(x1   2)2 + (x2   2)2 + (x3   1)2 + (x4   4)2 + (x5   1)2]
f2(x) = x1
2 + x2
2 + x3
2 + x4
2 + x5
2 + x6
2
Subject to g1(x) = x1 + x2   2  0
g2(x) = 6  x1   x2  0
g3(x) = 2  x2 + x1  0
g4(x) = 2  x1   3x2  0
g5(x) = 4  (x3   3)2   x4  0
g6(x) = (x5   3)2 + x6   4  0
(4.5)
解 (変数ベクトル)xは 6変数 fx1; x2; : : : ; x6gからなり，それぞれ 0  x1; x2; x6  10，
1  x3; x5  5，0  x4  6の範囲の実数値をとる．
4.3.3 TNK
TNKは，非連続のパレートフロントを有する関数最適化問題である．また，変数空間
の実行可能領域と実行不可能領域の境界にパレート最適解集合が存在する特徴を有する．
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図 4.3: mCDTLZ問題の目的空間 (m = 2目的)
TNKは以下の式によって定義される．
8>><>>:
Minimize f1(x) = x1
f2(x) = x2
Subject to g1(x) = x21 + x22   1  0:1 cos(16 arctan x1x2 )  0
g2(x) = (x1   0:5)2 + (x2   0:5)2  0:5:
(4.6)
解 (変数ベクトル)xは 2変数 fx1; x2gからなり，それぞれ [0; ]の範囲の実数値をとる．
4.3.4 mCDTLZ
mCDTLZ [19]はm目的m制約の関数最適化問題である．パラメータmによって目的
数と制約数を変更可能である特徴がある．mCDTLZは以下の式によって定義される．(
Minimize fi(x) = 1b nm c
Pbi nm c
l=b(i 1) nm c x
0:5
l (i = 1; 2; : : : ;m)
Subject to gi(x) = fi(x)2 + 4Pml=1;l 6=i fl(x)2   1  0 (i = 1; 2; : : : ;m) (4.7)
解 (変数ベクトル) x は n 個の変数 fx1; x2; : : : ; xng からなり，それぞれ [0; 1] の範囲の
実数値をとる．本研究では，変数の数 n = 12 として使用する．各制約関数が gi = 0
(i = 1; 2; : : : ;m) となる境界面の一部がパレートフロントとなる．目的の数を定めると，
同時に制約数も同じになる点に留意する．2 目的の mCDTLZ における目的空間を図 4.3
に示す．図中の影付きの領域は実行不可能領域を示しており，パレートフロントは実行可
能領域と実行不可能領域の境界に位置していることがわかる．
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図 4.4: 獲得した解集合とその評価
4.3.5 3段式ハイブリッドロケットの概念設計問題
連続問題のひとつとして，実問題の 3 段式ハイブリッドロケットの概念設計問題 [20]
を用いる．この問題は，ロケットの設計が 25種類の実数の設計変数によって決定される．
この実数の設計変数ベクトルを，軌道投入能力及び精度，ノズル開口比，ロケットの縦横
比等からなる全 15の制約条件のもとで，ロケット全備質量 (f1)の最小化とペイロード質
量比 (f2)の最大化の 2目的最適化する．この問題の評価モジュールは，航空宇宙機の設計
を専門とする首都大学東京の金崎雅博准教授より提供されたものである．本研究では，こ
の評価モジュール内の処理を考慮せず，ブラックボックスとして扱う．他のテスト問題と
比較して，この問題は，解の評価シミュレーションに時間を要するところに特徴がある．
4.4 評価尺度
進化計算による多目的最適化問題の解探索におけるゴールは，図 4.4(a)に示すように，
与えられた問題の真のパレートフロントを限られた解集合によって高精度に近似するこ
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とである．パレートフロントの近似精度を高めるためには，以下の 4 つの要素が必要と
なる．
(1) 収束性: パレートフロントに対する獲得した POSの収束性の高さ
(2) 多様性: パレートフロント全体を近似するための獲得した POSの分布の広さ
(3) 解の数: パレートフロントを精緻に近似するための獲得した POSの解の多さ
(4) 一様さ: パレートフロントを均一に近似するための獲得した POSの分布の一様さ
上記の 4 要素について順に説明する．まず，(1) 収束性は，獲得した POS のパレートフ
ロントへの近さの観点での評価である．図 4.4(b) に示す二つの解集合では，A が B よ
りパレートフロントへの収束性が高く，良い解集合と判断する．次に，(2)多様性は，パ
レートフロント全体を近似するための獲得した POS の分布の広さの観点の評価である．
図 4.4(c)に示す二つの解集合では，Aが B より広範に分布しており，多様性が高く，良
い解集合と判断する．(3)解の数は，パレートフロントを高粒度に近似するための獲得し
た POSに含まれる解の多さの観点の評価である．図 4.4(d)に示す二つの解集合では，A
が B よりパレートフロントを近似する解が多いため近似粒度が高く，良い解集合と判断
する．最後に，(4)一様さは，パレートフロントを均一に近似するための獲得した POSの
分布の観点の評価である．図 4.4(e)に示す二つの解集合では，Aが B より均一に分布し
ておりパレートフロントの近似に斑が少なく，良い解集合と判断する．
これら 4要素を高めた POSが獲得できるアルゴリズムほど，解探索性能の高いアルゴ
リズムと判断される．以下，獲得した POSの評価尺度について説明する．
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4.4.1 Hypervolume
獲得した POS の総合評価尺度として Hypervolume (HV ) [42] がある．m = 2 目的問
題における HV の概念図を図 4.5に示す．HV は，目的関数空間において獲得した POS
と参照点 r で構成される m 次元体積である．HV の値には，獲得した POS の最適なパ
レートフロントに対する収束性の高さ，パレートフロントを広域に近似する多様性の高
さ，パレートフロントを精緻に近似するための POSの数の多さ，パレートフロントを均
一に近似する POSの分布の一様さの 4.4節に示した 4要素すべてが反映される．そのた
め，HV が高いほど，獲得した POSの最適なパレートフロントに対する収束性，多様性，
解の数，分布の一様さの点で良好な結果と判断する．本研究では，比較するいずれのアル
ゴリズムも，獲得した POSを内包する解集団サイズを等しく設定して実験する．すなわ
ち，いずれのアルゴリズムも，最大で解集団サイズと等しい数の POSを獲得可能という
公平な条件下で実験する．
これまでに多数の評価尺度が提案されてきたが，近年，最も頻繁に使用される評価尺度
が HV である．その背景には，文献 [43]による評価尺度の比較の結果，HV の利用が推
奨されたことにある．二つの非劣解集合を比較するとき，3段階の優位性が定義されてお
り [43]，非劣解解集合の評価尺度は，その 3段階の優位性を維持できることが望ましい．
二つの非劣解解集合を Aと B とし，ND(S)を S の非劣解解集合とすると，3段階の優
位性は，以下で定義される．
弱優位 (Weak outperformance): ND(A [ B) = Aかつ A 6= B のとき，すなわち B の
すべての点が Aの点によって被覆 (同一点かパレート支配)されており，かつ，A
の少なくとも一つの点が Bに含まれないとき，Aは Bより弱優位であるという (図
4.6)
強優位 (Strong outperformance): ND(A [ B) = Aかつ B nND(A [ B) 6= ;のとき，
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すなわち B のすべての点が Aの点によって被覆されており，B のいくつかの点が
Aのある点によって支配されるとき，Aは B より強優位であるという (図 4.7)
完全優位 (Complete outperformance): ND(A [ B) = Aかつ B \ND(A [ B) = ;の
とき，すなわち Bのそれぞれの点が Aのある点に支配されるとき，Aは Bより完
全優位であるという (図 4.8)
解集合 Aの B に対する優位性は，弱優位，強優位，完全優位の順に高まる．HV によ
る非劣解解集合の順序関係は，これら 3段階の優位性を維持可能であることが，HV の利
用が推奨され，頻繁に利用される主な理由である．他の利点としては，真のパレートフロ
ントが未知の場合に利用可能な点，スカラー値による絶対値評価のためアルゴリズムの順
序関係ができること，性能差がスカラー値によって精緻に表現できることがあげられる．
これまで，10目的ほどの最適化の評価尺度として利用されてきており，本論文では，2～
6目的問題までの最適化性能の主たる評価尺度として HV を用いる．
4.4.2 Maximum Spread
獲得した POSの目的空間における広がりを測る評価尺度として，式 (4.8)で定義される
Maximum Spread (MS) [42] を用いる．m = 2 目的問題におけるMS の概念図を図 4.9
に示す．MS は値が高いほど，広範なパレートフロントを近似可能な多様性の高い POS
と判断する．
MS =
vuut mX
i=1
(
jPOSj
max
j=1
fi(xj) 
jPOSj
min
j=1
fi(xj))2 (4.8)
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図 4.10: Normの概念図
4.4.3 C メトリック
獲得した POS の最適なパレートフロントに対する収束性を計測する評価尺度として，
次式で算出される C メトリック [43]を用いる．
C(A;B) = j b 2 B j 9a 2 A : a f b jjBj (4.9)
C メトリックは，二つの解集団 Aと解集団 B を相対的に評価する方法であり，解集団 A
に支配されている解集団 B に属する個体の割合を表している．すなわち，C(A;B) の値
が 1.0に近いほど解集団 Aは解集団 B を多く支配するため，Aが B より収束性が高いと
判断する．逆に，C(A;B)が 0.0に近いほど，解集団 Aは解集団 B を支配できていない
ことを示す．一般に C(A;B) 6= C(B;A)であり，両者を計測することが重要である．C
メトリックでは，パレート支配の概念を用いているため，パレートの形状に依存しない利
点がある．ただし，問題の目的数の増加に伴って，解の支配関係に優劣が付きづらくなる
ため，差がみられにくくなる場合がある．
4.4.4 Norm
獲得した POS の真のパレートフロントへの収束性の評価尺度として，Norm[44] があ
る．目的数m = 2の場合のNormの概念図を図 4.10に示す．Normは，以下の式を用い
て解集団における評価値ベクトルのノルムの大きさの平均値を計測する．Norm 値が高
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いほど，最適なパレートフロントへの収束性が高い POSと判断する．
Norm =
PjPOSj
j=1
pPm
i=1 fi(xj)
2
jPOSj (4.10)
Norm値は，パレートフロントの形状や獲得された POSの分布により，その特徴を十分
に反映した詳細な収束性の比較が出来ない場合があるが，本論文では，POSの収束性に関
する一般的な傾向を観察するために用いている．
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第 5章
二段階の非支配ソートと指向性交配
を用いる MOEA
5.1 TNSDMアルゴリズム
本章では，CMOPにおけるMOEAの解探索性能を改善することを目的として，制約違
反量と目的関数値による二段階の非支配ソートと探索方向への解の収束を促す指向性交配
を導入する TNSDM (Two-stage Non-dominated Sorting and Directed Mating) アルゴリズ
ムを提案する．TNSDMのブロック図を図 5.1に，擬似コードを Algorithm 1に示す．ま
た，擬似コードに使用される記号の説明を表 5.1に示す．TNSDMは NSGA-IIと同様に，
エリートである親集団 P と子集団Qから構成される全解集団R (P [Q)を用いるモデル
を基に設計している．本章では，親集団 P と交配ペアの選択法を新たに提案し，交叉と
突然変異法は既存の方法を利用する．TNSDMでは，新たなパラメータを追加しない．
5.1.1 二段階の非支配ソート
TNSDMは，全解集団Rから親集団 P を選択するために，全解集団Rを二段階の非支
配ソートによってフロント分類する (Algorithm 1の 3–8行目)．TNSDMは，制約違反量
に基づくパレート支配 [21, 38, 39]を用いる．解 x，y が，次式を満たすとき xは y を制
約違反量において支配する (x v y)という．
8j : vj(x)  vj(y) ^ 9j : vj(x) < vj(y)
(j = 1; 2; : : : ; k) (5.1)
TNSDMでは，まず，式 (5.1)を用いて，全解集団 Rを制約違反量において支配され
ない順に，非支配ソートによって，複数のフロント (Fv1 ;Fv2 : : : )へ分類する．実行可能解
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交叉
&
突然変異
図 5.1: TNSDMのブロック図 (R: 全解集団，P: 親集団，Q: 子集団)
は，v(x) = (0; 0; : : : ; 0)であるため，必ず最上位フロント Fv1 に分類される．次に，それ
ぞれのフロント Fvi (i = 1; 2; : : : )に対して，式 (2.2)を用いて目的関数値において支配さ
れない順に，非支配ソートによって，さらに細分化したフロント (Ff1 ;Ff2 : : : ) へ分類す
る．以降は，従来の CNSGA-IIと同様に，図 5.1の水平の破線で示す全解集団 Rの半数
を，次世代の親集団 P として選択する．具体的には，Ff1 ;Ff2 : : : のフロント番号が小さ
い上位フロントから順に，親集団 P へ加えていく．図 5.1の Ff6 のように，あるフロント
に属するすべての解を親集団 P に加えると，必要とする親集団サイズを超えてしまう場
合，そのフロントに属する解について，目的関数空間における混雑度距離 CD [14]が長い
解から順に，親集団サイズを満たすまで P に加える．
これにより，制約違反量によるフロントが同一の解の優劣を，目的関数値によるフロン
トで決定し，目的関数値の良好な実行可能解を獲得しやすくする．
5.1.2 解の探索方向を考慮した指向性交配
TNSDM では，探索方向への解の収束を促す交配法を導入する．概念図を図 5.2 に示
す．この例では，解集団 R が，Ff1 ;Ff2 ; : : : ;Ff6 に分類されており，実行可能解である
Ff1 と Ff2 が親集団 P になる．従来の CNSGA-II の場合，すべての交配は，親集団 P (
= Ff1 [ Ff2 )内で行われる．一方，TNSDMでは，片方の親は P から選択されるが，も
う片方の親は P に選出されなかった実行不可能解から選択されることがある．この方法
を指向性交配法と称し，詳細を以下と，Algorithm 1の 11–20行目に示す．
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Algorithm 1 TNSDM
1: Initialize (R)
2: for t = 1 to T do
3: Fv = Ff = ;
4: Fv (= fFv1 ;Fv2 ; :::g) =Non-dominated sort (R, v)
5: for i = 1 to jFvj do
6: j = 1 + jFf j
7: Ff = Ff [ fFfj ;Ffj+1; : : : g =Non-dominated sort (Fvi , f )
8: end for
9: Crowding distance (Ff )
10: P = Truncation (R, jRj=2)
11: for j = 1 to jQj do
12: pa = Tournament selection (P)
13: M = fx 2 R j x f pag
14: if pa is feasible and jMj  2 then
15: pb = Tournament selection (M) : Directed Mating
16: else
17: pb = Tournament selection (P) : Conventional Mating
18: end if
19: Qj = Crossover and Mutation (pa, pb)
20: end for
21: R = P [Q
22: end for
23: POS = fx 2 Rfeasible j :9y 2 Rfeasible : y f xg
ひとつの子を生成するために，まず，親集団 P からトーナメントによって親 pa を選択
する．このトーナメントでは，P からランダムに選択した 2 個体のうち，フロント番号
が小さい上位フロントの解を選択し，同一フロントの場合には，混雑度距離 CDが長い解
を選択する．次に，実行不可能解を含むすべての解集団 R から，親 pa を目的関数値に
おいて支配する解集合M (= fx 2 R j x f pag)を選出する．pa が実行可能解でかつ，
jMj  2 の場合，M からトーナメント選択によって親 pb を選択する．それ以外の場合
は，親集団 P からトーナメント選択によって親 pb を選択する．ここで，指向性交配を行
う条件として解集合Mに含まれる解の個数を 2以上とする理由は，トーナメント選択を
行って良い解を親 pb として選択するためである．
図 5.2の例では，親 pa を支配する 3つの実行不可能解がMになる．Mからランダム
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表 5.1: 擬似コード内で使用される記号 (TNSDM)
P 親集団．親集団サイズは jPj (=jRj=2)．
Q 子集団．子集団サイズは jQj (=jRj=2)．
各個体は Q = fQ1; Q2;    ; QjQjg．
R 全解集団．P [Q．
Fv 全解集団Rを制約違反量 v で分類したフロント群で，
Fv = fFv1 ;Fv2 ;    ;FvjFv jg．jFvjはフロント数．
Ff Fv をさらに目的関数値 f で分類したフロント群で，
Ff = fFf1 ;Ff2 ;    ;FfjFf jg．jF
f jはフロント数．
pa, pb 子を生成するための親のペア
M 親 pa を目的関数空間で支配する解集合
T 探索終了条件である世代数
Rfeasible 全解集団R中の実行可能解集合．Rfeasible  R．
POS MOEAの結果として出力するパレート最適解集合
に取り出された Ff5 と Ff3 に属する解がトーナメント選択によって比較され，フロント番
号が小さい Ff3 に属する解が，もう片方の親 pb になる．pb は実行不可能解だが，pa を目
的空間で支配するため，pa を最適なパレートフロントの方向にさらに進化させるために，
有効な遺伝子を有する可能性があり，これらの交配によって解探索性能の改善を狙う．
5.2 実験内容
提案する TNSDMの解探索性能を，従来法の CNSGA-II，RTS-O，RTS-Cと比較する．
本章では，連続値の変数空間を有するテスト問題として，SRN，TNK，OSYを用いる．
また，離散値の変数空間を有するテスト問題として，mk-KPを用いる．さらに，実問題の
3段式ハイブリッドロケットの概念設計問題を用いる．また，TNSDMと CNSGA-IIの計
算時間やmk-KPにおける動的計画法 [45]との比較，また，真の最適解との比較を行う．
5.2.1 パラメータ
本章では，すべてのアルゴリズムで共通のパラメータを用いる．解集団サイズは，
jRj = 200 (jPj = jQj = 100) とした．一般的に解集団サイズ N が大きいほど，パレー
トフロントの近似精度は高まる．ここで，サイズ N = 200の解集団を用いることは，最
大 N 点を用いてパレートフロント全体の近似を試みることを意味する．連続問題と 3段
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図 5.2: 親 pa の探索方向を考慮した指向性交配 (最大化問題の例)
式ハイブリッドロケットの概念設計問題において，一般的に用いられる遺伝的パラメータ
として，交叉には SBX (c = 15, 交叉率 Pc = 0:8)，突然変異には Polynomial mutation
(m = 20, 突然変異率 Pm = 0:2) を用いた．探索終了世代数はそれぞれ，連続問題で世
代数 T = 1; 000 世代，3 段式ハイブリッドロケットの概念設計問題で世代数 T = 200
世代とした．mk-KP のパラメータは，アイテム数 n = 500，目的数 m = 2，制約数
k = f2; 4; 6; 8; 10g，実行可能率  = f0:1; 0:3; 0:5gとし，文献 [26]に倣って価値と重さは
[10, 100]の範囲のランダムな整数値に設定した．mk-KPにおける遺伝的パラメータとし
て，世代数 T = 10; 000世代，一般的に用いられる交叉法の一様交叉 (交叉率 Pc = 1:0)，
突然変異にはビット反転法 (変異率 Pm = 1=n)を用いた．結果は，各アルゴリズムの 100
回の試行の平均値を用いて比較する．
5.2.2 評価尺度
獲得した解集合の総合評価尺度として Hypervolume (HV )を用いる．HV を計測する
ための参照点は，SRN の場合 r = (250; 0)，TNK の場合 r = (1:2; 1:2)，OSY の場合
r = ( 30; 80)，mk-KPの場合 r = (0; 0)とした．3段式ハイブリッドロケットの概念設
計問題では各目的関数のとる値の範囲が異なるため，世代を通じて得られた各目的関数の
最大，最小値で正規化された目的関数値と r = (1:0; 0:0) を用いて HV を算出する．ま
た，それぞれ多様性の評価にMaximum Spread (MS)，収束性の評価に C メトリックを用
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図 5.3: 連続問題における HV の世代推移 (総合評価)
いる．
5.3 実験結果と考察
5.3.1 連続問題における HV の比較
まず，連続問題の SRN，TNK，OSYにおける TNSDM，従来法の CNSGA-II，RTS-O，
RTS-Cによる HV の世代推移を図 5.3に示す.
図 5.3 (a)から，SRNにおいて，TNSDMは従来の CNSGA-IIと同等の HV を示すこ
とがわかる．一方，図 5.3 (b)と (c)から，TNKと OSYにおいて，TNSDMは CNSGA-II
より高いHV を示すことがわかる．TNKにおいて，従来の CNSGA-IIによるHV は，約
200世代ほどで収束しており，その後，世代数を費やしても TNSDMによるHV に達する
ことはない．また，RTS-Oと RTS-Cは，すべての問題において，TNSDMと CNSGA-II
より低い HV を示すことがわかる．これらの結果から，TNSDMは，比較したすべての
連続問題において，最も HV の高い解探索性能を示すことが確かめられた．従来法の中
で最も高い HV を示す CNSGA-II と提案する TNSDM を比較すると，POS が変数空間
の実行可能領域の内部に存在する SRN において，HV の差は見られない．一方，POS
が変数空間の実行可能領域と実行不可能領域の境界に存在する TNK と OSY において，
TNSDMの方が高い HV を示すことがわかる．これは，POSが実行可能領域と実行不可
能領域の境界に存在するため，その境界を探索するために，指向性交配における第二の実
行不可能解の親が解探索を促進する効果をもたらした結果と考えられる．また，非連続の
パレートフロントを有する TNKと凸型のパレートフロントを有する OSYの両方におい
て TNSDM が良好な結果を示したことは，パレートフロントの形状に対する解探索性能
の頑健性の高さを示している．
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図 5.4: 連続問題におけるMS の世代推移 (多様性評価)
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図 5.5: 連続問題における C メトリック比較の世代推移 (収束性評価)
5.3.2 連続問題における POSの多様性と収束性
TNSDMが，連続問題において高い HV を達成した要因を調査するために，各アルゴ
リズムによって獲得した POSを，目的関数空間における多様性と，収束性にわけて分析
する．獲得した POSの多様性を比較するために，MS の世代推移を図 5.4に示す．また，
獲得した POS の収束性を比較するために C メトリックの結果を図 5.5 に示す．C メト
リックは，POSを絶対評価する評価尺度ではなく，二種類の POSを相対比較する評価尺
度である．ここでは，図 5.3で高い HV を示した TNSDMと CNSGA-IIによる各世代の
POSを比較した結果のみを掲載する．特に解探索初期に表れる特徴を観察するために，図
5.4と図 5.5では，横軸を対数スケールにしていることに注意されたい．
まず，SRNについて，TNSDMと CNSGA-IIを比較する．図 5.4 (a)から，探索初期で
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図 5.6: mk-KPにおける最終世代の HV (総合評価)
は，TNSDM が CNSGA-II より高いMS を示すことがわかる．しかし，最終世代では，
TNSDMと CNSGA-IIのMS が同等になり，POSの多様性に差がなくなる．また，図 5.5
(a)から，探索初期では，C(TNSDM，CNSGA-II)が C(CNSGA-II，TNSDM)より高い値
を示すことがわかる．これは，TNSDMの POSが，従来の CNSGA-IIの POSをより多く
支配しており，収束性が高いことを示している．しかし，解探索の進行に伴って，その差
が無くなることがわかる．このように，SRNにおいては，約 10世代までは，TNSDMは
CNSGA-IIより多様性と収束性の両面で優れた POSを獲得するが，それ以降は，多様性
と収束性に差がつかないため，図 5.3 (a)で HV に差が表われないと考えられる．
次に，TNK について，TNSDM と CNSGA-II を比較する．図 5.4 (b) から，最終世代
において，TNSDMが CNSGA-IIは，ほぼ同等のMS を示している．また，図 5.5 (b)か
ら，TNSDM と CNSGA-II は，ほぼ同等の収束性を示していることがわかる．この結果
から，TNSDMは得られる POSの解の数や一様さの観点で優れており，図 5.3 (b)におい
て，CNSGA-IIより高い HV を達成したと考えられる．
最後に，OSYについて図 5.5 (c)から，探索初期の TNSDMの POSは，CNSGA-IIよ
り高い収束性を実現することがわかる．しかし，約 100 世代を過ぎると，C(TNSDM，
CNSGA-II)が C(CNSGA-II，TNSDM)より小さくなる傾向が見て取れる．これは，図 5.4
(c)において，TNSDMのMS が，CNSGA-IIより高くなる世代数とほぼ一致している．
すなわち，TNSDMは探索終盤に向けて多様性の高い POSを獲得するようになる．C メ
トリックは，支配する解の割合を計測するため，TNSDMが目的空間を広域に探索すると，
目的空間の一部に偏って分布する CNSGA-II の POS を支配しにくくなり，C(TNSDM，
CNSGA-II)が低下したと考えられる．
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図 5.7: mk-KPにおける最終世代のMS (多様性評価)
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図 5.8: mk-KPにおける C メトリックによる比較 (収束性評価)
5.3.3 mk-KPにおける HV の比較
次に，目的数 m = 2，制約数 k = f2; 4; 6; 8; 10g，実行可能率  = f0:1; 0:3; 0:5g の
mk-KP における最終世代の HV を図 5.6 に示す．ここで，すべての結果は，従来の
CNSGA-II による HV を 1.0 として正規化してプロットしている．また，エラーバーは
95%信頼区間を示している．
この結果から，TNSDMは，制約数 k や実行可能率 によらず，従来の CNSGA-IIよ
り高い HV を達成することがわかる．また，従来の RTS-Oと RTS-Cを比較すると，実
行可能率が最も低い  = 0:1のときのみ，制約違反量の非支配ランク Rcon の小さい親が
選ばれやすい RTS-Cが，RTS-Oより高い HV を示していることがわかる．
このように図 5.3 と図 5.6 の結果から，本章で使用したすべてのテスト問題において，
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図 5.9: 指向性交配によって生成された子の目的関数空間における分布 (mk-KP)
TNSDMは最も高い HV を示すことが確かめられた．
5.3.4 mk-KPにおける POSの多様性と収束性
TNSDM が，mk-KP において高い HV を達成した要因を調査するために，各アルゴ
リズムによって獲得した POSを，目的関数空間における多様性と，収束性にわけて分析
する．
制約数 k と実行可能率  を変化させた場合の最終世代のMS を図 5.7 に示す．図 5.6
と同様に，すべての結果は，従来の CNSGA-IIによるMS を 1.0として正規化してプロッ
トしている．この結果から，すべての実行可能率 と制約数 kにおいて，TNSDMは比較
するアルゴリズムの中で，最も高いMS を示しており，獲得した POSの目的関数空間に
おける多様性が最も高いことがわかる．また，これらのMS の結果は，図 5.6 に示した
HV の傾向に似ていることがわかる．
次に，獲得した POSの収束性を C メトリックを用いて比較する．ここでは，図 5.5と
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同様に，TNSDMと CNSGA-IIのみを取り上げて比較する．制約数 k と実行可能率 を
変化させた場合の最終世代の C メトリックの結果を図 5.8に示す．この結果から，すべて
の問題について，C(CNSGA-II，TNSDM)より，C(TNSDM，CNSGA-II)のほうが高い
値を示すことがわかる．これは，TNSDMによって獲得した POSが，CNSGA-IIによっ
て獲得した POSをより多く支配していることを示している．すなわち，TNSDMによっ
て獲得した POSの方が，CNSGA-IIより最適なパレートフロントに対する収束性が高い
といえる．
これらのMS と C メトリックの結果から，mk-KPにおいて，TNSDMは多様性と収
束性の両面で，従来法より優れた POSを獲得できるため，図 5.6で最も高い HV を示し
たといえる．
5.3.5 指向性交配による子の分布
指向性交配によって生成される子の目的関数空間における分布について解析する．ここ
では，m = 2目的，k = 6制約，実行可能率  = 0:3の mk-KPを用い，図 5.9 (a)に示
す，TNSDMによって進化させた t = 300世代目の全解集団 Rと親集団 P を解析に用い
る．図中の二つの親 pa1 と pa2 に着目し，もう片方の親を，指向性交配によって選択し
た場合の子と，CNSGA-IIのように親集団 P から選択した場合の子を，擬似的に 10,000
個体ずつ生成する．指向性交配において，親 pa1 の交配候補になる解の存在領域をM1，
親 pa2 の交配候補になる解の存在領域をM2 として図 5.9 (a)に図示した．M1 とM2 共
に，親集団 P に選択されない解が交配候補になることがわかる．
親 pa1 の交配相手を，親集団 P から選択した場合の子の分布を図 5.9 (b-1)に示す．こ
の場合，パレートフロントを近似するために解集団内に維持されている目的関数値と遺伝
子構造の多様な親集団 P から，もう片方の親を選択するため，生成された子が目的関数空
間の広域に分布することがわかる．次に，親 pa1 の交配相手を，指向性交配によってM1
から選択した場合の子の分布を図 5.9 (b-2)に示す．この場合，親 pa1 の周辺に子が集中
的に生成されることがわかる．また，図 5.9 (b-1)と比較して，指向性交配の方が pa1 を
支配する実行可能解の子が多いことがわかる．
同様に，親 pa2 の交配相手を，親集団 P から選択した場合の子の分布を図 5.9 (c-1)に，
指向性交配によってM2 から選択した場合の子の分布を図 5.9 (c-2)に示す．図 5.9 (c-1)
から，図 5.9 (b-1)と同様に，親集団 P 内で交配すると，子が目的関数空間の広範囲に分
布することがわかる．また，この場合，目的関数値の著しく低い子が多数生成されること
がわかる．一方，図 5.9 (b-2)と図 5.9 (c-2)から，指向性交配を用いると，片方の親の存
在位置を中心に，さらに目的関数値を高める方向に子が集中的に生成されることがわか
る．このように，指向性交配は，親集団 P に選択されない解を交配相手として活用する
ことによって，片方の親の探索方向に，集中的に子を生成できることが確かめられた．
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図 5.10: 二段階ソートによる解のランキングの効果 (mk-KP)
指向性交配では，親集団 P から選択した片方の親 pa より高い目的関数値を持つ子が生
成されることを期待している．しかし，変数空間と目的関数空間の関係は基本的に不明な
ため，そのような子を意図的に生成することは困難である．図 5.9 の (b-2) と (c-2) にお
いては，実験で使用した一様交叉とビット反転突然変異によって生成された子が，mk-KP
の目的関数空間において，2つの親の周辺に高確率で分布するため，指向性交配の効果が
得られると考えられる．目的関数空間で近い親は，変数空間でも近く，生成される子も，
目的関数空間と変数空間の双方において親の周辺に高確率で分布するという前提のもと
に，指向性交配が効果をもたらしているといえる．そのため，変数空間と目的関数空間に
おける解の分布の相関が低い問題においては，図 5.9の (b-2)と (c-2)のように，2つの親
の近くに子が生成されにくい可能性がある．
仮に，最適化する問題に対する事前知識に基づいて，意図的に 2つの親の付近に子を生
成可能ならば，より効率的な解探索を実現できる可能性がある．しかし，事前知識を用い
ずとも，変数空間と目的関数空間における解の分布に相関がある問題であれば，図 5.9の
(b-2)と (c-2)のように，従来の一様交叉やビット反転突然変異法によって指向性交配の効
果が得られると考えられる．
5.3.6 二段階の非支配ソートによる解のランキングの効果
最後に，二段階の非支配ソートによって得られたフロントによる解の優劣を，指向性交
配におけるトーナメントの選択基準に利用することの効果について検証する．ここでは，
交配する候補解集合Mからランダムに選択した 2つの解のうち，フロント番号が小さい
上位フロントの解を親 pb とする方法１ (TNSDM)と，逆にフロント番号が大きい下位フ
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図 5.12: 3 段式ハイブリッドロケットの
概念設計問題において獲得した解集合
ロントの解を親 pb とする方法 2，フロント番号によらずランダムに親 pb を決定する方法
3の解探索性能を比較する．m = 2目的，k = 6制約，実行可能率  = 0:3のmk-KPを
用い，これら 3種類の方法と従来法の CNSGA-IIの HV の世代推移を図 5.10に示す．
この結果から，まず，ランダムに親を選択する方法 3が CNSGA-IIより高い HV を示
すことがわかる．これは，親 pa を目的関数値で支配する個体集合Mからもう一方の親
pb を選択することによって解探索性能が改善することを示している．次に，方法 2は方法
3よりHV が低く，方法 1(TNSDM)は方法 3よりHV が高いことがわかる．これは，M
からもう片方の親 pb を選択する方法が解探索性能に影響を与えることを示しており，フ
ロント番号が小さく，制約違反量の小さくかつ目的関数値が良好な個体を親 pb に選択す
る方法 1(TNSDM)を採用した場合に最も高い解探索性能を達成することが確かめられた．
5.4 3段式ハイブリッドロケットの概念設計最適化における
解探索性能
従来法の CNSGA-II と TNSDM による HV の世代推移を図 5.11 に示す．これより，
実行不可能解を積極活用する TNSDMは，解探索初期の HV の上昇が著しく，短時間で
高精度の POS を獲得できることがわかる．また，TNSDM の HV は，全世代を通して
CNSGA-IIより高いことがわかる．次に，獲得した POSを図 5.12にプロットした．200
世代まで時間を十分にかけて最適化すると，図 5.11 で示した HV の値も近くなるよう
に，TNSDMと CNSGA-IIの POSの分布も近くなる．注目すべきは，世代数の少ない 50
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図 5.13: CNSGA-IIの計算コスト (ビッグ・オー)
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図 5.14: TNSDMの計算コスト (ビッグ・オー)
世代の結果である．50世代において，実行不可能解を活用する TNSDMによる POSは，
CNSGA-IIの POSをすべて支配するだけでなく，200世代の POSに近い分布を示すこと
がわかる．すなわち，TNSDMは，3段式ハイブリッドロケットの概念設計問題において，
解探索中に生成された実行不可能解を活用することによって，短時間で精度の高い POS
の獲得に成功したといえる．設計最適化などの実問題では，解一つひとつの評価シミュ
レーションに膨大な時間を要す場合が多く，最適化の過程で多くの解を生成し評価するこ
とが容易ではない．そのため，少ない世代数でより精度の高い解を獲得することは重要で
ある．
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図 5.15: mk-KPにおける計算時間の比較
5.5 計算時間
次に，TNSDM と従来法の中で最も高い解探索性能を示す CNSGA-II の計算コストを
比較する．
まず，計算コストをビッグ・オー記法で比較する．図 5.13と図 5.14はそれぞれ CNSGA-
II と TNSDM の各処理にかかる計算コストと全体の計算コストをブロック図中に示して
いる．目的数を m，解集団サイズを N としたとき，従来法の CNSGA-II は解のフロン
ト分類に O(mN2)，子集団生成に O(N) で，全体で O(mN2) になる．一方，提案法の
TNSDMは，制約数を kとすると，第一段階の非支配ソートに O(kN2)，第二段階の非支
配ソートに O(mN2)，指向性交配にによる子集団生成に O(mN2)の計算コストが必要に
なり，全体では O((m+ k)N2)になる．
次に，mk-KPを用いて，実際の計算時間を比較した結果を図 5.15に示す．計算機環境
として，Intel Core i7-3770 (3.4GHz)の CPU, 8 GBのメインメモリ，OSはWindows 7を
用いた．この結果には，最適化アルゴリズム以外の解の評価や記録処理などのオーバー
ヘッドが含まれるため，必ずしも上記の計算のオーダーが反映されないことがあることに
ご注意されたい．まず，制約数 kと目的数mを変化させた場合の図 5.15 (a)と図 5.15 (b)
の結果から，CNSGA-II，TNSDMともに，制約数 kの増加より目的数mの増加によって
計算時間が長くなる傾向がみられる．次に，解集団サイズ N を変化させた場合の図 5.15
(c)の結果から，CNSGA-II，TNSDMともに，解集団サイズ N の増加によって著しく計
算時間が長くなることがわかる．これは，CNSGA-IIと TNSDMともに計算コストが N2
に従うことによる．図 5.15 (a)- (c)のいずれの問題でも，TNSDMは，CNSGA-IIより計
算時間がかかることがわかる．これは，TNSDMが，二段階に非支配ソートすることと指
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図 5.16: mk-KPにおいて動的計画法と TNSDMにより獲得した解集合
向性交配することによる．TNSDMの計算時間は，CNSGA-IIの約 114%だった．
5.6 動的計画法との比較
mk-KP(m = 2目的，k = 1制約，実行可能率  = 0:5)を用い，問題の事前知識を利用
して最適化する動的計画法 (Dynamic Programming,以下 DP) [45]と，提案法の TNSDM
によって獲得した解集合を比較した結果を図 5.16 に示す．DP では，各目的に重み付
けした単一目的最適化を繰り返すソルバーを用いた．具体的には，第一目的 f1 の重み
を i=500，第二目的 f2 の重みを (500   i)=500 とする加重和による単一目的最適化を
i = 0; 1; : : : ; 500まで繰り返す．計算機環境として，Intel Core i7-3770 (3.4GHz)の CPU,
8 GBのメインメモリ，OSはWindows 7を用いた実験において，DPによる最適解集合の
獲得には，約 6.72時間を要した．図 5.16において，進化計算による TNSDMは，複数の
世代における解集合をプロットした．解集合は第１試行の結果で，併記した時間は 100回
試行の平均値を示している．TNSDMは，およそ 500世代までに解集合がパレートフロン
トへ向かって急速に収束し，それに要する時間は 10秒未満であることがわかる．10,000
世代まで進化させると，パレートフロントの中央部に対して，DPが獲得した解に近い解
集合が得られる．ただし，図中の領域 A については，TNSDM だけでなく，多種の進化
計算によって獲得が困難なパレートフロントの領域として認識されている [46]．TNSDM
が 10,000世代までの最適化に要したのは約 152秒であり，DPの最適化時間の約 0.6%に
なる．この結果から，提案する TNSDMは，mk-KP問題に関する事前知識を用いずとも，
mk-KP問題のパレートフロント中央部に対して，近似性能の高い解集合を短時間に獲得
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表 5.2: 獲得した真の最適解の個数
　 アイテム数
　 n = 100 n = 250 n = 500
問題の真の最適解数 122 567 1427
解集団サイズ 200 200 200
獲得した解の数 103 100 105
獲得した真の最適解数 100 5 0
できることがわかる．
5.7 真の最適解との比較
本節では離散問題のmk-KPを用いて最適解と TNSDMで獲得した解とを比較する．前
提として，進化計算法は確率的探索手法のため，解く最適化問題における真の最適解を獲
得する保証はない．また，最適解の個数は問題ごとに異なり，特に連続問題では解が無限
に存在する場合がある．これに対して，進化計算法は，探索に用いる解集団のサイズN を
設定し，その数を上限として最適解が作るパレートフロントの近似を試みるものである．
mk-KPにおいて目的数と制約数が等しく (m = k)，実行可能率  = 0:5に設定した問
題は，多目的 0/1 ナップザック問題 [26] と呼ばれ，進化計算の分野でテスト問題として
広く用いられており，真の最適解が求まっているテストデータがいくつか用意されてい
る [47]．テストデータはアイテムの価値と重さ，ナップザックの容量が設定されたもので
ある．このうち，目的数 m = 2，制約数 k = 2，アイテム数 n = f100; 250; 500gのテス
トデータを用いて，TNSDMが 1試行 10,000世代で獲得する解と真の最適解とを比較す
る．まず，表 5.2にそれぞれの問題における真の最適解と，TNSDMが探索に用いた解集
団サイズ N，最終世代で獲得した解 (非劣解)の数，さらに，獲得した解のうち真の最適
解であった数を示す．まず，問題の真の最適解の数は，アイテム数の増加に伴って増加す
ることがわかる．これに対して，TNSDMでは解集団サイズ N = 200を用いて獲得した
解の数はいずれも 100程度であることがわかる．これは TNSDMが解集団中のランク上
位半数の解は常に保存しており，残り半数は常に新たな探索点 (子個体) で置き換わるた
めである．次に，獲得した解が真の最適解であった数を見ると，アイテム数 n = 100 の
問題では 103の解のうち 100が真の最適解であり，パレートフロントの近似だけでなく，
最適解も獲得できたことがわかった．しかし，アイテム数が増加すると獲得した真の最適
解の数は大幅に減少し，n = 500の問題では真の最適解は得られなかった．これは，アイ
テム数は多くなるほど解空間が大きくなり，少ない解集団での探索が難しくなるためであ
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図 5.17: mk-KPにおける真の最適解集合と TNSDMが獲得した解集合
る．次に，それぞれの解のパレートフロントの近似性能を見るために，最適解と獲得した
解の目的空間におけるプロットを図 5.17に示す．図 5.17から，いずれの問題においても
TNSDM は真の最適解が作るパレートフロントに対する収束性が高いことがわかる．ま
た，アイテム数の増加に伴って解集団の多様性は低下することがわかる．これらの結果か
ら，TNSDMはmk-KPにおいて，パレートフロント中央部における近似性能が高い解集
合を求めることが可能であることがわかった．また，解空間の小さな問題においてはパ
レートフロントへの収束性と多様性が高いだけでなく，多数の真の最適解を獲得できるこ
とがわかった．
5.8 まとめ
制約付き多目的最適化問題に対する MOEA の解探索性能を改善することを目的とし
て，制約違反量と目的関数値による二段階の非支配ソートによって，目的関数値の良好
な実行可能解を獲得しやすくする親選択法と，実行不可能解の遺伝子を活用して探索方
向への解の収束を促す指向性交配を導入した TNSDM を提案した．連続問題の SRN，
TNK，OSY と，離散問題の mk-KP(m = 2 目的，k = f2; 4; 6; 8; 10g 制約，実行可能率
 = f0:1; 0:3; 0:5g)を用いて，TNSDMの解探索性能を従来の CNSGA-II，RTS-O，RTS-C
と比較した結果，TNSDMは，従来法と比較してすべての問題において HV の高い解探
索性能を示すことが確かめられた．連続問題において，TNSDMは，OSYにおいて POS
の多様性が高いことがわかった．また，離散問題のmk-KPでは，得られる POSの収束性
と多様性の両面で，従来法より高い解探索性能が実現できることが確かめられた．また，
実問題の 3段式ハイブリッドロケットの概念設計最適化問題において，TNSDMは，従来
法の CNSGA-IIより短時間で精度の高い POSを獲得できることがわかった．
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第 6章
TNSDMにおける有用な実行不可
能解の選出領域制御
6.1 指向性交配の問題１：交配する候補解集合の選出領域
TNSDMにおける指向性交配が，制約付き多目的最適化問題の進化計算による解法にお
いて，解探索性能を高める効果があることが確かめられた．しかし，指向性交配には，解
集合Mの選出範囲に関して，２つの問題点がある．
まず，指向性交配は，従来の支配領域によって解集合Mを選出するため，第一の親と
探索方向が乖離した解が第二の親になる場合があり，これが解探索の指向性を低下させる
問題がある．第一の親との探索方向が近い解を解集合Mに選出することにより，さらに
指向性を高めた子生成を実現できる可能性がある．
次に，従来の支配領域では，第一の親を支配する解集合M が存在しないことがあり，
この場合，指向性交配を実行できないため，指向性交配による解探索効果が得られない問
題がある．これに対し，解集合Mの選出範囲を拡大することにより，解探索中の指向性
交配の数を増加できる可能性がある．
これらの問題を解決するために，本章では，目的空間における第二の親選出領域を，解
の支配領域制御法 (Controlling Dominance Areas of Solutions，以下 CDAS) [22]によって
制御する方法を提案する．
6.2 TNSDM-CS：有用な実行不可能解の選出領域を制御す
る TNSDM
指向性交配による解探索性能の改善効果をさらに高めるために，第二の親候補の選出
領域M を制御する TNSDM-CS (TNSDM with Controlling Selection area) アルゴリズム
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図 6.1: TNSDM-CSのブロック図 (R: 全解集団，P: 親集団，Q: 子集団)
を提案する．図 6.1に TNSDM-CSのブロック図を示す．基礎となる TNSDMに対して，
ブロック図中の赤色で示した処理を変更する．Algorithm 2に TNSDM-CSの疑似コード
を，用いられる記号を表 6.1に示す．Algorithm 2と表 6.1では，基礎となる TNSDMの
記述を黒色で，TNSDM-CSのための記述を赤色で示す．疑似コードの 3–10行目は二段
階非支配ソートによる親集団 P の選択，12–21行目は指向性交配と子集団 Qについての
記述である．
6.2.1 有用な実行不可能解の選出領域制御法
指向性交配における第二の親候補の選出領域を制御するために，解の支配領域制御法
(CDAS) [22]を導入する．CDASでは解の目的関数値ベクトル f を f 0 に変換し，変換し
た f 0 値に基づいて解同士の支配関係を式 (2.2) を用いて決定する方法である．図 6.2 に
CDASの概念図を示す．解の各目的関数値 fi は正弦定理を用いた以下の式によって変換
される．
f 0i(x) =
r  sin(!i + S  )
sin(S  ) (i = 1; 2;    ;m); (6.1)
ここで，rは元の目的関数値ベクトル f(x)のノルム，!i は fi 軸と f(x)がつくる角度を
示す．また，'i (= S  )はユーザ指定のパラメータ S によって決定される角度であり，
これによって解の支配領域を制御することができる．また，その解が支配される領域も同
時に制御される．TNSDM-CSでは，ユーザパラメータ S は解探索全体にわたって固定値
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Algorithm 2 TNSDM-CS
1: Randomly generate initial solutions (R)
2: for t = 1 to T do
3: Fv = Ff = ;
4: Fv (= fFv1 ;Fv2 ; : : : g) = Non-dominated sorting (R, v)
5: for i = 1 to jFvj do
6: j = 1 + jFf j
7: Ff = Ff [ fFfj ;Ffj+1; : : : g = Non-dominated sorting (Fvi , f )
8: end for
9: Crowding distance (Ff )
10: P = Truncation (R, jRj=2)
11: Calculate f 0 from f (R, S)
12: for j = 1 to jQj do
13: pa = Tournament selection (P)
14: M = fx 2 R j xf 0pag
15: if pa is feasible and jMj  2 then
16: pb = Tournament selection (M) : Directed Mating
17: else
18: pb = Tournament selection (P) : Conventional Mating
19: end if
20: Qj = Crossover and Mutation (pa, pb)
21: end for
22: R = P [Q
23: end for
24: POS = fx 2 Rfeasible j :9y 2 Rfeasible : y f xg
を用いることとする．ここで，f 0i(x)= sin(   'i   !i)は r= sin('i)と等しいため，変換
された目的関数値 f 0i(x)はパラメータ S によって指定される角度 'i (= S  )を用いて計
算が可能である．
図 6.3，6.4，6.5は，それぞれ異なるパラメータ S を用いた場合の解 x (= pa)の CDAS
による目的関数値の変換と解 xの支配領域と，被支配領域すなわち第二の親集団Mの選
出領域を示している．図 6.3は S = 0:5 ('i = =2)の場合を示している．このとき，解の
目的関数値は変化せず (f 0i(x) = fi(x))，従来の支配領域とM の選出領域に等しい．図
6.4に示されるように S < 0:5 ('i < =2)とすると，目的関数値はもとより大きな値にな
り (f 0i(x) > fi(x))，目的空間における解の支配領域とMの選出領域が拡大する．一方，
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表 6.1: 擬似コード内で使用される記号 (TNSDM-CS)
P 親集団．親集団サイズは jPj (=jRj=2)．
Q 子集団．子集団サイズは jQj (=jRj=2)．
各個体は Q = fQ1; Q2;    ; QjQjg．
R 全解集団．P [Q．
Fv 全解集団Rを制約違反量 v で分類したフロント群で，
Fv = fFv1 ;Fv2 ;    ;FvjFv jg．jFvjはフロント数．
Ff Fv をさらに目的関数値 f で分類したフロント群で，
Ff = fFf1 ;Ff2 ;    ;FfjFf jg．jF
f jはフロント数．
S 第二の親の候補解集合Mの選出領域を制御するパラメータ
pa, pb 子を生成するための親のペア
M 親 pa を目的関数空間で支配する解集合
T 探索終了条件である世代数
Rfeasible 全解集団R中の実行可能解集合．Rfeasible  R．
POS MOEAの結果として出力するパレート最適解集合
図 6.5に示されるように S > 0:5 ('i > =2)とすると，目的関数値はもとより小さな値に
なり (f 0i(x) < fi(x))，解の支配領域とMの選出領域が縮小する．TNSDM-CSでは，指
向性交配において，この制御されたMの選出領域から第二の親を選択する．以降，変更
した目的関数値 f 0 において，解 xが y を支配するときの表記を，x f 0 y と定義する．
TNSDM-CSでは，親集団 P 選択の後，全解集団 Rの解の目的関数値を式 (6.1)を用
いて変換する (Algorithm 2 11行目)．ここで，留意すべきは CDASによる目的関数値の
変更は，指向性交配における親ペア選択のみに用いることであり，二段階の非支配ソー
ティングにおいては元の目的関数値 f による従来の支配 (f )を用いて解をフロント分類
する．指向性交配において，変換された目的関数値 f 0 を用いた支配 (f 0)に基づいて第
二の親候補集団Mを選出する．
従来，CDASによる目的関数値の変換は，支配ベースのMOEAを用いて制約条件のな
い 4 目的以上の多数目的最適化問題を解くために提案された．親集団選択における解の
非支配ソーティングの為に用いられ，解の精緻なランキングを実現する．一方，本研究で
は，制約付き多目的最適化問題の解法のため，指向性交配において親のペア選択に用いる
点で異なる．拡大した支配領域では，解の探索方向への指向性は低下してしまうが，第一
の親を支配可能な領域が拡大するため，第二の親候補が獲得しやすくなる．また，縮小し
た支配領域では，第一の親の探索方向に近い解のみが第二の親候補となるため，解探索の
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図 6.2: CDASによる目的関数値の変換
指向性が高まることが期待できる．
6.2.2 期待される効果
図 6.3 は S = 0:5 における第一の親 pa の第二の親選出領域を示している．この場合，
第二の親候補集団Mの選出領域は従来のものに等しく，従来の指向性交配と同じである．
図 6.3では，4つの解がMとして選択されている．また，図 6.4は S < 0:5の場合をあ
らわしている．この場合，Mの選出領域が従来の領域よりも拡大される．それによって，
pa の解探索方向の指向性が弱まるが，選出領域に解が存在する可能性が高まる．解集団
中に高い目的関数値を持つ実行不可能解が少ない場合などにおいて，より多くの第一の親
が交配相手を獲得しやすくなるため，指向性交配を実行できる回数が増え，解探索性能が
高まることが期待できる．一方で，図 6.5は S > 0:5の場合を表している．この場合，M
の選出領域が従来の領域よりも縮小される．そのため，pa の解探索方向の指向性が強ま
り，解探索性能向上が期待できる．しかし，縮小したMの選出領域には解が含まれにく
くなるため，いくつかの第一の親が指向性交配を実行できなくなる可能性も高まる．
6.3 実験内容
有用な実行不可能解の選出領域制御法を TNSDMに導入した TNSDM-CSにおいて，パ
ラメータ Sを変化させた場合の指向性交配の実行回数，解探索性能をmk-KPとmCDTLZ
問題を用いて検証する．また，解探索性能は TNSDMと CNSGA-IIと比較する．
6.3.1 パラメータ
mk-KP の問題パラメータは， アイテム数 n = 500，目的数 m = f2; 4; 6g，制約数
k = 6，実行可能率  = f0:1; 0:3; 0:5g に設定した．mk-KP におけるアルゴリズムの
遺伝的パラメータは，一様交叉法 (交叉率 Pc = 1:0)，ビット反転突然変異法 (変異率
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図 6.5: 縮小した選出領域 (S > 0:5)
Pm = 1=n)，世代数 T = 10; 000を用いた．また，mCDTLZの問題パラメータは，変数
の数 n = 12，目的数 (=制約数) m = f2; 4; 6gに設定した．この問題における遺伝的パラ
メータは，SBX交叉法 (交叉率 Pc = 0:8，c = 15)，Polynomial mutation突然変異法 (変
異率 Pm = 0:2，m = 20)，世代数 T = 5; 000を用いた．mk-KPと mCDTLZのいずれ
においても集団サイズ jRj = 200 (jPj = jQj = 100)を用いた．実験の結果は 100試行の
平均値を用いて示す．
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図 6.6: mk-KPにおける指向性交配の実行割合
6.3.2 評価尺度
獲得した解集合を総合評価するHypervolume (HV )によって TNSDM-CSの効果を検証
する．HV の算出において，参照点はそれぞれmk-KPでは r = (0; 0; : : : ; 0)，mCDTLZ
では r = (1:1; 1:1; : : : ; 1:1) を用いた．その後，多様性と収束性を，それぞれ Maximum
Spread (MS)，Normを用いて詳細に評価する．
6.4 実験結果と考察
6.4.1 mk-KPにおけるMの選出領域制御と指向性交配の回数
TNSDM-CSの解探索性能を検証する前に，まずMの選出領域をパラメータ S によっ
て変化させたときの指向性交配の実行回数について調べる．TNSDMおよび TNSDM-CS
では，子を生成するときに指向性交配だけでなく従来の交配を行う場合がある．選択した
第一の親が実行可能解かつ交配する候補解が 2つ以上得られた場合 (jMj  2)，第二の親
をMから選択する指向性交配を行うが，そうでない場合は親集団 P から選択する従来の
交配を行う．図 6.6は，mk-KPにおいて解探索中のすべての交配のうち指向性交配を実
行した回数の割合を百分率で示している．図中に垂直の点線で示される S = 0:5 の結果
は，選出領域制御を用いない TNSDMの結果に等しく，S < 0:5は従来よりも拡大した選
出領域，S > 0:5は縮小した選出領域の結果を示している．
これらの結果から，まず，指向性交配の回数は，S の値が大きくなるにつれて減少する
ことがわかる．これは，Mの選出領域が縮小されるほど解がMに含まれにくくなり，指
向性交配が実行できない回数が増えることを示している．一方で，S の値を 0.5以下とし
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図 6.7: mk-KPにおける最終世代の HV
て選出領域を拡大すると，従来よりも指向性交配の回数が増加することがわかる．これら
の結果から，TNSDM-CSにおいてパラメータ S を変化させることによって指向性交配の
回数を変化可能であることが明らかになった．
また，mk-KPの実行可能率 と目的関数の数も指向性交配の回数に影響を与えること
がわかる．実行可能率が減少すると指向性交配の回数が増加する．これは，実行可能率の
低い制約の厳しい問題では，生成される子個体が実行不可能解になりやすいため，解集団
中に親集団 P を支配可能な実行不可能解の数が多くなるためだと考えられる．また，目
的数が多くなると，指向性交配の回数が減少する．これは，目的数が増えるほど，支配の
条件を満たすことが難しくなるためと考えられる．
6.4.2 mk-KPにおけるMの選出領域制御による解探索性能
指向性交配における解集合M の選出領域をパラメータ S で変化させた場合の最終世
代の HV を図 6.7 に示す．また，エラーバーは 95% 信頼区間を示している．従来法の
CNSGA-IIで得られた結果も水平線で示し，すべての結果は CNSGA-IIによって得られた
HV を 1.0として正規化している．また，S = 0:5の結果は，TNSDMの結果に等しい．
これらの結果から，パラメータ S を変化させてM の選出領域を適切に変化させるこ
とによって，TNSDMよりも高い HV 値を示す解集合を獲得できることがわかった．ま
た，本実験で用いたすべての mk-KP において，TNSDM-CS はいずれの S を用いても
CNSGA-IIよりも高い HV を示した．以下結果について詳細に述べる．
まず，図 6.7 (a)に示される 2目的のmk-KPにおける結果について議論する．実行可能
率  = 0:1では，S の増加に伴って HV が単調に向上することがわかる．このとき，図
6.6 (a) の実行可能率  = 0:1 を見ると，S によらずほぼ 100% の子個体が指向性交配に
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よって生成されていることがわかる．これらの結果から，実行可能率 が低く，解集団中
に実行不可能解が多い場合は，S を大きくして解集合Mの選出領域を縮小し，指向性を
高めた交配法が HV の高い解探索性能を達成するといえる．次に，図 6.7 (a)の実行可能
率  = 0:3の結果を見ると，HV を最大化する最適値 S が存在し，S = 0:6であること
がわかる．つまり，S は大きいほど良いわけではなく，S > 0:6ではHV が低下してしま
う．これについて，図 6.6 (a)の実行可能率  = 0:3の結果を見ると，S  0:5では選出領
域が縮小するため，指向性交配の実行回数が減少している．これが HV の低下の原因に
なると考えられる．すなわち，S の増加は交配の指向性を高める効果がある一方で，指向
性交配の実行回数を減少させてしまう．そのため，両者のバランスが良い最適な S を用
いる場合に HV が最大化するといえる．
次に，4, 6目的問題について，図 6.7 (b)と (c)の実行可能率が高い  = f0:3; 0:5gの場
合，S < 0:5となり，解集合Mの選出領域を拡大した場合に HV が高まることがわか
る．図 6.6に示すように，目的数 mが多く，実行可能率 が大きいほど，指向性交配を
実行できる回数は減少する．そのため，小さな S によって解集合M の選出領域を拡大
し，指向性交配の実行回数を増やすことによって，HV が改善したと考えられる．
最後に，すべての目的数 m の問題において，実行可能率  の増加に伴って最適な S
の値が小さくなることがわかる．実行可能率  が低い問題では，解集団中の実行不可能
解の数が多いため，指向性交配を実行できる回数が多くなる．このときは，S を大きくし
て交配の指向性を高めた方が HV が高まるため，S は比較的高くなる．逆に実行可能率
が高い問題では，解集団中の実行不可能解の数が少ないため，S を大きくし過ぎると指
向性交配の実行回数が減少して HV が低下するため，S は比較的低い値になると考えら
れる．
このように，図 6.7に示す全ての結果において，最小の S によって選出領域を最大限に
拡大し，実行不可能解の選択肢を増やした場合より，S を増加して選出領域を縮小し，第
一の親より全ての目的関数値がバランス良く良好な限られた実行不可能解のみを選択でき
る場合に，HVが向上することがわかった．実行不可能解を親にする他の方法として，制
約条件を緩和して解く方法がある．第一の親をある実行可能解とした場合，緩和法は，実
行不可能解を第二の親として選択する可能性があるが，その目的空間における位置は考慮
しない．全く同じとはいえないが，これは，指向性交配において，最小の S によって選出
領域を最大化した状態で第二の親を選択することに近い．指向性交配では，最小の S よ
り，大きな S によって解探索性能が改善することから，制約緩和法のように単純に実行不
可能解を親にするだけでなく，指向性交配のように実行可能解ごとに交配する適切な実行
不可能解を取捨選択することが解探索を促進するといえる．
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図 6.8: mk-KPにおける最終世代のMS
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図 6.9: mk-KPにおける最終世代の Norm
6.4.3 mk-KP におけるM の選出領域の変化に対する解の多様性と収
束性
HV の改善に貢献した要因を解析するために，解集合の目的空間における多様性と，真
の最適解集合への収束性を独立して評価する．得られた解集合の多様性についてMS の
結果を前節と同様の形式で図 6.8に示す．これらの結果から，S を適切に変化させること
によって，MS 値はすべての問題において顕著に改善されることがわかる．また，MS を
最大化する S は，HV を最大化する S と等しいか，より大きい値であることがわかる．
次に，得られた解集合の収束性について Normの結果を図 6.9に示す．Normを最大化
する S は，HV を最大化する S より小さい値になる傾向がある．
この結果から，良いMS と Normをバランスさせる S によって最も高いHV が示さ
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図 6.10: mCDTLZ問題における指向性交配の実行割合
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図 6.11: mCDTLZ問題における最終世代の HV
れたと考えられる．また，S を変化させた場合の HV とMS の変化の傾向が似ているこ
とから，mk-KPにおいて HV の改善にMS の改善が大きく貢献していると考えられる．
6.4.4 mCDTLZにおけるMの選出領域制御と指向性交配の回数
mCDTLZ問題における結果について，まず，Mの選出領域をパラメータ S によって
変化させたときの指向性交配の実行回数について調べる．6.4.1 節と同様に，図 6.10 に
mCDTLZ問題において解探索中のすべての交配において指向性交配を実行した回数の割
合を百分率で示している．
これらの結果から，特にm = f4; 6g目的問題において TNSDMは指向性交配をほとん
ど実行できていないことがわかる．しかし，パラメータ S を小さくし，Mの選択領域を
拡大することによって指向性交配の実行割合を 100%付近まで増加できている．
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6.4.5 mCDTLZにおけるMの選出領域制御による解探索性能
指向性交配における解集合M の選出領域をパラメータ S で変化させた場合の最終世
代の HV を図 6.11 に示す．従来法の CNSGA-II で得られた結果も水平線で示し，すべ
ての結果は CNSGA-II によって得られた HV を 1.0 として正規化している．また，エ
ラーバーは 95%信頼区間を示している．これらの結果から，まず，TNSDM(S = 0:5)は
従来法の CNSGA-II よりもすべての問題ケースにおいて高い HV を示すことがわかる．
mCDTLZ は，TNK や OSY のように変数空間における POS が実行可能領域と不可能領
域の境界に存在する問題である．この実験結果からも，TNSDMが，実行可能領域と不可
能領域の境界に存在する POSの獲得において，従来の CNSGA-IIより高い探索性能を示
すことが確かめられた．また，mCDTLZは，凹型のパレートフロントを有する問題であ
ることから，TNSDMは，凹型のパレートフロントに対しても頑健な解探索性能を示すこ
とが確かめられた．次に，パラメータ S を 0.5よりも小さくし，拡大したMの選択領域
を用いることでさらに HV が高まることがわかる．また，mk-KP の結果と同様に HV
を最大化する最適なパラメータ S が存在し，m = f2; 4; 6g 目的問題に対してそれぞれ
S = f0:45; 0:4; 0:4gであった．また，目的数が大きい問題ほど従来指向性交配が行えて
いなかった分，HV 値の改善が顕著になっている．したがって，mCDTLZ問題において，
S < 0:5 に設定した TNSDM において指向性交配の回数を増加させることで解探索性能
が向上することがわかった．
6.4.6 解探索性能と指向性交配の回数の関係
TNSDM-CS においてパラメータ S = f0:35; 0:40; : : : ; 0:65g としたときの解探索性能
(HV ) と指向性交配の実行割合の関係について分析する．図 6.12 と図 6.13 にそれぞれ
mk-KPと mCDTLZ問題における結果を示す．なお，HV の結果は CNSGA-IIより得ら
れた結果を 1.0として正規化したものを用いている．
これらの結果から，実験に用いたすべての問題において，指向性交配の実行割合がおよ
そ 90%のあたりでHV 値が最も高くなることがわかる．すなわち，パラメータ S を指向
性交配の実行割合を 90%を満たすように制御することで，指向性交配の効果が最も高ま
ることを意味している．
6.4.7 TNSDM-CSの効果と問題
mk-KP と mCDTLZ 問題を用いた TNSDM-CS の性能検証の結果，適切なパラメータ
S を設定した TNSDM-CSが，TNSDMと等しいかそれ以上の解探索性能を示すことが
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図 6.12: mk-KPにおける解探索性能 (HV )と指向性交配の実行回数の割合
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図 6.13: mCDTLZ問題における解探索性能 (HV )と指向性交配の実行回数の割合
わかった．しかし，最も解探索性能が高まるパラメータ S は，CMOP ごとに異なるた
め，S を少しずつ変化させながら TNSDM-CS を繰り返し実行して実験的に見出す他な
い．指向性交配において，解の選出領域制御法は解探索性能を高める効果があるが，その
適切なパラメータ S は時間をかけてチューニングせざるを得ないところに問題がある．
6.5 解の選出領域の適応制御
6.5.1 コンセプト
指向性交配における選出領域制御法のパラメータ S のチューニングを回避するた
めに，一度の解探索中に S を適応的に決定する TNSDM-ACS (TNSDM with Adaptive
Controlling Selection areas)を提案する．
解の選出領域制御法では，S を大きくしてMの選出領域を縮小するほど解探索の指向
性が高まる一方で，Mに解が得られにくくなり指向性交配の実行回数が減少する．反対
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図 6.14: 解の選出領域の適応制御の概念図
に，S を小さくし選出領域を拡大するほどMに解が得られやすくなり指向性交配の実行
回数が増加する一方で，解探索の指向性が弱まる．6.4.6節の結果から，約 90%以上の親
pa が指向性交配を実行できる範囲で，最も大きな S を設定した場合に，高い解探索性能
を達成できることが明らかになっている．そのため，TNSDM-ACSは，各親 pa がMに
解が 2つ以上含まれる範囲で最大の S を適応的に設定することとする．TNSDM-CSの概
念図を図 6.14に示す．
6.5.2 方法
上記の設計思想を実現する方法としては，様々やり方が考えられるが，今回は以下の単
純な手順で S を適応的に設定する．ひとつの子を生成するために，まず，親集団 P から
第一の親 pa をバイナリトーナメント選択によって選択する．次に，第二の親 pb の候補解
集合Mを選出するために，S を最大値 SU に設定し (S  SU )，最も縮小した選出領域
を用いてMの選出を試みる．その結果，jMj < 2の場合は jMj  2を満たすまで，も
しくは，S が最小値 SL になるまで，S からS を減じ (S  S  S)，選出領域を徐々
に拡大しながらMの選出を繰り返す．図 6.14では，3回S を減じたときに，jMj  2
を満たし，Mの選出を終える例を示している．
その後は，従来の指向性交配と同様に，jMj  2の場合，Mから混雑度トーナメント
選択によって第二の親 pb を選択する．また，親 pa が実行不可能解の場合と，Mのサイ
ズが 1以下 (jMj  1)の場合，指向性交配は実行できず，従来法の CNSGA-IIなどと同
様に，親集団 P から混雑度トーナメント選択によって第二の親 pb を選択する．この操作
をすべての親 pa に対して行う．
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図 6.15: 選出領域の適応制御法による最終世代の HV (総合評価)
TNSDM-CSでは，解探索開始時に指定された S をすべての親 pa に対して用いるのに
対し，TNSDM-ACSでは，親 pa ごとに異なる S が使用される．
6.5.3 適応制御の効果
TNSDM-ACSにおける解の選出領域の適応制御法の効果を検証するために，TNSDM，
TNSDM-CSの解探索性能を mk-KP問題を用いて比較する．また，従来法の CNSGA-II
の結果も合わせて掲載する．TNSDM-CSでは，S = f0:25; 0:3; : : : ; 0:75gを用いた事前実
験の結果，最も高いHV を達成した最適な S を用いた場合の結果を示す．各問題におけ
る TNSDM-CSの最適な Sを表 6.2に示す．TNSDM-ACSでは，Sの最大値 SU = 0:70，
最小値 SL = 0:25とし，S = 0:05の間隔で S を変更する．
目的数mと実行可能率 を変化させたmk-KPにおいて，最終世代に得られた HV の
結果を図 6.15 に示す．ここで，図 6.15 は，TNSDM の結果を 1.0 として正規化してプ
ロットしている．また，エラーバーは 95%信頼区間を示している．
まず，すべての問題において，TNSDMは CNSGA-IIより高い HV を示すことがわか
る．次に，固定値の S を用いる TNSDM-CSは，TNSDMと等しいか，それ以上の HV
を示すことがわかる．m = 6目的，実行可能率  = 0:5の問題では，S = 0:5であるた
め，TNSDMと TNSDM-CSによって得られた結果が等しい．さらに，パラメータチュー
ニングを必要としない TNSDMと TNSDM-ACSを比較すると，m = 6目的，実行可能率
 = 0:1の問題を除くすべての問題で，TNSDM-ACSが TNSDMより高い HV を示すこ
とがわかった．
最後に，固定値の S を用いる TNSDM-CSと TNSDM-ACSを比較する．S を用いる
TNSDM-CSの結果は，事前実験でパラメータチューニングした最良値であるため，本来，
これらを公平に比較できないことに注意されたい．m = 2目的，実行可能率  = 0:1と
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表 6.2: TNSDM-CSにおける最適な S
目的数m
2 4 6
実行可能率 
0.1 0.65 0.55 0.50
0.3 0.60 0.45 0.45
0.5 0.55 0.40 0.40
m = 6 目的，実行可能率  = f0:1; 0:3g の問題において，TNSDM-ACS は TNSDM-CS
より HV が低いが，その他の問題では，TNSDM-ACS が TNSDM-CS より高い HV を
示すことがわかる．特に実行可能率 が高い問題において，TNSDM-ACSは，時間をか
けてチューニングした S を用いる TNSDM-CSより高い解探索性能を示すことがわかっ
た．これは，TNSDM-ACS が，各親 pa ごとにパラメータ S を決定することによる効果
であると考えられる．TNSDM-CSでは，すべての親 pa が同じ S を用いて解集合Mを
選出しようとする．そのため，解の目的空間における分布によっては，解集合M が得
られない親 pa や，M に多数の解が存在し，さらに選出領域を縮小できる親 pa も存在
する．TNSDM-ACSは，それぞれの親 pa に応じて選出領域を適応的に決定できるため，
TNSDM-CSより解探索性能が改善したと考えられる．
TNSDM-ACSの適応制御によって決定されたパラメータ S について，m = 2目的，実
行可能率  = f0:1; 0:3; 0:5gの問題を用いて解析する．各世代の指向性交配において用い
られた S の五数要約の 100試行の平均値を図 6.16に示す．
まず，図 6.16 (a)の結果から，実行可能率  = 0:1の問題では，多くの指向性交配にお
いて S = 0:7が用いられていることがわかる．そのため，図 6.7において，固定値の S
を用いる TNSDM-CSと TNSDM-ACSが，ほぼ同等の HV を示したと考えられる．
次に，図 6.16 (b)と (c)の結果から，問題の実行可能率 の増加に伴って，交配ごとに
用いられる S が多様化することがわかる．図 6.16 (c)の実行可能率  = 0:5の問題におい
て，TNSDM-CSでは，最適なパラメータは S = 0:55であるのに対して，TNSDM-ACS
では，少なくとも半数の親 pa が，S = 0:55より縮小した選出領域を用いて指向性交配を
実行していることがわかる．また，S = 0:55で交配相手を獲得できない場合は，より拡
大した選出領域を用いることで，指向性交配を実行していることがわかる．このように，
TNSDM-ACSは，交配ごとの状況に合わせて S を変更することによって，固定値の S を
用いる TNSDM-CSより高い HV を達成したと考えられる．
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図 6.16: 適応制御した S の推移 (m = 2目的問題)
6.6 まとめ
本章では，まず，指向性交配による解探索性能をさらに高めるために，指向性交配に
おける第二の親候補集合M の目的空間における選出領域をパラメータ S によって拡
大・縮小する TNSDM-CSを提案し，その解探索性能を離散問題のmk-KPと連続問題の
mCDTLZ問題を用い，TNSDM，従来法の CNSGA-IIと比較した．その結果，mk-KPと
mCDTLZの両方の問題において，指向性交配における第二の親候補集合Mの選出領域
を制御することにより，解探索性能が改善されることが確かめられた．解探索性能が改善
される要因は，パラメータ S 小さくした場合の指向性交配の実行回数の増加と，パラメー
タ S を大きくした場合の解探索の指向性の強化によることがわかった．そのため，双方
バランスが良好な S を設定したときに，最も高い HV が達成されることがわかった．
その結果を基に，次に，一度の解探索中にパラメータ S を適応的に決定する TNSDM-
ACS を提案した．mk-KP を用いた実験の結果，TNSDM-ACS は，有用な実行不可能解
の選出領域を適応的に制御することによって，パラメータ S のチューニングを必要とせ
ずに，一度の解探索で選出領域制御法による解探索性能の改善効果を得ることが確かめら
れた．特に実行可能率が高い問題において，TNSDM-ACSは交配ごとに異なる S を適応
的に決定することによって，最適な S を用いる TNSDM-CSより高い解探索性能を達成
できることが確かめられた．
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第 7章
TNSDMにおける有用な不可能解
のアーカイブ法
7.1 指向性交配の問題２：有用な実行不可能解の消失
指向性交配で選出される解集合Mは，制約付き多目的最適化を促進する有用な解とい
える．しかし，M は実行不可能解であることが多いため，解集団から淘汰されやすく，
次世代には残りにくい．Mに選択される解探索に有用な実行不可解をアーカイブして次
世代に維持し，繰り返し指向性交配する機会を与えることによって，さらに TNSDMの解
探索性能を改善出来る可能性がある．
7.2 TNSDM-A：有用な実行不可能解をアーカイブする
TNSDM
指向性交配による解探索性能の改善効果をさらに高めるために，有用な実行不可能解
のアーカイブ法を構築し，TNSDMに組み込んだ TNSDM-A (TNSDM using Archive)を
提案する．図 7.1に TNSDM-Aのブロック図を示す．基礎となる TNSDMに対して，ブ
ロック図中の青色で示した処理を追加する．また，TNSDM-Aの疑似コードを Algorithm
3に示す．また，表 7.1にブロック図と疑似コードで用いる記号を示す．Algorithm 3と
表 7.1 では，基礎となる TNSDM の記述を黒色で，TNSDM-A のための記述を青色で示
す．TNSDM-Aは親集団 P と子集団 Qからなる全解集団 R (= P [ Q)を用いる．さら
に，新たに指向性交配に有用な解を保持するためのアーカイブ集団 Aを導入する．
まず，TNSDM-Aでは R [Aのすべての解を二段階の非支配ソートによってフロント
分類を行い，上位解から親集団 P を選択する．その後，指向性交配によって子を生成し
ていく．指向性交配では従来と同様に第一の親 pa を親集団 P からバイナリトーナメント
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図 7.1: TNSDM-Aのブロック図 (R: 全解集団，P: 親集団，Q: 子集団，A: アーカイブ集
団)
選択により選択する．そして，pa を支配する第二の親候補集団Mを R [Aから選出す
る (M = fx 2 R [A j x f pag)．ここで，Mに含まれる解は指向性交配に有用な解で
あるため，M中の上位フロントに属す順に 個体にマークを付ける．は，TNSDM-A
のパラメータである．この際，同一フロントの解の優劣は，CDによって決定する．なお，
このマークはアーカイブ集団 A の選択のために用いられる．次に，TNSDM と同様に，
Mから第二の親 pb を選択し，子を生成する．これを繰り返し，子集団 Qを生成する．
次に，アーカイブ集団 Aを選択する．R [Aから，マークのついた解でかつ親集団 P
に選択されていない解を新たなアーカイブ集団 Aとして選択する (Algorithm 3　 23行
目)．すなわち，アーカイブ集団 Aは，親集団でありエリート解集団である P からは排除
された解の中で指向性交配に有用な解としてマークされた解集団である．また，次世代の
アーカイブ集団 Aは，現世代の解集団R[Aから選択される．そのため，現世代のアー
カイブ解が，次世代でもアーカイブ解になることもあれば，より良い実行不可能解に置き
換わることもある．このように，アーカイブ集団 A内の実行不可能解は，より制約違反
量が小さく，より目的関数値の良い解へと進化する．また，Mに選出された解からアー
カイブする理由は，親集団内の解を支配できる目的関数値を有することと，目的関数空間
に広く分布するアーカイブ集団を保持するためである．
TNSDM-A では，パラメータ  によってアーカイブサイズを変更することができる．
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Algorithm 3 TNSDM-A
1: Randomly generate initial solutions (R)
2: A = ;
3: for t = 1 to T do
4: Fv = Ff = ;
5: Fv (= fFv1 ;Fv2 ; :::g) =Non-dominated sort (R[A, v)
6: for i = 1 to jFvj do
7: j = 1 + jFf j
8: Ff = Ff [ fFfj ;Ffj+1; : : : g =Non-dominated sort (Fvi , f )
9: end for
10: Crowding distance (Ff )
11: P = Truncation (R[A, jRj=2)
12: for j = 1 to jQj do
13: pa = Tournament selection (P)
14: M = fx 2 R[A j x f pag
15: Mark best  solutions selected in M (fx 2 R[A j x f pag)
16: if pa is feasible or jMj  2 then
17: pb = Tournament selection (M) : Directed Mating
18: else
19: pb = Tournament selection (P) : Conventional Mating
20: end if
21: Qj = Crossover and Mutation (pa, pb)
22: end for
23: A = fx 2 R [A j x is a marked solution ^ x 62 Pg
24: R = P [Q
25: end for
26: POS = fx 2 Rfeasible j :9y 2 Rfeasible : y f xg
また， = 0であるとき，TNSDMと等しい．の増加に伴ってアーカイブサイズが大き
くなる．
7.3 実験内容
指向性交配に有用な解をアーカイブする効果を検証するために，TNSDM-A のアーカ
イブサイズパラメータ を変化させ，解探索性能を評価する．比較アルゴリズムとして，
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表 7.1: 擬似コード内で使用される記号 (TNSDM-A)
P 親集団．親集団サイズは jPj (=jRj=2)．
Q 子集団．子集団サイズは jQj (=jRj=2)．
各個体は Q = fQ1; Q2;    ; QjQjg．
R 全解集団．P [Q．
A アーカイブ集団
 アーカイブサイズパラメータ
Fv 全解集団Rを制約違反量 v で分類したフロント群で，
Fv = fFv1 ;Fv2 ;    ;FvjFv jg．jFvjはフロント数．
Ff Fv をさらに目的関数値 f で分類したフロント群で，
Ff = fFf1 ;Ff2 ;    ;FfjFf jg．jF
f jはフロント数．
pa, pb 子を生成するための親のペア
M 親 pa を目的関数空間で支配する解集合
T 探索終了条件である世代数
Rfeasible 全解集団R中の実行可能解集合．Rfeasible  R．
POS MOEAの結果として出力するパレート最適解集合
TNSDM(TNSDM-Aにおける  = 0)，加えて CNSGA-IIを用いる．また，テスト問題と
して離散問題のmk-KP，連続問題の mCDTLZを用いる．mk-KPでは，問題の目的数と
制約の厳しさ (実行可能率)，mCDTLZでは問題の目的数 (=制約数)を変化させた場合の
アーカイブ効果について調査する．
7.3.1 パラメータ
mk-KPの問題パラメータは，アイテム数 n = 500，目的数m = f2; 4; 6g，ナップサック
(制約)数 k = 6，実行可能率  = f0:1; 0:3; 0:5gに設定した．mk-KPにおけるアルゴリズ
ムの遺伝的パラメータは，一様交叉法 (交叉率 Pc = 1:0)，ビット反転突然変異法 (突然変
異率 Pm = 1=n)，世代数 T = 10; 000を用いた．mCDTLZの問題パラメータは，目的数
(=制約数)m = f2; 4; 6g，変数の数 n = 12とした．mCDTLZにおけるアルゴリズムの遺
伝的パラメータは，SBX交叉法 (交叉率 Pc = 0:8，分布パラメータ c = 15)，Polynomial
mutation(突然変異率 Pm = 0:2，分布パラメータ m = 20)，世代数は T = 5; 000を用い
る．集団サイズはmk-KP，mCDTLZいずれも jRj = 200 (jPj = jQj = 100)とした．こ
こで，アーカイブ集団 Aを加える TNSDM-Aは，の増加に伴って比較アルゴリズムよ
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図 7.2: mk-KPにおける最終世代の HV
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図 7.3: mk-KPにおける最終世代のMS
りも解集団中に多くの解を保持するが，解の評価回数 (新たな解探索点となる子の生成回
数)が同じという条件のもと，単純にアーカイブ集団を加える効果を検証する．実験の結
果は 50試行の平均値を用いて示す．
7.3.2 評価尺度
獲得した解集合を総合評価する Hypervolume (HV ) によって TNSDM-A の効果を検
証する．HV の算出において，参照点は mk-KP では r = (0; 0; : : : ; 0)，mCDTLZ では
r = (1:1; 1:1; : : : ; 1:1)を用いた．その後，多様性と収束性を，それぞれMaximum Spread
(MS)，C メトリックを用いて詳細に評価する．
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7.4 実験結果と考察
7.4.1 mk-KPにおける HV の比較
まず，アーカイブ法を導入した TNSDM-A においてアーカイブサイズ  を変化させ
た場合の解探索性能を mk-KP を用いて検証する．図 7.2 に最終世代で得られた解集合
POS の HV の結果を示す．また，エラーバーは 95% 信頼区間を示している． = 0 と
した TNSDM-A は TNSDM に等しく， > 0 とすることによってアーカイブ機構が働
く．また，従来法の CNSGA-IIの結果もプロットしており，すべてアルゴリズムの結果は
CNSGA-IIより得られた結果を 1.0として正規化している．
これらの結果から，まず，すべての問題で TNSDM が従来法の CNSGA-II よりも高
い HV を示すことがわかる．さらに，TNSDM ( = 0) よりもアーカイブ法を導入した
TNSDM-A( > 0)が高いHV を示している．よって，TNSDMは指向性交配に有用な解
のアーカイブ法を導入することによって解探索性能が向上することが明らかになった．ま
た，TNSDM-A は解く問題によって HV を最大化させる最適なパラメータ  があるこ
とがわかる．m = 2目的の場合，実行可能率  = f0:1; 0:3; 0:5gの問題に対して，それぞ
れ最適パラメータは  = f4; 4; 2gとなっている．低い実行可能率 の問題ほど，指向性
交配において第二の親候補解集合Mに解が含まれやすい一方で最適なアーカイブサイズ
 が大きくなっている．これは，M内でより解ランクが高い有用なアーカイブ解の選択
圧を高めるためと考えられる．m = f4; 6g目的では実行可能率の上昇に伴って，最適な
アーカイブサイズ  が大きくなる．これは，実行可能率の高い問題では解集団中に実行
可能解が減少するのに加えて，目的数の増加により解同士の支配による優劣が付きづらく
なり，第二の親候補解集合Mが得られにくくなるため，アーカイブ解を多数保持するこ
とで，指向性交配を実行しやすくするためと考えられる．ただし，目的空間における解の
分布は均一でないため，各親 pa に対して最適なアーカイブサイズ  が異なる可能性が
ある．
7.4.2 mk-KPにおける POSの多様性と収束性
得られた最適解集合について，目的空間における広がりを表す多様性と真の最適パレー
トフロントへの収束性を，それぞれMS と C メトリックを用いて分析する．
まず，多様性の結果を図 7.3に示す．MS の結果は HV と同様に CNSGA-IIより得ら
れた値を 1.0として正規化してプロットしている．m = 6目的，実行可能率  = 0:1の場
合を除いて，アーカイブを加えることによって，TNSDMよりもMS を改善するパラメー
タ が存在することがわかる．また，m = 4目的，実行可能率  = 0:3問題とm = 6目
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図 7.4: mk-KPにおける C メトリックによる比較
的，実行可能率  = 0:1問題を除いて，HV を最も高める において，TNSDMよりも
高いMS を示し，アーカイブを加えることによって多様性が向上することがわかる．
次に，収束性について C メトリックを用いて評価する．C メトリックでは，ふたつ
のアルゴリズム間の結果しか出すことができないため，TNSDM-A( = 0) と TNSDM-
A( = 6) で獲得した POS を用いてアーカイブを加えた場合の収束性を検証する． 図
7.4 に結果を示す．これらの結果から，C(TNSDM-A( = 6), TNSDM-A( = 0)) の値
が C(TNSDM-A( = 0), TNSDM-A( = 6)) よりもすべての問題で値が上回っている
ことがわかる．すなわち，TNSDM-A( = 6) で獲得した POS のうちより多くの解が
TNSDM-A( = 0) で獲得した POS の解を支配していることを示している．このことか
ら，アーカイブ法を加えることによって，POSの収束性が高まったことがわかる．
MS と C メトリックの結果から，TNSDMに指向性交配に有用な解のアーカイブ法を
加えることによって，獲得する POSは，m = 4目的，実行可能率  = 0:3問題とm = 6
目的，実行可能率  = 0:1問題では収束性が，その他の問題では多様性と収束性の両面が
向上することがわかった．
7.4.3 mCDTLZにおける HV の比較
次に，mCDTLZ における TNSDM-A の解探索性能を HV を用いて検証する．図 7.5
に最終世代で得られた解集合の HV の結果を示す．すべてのアルゴリズムの結果は
CNSGA-IIより得られた結果を 1.0として正規化している．また，エラーバーは 95%信
頼区間を示している．
これらの結果から，TNSDM が m = 6 目的問題で CNSGA-II と同等，m = f2; 4g 目
的問題で CNSGA-II よりも高い HV を示すことがわかる．さらに，TNSDM ( = 0)
よりもアーカイブ法を導入した TNSDM-A( > 0) が高い HV を示している．よって，
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図 7.5: mCDTLZにおける最終世代の HV
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図 7.6: mCDTLZにおける最終世代のMS 図 7.7: mCDTLZ における C メトリックによる比較
mCDTLZにおいても，TNSDMは指向性交配に有用な解のアーカイブ法を導入すること
によって解探索性能が向上することが明らかになった．
7.4.4 mCDTLZにおける POSの多様性と収束性
得られた最適解集合について，目的空間における広がりを表す多様性と真の最適パレー
トフロントへの収束性を，それぞれMS と C メトリックを用いて分析する．
まず，多様性の結果を図 7.6 に示す．なお，MS の値はすべて CNSGA-II より得られ
た値を 1.0として正規化している．これらの結果から，MS の結果は HV の結果と同様
な傾向があることがわかる．TNSDM(TNSDM-A， = 0)は，m = 6目的問題を除いて，
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図 7.8: mk-KPにおけるアーカイブ集団サイズ jAjの世代推移 (m = 2目的)
α=8
α=6
α=4
α=2
ア
ー
カ
イ
ブ
集
団
サ
イ
ズ
世代数 t
0 1000 2000 3000 4000 5000
0
100
200
300
(a)目的数m = 2
α=8
α=6
α=4
α=2
ア
ー
カ
イ
ブ
集
団
サ
イ
ズ
世代数 t
0 1000 2000 3000 4000 5000
0
100
200
300
(b)目的数m = 4
α=8
α=6
α=4
α=2
ア
ー
カ
イ
ブ
集
団
サ
イ
ズ
世代数 t
0 1000 2000 3000 4000 5000
0
100
200
300
(c)目的数m = 6
図 7.9: mCDTLZにおけるアーカイブ集団サイズ jAjの世代推移
従来法の CNSGA-IIよりも高いMS を示しており，CNSGA-IIと比較して獲得した POS
の多様性が高いことがわかる．次にアーカイブ法の効果について，アーカイブを加えるこ
とによって ( > 0)，MS 値が上昇し POSの多様性が向上することがわかる．
次に，収束性について C メトリックを用いて評価する．C メトリックでは，ふたつ
のアルゴリズム間の結果しか出すことができないため，TNSDM-A( = 0) と TNSDM-
A( = 6) で獲得した POS を用いてアーカイブを加えた場合の収束性を検証する． 図
7.7に結果を示す．これらの結果から，C(TNSDM-A( = 6), TNSDM-A( = 0))の値は
C(TNSDM-A( = 0), TNSDM-A( = 6))よりもすべての問題で値が下回っていることが
わかる．すなわち，TNSDM-A( = 6)で獲得した POSは TNSDM-A( = 0)で獲得した
POSよりも収束の点で劣ることがわかる．
これらの結果から，mCDTLZにおいてアーカイブ法を加えることによって，特に多様
性の向上によって解探索性能が向上したことがわかった．
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図 7.10: 解集団サイズの変化に対する HV
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図 7.11: 取り扱う解集団サイズ
7.4.5 アーカイブサイズ とアーカイブ集団サイズ jAjの関係
m = 2 目的 k = 6 制約，実行可能率  = f0:1; 0:3; 0:5g の mk-KP と，m = f2; 4; 6g
目的 (=制約)の mCDTLZにおいて，アーカイブサイズ を変化させた場合のアーカイブ
集団サイズ jAjの世代推移をそれぞれ図 7.8と図 7.9に示す．アーカイブ集団サイズ jAj
は  の増加に伴って大きくなることがわかる．また，毎世代ごと，問題ごとに異なるこ
とがわかる．TNSDM-Aにおけるアーカイブパラメータ は，それぞれの親 pa に対して
アーカイブする解の個数であるため，毎世代におけるアーカイブ集団サイズ jAj の最大
は，  jPj(本実験では jPj = 100)となる．しかし，図 7.8と図 7.9に示されるように，
実際のアーカイブ集団サイズ jAj は最大値よりも小さくなっている．その要因となるの
は，指向性交配の回数と，ひとつの解が複数の親 pa からアーカイブの対象として指定さ
れることである．
7.4.6 アーカイブ集団の保持と解集団サイズの増加
次に，TNSDM-A においてアーカイブ集団を用いる場合と TNSDM において解集団
サイズを単純に増加した場合の解探索性能を検証する．mk-KP(m = 2 目的，k = 6 制
約，実行可能率  = 0:3) において，解集団サイズ N = f100; 200; 400; 800g を用いる
TNSDM と，N = 200 と  = 2 を用いる TNSDM-A を比較する．ここで，異なる解集
団サイズ N で同じ世代数進化させた場合，新たな解探索点となる子個体生成数が異なる
ため，106 回評価 (子個体生成) 後の HV によって性能を評価する．結果を図 7.10 に示
す．この結果から，まず，アーカイブ集団を用いない TNSDMは，解集団サイズ N の増
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加に伴って，HV が改善することがわかる．次に，アーカイブ集団と N = 200の解集団
を用いる TNSDM-Aは，N = 200を用いる TNSDMより高い HV を示し，さらに，そ
の 2倍の解集団 N = 400を用いる TNSDMよりも高い HV を示すことがわかる．次に，
解探索中に取り扱う解集団 R [ A のサイズの推移を図 7.11 に示す．アーカイブ集団を
用いない TNSDM が一定数の解集団 N を取り扱うのに対して，アーカイブ集団を用い
る TNSDM-Aは取り扱う解集団サイズが動的に変化する．N = 200を用いる TNSDM-A
は，アーカイブ集団を保持するため，取り扱う解集団サイズは 200以上になるが，400以
下であることがわかる．図 7.10と図 7.11の結果から，TNSDM-Aによって実行不可能解
をアーカイブして解探索に活用することは，単純に解集団サイズ N を増やすことより解
探索性能を高める効果があることが明らかになった．
7.5 まとめ
TNSDM において，指向性交配の効果をさらに高めるため，これまで世代ごとに解集
団から消失していた有用な実行可能解を解集団中にアーカイブし，繰り返し親に選択し
て解探索に活用する TNSDM-A を提案した．テスト問題として mk-KP と mCDTLZ を
用いて，アーカイブサイズ を変化させた場合の TNSDM-Aによるアーカイブ法の効果
を，TNSDM，従来法の CNSGA-IIと比較し検証した．実験の結果，TNSDM-Aが最も高
い HV を示し，アーカイブ法によって解探索性能が向上することがわかった．
– 80 –
第 8章
有用な実行不可能解の選出領域制御
法とアーカイブ法の組み合わせ
8.1 選出領域制御法とアーカイブ法を組み合わせる意義
6章では，有用な実行不可能解の選出領域を縮小すると，解探索の指向性が高まるため
解探索性能が高まる利点があるが，同時に，選出領域に解が存在せずに指向性交配を実行
できないケースが生じる欠点があることがわかった．この問題に対して，7章で導入した
有用な実行不可能解のアーカイブを導入すると，選出領域を縮小しても選出領域に解が得
られやすくなるため，選出領域を縮小する欠点を補える．すなわち，アーカイブによって
指向性交配を実行できないケースを軽減した上で，選出領域を縮小して解探索の指向性
を高めた解探索が可能になる．このように，有用な実行不可能解の選出領域制御法のみ，
アーカイブ法のみでは，得られない効果が，これらを組み合わせることによって実現でき
る可能性がある．
8.2 TNSDM-CSA：選出領域制御法とアーカイブ法を用い
る TNSDM
本章では，TNSDM に有用な実行不可能解の選出領域制御法とアーカイブ法を組み合
わせた TNSDM-CSA を提案する．図 8.1 に TNSDM-CSA のブロック図を示す．また，
TNSDM-CSAの疑似コードを Algorithm 4に示す．ブロック図と擬似コード中では，基
礎となる TNSDMに対して，有用な実行不可能解の選出領域制御の処理を赤色で，アーカ
イブに関する処理を青色で示す．また，表 8.1にブロック図と疑似コードで用いる記号を
示す．
TNSDM-CSAのアルゴリズムは，アーカイブ集団のみを用いる TNSDM-Aにおいて，
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図 8.1: TNSDM-CSAのブロック図 (R: 全解集団，P: 親集団，Q: 子集団，A: アーカイ
ブ集団))
第二の親の候補解集合Mを選出するときに，式 (6.1)によって目的関数値を変換してか
ら求める解の支配 f 0 を用いる方法といえる．そのため，TNSDM-Aが従来の解の支配
f を使用するのに対し，本章で提案する TNSDM-CSAは，パラメータ S によって領域
を制御した解の支配 f 0 を用いる点が異なる．また，TNSDM-CSは，第二の親の候補解
集合Mを全解集団Rから選択するのに対し，本章で提案する TNSDM-CSAは，全解集
団Rとアーカイブ集団 Aから選択する点が異なる．
TNSDM-CSAは，2つのパラメータを必要とする．一つ目は，有用な実行不可能解の選
出領域を制御するためのパラメータ S であり，二つ目は，アーカイブのサイズのパラメー
タ である．
8.3 実験内容
mk-KP を用いて，実行不可能解の選出領域制御とアーカイブを用いる TNSDM
(TNSDM-CSA) において，選出領域制御のパラメータ S とアーカイブサイズのパラ
メータ を変化させた場合の指向性交配の実行回数，解探索性能について検証する．
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Algorithm 4 TNSDM-CSA
1: Randomly generate initial solutions (R)
2: A = ;
3: for t = 1 to T do
4: Fv = Ff = ;
5: Fv (= fFv1 ;Fv2 ; :::g) =Non-dominated sort (R[A, v)
6: for i = 1 to jFvj do
7: j = 1 + jFf j
8: Ff = Ff [ fFfj ;Ffj+1; : : : g =Non-dominated sort (Fvi , f )
9: end for
10: Crowding distance (Ff )
11: P = Truncation (R[A, jRj=2)
12: Calculate f 0 from f (R[A, S)
13: for j = 1 to jQj do
14: pa = Tournament selection (P)
15: M = fx 2 R[A j xf 0pag
16: Mark best  solutions selected in M (fx 2 R[A j xf 0pag)
17: if pa is feasible or jMj  2 then
18: pb = Tournament selection (M) : Directed Mating
19: else
20: pb = Tournament selection (P) : Conventional Mating
21: end if
22: Qj = Crossover and Mutation (pa, pb)
23: end for
24: A = fx 2 R [A j x is a marked solution ^ x 62 Pg
25: R = P [Q
26: end for
27: POS = fx 2 Rfeasible j :9y 2 Rfeasible : y f xg
8.3.1 パラメータ
mk-KP の問題パラメータは，アイテム数 n = 500，目的数 m = f2; 4; 6g，制約数
k = 6，実行可能率  = f0:1; 0:3; 0:5gとした．遺伝的パラメータとして，解集団サイズ
は，jRj = 200 (jPj = jQj = 100)，世代数 T = 10; 000世代，一様交叉 (交叉率 Pc = 1:0)，
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表 8.1: 擬似コード内で使用される記号 (TNSDM-CSA)
P 親集団．親集団サイズは jPj (=jRj=2)．
Q 子集団．子集団サイズは jQj (=jRj=2)．
各個体は Q = fQ1; Q2;    ; QjQjg．
R 全解集団．P [Q．
A 有用な実行不可能解のアーカイブ集団
 アーカイブサイズパラメータ
Fv 全解集団Rを制約違反量 v で分類したフロント群で，
Fv = fFv1 ;Fv2 ;    ;FvjFv jg．jFvjはフロント数．
Ff Fv をさらに目的関数値 f で分類したフロント群で，
Ff = fFf1 ;Ff2 ;    ;FfjFf jg．jF
f jはフロント数．
S 第二の親の候補解集合Mの選出領域を制御するパラメータ
pa, pb 子を生成するための親のペア
M 親 pa を目的関数空間で支配する解集合
T 探索終了条件である世代数
Rfeasible 全解集団R中の実行可能解集合．Rfeasible  R．
POS MOEAの結果として出力するパレート最適解集合
ビット反転突然変異法 (変異率 Pm = 1=n) を用いた．TNSDM-CSA の計算コストは，
アーカイブのパラメータ によって増加するが，本章ではすべてのアルゴリズムを同じ世
代数 T (同じ解の評価回数)のもとで比較することとする．結果は，各アルゴリズムの 50
回の試行の平均値を用いて比較する．
8.3.2 評価尺度
獲得した解集合を総合評価する Hypervolume(HV )によって，TNSDM-CSAの性能を
検証する．HV を算出する参照点 r は，目的空間の原点 r = (0; 0; : : : ; 0)に設定した．
8.4 実験結果と考察
8.4.1 指向性交配の実行回数
TNSDM-CSA の解探索性能を検証する前に，まず，TNSDM-CSA による解探索中に
おける指向性交配の実行回数について調べる．m = f2; 4; 6g 目的と実行可能率  =
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図 8.2: 指向性交配の実行割合 (m = 2目的問題)
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図 8.3: 指向性交配の実行割合 (m = 4目的問題)
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図 8.4: 指向性交配の実行割合 (m = 6目的問題)
f0:1; 0:3; 0:5g の mk-KP において，TNSDM-CSA による解探索中のすべての交配の中
で，指向性交配が実行された回数の割合を図 8.2～8.4 に示す．それぞれの図において，
TNSDM-CSA の 2 つのパラメータ S と  を変化させた場合の結果をプロットした．有
用な実行不可能解Mの選出領域は，S を 0.5より小さくすることによって拡大する．逆
に，有用な実行不可能解Mの選出領域は，S を 0.5より大きくすることによって縮小す
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図 8.5: 最終世代の HV (m = 2目的問題)
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図 8.6: 最終世代の HV (m = 4目的問題)
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図 8.7: 最終世代の HV (m = 6目的問題)
る．また，TNSDM-CSA のアーカイブ集団のサイズは， の増加に伴って大きくなる．
S = 0:5と  = 0を設定した TNSDM-CSAは，5章で提案した TNSDMと等しく，従来
の選出領域を用いてアーカイブ集団を利用しない． = 0 に設定した TNSDM-CSA は，
6章で提案した TNSDM-CSと等しい．S = 0:5に設定した TNSDM-CSAは，7章で提案
した TNSDM-Aと等しい．
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まず，TNSDM-CSAにおいて S を変化させた場合の選出領域制御法の効果について述
べる．図 8.2～8.4の一般的な傾向として，パラメータ S の増加にともなって，指向性交
配の実行回数が減少することがわかる．これは，有用な実行不可能解Mの選出領域が縮
小することによって，指向性交配を実行できなくなる第一の親の数が増加することが原因
である．逆に，パラメータ S を減少させて有用な実行不可能解M の選出領域を拡大す
ることによって，指向性交配を実行できる第一の親の数が増加することがわかる．また，
mk-KPの実行可能率 の増加に伴って，指向性交配の実行回数が減少することがわかる．
これは，問題の実行可能率 の増加に伴って，解集団中に生じる実行不可能解の数が減少
することが原因である．しかし，実行可能率 が高い問題においても，S < 0:5を設定し
て有用な実行不可能解Mの選出領域を拡大することによって，指向性交配の実行回数が
増加することがわかる．
次に，TNSDM-CSAにおいて を変化させた有用な実行不可能解のアーカイブ法の効
果について述べる．図 8.2～8.4の結果から，いずれの S を用いる TNSDM-CSAも，アー
カイブのサイズ の増加に伴って，指向性交配の実行回数が増加することがわかる．すな
わち，アーカイブ集団 Aに第二の親の候補解を維持することによって，指向性交配の実
行回数が増加する．S の増加に伴って有用な実行不可能解Mの選出領域が縮小するが，
アーカイブ集団 Aの導入によって，指向性交配の実行回数を増加できることがわかった．
8.4.2 解探索性能
次に，TNSDM-CSA の解探索性能を検証する．m = f2; 4; 6g 目的と実行可能率  =
f0:1; 0:3; 0:5g の mk-KP における TNSDM-CSA の最終世代の HV の結果を図 8.5～8.7
に示す．それぞれの図において，TNSDM-CSA の 2 つのパラメータ S と  を変化させ
た場合の結果をプロットした．また，エラーバーは 95% 信頼区間を示している．前述
の通り，S = 0:5 と  = 0 を設定した TNSDM-CSA は，5 章で提案した TNSDM と等
しく，それぞれの図において，TNSDMの HV の結果を水平線で示した．また，従来の
CNSGA-IIの HV も結果も水平線でプロットした．ここで，すべての HV は CNSGA-II
より得られた値を 1.0として正規化している．
まず，TNSDM-CSAにおける有用な実行不可能解のアーカイブ法の効果について，アー
カイブサイズのパラメータ  を変化させた場合の HV について述べる．図 8.5～8.7 に
示すすべての結果において，有用な実行不可能解のアーカイブを用いる TNSDM-CSA
( > 0)は，アーカイブを用いない TNSDM-CSA ( = 0)より高いHV を示すことがわか
る．さらに，アーカイブのサイズ の増加に伴って，HV が改善することがわかる．この
結果から，TNSDM-CSAでは，有用な実行不可能解の選出領域制御のパラメータ S の値
によらず，アーカイブ集団を用いることによって解探索性能が改善することがわかった．
次に，TNSDM-CSA における有用な実行不可能解の選出領域制御法の効果について，
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横軸でパラメータ S を変化させた場合の HV について述べる．図 8.5～8.7に示すいくつ
かの問題において，アーカイブサイズのパラメータ  の増加に伴って，有用な実行不可
能解の選出領域制御の最適なパラメータ S が大きくなる傾向が見て取れる．有用な実行
不可能解の選出領域制御法では，S を増加させると選出領域が縮小するため，第一の親の
探索方向に近いMが選出され，解探索の指向性が高まる効果がある．しかし，目的空間
における選出領域が縮小されるがゆえ，第二の親の候補解集合Mに解が選出されにくく
なり，指向性交配の実行回数が減少するとともに解探索性能も低下する傾向があった．こ
れに対し，アーカイブ集団を導入すると，多数の有用な実行不可能解がアーカイブされる
ため，第二の親の候補解集合Mが選出されずに指向性交配を実行できない恐れが軽減さ
れる．TNSDM-CSAでは，有用な実行不可能解の選出領域制御法に加えてアーカイブ集
団を利用できる．その結果，S を増加させて選出領域を縮小して解探索の指向性を高めて
も，多数の有用な実行不可能解から第二の親を選択できるようになるため，解探索性能が
改善したといえる．
このように，6章と 7章で提案した有用な実行不可能解の選出領域制御法とアーカイブ
法を組み合わせることによって，指向性交配による解探索効果がさらに高まることが確か
められた．また，選出領域制御法とアーカイブ法を組み合わせた場合の HV の改善効果
は，目的数の増加に伴って顕著になることもわかった．
8.5 まとめ
指向性交配による解探索効果をさらに高めることを目的として，6章で提案した有用な
実行不可能解の選出領域制御法と，7章で提案した有用な実行不可能解のアーカイブ法を
組み合わせた TNSDM-CSA を提案した．mk-KP を用いた解探索性能の検証の結果，本
章で提案した TNSDM-CSAは，選出領域制御法のみを用いる場合とアーカイブ法のみを
用いる場合より，高い解探索性能を示すことが確かめられた．
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第 9章
TNSDMにおける交叉量操作法
9.1 指向性交配の問題３：遺伝子変異量
5～8 章で提案したアルゴリズムでは，指向性交配において，解探索に有用な実行不可
能解の選択法にのみに注目しており，選択された実行可能解と実行不可能解の親には，従
来から一般的に用いられる交叉法を適用してきた．具体的には，離散問題に対して，一様
交叉法 [48]，連続問題に対して，SBX交叉法 [49]を用いてきた．それぞれ，一様交叉法
は遺伝子表現がバイナリ型，SBX交叉法は変数型の場合に一般に用いられている．一様
交叉法では，子は第一の親と第二の親の遺伝子を確率的に半分ずつ受け継ぐ．SBX交叉
法においても．二つの親の各遺伝子を変異させたのち，確率的に半分ずつの遺伝子を子に
受け継ぐ．
指向性交配の場合，第一の親は実行可能解，第二の親は多くの場合実行不可能解とな
る．そのため，子は実行可能解から半分，実行不可能解から半分の遺伝子を受け継ぐこと
となる．第二の親となる実行不可能解は，第一の親より目的関数値が良いことから，解探
索を促進する有用な遺伝子情報を有する可能性がある．しかし，制約を違反しているた
め，その遺伝子を引き継ぐ子も実行不可能解になりやすい．図 9.1に，2目的 6制約，実
行可能率  = f0:1; 0:3; 0:5gの mk-KPを用いて，TNSDMにおいて指向性交配を行う場
合と指向性交配を行わず親集団から二つの親を選択する従来の交配法のみを用いた場合
の，全世代で生成した子が実行可能解であった割合を百分率で示す．なお，実験に用いる
遺伝的パラメータは，一様交叉法 (交叉率 Pc = 1:0)，ビット反転突然変異法 (突然変異率
Pm = 1=n)，世代数 T = 10; 000，集団サイズ jRj = 200 (jPj = jQj = 100)とした．この
結果から，実行不可能解を積極的に活用する指向性交配では，従来の交配法と比べて子が
実行不可能解になりやすいことがわかる．最適解は実行可能解であるため，実行不可能解
ばかり生成することは解探索に非効率的と考えられる．そのため，実行不可能解の親から
子に遺伝する遺伝子量を少なくすることで実行可能解を生成しやすくなる可能性がある．
解探索性能について，HV の結果を図 9.2に示す．ここでは，指向性交配を用いず従来の
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図 9.1: 指向性交配と従来の交配法
による子の実行可能率
図 9.2: 指向性交配と従来の交配法
による HV の結果
交配法のみを用いた TNSDM によって得られた結果を 1.0 として正規化してプロットし
ている．図 9.2から，指向性交配は従来の交配より，解探索性能が高いことがわかる．実
行不可能解を活用する指向性交配では，解が不可能解になりやすいが，従来の交配法と比
べて生成された実行可能解が良質であるといえる．そのため，より多くの実行不可能解の
遺伝子を子に遺伝させることで，解探索性能が向上する可能性があるとも考えられる．こ
の両面のバランスを操作し，指向性交配による解探索性能をさらに高める交叉法について
検討する．
9.2 TNSDM-CG：指向性交配のための交叉量操作法を用い
る TNSDM
指向性交配による解探索性能をさらに向上させることを目的として，交叉において有
用な実行不可能解から遺伝させる遺伝子 (変数) の量を操作する方法を提案する．離散
問題のためには一様交叉，連続問題には SBX を基にした方法を構築する．いずれの方
法も同じコンセプトに基づいて設計される．また，これら交叉量操作を行う TNSDM を
TNSDM-CG とする．図 9.3 に TNSDM-CG のブロック図を示す．基礎となる TNSDM
に対して，ブロック図中の緑色で示した処理を改善する．また，TNSDM-CGの疑似コー
ドを Algorithm 5に示す．また，表 9.1にブロック図と疑似コードで用いる記号を示す．
Algorithm 3と表 7.1では，基礎となる TNSDMの記述を黒色で，TNSDM-Aのための記
述を緑色で示す．
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図 9.3: TNSDM-CGのブロック図 (R: 全解集団，P: 親集団，Q: 子集団)
9.2.1 離散問題のための交叉量操作
従来の一様交叉法は，二つの親の各遺伝子座の遺伝子を確率  = 0:5 で入れ替える．
つまり，子はほぼ半分の遺伝子を第一の親 pa から，残りを第二の親 pb からコピーされ
る．指向性交配においては，第一の親は実行可能解，第二の親の多くは実行不可能解であ
る．実行不可能解の親から引き継ぐ遺伝子量を変化させるために，交叉遺伝子量の操作法
(Controlling the number of Crossed Genes：CCG) [50]の概念を取り入れる．
提案法の概念図を図 9.4 に示す．第一の親 pa と第二の親 pb の遺伝子 (変数) をそれ
ぞれ xpa = (xpa1 ; xpa2 ; : : : ; xpan )，xpb = (xpb1 ; xpb2 ; : : : ; xpbn ) と表す．それらの子 xo =
(xo1; x
o
2; : : : ; x
o
n)は以下の式によって生成される．
xoi =

xpbi ; if rand [0; 1] < 
xpai ; otherwise
(i = 1; 2; : : : ; n); (9.1)
randは [0; 1]の範囲のランダムな実数値である． は [0; 1]の範囲で決定するユーザ指
定のパラメータであり，これによって交叉遺伝子量を操作する． = 0:5のとき，従来の
一様交叉法と同じである． を 0.5よりも小さくするにしたがって実行不可能解の第二の
親からコピーする遺伝子の量が減少する．反対に， を 0.5よりも大きくするにしたがっ
て実行不可能解の第二の親からコピーする遺伝子の量が増加する．
この方法は，CCG交叉法 [50]と類似している．CCG交叉法は 3目的以上を扱う制約
のない多数目的最適化問題において，交叉する遺伝子量を減らして親の解からの変異量を
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Algorithm 5 TNSDM-CG
1: Initialize (R)
2: for t = 1 to T do
3: Fv = Ff = ;
4: Fv (= fFv1 ;Fv2 ; :::g) =Non-dominated sort (R, v)
5: for i = 1 to jFvj do
6: j = 1 + jFf j
7: Ff = Ff [ fFfj ;Ffj+1; : : : g =Non-dominated sort (Fvi , f )
8: end for
9: Crowding distance (Ff )
10: P = Truncation (R, jRj=2)
11: for j = 1 to jQj do
12: pa = Tournament selection (P)
13: M = fx 2 R j x f pag
14: if pa is feasible and jMj  2 then
15: pb = Tournament selection (M) : Directed Mating
16: else
17: pb = Tournament selection (P) : Conventional Mating
18: end if
19: o = Crossover with exchange probability  (pa, pb, )
20: Qj = Mutation (o)
21: end for
22: R = P [Q
23: end for
24: POS = fx 2 Rfeasible j :9y 2 Rfeasible : y f xg
抑えるために提案された．これは，多数目的最適化問題において，解集団の解空間におけ
る多様性が高まるため，多くの遺伝子を組み替えるとランダムサーチ化してしまうことを
避けるためである．したがって，制約なし多数目的最適化問題において，交叉する親は二
つとも実行可能解であり，小さな  を用いて交叉遺伝子量を抑えた場合に解探索性能が
向上することがわかっている．一方で，本研究では制約付き多目的最適化問題の TNSDM
での解探索において，交叉で実行不可能解から受け継ぐ遺伝子の量を操作する．
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表 9.1: 擬似コード内で使用される記号 (TNSDM-CG)
P 親集団．親集団サイズは jPj (=jRj=2)．
Q 子集団．子集団サイズは jQj (=jRj=2)．
各個体は Q = fQ1; Q2;    ; QjQjg．
R 全解集団．P [Q．
Fv 全解集団Rを制約違反量 v で分類したフロント群で，
Fv = fFv1 ;Fv2 ;    ;FvjFv jg．jFvjはフロント数．
Ff Fv をさらに目的関数値 f で分類したフロント群で，
Ff = fFf1 ;Ff2 ;    ;FfjFf jg．jF
f jはフロント数．
pa, pb 子を生成するための親のペア
M 親 pa を目的関数空間で支配する解集合
o 交叉により生成した子
 交叉量を操作するパラメータ
T 探索終了条件である世代数
Rfeasible 全解集団R中の実行可能解集合．Rfeasible  R．
POS MOEAの結果として出力するパレート最適解集合
子
p
a
:
p
b
:
確率γで入れ替え
遺伝子の入れ替え
o:親
親
図 9.4: 一様交叉を基にした交叉量操作
9.2.2 連続問題のための交叉量操作
従来の SBX 交叉法では，まず，第一の親 pa と第二の親 pb の遺伝子 (変数) を変化さ
せ，pa0 と pb0 を生成する．各遺伝子の変異量は二つの親の各遺伝子座の変数値の差と分
布パラメータ c(= [0;1]) によって決定される確率分布関数に従う．親同士の変数値が
近いほど，また，パラメータ c の値が小さいほど変異量は小さくなりやすい．次に，pa0
と pb0 の各変数を  = 0:5の確率で入れ替え，子個体とする．この遺伝子の入れ替えは解
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図 9.5: SBXを基にした交叉量操作
探索性能の向上に貢献することが報告されている [49, 51]．この SBX交叉法を基にして，
指向性交配において実行不可能解の親から引き継ぐ遺伝子量を変化させる概念を提案の離
散問題の交叉法と同様に導入する．
提案法の概念図を図 9.5に示す．まず，指向性交配における実行可能解の親 paと実行不
可能解の親 pbを SBX交叉法と同じ式を用いて遺伝子に変異を与え，pa0と pb0とする．そ
の後，それらの変数ベクトルを xpa0 = (xpa01 ; xpa
0
2 ; : : : ; x
pa
0
n )，xpb
0
= (xpb
0
1 ; x
pb
0
2 ; : : : ; x
pb
0
n )
と表し，子 xo = (xo1; xo2; : : : ; xon)を以下の式によって生成する．
xoi =
(
xpb
0
i ; if rand [0; 1] < 
xpa
0
i ; otherwise
(i = 1; 2; : : : ; n); (9.2)
rand は [0; 1] の範囲のランダムな実数値である． は [0; 1] の範囲で決定するユーザ指
定のパラメータであり，これによって交叉遺伝子量を操作する． = 0:5のとき，従来の
SBX 交叉法と同じである． を 0.5 よりも小さくするにしたがって実行不可能解の第二
の親を基にした遺伝子をコピーする量が減少する．反対に， を 0.5よりも大きくするに
したがって実行不可能解の第二の親を基にした遺伝子をコピーする量が増加する．
9.3 実験内容
TNSDM-CGの解探索性能を指向性交配において実行可能解と実行不可能解の親の交叉
量  を変化させて検証する．なお，指向性交配ができない場合 (第一の親を支配する第二
親候補集合Mに解が 2つ以上存在しない場合)には，第二の親を親集団 P から選択する
従来の交配法を用いるが，このときの交叉は  = 0:5の従来の一様交叉あるいは SBX交
叉法を用いる．TNSDM-CGの性能は，指向性交配において従来の一様交叉あるいは SBX
交叉法を用いる TNSDM，さらに，すべての交配で従来の交配法を行う TNSDM(交叉法
も従来の一様交叉あるいは SBX 交叉法) と比較する．またテスト問題として，離散問題
はmk-KPを用い，目的数と実行可能率を変化させて性能を検証する．連続問題としては
TNKとmCDTLZを用い，mCDTLZでは目的数 (=制約数)を変化させて性能を検証する．
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図 9.6: mk-KPにおける生成された子の実行可能率
また，実行不可能解の親の遺伝子量の影響を分析するために．全世代を通じて生成され
た子の実行可能率について調べる．
9.3.1 パラメータ
mk-KP の問題パラメータは，アイテム数 n = 500，目的数 m = f2; 3; 4g，ナップ
サック (制約) 数 k = 6，実行可能率  = f0:1; 0:3; 0:5g に設定した．mk-KP における
アルゴリズムの遺伝的パラメータは，一様交叉法 (交叉率 Pc = 1:0)，ビット反転突然
変異法 (突然変異率 Pm = 1=n)，世代数 T = 10; 000 を用いた．ただし，指向性交配
においては，交叉法は CCG を用いた Figure/TNSDM-CG を用いる．また，集団サイズ
jRj = 200 (jPj = jQj = 100)とした．実験の結果は 50試行の平均値を用いて示す．
mCDTLZ の問題パラメータは，目的数 (=制約数)m = f2; 3; 4g，変数の数 n = 12 と
した．TNKと mCDTLZ問題におけるアルゴリズムの遺伝的パラメータは，SBX交叉法
(交叉率 Pc = 0:8，分布パラメータ c = 15)，Polynomial mutation(突然変異率 Pm = 0:2，
分布パラメータ m = 20)，世代数は TNK では T = 1; 000，mCDTLZ では T = 5; 000
を用いる．集団サイズは jRj = 200 (jPj = jQj = 100)とした．実験の結果は 100試行の
平均値を用いて示す．
9.3.2 評価尺度
得られたパレート最適解集合の評価は，総合評価尺度である Hypervolume (HV ) を
用いる．HV の算出に用いる参照点 r は，mk-KP では r = (0; 0; : : : ; 0)，TNK では
r = (1:2; 1:2)，mCDTLZでは r = (1:1; 1:1 : : : ; 1:1)を用いる．
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図 9.7: mk-KPにおける最終世代の HV
9.4 実験結果と考察
9.4.1 mk-KPにおける生成された子の実行可能率
まず，離散問題のmk-KPにおいて，TNSDM-CGの  を変化させた場合の，指向性交
配で生成された子の実行可能率を調べる．指向性交配で生成した子の実行可能率を図 9.6
に示した．また，すべての親を親集団 P から選択する従来の交配法 (一様交叉  = 0:5)
を用いた場合の結果も水平線でプロットした．これらの結果から，まず，従来の一様交叉
( = 0:5)を指向性交配と組み合わせて用いる場合，すべての問題において，生成される
子の実行可能率は，従来の交配法より低くなることがわかる．しかし，TNSDM-CGにお
ける  の減少に伴い，実行不可能な第二の親から複写される遺伝子数が減少することによ
り，生成される子の実行可能率が改善することがわかる．また， の増加に伴い実行不可
能解の親から複写される遺伝子数が増加することで，生成される子の実行可能率が低下す
ることがわかる．
9.4.2 mk-KPにおける解探索性能
次に，離散問題のmk-KPにおいて，TNSDM-CGの  を変化させた場合の解探索性能
(HV )の結果を図 9.7に示す．それぞれの図において，すべての交配で従来の交配法 (一
様交叉  = 0:5)を用いた場合の TNSDMの結果を 1.0として正規化し，水平線でプロッ
トした．また，TNSDM-CG の結果のエラーバーは 95% 信頼区間を示している．また，
TNSDM-CG において  = 0:5 を用いる結果は指向性交配を用いる通常の TNSDM に等
しい．
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図 9.8: TNKにおける最終世代の HV と子の実行可能率
この結果から，まず，それぞれのmk-KPにおいて，TNSDM-CGは解探索性能HV を
最大化する最適な  が存在することがわかる． が  より小さくなると，図 9.6に示し
たように生成される子の実行可能率は改善するが，HV は低下することがわかる．これ
は，生成される子が実行可能解になりやすかったとしても，第二の親から複写される解探
索を促進する遺伝子 (変数)情報が減少するためと考えられる．また， が  より大きく
なるときも，HV は低下する．これは， を大きくすることによって，第二の実行不可能
解の親から複写される遺伝子 (変数)の数は増えることによって，図 9.6に示すように生成
された子が実行不可能解になりやすいためと考えられる．
また，HV を最大化する  は，それぞれの mk-KPによって変わることがわかる．実
行可能率が高い  = 0:5の m = f3; 4g目的問題では，最も高い HV が  > 0:5で達成
されることがわかる．このとき，実行不可能な第二の親の遺伝子 (変数) の半分以上が子
に複写される．このケースでは，図 9.6に示すように生成される子の実行可能率が比較的
高いため，有用な実行不可能解からより多くの遺伝子を複写したときに，高い解探索性能
が達成されるといえる．
9.4.3 TNK問題における結果
連続問題の TNK問題における結果について議論する．TNSDM-CGの  を変化させた
場合の解探索性能HV の結果を図 9.8 (a)に示す．ここで，エラーバーは 95%信頼区間を
示している．前節で議論した離散問題とは異なり，ここでは SBXに基づく方法で変数交
換率  を操作することに注意されたい． = 0:5を用いる従来の交配法によって達成され
た HV を水平線で示した．さらに，従来の遺伝子交換率  = 0:5を垂直線で示す．また，
 = 0:5を用いる TNSDM-CGは，TNSDMと等しいことに注意されたい． を 0.5より
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減少させると，有用な実行不可能解の親から複写される変数情報が減少する．逆に， を
0.5より増加させると，有用な実行不可能解の親から複写される変数情報が増加する．
まず，水平線で示される従来の交配法と  = 0:5を用いる指向性交配を比較すると，後
者が高い HV を示すことがわかる．これは， によって変数交換率を操作しない従来の
指向性交配による解探索効果である．次に，TNSDM-CGにおける  を 0.5から増加させ
ることによってHV が改善し，最も高いHV は  = 0:8で達成されることがわかる．こ
の結果から，TNSDM-CGにおいて，有用な実行不可能解の親から複写される変数情報を
増加させた場合に，指向性交配による解探索効果がさらに高まることがわかった．次に，
 = f0; 1gの２ケースについて述べる． = 0の場合，すべての変数は交換されず，SBX
によって変異した pa0 が，そのまま子になる． = 1の場合，すべての変数が交換され，
SBXによって変異した pb0 が，そのまま子になる．図 9.8 (a)の結果から， = 0:5を用
いる TNSDM-CGは， = f0; 1gを用いる二つの TNSDM-CGより高い HV を示すこと
がわかり，SBXに基づく交叉法において，各変数を交換することが解探索性能の改善に
寄与していることが確かめられた．また，図 9.8 (a)の結果から，変数交換率  を操作す
ることによって，提案する TNSDM-CGの解探索性能が改善することが確かめられた．
次に，指向性交配によって得られた子の実行可能率を図 9.8 (b)に示す．この結果から，
 = 0:5 を用いる従来の指向性交配による子の実行可能率は，従来の交配法より低いこ
とがわかる．これは，mk-KPにおける結果と同様で，従来の指向性交配によって生成さ
れる子は実行不可能解になりやすいことを示している． を 0.5より増加させると，指向
性交配によって生成される子の実行可能率はさらに減少するが，図 9.8 (a)に示すように
HV は改善することがわかる．すなわち，大きな  によって生成された子は実行不可能
解になりやすいが，良い目的関数値を示す有用な実行不可能解の親の変数情報を繰り返し
指向性交配によって遺伝させることによって，解探索性能が高まったといえる．
9.4.4 mCDTLZ問題における結果
次に，連続問題の mCDTLZ問題における結果について議論する．m = f2; 3; 4g目的の
mCDTLZ において，TNSDM-CG の  を変化させた場合の解探索性能 HV の結果を図
9.9 (a)に示す．また，エラーバーは 95%信頼区間を示している．なお，すべての結果は，
 = 0:5を用いる従来の交配法による HV を 1.0として正規化してプロットしている．
TNK問題の結果と同様に， を 0.5から増加させて，有用な実行不可能解の親から子に
複写される変数情報を増加させた場合に，HV が改善することがわかる．また，HV の改
善効果は，目的数の増加に伴って顕著になることがわかる．ただし，信頼区間も広くなっ
てしまうことがわかる．6.4.4節の図 6.10に示されるように，mCDTLZにおいて目的数
が増加すると，TNSDMでは指向性交配を行う回数が大きく減少してしまうことがわかっ
ている．数少ない指向性交配においてのみ交叉量操作を行うため，効果の影響が少なく，
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図 9.9: mCDTLZにおける最終世代の HV と子の実行可能率
安定しないことが理由と考えられる．しかし，HV を最大化する最適な の結果は，従
来の交叉法と等しい  = 0:5の結果と比べて有意差があるといえる．
指向性交配によって生成された子の実行可能率を図 9.9 (b)に示す．この結果から，ま
ず，目的数の増加に伴って生成される子の実行可能率が高まる傾向が見て取れる．これ
は，目的数の増加に伴い，目的空間の実行可能領域と不可能領域の境界にあるパレートフ
ロントへ解集団が近づくことが徐々に困難になることが原因と考えられる．また， が変
化すると，TNK問題で得られた傾向と同様の結果が見られることがわかった．
9.5 まとめ
指向性交配による解探索効果をさらに高めるため，本章では，子を生成するときの交叉
法に注目し，有用な実行不可能解の親から子に複写される遺伝子 (変数) 量を操作する方
法を提案した．離散問題においては，一様交叉を基礎とし，二つの親の各遺伝子を交換す
る確率を  で操作する方法を提案した．連続問題においては，SBX交叉を基礎とし，二
つの親の各遺伝子に SBX変異を与えたあとに，遺伝子を交換する確率を  によって操作
する方法を提案した．いずれの方法も， = 0:5ときに従来の交叉法と同じ効果が得られ
る． を 0.5より小さくすると，有用な実行不可能解の親から子に複写される遺伝子 (変
数)量が減少する．このとき，生成された子は実行可能解になりやすいが，有用な実行不
可能解の親から複写される目的関数値を高めるための遺伝子情報は得られにくくなる．逆
に， を 0.5より大きくすると，有用な実行不可能解の親から子に複写される遺伝子 (変
数)量が増加する．このとき，生成された子は実行不可能解になりやすいが，有用な実行
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不可能解の親から複写される目的関数値を高めるための遺伝子情報が増加する．この方法
を TNSDM に組み込んだアルゴリズムを TNSDM-CG とし，離散問題の mk-KP と連続
問題の TNK，mCDTLZを用いて解探索性能を検証した結果，いずれの問題においても 
を適切な値に設定することにより，指向性交配による解探索効果がさらに高まることが確
かめられた．ただし，問題ごとに解探索性能を最大化する  は異なることがわかった．
を小さくすると，子は実行可能解になりやすいが有用な実行不可能解の遺伝子情報が得ら
れにくくなることと， を大きくすると，子は有用な実行不可能解の遺伝子情報を得やす
いが実行不可能解になりやすいことのバランスによるものと考えられる．
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第 10章
有用な実行不可能解の選出領域制御
法とアーカイブ法，交叉量操作法の
組み合わせ
10.1 TNSDM-CSACG：選出領域制御法とアーカイブ法，
交叉量操作法を用いる TNSDM
本章では，TNSDMに有用な実行不可能解の選出領域制御法とアーカイブ法，さらに交
叉量操作法を組み合わせた TNSDM-CSACGを提案する．図 10.1に TNSDM-CSACGの
ブロック図を示す．また，TNSDM-CSACGの疑似コードを Algorithm 6に示す．ブロッ
ク図と擬似コード中では，基礎となる TNSDM に対して，有用な実行不可能解の選出領
域制御の処理を赤色で，アーカイブに関する処理を青色，交叉量操作に関する処理を緑色
で示す．また，表 10.1にブロック図と疑似コードで用いる記号を示す．TNSDM-CSACG
のアルゴリズムは，8章で提案された TNSDM-CSAにおいて，指向性交配での子個体生
成時に交叉量操作する方法といえる．
TNSDM-CSACGは，3つのパラメータを必要とする．一つ目は，有用な実行不可能解
の選出領域を制御するためのパラメータ S である．二つ目は，アーカイブサイズのパラ
メータ ，三つ目は交叉量を操作するためのパラメータ  である．
このように，TNSDMを発展させる選出領域制御法，アーカイブ法，交叉量操作法は，
それぞれの処理が競合することなく，親和的に一つのアルゴリズムの中に組み込める．
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図 10.1: TNSDM-CSACGのブロック図 (R: 全解集団，P: 親集団，Q: 子集団，A: アー
カイブ集団))
10.2 実験内容
mk-KP を用いて，実行不可能解の選出領域制御とアーカイブ，交叉量操作を用いる
TNSDM (TNSDM-CSACG)において，TNSDM-CSAにおいて最も HV 値の高まる最適
な選出領域制御のパラメータ S とアーカイブサイズのパラメータ を用いたときに，交
叉量を操作するパラメータ  を変化させた場合の解探索性能について検証する．結果の
比較には，TNSDM，TNSDM-CS，TNSDM-A，TNSDM-CSA，TNSDM-CGと従来法の
CNSGA-II を用いる．これにより，TNSDM を発展させる選出領域制御法，アーカイブ
法，交叉量操作法の解探索性能対する貢献度を確認するとともに，これらが TNSDMの中
で協調して解探索性能の改善に貢献することを確認する．
10.2.1 パラメータ
mk-KPのパラメータは，アイテム数 n = 500，目的数m = f2; 4g，制約数 k = 6，実行
可能率  = f0:1; 0:3; 0:5gとした．遺伝的パラメータとして，解集団サイズは，jRj = 200
(jPj = jQj = 100)，世代数 T = 10; 000世代，ビット反転突然変異法 (変異率 Pm = 1=n)
を用いる．交叉法は，TNSDM-CSACG と TNSDM-CG において従来の交配を行う場合
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Algorithm 6 TNSDM-CSACG
1: Randomly generate initial solutions (R)
2: A = ;
3: for t = 1 to T do
4: Fv = Ff = ;
5: Fv (= fFv1 ;Fv2 ; :::g) =Non-dominated sort (R[A, v)
6: for i = 1 to jFvj do
7: j = 1 + jFf j
8: Ff = Ff [ fFfj ;Ffj+1; : : : g =Non-dominated sort (Fvi , f )
9: end for
10: Crowding distance (Ff )
11: P = Truncation (R[A, jRj=2)
12: Calculate f 0 from f (R[A, S)
13: for j = 1 to jQj do
14: pa = Tournament selection (P)
15: M = fx 2 R[A j xf 0pag
16: Mark best  solutions selected in M (fx 2 R[A j xf 0pag)
17: if pa is feasible or jMj  2 then
18: pb = Tournament selection (M) : Directed Mating
19: else
20: pb = Tournament selection (P) : Conventional Mating
21: end if
22: o = Crossover with exchange probability  (pa, pb, )
23: Qj = Mutation (o)
24: end for
25: A = fx 2 R [A j x is a marked solution ^ x 62 Pg
26: R = P [Q
27: end for
28: POS = fx 2 Rfeasible j :9y 2 Rfeasible : y f xg
と，その他アルゴリズムにおいては  = 0:5 の従来の一様交叉 (交叉率 Pc = 1:0) を
用いる．世代数 T = 10; 000 世代，ビット反転突然変異法 (変異率 Pm = 1=n) を用い
る．交叉法は，TNSDM-CSACG と TNSDM-CG において従来の交配を行う場合と，そ
の他アルゴリズムにおいては  = 0:5 の従来の一様交叉 (交叉率 Pc = 1:0) を用いる．
TNSDM-CSACGと TNSDM-Aの計算コストは，アーカイブのパラメータ によって増
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表 10.1: 擬似コード内で使用される記号 (TNSDM-CSACG)
P 親集団．親集団サイズは jPj (=jRj=2)．
Q 子集団．子集団サイズは jQj (=jRj=2)．
各個体は Q = fQ1; Q2;    ; QjQjg．
R 全解集団．P [Q．
A 有用な実行不可能解のアーカイブ集団
 アーカイブサイズパラメータ
Fv 全解集団Rを制約違反量 v で分類したフロント群で，
Fv = fFv1 ;Fv2 ;    ;FvjFv jg．jFvjはフロント数．
Ff Fv をさらに目的関数値 f で分類したフロント群で，
Ff = fFf1 ;Ff2 ;    ;FfjFf jg．jF
f jはフロント数．
S 第二の親の候補解集合Mの選出領域を制御するパラメータ
pa, pb 子を生成するための親のペア
M 親 pa を目的関数空間で支配する解集合
o 交叉により生成した子
 交叉量を操作するパラメータ
T 探索終了条件である世代数
Rfeasible 全解集団R中の実行可能解集合．Rfeasible  R．
POS MOEAの結果として出力するパレート最適解集合
加するが，本章ではすべてのアルゴリズムを同じ世代数 T (同じ解の評価回数)のもとで比
較することとする．結果は，各アルゴリズムの 50回の試行の平均値を用いて比較する．
10.2.2 評価尺度
獲得した解集合を総合評価する Hypervolume(HV )によって，TNSDM-CSACGの性能
を検証する．HV を算出する参照点 r は，目的空間の原点 r = (0; 0; : : : ; 0)に設定した．
10.3 実験結果と考察
各アルゴリズムによって得られた最終世代の HV の結果を図 10.2 と図 10.3 に示す．
すべての結果は CNSGA-II によって得られた値を 1.0 として正規化している．ここで，
TNSDM-CS，TNSDM-A，TNSDM-CSA(TNSDM-CSACG) において手法に必要なパラ
メータは最も HV が高まる最適な設定を用いており，その値は図中に示している．それ
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図 10.2: 最終世代の HV (m = 2目的問題)
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 = 0:5
図 10.3: mk-KPにおける最終世代の HV (m = 4目的問題)
ぞれの図において，TNSDM-CG と TNSDM-CSACG において交叉量操作のパラメータ
 を変化させた場合の結果をプロットしている．TNSDM-CG において  = 0:5 の結果
は TNSDMに等しく，TNSDM-CSACGにおいて  = 0:5の結果は TNSDM-CSAに等し
い．これらの結果の 95%信頼区間もエラーバーで示している．また，交叉量操作を含ま
ない TNSDM-CS，TNSDM-A，CNSGA-IIにおいては  = 0:5の通常の一様交叉を用い
た結果であり，水平線で示している．
まず，これまでの章で示された通り，基本アルゴリズムである TNSDM は従来の
CNSGA-IIよりも，すべての問題で高い HV を示すことがわかる．さらに，TNSDMに
選出領域制御を加えた TNSDM-CS，アーカイブを加えた TNSDM-A，交叉量操作を加え
る TNSDM-CGはそれぞれのパラメータを最適に設定することによって TNSDMよりも
高い HV を示し，解探索性能を高める効果があることがわかる．また，選出領域制御を
加えた TNSDM-CS，アーカイブを加えた TNSDM-A を組み合わせた TNSDM-CSA は，
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それぞれ組み合わせない場合と比べて高い HV を示している．ただし，TNSDM-CSAに
おいて最適な選出領域制御パラメータが S = 0:5である問題では，TNSDM-Aと同じ値
となっている．次に TNSDM-CSACGについて，HV を最も高める最適な  はm = 2目
的問題の実行可能率  = f0:1; 0:3; 0:5g の問題でそれぞれ  = f0:4; 0:5; 0:6g，m = 4
目的問題の実行可能率  = f0:1; 0:3; 0:5g の問題でそれぞれ  = f0:4; 0:5; 0:5g となっ
ている． = 0:5を用いる TNSDM-CSAと比べて効果は小さいが，TNSDM-CSACGが
最も高い HV を示すことがわかった．また，TNSDM-CGにおいて最適な  が 0.5以下
と，実行不可能解から複写する遺伝子量を減少した場合に HV が高まる問題において，
TNSDM-CSACGによって指向性交配における有用な実行不可能解の選出領域制御とアー
カイブを加えることによって，最適な  の値が大きくなっていることがわかる．すなわ
ち，実行不可能解から受け継ぐ遺伝子量を増加させた方が良い子個体が生成されやすく，
解探索性能が高まったといえる．このことから，アーカイブ法により解集団中に保持し
ている実行不可能解，また，選出領域制御法により交配する親に選ばれる実行不可能解
の持つ遺伝子情報は，これらを用いない場合と比べてより有用な実行不可能解であると
いえる．有用な実行不可能解をアーカイブ保存しない TNSDM-CG では，交配に用いる
実行不可能解は前世代に子個体として生成された解のみであるが，アーカイブを用いる
TNSDM-CSACGでは，アーカイブ集団として実行不可能解が解探索の過程で生じた解の
中で良いもので更新されながら保持されるため，実行不可能解がより制約違反量の小さ
く目的関数値の良い解へと進化する．また，TNSDM-CSACGでの選出領域制御法では，
m = 2目的問題において，パラメータ S > 0:5の縮小された選出領域を用いており，親
として選択された実行可能解の複数の目的関数値を等しく高める方向への進化の指向性を
高めるための実行不可能解が交配相手として選出される．
選出領域制御法，アーカイブ法，交叉量操作法のHV に対する改善効果の大きさは，問
題によって異なる．m = 2 目的の実行可能率  = f0:1; 0:3g の問題では，選出領域制御
法，アーカイブ法，交叉量操作法のそれぞれによるHV の改善効果は，同程度である．そ
れ以外の問題では，アーカイブ法が最もHV の改善に貢献しているが，選出領域制御法と
交叉量操作法による HV の改善効果の大きさは問題による．このように，選出領域制御
法，アーカイブ法，交叉量操作法のHV に対する改善効果の大きさは，問題によって異な
ることがわかる．ただし，全ての問題において，選出領域制御法，アーカイブ法，交叉量
操作法のそれぞれが HV を高める効果をもたらし，それらを組み合わせた TNSDM-CSA
と TNSDM-CSACGにおいて，それぞれが互いに妨げにならず，親和的に協調し，最も高
い HV を達成できたといえる．
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10.4 まとめ
6章で提案した有用な実行不可能解の選出領域制御法と，7章で提案した有用な実行不
可能解のアーカイブ法，9章で提案した交叉量操作法を組み合わせた TNSDM-CSACGを
提案した．mk-KPを用いた解探索性能の検証の結果，TNSDM-CSACGは，選出領域制
御法のみを用いる場合とアーカイブ法のみを用いる場合，交叉量操作法のみを用いる場合
より，高い解探索性能を示すことが確かめられた．
今回用いたmk-KPの範疇でも，選出領域制御法，アーカイブ法，交叉量操作法，それ
らを組み合わせた場合の HV の改善効果の大きさは変化した．そのため，他の問題にお
いても，これらそれぞれの解探索性能への貢献度は変化することが予想される．TNSDM
の効果を高める選出領域制御法，アーカイブ法，交叉量操作法は，それぞれの処理が競合
することなく親和的に一つのアルゴリズムに取り込めること，さらにそれぞれが互いに妨
げにならずに，解探索を促進できるところに利点があると考えられる．
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第 11章
結論
11.1 得られた知見
本研究では，制約条件を有する多目的最適化問題の進化計算による解法において，これ
までの従来法では，解集団から排除されてきた制約条件を満たさない実行不可能解を解探
索に活用して解探索性能を高める方法について探求した．具体的には，実行不可能解の中
には，制約条件は満たさないものの，実行可能解より良い目的関数値を有するものがある
ことに着眼し，これを解探索の新しい手掛かりとするために親として選択して子生成に活
用する方法を提案した．離散問題として組み合わせ最適化の代表的なモデルである m目
的 kナップザック問題と，近年盛んな工学設計の最適化で採用される解を実数値で表現す
る連続問題として，SRN，TNK，OSY，mCDTLZ，さらに実問題の 3段式ハイブリッド
ロケットの概念設計最適化問題を用い，提案法の効果を従来法と比較しながら検証した．
その結果，本研究で提案するいずれのアルゴリズムも，従来法より高い解探索性能を示す
ことを明らかにした．その詳細について，以下に述べる．
TNSDM
本研究の基礎アルゴリズムとなる TNSDM を提案した．TNSDM は，制約条件を満た
さない実行不可能解を目的関数値の良好な実行可能解へ進化させるための解のランキング
を構築する二段階の非支配ソートと，実行可能解とそれより目的関数値が良い実行不可能
解を親として選択して子を生成する指向性交配を用いる．テスト問題を用いた解探索性能
の検証実験の結果，提案する TNSDMは，従来法の CNSGA-IIと RTS-O，RTS-Cより高
い解探索性能を示すことがわかった．実行不可能解を親にすることを避ける従来法との比
較から，良好な目的関数値を有する実行不可能解を活用して子生成することの有効性が明
らかになった．
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TNSDM-CS：有用な実行不可能解の選出領域制御法
TNSDMにおける指向性交配の解探索効果をさらに高めるため，目的空間における有用
な実行不可能解の選出領域をパラメータ S によって制御する方法を提案した．この方法
では，有用な実行不可能解の選出領域を縮小することによって，指向性交配における解探
索の指向性を強化できる．逆に，選出領域を拡大することによって，選出領域に有用な実
行不可能解が含まれやすくなり，指向性交配の実行回数を増加させる効果がある．この方
法を TNSDM に組み込んだアルゴリズムを TNSDM-CS とし，テスト問題を用いて解探
索性能を検証した結果，有用な実行不可能解の選出領域を制御することによって，指向性
交配による解探索性能の改善効果が高まることが明らかになった．解探索中に生成される
有用な実行不可能解の数が多い問題では，選出領域を縮小して解探索の指向性を高めた場
合に解探索性能が改善されることがわかった．逆に，解探索中に生成される有用な実行不
可能解の数が少ない問題では，選出領域を拡大して指向性交配の実行回数を増加させたと
きに解探索性能が改善されることがわかった．すなわち，最適化問題によって解探索性能
を高める適切な選出領域は異なるため，一意に制御パラメータ S を決定することはできな
い．最適化問題の性質によらず，高い解探索性能を達成する適切な制御パラメータ S を
解探索中に得ることを目的とした実験結果の解析から，指向性交配の実行率が約 90%に
なるように選出領域を制御する場合に，解探索性能が最大化することがわかった．この結
果をもとに，選出領域を適応的に制御する方法を提案し，パラメータ S のチューニングを
必要とせずに，一度の実行で選出領域制御による解探索の改善効果が得られることを明ら
かにした．
TNSDM-A：有用な実行不可能解のアーカイブ法
TNSDMの世代ごとに解集団から消失してしまう有用な実行不可能解を解集団の中に維
持して，繰り返し子生成に活用するための有用な実行不可能解のアーカイブ法を提案し
た．この方法を TNSDMに組み込んだアルゴリズムを TNSDM-Aとし，テスト問題を用
いて解探索性能を検証した結果，有用な実行不可能解をアーカイブ集団に保持して，繰り
返し子生成に活用することによって，指向性交配による解探索性能の改善効果が高まるこ
とがわかった．また，アーカイブする有用な実行不可能解の最適個数は，選出領域内に存
在する解の多さによって変化することがわかった．
TNSDM-CSA：TNSDM-CS + TNSDM-A
有用な実行不可能解の選出領域制御法と，アーカイブ法の両方を TNSDMに組み込んだ
TNSDM-CSAを提案した．6章において，有用な実行不可能解の選出領域を縮小すること
によって解探索の指向性が高まり，解探索性能が改善される効果があることが示された．
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しかし，選出領域が縮小されることによって，指向性交配の候補解集合が得られず，指向
性交配を実行できないケースが生じるデメリットがあった．この問題に対して，アーカイ
ブ集団を導入すると，選出領域を縮小しても指向性交配の候補解集合が得られやすくな
るため，選出領域を縮小するデメリットを軽減できる．TNSDM-CSAの解探索性能を検
証した結果，実行不可能解の選出領域制御法のみを用いる TNSDM-CSとアーカイブ法の
みを用いる TNSDM-Aより高い解探索性能を示すことが明らかになった．TNSDM-CSA
は，解集団に有用な実行不可能解をアーカイブすることによって，有用な実行不可能解の
選出領域に解が存在しやすくなるため，より選出領域を縮小した方法が，高い解探索性能
を示すことがわかった．
TNSDM-CG：交叉遺伝子量の操作法
指向性交配で選択した実行可能解と有用な実行不可能解の交叉において，有用な実行不
可能解から子に複写される遺伝子 (変数) の量を操作する方法を提案した．実行不可能解
から子に複写される遺伝子 (変数)量を減少させると，生成される子は実行可能解にはなり
やすいが，良い目的関数値を有する実行不可能解の親の遺伝子情報が得られにくくなる．
逆に，実行不可能解から子に複写される遺伝子 (変数)量を増加させると，生成される子は
実行可能解にはなりやすいが，良い目的関数値を有する実行不可能解の親の遺伝子情報が
得られやすくなる．この方法を TNSDMに組み込んだアルゴリズムを TNSDM-CGとし，
テスト問題を用いて解探索性能を検証した結果，有用な実行不可能解から子に複写される
遺伝子 (変数) の量を操作することによって，指向性交配による解探索能力の改善効果が
高まることが明らかになった．主として最適化する問題の実行可能率によって，有用な実
行不可能解から子に複写される遺伝子 (変数) の最適量は変化する．生成される子の実行
可能解へのなりやすさと，実行不可能解の親から子に複写される有用な遺伝子情報の量の
バランスによって，最適化性能を高めることが可能になる．
TNSDM-CSACG：TNSDM-CS + TNSDM-A + TNSDM-CG
有用な実行不可能解の選出領域制御法とアーカイブ法，有用な実行不可能解から子に
複写される遺伝子 (変数)量の操作法を TNSDMに組み込んだ TNSDM-CSACGを提案し
た．9章において，特に問題の実行可能率が低い問題で，実行不可能解の親から子に複写
される遺伝子量を減少させることで子の実行可能率を高め，解探索性能を改善することが
示された．しかし，有用な実行不可能解のアーカイブ集団と選出領域制御と組み合わせる
ことで，実行不可能解の質が高まり，組み合わせない場合と比べて子に複写する遺伝子量
を増加させることで解探索性能が高まることがわかった．
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11.2 今後の課題と展望
11.2.1 短期的課題
まず，短期的な課題としては，TNSDM-Aと TNSDM-CGで必要となるパラメータの最
適設定の指針や適応的制御法について検討する予定である．TNSDM-Aにおいて，最適な
アーカイブサイズパラメータ  は，第二の親候補解集合Mのサイズと関係があると考
えられ，これを適応的制御の手掛かりにすることを検討している．また，TNSDM-CGに
おける最適な遺伝子交換率パラメータ  は，生成される子の実行可能率や，実行不可能解
の親の制約違反量と実行可能解の親の制約許容量から推定できる可能性がある．適応制御
が実現されれば，ユーザによるパラメータ設定が必要なくなるため，提案する TNSDM-A
や-CGが利用しやすくなる．
11.2.2 長期的展望
次に，長期的な展望としては，工学設計最適化の課題解決へ取り組むことを計画してい
る．進化計算は，新幹線 N700系の先頭車両形状やジェット旅客機 MRJの翼形状の最適
化など，産業界の新しい設計手法として利用されはじめているが，いくつかの課題があ
り，その適用可能範囲が限られている．従来の進化計算は，新たな解の生成と評価を 10
～100万回ほど繰り返して最適化する．しかし，工学設計の最適化では，ひとつの解の評
価に時間がかかる．そのため，膨大な評価回数を費やして最適化することは非現実的であ
る．問題に制約条件がある場合，その条件を満たさない実行不可能解は，これまで単に捨
てられてしまい，評価時間が無駄になっていた．これに対して，本研究で提案した指向性
交配は，実行不可能解の情報を十分に活用し，解探索に利用できる．特に工学設計の最適
化においては，評価シミュレーションの時間が無駄にならないばかりか解探索を促進する
効果をもたらす．このように，特に工学設計を標的とした最適化に取り組むことは，本研
究で提案した指向性交配の利点を活かすための意義だけでなく，進化計算に対する社会的
期待に応える意義がある．
工学設計の最適化における従来の進化計算の課題は，第一に最適化時間の短縮，第二に
製造誤差への対処第三に意思決定支援強化にある．第一の課題に対しては，本研究の成果
を基礎とし，(A)指向性交配において実行可能解になりやすく目的関数値の良い子を生成
可能にすること，(B)評価関数を推定して解探索に活用すること，(C)解の生成評価を効
果的に並列化することが考えられる．第二の課題に対しては，(D)生じる製造誤差に対し
て解の実行可能性を考慮可能にすること，第三の課題に対しては，(E)最適解の変数，目
的関数値情報だけでなく，制約条件も考慮した意思決定支援があげられる．
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(A) 効率的な子個体生成
現在の指向性交配では，目的関数値を考慮して実行可能解の親の目的関数値を高める可
能性のある実行不可能解を選出し，交配に活用することによって解探索性能が向上するこ
とがわかっている．しかし，目的関数値以外の情報は使用せず，子は選出された親の変数
をランダムに組み合わせることによって生成している．これに対して，解の持つ制約違
反量や，実行可能解の親とその交配候補解集合Mに含まれる複数の解の変数情報をもと
に，より目的関数値を高めやすく実行可能解になりやすい解の変数を推定し，子生成に活
用することによって解探索効率を高め，最適化時間を短縮できる可能性がある．
(B) 評価関数の推定と活用
高い評価値を持つ実行不可能解は，実行可能解の評価値を高めるための手掛かりになる
が，工学設計の最適化の場合，一つひとつの解の評価に時間を要するため膨大な数の解を
評価できず，解探索の手掛かりにできる実行不可能解が少なくなる．そのため，制約目的
関数を推測し，解探索の手掛かりとなりうる仮想解を挿入して指向性交配する方法などが
考えられる．
(C)解の生成評価の並列化
解の並列評価による単純な最適化時間の短縮に加えて，高い評価値を示す実行不可能解
が存在する実行可能解へ優先的に計算資源を割り当てて子を生成・評価するなど，最適化
アルゴリズム上の並列化への工夫も考えられる．
(D) 製造誤差の考慮
工学設計の最適化では，結果として得られた設計案 (解) に寸分の違いもなく製造する
ことは困難である．そのため，設計案が実行可能解であっても，製造誤差が原因で制約違
反が生じる恐れがある．製造誤差に対する解の実行可能性も考慮して最適化することで，
実行可能性を考慮した設計の取捨選択や意思決定が可能になると考えられる．
(E) 制約を考慮した意思決定支援
進化計算による多目的最適化の結果としては，パレートフロントを近似する複数の解が
獲得できる．それらの解から，目的間のトレードオフ関係や目的関数値と変数の関係など
の知識を得ながら，最終的に意思決定者は好ましい一つの解を選択することになる．意
思決定支援のため，これまでに，多次元の目的関数空間を視覚的に提示するための研究
[52, 53]や，選好情報をもとにパレートフロントの一部のみを探索し，局所的な最適性を
高める研究 [54, 55, 56]などが行われている．これらは特に目的関数に注目した手法であ
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る．工学設計などの実問題においては，目的関数のみでなく，最適解の制約条件との関係
も意思決定に関与する可能性がある．制約条件をどの程度余裕をもって満足しているか
や，制約条件を緩めるとどれくらい目的関数値を高められるかなどの情報を提示すること
によって意思決定の幅が広がる．そのため，わかりやすくこれらを示す方法の構築が必要
であると考える．
このように，今後，工学設計を標的とした最適化の研究に取り組むことで，これまでの
研究を学術的に発展させるとともに，進化計算に対する社会的期待に応えたいと考えて
いる．
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