Introduction
Let K be a subset of N, the set of positive integers. The natural density 5 of K is defined by where the vertical bars indicate the number of elements in the enclosed set. The number sequence x = (x^) is said to be statistically convergent to the number I if for every e, ¿({A; : \xk -> e}) = 0 (see [6] ). In this case, we write st -lima; = I. We shall also write S and So to denote the sets of all statistically convergent sequences and of all sequences statistically convergent to zero. The statistically convergent sequences were studied by several authors (see [1] , [6] and others).
Let m and c be the Banach spaces of bounded and convergent sequences x = (xk) with the usual supremum norm. Let a be a one-to-one mapping from N into itself. A continuous linear functional 4> on m said to be an invariant mean or a <r-mean if (i) $(x) > 0 when the sequence x = (x^) has xk > 0 for all k, (ii) $(e) = 1, where e = (1,1,1,...), (iii) = 3>(x) for all x Em.
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Throughout this paper we consider the mapping a such that a p (k) ^ k for all positive integers k > 0 and p > 1, where a p (k) is the pth iterate of a at k. Thus, a ¿r-mean extends the limit functional on c in the sense that 3>(x) = lima; for all x G c (see [10] ). Consequently, c C Va where Va is the set of bounded sequences all of whose cr-means are equal.
In case a(k) = k + 1, a cr-mean is often called a Banach limit and Va is the set of almost convergent sequences, introduced by Lorentz (see [7] ). If x = (xn), write Tx = (Txn) = It can be shown [13] that 
tpn(x) = (xn + Txn + ---+ T p xn)/(p + 1), i_ijn(x) = 0.
We say that a bounded sequence x = (x^) is cr-convergent if x € Va. By Z, we denote the set of cr-convergent sequences with cr-limit zero. It is well known [12] 
that x € m if and only if Tx -x G Z.
A matrix A called Cesaro matrix if ank = l/n if 1 < k < n; ank = 0 if k > n (see [8] ).
It is known that [14] , a bounded sequence x is said to be a^-convergent (or (7^-summable) to t if lim > ^TTLTl (v) = i uniformly in p. n The space of all a^-convergence and a^-convergence to zero sequence are denoted by Va{A) and VQ(T(a) , respectively.
In case of A of matrix being taken into Cesaro matrix, the space Va(A) is reduced to the space Va.
Let A be an infinite matrix of real entries ank and x = (xf~) be a real number sequence. Then Ax = ((Ax)n) = (J2k a nkXk) denotes the transformed sequence of a;. If X and Y are two non-empty sequence spaces, then we use (X, Y) to denote the set of all matrices A such that Ax exists and Ax G Y for all x € X. Throughout, Ylk w iU denote summation from k = 1 to oo.
A matrix A is called (i) regular if A e (c,c)reg and lim Ax = lim re, (ii) cr-regular if A € (c, Va)Teg and a -lim Ax = lima; for all x G c, and (iii) a-coercive if A € (m, Va). The necessary and sufficient conditions for A to be regular, cr-regular and cr-coercive are well-known [8] and [13] .
For any real number A we write A -= max{-A, 0}, A + = max{0, A}. Then A = A + -A -. We recall (see [9] ) that a matrix B is said to be a-uniformly positive if In [9] , the cr-core of a real bounded number sequence x has been defined as the closed interval [-q c {-x), q a (x)] and also the inequalities q a (Ax) < L(x) (a-core of Ax C K-core of x), q a {Ax) < q a (x) (a-core of Ax C cr-core of x), for all x € m, have been studied. Here the if-core of x (or Knopp core of x) is interval \£(x), L(x)} (see [2] ).
When a(n) = n + 1, since q a {x) = L*(x), cr-core of x is reduced to the Banach core of x (B-core) defined by the interval [-L*(-x),L*(x)] (see [11] )-
The concepts of B-core and cr-core have been studied by many authors [4, 5, 9, 11] .
Recently, Fridy and Orhan [6] have introduced the notions of statistical boundedness, statistical limit superior (si -lim sup) and inferior (st -liminf), defined the statistical core (or briefly st-core) of a statistcally bounded sequence as the closed interval [si -liminf x, st -lim sup x\ and also determined necessary and sufficient conditions for a matrix A to yield K-coie(Ax) C si-core(x) for all x 6 m. DEFINITION 1.1. Let x E m. Then, cr^-core of x is defined by the closed interval [-q^i-x),^D(X)], where %<.a) (%) = lim sup sup y^ a mn x a n (p) .
P n
From the definition, it is easy to see that a^-core x = {£} if and only if a (A) _ li m x -j n case 0 f A matrix being taken into Cesaro matrix, since q a (A)(x) = qcr(x), the cr^-core of x is reduced to the cr-core of x.
Main results
The proofs of the following theorems are entirely analogous to the proof of Theorem 2.4. So, we omit the proofs. for all x G c.
In the cases of matrix A being taken into Cesaro matrix Theorem 2.1 and Theorem 2.2, we respectively have Theorem 2, and Theorem 3 of Schaefer, [13] . for all n, must belong to the class (m, Va(A)). Hence, necessity of (2.5) follows from Theorem 2.1. Conversely, suppose that B € (c, Va{A))reg and (2.5) holds. Let x be any sequence in S fl m with st -limx = £. Write E = {k : \xk -£\ > e} for any given e > 0, so that 5(E) = 0. Since B € (c, V^A))reg and 
Core theorems for infinite matrices
We need the following lemma given by Das for the proof of next theorem: 
Then, it is easy to see that the conditions of the Lemma 3.1 are satisfied for the matrix sequence C. Thus, by using the hypothesis, we can write
This gives the necessity of (3.1). Conversely, assume B G (c, Va(A))Teg and (3.1) holds for all x € m. Then, for any given e > 0, there is a ko G N such that xk < L(x) + e for all k > koNow, we can write
Thus, by applying the limm sup supp and using hypothesis, we have
This completes the proof since e is arbitrary and for all x G m. m
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In case of A matrix being taken into Cesaro matrix, Theorem 3.2 is reduced to following theorem: Proof. Let a^ -core(Bx) C a -core(x) for all x G m. Then, since q^A){Bx) < q a (x) and q c (x) < L(x) for all x G m, the necessity of (3.1) follows from Theorem 3.2.
One can also easily see that
Conversely, suppose that (3.1) holds. In this case, since c C V a , by using Theorem 3.2, we have q a (A) (Bx) < L(x) for all x € m. Thus, we write
•zeVo a zeVoa On the other hand, we have (A) . Now, combining (3.2) and (3.3), we obtain that q a (A)(Bx) < w(x) for all x £ m which completes the proof, since q a (x) = w(x), [9] . • In case of A matrix being taken into Cesaro matrix, Theorem 3.4 is reduced to following theorem: Proof. Assume that a^ -core(Bx) C st -core(x) for all x G m. Then q a (A)(Bx) < (3(x) for all x G m where (3(x) = st -lim sup a:. Hence, since P(x) = st -limsupx < L(x) for all x G m (see [6] ), we have (3.1) from 
Applying the operator lim m supsup p and using hypothesis, it follows that q a (A) (Bx) < /3(x) + e. This completes the proof since e is arbitrary. •
In the special case A = (C, 1) of Theorem 3.6, we have the following theorem: 
Introduction and preliminaries
Let A and B be nonempty closed convex subsets of a Hilbert space H. We denote by K(B) the family of all nonempty compact subsets of H. The C(f, T) . A point a G A is called a coincidence point of / (resp. T) if a = fa (resp. a G Ta). The set of fixed points of / (resp. T) is represented by F(f) (resp. F(T)).
The mapping / is called weakly continuous if {a n } converges weakly to ao implies {fa n } converges weakly to /ao-The notion of il-subweakly commuting multimaps was introduced by Shahzad [3] . Let / : A -> A and T : A -> K(A). Suppose p G F(f). Then the pair {/, T} is said to be il-subweakly commuting if for all a £ A, fTa is a nonempty closed subset of A and there exists R > 0 such [3] ).
We recall the following notations (see [1] The following lemma follows from a result in [4] . Proof. Choose p € A and a sequence {k n } with 0 < k n < 1 such that k n -• 1 as n -> oo. For each n, define T n by
Let (X, ||.||) be a normed space, f : X -> X and T : X K(X) such that T(X) C f(X). If f{X) is complete and T is an f-contraction, then C(f,T) ^ 0.

Main results
<fcn||/a-/&|| for each a,b G A. This implies that each T n is an /-contraction. Notice that f(A) is complete. Now Lemma 1.5 guarantees that, for each n, C(f, T n ) is nonempty, i.e., there exists a n € A such that fa n £ T n a n . This implies that fa n -c n -(1 -k n )(p -Cn) for some c n E Ta n . It then follows that fa n -Cn-^Oasn->oo. By weak compactness of A, we can find a subsequence {a m } of the sequence {an} such that {am} converges weakly to do G A as m -> oo. By weak continuity of /, {fa m } converges weakly to fao G A as m -> oo. Using the standard arguments, it can be shown that 0 € (/ -T)(a0). Hence C(f, T) n A is nonempty. Proof. By Lemma 1.4, Aq is nonempty. Let a G Ao-We claim that
B). On the other hand, dist(A, B) < ||c-6|| for all c G A and b G B.
Consequently, ||c -6|| = dist(A,B). This proves our claim.
Since Pa is nonexpansive and so continuous, P^(To) is compact. As a result, Pa o T : Ao -» K(Ao). By Lemma 1.3, for any a,c G Ao, we have
Since 6 G -Bo, it follows that |\a -b\\ = d(A, B) for some a & A. This implies that
and so
B).
Since dist(A, B) < \\fa -b\\ for all a G A and b G Ta, it follows that
As a result,
It is well-known that every continuous and affine mapping defined on a closed convex subset of a Hilbert space is weakly continuous. So we have the following corollary, which contains Theorem 1.1 (due to Kirk, Reich and Veeramani [1] ) as a special case. It is worth mentioning that we do not require i?-subweak commutativity of the pair {/, Pa ° T} as in [2] , Then all hypotheses of Theorem 2.2 are satisfied. Note that ao = (1, satisfies
Corollary 2.3. Let H be a Hilbert space. Let A and B be nonempty closed convex subsets of H with A bounded. Let f : A -• A be continuous and affine such that f(Ao) -Ao and T : A -> K(B) be such that (a) T(A 0 ) C Bo (b) T is f -nonexpansive on AQ. Then there exists ao
Note also that Theorem 1.1 and Theorem 1.2 can not be used here.
Introduction
In summability theory conservative spaces and matrices play a special role in its theory. However in [9] , [11] Snyder and Wilansky shown that the results depend on a weaker assumption, that the spaces be semiconservative. First came conservative matrices, those for which CA D C. When attention widened to FK spaces it was very natural to define one to be conservative if it includes c. Snyder and Wilansky studied the properties of any A matrix such that XA is semiconservative space and shown that there is no FK space X such that XA is semiconservative space if and only if A € (X,X).
In this paper we studied Cesaro semiconservative spaces which has weaker assumption then semiconservative space and shown that there is no FK space X such that XA is Cesaro semiconservative space if and only if Ae (X,X).
Notations and definitions
Let w denote the space of all real or complex-valued sequences. It can be topologized with the seminorms Pi(x) = (i = 1,2,...), and any vector subspace of w is called a sequence space. A sequence space X, with a locally convex Hausdorff topology will be called a locally convex sequence space. A K space is a locally convex sequence space in which the inclusion mapping I: X -> w, I(x) -x is continuous. An FK space is a Frechet K-space. An FK space whose topology is normable is called a BK space. The basic properties of such spaces can be found in [11] , [12] and [13] . By m, Co we In addition oo XP = : exists for every y € X j, fc=i
Let E, Ei be sets of sequences. Then for A; = /,/?, a, a¡,
It is easy to prove that C X a C X ab c X-f and if X is aK space then = and if X is an AD space then X a = X ah .
Let A = (a,ij) be an infinite matrix. The matrix A may be considered as a linear transformation of sequences (Xk) by the formula y -Ax, where
3=1
For an FX space (E,u) we consider the summability domain := {x G w : Ax G . u(AE) [11] .
Some subspaces of an FK spaces
Let we recall some important subspaces of an FK space which introduced by Goes in [4] . x (weakly) in X j ^ n k=l '
Also uF = aF + n X, aB = aB + D X. An FK space is a a-ftT-space (respectively SaW-space, oF-space, aB-space) if X = aS (respectively X = aW, X = aF, X = aB ) [1] .
It is well known that for an FK space X 0 C aS C aW C aF C aB C X. [4] . We note that subspaces aW are closely related to Cesaro conullity of the FK space X [6] . 
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Proof. Since X be an AD space thenX a = X ab and hence we get the proof by Theorem 3.3.
• Since aF C aB, FaK implies aB but not conversely: In this section we give some results which are analogous those given in [11, Chapter 10] . Proof. Necessity: We have aF + (ao) C aF + (X) holds by [5] and therefore a{° C aF + (X) by [4] . Since o{ a = h° = a^ [2] then C aF + (X). Sufficiency: We get aC X^ by [4] therefore X* C c ff^ C alo = <7q [2] . Since a Q has AK [2] • Proof. Sufficiency is trivial. Now suppose that aF C aB. Fix / € X' and define g : aW a^ by g(x) = {/ (x( n ))} . Then P n o g : aF^ n K, where P n (x) = x n , given by P n (g(x)) = /(x w ) = £ x k f (5 k ) is fc=i continuous, where aF has the relative topology of X, and K is the scalar field R or C. Thus g : aF -> a^ is continuous [11, Theorem 4.2.3] , hence since a c is closed in a^ then g~l (a c ) is closed in aF . Because of aF = n {iT 1 (<r c ) : f eX'} , aF is closed in X. If aB is closed then aF C aB.
•
Matrix domains
In this section we solve the problem of characterizing matrices A such that Y a is Cesaro semiconservative space for given Y.
Before the following theorems we give the definition of Cesaro semiconservative space. 
hence XA is Cesaro semiconservative space by [7] .
• in w since Y" is an FK space hence y = Az so 2 € crS by [6] . Also take A = I in Theorem 4.14. then aS = aW = aF = aF + in Y. We take Y = I, bv0, bv in Theorem 4.14.
Introduction
By w, we shall denote the space of all real or complex valued sequences. sep(z n ) = inf {||x n -x k \\ : n ^ k} > e.
If p = (pk) is bounded, we have
n ^ k=1 equipped with the norm This space was introduced by Shue [12] . Some geometric properties of the Cesaro sequence space ces p were studied by many mathematicians. It is known that ces p is locally uniform rotund and posses property-H [5] . Cui and Hudzik [3] proved that ces p has the Banach-Saks of type p if p > 1, and it was shown in [4] that CCSp has ^-property.
The sequence space A
The space ces(p) [11] is defined by Several geometric properties of ces(p) were studied in [11] . Define the sequence y = (y n ), which will be frequently used, as the ^-transform of a sequence x = (x^), i.e., n (2.2) (Ax) n = y n = a n ^ x k k=o where, A = (a n k) is defined by [0, (k > n) a n > 0 for all n € N, a = (a n ) is monotone decreasing and A is regular. Now, we wish to introduce the generalized Nakano sequence space A(p), as the set of all sequences such that A-transforms of them are in the space £(p), that is We consider the space A(p) equipped with the so-called Luxemburg norm
The purpose of this note is to define and to investigate the generalized Nakano sequence space A(p) and show that the sequence space A(p) equipped with the Luxemburg norm is rotund and posses H-property when p = (Pk) is bounded with Pk> 1 for all k G N.
Clearly, in the special cases a n = (n + l) -1 and a n = 1, we have A(p) = ces{p) and A(p) = £(p), respectively. Also, throughout this paper we assume that p = (pi) is bounded with Pi > 1 for alH G N and K = supjpj. Now, we may begin with the following theorem which is essential in the text: and it implies by the convexity of m that m(rx) < rm(x), hence PI is satisfied. Note that P2 follows directly from PI. Namely, if r > 1 then 0 < r -1 < 1. Therefore, by Pi, (r _1 ) fe m(rx) < m(x), we get m(x) < r K m(r~1x) and so P2 is obtained.
PS. if r > 1, then m(x) < rm(x) < m(rx).
Proof. It is obvious that
• Now, we give relationships between the Luxemburg norm and the modular m on the space A(p). Proof. P4. Let e > 0 be such that 0 < e < 1 -||x||. Then we have ||x|| + e < 1. By definition of ||. || there exists p, > 0 such that ||x|| + e > p, and m(fj,~1x). From Proposition 2.3 (PI. and P3.), we have m(x) < m ((||x|| + e)p~1x) < (||x|| + e)m (p~lx) < ||x|| + e which implies that m(x) < ||x||. So P4 is satisfied.
P5.
Let e > 0 be such that 0 < e < (||x|| -l)||x|| _1 then 1 < (1 -e)||x|| < ||x||. By definition of ||. || and by part PI of Proposition 2.3 we have
< m(x[(l -e)!!*!!]-) < [(-eJllxirV®)-
So (1 -e)||x|| < m(x) for all e G (0, (||x|| -l)!^!! -1 ). This implies that ||x|| < m(x), hence P5 is obtained.
P6.
We have that m(x) = 1 implies that ||x|| = 1. Now assume that ||x|| = 1. By the definition of ||x|| we have that for any e > 0 there for all n > no, and no n (2.7)
n=0 ' ¿=0
for all n > no-It follows from (2.5), (2.6) and (2.7) that for n > no 
Proof. Let x G S(A(p))
and (x n ) C A(p) be such that ||z n || 1 and x n -> x weakly as n -> oo. From Proposition 2.2, we have m(x) = 1 so it follows from Proposition 2.3 that m(x n ) -• m(x) as n -• oo. Since the mapping pi : A(p) -> R, defined by pt{y) = Vi is a continuous linear functional on A(p) it follows that x™ -> X{ as n -• oo for all i G N. Thus, by Lemma 2.6, we get x n -> x as n -> oo.
THEOREM 2.8. T/ie space A(p) is rotund whenever p = (pn) is bounded.
Proof. Let x G S(A(p))
and y,z G £(-4(i>)) with x = 2' 1 (y + 2). By Proposition 2.2 and convexity of m, we have
for all fceN. We shall show that yt = Z{ for all i G N. Prom (2.8), we have (2.9) =2" 1 [|yi| + kir.
Since the mapping u -> |«| Pl is strictly convex, it implies by (2.8) that yi -z\. Now assume that yi = Zi for allz = 1,2,..., n-1. Then y% = Zi = Xi for alii = 1,2,..., n -1. Prom (2.8) we have
By the convexity of the mapping u -> \u\ Pl it implies that an Y17=o \Vi\ = an 0 \ z iI-Since yi = z% for alH = 1,2,..., n -1 we get that
If yn -0, then we have yn = zn = 0. Suppose that yn ^ 0. Then zn ^ 0. If VnZn < 0 it follows from (2.12) that yn + zn -0. This implies by (2.10) and (2.12)
which is a contradiction. Thus, we have y n z n > 0. This implies that, by (2.9) y n = z n . Thus, by induction, we have y n = z n for all n G N, so y = z.
•
Introduction and preliminaries
Let X be a linear space. A p-norm on X is a real-valued function || • Hp on X with 0 < p < 1, satisfying the following conditions: (i) IMIp > 0 and ||x|| p = 0
for all x, y 6 X and all scalars a. The pair (X, ||, ||p) is called a p-normed space. It is a metric linear space with a translation invariant metric d p defined by d p (x,y) = ||x -y\\ p for all x,y £ X. If p = 1, we obtain the concept of the usual normed space. It is well-known that the topology of every Hausdorff locally bounded topological linear space is given by some p-norm, 0 < p < l(see [15] ). The spaces l p and L p , 0 < p < 1 are p-normed spaces. A p-normed space is not to necessarily a locally convex space. Recall that dual space X* separates points of X (or equivalently X* is total [18] ) if for each nonzero x € X, there exists / G X* such that f(x) ^ 0. In this case the weak topology on X is well-defined and is Hausdorff. Notice that if X is not locally convex space, then X* need not separate the points of X. For example, if X = L p [0, 1] , 0 < p < 1, the space of to the power p integrable functions, or X = S'fO, 1], the space of measurable functions, then X* = {0}(see [15, 18, 20] ). However, there are some non-locally convex spaces X (such as the p-normed spaces l p , 0 < p < 1) whose dual X* separates the points of X.
Let < Rdist(Ix, [q,Tx] ). Clearly, i?-weakly commuting, and compatible maps are weakly compatible but not conversely in general. i2-subcommuting and il-subweakly commuting maps are compatible but the converse does not hold in general [11] .
In 1995, Jungck and Sessa [12] extended the results of Meinardus [17] , Singh [25] , Habiniak [4] and Sahab, Khan and Sessa [21] to the pair of commuting maps defined on weakly compact subset of a Banach space. Latif [16] , further extended these results to the setting of p-normed spaces. More recently, Shahzad [23, 24] ], Hussain and Jungck [11] , Hussain et al. [8] , Jungck and Hussain [11] and O'Regan and Hussain [19] further extended the above mentioned results to i?-subweakly commuting and weakly compatible maps. The aim of this paper is to establish a general common fixed point theorem for compatible and weakly compatible generalized /-nonexpansive maps in the setting of locally bounded topological vector spaces and locally convex topological vector spaces. As application, we derive some results on the existence of best approximations. Our results unify and extend the results of Dotson [1, 2] , Habiniak [4] , Hussain and Berinde [5] , Hussain and Khan [7] , Hussain, O'Regan and Agarwal [8] , Jungck and Sessa [12] , Khan et al. [13] , Khan and Khan [14] , Latif [16] , O'Regan and Hussain [19] , Sahab et al. [21] , Sahney et al. [22] , Shahzad [23, 24] , and Singh [25, 26] .
Here, we state some useful results. The next theorem gives conditions under which condition (C) is satisfied. 
Common fixed point and approximation results
The following recent result will be needed in the sequel. 
Then I and T have a unique coincidence point in M.
Throughout this section, we shall assume that X* separates points of a p-normed space X whenever weak topology is under consideration. Then, for each n, clTn(M) [24] , and corresponding results in [14, 16, 21, 23, 25] .
The following result extends Theorem 3 of [21] , Theorem 8 of [4] , and the main results in [14, 16, 17, 25] . 
Assume that T satisfies condition (C), I(PM(U))
= (u, M) . Note that for any k€ (0,1),
It follows that the line segment {ku + (1 -k)x : 0 < k < 1} and the set M are disjoint. Thus x is not in the interior of M and so 
The following result provides a non-locally convex space analogue of Theorem 3.3 [7] for more general class of maps. [18, 20] and references therein).
Further results
(1) All results of the paper (Theorem 2. and satisfies dp(ax,ay) < (a) p dp(x, y) for any scalar a > 0 ). Consequently, Theorem 2.2-Theorem 3.3 due to Hussain and Khan [7] and corresponding results in [5, 22, 26] This implies that Tz £ Pm{u) and so T(Pm(u)) C Pm(u).
Also we have
I{PM(U))
C PM(U). Let y G T{P M (U).
Since is a contractive jointly continuous and jointly weakly continuous family with <j){t) = t. Thus the class of subsets of X with the property of contractiveness and joint continuity contains the class of starshaped sets which in turn contains the class of convex sets ((see [2, 8] ). Following the arguments as above and those in [8, 13] , we can obtain all of the results of the paper (Theorem 2.2-Remark 2.7) provided / is assumed to be surjective, and affinity of I is replaced by I(f x (a)) = fi x (a) for all x G M, a G [0,1], and the qstarshapedness of the set M is replaced by the property of contractivity and joint continuity or weak joint continuity. Consequently, recent results due to Hussain et al. [8] , and Khan et al [13] are extended to the class of weakly compatible pair {/,T} where T satisfies property (C). 
