We present the results of a computational investigation of the pseudoflow and push-relabel algorithms for the maximum flow and minimum s-t cut problems. The two algorithms were tested on several problem instances from the literature. Our results show that our implementation of the pseudoflow algorithm is faster than the best-known implementation of push-relabel on most of the problem instances within our computational study.
Introduction
The maximum flow or max-flow problem on a directed capacitated graph with two distinguished nodes-a source and a sink-is to find the maximum amount of flow that can be sent from the source to the sink while satisfying flow balance constraints (flow into each node other than the source and the sink equals the flow out of it) and capacity constraints (the flow on each arc does not exceed its capacity).
The minimum s-t cut problem, henceforth referred to as the min-cut problem, defined on the above described graph, is to find a bipartition of nodes-one containing the source and the other containing the sink-such that the sum of capacities of arcs from the source set to the sink set is minimized. Ford and Fulkerson (1956) established the max-flow mincut theorem, which states that the value of the max flow in a network is equal to the value of the min cut. Algorithms developed so far for the max-flow problem implicitly solve the min-cut problem and have the same theoretical complexity for both problems.
Max-flow and min-cut problems are of considerable practical interest, with applications that range from job scheduling to mining. The chapter on maximum flows in the book by Ahuja et al. (1993) describes these and other applications. The wide applicability of these problems has resulted in a substantial amount of theoretical and experimental work on the subject.
Among algorithms for the max-flow and min-cut problems, the push-relabel algorithm (sometimes referred to as the preflow-push algorithm) of Goldberg and Tarjan (1988) performs well in theory as well as in practice. The complexity of this algorithm (for the max-flow and mincut problems) is O nm log n 2 /m , using the dynamic trees data structure of Sleator and Tarjan (1983) . Several studies have shown push-relabel to be computationally very efficient (for example, Ahuja et al. 1997 , Anderson and Setubal 1993 , Derigs and Meier 1989 , Goldberg and Cherkassky 1997 . The highest-level variant of the push-relabel algorithm was found to have the best performance in practice (see Goldberg and Cherkassky 1997 and Ahuja et al. 1993, p. 242) . Hochbaum (2008) introduced the pseudoflow algorithm for the maximum flow problem, based on an algorithm of Lerchs and Grossman (1965) for the maximum closure problem. A lowest-label variant of the pseudoflow algorithm has the strongly polynomial complexity of O nm log n using dynamic trees. Anderson and Hochbaum (2002) introduced the highest-label pseudoflow variant that has the same strongly polynomial complexity, and performed an extensive computational study comparing the pseudoflow algorithm to push-relabel. The highest-label pseudoflow algorithm was found to perform competitively with push-relabel on many problem instances.
The pseudoflow algorithm can be initialized with any pseudoflow. A straightforward variation of the push-relabel algorithm can also be started with any pseudoflow. Anderson and Hochbaum (2002) observed that pseudoflow algorithms can sometimes be sped up significantly if started with a good initial pseudoflow.
The contribution of this paper is that we demonstrate that our implementation of the highest-label pseudoflow algorithm with a generic initialization is faster than the best-known implementation of highest-level push-relabel on most instance classes. This paper is organized as follows: We establish our notation in §2. We describe the push-relabel in §3, followed by the pseudoflow algorithm in §4. In §5, we show how the pseudoflow and push-relabel algorithms can be initialized with a pseudoflow. We then present our experimental setup in §6, followed by our results in §7. Section 8 contains concluding remarks.
Preliminaries
Let G st be a graph V st A st , where V st = V ∪ s t and A st = A ∪ A s ∪ A t , in which A s and A t are the sourceadjacent and sink-adjacent arcs, respectively. The number of nodes V st is denoted by n, whereas the number of arcs A st is denoted by m. A flow vector f = f ij i j ∈A st is said to be feasible if it satisfies:
(i) Flow balance constraints: For each j ∈ V , i j ∈A st f ij = j k ∈A st f jk (i.e., inflow(j) = outflow(j)), and (ii) Capacity constraints: The flow value is between the lower-bound and upper-bound capacity of the arc, i.e., l ij f ij u ij . We assume henceforth that l ij = 0.
A maximum flow is a feasible flow f * that maximizes the flow out of the source (or into the sink). The value of the maximum flow is s i ∈A s f * si . Given a capacity-feasible flow, an arc i j is said to be a residual arc if i j ∈ A st and f ij < c ij or j i ∈ A st and f ji > 0. For i j ∈ A st , the residual capacity of arc i j with respect to the flow f is c f ij = c ij − f ij , and the residual capacity of the reverse arc j i is c f ji = f ij . Let A f denote the set of residual arcs for flow f in G st , which are all arcs or reverse arcs with positive residual capacity.
A preflow is a flow vector that satisfies capacity constraints, but inflow into a node is allowed to exceed the outflow. The excess of a node v ∈ V is the inflow into that node minus the outflow denoted by e v = u v ∈A st f uv − v w ∈A st f vw . A pseudoflow is a flow vector that satisfies capacity constraints but may violate flow balance in either direction (inflow into a node need not equal outflow). A negative excess is called a deficit.
The Push-Relabel Algorithm
The push-relabel algorithm was developed by Goldberg and Tarjan (1988) . In this section, we provide a sketch of a straightforward implementation of the algorithm. For a more detailed description, see Ahuja et al. (1993) .
The push-relabel algorithm works with preflows, i.e., a flow that satisfies capacity constraints, but flow into a node is allowed to exceed its outflow. A node with strictly positive excess is said to be active.
Each node v is assigned a label l v that satisfies (i) l t = 0, and
Initially, all nodes are assigned a label of zero, and source-adjacent arcs are saturated creating a set of sourceadjacent active nodes (all other nodes have zero excess). An iteration of the algorithm consists of selecting an active node in V , and attempting to push its excess to its neighbors along an admissible arc. If no such arc exists, the node's label is increased by one. The algorithm terminates with a maximum preflow when there are no more active nodes with label less than n. The set of nodes of label n then forms the source set of a minimum cut, and the current preflow is maximum in that it sends as much flow into the sink node as possible. This ends Phase 1 of the push-relabel algorithm. In Phase 2, the algorithm transforms the maximum preflow into a maximum flow. In practice, Phase 2 is much faster than Phase 1. A high-level description of the push-relabel algorithm is shown in Figure 1 .
In the highest-label and lowest-label variants, an active node with highest and lowest labels, respectively, are chosen for processing at each iteration. In the FIFO variant, the active nodes are maintained as a queue in which nodes are added to the queue from the rear and removed from the front for processing.
The generic version of the push-relabel algorithm runs in O n 2 m time. Using the dynamic trees data structure of Sleator and Tarjan (1983) , the complexity is improved to O nm log n 2 /m . Two heuristics that are employed in practice significantly improve the running time of the algorithm:
1. Gap relabeling: If the label of an active node is l and there are no nodes of label l − 1, the sink is no longer reachable through this node. The node is now known to be in Figure 1 .
High-level description of Phase 1 of the generic push-relabel algorithm. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/.
the source set, and this node and all its arcs are removed from the graph for the rest of Phase 1 of the algorithm. 2. Global relabeling: The labels of the nodes are periodically recomputed by finding the distance of each node from the sink in the residual graph. This "tightens" the labels and leads to significantly improved performance in practice.
Once a minimum cut has been identified, a feasible flow is recovered by flow decomposition (discussed in §5). In practice, the time for Phase 1 dominates the time for Phase 2.
The Pseudoflow Algorithm
In this section, we provide a description of the pseudoflow algorithm. Our description here is different from that in Hochbaum (2008) , although the algorithm itself is the same. This description uses terminology and concepts similar in spirit to push-relabel to help clarify the similarities and differences between the two algorithms.
1
The first step in the pseudoflow algorithm, called the min-cut stage, finds a minimum cut in G st . Source-adjacent and sink-adjacent arcs are saturated throughout this stage of the algorithm; consequently, the source and sink have no role to play in the min-cut stage.
The algorithm may start with any other pseudoflow that saturates arcs in A s ∪ A t . Other than that, the only requirement of this pseudoflow is that the collection of free arcsnamely, the arcs that satisfy l ij < f ij < u ij -form an acyclic graph.
Each node in v ∈ V is associated with at most one current arc u v ∈ A f ; the corresponding current node of v is denoted by current v = u. The set of current arcs in the graph satisfies the following invariants at the beginning of every major iteration of the algorithm: Although it is tempting to view the ability to maintain pseudoflows as an important difference between the two algorithms, it is trivial to modify the push-relabel algorithm (as shown in §5) to handle pseudoflows.
The key difference between the pseudoflow and pushrelabel algorithms is that the pseudoflow algorithm allows flow to be pushed along arcs u v in which l u = l v , whereas this is not allowed in push-relabel. Goldberg and Rao (1998) proposed a maximum flow algorithm with complexity superior to that of push-relabel that relied on being able to send flow along arcs with l u = l v .
Initialization
The pseudoflow algorithm starts with a pseudoflow and an associated current forest. Anderson and Hochbaum (2002) showed that, in practice, the choice of the pseudoflow and initial current forest can have a significant impact on the running time of the algorithms.
The generic initialization is the simple initialization: source-adjacent and sink-adjacent arcs are saturated, whereas all other arcs have zero flow.
If a node v is both source adjacent and sink adjacent, then at least one of the arcs s v or v t can be preprocessed out of the graph by sending a flow of min c sv c vt along the path s → v → t. This flow eliminates at least one of the arcs s v and v t in the residual graph. We henceforth assume w.l.o.g. that no node is both source adjacent and sink adjacent.
The simple initialization creates a set of source-adjacent nodes with excess, and a set of sink-adjacent nodes with deficit. All other arcs have zero flow, and the set of current arcs is selected to be empty. Thus, each node is a singleton component for which it serves as the root, even if it is balanced (with 0-deficit).
A second type of initialization is obtained by saturating all arcs in the graph. The process of saturating all arcs could create nodes with excesses or deficits. Again, the set of current arcs is empty, and each node is a singleton component for which it serves as the root. We refer to this as the saturate-all initialization scheme.
A Labeling Pseudoflow Algorithm
In the labeling pseudoflow algorithm, each node v ∈ V is associated with a distance label l v with the following property:
Property 3. The node labels satisfy:
Collectively, the above two properties imply that l v is a lower bound on the distance (in terms of number of arcs) in the residual network of node v from a node with strict deficit. A residual arc u v is said to be admissible if l u = l v + 1. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
A node is said to be active if it has strictly positive excess. Given an admissible arc u v with nodes u and v in different components, we define an admissible path to be the path from root u to root v along the set of current arcs from root u to u, the arc u v , and the set of current arcs (in the reverse direction) from v to root v .
We say that a component of the current forest is a label-n component if for every node v of the component l v = n. We say that a component is a good active component if its root node is active and if it is not a label-n component.
An iteration of the pseudoflow algorithm consists of choosing a good active component and attempting to find an admissible arc from a lowest-labeled node u in this component. (Choosing a lowest-labeled node for processing ensures that an admissible arc is never between two nodes of the same component.) If an admissible arc u v is found, a merger operation is performed. The merger operation consists of pushing the entire excess of root u toward root v along the admissible path and updating the excesses and the arcs in the current forest to preserve Property 1.
If no admissible arc is found, l u is increased by one unit. A schematic description of the merger operation is shown in Figure 2 . The pseudocode for the generic labeling pseudoflow algorithm is given in Figures 3 through 5.
The Monotone Pseudoflow Algorithm
In the generic labeling pseudoflow algorithm, finding the lowest-labeled node within a component may take excessive time. The monotone implementation of the pseudoflow algorithm efficiently finds the lowest-labeled node within a component by maintaining an additional property of monotonicity among labels in a component. Generic labeling pseudoflow algorithm. 
Property 4 (Hochbaum 2008). For every current arc
Simple initialization in the generic labeling pseudoflow algorithm.
/* Saturates source-and sink-adjacent arcs.
Push operation in the generic labeling pseudoflow algorithm. /* Pushes flow along an admissible path and preserves invariants.
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This property implies that within each component, the root is the lowest-labeled node and node labels are nondecreasing with their distance from the root. Given this property, all the lowest-labeled nodes within a component form a subtree rooted at the root of the component. Thus, once a good active component is identified, all the lowest-labeled nodes within the component are examined for admissible arcs by performing a depth-first search in the subtree starting at the root.
In the generic labeling algorithm, a node was relabeled if no admissible arc was found from the node. In the monotone implementation, a node u is relabeled only if no admissible arc is found and for all current arcs u v in the component, l v = l u + 1. This feature, along with the merger process, inductively preserves the monotonicity property. The pseudocode for the min-cut stage of the monotone implementation of the pseudoflow algorithm is given in Figure 6 .
The monotone implementation simply delays relabeling of a node until a later point in the algorithm, which does not affect correctness of the labeling pseudoflow algorithm.
Complexity Summary
In the monotone pseudoflow implementation, the node labels in the admissible path are nondecreasing. To see that, notice that for a merger along an admissible arc u v the nodes along the path root u u all have equal labels and the nodes along the path v root v have nondecreasing labels (from Property 4). A merger along an admissible arc u v either results in arc u v becoming current, or in u v leaving the residual network. In both Figure 6 .
The monotone pseudoflow algorithm. 
cases, the only way u v can become admissible again is for arc v u to belong to an admissible path, which would require l v l u , and then for node u to be relabeled at least once so that l u = l v + 1. Because l u is bounded by n, u v can lead to O n mergers. Because there are O m residual arcs, the number of mergers is O nm .
The work done per merger is O n because an admissible path is of length O n . Thus, total work done in mergers, including pushes, updating the excesses, and maintaining the arcs in the current forest, is O n 2 m . Each arc u v needs to be scanned at most once for each value of l u to determine if it is admissible because node labels are nondecreasing and l u l v + 1 by Property 3. Thus, if arc u v were not admissible for some value of l u , it can become admissible only if l u increases. The number of arc scans is thus O nm because there are O m residual arcs, and each arc is examined O n times.
The work done in relabels is O n 2 because there are O n nodes whose labels are bounded by n.
Finally, we need to bound the work done in the depthfirst search for examining nodes within a component. Each time a depth-first search is executed, either a merger is found or at least one node is relabeled. Thus, the number of times a depth-first search is executed is O nm + n 2 , which is O nm . The work done for each depth-first search is O n ; thus, total work done is O n 2 m . Regarding the complexity of the algorithm, Hochbaum (2008) showed that an enhanced variant of the pseudoflow algorithm is of complexity O mn log n . That variant uses dynamic trees data structure and is not implemented here. Recently, however, Hochbaum and Orlin (2007) showed that the highest-label version of the pseudoflow algorithm has complexity O mn log n 2 /m and O n 3 , with and without the use of dynamic trees, respectively.
Lowest-and Highest-Label Variants
In the lowest-label pseudoflow algorithm, a good active component with the lowest-labeled root is processed at each iteration. In the highest-label algorithm, a good active component with the highest-labeled root node is processed at each iteration.
Implementation
We now describe some details of our implementation. To maintain simplicity of the code, we do not use any sophisticated data structures.
4.6.1. Limiting the Number of Arc Scans. During the labeling algorithm, the arcs adjacent to each node are examined at most once for each value of the node's label. To implement this, we maintain a pointer at each node to the arc that was last scanned to find a merger. If any node is visited more than once for a given label, the search for INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 7.
Run times and operation counts for GENRMF-Long instances. mergers resumes from the last scanned arc, thus ensuring that each arc is scanned at most once for each label. When a node is relabeled, the pointer is reset to the start of its list of adjacent arcs.
4.6.2. Root Management. The lowest-and highestlabel variants require that all roots with positive excess and of a particular label be available when queried. To achieve this, the roots are maintained in an array of buckets, where a bucket contains all roots with positive excess and with a particular label. The order in which roots within a bucket are processed for mergers appears to make a difference to the pseudoflow algorithm. Anderson and Hochbaum (2002) experimented with three root management policies:
1. FIFO: Each bucket is maintained as a queue; roots are added to the rear of the queue, and roots are retrieved from the front of the queue.
2. LIFO: Each bucket is maintained as a stack; roots are added to the top of the stack, and roots are retrieved from the top of the stack.
3. Wave: This is a variant of the LIFO policy. Each bucket is still maintained as a stack, with roots being added to the top of the stack and being retrieved from the top. However, when the excess of a root changes while it is in the bucket, it is moved up to the top of the stack.
Note that the wave management policy is the same as the LIFO policy for the lowest-label variant because the excess INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. of a root with positive excess does not change while it is in a bucket. (When a root is processed in the lowest-label algorithm, all mergers are from a component with positive excess to one with nonpositive excess, leaving all other roots with positive excess unchanged.)
4.6.3. Gap Relabeling. We use the gap-relabeling heuristic of Derigs and Meier (1989) , who introduced it in the context of push-relabel. When we process a component whose root has label l and there are no nodes in the graph with label l − 1, we conclude that the entire component has no residual paths to the sink and is hence a part of the source set of a min cut. The entire component can thus be ignored for the rest of the algorithm. In practice, this is achieved by setting the labels of all nodes in that component to n.
Flow Recovery
The min-cut stage of the pseudoflow algorithm terminates with the minimum cut and a pseudoflow. Flow recovery refers to the process of converting the pseudoflow at the end of the min-cut stage to a maximum feasible flow.
Given a feasible flow in a network, flow decomposition refers to the process of representing the flow as the sum of flows along a set of s-t paths, and flows along a set of directed cycles, such that no two paths or cycles are comprised of the same set of arcs (details are in Ahuja et al. 1993, pp. 79-83) . Hochbaum (2008) showed that flow recovery can be done in O m log n by flow decomposition in a related network. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 9.
Run times and operation counts for AK instances with simple initialization. An equivalent implementation of flow decomposition that was used by Hochbaum (2008) starts with each excess node and performs a depth-first search in the reverse flow graph (arcs with strictly positive flow) to identify paths back to the source node or cycles, and decreases flow along these paths or cycles until all excesses have been returned to the source. For the strict deficit nodes, a depth-first search is performed starting at each deficit node to find paths to the sink, and flow is reduced along these paths until all deficits have been returned to the sink.
Our initial experiments indicated that this form of flow recovery is not very robust because this procedure could end up finding several paths/cycles with relatively small amounts of flow on them. To correct this, we use a different approach that is theoretically less efficient, but is faster and more reliable in practice.
Our experiments indicated that the time spent in flow recovery is in most cases small compared to the time to find the minimum cut.
Initialization for Push-Relabel and Pseudoflow Algorithms
As discussed in §4.1, the pseudoflow algorithm can be initialized with any pseudoflow and a corresponding current forest. In this section, we describe how to initialize both the pseudoflow and push-relabel algorithms with an arbitrary pseudoflow. We do this by constructing a graph corresponding to the pseudoflow such that the min-cut and max-flow can be obtained by solving the min-cut and maxflow problems on this new graph. For a pseudoflow f in the graph G st = V st A st , we construct a graph G , where pseudoflow f is feasible, by INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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2. A set of deficit arcs denoted by A t = t i ∀ i ∈ V e i < 0 . Each arc t i has capacity c ti = e i .
The capacities of all other arcs in G are the same as that in G, i.e., c ij = c ij ∀ i j ∈ A st . Because only added arcs are directed from the sink and into the source, the minimum cut partition in G is the same as that in G st .
Let the flow vector f in G be obtained by setting f ij = f ij ∀ i j ∈ A st and f ij = c ij ∀ i j ∈ A s ∪ A t . The flow f is feasible in G because flow balance is enforced at all nodes by construction. Hence, the residual graph G f for this feasible flow will have the same minimum cut partition as that in G , and hence the same as that in G st .
This leads to the following claim:
Claim 5.1. The minimum cut in graph G st initialized with an arbitrary pseudoflow f can be obtained using any minimum cut algorithm by solving for the minimum cut in the graph G f .
To summarize, our initialization procedure, given a pseudoflow f in G st , is to generate the graph G f , which has node set V st and the following arcs:
1. For each i j ∈ A st with flow f ij and capacity c ij , A f contains two arcs-an arc i j with capacity c ij − f ij and an arc j i with capacity f ij .
2. For each node i ∈ V with excess e i > 0, A f contains the arc s i with capacity e i . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 11.
Run times and operation counts for acyclic dense (AC) instances. 3. For each node i ∈ V with excess e i < 0, A f contains the arc i t with capacity e i .
We now show how to convert a maximum flow in G f to a maximum flow in G st .
Claim 5.2. Given a maximum flow in G f , it is possible to construct a maximum flow in
Proof. Let the maximum flow in G f be denoted by f * . Because G f is simply the residual graph corresponding to a feasible flow in G , the maximum flow in G is given by
Because we have a feasible flow, we decompose the maximum flow in G into a set of simple paths and cycles. Because arcs in A s ∪ A t are either directed into the source or out of the sink, they cannot belong to any of the simple paths from s to t. Thus, the flows on arcs A s and A t can only belong to the set of cycles in the decomposed flow. Eliminating the flow on all cycles that contain A s and A t , we obtain a flow vector such that the flow on the arcs A s and A t is zero. This flow vector is feasible to G st because:
1. The flows on A s and A t are zero, so these arcs can be removed from G ; this gives us G st .
2. Eliminating cycles preserves flow balance at all nodes.
3. The flow f c ij = c ij for all arcs in A st . Therefore, reducing f will generate a capacity-feasible flow in G st .
Further, because we only eliminated flows along cycles, the resulting flow vector achieves the same total flow as the maximum flow in G and is hence optimal to G st .
G has at most m + n arcs and n nodes, so the total work done in flow decomposition is O mn . Using the dynamic trees data structure of Sleator and Tarjan (1983) , this can be improved to O m log n .
Experiments
This section describes our experimental setup and testing methodology. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 12.
Run times and operation counts for line-moderate instances. 
Implementations
We implemented five variants of the pseudoflow algorithm: highest label with FIFO buckets (pseudo_hi_fifo), highest label with LIFO buckets (pseudo_hi_lifo), highest label with wave buckets (pseudo_hi_wave), lowest label with FIFO buckets (pseudo_lo_fifo), and lowest label with LIFO buckets (pseudo_lo_lifo). The latest version of the code (version 3.21) is available at Pseudoflow solver (Chandran and Hochbaum 2007) . The implementation of the highest-level push-relabel algorithm hi_pr (version 3.6) was obtained from Goldberg (2007) . This implementation is an improvement over the h_prf implementation by Goldberg and Cherkassky (1997) , which was previously considered to be the best implementation of push-relabel.
Computing Environment
The experiments were run on a Sun UltraSPARC workstation with a 270 MHz CPU and 192 MB of RAM. All codes were written in C and compiled with the gcc compiler using the -O4 optimization flag.
We performed the machine calibration experiment as suggested by DIMACS (2007) . Table 1 shows the running times for the two tests with and without compiler optimization.
Problem Classes
The problem instances we use are the well-known generators used in DIMACS (1990) and are available as part Table 1 .
Average running times for Dimacs machine calibration tests. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/. Figure 13 . Run times and operation counts for RLG-Long instances. of CATS (2007). Unless otherwise stated, the instance generated depends on a random seed. These problem classes are:
• AC: The acyclic dense network family with parameter k has n = 2 k nodes and n n + 1 /2 arcs.
• AK: The AK generator was designed by Goldberg and Cherkassky (1997) as a hard set of instances for push-relabel and Dinic's (1970) algorithms. Given a parameter k, the program generates a unique network with 4k + 6 nodes and 6k + 7 arcs. The instance does not depend on a random seed in that the graph, given the number of nodes, is unique.
• GENRMF-Long: This family is created by the RMFGEN generator of Goldfarb and Grigoriadis (1988) .
A network with n = 2 x nodes is generated using parameters a = 2
x/4 and b = 2 x/2 . • GENRMF-Wide: This family is created by the RMFGEN generator. A network with n = 2 x nodes is generated using parameters a = 2 2x/5 and b = 2 x/5 . • Washington RLG-Long: A network with n = 2 x nodes in this family is generated by the Washington generator using function = 2, arg1 = 64, arg2 = 2 x−6 , and arg3 = 10 4 .
• Washington RLG-Wide: A network with n = 2 x nodes in this family is generated by the Washington generator using function = 2, arg1 = 2 x−6 , arg2 = 64, and arg3 = 10 4 . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 14.
Run times and operation counts for RLG-Wide instances. • Washington Line-Moderate: A network with n = 2 x nodes in this family is generated by the Washington generator using function = 6, arg1 = 2 x−2 , arg2 = 4, and arg3 = 2 x/2 −2 . (Picard 1976) . The maximum closure problem reduces to a minimum s-t cut problem in a so-called "closure" graph where all source-adjacent and sink-adjacent arcs have finite capacity, and all other arcs have infinite capacity.
The instance generator creates graphs from the following four inputs:
1. n: number of nodes in the graph. 2. p: probability of existence of each arc i j . Note that this could create cycles in the graph.
3. w: probability that each node is weighted. Given that a node is weighted, its weight is an integer uniformly distributed in −10 000 10 000 .
4. s: a random seed to initialize the random number generator. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. Table 2 .
Relative running times of highest-and lowest-label pseudoflow algorithms on "small" instances.
Testing Methodology
We first compared the different variants of the pseudoflow algorithms (highest with FIFO, LIFO, and wave buckets and lowest with FIFO and LIFO buckets) to see if there is a difference in their performance (all algorithms have the same theoretical complexity). The relative running times of the algorithms for small instances is shown in Table 2 . The lowest-label algorithm is clearly dominated by the highest-label algorithm for all instances except the AC problem family. Although there is usually little difference between the highest-label variants, the FIFO variant clearly outperforms the others on the GENRMF-Wide family of instances. Overall, we chose the FIFO variant to be the best overall, and compared this variant to the highest-level pushrelabel algorithm, which was shown to be best of the pushrelabel variants by Goldberg and Cherkassky (1997) .
For each problem type of a particular size, we generated 10 instances, each using a different seed. The sequence of seeds was itself generated randomly. For each instance, we averaged times over five runs. Thus, for instances that depend on a random seed, each data point for a given problem size is the average of 50 runs. For the AK problem family (where the graph is unique for a given problem size), each data point was the average of five runs of the instance.
To demonstrate the effect of initialization on push-relabel and pseudoflow, we consider only the AK problem class where the saturate-all initialization was found to substantially improve the performance of both algorithms.
We collected operation counts for all runs. For each family, we report on the "common" operations to both algorithms, i.e., relabels, arc scans, and pushes. For pushrelabel, the number of relabels does not include those performed during global relabeling.
We report run times (time to find minimum cut and time to find the maximum flow) for all instances. These run times are CPU times obtained using the getrusage function in C, and does not include time to read the input or print the solution. In order to keep operation counts (which involve long integer addition) from interfering with the run time, we ran each instance twice-once with operation counts being collected and once without-and report run times that are from the runs during which no operation counts were collected.
Results
In this section, we provide the results of our experiments for each problem family. Figures 7 through 17 show the scaling behavior and run times of the algorithms on each of the studied problem instances. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 15.
Results for low-density closure instances (arc density 0.5%). 
GENRMF-Long
Push-relabel is slower than pseudoflow on the smaller instances, but appears to almost catch up with pseudoflow for the medium-sized instances. However, it subsequently becomes relatively slower, and the gap between the two algorithms appears to increase with problem size. This appears to correlate with the number of relabels performed. Push-relabel initially performs fewer relabels than does pseudoflow, but performs more on the larger instances. The number of global relabels also goes up for the larger instances; the average number of global relabels performed on the six instances were 5. 1, 5.2, 5.3, 5, 9.5, 13.3, and 21, respectively. Note that the number of relabels and arc scans reported here for push relabel do not include the number of relabels performed during global relabeling. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 16.
Results for medium-density closure instances (arc density 5%). 
GENRMF-Wide
The pseudoflow implementation is consistently faster than push-relabel (it performs more pushes than push-relabel, but fewer relabels and arc scans). We also observed that push-relabel performs an order of magnitude more global relabels compared to other instances.
AK
The highest-label pseudoflow FIFO variant is faster than push-relabel, although it is noted that the AK family of instances were designed to be a hard set of problems for push-relabel, and poor performance is to be expected. We see that although both pseudoflow and push-relabel perform INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Figure 17.
Results for high-density closure instances (arc density 50%). roughly the same number of pushes and relabels, pushrelabel performs a significantly larger number of arc scans. The run time of both algorithms decreases significantly when the saturate-all initialization is used, as shown in Figure 10 . We report only the time to minimum cut for this initialization because the transformation described in §5 preserves only the minimum cut in the graph and additional work (equivalent to flow decomposition) needs to be done to recover the maximum flow in the original graph.
An AK instance is an acyclic network in which saturating all arcs preserves flow balance for many nodes. This results in a residual network in which a large number of nodes are unreachable from the source and/or from which the sink is unreachable, which makes the problem easy to solve. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Acyclic Dense
The pseudoflow implementation is significantly faster than push-relabel on all instance sizes; we observe that pushrelabel performs significantly many more arc scans and pushes. We noticed that the number of pushes per merger was comparable to the number of nodes (for the largest instances, it is 40%-50% of the number of nodes). We suspect that these long push sequences (along arcs in which both end points possibly have the same label) are responsible for pseudoflow's good performance.
Line Moderate
The pseudoflow implementation is again faster on all instances due to fewer arc scans. This was one of only two families where pseudoflow performed more relabels.
RLG-Long
Push-relabel scales better than pseudoflow with problem size, although it is better than pseudoflow only in the largest instances. This was one of only two families where pseudoflow performed more relabels.
RLG-Wide
Pseudoflow is faster in all instances in addition to scaling better than push-relabel. The operation counts do not provide much insight into the differences between the two algorithms.
Maximum Closure
We report the results of our instances on nine classes of graphs: three values of density of weighted nodes in the graph (1%, 10%, and 100%), and three values of arc densities (0.05%, 5%, and 50%) for each of the weight densities. We report only the time to the minimum cut because the maximum closure problem, by definition, is only to solve for the minimum cut.
The pseudoflow code is faster across all closure instances, and it scales better for the low-density instances. The only observation we made from the operation counts was that while the number of pushes and relabels were roughly the same for both implementations, push-relabel performed an order of magnitude more arc scans than pseudoflow.
Conclusions
The highest-label pseudoflow implementation is faster than push-relabel on all but the largest instances of one problem class (RLG-Long). Our work is of significance because it was widely accepted until now that push-relabel was the fastest algorithm in practice for the maximum flow problem. Because the min-cut and max-flow are of interest both as stand-alone problems and as subroutines in other algorithms, our implementation could be used to efficiently solve a wide range of problems.
Among the different pseudoflow variants, the highestlabel algorithm was in general faster and more robust across different problem families than the lowest-label algorithm. This is similar to past findings for push relabel (for example, by Ahuja et al. 1997) in which the lowest-label variant was found to be slower than the highest-label variant.
We observed that the number of relabels performed by push-relabel was generally greater than that of pseudoflow, in spite of the global relabeling heuristic used in pushrelabel. One possible explanation is that pseudoflow allows pushes along arcs where both ends of the arc have the same label. Such arcs would be inadmissible in pushrelabel, needing at least one relabel to push flow along such an arc. Endnote 1. We thank an anonymous referee for proposing this description.
