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Abstract
We present a computational tool that can be used to obtain the “spatial”
homology groups of a causal set. Localisation in the causal set is seeded by
an inextendible antichain, which is the analog of a spacelike hypersurface,
and a one parameter family of nerve simplicial complexes is constructed by
“thickening” this antichain. The associated homology groups can then be
calculated using existing homology software, and their behaviour studied as a
function of the thickening parameter. Earlier analytical work showed that for
an inextendible antichain in a causal set which can be approximated by a glob-
ally hyperbolic spacetime region, there is a one parameter sub-family of these
simplicial complexes which are homological to the continuum, provided the
antichain satisfies certain conditions. Using causal sets that are approximated
by a set of 2d spacetimes our numerical analysis suggests that these conditions
are generically satisfied by inextendible antichains. In both 2d and 3d sim-
ulations, as the thickening parameter is increased, the continuum homology
groups tend to appear as the first region in which the homology is constant, or
“stable” above the discreteness scale. Below this scale, the homology groups
fluctuate rapidly as a function of the thickening parameter. This provides
a necessary though not sufficient criterion to test for manifoldlikeness of a
causal set.
1 Introduction
Any approach to quantum gravity which assumes an underlying Plank scale space-
time discreteness also requires, alongside, a description of how continuum topology
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and geometry arise from the discrete substructure. Since the continuum description
is apparently robust down to sub-nuclear scales, the effects of discreteness must be
hidden from standard physics, though the possibility that its signatures can leak
out to scales accessible to current observations and experiments has not been ruled
out. Replacing spacetime with a collection of discrete elements cannot suffice, since
the only natural topology is the discrete one, and the only natural geometry is one
which makes an element infinitely far (or close) to every other element. From purely
continuum considerations one is then led to conclude that the discrete elements
must, at a minimum, be supported by additional relations.
For a theory based on Lorentzian spacetimes, the most natural relation is the
causal relation. The importance of the causal relation to continuum Lorentzian
geometry is emphasized by Malament’s result that the causal structure determines
the conformal class for strongly causal spacetimes [1]. The conformal factor is the
remaining degree of freedom, and is determined by the local volume element. The
causal set theory (CST) approach to quantum gravity gives primacy to the causal
relations while assuming a fundamental discreteness. The discrete substructure that
replaces spacetime is taken to be a locally finite partially ordered set or causal set,
where the order relation maps to the causal relation in the continuum approximation
of the theory [2, 3, 4].
In CST, the approach to the continuum has a concrete prescription in terms of a
faithful embedding Φ : C → (M, g) from a causal set C to a spacetime (M, g). If such
a Φ exists, then C is said to be approximated by (M, g). Φ is an order preserving
map which preserves, on average, the local correspondence between cardinality and
spacetime volume. By this we mean that the events in M to which the elements
of C are mapped arise from a Poisson process at some given density V −1c . Thus,
the average number of causal set elements in a given spacetime volume V is given
by 〈N〉 = V/Vc. Putting this together with the Malament result, one obtains, in
the continuum approximation of CST, the maxim “Order + Number ∼ Spacetime”.
This construction allows several kinematical questions to be addressed within CST
without explicit reference to the dynamics1.
A valuable feature of the random lattice associated with the continuum approx-
imation is that it also implies local Lorentz invariance [9]. The randomness however
makes the task of extracting spacetime topology and geometry from the causal set
more difficult than for a regular lattice in which each element has a fixed finite
valency. On the other hand, for a causal set that is approximated by Minkowski
spacetime, the elements have infinite valency, a legacy of local Lorentz invariance.
This means that there is no useful (local) definition of nearest neighbours for a given
1A dynamical law may be expressed with CST, for example, as a (quantum) measure on the
space of histories, e.g. as arising from a process of sequential growth [5, 6], or in terms of an action
functional on causal sets [7, 8].
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element in such a causal set. However, the prescription for a faithful embedding is
itself concrete enough that substantial progress has been made in extracting con-
tinuum information from the causal set. In particular, one now has a reasonable
understanding of how spacetime dimension [10], time-like and spacelike distances
[11, 12], and a localised Ricci scalar [7] can be constructed intrinsically in a causal
set.
The construction of spacetime homology has been addressed in detail in [13], and
the current work is a numerical follow-up of the analytical results. Rather than con-
sider the full spacetime topology, this construction uses a spatial localisation of the
causal set to extract continuum information. In any causal set C, a set of mutually
unrelated elements forms an antichain, and a complete set of such elements forms an
inextendible antichain A. This is the analog of a “fixed time slice” and can be used
to obtain a frame-dependant localisation. Since the elements of A are unrelated
(or spacelike related in the continuum approximation) it has insufficient intrinsic
topological information. Instead A can be enriched by borrowing information from
its embedding in the causal set. One way to do this is to “thicken” it to some T (A)
by including elements that are in its neighbourhood. This thickened antichain T (A)
is endowed with a richer topological and geometric structure compared to A, and
the idea is to use it to compare to the continuum.
In [14, 13] spacetime volume n was used as a thickening parameter. For an A
which admits a certain “separation of scales” it was shown that there is a range
of n for which the nerve simplicial complex constructed from Tn(A) is homological
to the continuum with high probability. As discussed in greater detail in Section
2 this is possible so long as there exists an n such that Tn(A) is “thick enough”
locally compared to the discreteness scale, but also thin enough to admit a sensible
localisation. This separation of scales is guaranteed in the continuum limit with the
discreteness scale going to zero as the sprinkling density is made larger. However,
given a fixed sprinkling density, it is not obvious how generic such antichains are.
Thus it becomes pertinent to ask, for a causal set C which is approximated by a
spacetime, how likely is it that one will pick an inextendible A in C which admits
this separation of scales. The current work addresses this question using numerical
techniques. Using causal sets obtained from discretisations of 2d and 3d spacetimes,
as well as those generated by other means, we propose a necessary but not sufficient
criterion for manifoldlikeness of a causal set.
We use a Cactus based causal set computational tool [15, 16] to construct causal
sets, pick out a thickened antichain and construct its nerve simplicial complex.
Subsequently, we employ the CHomP homology package [17] to calculate the spatial
homology groups for a suite of causal sets. The first class of causal sets arise from
discretisations of the following spacetime regions: (i) the flat 2d and 3d intervals
with topologies I × I and I × I × I respectively, (ii) the 2d cylinder spacetime with
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topology S1 × I, (iii) 3d flat spacetimes with topologies T 2 × I and S1 × I × I,
with different spatial sizes to examine Kaluza-Klein type effects, (iv) the “split”
2d trousers, I ⊔ I → I and (v) the 2d expanding FRW spacetime with topology
S1 × I. The second class of causal sets arise from non-manifoldlike considerations:
(i) from the transitive percolation dynamics which belongs to the classical sequential
growth class of dynamics studied in [5, 18] and (ii) the tower-of-crowns poset which
is a “crystalline” causal set obtained via a regular discretisation of the 2d cylinder
spacetime.
Our results demonstrate that, for causal sets that are approximated by a class
of 2d or 3d spacetimes, the continuum homology groups are stable (constant) over a
large range of thicknesses. While some of the 3d computations, being more CPU in-
tensive, give only an indication of stability, the 2d computations allow us to identity
quantitative correlations between the causal set and the continuum. In the 2d case,
for each causal set obtained from a discretisation of a spacetime from the above set,
we use an ensemble of 100-200 randomly generated antichains and obtain homology
as a function of thickening for each. We find that the continuum homology has a
tendency to appear in a contiguous range of thicknesses. We characterise the sta-
bility of the homology in terms of a dimensionless parameter, the “stability ratio”
sR (see eqn (3) and the following discussion) and define a region to be stable only if
sR & 1. We find that the continuum homology does not appear as the most stable
region. However, when the width of the stable region is required to be much larger
than the discreteness scale, the continuum homology appears as the first stable re-
gion for a high percentage of the trials. Moreover, the homology changes rapidly
before the first stable region begins, and when comparing across different trials is
uncorrelated for small n.
While our 3d results support these conclusions, the quantitative analysis is lim-
ited by computational constraints. In particular, only minimal antichains are used
in all the computations. Such an antichain, made up of the minimal elements of the
causal set, is extrinsically as flat as possible, since it stays close to the flat boundary
of the sprinkling region. For this choice, a stable region with the continuum homol-
ogy starts to appear, but the computation cannot always be carried out for large
enough thicknesses to establish whether the region is stable. An interesting class of
causal sets are those obtained from discretisations of Kaluza Klein type spacetimes,
with topologies T 2× I and S1× I × I, where the size of the compactified (internal)
dimension S1 with respect to the non-compact (external) spacetime S1×I or I×I is
varied. When the compactification scale is small, of order of the sprinkling scale, we
find that its topology does not show up in the stable homology which matches only
that of the external spacetime. Thus, one gets an effective 2d topology as expected.
As the size of the compactified region is increased, an intermediate stable homology
begins to arise which suggests the presence of an internal manifold.
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Apart from validating the analytic results of [13] our results suggest a test for
manifoldlikeness in a causal set.2 Namely, for a causal set C, if in a statistically
large sample of randomly chosen antichains in C (i) the homology groups for the
first stable region obtained from each antichain agree for most of the trials and (ii) for
each of the sampled antichains at thickness of the order of the discreteness scale the
homology changes rapidly but does not agree over even a small fraction of the trials,
then C satisfies a necessary but not sufficient condition for manifoldlikeness. We
demonstrate our test on causal sets generated via a transitive percolation dynamics
[5, 18] as well as for the tower of crowns causal sets. We find that while causal
sets generated by a class of transitive percolation dynamics qualitatively suggest
manifoldlikeness, they do not pass the quantitative tests. The tower-of-crowns causal
set, which we examine analytically, is an example of a non-manifoldlike causal set in
which there is a consistent first stable homology region, but for a large “preferred”
set of antichains it begins immediately, i.e., there is no initial region of varying
homology.
Our results and analysis suggest that the criterion put forth may be more gen-
erally valid. It would be useful to carry out the computations in higher dimensions
as a check, but as the spacetime dimensions increase, so does the dimension of an
average simplex in the nerve. While the Cactus based programs are very efficient
in generating the nerves for a large range of thicknesses for causal sets with O(105)
elements, the homology program CHomP baulks (and reasonably so) at these very
large simplices.
We devote the next section to preliminaries, and describe the computational set
up in Section 2.2. We present the stable homology results in Section 3 and the tests
for manifoldlikeness in Section 4. In section 5 we discuss our results and some open
questions.
2 Preliminaries
A causal set (or causet) C is a finite or countable collection of elements, along with
a binary order relation ≺ which is transitive (x ≺ y and y ≺ z ⇒ x ≺ z, irreflexive
(x ⊀ x), and locally finite (|past(x) ∩ fut(y)| <∞. Here, past(x) ≡ {y ∈ C|y ≺ x},
fut(x) ≡ {y ∈ C|x ≺ y}.
A subset S of a causal set C is implicitly endowed with the causal relation of
C restricted to the subset S, and is referred to as a sub-causal set or subcauset
with S ⊆ C. The future and past of an element x ∈ S restricted to S are denoted
2See [21] for a different test for manifoldlikeness for causal sets that are approximated by an
interval in 2d Minkowski spacetime.
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as fut(x, S) and past(x, S), respectively. A chain is a subcauset which is totally
ordered so that every pair of elements is related, and an inextendible antichain A
is a subcauset of the causal set C which has no relations among its elements, and
for which every element x ∈ C is related to at least one element of A. A maximal
element x ∈ S ⊆ C has fut(x, S) = ∅ and a minimal element y ∈ S ⊆ C has
past(y, S) = ∅.
Associated with A is its “volume thickened” neighbourhood, the subcauset
Tn(A) = {x ∈ (fut(A) ∪ A) | |past(x) \ past(A)| ≤ n} , (1)
where n is any non-negative integer, and T0(A) ≡ A.3 In [13] Tn(A) was used to
prove a correspondence between the continuum and the causal set homology and
hence will play a crucial role in our analysis. The parameter n corresponds to a
scale and can be used to compare with continuum expectations.
Apart from its use in homology studies, this thickening also has the rather inter-
esting property that it leads to an eventual smoothing out of the original antichain,
i.e., the extrinsic curvature is gradually “uniformised” on the antichain obtained
from the maximal elements of the thickening as shown in Fig 14. The reason for this
is that the volume thickening tends to “fill up” the valleys, or regions of negative ex-
trinsic curvature regions faster than it grows the hills, or regions of positive extrinsic
curvature5. A past volume thickening has the opposite effect and uniformises extrin-
sic curvature to the past. A qualitative understanding of this smoothing property in
the continuum comes from comparing the past volumes down to Σ, of two elements
p, q in the future of a spacelike hypersurface Σ, both a fixed proper time from Σ. If
v(p) ≡ I−(p)∩Σ contains a positive extrinsic curvature region and v(q) ≡ I−(q)∩Σ
a negative extrinsic curvature region (where I±(x) denotes the causal future and
past of x) then v(p) > v(q). Thus q will be incorporated into a smaller volume
thickening of Σ than p, which suggests that the negative extrinsic curvature regions
thicken “faster” than the positive curvature regions.
2.1 Constructing the Nerve Simplicial Complex
Starting from a volume thickening Tn(A) of an antichain, we begin by constructing
“shadows” of the pasts of the maximal elements {mi} of Tn(A) onto A
Sin ≡ (mi ∪ past(mi)) ∩A. (2)
3This differs marginally from the definition used in [13], where the counting included x.
4In several of the figures including this one, we have “thinned” the embeddings in order to have
visual clarity in a black and white printout. However, they are best viewed in colour.
5This smoothing out of extrinsic curvature appears to be at least qualitatively not-unlike a
Ricci-type flow although it is difficult to construct a local flow equation to make a clear comparison
[22].
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Figure 1: A causal set obtained from a sprinkling of N = 20, 000 elements into a portion
of the 2d cylinder spacetime S1 × I, with x = 0 ∼ x = 1. In order to avoid cluttering, the
relations have not been drawn, but are determined by the 45 deg light cones. A random
inextendible antichain has non-uniform induced extrinsic curvature (emphasised by the
jagged line). Thickening it to a volume of n = 1000 tends to uniformise the curvature.
The collection On = {Sin} covers A since ∪iSin = A which is also locally finite.
The associated nerve simplicial complex N (On) is constructed by assigning to every
element of On a vertex, and to every n-wise intersection, an n− 1-simplex [23].
Fig 2 gives an example of two different nerves constructed from two different
locally finite coverings of the circle. These can be thought to arise from a continuum
B
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E F
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E
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Figure 2: Nerves constructed from two different coverings of S1. (a) This nerve is homo-
logical to the circle since H0 = Z, H1 = Z. (b) This nerve is homological to a point since
H0 = Z is the only non-trivial homology group.
version of the shadow construction for a simple spacetime like the flat cylinder S1×R,
where ds2 = −dt2 + dx2, and x = 0 ∼ x = 1. Starting with the t = 0 slice, we
can volume thicken to the future. As shown in [13] the future boundary of such a
thickening is itself homeomorphic to S1, and one can pick a few points on this to
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obtain a finite shadow cover of the t = 0 slice. For small thickness, it is possible to
stay within the so called convexity volume vc associated with the slice, which is the
largest thickening for which the shadows are convex subsets of S1. For such finite
coverings, a theorem due to De Rham and Weil tells us that the nerve simplex is
homotopic to S1 [24]. However, once the convexity volume is passed, the simplicial
complexes are not necessarily homotopic to S1. A useful example of how higher
dimensional homology can arise from such a construction is given in Fig 3.
A
B C
D
ACD
ABD
ABC
BCD
A
B
ACD
(a)
ABC
C
D
ABD
BCD
Figure 3: A covering of S1 made up of 4 non-convex subsets. The three way intersections
are all non-zero, resulting in 4 2-simplexes which make up the boundary of a tetrahedron.
However, there is no 4-way intersection, so the interior of the tetrahedron is left empty.
Thus, the non-trivial homology groups are H0 = Z and H2 = Z, even though the covering
is of a 1-dimensional manifold.
Past the convexity volume is another important regime associated with the “cos-
mological scale” vλ. This is the thickening at which at least one of the shadows Sc
encompasses all of the initial hypersurface. Such a scale can be infinite as in the
case of Minkowski spacetime, but is finite for compact spacetime regions. Not only
does Sc intersect all other shadows, but also all their intersections. This means that
if the nerve contains a non-trivial cycle without the vertex Sc, its addition must nec-
essarily collapse it to a trivial cycle. Hence the existence of such an Sc “washes” out
non-trivial homological information contained in the spatial slice. This cosmologi-
cal scale is therefore the thickening limit beyond which useful spatial homological
information cannot be extracted.
In [13] it was shown that, for a causal set that is approximated by a globally
hyperbolic region of spacetime at a given sprinkling density V −1c , the nerve N (On)
is homological to the continuum for a large range of n’s, as long as A satisfies a
certain separation of scales. In analogy with the continuum, n must be less than
the convexity number nc ≡ vc/Vc. Moreover, not only should n ≫ 1, i.e., be far
from the discreteness scale (n ∼ 1), but also be large enough that Tn(A) is not too
“thin” in patches; since the thickening is uneven if A has a non-uniform extrinsic
curvature to start with, the maximal elements of Tn(A) may continue to lie close
to A even for n ≫ 1. This determines an additional scale n0, related to a minimal
proper distance. The separation of scales requirement is then 1 ≪ n0 ≪ n ≪ nc,
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where the ≪ are required to take into account the possibility of large fluctuations.
For example, the volume containing nc sprinkled elements can be much larger than
the convexity volume vc beyond which the continuum results are not valid. The
separation of scales therefore allows the possibility of a large range of n for which
N (On) is homological to the continuum. Fig (4) shows how the separation of scales
manifests itself in the 2d flat cylinder spacetime with topology S1 × I.
∆ n~
cV t ~ 
t
t=L/2
Cosmological Scale 
Convexity volume 
t=L/4
t=0 
A 
Discreteness scale 
Figure 4: The convexity volume and the cosmological scale for a t = 0 slice in the 2d
cylinder spacetime with spatial size L are shown. For a causal set C which is approximated
by this region of the spacetime, the minimal inextendible antichain A in C is approximated
by the t = 0 slice. While the region of first stable homology for the continuum slice is
t ∈ (0, L/4), that for A ⊂ C lies in the region t ∈ (& √Vc, L/4) where
√
Vc represents, in
this case, the discreteness timescale.
If it can be shown that inextendible antichains in such a causal set C generi-
cally satisfy the separation of scales, then the appearance of a stable homology can
conversely be taken to be an indicator of manifoldlikeness. The analytical results,
while robust, do not help address this question.
2.2 The Computations
Our primary aim in this work is to further the idea that stable homology can be
used to test for manifoldlikeness of a causal set. Given the complexity of causal sets,
such a test requires the use of numerical tools described below.
The construction of the nerve simplicial complex uses a causal sets toolkit [16]
within the Cactus high performance computing framework [15]. The toolkit consists
of a number of modules called “thorns”, which provide various functionalities needed
to perform computations with causal sets. The first step is to choose a spacetime
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(M, g) from which a causal set C can be obtained. Next, we sprinkle into the space-
time, which yields a number of causet elements sampled from a Poisson distribution
with mean N . (It is to be understood below that phrases such as “a sprinkling of
N = 20, 000 elements” means we sprinkle with N set to 20,000, not that the causal
set necessarily contains 20,000 elements.) The induced causal relations between the
elements are then computed to obtain C. This latter process requires a detailed
knowledge of the causal structure of (M, g) which is not always readily available.
Therefore the suite of spacetimes used is currently limited to a set whose causal
structure is explicitly known. The software provides for sprinkling into a variety of
topologies of conformally flat spacetime, for any spacetime dimension up to 8+1.
It also provides many fundamental set operations which are needed for the compu-
tations described in this paper, such as computing pasts and futures, unions and
intersections, and minimal and maximal elements.
Of course, one also wants to generate causal sets in other ways besides sprinkling
into spacetimes, since this avoids an a a priori assumption of manifoldlikeness. The
causal sets toolkit provides several examples of such causal sets, some of which are
generated via so-called sequential growth dynamics [5].
Once a causal set C has been generated, an inextendible antichain A is picked
in one of two ways. The simplest choice is the set of minimal elements. This ties
A to the choice of the arbitrarily defined bounding frame for the sprinkling, and is
therefore unnatural. A more natural and robust procedure is to choose a randomly
generated inextendible antichain, and to subsequently consider a large number of
such choices, to account for statistical fluctuations.
Since these random antichains are used in a crucial way in the 2d computations,
we discuss it in some detail. We use the following algorithm for selecting an in-
extendible antichain. First, select an element from the causal set at random with
a uniform distribution, but restrict this first selected element of the antichain to
have label ≤ M/2, where the labels of the elements are in [0, . . . ,M − 1] (M is the
total number of elements in the causal set). The labels of the elements are given in
the order of their time coordinates for sprinklings, or as described in Section 4 for
non-sprinkled causal sets. The labeling is always a natural labeling, meaning that
if i ≺ j in the causet order then their labels satisfy i < j. Thus this restriction has
the effect of causing the antichain to tend to live in the lower half of the causal set,
which is useful because we always thicken it to the future.
Next, select a second element which is unrelated to the first, again with a uniform
distribution on the eligible elements (i.e. the set of elements unrelated to the first,
irrespective of their labels). Then select a third which is unrelated to the first two,
again with a uniform distribution. Repeat until there are no elements remaining
which are unrelated to any element selected thus far. This will select an inextendible
antichain at random, from any causal set. Fig 5 depicts a collection of such random
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antichains. Hugging the t = 0 surface is the minimal antichain. The figure indicates
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 0.2
 0.4
 0.6
 0.8
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x
Figure 5: A selection of randomly generated inextendible antichains in a causal set ob-
tained from a sprinkling of N = 5, 000 elements into the 2d cylinder spacetime S1 × I,
with x = 0 ∼ x = 1. The minimal antichain (not randomly generated) hugs the t = 0 line.
We have used lines to connect the elements of the individual antichains for visual clarity.
that the algorithm tends to pick out antichains with highly varying induced extrinsic
curvature, and hence those that are “almost null” with respect to the preferred
slicing of the spacetime. These antichains seem to be the least likely to satisfy the
analytical criterion for separation of scales, since “thin” patches may persist up to
the convexity volume scale. In the case of an embedding into the cylinder spacetime
ds2 = −dt2 + dx2, with x = 0 ∼ x = 1 and topology S1 × I, let us consider the
extreme example of a two-element antichain for which the nerve construction is
inadequate; the only two possible homologies are H0 = Z
2 or H0 = Z, both with
H1 = 0.
We use this example to argue that the probability distribution on inextendible
antichains imposed by the above algorithm is far from uniform, and in fact tends to
favor more ‘pathological’ antichains, which have fewer elements and wider ‘almost
null’ segments. To see this, for an arbitrary antichain A, we define a quantity nA(x)
to be the number of inextendible antichains which include all of A and x as well. For
A equal to a single element x in S1×R spacetime, one expects to find a y such that
nA(y) = 1. If we wanted to select each inextendible antichain with equal probability,
then, if x were the first element of our antichain, then we would have to weight y
with a much smaller probability than some other element z for which nA(z) ≫
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1. However, the above algorithm does not. This suggests that the algorithm is
weighted toward smaller inextendible antichains, which contain numerous almost-
null segments, and intuitively are expected to have a larger extrinsic curvature. It
is therefore all the more challenging to test the homology construction on these
antichains. It is in this sense that we claim that our results are generic.
Having chosen the antichain, the toolkit contains a module which constructs
the thickened antichain. As discussed earlier, the thickening Tn(A) of a randomly
chosen A tends to uniformise the extrinsic curvature of antichain A′1 constructed
from maximal elements of Tn(A) for large enough n. The antichain A
′
1 can then
be completed using the uniform distribution as described above to obtain an inex-
tendible A1, from which a new set of thicknesses Tn(A1) can be constructed. The
randomness associated with A and its associated non-uniform extrinsic curvature is
thus at least partially tamed. While this procedure appears promising, it is not a a
priori obvious how large n needs to be to uniformise a randomly chosen antichain.
In order to avoid introducing further arbitrary parameters, we make do with the
first thickening Tn(A).
Next, having picked a large enough thickness nm, the causal sets toolkit con-
structs a nerve simplicial complex for each Tn(A), n ∈ [0, nm], and stores it in a
format that can be accessed by the CHomP computational homology package [17].
The core CHomP engines use a variety of cubical homology algorithms to compute
homology groups. We use the “homsimpl” program, which acts as a front end to
CHomP for abstract simplicial complexes. Before doing so, we simplify the nerve
simplicial complex with a Perl program developed by Pawel Pilarczyk which removes
redundant vertices. This reduces the average size of the simplices and thus improves
the computational efficiency substantially. In performing a large number of trials
for a given causal set, finding their constant homology regions and assessing their
stability, we made extensive use of bash programming.
In the computations we have to decide a priori what the maximum thickness
nm should be. It suffices to thicken to the cosmological scale since we know that
the homology is always trivial past this scale. Thus, nm must be chosen to be
larger than all the possible cosmological scales. This can be done by generating a
large sample of inextendible antichains in pretrials and finding their cosmological
scales. In many of the trials the thickening is stopped only at or very close to the
cosmological scale. However, as the sprinkling density increases, it becomes more
computationally intensive to reach the cosmological scale. On the other hand, the
cosmological scale is only a weak upper bound for the convexity volume. Since we
are interested in establishing the existence of stable regions and showing that the
first stable region is correlated to the continuum homology, it is then enough to
thicken the antichain to some nm which is large enough to establish a first stable
region. This is indeed what we do for the high density sprinklings.
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The computation of homology groups was by far the bottleneck in all our com-
putations. As an illustration, consider an N = 5793 element causal set obtained
from a sprinkling into the flat T 2× I spacetime. For a ‘typical’ Tn(A), with n = 45,
there are 57932/3 ≈ 323 maximal elements in T45(A). Thus, approximately 323 sets
cover the 323 or so elements in A. The nerve simplicial complex has 187 simplices,
with dimensions as large as 19 or more (recall this means simply that there are
20 mutually overlapping sets in the cover). Since the number of subsimplices of a
single 19-simplex alone is 220, one can see that finding the homology groups of these
complexes becomes a large task for any computer.
A qualitative picture begins to emerge from examining plots of homology ver-
sus thickness for the several examples considered. First, we notice that torsion
coefficients are trivial in all examples and hence it suffices to consider the Betti
numbers. This is undoubtedly a curiosity of our simulations; while we expect a
constant homology region which reproduces the continuum homology, there are no
known constraints on the homology outside of this region as long as it remains within
the cosmological scales. It is possible that this is merely an artifact of our choice
of torsion free spacetimes and the maximum dimensions we can handle. The plots
generically show that as the thickening is increased from the discreteness scale to
the cosmological scale, that there is an initial period of rapidly changing homology,
followed by at least one region of constant homology, ending with the cosmological
scale at which H0 = Z is the only non-trivial homology (see Fig 9 for example.).
In order to make a quantitative statement, we first need to define stability. Does
it, for example, suffice for homology to be constant over 2 thicknesses, or 20 or 200
for us to deem it stable? We define the stability ratio to be
sR ≡ nmax − nmin
nmin
=
∆n
nmin
(3)
where nmin, nmax are the minimum and maximum thickness, respectively, for a con-
tiguous region in which the homology is constant.
A natural definition of stability is to require that (a) sR & O(1) or ∆n & O(nmin),
thus ruling out regions in which the homology is constant only in a relatively fleeting
region ∆n ≪ nmin. (For the purpose of the analysis presented here, we interpret
the inequality y & O(10x) to mean y ≥ 5× 10x−1.) However, this does not exclude
constant homology regions that are too close to the discreteness scale to reproduce
continuum features, since for nmin ∼ O(1), (a) is satisfied by a ∆n ∼ O(1). To avoid
this, we need in addition a mesoscale ms ≫ 1 which is a lower limit below which
continuum features are not expected, so that (b) ∆n & O(ms) as well. A value
ms = 100 is one of the lowest possible values that satisfies ms ≫ 1, and is natural as
an order of magnitude estimate. That this choice is not restrictive is obvious, since
it only sets the lower bound for ∆n. Thus, we will call a region stable if (a) and (b)
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are satisfied with ms = 100, or more explicitly, that ∆n ≥ 0.5 nmin and ∆n ≥ 50.
From our simulations it is clear that the continuum homology does not typically
appear as the region with the largest stability ratio. It does however appear as a
stable region in a very large fraction of the trials. Moreover, in almost as many
trials, it appears as the first stable region. This gives us a concrete hypothesis for
manifoldlikeness, tested over hundreds of examples of causal sets obtained from 2d
as well as 3d discretisations. Conversely, it provides a reliable method of obtaining
the continuum homology if it exists (see Fig 9 for example).
In addition to stability, manifoldlikeness is also characterised by the existence of
a rapidly varying homology for n ∼ O(1). The most significant homology in this
region is H0, since at such thicknesses, connectivity has to be first established. In
the 2d examples, the number of disconnected components k, where H0 = Z
k, rapidly
decreases from large values to a steady small value, as n increases from 1 to about
10. Moreover, when comparing across trials, one needs to check for initial (roughly
up to n = 10), rapidly changing homologies that are uncorrelated in different trials.
This can be traced to the randomness of the discretisation more clearly apparent at
small scales.
In the 3d examples, computational constraints prevent us from performing a
similar detailed analysis. In each case, we note that regions of relatively large
stability corresponding to the continuum homology indeed do appear, but one is
unable in all but a few cases to continue up to nmax and to assess if this is a stable
region. For the few cases that this is possible, the continuum homology does appear
as the first stable region. Moreover, rather than use random antichains, we use
only minimal antichains. Again, to reduce computation times, in certain cases we
calculate not the homology over Z, but over Z2. Test examples indicate that there
are no compromises because of this, since torsion appears to always be absent from
these specific examples.
A test for manifoldlikeness would therefore proceed as follows: For a finite car-
dinality causally convex subcauset C0 ⊂ C (for example, an Alexandrov interval in
C), construct a random inextendible antichain A in C0, and check for the existence
of stable homology regions in Tn(A). Repeat for a statistically large enough sam-
ple. Next, check for correlations among the stable regions. If over several samplings
one consistently gets a homology that is stable, then this is a good indication of
manifoldlikeness. Next, if for a substantially large fraction, the homology of the
first stable region is the same, then C0 would have passed the stable homology part
of our test. This, for example, suffices to demonstrate that although qualitatively
the homology of causal sets generated by a class of transitive percolation dynam-
ics appears stable and suggestive of manifoldlikeness, a statistical analysis shows
that the case is significantly weaker than for the other examples studied in this pa-
per. Specifically, the class of dynamics that we analyze is restricted by the limited
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range of parameters (p = 0.4, 0.45, 0.5) that are computationally accessible to us.
Our trials show that the first stable region does not consistently give us the same
homology for different inextendible antichains. Next, if the stable homology test
is passed, then one needs to check for rapidly changing homology from n = 0 to
at least n = 10 which are all uncorrelated in the different trials. The absence of
such a rapidly changing region of homology for a large class of preferred antichains
in the “crystalline” tower-of-crowns causal set which does have a consistent stable
homology region means therefore that it is not manifoldlike.
Before proceeding to the next section we note that the above construction for
homology is not unique, from a poset perspective. Indeed, posets admit a wide range
of topologies [25, 26]. A more natural choice is that of chain homology for a finite
sub-causal set C ′ ⊂ C, which assigns to every k-element chain, a k − 1-simplex.
However, numerical simulations suggest that this homology, though possibly more
intrinsic, does not capture the topology of the continuum. In Fig 5 we present the
homology groups which arise from a sprinkling into a cylinder S1 × I spacetime,
as described in section 3.1.2. We select an inextendible antichain at random, and
give the homology groups which arise from a sequence of thickened antichains, for
(a) the chain homology, and (b) the nerve. It is clear that the nerve is much more
effective at capturing the topology of the continuum.
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Figure 6: Plots of the Betti numbers as a function of thickness for a random
antichain in an N = 258 element sprinkling into an S1 × I cylinder spacetime.
(a) shows the Betti numbers obtained from the chain homology of the thickened
antichains, while (b) shows the Betti numbers arising from the nerve of the cover
generated by the shadows cast by the maximal elements.
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3 Results in Stable Homology
In this section we present our main results, using the computational tools described
above, for causal sets that are approximated by a class of 2d and 3d spacetimes.
Before doing so, it is useful to first examine the choice of mesoscale ms = 100 more
critically. Our subsequent analysis depends crucially on this choice, which in turn
suggests that the first stable region is typically that of the continuum.
It might seem plausible that as the sprinkling density ρ is increased, “spurious”
regions of stable homology appear as the first stable region suggesting that ms
needs to be modified. Would different choices of mesoscale give us different first
stable homologies? The answer is yes, when we compare ms = 10 with ms = 100,
since constant homology regions that are stable on scales of order the discreteness
are spurious and do not reflect properties of the continuum. On the other hand,
if we compare ms = 100 with an m
′
s ≫ 100, then differences in the the analysis
should arise only if the convexity volume (for the associated antichain) is of order
m′s. If this is the case, then one should expect no stable regions with the choice of
mesoscale m′s. If m
′
s remains sufficiently smaller than the convexity volume, then
the first region of stable homology will be the same as that obtained using ms. The
reason is that in our analytical understanding, there are only two scales between
which the stable continuum homology is firmly wedged, namely the discreteness
scale and the convexity scale6. It is therefore highly unlikely that a spurious first
stable region arises before the continuum homology region. And for the same reason,
if one requires ∆n to be larger than the convexity volume, then the first stable region
will typically not correspond to the continuum topology. In Fig 4 these scales are
shown for an antichain approximated by a t = 0 slice in the 2D cylinder spacetime,
with x = 0 ∼ x = L.
On the other hand a mesoscale could be determined from other expectations of
the theory, like the existence of a non-locality scale [27]. In particular, if a fine-
grained causal set C has a continuum approximation only beyond a certain coarse-
graining7 then m′s ≫ 100 within C and one should not expect continuum homology
to be reproduced at smaller scales. Such causal sets will then require tests for
different mesoscales. Equivalently, if C is sufficiently coarse grained to some C ′ ⊂ C
for which the continuum approximation should be valid, then C ′ should pass our
test for manifoldlikeness with mesoscale ms = 100. In the causal sets we examine
which are obtained by discretisations of 2 and 3 dimensional spacetimes, therefore,
the lower bound for the mesoscale ms = 100 suffices.
6We can ignore the additional intermediate scale n0 described at the end of Section 2.1, since
our focus is on generic antichains.
7A causal set can be coarse grained by a process of random decimation, in which one removes
some fraction of the causet elements uniformly at random.
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The role of the mesoscale can also be quantitatively understood by observing
how sR varies as a function of ρ = V
−1
c for causal sets obtained via sprinklings
into a particular spacetime at different densities. We consider sprinkling densities
of N = 1000 to N = 8500 in increments of 500 elements onto the unit 2d cylinder
spacetime
ds2 = −dt2 + dx2 t ∈ [0, 1], x ∈ [0, 1], x = 0 ∼ x = 1. (4)
For each of the causal sets thus obtained, we use the minimal inextendible antichain.
While these antichains are not strictly coarse-grainings of each other, they are suffi-
ciently close for our purpose. In each case, the simulations generate the continuum
homology as the first stable region using ms = 100, which shows that this criterion
is indeed independent of ρ, as long as the causal set remains manifoldlike under
coarse grainings.
We moreover find a linear relation between sR and N as shown in Fig 7(a). This
relation can be understood by rewriting sR =
nf−ni
ni
=
vf−vi
vi
, where the i and f
subscripts refer to the initial and final thickening and vi = niρ
−1 and vf = nfρ
−1
are the associated spacetime volumes. vi itself is a function of ρ, since as ρ → ∞,
vi → 0. If we take vi = ρ−1 + O(ρ−2), then to leading order, ni is a constant,
as seen in Fig 7(b). On the other hand, vf being “macroscopic” is independent of
ρ, and hence, sR =
ρvf−ni
ni
= aρ + b + O(ρ−1), where a and b are constants. The
approximation sR ≈ aρ+ b yields a reasonable linear fit in Fig 7(a).
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Figure 7: (a) A plot of the the stability ratio sR versus the inverse coarse-graining
scale N for the 2d cylinder spacetime. (b) A plot of the starting thickness of the
first stable region ni versus the inverse coarse-graining scale N .
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3.1 2d Spacetimes
3.1.1 Interval Spacetime: I × I with metric ds2 = −dt2 + dx2, t ∈ [0, T ],
x ∈ [0, x1].
This is a patch of Minkowski spacetime, and the computations involved here can be
seen as a “null test” for topology. Namely, for any (M, g), if the spacetime region is
chosen to be small enough to be topologically (though not necessarily geometrically)
trivial, then the appearance of a stable homology should correspond closely to this
example. Far from being a trivial example, it characterises the topological structure
of all spacetimes in the small. While the inextendible antichain obtained from a
sprinkling into this spacetime region cannot be inextendible in the full space, it
is nevertheless sufficient to construct the requisite localised homology. The only
non-vanishing continuum homology for this spacetime is H0 = Z.
We perform two different classes of computations. In the first case (a) we take
N = 5000, x1 = 1, T = 1 and thicken each randomly generated antichain up to
nm = 999, or the cosmological scale nλ, whichever comes first. In most of the trials,
nλ < 999, so we indeed almost always thicken all the way to the cosmological scale.
In the second case (b) we consider a much larger N of 30, 000, with x1 = 5, T = 2.
This gives us a locally dense sprinkling which makes it computationally expensive
to obtain the homology groups up to the cosmological scales. However, since we
are interested in establishing a correlation between the first stable region and the
continuum homology, it suffices to stop the computation at some reasonably large
thickness nm = 499. For each case, we repeat the calculations with 200 different
random antichains on the same sprinkled causal set. Those antichains which when
thickened hit the maximal elements of the causal set are thrown away in the final
analysis, since we imagine physical causal sets continuing past the maximal elements
of our finite simulations. 8 This reduces the overall set of useful trials. We will term
a trial legitimate if the thickened antichain does not hit a maximal element before
reaching nm or the cosmic scale. In different sets of trials for the different causal
sets, we have seen the number of such legitimate trials fluctuate from 45 to 99 in
100. In order to achieve a minimum of about 100 legitimate trials we therefore find
it necessary to generate 200 random antichains. We have 124 legitimate trials for
(a) and 130 for (b).
In order to demonstrate the importance of the mesoscale ms = 100 we first
perform the stability analysis without the additional restriction that ∆n & O(ms =
100). In (a) the continuum homology appears as the first stable region in 65 out of
8Had we chosen to thicken to the past (and imagined our causal sets to continue past the
minimal elements in all cases), we would have to do the same for thickenings that hit the minimal
elements.
18
the 124 legitimate trials in (b) in 75 of the 130 legitimate trials. We regard this as too
poor a result. Indeed, a close examination shows that one is counting spurious stable
regions which may be stable for a minimum of only two consecutive thicknesses! On
the other hand, using the mesoscale of ms = 100 gives us an agreement with the
continuum of 100% for (a) and 127 out of 130 for (b). In all the trials, H0 varies
rapidly from n = 0 to n = 10 and the behaviour is distinct for each of the trials.
Also, notably, in both cases, the only non-vanishing homology group is H0. Thus,
there is only one stable region all the way up to the maximal thickness. In the set of
trials (a) this is also true for the cases in which nλ < 999 and hence the cosmological
scale is reached. We show figures from a sample trial from set (a) in Fig 8.
3.1.2 Cylinder Spacetime: S1 × I with metric ds2 = −dt2 + dx2, t ∈ [0, T ],
x = x0 ∼ x = x1.
This is a section of the cylinder spacetime, foliated by spatial S1’s. Again, as
in the previous case, we consider two different sets of trials. In (a) N = 5000 with
x0 = 0, x1 = 1, T = 1, and the thickening is taken up to nm = 999 or the cosmological
scale nλ, whichever comes first, while in (b) N = 30, 000 with x0 = 0, x1 = 5, T = 2
and the thickening stops well before the cosmological scale at nm = 499. For (a),
after generating the first 100 trials we found 99 of these to be legitimate and hence
stopped the trials, while for (b) 200 trials yielded 155 legitimate ones. Moreover,
in (a) the cosmological scale is reached for all but four of the trials, and hence one
obtains a fairly global characterisation of the homology groups.
Without assuming any mesoscale, the continuum homology appears as the first
stable region in only 47 of the 99 legitimate trials for (a) and 89 of the 155 legitimate
trials for (b). Assuming an ms = 100 gives us a vastly improved result of 98 out of
99 for (a) and 154 out of 155 for (b). In both sets, for n = 0 to n = 10, the first
homology group rapidly varies, and this variation is distinct in all the trials. In case
(a) for all the 99 trials one sees that several higher homology groups, i.e. Hi, i > 2,
can become non-trivial once the first stable region is passed, but these differ from
one trial to the next. In case (b) on the other hand, for all the 155 trials, only H0
and H1 are non-trivial. This can be attributed to the fact that the thickening stops
before the end of the first stable region. Figures 9 and 10 show the homology groups
as a function of thickness for one of the trials.
3.1.3 Expanding FRW Spacetime: S1×I with metric ds2 = t2(−dt2+dx2),
t ∈ [T1, T2], x = 0 ∼ x = 1.
Although the topology is that of the cylinder spacetime, it is an important example
of a spacetime with curvature. We again perform 100 computations for N = 15, 000,
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Figure 8: (a) An N = 30, 000 element causal set sprinkled into a “squat” 2d interval
spacetime, with x ∈ [0, 5], t ∈ [0, 2]. A randomly chosen antichain is thickened up
to n = 500. The thickening stops well below the cosmological scale. (b) A plot of
the betti numbers versus thickness. The continuum homology H0 = Z appears as
the first (and only) stable region. All other homology groups vanish.
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Figure 9: Homology from a random antichain in an N = 5000 element causal set
sprinkled into a (unit) 2d cylinder spacetime. In (a) all the Betti numbers are plotted
together as functions of thickness. (b)-(f) resolve this graph.
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Figure 10: (g) A closer look at the stable homology region of Fig 9 from n = 12 to
n = 133, with H0 = Z and H1 = Z. (h) A plot showing the fluctuations of H0 = Z
k
for n ∈ [0, 15] for 50 of the trials. In all cases, while k decreases rapidly, the detailed
behaviour is distinct for each of the trials.
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and assume a mesoscalems = 100. The trials run up to nm = 499 or the cosmological
scale nλ, whichever comes first. We consider two sprinklings, (a) one for T1 = 0, T2 =
5, which therefore includes the initial singularity, and (b) another for T1 = 4, T2 = 6.
We find that all the trials are legitimate in both cases.
For (a) we find that the continuum homology appears as the first stable region for
only 82 of the 100 trials. And for (b) this improves to 96 of the 100 trials. The lower
agreement for (a) may be attributed to the existence of random antichains that lie
too close to the T1 = 0 singularity, thus preventing it from being manifoldlike. An
example from the trials in (a) which does not reproduce the continuum homology is
shown in Fig 11 as the lower antichain A1, which exhibits only the trivial homology.
Being close to the initial singularity, it has a very small cosmological scale of nλ = 75
which gives it no time to develop a stable spatial homology. Another example from
the trials (a) which does reproduce the continuum homology is shown as the upper
antichain A2 in the same figure which, being sufficiently far away from the origin,
has a larger nλ of 462. In both sets of trials, for all trials, there is a rapidly varying
region of H0 from about n = 0 to n = 10, and the variation is distinct for all the
trials. In case (a) 98 of the 100 trials had nλ < 499, so that the cosmological scale
was reached. As in the cylinder spacetime, some higher homology groups (up to H7)
start to become non-trivial once the first stable region is passed. In case (b) only 48
of the trials reached the cosmological scale, and for 13 of these trials, one did not
reach the end of the first stable region. For these, all the higher homology groups,
Hi with i ≥ 2 are trivial.
3.1.4 The Split Trousers Topology: I ⊔ I → I
This is the spacetime in which two disjoint intervals come together to form a single
interval, so that the spatial homology H0 transitions from Z
2 to Z as one moves past
the joint at s0 ≡ (t0, x0). This is an example of a “topology changing” spacetime,
i.e., where the spatial topology changes with time. Such spacetimes are not globally
hyperbolic and hence the analytical results of [13] are not valid in general. Indeed,
unless one admits a metric that is degenerate at s0, such a spacetime is not even
causal [28, 29, 30]. Since acausal spacetimes cannot be discretised to obtain a
causal set, any topology changing spacetime of relevance to causal sets will have such
isolated degeneracies. On the other hand, the very nature of causal set discretisation
means that isolated points are not themselves of relevance to the causal set, which
only records the coarse grained or relevant features of topology change. Hence there
is a natural causal set approximation to a topology changing spacetime, which is
nevertheless free of the latter’s attendant pathologies.
However, the regions of the spacetime either before or after the topology changing
region are globally hyperbolic, and hence the analytical results are valid here. We
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Figure 11: An N = 15, 000 element causal set obtained from sprinkling into a
2d FRW spacetime. Two different antichains A1 and A2 are used, and both are
thickened up to their respective cosmological scales nλ. Note that that for clarity,
the spatial direction has been scaled up in comparison with the temporal direction.
Thus, the light cones are widened. The thickened antichain T (A1) lies closer to
the t = 0 singularity and has a small nλ = 75. The continuum homology does not
appear as a stable region for this trial. On the other hand the thickened antichain
T (A2) is further from the singularity and has a much larger nλ = 462. It has a
region of stable homology corresponding to the continuum.
consider two different sets of trials (a) and (b), both for N = 15, 000 element causal
sets, obtained by sprinkling into a region (a) sufficiently before the singularity, as
well as (b) sufficiently after the singularity. In both cases the singularity is at
s0 = (0.5, 0.5) and one thickens up to nm = 999. For t < 0.5, one is in the “split
legs” region, with the two strips x ∈ [0, 0.5] and x ∈ [0.5, 1] and for t > 0.5, one has
the single strip x ∈ [0, 1]. In set (a) of the trials t ∈ [−9, 1], so that the antichains
tend to lie before the singularity, while in set (b) t ∈ [0, 10], so that the antichains
tend to lie after the singularity. The number of trials in which H0 = Z
2 appears as
the first stable region is 89 out of all 89 legitimate trials for (a) and those for which
H0 = Z is the first stable region is 91 out of 100 legitimate trails for (b). For 7 of
the other 9 cases in (b), H0 = Z
2 is the first stable region. Examining each such
case, one notices that this is because all the antichains lie in the region before the
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transition. This difference between (a) and (b) is due to the fact that the random
antichain algorithm prefers antichains that lie in the lower half of the antichain and
hence the homology of the initial region with spatial topology I ⊔ I is sometimes
picked up. The other two cases correspond to antichains that are almost null and
which lie above the transition region. Thus, they have smaller cosmological scales;
for one, the cosmological scale is reached before a stable region can form, and in
the other, there is an initial stable disconnected region with H0 = Z
3 and a second
stable region with H0 = Z.
On the other hand, it is also interesting to focus our attention on the topology
changing region and to see if our trials throw any light on it. In the simple example of
the split trousers, because the only non-trivial homology group is H0, it appears that
the straddling region can actually capture the topology change. Namely, starting
with an antichain that lies in I⊔I, a thickening past the singularity will connect the
two I’s, so that an initial region of H0 = Z
2 is then followed by H0 = Z. Since H0
simply measures connectedness, this is clearly not sufficient; indeed, a time reversed
case would not give rise to such a transition, since the connectivity on the original
antichain can only increase, so thatH0 = Z even past the singularity. More generally,
the details of the discretisation can greatly influence the nerve for thickenings that
straddle the singularity, as in the example of the stitched trousers S1 ⊔ S1 → S1.
Pick an initial spatial hypersurface S1 ⊔ S1 as in Fig 12. At two thickenings n1
and n2 one can pick different sets of points whose shadows give us different nerves.
While the shadows from an n1 less than the convexity volume will give the correct
spatial homology H0 = Z
2, and H1 = Z for each connected component, those from
n2 need not bear any resemblance to either of the two spatial homologies. Which of
these if any would be picked out consistently in a discretisation as a second stable
region is unclear.
In order to see if we can get at least a qualitative understanding of the region of
topology change, we perform trials with an N = 15, 000 discretisation of the split
trousers with x ∈ [0, 1] and t ∈ [0, 1.5]. Again, we thicken to nm = 999 which is well
below the cosmological scale. Since the topology change can no longer be ignored,
the location of the initial antichain is crucial in deciphering the results. A careful
examination of our trials shows that for thickened antichains which straddle the
region of topology change, a first stable region with H0 = Z
2 is followed by a second
with H0 = Z. If the antichain is chosen too close to the transition, or well above
it, only the final topology shows up as a stable region. We get 97 legitimate trials.
Of these, we find that a first stable region of H0 = Z
2 followed by a second stable
region of H0 = Z, occurs in only 29 times out of the 97 trials. By itself, however,
H0 = Z
2 occurs as the first stable region in 56(including the 29 above), while H0 = Z
occurs as the first stable region in 32 of them. The bias towards the former is related
to our choice of picking antichains in the lower half of the bounding box, to avoid
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Figure 12: The stitched trousers topology S1 ⊔ S1 → S1. Starting from a hy-
persurface in the region before the topology change with topology S1 ⊔ S1 (shown
as two dashed circles) the correct homology H0 = Z
2, H1 = Z for each connected
component is obtained for thickenings n1 that lie below the convexity volume. For
n2 larger than this volume, and past the singularity, depending on how the discreti-
sation is done, one can get different homologies, none of which bear any relevance
to either of the spatial topologies. Thus, the first nerve on the right has H0 = Z
and H1 = Z
2, while the second (which represents the boundaries of two tetrahedra
joined at an edge) has H0 = Z, H1 = 0 and H2 = Z
2.
running into maximal elements. If instead we ask if H0 = Z
2 or H0 = Z occur
as stable regions, with the condition that if only the first or second appear, then
they must be the first stable region, and if they occur together they must appear
one after the other, this occurs in 87 of the trials. In general, though, it would
seem difficult to assess manifoldlikeness for a topology changing region, without
additional restrictions on the coarse-grained locations of the random antichains used.
Fig 13 shows three trials in which the thickened antichain straddles three different
topological regions of the spacetime.
We should reiterate here that although the region of topology change is not
globally hyperbolic, when we do restrict to the globally hyperbolic regions in the
spacetime, as in case (a) and (b) above, we obtain the correct continuum homology
of these regions. However, given a causal set C, our random antichain algorithm
is not currently suited to pick out the different globally hyperbolic regions. One
way to achieve this would be to construct a partially ordered set from the set of all
possible inextendible antichains of C, such that an antichain A precedes another B
iff no element of B precedes an element of A. A chain in this poset would correspond
to a “foliation” of the causal set by inextendible antichains. Such a foliation would
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Figure 13: These are examples from the sprinklings into the trousers spacetime with
N = 15, 000, x ∈ [0, 1], and t ∈ [0, 1.5] (a) The thickened antichain straddles the
region of topology change, so the first stable region has H0 = Z
2 followed by a
stable region H0 = Z. (b) This thickened antichain lies below the region of topology
change, and so the first stable homology region with H0 = Z
2 is not followed by any
other stable region. (c) In this case, the thickened antichain lies above the topology
changing region, so the only stable homology is H0 = Z.
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not be difficult to generate, by a variety of methods. Thickening the antichains in a
foliation, one could find the stable homology as a function of the foliation parameter,
and hence isolate the various globally hyperbolic regions in C if they exist. This
procedure is computationally intensive, but can be carried out in principle.
3.2 3d Spacetimes
Although it is relatively easy to generate the nerve in higher dimensions, the ho-
mology algorithm CHomP slows down considerably because of the large number of
high dimensional simplices that are generated. Thus, a statistical analysis along
the lines carried out for the 2d examples is not possible, and we will use the ho-
mology calculations to reinforce qualitatively what we have already observed in the
2d examples. On the other hand, the 3d computations also allow us to consider
a compactified direction whose size can be varied with respect to the discreteness
scale, thus studying the effects of coarse graining on the region of stable homology.
It helps speed up our computations to use the preferred minimal antichain, which
is what we will do in all of the trials. For some of the examples we also calculate
homologies over Z2 instead of Z, which again cuts down the run times considerably.
This would suggest a reduction of information, but several tests comparing the two
do not find any differences. Figures 14 show this for a specific example.
Before we proceed with the examples it is useful to explain the choice of simula-
tions that we exhibit here. Although several tens of 3d trials were started, many had
to be terminated, because they could not be run to completion within reasonable
time. Estimates of run times using different parameters were made and a process
was deemed too slow (using the RRI-AMD cluster of machines), if it took more than
a month to compute up to n=25. For low sprinkling densities, of course, the run
time is also shorter. However, the only stable homology is the trivial one for these
low density trials, so the continuum does not manifest itself at all for the non-trivial
topologies. A handful of trials therefore remained which provided results of value.
The ones we have picked from these show something more definitive than the oth-
ers. It is important to stress that none of the others contradict the basic hypothesis,
but we do not discuss them here because they either are not as complete or the
sprinkling density is too small.
We examined the following three spacetime topologies:
(a) The 3d Minkowski interval spacetime with topology I × I × I: ds2 = −dt2 +
dx2 + dy2, t ∈ [0, 1], x ∈ [0, 1], y ∈ [0, 1]. We calculate the homology over Z as in
the 2d case, because of the relative simplicity of the homology. We show in Figures
15 and 16 examples with low sprinkling densities, N = 1024 and N = 2048. In both
cases we see that the first stable region is indeed the continuum one, with the choice
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Figure 14: Comparison of homology calculations for a causal set approximated by
a T 2 × I spacetime, with N = 1000. (a) uses homology on Z and (b) uses the
homology on Z2. The former exhibits no torsion, so their Betti numbers suffice and
exhibit no difference.
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of mesoscale ms = 100 as in the 2d case.
(b) The 2d Minkowski interval spacetime with an S1 compactified direction, with
t ∈ [0, 1], x1 ∈ [0, 1] and x2 ∈ [0, 1], x2 = 0 ∼ x2 = 1. The trials were carried out for
N = 1024, N = 2048 and N = 4096, and the computation proceeded well beyond
the stable region. The homology over Z was computed. In all three cases, the first
stable region is that of the continuum, i.e., H0 = Z, H1 = Z, again with ms = 100.
We show one of these examples in Fig 17 where N = 2048.
(c) The spacetimes with topology T 2×I: ds2 = −dt2+dx2+dy2, t ∈ [0, 1], x ∈ [0, a]
with x = 0 ∼ x = a, y ∈ [0, b] with y = 0 ∼ y = b. Trials were carried out for (i)
a = b = 1 (Fig 18) and (ii) a = 0.25, b = 1 (Fig 19). In all cases, the homology
over Z2 was computed. In (i) the simulations gave the best results for an N = 4096
causal set. In this case, the 3d homology begins to appear as a constant homology
region, but the simulations could not be run beyond this stage. For lower densities
N = 1024 and N = 2048, these continuum homology regions appear fleetingly, and
hence are not stable. For (ii), trials were carried out for N = 1024 and N = 2048
and for both the 2d cylinder spacetime homology H0 = Z2 and H1 = Z2 appears
as the first stable region, again with ms = 100. The 3d region does not appear
even fleetingly in these cases. The low sprinkling densities mean that the small
compactified direction S1 does not appear as a continuum feature in the causal set.
4 Testing for Manifoldlikeness
We now consider two classes of causal sets neither of which is obtained via a causal set
discretisation of a spacetime. The first class contains causal sets that are obtained
from a particular classical growth dynamics called “transitive percolation”. The
second is a class of regular or crystalline causal sets, the “tower of crowns”. Since
they do not arise from a spacetime discretisation, they are ideal candidates to put
through our test for manifoldlikeness.
4.1 Transitive Percolation
As a precursor to understanding the quantum dynamics of causal sets, a class of
classical sequential growth dynamics for causal sets was constructed in [5]. One
starts with a single element and adds new elements one at a time such that at
stage n + 1 the new element cannot be added to the past of any element in the
n-element causal set obtained at the previous stage. The process is Markovian and
is required to satisfy the physical criteria of label invariance and a “Bell-causality”
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Figure 15: (a) The stable homology for an N = 1024 element causal set obtained
from a sprinkling into a 3d interval spacetime. The first stable region is that of the
continuum. (b) For small n the homology is rapidly varying.
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Figure 16: (a) The stable homology for an N = 2048 element causal set obtained
from a sprinkling into a 3d interval spacetime. The continuum homology begins
to appear as a constant homology region. (b) For small n the homology is rapidly
varying. H2 is also non-zero in this region, unlike the N = 1024 case.
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Figure 17: (a) The homology for a minimal antichain for an N = 2048 element
causal set obtained from the S1 × I × I spacetime. (b) Close up of the first stable
homology region which agrees with that of the continuum.
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Figure 18: (a) An N = 4096 causal set obtained from sprinkling into a T 2 × I
spacetime, with a/b = 1. From n = 26 to n = 44 the homology is that of T 2 with
H0 = Z, H1 = Z
2 and H2 = Z. The computation was stopped before the end of this
region could be found. (b) A closer look.
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Figure 19: An N = 1024 element causal set sprinkled into the T 2 × I spacetime
with aspect ratio a/b = 0.25. The 2d homology groups H0 = Z, H1 = Z appears as
the first stable region. The 3d homology is not captured even fleetingly.
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condition [5]. These criteria restrict the dynamics to a class of “general percolation”
models studied in detail in [5, 18, 31], of which transitive percolation is of particular
interest. In [18, 19, 20] it was shown that in a cosmological context, the causal
set can undergo a sequence of bounces, with each era between bounces determined
by a different generalised percolation dynamics. At late times, it was shown that
the parameters “flow” to that of transitive percolation. Hence it is of interest to
see if a typical causal set obtained via transitive percolation has any manifoldlike
characteristics.
The transitive percolation dynamics is determined by a single parameter 0 ≤
p ≤ 1 which gives the probability for a new element at stage n to be linked to an
element of the n-element causal set obtained at stage n − 1. Thus, starting from
a single element, the probability to get the 2-element chain is p and the 2-element
antichain is 1− p, that of a 3-chain is p2, that of a 3-antichain (1− p)3, etc.
We run our trials for the following three choices of p = 0.05, 0.045, 0.04 for
N = 4000 element causal sets. The reasons for these choices are that (i) for larger
p, the cosmological scale appears very quickly, and our trials suggest that there
are typically no stable regions at all before the cosmological scale 9 and (ii) for
smaller p, the run-times become too large to perform a suitable statistical sampling.
However, it is known that the number of elements in a largest inextendible antichain,
or “width”, of a causal set generated by transitive percolation ∼ 1/p. Thus, the
transitive percolated causal sets we consider are quite narrow, with a width of no
more than ∼ 1/.04 = 25. Therefore in this sense we are only able to access relatively
small transitive percolated causal sets computationally, and so may not be surprised
that they have trouble producing regions of stable homology beyond the mesoscale,
but before the cosmic scale sets in.
For each case, we perform 100 trials. For p = 0.05, all the trials are legitimate,
although 49 of these have no stable regions. A case by case analysis reveals that
this is because the cosmological scale is very small for each of these trials. We find
that 44 of the trials have H0 = Z as the first stable region, 7 with H0 = Z
2, the
other homology groups all being trivial. In none of these cases is there more than
one region of stable homology before the cosmological scale.
For p = 0.045, again all 100 trials are legitimate. We find that 62 of the trials
have H0 = Z as the first stable region, 16 with H0 = Z
2, the other homology groups
all being trivial. In addition, 2 of these have first stable region H0 = Z
2 and second
stable region H0 = Z, while 22 have no stable regions.
For p = 0.04, we find that now only 53 of the 100 legitimate trials have H0 = Z
as the first stable region, 30 have H0 = Z
2, and only 1 of these 30 has the first
stable region with H0 = Z
2 followed by a second stable region with H0 = Z. There
9For p = 0.1, for example, out of 100 trials, only 6 had stable regions.
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is only one other case with stable first stable homology H0 = Z
3 followed by a
second stable region of H0 = Z
2. There are 16 trials with no stable regions. Fig 20
shows an arbitrary sample of the homology groups which arise from an inextendible
antichain from transitive percolation at p = 0.04. The H0 = Z
2 homology occurs
as a stable region for this antichain. Some of the higher homology groups, up to
H4, become non-trivial before the first stable region begins, thus contributing to the
“discreteness noise”. This is a feature we do not see in the causal sets obtained from
2d discretisations.
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Figure 20: A sample of the homology groups for p = 0.04 transitive percolation with
N = 4000. The thickness parameter runs all the way to the cosmological scale.
Thus, it appears that for these values of p, the causal sets do not pass our test
for manifoldlikeness with sufficient confidence, although the appearance of stable
regions, along with an initial period of instability seem suggestive. It is tempting
to conclude that these results are compatible with the split trousers topology in
the region of topology change. There are definitely similarities, especially with the
p = 0.45 case. If the existence of a second stable region before the cosmological scale
is an indicator of topology change on the other hand, there are only 6 instances of a
H0 = Z
2 to H0 = Z transition. If the comparison to the inverted trousers had to be
made, then as argued earlier, there can be no antichains for which such a transition
can be made. However, it does seem plausible that one can “tailor” a trousers
spacetime to suit the outcome of this trial. On the other hand, it is important to
be cautious in this comparison. Neither the trousers nor these cases of transitive
percolation satisfy our test of manifoldlikeness. Further work on stable homology in
topology changing spacetimes is required for us to conclude that this similarity is
more than incidental.
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4.2 Tower of Crowns
It is useful to consider as an example a regular causal set, the tower of crowns,
which embeds into the 2d cylinder spacetime, though not faithfully. Its regularity
means that it has regions of stable homology. In this case, this homology is that of
S1, and hence it seems to pass one of the tests for manifoldlikeness. However, its
regularity also means that for small thickenings, the fluctuations are not sufficiently
uncorrelated. The simplicity of the causal set allows us to examine it analytically.
A crown is a 2 layer causal set, with m > 2 elements in each layer. It has a
natural labelling in terms of which the order relations can be expressed. Namely, if
{e1(0), e2(0) . . . em(0)} are the elements in the bottom layer and {e1(1), e2(1) . . . em(1)}
in the top layer, then ei(0) ≺ ei(1) and ei(0) ≺ ei+1(1) with the labels i ≡ imodm
(Fig 4.2(a)). Stacking an infinite number of m-crowns one on top of the other gives
us the tower of crowns (Fig 21(b)). It has a preferred foliation for which every
level l (measured from some fiducial crown) contains m elements, {ei(l)}, where
i = 1, . . .m.10 The level l+ 1 elements are related to the level l elements as follows:
ei(l + 1) ≻ ei(l) and ei+1(l + 1) ≻ ei(l). The transitive closure of this gives us the
causal set. We will only use this preferred foliation for our choice of inextendible
antichains, to make the discussion simple.
e  (l+1) e  (l+1) e  (l+1) e  (l+1)
e  (l)e  (l)e  (l)e  (l)
1 2 3 4
4321 1 2 3 4
e  (l)e  (l)e  (l)e  (l)
e  (l+2)e  (l+2)
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1 2
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3
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e  (l+2)
1
1 2 43
(a) (b)
Figure 21: (a) An m = 4 crown with 8 elements. (b) A tower of m = 4 crowns.
Let us start with the l = 0 level antichain A and thicken to Tl(A). Because of
the regularity of the crown poset, this level thickening is closely related to volume
10The numeric labels used in the random antichain algorithm are ordered by layer, i.e. elements
0 . . .m− 1 are in the bottom layer, m. . . 2m− 1 in the second, etc.
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thickening. Thus, l = 1 corresponds to a volume thickening n = 2, level l = 2 is
n = 5, l = 3 to n = 9. All intermediate values of n are identical to the corresponding
lower values. The set of shadows in T1(A) are then {Si(1) ≡ {ei(0), ei−1(0)}}.
Sij(1) ≡ Si(1) ∩ Sj(1) 6= ∅ only for j = i + 1 and j = i − 1, with the intersections
being ei(0) and ei−1(0) respectively. Thus, 3-way and higher intersections vanish.
For m ≥ 3, the nerve N (1) associated with T1(A) is therefore a cycle of 1-simplices,
with m-vertices and m-edges as shown in Fig 22(a). Thus H0 = Z and H1 = Z,
i.e. N (1) is homological to the circle. At level l = 2, the shadows are {Si(2) ≡
{ei(0), ei−1(0), ei−2(0)}}, and the largest intersections are 3-way, Sijk(2) ≡ Si(2) ∩
Sj(2) ∩ Sk(2), with (i) j = i+ 1, k = i+ 2, Sijk(2) = ei(0), (ii) j = i+ 1, k = i− 1
Sijk(2) = ei−1(0) or (iii) j = i − 1, k = i − 2, Sijk(2) = ei−2(0). This gives a nerve
simplicial complex N (2) made up of 2-simplices (Fig 22(b)), which for m ≥ 5 is
again homological to the circle. Note that for m = 4, the non-zero homology groups
are H0 = Z, and H2 = Z, which is homological to the sphere and not the circle.
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Figure 22: The nerves of (a) T1(A) and (b) T2(A) for m = 5.
At level l, therefore, the shadows are {Si(l) ≡ {ei(0), ei−1(0), . . . ei−l(0)}}, and
one has non-trivial l+1 way intersections Si1i2...il+1(l) for a consecutive set {i1, i2 . . . il+1}
thus giving rise to a higher dimension nerve simplicial complex. Now, as long as the
shadows are small enough as in the example in Fig 22(b), these higher dimensional
nerves are homological to the circle. Small enough is determined by taking recourse
to the structure of N (1) which resembles a circle, for m ≥ 3, and provides a nearest
neighbour for every element in A. Let us make this more precise.
Let N∗(1) be the dual complex of N (1) formed by taking vertices to edges and
vice versa. The vertices of N∗(1) are therefore the elements of A, and the edges,
represent the level 1 cover of A, i.e. the elements of level 1 whose shadows cover A.
Then there exists homotopy preserving maps Ξ : N∗(1)→ S1 such that pi = Ξ(ei(0))
are a distinct set of m points on S1 and the edges between ei(0) and ei+1(0) map to
39
the connecting curve from pi to pi+1 in S
1. One thus obtains from this a covering
of S1 by closed intervals. These can be extended trivially to open intervals, since Ξ
is only required to be homotopy preserving.
Consider the two shadows Si(l) and Si−l(l) whose intersection includes ei−1(0).
If i − 2lmodm ≤ imodm, however, then ei(0) also belongs to the intersection.
However, for 0 < l < m, ei(0) and ei−1(0) are not nearest neighbours on N
∗(1).
Using the De Rham-Weil theorem [24] we see that the related covering of S1 has
intersections which are not themselves connected, and hence its nerve need not
reproduce the homology of the circle. On the other hand, if 2l < m, all intersections
are homotopically trivial, and so the nerve N (l) is homotopic to S1.
Thus, for m sufficiently large, one obtains a large range of thicknesses 1 ≤
l ≤ [m/2] for which the homology is stable. However, this stability sets in at
the discreteness scale, unlike the case of manifoldlike causal sets, where H0 rapidly
decreases. If it were possible to isolate this class of antichains in the tower of crowns
poset without any a priori knowledge of its structure, it would be clear that the
causal set does not pass our test of manifoldlikeness.
However, our numerical test for manifoldlikeness uses random antichains and we
do not look for the existence of special antichains from which to start the thicken-
ing. For a randomly chosen antichain it will generically be true that the homology
changes for small n. Because of the crystalline structure, the number of inextendible
antichains which have a distinct behaviour (i.e. cannot be mapped to each other via
time or spatial translation) will depend on m and hence doing a sufficiently large
number of trials will uncover the repeated structure. It is relatively easy to see this
for small m. The simplest case of m = 3, for example, has only three distinct types
of antichains, and so there are only 3 distinct possibilities for the homology as a
function of n. As m increases, the number of possible antichains becomes much
larger, and so the test for repetition will need more trials.
We use the random antichain algorithm to run our test on N = 1000 element
tower of crowns causal sets with m = 3, m = 4, m = 10 and m = 40, and run the
test up to the cosmological scale for the first three and nm = 99 for the last. For
m = 3, 4, 10, the cosmological scale is reached early and hence no stable homology
is exhibited. Moreover, for small thickness, the homology groups are repeated in
different trials as expected, so these causal sets clearly are not manifoldlike. Fig
23 shows the behaviour of H0 at small thickness for 50 of the trials. Such perfect
repetitions signal the fact that antichains which are identical, except for being time
translated, appear more than once in the trials so that their homology groups are
identical for all n.
For m = 40, on the other hand, the set of 100 trials does not suffice to demon-
strate that repetitions occur. Hence the behaviour for small n appears to have the
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Figure 23: The fluctuations of the homology group H0 for small n for the m = 10 tower
of crowns in 50 trials are shown. Though not immediately clear from the figure, there is
a repetition of the behaviour in a large number of the trials.
characteristics of the stochastic fluctuations of causal sets that are obtained from
discretisations. Fig 24 shows the fluctuations in H0 for 50 trials at small thickness.
Moreover, the stability analysis shows that for all the 93 legitimate trials, the cylin-
der homology appears as the first stable region. Putting these ingredients together
it seems that we can conclude that the m = 40 tower of crown causal set satisfies
our necessary but not sufficient test for manifoldlikeness when we restrict ourselves
to 100 trials. Having passed this topological test, however it readily fails a crucial
geometric test. The crystalline structure is immediately obvious when counting the
valency or the number of links for each element – it is the same (and very small) for
all 1000 elements, and this is a definite sign that the causal set is not manifoldlike.
While geometric considerations rule out this simple example, it may not be as easy in
general. Importantly, this example stresses that our test is only a sufficient condition
and acts as a basic filter before using more subtle tests for manifoldlikeness.
We can use this example as a lesson that random antichains aren’t always suffi-
cient and that our tests should be made more sensitive. One could look for special
classes of antichains to check if initial fluctuations in the homology exist, are generic
or the homology versus thickening behaviour is the same for all the antichains. As
shown analytically, the tower of crowns for anym will not pass this test for antichains
of cardinality m which correspond to the level foliations.
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Figure 24: The fluctuations of the homology group H0 for small n for the m = 40 tower
of crowns in 50 trials are shown. This resembles more closely the fluctuations obtained
from a causal set discretisation of the cylinder spacetime.
5 Conclusion
In this work we have presented evidence that manifoldlikeness in a causal set C
manifests itself in terms of a first stable homology for a large fraction of randomly
chosen antichains, in a statistically large sampling of inextendible antichains. More-
over, for small thicknesses, the correlation between the homology across the different
antichains is very weak, this reflecting the detail of the antichain itself, rather than
being a robust feature of the continuum.
This hypothesis was reached by doing a large number of simulations for causal
sets obtained via a sprinkling into a set of 2d conformally flat spacetimes. It was
then verified for causal sets obtained from sprinkling into a class of 3d conformally
flat spacetimes. However, the 3d computations were computationally too intensive
to allow any statistical analysis. Nevertheless, it is a worthwhile future exercise to
demonstrate whether the above test for manifoldlikeness works for a wider class of
examples in higher dimensions. It is also important to test how and when torsion
makes its appearance. All our examples are simple enough topologically for it not
to have made an appearance, and it would be useful to have a better understanding
of this.
Our test for manifoldlikeness was then performed on examples of causal sets not
obtained via sprinklings of continuum spacetimes. These were causal sets generated
from a class of transitive percolation dynamics, and the regular tower of crowns
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causal sets. While the former class had stable regions, these were not consistent
over a sufficient number of the trials and hence did not pass our test. However, the
restriction to relatively large values of the parameter p because of computational
constraints should be borne in mind. This means that the causal sets are very
narrow, and hence not likely to exhibit manifoldlike characteristics. Testing for
manifoldlikeness in transitive percolation dynamics for smaller values of p would
therefore be worthwhile to study in the future.
The other class of causal sets studied, the tower of crowns, do pass the sta-
bility test, but the existence of special classes of antichains for which there is no
fluctuating homology at small thicknesses means that they do not pass our test of
manifoldlikeness.
We should also reiterate that our analytical understanding of the homology con-
struction is limited to globally hyperbolic regions of spacetime. While it is true that
there are large classes of spacetimes which are not globally hyperbolic, it is also
true that for strongly causal spacetimes, there are convex normal neighbourhoods
(CNNs) around every point which are themselves globally hyperbolic. Our algorithm
currently does not pick such neighbourhoods, but considers the global topology of
the spacetime. Ultimately, we will also need to include checks for CNNs, for which
the topology should be trivial. For this, however, we would need to understand
better how geometry is encoded in a causal set.
If this test for manifoldlikeness is robust, and survives further analysis, it would
provide us a valuable tool in assessing manifoldlikeness in causal sets generated by
causal set quantum gravity. Conversely, it is possible that these results can suggest
a means of incorporating the right sort of locality into the quantum dynamics [32]
so that manifoldlike causal sets emerge in the classical limit of the theory.
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