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ABSTRACT               I 
                  
Abstract 
 
This thesis presents a 22- to 26.5-Gb/s optical receiver with an all-digital clock 
and data recovery (ADCDR) fabricated in a 65-nm CMOS process. The receiver con-
sists of an optical front-end and a half-rate bang-bang clock and data recovery circuit. 
The optical front-end achieves low power consumption by using inverter-based am-
plifiers and realizes sufficient bandwidth by applying several bandwidth extension 
techniques. In addition, in order to minimize additional jitter at the front-end, not only 
magnitude and bandwidth but also phase delay responses are considered. The 
ADCDR employs an LC quadrature digitally-controlled oscillator (LC-QDCO) to 
achieve a high phase noise figure-of-merit at tens of gigahertz. The recovered clock 
jitter is 1.28 psrms and the measured jitter tolerance exceeds the tolerance mask spec-
ified in IEEE 802.3ba. The receiver sensitivity is 106 and 184 μApk-pk for a bit error 
rate of 10−12 at data rates of 25 and 26.5 Gb/s, respectively. The entire receiver chip 
occupies an active die area of 0.75 mm2 and consumes 254 mW at a data rate of 26.5 
Gb/s. The energy efficiencies of the front-end and entire receiver at 26.5 Gb/s are 1.35 
and 9.58 pJ/bit, respectively. 
 
Keywords : All-digital clock and data recovery (ADCDR), LC oscillator, limiting 
amplifier (LA), optical receiver, transimpedance amplifier (TIA), quadrature digi-
tally-controlled oscillator (QDCO) 
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The rapid growth in computing and storage capabilities demands ever-increasing 
data rates for chip-to-chip and board-to-board interconnections. Because of package 
pin-count constraints, the required per-pin data rate also steadily increases, which 
makes the signal attenuation, distortion, and cross-talk of copper-based interconnec-
tions more severe [1]-[3]. This can be mitigated to some extent with pre- and post-
equalization techniques such as the feed-forward equalizer (FFE), continuous-time 
linear equalizer (CTLE), and higher-order decision-feedback equalizer (DFE) [4]-[5]. 
However, such solutions require considerable power consumption. For these reasons, 
optical interconnections, as shown in Fig. 1.1, are gaining more interest as candidates 
for next-generation board-to-board and chip-to-chip interconnections, which can be 
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attributed their much higher intrinsic bandwidth of optical fibers. Reflecting this trend, 
various optical specifications such as 40/100 Gigabit Ethernet (GbE), Infiniband En-
hanced Data Rate (EDR), 32GFC, and 100G Coarse WDM Long Range 4 (CLR4) 
have been proposed for high-speed inter-rack/board interconnections. Fig. 1.2 sum-
marize the roadmap of those optical communication standards. In addition, it is ex-
pected that optical specifications for chip-to-chip applications will also appear in the 
near future. 
Considering the cost and vision of fully-integrated optical receivers with proces-
sors, CMOS processes are more suitable than III-V compound processes in spite of 
their inferior noise and transition speed characteristics [6], [7]. Accordingly, the 
CMOS implementations of the 25 Gb/s-class optical receiver have been intensively 
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worked recently [8]-[15]. From the cost and signal integrity point of view, the mono-
lithic optical receiver described in Fig. 1.3(b) is the best solution. There have been 
several attempts to implement optical receiver including photodiode in standard 
CMOS process [16], [17]. However, their speeds are limited around 20 Gb/s per chan-
nel and they exhibit poor sensitivity performance because of the intrinsic and extrinsic 
limitations of the CMOS photodiode [7]. Consequently, most of the researches on 25 
Gb/s-class optical receiver focus on hybrid integration of optical and electrical de-
vices from different processes, which is shown in Fig. 1.3(a). 
As the technology scales down, the operating speed of a CMOS optical front-end 
has continuously increased because of the concomitant increase in the transit fre-
quency of MOSFET devices. On the other hand, in the deep-submicron technologies, 
the conventional clock and data recovery (CDR) circuit based on the charge-pump 
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phase-locked loop (CP-PLL) encounters many challenges [18]-[20]. First, it is diffi-
cult to achieve high performance in the charge-pump because of the reduced voltage 
headroom, low output impedance of the transistors, and large process variations. Sec-
ond, the area of a loop filter does not scale down in step with the scaled technologies; 
a scaled transistor cannot be used as the capacitors in the loop filter because of non-
 
Fig. 1.3 (a) Hybrid and (b) monolithic optical receiver front-end. 
GaAs / InGaAs CMOS
Cpad1
TIA LA
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negligible gate leakage current. Third, the reduced tuning voltage range makes the 
voltage controlled oscillator (VCO) more sensitive to the noise coupled from adjacent 
blocks. 
In order to overcome the problems faced by conventional CDRs, many digital ap-
proaches to a phase-locked loop (PLL) and CDR have been proposed [19]-[22]. They 
obviate the use of large loop-filter capacitors and exhibit a loop characteristic that is 
immune to process, voltage, and temperature (PVT) variations. Additionally, they are 
noise tolerant because the signal amplitudes at most of the nodes are quantized. There-
fore, an all-digital CDR (ADCDR) is the optimal choice for an optical receiver im-
plemented in deep-submicron technology. 
In this thesis, a 22- to 26.5-Gb/s optical receiver implemented in a 65-nm CMOS 
technology is presented. The receiver includes both an optical front-end and a PLL-
based bang-bang ADCDR, which corresponds to the blocks enclosed by dashed line 
in Fig. 1.1.  
 
1.2 Thesis Organization 
 
This thesis is organized as follows. In Chapter 2, the background on building 
blocks for optical front-end is explained. After that, the overall architecture and de-
tailed circuit implementation of the implemented receiver are described. In addition, 
noise and sensitivity analyses of the optical front-end are presented. 
In Chapter 3, the basic theory of ADCDR is introduced to understand the dynamics 
of ADCDRs. In addition, the nonlinear and pseudo linear analyses of bang-bang 
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ADCDR are introduced. Then the overall architecture and circuit implementation of 
the implemented receiver are described. 
Chapter 4 summarizes the results of an experiment with the test chip, and Chapter 
5 draws conclusions. 
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Chapter 2  
 








The objective of the optical front-end is to convert an incoming photocurrent from 
the photodiode to a voltage signal with sufficient amplitude and signal-to-noise ratio 
(SNR) for faithful zero/one detection. From this objective, the required building 
blocks and design considerations of the optical front-end can be inferred. 
Firstly the optical front-end requires the building block which converts the current 
signal to the voltage signal. Secondly, the optical front-end has to deliver the voltage 
signal with sufficient amplitude for zero/one detection. In order to avoid metastabil-
ity in the sampling operation, the optical front-end requires amplifiers which provid-
ing additional gain. 
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For faithful zero/one detection, both a SNR and a timing jitter should be consid-
ered. The SNR can be maximized by minimize the additional noise in the optical 
front-end. The Friis equation indicates that the noise contributed by each stage de-
creases as the gain preceding the stage increases [23]. Thus, the overall sensitivity 
performance of the receiver is mainly determined by that of the first stage in the front-
end, which is current-to-voltage converter in optical front-end. In addition, an inter-
symbol-interference (ISI) is the dominant source of the timing jitter in the optical 
front-end, which is related to the bandwidth. The limited bandwidth causes the am-
plitude response and group delay to vary with frequency, which results in determin-
istic jitter. To be more exactly, the amount of jitter induced by the front-end is deter-
mined by the frequency response of the entire chain unless the system is not slew 
limited. 
To sum up, two major design targets of the optical front-end are to perform a cur-
rent-to-voltage conversion with low additional noise and to make the signal amplitude 
detectable in the CDR with low additional jitter. 
In later sections, the background on building block for optical front-end will be 
explained in detail and the overall architecture and circuit implementation of the im-
plemented receiver will be described. In addition, noise and sensitivity of the optical 
front-end will be investigated. 
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The optical signal from the optical fiber is received by the photodiode, which gen-
erates a current signal in proportion to the responsivity. The characteristics of the 
current-to-voltage converter of the optical front-end are closely related to the equiva-
lent circuit of the photodiode. Fig. 2.1 shows the small signal equivalent circuit of 
photodiode and simplified one. CPD includes the junction capacitance Cj and pad ca-
pacitance Cpad of photodiode. In addition, CPD of the commercial 25 Gb/s-class pho-
todiodes ranges from 80fF to 100fF, which is determined experimentally. 
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The total capacitances of the commercial photodiodes, which are presented at the 
website of each manufacturer, are summarized in Fig. 2.2. In later sections the sim-
plified photodiode model shown in Fig. 2.1 is used to investigate the characteristics 
of the optical front-end and set design parameters. 
In addition, we will introduce some terminology for optical signal and photodiode 
characteristic. Optical modulation amplitude (OMA) and extinction ratio (ER) are the 
difference and ratio between optical power level of the digital signal “1” and “0”, 
respectively. Responsivity is the gain of the photodiode, which is usually expressed 
in the unit of amperes per watt. They are given by, 
 1 0OMA P P= −  (2.1) 
 1 0ER P P=  (2.2) 
 Responsivity PD optI P=  (2.3) 
 


















Application Data Rate [Gb/s]
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where P1 and P0 are the optical power level of the digital signal “1” and “0”, respec-
tively 
 
2.2.2 Transimpedance Amplifier 
 
The simplest implementation which convert current signal to the voltage signal is 



























⋅ ⋅ ⋅  
(2.5) 
where k and T are the Boltzmann constant and the absolute temperature, respectively. 
CT is the total capacitance at the input including the photodiode capacitance and par-
asitic capacitance. The equation (2.5) shows a tight tradeoff between the SNR and the 
 





Chapter 2. Design of Optical Front-End                                  12 
bandwidth. In most cases of the high-speed optical interconnection, the required SNR 
and bandwidth cannot be met simultaneously with a single resistor, because the typi-
cal photocurrent ranges from tens of uA to hundreds of uA. Therefore, transimped-
ance amplifiers (TIA) whose input impedance is small enough to satisfy the required 
bandwidth maintaining the same gain are commonly employed. 
Generally, the capacitance at the TIA input node larger than those at other on-chip 
nodes, especially in the hybrid integration. Thus, the dominant pole of the TIA gen-
erated at the input of the TIA. For those reasons, the traditional TIAs are based on the 
common gate (CG) amplifier as shown in Fig. 2.4. Since the CG amplifier has small 
input resistance, dominant pole located at the input of the TIA can be located at rela-
tively high frequency. In addition, because transimpedance gain is determined by the 
load resistance, transimpedace and bandwidth are optimized separately without tight 
tradeoff in contrast to the single resistor implementation. The transimpedance gain at 
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low frequency RT and input resistance Rin of CG amplifier are derived as follows: 
 




= = . (2.6), (2.7) 
Improved from the CG amplifier, the regulated cascode (RGC) amplifier shown 
in Fig. 2.5 exhibit much smaller input resistance [24]. An amplifier feedback added 
between the gate and source of the CG amplifier lower the input resistance as follows: 








where gm1 and gm2 are transconductances of the M1 and M2, respectively. Because of 
the greatly reduced input resistance, the dominant pole of the RGC amplifier is gen-











where Cd1 is the total drain capacitance of M1. However, it should be noted that a 
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zero appears due to the local feedback stage and this zero causes a peaking in the 
frequency response at the frequency of 
 ( )2 1 2
1






where Cgs1 and Cgd2 are gate-source and gate-drain capacitances of M1 and M2, re-
spectively [25]. 
Using the RGC amplifier as an input stage, as shown in Fig. 2.6, several RGC 
TIAs achieve small input resistance, hence high bandwidth [26]. Because of the small 
input resistance of RGC input stage, large photodiode capacitance can be isolated 
from the bandwidth determination. The transimpedance gain at low frequency ZT and 
the dominant pole generated at the drain of M1 are given by, 
 T FZ R≈ −  (2.11) 
 


































− ≈ + 
+ +   
(2.12) 
where αi are the low-frequency gains of the source followers, Cgd1 is the gate-drain 
capacitance of M1, Cg2 is capacitance at the gate of M2, and Cf is the parasitic capac-
itance of the feedback resistor [26]. 
However, in the conventional RGC amplifier shown in Fig. 2.5, the DC voltage at 
the drain of M2 and Vout are two gate-source and one gate-source plus one drain-
source voltage, respectively. Thus, the performance of the RGC amplifier is signifi-
cantly decreased in the low supply voltage. In order to maintain the performance of 
the RGC amplifier even in lower supply voltage, a modified RGC TIA is proposed as 
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shown in Fig. 2.7 [27]. By introducing M2, all employing transistors can be biased at 
a gate-source and a drain-source equal to or higher than 0.5 V. In addition, the band-
width is further increased by inductive peaking. 
Nonetheless, considering the voltage drop at the passive load, which is closely 
related to transimpedance gain, feedback loop gain, and stability, it is steel hard to 
design the high performance RGC-based TIA in low supply voltage. 
The TIAs explained so far are based on CG amplifier with feedback loop to lower 
input resistance. Another approach to the TIA design is utilizing the shunt-shunt feed-
back to lower the input resistance as shown in Fig. 2.8 [28]. The transimpedance gain 
at low frequency RT, the input resistance Rin, and the −3-dB frequency f-3dB are de-




















































⋅ +  
(2.15) 
where gm, ro, and RF are the transconductance and output resistance of the transistors 
and the feedback resistor, respectively. Cin,tot is the total input capacitance at the TIA 
input. It is assumed that the dominant pole is generated at the TIA input. It is worth 
noticing that there is a tradeoff between the bandwidth and the transimpedance gain 
as single resistor implementation shown in Fig. 2.3. However, the bandwidth of the 
shunt-feedback (SF) TIA is extended by a factor of CMOS intrinsic gain, thus, the 
tradeoff between them are greatly loosened compared with the single resistor imple-
mentation. In contrast to the RGC-based TIAs, it is suitable to low power supply, 
because there is only two drain-source voltage and no voltage drop of passive device 
between the power supply and the ground. In addition, due to the reuse of current in 
PMOS and NMOS, it is power-efficient. For these reasons, SF TIA is now widely 
used for high-performance in scaled technology [8]-[10]. 
As explained earlier, the additional noise of the TIA is key performance metric as 
well as bandwidth. It will be investigated in section 2.4 with the noise analysis of the 
implemented receiver. 
 
2.2.3 Post Amplifier 
 
With typical values of the received OMA, photodiode responsivity, and TIA gain 
of −10 dBm, 0.7 A/W, and 100 Ω, respectively, the signal amplitude of the TIA output 
is 7 mVpk-pk. It is still insufficient for the reliable operation of the CDR. Therefore, an 
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intermediate stages providing additional gain between the TIA and CDR circuits are 
needed. In later sections, those amplifier stages following the TIA will be referred to 
as the post amplifier. 
We start by distinguishing two types of amplifiers for the post amplifier, the lim-
iting amplifier (LA) and the automatic gain control (AGC) amplifier. An LA is an 
amplifier with no special provisions to avoid occurring clipping or limiting of the 
output signal. For very small input signals, the LA operates in the linear regime, the 
output amplitude is proportional to input. For larger signals, it crosses into the limiting 
regime, output signal has constant amplitude. On the other hand, the AGC amplifier 
reduces its gain for large input signals and thus manages to stay in the linear regime 
whereas the LA starts to limit. The DC transfer function of an LA and an AGC am-
plifier are shown in Fig. 2.9. 
If the post amplifier is followed directly by a decision circuit as shown in Fig. Fig. 
2.10(a), linearity is of little concern and we may even use a limiting amplifier for the 
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post amplifier. In this case, amplitude distortions do no harm as long as the crossover 
points of the signal with the decision threshold are preserved [29]. Nevertheless, we 
have to make sure that the nonlinearity doesn’t introduce pulse-width distortions and 
jitter, which would reduce the horizontal eye opening. If the post amplifier is followed 
by some type of signal processor, such as the equalizer shown in Fig. 2.10(b), linearity 
becomes important [29]. In addition, if the optical front-end is part of a receiver for 
PAM-4, then linearity is of foremost importance. In this case, an AGC amplifier must 
be used. However, since the optical front-end with equalizers and PAM-4 receiver are 
not in scope of this thesis, the details of only the LA for the post amplifier will be 
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introduced. 
In order to archive sufficient gain, the LA for post amplifier composed of multiple 
stages in general. A cascade of n identical gain cells as shown in Fig. 2.11, each hav-
ing a bandwidth BWc, exhibits an overall bandwidth of 
 1/2 1m ntot cBW BW= ⋅ −  (2.16) 
where m is equal to 2 for first-order stages and 4 for second-order stages [30]. More 
generally, for a total gain of Atot, the required cell gain-bandwidth product GBWc can 
be written as 








⋅ −  
(2.17) 
where tot tot totGBW A BW= ⋅  and 
1/n
c tot cGBW A BW= ⋅  [31]. 
The equation (2.17), the required GBWc for a cascade of n fist-order or second-
order gain cells, can be plotted as Fig. 2.12 at a given target Atot and BWtot. The actual 
second-order plot in Fig. 2.12 shows the approximated values considering the circuit 
imperfections [31]. For a larger n, a lower gain per stage leads to high noise contri-
butions of each stage to overall input-referred noise. In addition, a larger number of 
 
Fig. 2.11 An n-stage amplifier. 




Chapter 2. Design of Optical Front-End                                  21 
stages result in higher power consumption. Therefore, it had better be chosen the min-
imum number of stages which meet the target Atot and BWtot at given technology. 
Any mismatches of load resistors or transistors in a differential pair may lead to 
the disparity between the DC levels of the two outputs and this DC difference is am-
plified by the subsequent stages [32]. In order to alleviate this problem, an offset can-
cellation circuit is needed in the post amplifier. A conventional offset cancellation 
circuit is shown in Fig. 2.13 [29]. The low-frequency components of the output are 
amplified by the error amplifier and the result is fed back to the input of the first stage. 
The continuous-time offset cancellation circuits introduce a high-pass cutoff fre-
quency in the transfer function and “droop” in the time domain after long consecutive 
identical bits as shown in Fig. 2.14(a) and (b) [31]. At the end of the droop period, 
the signal is shifted with respect to the decision threshold. The lower cutoff frequency 
 
Fig. 2.12 Required cell GBW as a function of the number of stages n [31]. 
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should be small enough to minimize this effect. 
In addition, because the photocurrent from the photodiode is single-ended, unless 
 
Fig. 2.13 Conventional offset cancellation scheme. 
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the TIA convert single-ended input to differential output, a single-to-differential con-
verter (S2D) has to be included in the post amplifier. 
In the following, a traditional LA, Cherry-Hooper amplifier, is introduced. It has 
first been proposed by Cherry and Hooper in the early 60’s by using a cascade of 
series-series feedback and shunt-shunt feedback amplifiers as shown in Fig. 2.15 [33]. 
Later, the technique is modified by several works for LA of the optical front-end. 
Intuitively, it can be easily known that the series-series feedback of the first stage 
boosts the high-frequency gain. Therefore, by choosing the proper values of RE and 
CE, the bandwidth of the amplifier can be extended. The effects of shunt-shunt feed-
back of the second stage are analyzed with simplified circuit as shown in Fig. 2.16(a) 
and (b). Instead of analyzing complex transfer function of the circuits, the effects of 
shunt-shunt feedback on the frequency response of the amplifier can be investigated 
using the method of open-circuit time constants. The low-frequency gain Av and the 
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where gmi, roi, Cgi, and Cdi are transconductance, output resistance, total gate capaci-
tance, and total drain capacitance of Mi, respectively. The time constants τX and τY 
are reduced by a factor of the voltage gain of the second stage. In addition, if τY is 
dominant, the bandwidth and gain of the amplifier are tuned independently each other. 
However, it should be noted that the voltage gain of the amplifier is reduced by the 
same factor. Therefore, the bandwidth of the amplifier are extended at the cost of the 
reduced voltage gain. 
 
2.2.4 Shunt Inductive Peaking 
 
Many techniques to extend the bandwidth of the amplifier have been proposed. In 
this section, one of the commonly used techniques, the shunt inductive peaking, and 
its optimum response will be investigated. An attractive feature of this technique is 
that the bandwidth enhancement comes without additional power dissipation. 
Fig. 2.17 shows the simple shunt peaking implementation and the transfer function 













+ − . 
(2.21) 
Equation (2.21) can be normalized and rewritten with the ratio of the L/R and RC 
time constants as 
 




















The frequency response of the shunt-peaked amplifier is varied with the coeffi-
cient m. The maximum bandwidth can be obtained by finding the value of m maxim-











   = + − + + − +   
     
(2.24) 
where ω1 is the uncompensated −3-dB frequency. In addition, the maximal flatness 
can be obtained by choosing the value of m maximizing the number of derivatives of 
magnitude response, whose value is zero at DC [34]. 
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Another special case of the shunt peaking is minimum phase distortion. If the spec-
tral components of the input signal do not experience equal time delay, distortion in 
the output signal can occur. The minimum phase distortion can be obtained by choos-
ing the value of m, which makes the group delay response maximally flat [34]. The 
group delay is defined as follows: 







where Φ(ω) is the phase response of the amplifier. 
Three cases of special shunt peaking explained above are summarized in Table 2.1 
and their amplitude and phase responses are plotted in Fig. 2.18(a) and (b) [35]. For 
the digital signals, whose spectral components spread out through the wide frequency 
range, the optimum group delay case is desirable for optimizing jitter performance. 
To be more exact, the time delay of each spectral components in the wideband system 










However, the phase delay variance is also minimized when the group delay vari-
ance is minimized, although the amount of them are not exactly same. 
 
Chapter 2. Design of Optical Front-End                                  28 
 
















































Fig. 2.18 Normalized frequency responses of shunt-peaked amplifier: (a) ampli-
tude and (b) phase [35]. 
m Normalized ω3dB Response 
0 1.00 No shunt peaking 
0.32 1.60 Optimum group delay 
0.41 1.72 Maximally flat 
0.71 1.85 Maximum bandwidth 
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2.3 Circuit Implementation 
 
2.3.1 Overall Architecture 
 
The overall architecture of the implemented optical front-end is shown in Fig. 2.19 
[36]. The optical front-end consists of a TIA, a S2D, an LA, DC offset cancellation 
circuits, and an output buffer. The TIA converts the incoming photocurrent from a 
photodiode to a voltage signal. After that, S2D transforms the single-ended TIA out-
put into differential outputs. Following the S2D, the LA provides additional amplifi-
cation to achieve a signal amplitude sufficient for reliable sampling operation in the 
CDR. In addition, offset cancelation circuits are inserted between the inputs and out-
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puts of the LA, forming a negative feedback loop, and thereby preventing offset in-
duced amplifier saturation. In addition, a current-mode logic (CML) buffer with shunt 
inductive peaking is employed to drive the large capacitive load of the samplers in 
the CDR. 
The optical front-end adopts an inverter-based amplifier as the basic building 
block to implement the TIA and the LA because this approach allows more small 
signal gain than NMOS-based amplifiers as a consequence of current reuse [37]. In 
addition, the front-end utilizes several bandwidth extension techniques that optimize 
not only the amplitude but also the phase delay response in order to minimize the 
additional jitter. 
The power spectrum of the random non-return-to-zero (NRZ) data includes non-
zero components that extend out to infinite frequencies. However, the majority (90%) 
of the total power is concentrated in the spectrum between 0 and 0.7 times the data 
rate [38]. Therefore, the target bandwidth of the optical front-end is set to 0.7 times 
the maximum date rate, which is approximately 18.5 GHz. In order to meet the target 
bandwidth and minimum phase distortion simultaneously, both shunt inductive peak-
ing and negative Miller capacitance are employed at the output node of the S2D. Ad-
ditionally, to achieve sufficient gain and bandwidth in the LA, shunt feedback resis-
tors are inserted in every other stage, which corresponds to a two-stage CMOS 
Cherry-Hooper amplifier, as presented in [39]. The implementation of the TIA, S2D 
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2.3.2 Transimpedance Amplifier 
 
As explained in section 2.2.2, there have been various approaches to TIA design, 
and their main target was to reduce the input resistance of the TIA, thereby moving 
the pole that is introduced at the TIA input node to a higher frequency. However, as 
the supply voltage scales down, conventional topologies such as CG and RGC ampli-
fiers are becoming more difficult to design be-cause of the reduced voltage headroom. 
In this situation, the compact but powerful TIA topology shown in Fig. 2.8, a CMOS 
inverter with the shunt resistive feedback, is now widely used for high-performance 
optical receivers. In the implemented receiver, the TIA is designed with the same 
topology presented in [28]. 
The input resistance Rin, transimpedance gain ZT, and its value at low frequency 
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(2.29) 
where gm, ro, Co and RF are the transconductance, output resistance, and output ca-
pacitance of the transistors and the feedback resistor, respectively. Cin,tot is the total 
input capacitance at the TIA input, consisting of the photodiode capacitance CPD, TIA 
input capacitance Cin,TIA, and pad capacitance Cpad. Assuming that Cin,tot is dominant 
and thus the two poles of the closed-loop transfer function are far apart, the −3-dB 
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frequency of the implemented TIA is given by, . 
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⋅ + + . 
(2.30) 
To get some design intuition, equation (2.30) can be rewritten with assumption 
that Co is much smaller than Cin,tot, 
 
( ) 3 ,2 1m ds dB in tot
F
ds







 ,in tot PD pad ggC C C C= + +  (2.32) 
where gds and Cgg are the drain-source conductance and intrinsic gate capacitance of 
the transistors. From (2.31), we can easily know that there are tradeoff between the 
power consumption and maximum achievable transconductance at given f3dB, CPD, 
Cpad, and technology. Fig. 2.20 plots the computed maximum achievable transimped-






























Fig. 2.20 Computed transimpedance gain versus supply current at target bandwidth 
of 20 GHz. 
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SPICE simulation of the CMOS inverter in 1-V supply and 65-nm technology. CPD 
and Cpad are assumed to be 120 fF and 100 fF, respectively, and f3dB is set to 20 GHz. 
From the power efficiency point of view, it would be better to design the supply cur-
rent of less than 4 mA. On the contrary, from the noise point of view, larger gain of 
the TIA is preferred. Taking all these considerations into account, the transimpedance 
gain, approximately feedback resistor, is first set. The following amplifiers make up 
for the gain requirement of the optical front-end. In practice, several iterations are 
needed because of the limits of assumptions and bonding wire inductance which is 
not taken into account in above analysis. 
The SPICE simulation, including the photodiode model and pad as shown in Fig. 
2.21, indicates that the transimpedance gain and −3-dB bandwidth of the implemented 
TIA are 41 dBΩ and 30 GHz, respectively, with CPD of 120 fF as shown in Fig. 2.22. 
The bonding wire inductance and pad capacitance are assumed to be 0.5 nH and 100 
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fF, respectively. The bandwidth is higher than the target value because of series peak-
ing induced by the bonding wire. However, if the bonding wire inductance is more 
than 1 nH, the bandwidth and signal integrity deteriorate with in-band peaking. 
 
2.3.3 Post Amplifier 
 
The post amplifier consists of S2D and LA as shown in Fig. 2.19. The circuit im-
plementations of the S2D and LA are described in Fig. 2.23 and Fig. 2.24, respectively. 
For a single-to-differential conversion with sufficient bandwidth, a differential am-
plifier with shunt inductive peaking is used. It provides both single-to-differential 
conversion and signal amplification. One input of the differential pair is connected to 
the TIA output, and the other is connected to the output of the passive RC filter that 






















  40 fF
  80 fF
  120 fF
  160 fF
 
Fig. 2.22 Simulated frequency response of TIA with different CPD values. 
 
Chapter 2. Design of Optical Front-End                                  35 
In order to amplify a broadband signal such as a random binary signal, it is im-
portant to extend the bandwidth with the optimal phase delay response. As explained 
in section 2.2.4, the optimal phase delay performance is attained when m is 0.32, 
which makes the phase response the best approximation to linear line up to the 3-dB 
bandwidth [35]. However, theoretically, the bandwidth extension ratio by the shunt 
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inductive peaking with optimal group delay is fixed at 1.60, which is not sufficient to 
meet the target bandwidth, 18.5 GHz. Thus, negative capacitances are also employed 
at the output nodes of the S2D. These can reduce the load capacitance, thereby en-
larging the original bandwidth without the shunt inductive peaking. Therefore, the 
target −3-dB bandwidth and optimal phase delay response are achieved simultane-
ously by using both the shunt inductive peaking and negative capacitances. 
The inductive loads are realized as the on-chip spiral inductors in series with the 
biased NMOS loads, as shown in Fig. 2.23. The impedance seen at the output of the 
S2D is derived as 
 2 2 2( ) (1 )L o s m oZ s r sL g r= + +  (2.33) 
where gm2 and ro2 are the transconductance and output resistance of M2, respectively 
[40]. As indicated by (2.33), the equivalent circuit of the load is the output resistance 
of M2 in series with Leq, which is derived as follows [40]: 
 2 2(1 )eq s m oL L g r= + . (2.34) 
This greatly reduces the required inductor size, thus saving chip area. In addition, 
it makes the signal trace shorter, which results in smaller parasitics. The zero fre-
quency induced by Ls, which provides bandwidth extension, is derived as 
 1 2
1 2 2 2
1
2 (1 ) 2
o o
z
o s m o m s
r r
f
r L g r g Lπ π
= ≈
⋅ ⋅ + ⋅ . 
(2.35) 
where ro1 is the output resistance of M1. Even though the equivalent inductance Leq 
is a function of ro2, which is sensitive to process variations, the zero frequency is 
independent of ro2 and the function of gm2, which is relatively well controlled by the 
current bias. In addition, including the gate-source capacitance of M2, (2.33) can be 
expressed as [40] 
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where Cgs2 is the gate-source capacitance of M2. Therefore, inductance Ls and the 
size of M2 should be chosen with care so that the parasitic capacitance does not turn 
the load impedance into a capacitive value at the frequency of interest. 
The negative capacitances are implemented by cross-coupling the inputs and out-
puts of the inverters with series capacitors, as shown in Fig. 2.24 [31]. By the Miller 
effect, the effective capacitance has a negative value. Considering both the shunt in-
ductive peaking and negative capacitances, the coefficient m is expressed as 















where Ceff is the effective capacitance, including negative Miller capacitance, at the 
output of the S2D. Fig. 2.25 shows the simulated amplitude and phase delay responses 
of the S2D, which indicate that the single-to-differential gain and −3-dB bandwidth 
are 10.1 dB and 19.1 GHz. The peak-to-peak phase delay variation is reduced from 
6.14 ps to 0.91 ps in the range of 1–20 GHz. 
In addition, because the first stage of the LA following the S2D is the inverter of 
the CMOS Cherry-Hooper amplifier, the output common-mode voltage is set to the 
inverter threshold voltage with a negative feedback loop and an inverter replica whose 
input and output are connected to each other. 
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Fig. 2.25 Simulated frequency response of single-to-differential converter (a) am-
plitude and (b) phase delay. 
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adopted for a unit amplifier stage. In addition, to meet the required bandwidth, a feed-
back resistor is inserted as shown in Fig. 2.26, which can be thought of as a CMOS 
Cherry-Hooper amplifier in which the NMOS devices are replaced with pairs of 
PMOS and NMOS devices [33], [39]. At the initial design point, the sizes of the in-
verter are set to be same. Thus, when the unit amplifier stages are cascaded, the ratio 
of the time constants τX and τY, which are introduced in section 2.2.3, is derived as  
 
2 21 1
Y YF X Y Y
m Y m YX F
RR C R C
g R g R R
τ
τ
   
= ≈   + +     
(2.38) 
where RY is the output resistance of the second inverter. If the output resistance of the 
inverter is large enough to separate two poles, the unit amplifier stage can be approx-
imated as first-order system. However, since it is comparable to RF in the range of 
our design, the required cell GBW will be somewhere between first-order and second-
order lines in Fig. 2.12. 
In addition, the required gain of the LA can be obtained as shown in Table 2.2. 
With the target gain and bandwidth of 23 dB and 20 GHz, the required cell gain-
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bandwidth product GBWc can be plotted as Fig. 2.27. As explained in section 2.2.3, 
a larger n leads to not only higher power consumption but also higher noise contribu-
tions of each stage to overall input-referred noise. Because the GBW of the unit cell 
ranges from 95 to 110 GHz and the required GBW will be somewhere between first-






























GBW of Unit Cell
 
Fig. 2.27 Required cell GBW as a function of stages n for Atot = 23 dB and BWtot = 
20GHz. 
Parameter Value 
OMA [dBm] -10 
Extinction Ratio [dB] 6 
Photodiode Responsivity [A/W] 0.7 
TIA Gain [dB] 41 
S2D Gain [dB] 10 
Output Driver Gain [dB] 3 
Required Vout,diff,pk-pk [mV] 500 
Requred Limiting Amp. Gain [dB] 23 
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order and second-order, the number of the stages are set to 2. 
Fig. 2.28 shows the simulated frequency responses of the LA and the entire optical 
front-end with the CPD of 120 fF, which indicate that the gains and 3-dB bandwidths 
of them are 23 dB, 74 dBΩ, 20.9 GHz, and 23.2 GHz, respectively. In addition, the 
eye diagrams of the optical front-end from post-layout simulation are shown in Fig. 

























Fig. 2.28 Simulated frequency responses of limiting amplifier and entire optical 
front-end. 
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25Gb/s, 100uApkpk Input, CPD=120fF, Lbw=0.5nH
25Gb/s, 500uApkpk Input, CPD=120fF, Lbw=0.5nH
(a)
(b)  
Fig. 2.29 Simulated eye diagram of the optical front-end with (a) 100 µApk-pk input 
and (b) 500 µApk-pk input. 
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The noise of photocurrent can be categorized into the shot noise and the thermal 
noise. Because the current of photodiode consists of a flow of discrete electrons, fluc-
tuation in the number of electrons creates a fluctuation in the signal current. The var-
iances of those fluctuations 21sσ  and 20sσ , which represent the noise power when the 
data are “1” and “0”, respectively, can be expressed as 
 21 12s se BW iσ = ⋅ ⋅  (2.39) 
 20 02s se BW iσ = ⋅ ⋅  (2.40) 
where is1 and is0 represent the photocurrent when the data are “1” and “0”, respec-
tively, e is electron charge, and BW is the noise measurement bandwidth [41]. The 
thermal noise is associated with the shunt resistance of photodiode. This is due to the 







σ ⋅=  (2.41) 
where k, T, and RSH are the Boltzmann constant, the absolute temperature, the shunt 
resistance of the photodiode, respectively. By substituting typical value of RSH, 1 GΩ, 
it can be shown that the shot noise is much more dominant than thermal noise. There-
fore, the thermal noise of the photodiode will be ignored in our sensitivity calculation. 
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2.4.2 Optical Front-End 
 
Fig. 2.30 shows the noise sources in the optical front-end, where all of the noise 
generated in the post amplifier are represented by an equivalent noise source at the 
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= + +  (2.42) 
where 2, ,n in nfI  and 2, ,n in naI  are input referred noises induced by feedback resistor and 
transistors of the TIA, respectively. A previous work find it convenient to calculate 
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the noise at the output and to convert it to input-referred noise simply by dividing the 








F o o T
n in nf
o o o F o TF o
A R C A r CA kTI












o o F T
n in na
o o o F o TF o
A A r C A R CkTI





where A is the intrinsic gain of the CMOS inverter, and CT and Co are the total capac-
itances at the TIA input and output, respectively. Equations (2.43) and (2.44) can be 
computed as shown in Fig. 2.31 with the maximum achievable transconductance at 
given f3dB, CPD, Cpad, and technology, which is plotted in Fig. 2.20. In addition, Co is 
assumed to be 70 fF. As explained in section 2.3.2, larger gain of the TIA results in 


























Fig. 2.31 Computed input referred noise of the TIA versus supply current at target 
bandwidth of 20 GHz. 
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supply current in the range of 3−4 mA. 
Calculating all of the noise sources in the post amplifier is cumbersome and com-
plicated. Moreover, because the noise contributed by the post amplifier is divided by 
a factor of transimpedance gain of the TIA, it is much smaller than the noise contrib-
uted by the TIA. 
From SPICE simulations, input-referred noise of the TIA and the optical front-end 
are 3.5 µArms and 3.9 µArms, respectively. These results will be used for sensitivity 




The sensitivity of the optical receiver can be calculated from the noise sources 
discussed in previous sections. The total noise power at the receiver input can be ex-
pressed as 
 2 21 1 ,2 s n ine BW i Iσ = ⋅ ⋅ +  (2.45) 
 2 20 0 ,2 s n ine BW i Iσ = ⋅ ⋅ +  (2.46) 
Using the probability density functions obtained from (2.45) and (2.46), the bit 
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    − −
= +          
 (2.47) 
where iD is the detection threshold [32]. The sensitivity of the optical receiver can be 
predicted using the simulated input-referred noise current of the optical front-end and 
the assumptions of ER and photodiode responsivity. Fig. 2.32 shows the calculated 
BER with respect to the input optical power, assuming the extinction ratio and PD 
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responsivity are given as 6 dB and 0.7 A/W, respectively. It indicates that the input 
optical power for a BER of 10−12 corresponds to −10.3 dBm. 
 
 






-15 -13 -11 -9 -7 -5
B
ER
Input Optical Power [dBm]
 
Chapter 3. Design of ADCDR for Optical Receiver                    48 
Chapter 3  
 









In digital communications, the received signal should be sampled to be converted 
to digital bits. Therefore, receivers need to know when to sample it. In other words, 
sampling clock with proper frequency and phase is needed. We start by distinguishing 
two types of I/O clocking architectures, forwarded-clock and embedded-clock shown 
in Fig. 3.1(a) and (b). In the forwarded-clock architectures, the received clock has the 
same frequency with that of transmitter clock. However, because there is phase dif-
ference due to delay mismatch between the channels, the receiver needs a phase re-
covery circuit to adjust the skew. In contrast, in the embedded-clock architecture, the 
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clocks generated in the receiver and the transmitter have not exactly the same but 
almost the same frequencies. This slight difference between two frequencies leads to 
a drifting phase. Therefore, the embedded-clock receiver needs clock recovery cir-
cuits tracking out phase drift as well as phase offset. In general, the clock recovery 
circuit in embedded-clock receiver is more complex and power hungry than phase 
recovery circuit in the forwarded-clock receiver. However, the forwarded-clock ar-
chitecture requires an additional channel for clock including optical fiber and photo-
diode, which increases the cost significantly. Consequently, most of the optical com-
munications are implemented with the embedded-clock architecture and this thesis 
will focus on it. 
Commonly used CDR topologies can be divided into three major categories as 
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follows [43]: 1) topologies using feedback control for phase tracking, including PLL, 
delay-locked loop (DLL), phase interpolator (PI), and injection locked (IL) structures. 
2) An oversampling-based topology without feedback control. 3) Topologies tracking 
phase without feedback control, including gated oscillator and high-Q bandpass filter 
architectures. An oversampling-based topology is not suited to the high speed appli-
cation such as optical communication due to burden on the samplers and clock gen-
eration circuits. In addition, in topologies without feedback control, the phase align-
ment between the received data and the recovered clock is sensitive to PVT variations 
[44]. For those reasons, topologies using feedback control are commonly used in op-
tical communications. 
In later sections, PLL-based ADCDR shown in Fig. 3.2 will be studied in detail 
and circuit implementation of the proposed receiver will be described. 
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3.2 Background on PLL-based ADCDR 
 
3.2.1 Phase Detector 
 
In order to track the phase of the received signal, the CDR needs phase detector 
which generates an output signal in relation to the phase difference of the inputs. 
Phase detectors can be divided into the linear phase detector and the bang-bang phase 
detector. 
The implementation of Hogge phase detector, which is one of the linear phase 
detector, and its timing diagram are described in Fig. 3.3(a) and (b), respectively [45]. 
The pulse width of “Y” is proportional to the phase difference of the data and clock, 
and the pulse width of “X” is fixed to the half period of the clock. Thus, by subtracting 
X from Y, the phase error signal which has linear dependence between the output and 
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phase difference can be obtained. The transfer curve of the linear phase detector is 
shown in Fig. 3.4. Under locked condition, the pulse width of “X” and “Y” are the 
same, and thus, the rising edge of the clock is aligned to the center of the data eye. 
Hogge phase detector has the advantages of inherent data retiming and wide fre-
quency acquisition range. In addition, the linear behavior make it easier to analyze 
the loop dynamics than bang-bang phase detector. However, in locked condition, it 
causes a transition-dependent jitter because of “triwaves” at the output of following 
integrator. In addition, it is difficult to implement at high speeds, where the pulse 
widths are too small to be processed in practical circuit implementations. 
Fig. 3.5(a) and (b) shows the implementation of Alexander phase detector, which 
is one of the bang-bang phase detector, and its timing diagram, respectively [46]. Data 
is sampled at three equidistant points “A”, “B”, and “C”. In steady state, the clock is 
aligned to the middle of the data eye. Alexander phase detector can measure only the 
polarity of the phase difference, not the magnitude as shown in the transfer curve of 
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Fig. 3.6. This bang-bang characteristic leads to highly nonlinear dynamics which in-
validate simple Laplace domain analysis. It will be discussed in section 3.2.4. Similar 
 
Fig. 3.5 (a) Implementation of Alexander phase detector and (b) its timing dia-
gram. 
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with Hogge phase detector, the retimed data obtained inherently in Alexander phase 
detector. However, this phase detector has small frequency capture range. Therefore, 
in order to avoid false locks in a CDR incorporating this phase detector, additional 
frequency acquisition circuits are necessary. 
In addition, the output of the bang-bang phase detector can be only +1 or −1, which 
are already digital signal. This property make it possible to use bang-bang phase de-
tector in ADCDR without an additional analog-to-digital converter circuits. For that 
reason, the ADCDRs generally incorporate a bang-bang phase detector. 
 
3.2.2 Digital Loop Filter 
 
A Digital Loop Filter (DLF) is a building block which generates the frequency 
control word (FCW) for digitally-controlled oscillator (DCO) from phase detector 
output. The DLF and its analog counterpart, analog loop filter of charge pump PLL 
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(CPPLL), are shown is Fig. 3.7(a) and (b). The DLF is composed of proportional and 
integral paths, which behave like resistor and capacitor, respectively, of analog loop 
filter. The transfer functions of the analog loop filter and DLF are derived as, 
 
1 1( ) ctrl
CP
V sRCH s R
I sC sC
+ = = + = 
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 (3.1) 
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By using the bilinear transformation, the transfer function of the DLF can be con-
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where fs is a sampling frequency. From (3.1) and (3.4), the proportional gain α and 















Therefore, the loop dynamics of the ADCDR can be adjusted by simply changing 
the multiplication ratio in digital domain. Because the multiplier in DLF can be im-
plemented with a bit-shifter and an adder, the proportional and integral gains can be 
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3.2.3 Digitally-Controlled Oscillator 
 
A DCO is a clock generation circuit whose frequency is controlled by the FCW 
from the DLF. Fig. 3.8 shows the transfer curves of the VCO and DCO. The output 
frequency and the phase of the DCO are derived as, 
 [ :1]   [Hz]DCO DCOf K FCW N= ⋅  (3.7) 
 2 [ :1]   [rad]DCO DCOK FCW Ns
π
Φ = ⋅ ⋅  (3.8) 
From above two equations, the transfer function of the DCO in s-domain is derived 
as, 
 2    [rad/LSB]DCO DCOH Ks
π
= ⋅  (3.9) 
Because of the quantization nature of the digital control, the DCO shows quantized 
frequency control as shown in Fig. 3.8, which causes a limit cycle-cycling around the 
intended frequency. Therefore, fine frequency resolution is required for low quanti-
zation noise of the DCO. In addition, the DCO should cover wide frequency range to 
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support multi-band application or large PVT variations. In order to meet both fine 
resolution and wide frequency range, a lot of frequency control elements are required 
and they cause increased parasitics and power consumption. Another metric for DCO 
is the step linearity. In general, thermometer control scheme is used in DCO to obtain 
good step linearity. 
There are two types of commonly used DCO, a ring-DCO and an LC-DCO. The 
ring-DCO is composed of odd number of identical inverting stages. The ring-DCO 
has wide tuning range and occupies small area compared to the LC-DCO. However, 
it shows relatively low maximum frequency and poor phase noise performance. Con-
sequently, the LC-DCO is preferred in high-frequency applications. 
In general, the oscillation frequency of the ring-DCO is controlled by supply cur-
rent [47] or resistors [48], [49] as shown in Fig. 3.9(a) and (b). The current controlled 
ring-DCO adjust the supply current of the oscillator core by switching the current 
source elements. The resistor controlled ring-DCO adjust the resistance between the 
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supply and the supply node of the oscillator core by switching the PMOS resistors in 
parallel. 
The LC-DCO composed of an LC-tank and the active circuits to compensate the 
loss in the tank. The oscillation frequency can be tuned by adjusting capacitance or 
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inductance, and capacitance tuning as shown in Fig. 3.10 is more common implemen-
tation [50]. The varactor array can be implemented by PMOS capacitors. Fig. 3.11(a) 
and (b) show the PMOS capacitor and its gate capacitance versus gate-source voltage, 
where the drain and source are tied together and body is tied to supply. The input 
digital code, FCW, changes the number of varactors operating in large and small ca-
pacitance region, and thus, the frequency of the DCO. Because the phase noise per-
formance of the LC-DCO is generally superior to ring-DCO, the quantization noise 
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is more severe in the LC DCO. However, at given target tuning range, smaller unit 
varactor leads to more unit varactors required, and thus, the parasitic resistance and 
capacitance of routing wires are increased. The increased parasitics make Q-factor of 
the tank get lower, which results in poor phase noise performance. For that reason, 
varactor array may be implemented with partial thermometer code scheme, which is 
a combination of binary and thermometer code scheme, at the cost of slightly reduced 
tuning step linearity [51]. 
Another design issue of both ring-DCO and LC-DCO is switching noise. Simulta-
neous switching of unit varactors can cause a glitch, and thus, results in switching 
noise in the output. In order to solve this problem, [22] proposes the glitch-less 
switching scheme which guarantees only one unit varactor switching per one LSB 
change in the FCW. Its switching operation and implementation are described in Fig. 
3.12 [22]. 
In addition, the two identical LC oscillators can be coupled each other to generate 
quadrature clocks. Fig. 3.13 shows the parallel-coupled quadrature VCO (P-QVCO), 
 
Fig. 3.13 Parallel-coupled quadrature VCO. 




Chapter 3. Design of ADCDR for Optical Receiver                    61 
which is the first and best known implementation [52]. In P-QVCO, two VCOs are 
coupled by transistors Mcpl, which are in parallel with the switching transistors Msw. 
The operation and the cause of degraded phase noise performance are analyzed in 
[53]. Fig 3.14 shows the block diagram of the P-QVCO, where two oscillators are 
modeled by a positive feedback loop with open loop gain of G(jω) and coupled by 
coefficients m and −m. In steady state, the relation between two outputs, X and Y, are 
expressed as follows [53]: 
 ( ) ( )X mY G j Xω− ⋅ =  (3.10) 
 ( ) ( )Y mX G j Yω+ ⋅ = . (3.11) 
Using (3.10) and (3.11), it can be proved that X and Y are in quadrature relation as 
follows: 
 2 2 0X Y+ =  (3.12) 
 X jY= ± . (3.13) 
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The new oscillation frequency ω can be found by substituting (3.13) into (3.10) or 
(3.11) as follows: 
 (1 ) ( ) 1jm G jω± ⋅ =  (3.14) 
 ( ) ( )1 2( ) tan ,   ( ) tanG j m G j mφ ω φ ω= − = . (3.15) 
There exist two possible oscillation frequency ω1 and ω2 as shown in (3.15) and 
Fig. 3.15(a). However, for typical resonator with lossy inductor, the magnitude of 
impedance peaks at a frequency higher than the resonant frequency as shown in Fig. 







ω = − . (3.16) 
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As a consequence, there exist only one solution, ω1 in (3.15) [53]. However, as 
shown in Fig. 3.15(b), ω1 is located at a frequency which is not peak of the resonator 
impedance magnitude. It leads to degraded Q-factor of resonator, and thus, degraded 
phase noise performance. To solve this problem, [54] inserts two phase shifters before 
coupling circuits to make zero phase shift at oscillation frequency from the peak of 
the resonator impedance magnitude as shown in Fig. 3.16. Phase shift θ is equal to 
90° minus any parasitic phase shift which arises in coupling circuits and G(ω) [54]. 
In this way, several works obtain superior phase noise performance [54]-[56]. How-
ever, phase shifters increase power consumption. Furthermore, the parasitic phase 
shift to be compensated is hard to predict exactly and can be varied with PVT varia-
tions. 
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Another mechanism destroying the phase noise performance of the P-QVCO is 
the additional noise generated by the coupling devices [57]. In order to minimize 
those additional noise, two different coupling schemes are proposed in [58] and [59], 
which are top-series-coupled quadrature VCO (TS-QVCO) and bottom-series-cou-
pled quadrature VCO (BS-QVCO), respectively. These VCOs are inserts coupling 
transistors Mcpl in series with switching transistors Msw in a cascode fashion as shown 
 
Fig. 3.17 (a) Top-series-coupled quadrature VCO and (b) bottom-series-coupled 
quadrature VCO. 
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in Fig. 3.17(a) and (b). These coupling scheme greatly reduces the noise from the 
coupling devices. 
In addition, there has been another analysis comparing the P-QVCO and BS-
QVCO [60]. Fig. 3.18 shows small signal circuit models for of those VCOs and their 
phasor diagrams. In this analysis, the phase noise performance comparison is based 
on the fact that the Q-factor of the LC-tank achieves the maximum value when the 
resonator phase shift between the current injected into the LC-tank and the output 
voltage of the LC-tank is zero [61]. 
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In the case of the P-QVCO, VX is expressed as, [60] 
 
( ) ( )
( )
, , , ,
, , , ,
1
m s gs c m c gs s
X IM
m s m c gs s gs c
x
g C j g C
V V





 + + + + 
 
. (3.17) 
Assuming ( ), , 1 /m s m c xg g r+ +  is much larger than ( ), ,gs s gs cC Cω ω+ , the phase shift 
between VX and VIM, θP, can be expressed as, 
 , ,1
, ,
tan m c gs sXP








= ∠ ≅     −   
. (3.18) 
It can be shown that θP cannot be zero. In addition, the current injected into the 
LC-tank ILC is expressed as, 
 , ,( ) ( )LC m s IM X m c QM XI g V V g V V= − − − − . (3.19) 
Because the phase shift between ILC and VIP cannot be zero, the Q-factor of the 
LC-tank also cannot be maximized. On the other hand, with similar assumption, VX 
and θBS in the case of the BS-QVCO are expressed as follows [60]: 
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= ∠ ≅     −   
 (3.21) 
θBS can converge to zero by appropriately designing the sizes of the switching and 
coupling transistors. In addition, the current injected into the LC-tank ILC is ex-
pressed as, 
 , ( )LC m s IM XI g V V= − − . (3.22) 
In contrast to the P-QVCO, ILC in the BS-QVCO is nearly in-phase with VIP so 
that the Q-factor of the LC-tank can be maximized. 
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3.2.4 Analysis of Bang-Bang ADCDR 
 
As explained in section 3.2.1, the bang-bang phase detectors are widely used in 
the ADCDRs because their circuit implementations are simple, fast, accurate, and 
amenable to digital implementations [62], [63]. However, because the relation be-
tween the input and output of the bang-bang phase detector is varies with the magni-
tude of input vastly, it is difficult to model it as a simple linear system. There have 
been several efforts to analyze the bang-bang controlled loops including bang-bang 
PLLs, DLLs, and CDRs. They can be classified into two categories [63]: the ones that 
analyze the loop directly as a nonlinear system [62] and the ones that model the sys-
tem as an equivalent linear system [63]-[69]. When the random noise is negligible 
compared to the quantization noise, the dithering and slewing determine the majority 
of the loop’s steady-state characteristics. Therefore, the system is best modeled as a 
nonlinear one. On the other hand, when the random noise is sufficient to eliminate the 
limit cycle, the system can be modeled effectively as a linear one with stochastic sense. 
In this section, we will introduce one nonlinear analysis and one linear analysis of the 
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bang-bang ADCDR. For simplicity, the transition density of the data assumed to be 
one in nonlinear analysis. 
In [62], in order to analyze the loop directly as a nonlinear system, all of the signals 
in the bang-bang controlled loop, shown in Fig. 3.19, are derived in the time domain 








  (3.23) 










  (3.25) 
 1 0 sgn( )k k k D k Dx Rτ τ ψ τ+ − −= + − ⋅ −  (3.26) 
 1 1sgn( )k k kψ ψ τ+ += +  (3.27) 
where α, β, KT, and D are the integral path gain, the proportional path gain, the period 
gain constant of the DCO, and the loop delay, respectively. Tr and Tv0 are one unit 
interval of the data and the free-running period of the DCO, respectively. The others 
are the signals as annotated in Fig. 3.19 and the subscript k on the symbols indicates 
the value at the kth sampling instant. Based on (3.26) and (3.27), the peak-to-peak and 
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≈ . (3.29) 
The first term of (3.28) is from the proportional control only and dominant source 
of the jitter when the proportional path gain is much larger than the integral path gain. 
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Therefore, in order to minimize the output jitter, the loop delay, especially that of the 
proportional path, should be minimized. In addition, the optimum proportional path 
gain and achievable minimum output jitter are derived as follows [62]: 
 (1.3846 1.8846 )opt Dβ α= +  (3.30) 
 2, 5.2191 (1 ) .pp opt Tt K Dα∆ = +  (3.31) 
The other analysis is to model bang-bang phase detector as a linearized gain ele-
ment followed by an additive quantization noise source as shown in Fig. 3.20. In [63], 
the necessary condition for the bang-bang controlled system to be sufficiently linear-
ized by the noise is derived as follows: 
 ( )
1








where φbb and Nd are the proportional path gain and the loop delay, respectively. 
When (3.32) is satisfied, the effective linearized gain of the phase detector and the 
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 2 22
q T Tσ α απ
= −  (3.34) 
where φe and αT are the phase error and the transition density of the input data, re-
spectively. From the results of (3.33) and (3.34), the jitter transfer (JTRAN) and the 























































where Sφin, SφVCO,N, and Sφq are power spectral densities of the input random jitter, 
VCO’s phase noise, and bang-bang phase detector’s quantization error, respectively. 
 
3.3 Circuit Implementation 
 
3.3.1 Overall Architecture 
 
Before implementing a CDR, some design choices should be considered such as 
parallelism and the type of the DCO will be used. Firstly, parallelism could relax the 
stringent speed requirement of the CDR circuits. However, it also introduces other 
issues such as clock skews and jitters [70]. In general, a preferable choice is depends 
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on the transistor characteristics in the given process. In order to deliver the DCO 
clocks and drive the samplers of the phase detector, the fan-out should be greater than 
one. A smaller fan-out ratio leads to more stages required to drive the loads while a 
lager one results in a smaller bandwidth. Simply, we target fan-out-of-two buffers 
shown in Fig. 3.21. At given fan out ratio, supply voltage, and target voltage swing, 
the only design parameter is the NMOS width of 1x stage. The simulated large signal 
gain from DC simulation and the unity gain frequency form AC simulation are plotted 
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Fig. 3.22 Simulated large signal gain and AC unity gain frequency of fan-out-of-
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in Fig. 3.22. In the simulations, the device models which include gate resistance are 
used to get the similar results with those of post-layout simulations. Because the buff-
ers cannot meets the unity gain frequency of 25 GHz, the clock buffers cannot deliver 
the DCO clocks without bandwidth extension techniques. Using bandwidth extension 
techniques such as inductive peaking in every buffer stage results in not only large 
area but also layout inefficiencies. Therefore, a half-rate CDR is preferable. 
In the half-rate CDR, quadrature clocks are required to obtain two data samples 
and two edge samples during one clock period. There are several ways to generate 
quadrature clocks. First, ring oscillators could be used to generate the quadrature 
clocks without additional circuitry or power consumption using evenly delayed sig-
nals through the positive feedback loop. Fig. 3.23(a) and (b) show four-stage and two-
stage ring oscillators with commonly used ratios between the delay and latch cell. The 
simulated oscillation frequencies and phase noise performances of them can be ob-
tained by sweeping the transistor sizes as shown in Fig. 3.24. Assuming the voltage 
drop of controlled current elements or controlled resistors is about 0.4 V, the supply 
node of the cells are tied to 0.8-V supply voltage. In addition, wire capacitances of 
oscillation nodes are assumed to be 30 fF. The simulation results shows only two-
stage ring oscillator can oscillates at the frequency of 12.5 GHz. However, its low 
phase noise performance disqualifies this choice. A more attractive method in terms 
of the power consumption and phase noise is to couple two symmetrical LC oscilla-
tors so that the outputs are in a quadrature relation [52]-[60]. In the implemented re-
ceiver, an LC quadrature digitally-controlled oscillator (LC-QDCO) is used for quad-
rature clock generation. 
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Fig. 3.24 Simulated oscillation frequencies and phase noises of ring oscillators ver-
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The implemented ADCDR is composed of four samplers, two 2-to-64 demulti-
plexers, phase detection logic, a digital logic block that includes a DLF and a fre-
quency detector (FD), and an LC-QDCO, as shown in Fig. 3.25. The half-rate archi-
tecture adopted in the implemented receiver relaxes the required clock frequency. The 
incoming signal from the optical front-end is sampled by the four parallel samplers. 
The timing of the four parallel samplers is controlled by the four-phase clocks gener-
ated by the LC-QDCO. Under lock conditions, two of the four-phase clocks are 
aligned to the middle of the data eye, and the other two are aligned to the edge of the 
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data eye. The phases of the clocks are adjusted by proportional and integral controls. 
As explained in section 3.2.4, it is critical to minimize the feedback loop latency of 
the proportional control to achieve small dither jitter, good stability, and high jitter 
tolerance [44], [71]. Hence, the proportional control signals are generated without 
demultiplexing, separated from the integral control path. The integral control signal 
is generated in the DLF from the demultiplexed edge and data samples. Additionally, 
in order to avoid false locks, the FD is implemented with digital logic, which com-
pares the frequencies of the reference clock and divided-by-32 LC-QDCO clock. 
 
3.3.2 Phase Detection Logic 
 
The implementation of the samplers and phase detection logic is shown in Fig. 
3.26. The input data stream from the optical front-end is sampled by four parallel 
samplers. Then, the XOR operations between consecutive edge and data samples gen-
erate proportional control signals, which adjust the phases of the LC-QDCO clocks. 
The outputs of four XOR gates are latched and delivered to the proportional varactor 
bank in the LC-QDCO. In principle, because there is a half-bit period timing differ-
ence between the consecutive edge and data samples, the outputs of the XOR gates 
are invalid for a half-bit period as shown in Fig. 3.27. In the implemented receiver, 
two buffers are added on the earlier path of the XOR gate to align the edge and data 
samples as described in [71]. In this simple way, we can save four latches, which are 
the most power-hungry circuits in phase detection logic, for retiming the inputs of the 
XOR gates. All the circuits for the samplers and phase detection logic are imple-
mented in CML for high-speed operation. 
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Fig. 3.26 Samplers and phase detection logic. 
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3.3.3 Digital Loop Filter 
 
The DLF is implemented with digital logic as depicted in Fig. 3.28. The DLF per-
forms XOR operations between incoming demultiplexed samples, and integrates the 
difference of up- and down-bits with the divided-by-32 LC-QDCO clock. Taking ad-
vantage of the digital circuits, the integral gain of the loop filter can be adjusted flex-
ibly without compromising the chip area, in contrast with its analog counterpart. A 
10-bit frequency control word (FCW) is generated from the 24-bit integrated phase 
error. The eight MSBs of the FCW are thermometer-decoded to 30-bit coarse-tuning 
code, and the two LSBs of the FCW are thermometer-decoded to three-bit fine-tuning 
code. These coarse- and fine-tuning codes are fed to the integral varactor bank in the 
LC-QDCO. 
The FD is also implemented in order to make up for the limited capture range of 
 






















Chapter 3. Design of ADCDR for Optical Receiver                    78 
the CDR loop. The counter-based FD compares the frequencies of the divided-by-32 
LC-QDCO clock and reference clock, as presented in [20]. The FD counts the number 
of rising edges of the divided-by-32 LC-QDCO clock while the reference clock is 
logically “high” and subtracts this value from 512, which represents the frequency 
error. The frequency-lock status is determined from the frequency error with a toler-
ance of ±1. When the CDR loop is not frequency-locked, the proportional gain is set 
to 0, and the FCW is adjusted to the direction of reducing frequency error. Even after 
the CDR is frequency-locked, the FD continues to monitor whether the CDR loop is 
frequency-locked. In addition, the DLF and FD are synthesized with standard logic 
cells. 
 
3.3.4 LC Quadrature DCO 
 
In the implemented receiver, four oscillation nodes of two symmetrical LC-DCO 
are coupled via NMOS transistors located at the bottom of the oscillators as shown in 
Fig. 3.29, which is bottom-series coupling scheme explained in section 3.2.3 [59]. 
Fig. 3.29 shows the circuit diagram of the implemented LC-QDCO. Two center-
tapped 495-pH inductors are used. The oscillation frequency is tuned via two varactor 
banks. The integral varactor bank is composed of fine- and coarse-tuning cells as 
shown in Fig. 3.30 [51]. These fine- and coarse-tuning cells consist of a single PMOS 
capacitor and four PMOS capacitors in parallel, respectively, which means the tuning 
step of the coarse one is four times that of fine one. In addition, each coarse-tuning 
cell is accompanied by a local decoder for a two-dimensional control scheme. As 
explained earlier, the coarse-tuning code and fine-tuning code are generated from the 
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eight MSBs and two LSBs of the 10-bit FCW, respectively. In this way, the number 
of tuning cells is greatly reduced, leading to reduced parasitic effects, compared to 
the method in which FCW is thermometer-decoded to 62-bit tuning code at the ex-
pense of a slightly decreased tuning linearity. The 30-bit coarse-tuning code, which 
is composed of a 15-bit row code and 15-bit column code, is decoded in each coarse-
tuning cell. To eliminate glitches during the control code transitions at the row bound-
aries, the inverted column code is fed to the local decoders in odd rows, as described 
in [22], [51]. The three-bit fine-tuning code is delivered to the fine-tuning cells. The 
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proportional varactor bank consists of binary weighted PMOS capacitors in parallel, 
which are selectively activated for the proportional gain control as shown in Fig. 3.31. 
It is adjusted by the proportional control signals upb[1:0] and dn[1:0], which are the 
outputs of the phase detection logic. The center frequency of the LC-QDCO can be 
adjusted by an auxiliary two-bit code, which switches the metal-insulator-metal 
(MIM) capacitors.  
 
Fig. 3.30 Integral varactor bank. 
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In addition, by implementing the current source of the oscillator using PMOS de-
vices, the common-mode voltage of the output clock can be set for the proper opera-
tion of the subsequent CML clock buffers without additional bias circuitry. 
The simulated transient response of the CDR is shown in Fig. 3.32. In locked con-
dition, FCW dithers between neighboring two codes and there are no error. When an 








Locked condition, Dithering of FCW 
Error generation at Tx. and a detected error
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The optical receiver prototype was fabricated in a 65-nm CMOS technology. The 
active die area of the receiver chip is 1 × 0.75 mm2, and its chip micrograph is shown 
in Fig. 4.1. The TIA and LA dissipate 12.1 mW from the 1-V supply and the S2D and 
output buffer dissipate 23.6 mW from the 1.8-V supply. The ADCDR dissipates 218 
mW from the 1.2-V supply. From the measured power consumption, the energy effi-
ciencies of the optical front-end and entire receiver at an operating speed of 26.5 Gb/s 
are 1.35 pJ/bit and 9.6 pJ/bit, respectively. 
The receiver performances can be tested in the measurement setup shown in Fig. 
4.2. A commercial photodiode of Albis Optoelectronics, PDCS20T, is used as opto-
electronic converter. However, due to vibrations in the bare fiber and imperfect align-
ment it is hard to obtain meaningful results. 
For that reason, the receiver performances are measured by using electrical signals 
instead of photocurrents from a photodiode. In order to emulate a photodiode current 
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source, an off-chip series resistor is placed between the input of the receiver and a 
voltage signal generator. The measurement setup is depicted in Fig. 4.3. The parasitic 
capacitance at the TIA-side of the series resistor is about 40 fF by calculation, which 
 













Fig. 4.2 Optical measurement setup. 
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is comparable to the output capacitance of the most advanced photodiode. The simu-
lated bandwidth of the optical front-end using the same setup for measurement is 20.4 
GHz. 
 







































































* One bit among the demultiplexed data bits
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The measured tuning range of the LC-QDCO is 11.0−13.4 GHz, as shown in Fig. 
4.4. The rms and peak-peak jitter of the recovered clock are measured to be 1.28 psrms 
(a)
(b)  
Fig. 4.5 Measured divided-by-32 recovered clock: (a) jitter histogram and (b) 
phase noise 
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and 8.9 pspk-pk, respectively, as shown in Fig. 4.5(a). The measured phase noise of the 
same clock are −102, −112, −115, and −125 dBc/Hz at 0.01-, 0.1-, 1-, and 10-MHz 
offsets, respectively, as shown in Fig. 4.5(b). The CDR locking range is 22−26.8 Gb/s, 
which is limited by the LC-QDCO tuning range. The receiver operates error free over 
four hours receiving a 27-1 PRBS signal with amplitude of 250 μApk-pk, correspond-
ing to a BER of 10−14 with a 97.8 % confidence level. 
Because of the lack of equipment to verify a jitter tolerance of 26.5 Gb/s, the meas-
urement is performed with a 12.5-Gb/s 27−1 PRBS signal, which is equivalent to a 25 
Gb/s signal whose every bit is repeated two times. With this lower-rate signal, the 
high-frequency tolerance may be over-estimated while the low-frequency tolerance 
may be under-estimated due to the reduced data transition [71]. Nonetheless, the 
measured jitter tolerance with a target BER of 10−12 well exceeds the tolerance mask 



















Fig. 4.6 Measured jitter tolerance (12.5 Gb/s 27−1 PRBS). 
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Fig. 4.7 Measured sensitivity: (a) using 27−1 PRBS and (b) using 231−1 PRBS. 
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verifier implemented in the receiver prototype. The measured values using the 27−1 
PRBS signal for a BER of 10−12 are 106 and 184 μApk-pk at data rates of 25 and 26.5 
Gb/s, respectively, as shown in Fig. 4.7(a). In the case of using the 231−1 PRBS signal, 
they are degraded to 192 and 225 μApk-pk at data rates of 25 and 26.5 Gb/s, respec-
tively, as shown in Fig. 4.7(b). It can be inferred that both front-end performance and 
phase drift in CDR adversely affect the BER performance. 
Table 4.1 and Table 4.2 summarize the performances of the optical front-end and 
entire receiver, respectively, in comparison with the recent works implemented in a 
CMOS process. 
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In this thesis, a 22- to 26.5-Gb/s optical receiver designed in CMOS technology 
has been presented. By adopting inverter-based amplifiers in the overall front-end 
architecture, the optical front-end achieves low power consumption. In order to opti-
mize the noise performances and power efficiencies of the TIA and the LA, the ap-
propriate design region is computed from the simulated parameters of a CMOS in-
verter. In addition, the frequency response of the optical front-end is optimized in 
terms of the amplitude response and phase delay variation in order to minimize addi-
tional jitter. 
The ADCDR is realized at a high data rate (22–26.5 Gb/s), demonstrating the fea-
sibility of all-digital implementations of PLLs and CDRs for future optical interface 
circuits. The design choices are considered and the half-rate bang-bang CDR utilizing 
the LC-QDCO as a quadrature clock generator is proposed. In order to implement the 
 
Chapter 5. Conclusion                       91 
ADCDR at a high data rate, several existing techniques are used such as direct pro-
portional path control [22]. 
The prototype well satisfies the jitter tolerance specification for 40/100 GbE and 
exhibits high-sensitivity up to 106 and 184 µApk-pk at data rates of 25 and 26.5 Gb/s, 
respectively. In addition, because of the inverter-based amplifiers in the optical front-
end, the optical front-end achieves low power consumption, which corresponds to 
energy efficiency of 1.35 pJ/bit at a data rate of 26.5 Gb/s. 
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본 논문에서는 65 nm CMOS 공정에서 올 디지털 클럭 및 데이터 복원 
회로를 적용한 22−26.5 Gb/s 광 수신기를 제안한다. 수신기는 광 프런트 
엔드(front-end)와 하프 레이트(half-rate) 뱅뱅 클럭 및 데이터 복원 회로를 
포함한다. 광 프런트 엔드는 인버터(inverter) 기반의 증폭기를 이용하여 
적은 파워를 소모하며, 여러 가지 대역폭 확장 기술을 적용하여 충분한 
대역폭을 확보하였다. 또한 추가로 발생되는 지터를 최소화 하기 위해 진
폭 응답뿐만 아니라 위상 응답 또한 고려되었다. 올 디지털 클럭 및 데이
터 복원 회로는 10 GHz 이상의 주파수에서 작은 지터 특성을 얻기 위해 
LC 직각 위상 발진기를 사용하였다. 복원된 클럭의 지터는 1.28 psrms 로 
측정되었으며, 지터 내성은 IEEE 802.3ba 에 명시된 사양을 만족하였다. 
비트 에러율 10−12에 해당하는 수신기의 감도는 25 와 26.5 Gb/s 에서 각각 
106 과 184 µApk-pk 로 측정되었다. 제작된 수신기 칩은 0.75 mm2 의 면적
을 가지며, 26.5 Gb/s 에서 254 mW 의 파워를 소모하였다. 26.5 Gb/s에서 광 
프런트 엔드와 수신기 전체의 에너지 효율은 각각 1.35 와 9.58 pJ/bit 에 
해당한다. 
 
주요어 : 광 수신기, 디지털 클럭-데이터 복원기, 트랜스임피던스 증폭
기, 제한 증폭기, 뱅뱅 위상 검출기, LC 직각 위상 발진기 
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