An entropy-constrained quantizer Q is optimal if it minimizes the expected distortion D(Q) subject to a constraint on the output entropy H(Q). In this paper we use the Lagrangian formulation to show the existence and study the structure of optimal entropy-constrained quantizers that achieve a point on the lower convex hull of the operational distortion-rate function D h (R) = inf Q {D(Q) : H(Q) ≤ R}. In general, an optimal entropy-constrained quantizer may have a countably infinite number of codewords. Our main results show that if the tail of the source distribution is sufficiently light (resp. heavy) with respect to the distortion measure, the Lagrangian-optimal entropy-constrained quantizer has a finite (resp. infinite) number of codewords. In particular, for the squared error distortion measure, if the tail of the source distribution is lighter than the tail of a Gaussian distribution, then the Lagrangian-optimal quantizer has only a finite number of codewords, while if the tail is heavier than that of the Gaussian, the Lagrangian-optimal quantizer has an infinite number of codewords.
Introduction
In the design of locally optimal entropy-constrained vector quantizers (ECVQs) from training data [1] , it has been repeatedly observed that the number of codewords in a locally optimal ECVQ is bounded by a number that depends on the source and the target entropy. That is, the number of codewords does not increase even if the ECVQ design algorithm is initialized with a greater number of codewords, or if a greater number of training vectors is made available. In some sense, there is a natural number of codewords for a given source at a given rate.
The above observation suggests that optimal entropy-constrained quantizers may not necessarily have an infinite number of codewords. Of course, one anticipates this for sources with bounded support. The question is, do optimal entropy-constrained quantizers always have an infinite number of codewords when the source has an unbounded region of support?
In this paper we answer this question for a large class of optimal entropy-constrained quantizers. To be precise, given λ > 0 we consider optimal entropy-constrained vector quantizers Q * that minimize the Lagrangian performance J(λ, Q) = D(Q) + λH(Q), where D(Q) and H(Q) are the distortion and the entropy of Q, respectively. If Q * is such a Lagrangian-optimal quantizer, it is also an optimal entropy-constrained quantizer whose distortion D(Q * ) and output entropy H(Q * ) achieve a point on the lower convex hull of the operational distortion-rate function D h (R) = inf Q {D(Q) : H(Q) ≤ R}.
Apart from their practical significance in quantizer design [1] , Lagrangian-optimal quantizers studied in this paper are also of theoretical interest. The Lagrangian formulation of entropy-constrained quantization serves as a useful tool in the rigorous treatment of the high-rate theory of entropy-constrained quantization [2] , [3] and it has important connections with the theory of fixed-slope lossy source coding [4] , [5] .
Our first result, Theorem 1, shows that under some mild conditions on the distortion measure, for any λ > 0 there always exists a quantizer minimizing J(λ, Q). We then show in Theorem 2 that if the tail of the source distribution is sufficiently light (with respect to the distortion measure), then such a Lagrangian-optimal entropy-constrained quantizer has only a finite number of codewords. The converse result, Theorem 3, shows that for source distributions with slightly heavier tail, a Lagrangian-optimal entropy-constrained quantizer must have an infinite number of codewords.
In particular, for the squared error distortion measure these results imply that the Gaussian distribution is a breakpoint. If the tail of the distribution of X is lighter than the tail of a Gaussian distribution, then the Lagrangian-optimal entropy-constrained quantizer has only a finite number of codewords, while for distributions with tail heavier than the Gaussian, the Lagrangian-optimal quantizer must have an infinite number of codewords. For the Gaussian distribution there exists a critical value of the quantizer rate such that for rates less than this critical value, the Lagrangian-optimal quantizer has a finite number of codewords, and for rates higher than the critical value, the Lagrangian-optimal quantizer has infinitely many codewords.
Preliminaries
A vector quantizer Q can be described by the following mappings and sets: an encoder α : R k → I, where I is a countable index set, an associated measurable partition S = {S i ; i ∈ I} of R k such that α(x) = i if x ∈ S i , a decoder β : I → R k , and an associated reproduction codebook C = {β(i); i ∈ I}. The overall quantizer Q :
Without loss of generality we assume that the codewords (or codevectors) β(i); i ∈ I are all distinct. If I is finite with N elements, we take I = {1, . . . , N} and call Q an N-level quantizer. Otherwise I is taken to be the set of all positive integers and Q is called an infinite-level quantizer. To define a quantizer Q, we will sometimes write Q ≡ (α, β). Note that Q is also uniquely defined by the partition S and codebook C via the rule
We suppose a nonnegative measurable distortion measure d :
k -valued random vector X with distribution µ the distortion of Q is measured by the expectation
The entropy-constrained rate of Q is the entropy of its output Q(X):
where log denotes base 2 logarithm. A vector quantizer Q whose rate is measured by H(Q) is called an entropy-constrained vector quantizer (ECVQ). Unless otherwise stated, we always assume that the partition cell probabilities Pr{X ∈ S i } = µ(S i ), i ∈ I, are all positive. One can always redefine Q on a set of probability zero (by possibly reducing the number of cells) to satisfy this requirement.
For any R ≥ 0 let D h (R) denote the lowest possible distortion of any quantizer with output entropy not greater than R. This function, which we call the operational distortionrate function, is formally defined by
where the infimum is taken over all finite or infinite-level vector quantizers whose entropy is less than or equal to R. If there is no Q with finite distortion and entropy H(Q) ≤ R, then we formally define D h (R) = +∞. Any Q that achieves D h (R) in the sense that H(Q) ≤ R and
The Lagrangian formulation of entropy-constrained quantization defines for each value of a parameter λ > 0 the Lagrangian performance of a quantizer Q by
The optimum Lagrangian performance is given by
where the infimum is taken over all finite or infinite-level quantizers Q. Any quantizer Q that achieves the infimum in (1) is called a Lagrangian-optimal quantizer. It is easy to see that if Q is Lagrangian-optimal for some λ > 0, then it is also an optimal ECVQ for its rate, i.e., if
) is a point on the lower convex hull 1 of D h (R), and −λ is the slope of a line that supports the lower convex hull and passes through this point.
Conversely, if Q is an optimal ECVQ such that (H(Q), D(Q)) is a point on the lower convex hull of D h (R), then there exists a λ > 0 such that J(λ, Q) = J * (λ), i.e., Q is Lagrangian-optimal. Therefore the class of Lagrangian-optimal quantizers can be characterized as the class of optimal ECVQs that achieve the operational distortion-rate function D h (R) at rates where D h (R) coincides with its lower convex hull. Note that since D h (R) is not necessarily convex (see, e.g., [7] ), not all points of D h (R) are achievable by a Lagrangianoptimal quantizer.
Results
It is well known [1] that a Lagrangian-optimal quantizer must have an encoder that maps an input x to its "nearest" codeword, where the distance to the codeword is penalized by λ times the negative log probability of the partition cell associated with the codeword. This "generalized nearest-neighbor" condition forms the basis of the iterative ECVQ design algorithm in [1] . The condition is formalized in the following lemma which is crucial in our development.
Lemma 1 Let Q ≡ (α, β) be an arbitrary quantizer with partition cell probabilities p i = µ(S i ) = Pr{α(X) = i}, codewords c i = β(i), i ∈ I, and finite Lagrangian performance J(λ, Q) < +∞ for some λ > 0. Let the encoder α ′ be defined for all x ∈ R k by
(ties are broken arbitrarily), and set
where equality holds only if
for µ-almost all x.
The lemma implies that if J(λ, Q) = J * (λ), then a Lagrangian-optimal ECVQ must use the generalized nearest neighbor encoding rule (2) with probability 1. For the sake of completeness we give the proof of the lemma below.
Proof First note that the minimum in (2) exists for all x even if Q is an infinite-level quantizer, and so α ′ is well defined if a particular rule for breaking ties is set. Indeed, since lim i→∞ (− log p i ) = ∞ for infinite-level quantizers, we have d(x, c 1 ) − λ log p 1 < d(x, c i ) − λ log p i for all i large enough, and hence for any x ∈ R k the minimum
is achieved by some i ∈ I. Therefore
Hence, defining p
from which the lemma follows since
by the divergence inequality [8] . It is easy to see that the first inequality becomes an equality if and only if (3) holds for µ-almost all x, so a necessary condition for J(λ, Q) = J(λ, Q ′ ) is that (3) holds for µ-almost all x.
Our first result shows the existence of Lagrangian-optimal quantizers for any λ > 0 under mild conditions on the distortion measure. Here and throughout the paper x denotes the usual Euclidean norm of x ∈ R k .
Theorem 1 Assume that for any x ∈ R k the nonnegative distortion measure d(x, y) is a lower semicontinuous function of y such that for any y
Then for any λ > 0 there is a Lagrangian-optimal quantizer, i.e., there exists Q such that
The proof of Theorem 1 is deferred to the Appendix. The basic idea is to consider a sequence of quantizers with Lagrangian performance converging to the optimum. It is shown that there exists a subsequence of these quantizers whose codewords and cell probabilities converge, respectively, to a set of codewords and corresponding probabilities, which then can by used to define a "limit" quantizer via the generalized nearest neighbor rule (2). This limit quantizer is then shown to be optimal.
It is worth noting that J * (λ) is finite for all λ > 0 if there exists y ∈ R k such that E{d(X, y)} < +∞. In particular, for the squared error distortion measure d(x, y) = x−y 2 a sufficient (but not necessary) condition for the finiteness of J * (λ) is that E{ X 2 } < +∞. The conditions of the theorem are clearly satisfied if d(x, y) is a difference distortion measure d(x, y) = ρ( x − y ), where ρ(t), t ≥ 0 is a nonnegative, monotone increasing, and continuous function. Next we consider such distortion measures and show that if the tail of the distribution of X is sufficiently light, then the Lagrangian-optimal quantizer has only a finite number of codewords. In the theorem f (t) = o(g(t)) means lim t→+∞ f (t)/g(t) = 0. then Q has a finite number of codewords.
Proof Let {c i ; i ∈ I} and {S i ; i ∈ I} be the codebook and partition of Q. To exclude pathological cases, we assume that the cell probabilities p i = µ(S i ) = Pr{X ∈ S i } are positive for all i ∈ I. (Any countable collection of cells with probability zero can be merged with a cell of positive probability without affecting the quantizer's performance.) First we "regularize" the partition cells. For each i, defineS i bȳ
By Lemma 1,S i contains µ-almost all x's in S i , and hence p i ≤ µ(S i ). (In particular,S i is not empty.) Since d(x, y) is continuous,S i is closed. Now for any x ∈S i ,
In particular, for an x i ∈S i closest (in Euclidean distance) to the origin,
Now by the triangle inequality and the monotonicity of ρ,
Suppose sup i∈I x i = +∞. Then we can pick x i sufficiently large so that the above bound gives d(
On the other hand, if P { X ≥ t} = o 2 −ρ((1+ǫ)t)/λ , then for x i sufficiently large we must have
a contradiction. Consequently, there must exist a finite T > 0 such that x i ≤ T for all i ∈ I. Thus to show that Q is a finite-level quantizer we only need to show that there can be only a finite number of partition cells with x i ≤ T . Suppose, to the contrary, that x i ≤ T for all i ∈ I and I is countably infinite. Then we must have for all i = 1, 2, . . . that
which is a contradiction since lim i→∞ (− log p i ) = +∞. Hence I must be finite, which proves the theorem.
Note that if ρ(t) converges to a finite limit as t → +∞, then lim t→+∞ 2 −ρ((1+ǫ)t)/λ > 0, and so the tail condition of the theorem is satisfied for any source distribution. Thus for such a bounded distortion measure, the Lagrangian-optimal ECVQ always has a finite number of codewords.
The preceding proof also shows that regardless of the tails of the source distribution, a Lagrangian-optimal ECVQ is locally finite in the sense that the number of partition cells that intersect any bounded subset of R k is finite. To be more precise, we can claim that all Lagrangian-optimal ECVQs that satisfy the generalized nearest neighbor condition of Lemma 1 for all x are locally finite. Indeed, for such quantizers, S i ⊂S i for all i ∈ I, and so the last part of the proof shows that any ball {x : x ≤ T } can intersect only a finite number of cells S i .
The next result is a converse to Theorem 2 for convex difference distortion measures. In the theorem, f (t) = Ω(g(t)) means that there is a constant c > 0 such that f (t) ≥ cg(t) for all sufficiently large t. then Q has infinitely many codewords.
Proof The basic idea of the proof is simple: Suppose Q with N codewords minimizes J(λ, Q) = D(Q) + λH(Q). We create a new quantizer Q ′ with N + 1 codewords by splitting a cell of Q into two new cells. Splitting a cell reduces distortion, but increases entropy. The tail condition implies that if N is finite, then an appropriate split gives
, so Q cannot be optimal. To give a formal proof, we assume without loss of generality that ρ(0) = 0 (adding a constant to the distortion measure does not affect quantizer optimality).
Given y ∈ R k and 0 < θ < π/2, let C(y, θ) denote the circular cone with half-angle θ and vertex at the origin defined by
y, x x y ≥ cos θ where y, x denotes the usual inner product in R k . Clearly, given any 0 < θ < π/2, there exists a finite collection of M = M(θ) vectors {y 1 , . . . , y M } such that {C (y 1 , θ) , . . . , C(y M , θ)} cover R k , i.e.,
Let Q be an N-level quantizer with codebook {c 1 , . . . , c N } and partition {S 1 , . . . , S N } such that J(λ, Q) = J * (λ). Since the sets S i ∩ C(y j , θ) cover R k , the union bound gives
Pr{ X > t, X ∈ S i , X ∈ C(y j , θ)}.
by the tail condition, there exist i and j (which depend on θ) such that lim sup
Now define S △ = {x : x > t, x ∈ S i , x ∈ C(y j , θ)} (the dependence of S on θ and t is suppressed in the notation). In the Appendix we prove that if 0 < δ < 1 is fixed, and θ > 0 is sufficiently small, then we can choose c ∈ R k (which depends on θ and t just as S does) such that for all sufficiently large t and all x ∈ S,
Fix K > 0 and choose t K such that ρ(t K ) ≥ K (this is always possible since lim t→+∞ ρ(t) = +∞). We have ρ(a) − ρ(b) ≥ ρ(a − b) for all a > b ≥ 0 since ρ is convex and ρ(0) = 0, and hence for all sufficiently large t,
Therefore, if K > 0 and 0 < δ < 1 are fixed, then there exists θ > 0 such that for all sufficiently large t and for all x ∈ S,
The asymptotic relation (6) and an argument similar to (8)- (9) imply that if we choose δ such that 0 < δ < ǫ, then there exists t arbitrarily large such that
For such t and all x ∈ S, (10) gives
Now let Q ′ be the (N + 1)-level quantizer with codebook {c 1 , . . . , c N , c} and partition {S (11) there exists arbitrarily large t such that
where the last equality holds since S ⊂ S i . Note that lim t→+∞ µ(S)/µ(S i \ S) = 0 since lim t→+∞ µ(S) = 0. Since lim u→0 (1/u) log(1 + u) = log e, if we choose K > λ log e, then there exists a large t such that the last expression is positive. Then J(λ, Q) > J(λ, Q ′ ), which contradicts the optimality of Q.
Note that the conditions on d(x, y) in Theorems 2 and 3 are satisfied for the rth power distortion measures d(x, y) = x − y r if r ≥ 1. In particular, both theorems hold for the squared error distortion measure. In this case, we obtain that the Gaussian distribution is a breakpoint: For distributions with tail lighter than the tail of a Gaussian distribution (including distributions with bounded support), the optimal entropy-constrained quantizer must have only a finite number of codewords, and for distributions with tail heavier than that of the Gaussian, the optimal entropy-constrained quantizer has an infinite number of codewords.
The Gaussian case itself is of particular interest. For a Gaussian source, the results show that there is a critical value λ * > 0 (and a corresponding critical rate R * > 0) such that the Lagrangian-optimal quantizer Q has a finite number of codewords if λ > λ * (i.e., H(Q) < R * ), and it has an infinite number of codewords if λ < λ * (i.e., H(Q) > R * ).
Corollary 1 Let d(x, y) = x − y 2 and assume that X is Gaussian with covariance matrix K having largest eigenvalue γ > 0. Then for any λ > 2γ ln 2, the Lagrangian-optimal ECVQ has a finite number of codewords, and for λ < 2γ ln 2 the Lagrangian-optimal ECVQ has an infinite number of codewords.
The condition γ > 0 means that at least one component of X has nonzero variance. If X has independent Gaussian components with common variance σ 2 > 0, then γ = σ 2 in the theorem.
Proof Since K is symmetric and nonnegative definite, there is an orthogonal matrix U that diagonalizes it: UKU t = diag(γ 1 , . . . , γ k ) where the γ i , i = 1, . . . , k are the (nonnegative) eigenvalues corresponding to the k orthogonal eigenvectors of K. Then Y = UX has independent Gaussian components Y 1 , . . . , Y k with variance Var(Y i ) = γ i for all i (some of which may be zero), so Y i = √ γ i Z i , where Z = (Z 1 , . . . , Z k ) t has independent Gaussian components with common unit variance. Note that we can also assume without loss of generality that the X i (and so the Y i and the Z i ) have zero mean. Since U is orthogonal, Y = UX = X . Setting γ △ = max(γ 1 , . . . , γ k ), we have for all t > 0,
But Z has the chi distribution with k degrees of freedom with asymptotic tail probability given by
where c k is a positive constant (see, e.g., [9] ). Thus lim sup t→+∞ 1 t 2 log Pr{ X > t} ≤ − 1 2γ ln 2 and hence if λ > 2γ ln 2, then there exists an ǫ > 0 such that Pr{ X > t} = o 2 −(1+ǫ) 2 t 2 /λ . Then by Theorem 2, Q has only a finite number of codewords.
On the other hand, let j be an index such that γ j = γ. Then
Using (12) with k = 1, we obtain lim inf
If λ < 2γ ln 2, then Pr{ X > t} = Ω 2 −(1−ǫ) 2 t 2 /λ for some ǫ > 0, and Q must have infinitely many codewords by Theorem 3.
Let R k = R k ∪ {∞} be the usual one-point compactification of R k (see, e.g., [11] ). Then by Lemma 2 and Cantor's diagonal method we can pick a subsequence of {Q n }, also denoted by {Q n } for convenience, such that for somec 1 ,c 2 , . . . ∈ R k and a probability vector (p 1 , p 2 , . . .) we have lim n→∞ c (n) i =c i and lim n→∞ p (n) i = p i for all i ≥ 1. Now for all i ∈ I, let c i =c i ifc i ∈ R k , and choose c i ∈ R k in an arbitrary manner if c i = ∞. Define Q to be the quantizer with codewords {c 1 , c 2 , . . .} and encoder α given by
(ties are broken arbitrarily). Here we use the convention that − log p i = +∞ if p i = 0, so that α (and hence Q) is well defined.
In the rest of the proof we show that Q is a Lagrangian-optimal quantizer. First observe that the conditions on d(x, y) imply that for any i ∈ I and
where the first inequality follows from the generalized nearest neighbor condition (see (4)- (5) in the proof of Lemma 1).
Let i * (x, n) ∈ I denote an index such that
(recall from the proof of Lemma 1 that the minimum exists) and let n j , j = 1, 2, . . . be an increasing sequence of positive integers such that lim inf 
(with both sides being equal to +∞) since the right side is always less than or equal to the left side. On the other hand, if i * (x) is finite, then i * (x, n j ) = i * (x) for all sufficiently large j, so for such j, 
Thus (14) and (15) yield
Combining this with (13) shows that Q is a Lagrangian-optimal quantizer:
where the second inequality follows from Fatou's Lemma [11] , and the third from the generalized nearest neighbor condition (see (4)- (5)).
Proof of inequality (7) Without loss of generality we can assume that y j = (1, 0, . . . , 0). Let (c i1 , . . . , c ik ) denote the components of c i and define c ∈ R k by c = (t cos θ, c i2 , . . . , c ik ).
For any x = (x 1 , . . . , x k ) we have x−c i = (x 1 − c i1 ) 2 + A and x−c = (x 1 − t cos θ) 2 + A, where
Observe that if x = (x 1 , . . . , x k ) ∈ S, then x ∈ C(y j , θ) and x > t, implying x 1 > t cos θ. Also, if t is large enough, then t cos θ > |c i1 | for all x ∈ S. Hence for all sufficiently large t and x ∈ S,
