Imbalanced long-tail distributions of visual class examples inhibit accurate visual detection, which is addressed by a novel Hierarchical Deformable Part Model (HDPM). HDPM constructs a sub-category hierarchy by alternating bootstrapping and Visual Similarity Network (VSN) based discovery of head and tail sub-categories. We experimentally evaluate HDPM and compare with other sub-category aware visual detection methods with a moderate size dataset (Pascal VOC 2007), and demonstrate its scalability to a large scale dataset (ILSVRC 2014 Detection Task). The proposed HDPM consistently achieves significant performance improvement in both experiments.
INTRODUCTION
Large intra-class diversities induced by camera pose, object viewpoint and appearance variations inhibit accurate object detection. Moreover, ambiguous bounding box annotations make visual class detection even more challenging. In the light of this, how to discover and exploits intra-category variation remains an open and hot problem in object detection (Gu et al., 2012; Dong et al., 2013; Zhu et al., 2014) . For instance, in Figure 1 , the dining table samples consist of at least four obvious sub-categories: upper view circular tables, tables with empty plates, tables with people sitting around, and side views of tables with chairs visible. Visual appearance of samples belonging to the same class are thus severely varied, e.g. samples that include mainly the foods and dishes or just a flower jar rather than the table itself. Moreover, sub-categories are not balanced but some examples may occur more frequently and make that subcategory a dominant one. To be more precise, samples from different sub-categories is long-tail distributed (Zhu et al., 2014) where dominant sub-categories are in the head and rare sub-categories in the tail.
Visual detectors can be substantially improved by capturing fine-grained head sub-categories and, in particular, capturing rare sub-categories in the tail which are often omitted. Monolithic learning models, such as Deformable Part Model (DPM) (Felzenszwalb et al., 2008) , mainly capture the dominant subcategories (such as "tables with empty plates" in Figure 1 : Distribution of class examples is a long tail distribution where class examples that happen more frequently (e.g. table including plates) are located in the head and rare examples (e.g. tables with chair) and outliers are in the tail. Learning a monolithic model on this dataset may fail to detect the tails. The goal is to improve learning accuracy by discovering head and tail sub-categories. Figure 1 ), but fail with the sub-categories having sparse samples. Hence, modeling head and tail subcategories separately is necessary as suggested in other works (Gu et al., 2012; Dong et al., 2013; Zhu et al., 2014) . However, selecting right criteria to group the objects properly remains an open problem. Often long-tail examples spread among the clusters of dominant ones and cannot form their own clusters or outliers distort sub-category discovery.
In this work, we introduce a novel Hierarchical Deformable Part Model where we construct subcategory hierarchy by alternating two sub-category discovery approaches with complementary properties: bootstrapping and Visual Similarity Network (VSN) (Shokrollahi Yancheshmeh et al., 2015) . Bootstrapping in the terms of DPM true positives and DPM false negatives provides a rough division to the head and tail parts. However, pair-wise similarity provides better quality sub-categories for both dominant head and ambiguous long-tail parts. The idea is to learn strong models for the ones with enough examples and share examples between rare models to improve detection performance. For this intuitive approach the hierarchy where all samples are used multiple times establishes a strong data sharing principle (Salakhutdinov et al., 2011) . Moreover, the hierarchy model naturally adapts to the number of examples -a small dataset allows only a shallow hierarchy while more examples allow deeper hierarchy and discovery of more diverse sub-categories.
We make the following contributions:
• We propose a Hierarchical Deformable Part Model (HDPM) to capture long-tail distributions of visual categories -our hierarchy is based on two complementary and alternating approaches: i) DPM bootstrapping and ii) Visual Similarity Network based sub-category discovery.
• We adopt bootstrapping to make a coarse division between the head and tail parts which are generated from true positives and false negatives of DPM detection.
• We develop Visual Similarity Network (VSN) based sub-category discovery to refine the subcategories of both head and tail parts.
• The baseline detector in our hierarchy is DPM.
We compare our method to other sub-category aware works on the Pascal VOC 2007 benchmark where our method outperforms other competitors. Moreover, we demonstrate the scalability of our method with the ILSVRC 2014 Detection benchmark for which our HDPM provides substantial performance boost as compared to the conventional DPM. Our code will be made publicly available.
RELATED WORK
Deformable Part Model (DPM) by Felzenswalb et al. (Felzenszwalb et al., 2008; Felzenszwalb et al., 2010) was a state-of-the-art approach in object detection before the rise of convoluational neural networks (Girshick et al., 2014; Girshick, 2015; Ren et al., 2015; Redmon et al., 2016) . The seminal work of Girshick et al. (Girshick et al., 2014) proposed the Region-based Convolutional Neural Network model (R-CNN) which has recently inspired many followups (Girshick, 2015; Ren et al., 2015; Redmon et al., 2016) . Interestingly, DPM achieves comparable accuracy to R-CNN if its HOG features are replaced by activations of the CNN layers Wan et al., 2015) . CNN features require external training data for optimization of the network parameters (ILSVRC 2012 was used in ). In this work, our goal is to learn a model from the scratch using only a moderate number of training examples and therefore we select the more conventional HOG-based DPM (Felzenszwalb et al., 2010) as our baseline detector. Experimental results of HDPM demonstrate the superiority of HDPM over recent methods (Felzenszwalb et al., 2010; Malisiewicz et al., 2011; Aghazadeh et al., 2012; Gu et al., 2012; Dong et al., 2013; Zhu et al., 2014) . Special cases of DPM hierarchy have been introduced, for example, Ghiasi and Fowlkes (Ghiasi and Fowlkes, 2014) used hierarchy of occlusion patterns to robust face detection, but to the authors' best knowledge our work is the first to explicitly model intra-class diversities by introducing hierarchical DPMs.
Long-Tail Distributions -Distributions of object class examples in human captured images is not uniform, but certain classes and certain view points dominate datasets. For example, most of the people stand in images, but they can also be assumed to have a large number of unusual poses (e.g. a person riding a horse). A practical solution is to balance a dataset (Russakovsky et al., 2015) . However it seems difficult for collecting sufficient samples for tail subcategories. Reducing the sample size of dominant sub-categories is more practical but it can have negative effect on detection performance. Performance boost by modeling these rare sub-categories was raised by Salakhutdinov et al. (Salakhutdinov et al., 2011) who introduced the data sharing principle: rare classes borrow statistical strength from related classes that have dense examples. The sharing was extended to sub-categories that depict rare viewpoints by (Zhu et al., 2014) . In this work, we term both dominant and rare appearance and viewpoints with a common term of sub-category. While most of the works on long-tail visual detection use more traditional baseline detection models, recently performance boost has been reported also for the state-of-the-art CNN approach (Ouyang et al., 2016) . In this work, we capture sub-categories of the head and tail parts of long-tail class distributions by adopting two principles: bootstrapping and Visual Similarity Network (VSN) based sub-category discovery.
Bootstrapping -Bootstrapping can be used to learn different aspects of training data. For example, mining hard negatives aims to distinguish two similar classes and mining hard positives works for covering rarely encountered examples of a category. In visual class detection bootstrapping is not new. Mining hard negatives (misclassified as positives) was used already in the original HOG detector (Dalal and Triggs, 2005) and later in DPM as well (Felzenszwalb et al., 2008) . In (Li et al., 2013) a term "relevant negatives" was introduced, but the principle is the same. Our DPM learning also re-trains with hard negatives, but we adopt bootstrapping to identify hard positives. Zhu et al. (Zhu et al., 2014) construct candidate models by training Exemplar-SVMs (Malisiewicz et al., 2011) for each positive training example and selecting a fixed amount of best scoring positive examples to form a new sub-category training set. Greedy search is applied to select the best combination of the DPMs, but the method is computationally expensive due to a large number of the sub-models to be tested. While their approach is bottom up, our bootstrapping is top-down. We first construct a single DPM and select the false negatives to form a bootstrap set. Different from Zhu et al. (Zhu et al., 2014) bottom-up data sharing, we propose a top-down hierarchy to discover sub-categories by alternating visual similarity graph based sub-category discovery and bootstrapping.
Sub-category Discovery -Sub-category discovery and effective data exploitation are important for longtail distribution models in view of sparse samples in long-tail sub-categories. Important research questions arise: how to find sub-categories and how to effectively exploit small data in model learning? Sivic et al. (an B.C. Russell et al., 2008) proposed a visual Bag-of-Words based discovery of class hierarchy, but their work assumed a number of dominant and balanced categories. Sub-category (subordinate class) mining was proposed by Hillel and Weinshall (Hillel and Weinshall, 2006 ) using generative models, but their method cannot cope with viewpoint changes. In a more recent work, Gu et al. (Gu et al., 2012 ) used a set of seed images where other train images were aligned using object boundaries and seed specific classifiers were trained to represent sub-categories. The drawbacks of their method are more demanding supervision in the terms of object boundary annotations and unsupervised selection of good seeds. The method by Aghazadeh et al. (Aghazadeh et al., 2012) avoided strong supervision by using Exemplar-SVMs (Malisiewicz et al., 2011) to construct a classifier for each example, but this exhaustive procedure limits their method suitability only for moderate size datasets. (Aghazadeh et al., 2012) and (Malisiewicz et al., 2011) did not particularly mine sub-categories, but their methods relied on a large number of detectors that together represent all aspects of the data. The Exemplar-SVM based approach was extended by Zhu et al. (Zhu et al., 2014) who also selected a number of seed images for which Exemplar-SVM was employed, but they built stronger models by data sharing where best scoring examples were added to the seed sub-categories and DPMs trained as stronger detectors. The DPMs were pruned by greedy search, but the seed selection remains as a problem as well as the non-adaptive addition of shared examples (a fixed number). Dong et al. (Dong et al., 2013) proposed similarity based sub-category mining, but their affinity measure was based on Exemplar-SVN training with again limits data set size to moderate. Alternatively, Yu and Grauman (Yu and Grauman, 2014) postponed sub-category discovery to the testing phase and used local neighborhood of each test sample. Pu et al. (Pu et al., 2014) introduced intra-class grouping (sub-categories) and data sharing penalties for Support Vector cost function to improve fine-grained categorization.
Visual Similarity Networks -Hard decisions by classifiers and clustering methods are always biased toward dominating patterns of data and therefore in this work we adopt a graph approach which has recently gained momentum in vision applications (Deng et al., 2014; Krause et al., 2015; Johnson et al., 2015; Rematas et al., 2015; Rubinstein et al., 2016) . A graph represents multiple latent and even subtle connections between samples without the need of hard decisions. We adopt a special structure denoted as Visual Similarity Network (VSN) where the links between vertices denote the strength of a pair-wise similarity between two images. One of the first VSN models was the matching graph structure by Philbin and Zisserman (Philbin and Zisserman, 2008) , but it was developed for specific object matching as link between local features connected two different viewpoints of the same object. In parallel, Kim et al. (Kim et al., 2008) seeded the term Visual Similarity Network and proposed a method to construct a graph representing visual categories. Recently, more advanced Visual Similarity Network approaches were proposed in (Isola et al., 2015; Shok- Figure 2: The HDPM workflow: bootstrapping and VSN sub-category discovery alternate along the hierarchy levels (the steps 2 and 3 repeat). The best combination of DPM models are selected in section 3.3.
rollahi Yancheshmeh et al., 2015; Zhou et al., 2015) . Isola et al. (Isola et al., 2015) VSN represents category transformations, e.g. from a raw tomato to a rotten tomato while Shokrollahi et al. (Shokrollahi Yancheshmeh et al., 2015) and Zhou et al. (Zhou et al., 2015) provided pair-wise similarity in a full connected manner. They both constructed a network from local features that align over geometric transformations and therefore capture viewpoint changes. In this work, we adopt the VSN approach in (Shokrollahi Yancheshmeh et al., 2015) and adapt it for subcategory discovery by accumulating local features to represent category specific landmarks.
HIERARCHICAL DPM
Our Hierarchical DPM (Figure 2 ) constructs hierarchy where at the top we have a root model learned using all training examples (Step 1). Branches represent division of images to sub-categories by two alternating procedures: 1) Step 2 -bootstrapping (Section 3.1) and 2) Step 3 -Visual Similarity Network (VSN) sub-category discovery (Section 3.2). As we move from a root to leaves, the sub-categories represent more exclusive distinctions. Intuitively bootstrapping will provide a coarse division to long-tail distribution's head and tail parts. VSN sub-category discovery refines both parts by identifying less dominant sub-categories that would otherwise be suppressed by dominating ones.
The input of HDPM is a set of N training examples S = {I, b, c} n=1,...,N where I n denotes the nth training image, b n bounding box coordinates of a class with the label c. Each class contains N c training samples and HDPM c :s are constructed independently. The baseline model used in each tree node is Deformable Part Model (DPM) (Felzenszwalb et al., 2008; Felzenszwalb et al., 2010 )
where S c ∈ S is a set of positive examples for the class c and S neg is a set of negative examples (images of all other classes S neg = S \ S c in our experiments).
Bootstrapping
A known characteristic of the Latent SVM (Felzenszwalb et al., 2008 ) algorithm in DPM is that it can effectively learn a dominating sub-category from S c , but cannot represent less dominating sub-categories and suffers from more than one competing dominant sub-category. To cope with multiple dominating sub-categories, DPM clusters box aspect ratios of the input bounding boxes to M clusters for which separate DPMs are trained referring to components in the DPM terminology. Our hierarchy replaces heuristic discovery of components by data-driven subcategorization.
The baseline model in (1) In the next step, the both sets are refined to the next level sub-categories by Visual Similarity Network subcategory discovery (Section 3.2). In addition to VSN we also train two bootstrapped DPMs using the two sets:
(2) VISAPP 2018 -International Conference on Computer Vision Theory and Applications
In our preliminary experiments we evaluated two variants by adding not detected or detected examples to the negative set respectively, S + neg = S neg ∪ S − c and S − neg = S neg ∪ S + c , but found this inferior to using only S neg .
Visual Similarity Network for Sub-Categories
The motivation behind VSN based sub-category discovery is to identify both appearance sub-categories, e.g. enduro and scooter motorbikes, and viewpoint sub-categories, e.g. frontal and side views of cars. If the number of samples is small for these subcategories (long-tail sub-categories), we need to adopt an approach that retains all pair-wise image similarities. A suitable data structure is the similarity graph which has been used in similar tasks in the recent works (Isola et al., 2015; Shokrollahi Yancheshmeh et al., 2015; Zhou et al., 2015) . We adopt Visual Similarity Network (VSN) by Shokrollahi et al. (Shokrollahi Yancheshmeh et al., 2015) and adapt it for our problem by introducing class specific landmark accumulation.
The main component of (Shokrollahi Yancheshmeh et al., 2015) is a cost function
which computes the matching cost of two images, I a and I b , using feature correspondence with matching cost C match and spatial distortion cost C dist . The matching cost denotes similarity in a feature space (e.g. SIFT) and distortion cost how well the features can be aligned in the spatial domain. Minimization of the cost function (3) is cast as a generalized assignment problem:
where a i j are binary assignments between the features i = 1, . . . , N a of the image I a and j = 1, . . . , N b of I b . The assignment constraints require at most one match between each feature and s i j :s are similarity values in [0, 1] that combine the previously defined feature and distortion costs into a single value
D X is the distance in the spatial space and D F denotes the distance in the feature space. For solving the optimization problem Shokrollahi et al. (Shokrollahi Yancheshmeh et al., 2015) proposed to replace the cost values with rank-order statistics yielding to fast approximation sketched in Algorithm 1 where the transformation T is parameterized with a translation vector (t x ,t y ), rotation θ and uniform scaling s. j ) for j = 1, . . . , K non-zero entries of D F and if D X (i, j) ≤ τ X then set S X (i, j) = 1 and break. 6: end for 7: return the number of non-zero terms in S X
Object Landmark Driven Similarity
The main problem of Algorithm 1 is that in the presence of background clutter it can get stuck to matching backgrounds (background-to-background matching) or object-to-background matching instead of the desired object-to-object matching. Our solution is two-fold: i) we mask features outside object region by bounding boxes and ii) accumulate features that match in multiple images to produce a refined set of class specific landmarks.
We adopt otherwise the parameter settings from the original work, but run an accumulation procedure in Algorithm 2. The algorithm retains only the loAlgorithm 2: Accumulation of I a landmark scores. 1: S X acc = 0.
2: for n = 1 : N c in S c do
3:
Compute Nelder-Mead optimization (max search) of the transformation matrix T parameters using Algorithm 1 as the target function.
4:
S X acc = S X acc + S X 5: end for 6: return Remove other than the B best features of I a cal features that are verified by multiple training set images and therefore removes object-to-background and background-to-background matches effectively. Using the verified set of local features, object specific landmarks, we can re-execute Algorithm 1 and compute the affinity matrix representing pair-wise matches between all images using the verified landmarks: (6) where · is the number of non-zero terms in S X and now represents similarity in [0, B]. For our experiments we set B = 80, but this selection does not have drastic effect to the performance as long as B ≥ 20.
Spectral Sub-categories
The next step is to discover sub-categories in the full connected graph defined by the affinity matrix A c a f f in (6). For this task we adopt the selftuning spectral clustering by Zelnik-Manor and Perona (Zelnik-Manor and Perona, 2004) which extends the original spectral clustering of Ng et al. (Ng et al., 2001 ) by adding unsupervised selection for the spectral scale and number of clusters.
Similarity values in (6) represent pair-wise similarity as an integer where B denotes high similarity (all landmarks match) and 0 low similarity (no matches). Self-tuning spectral clustering is based on precomputed node distance matrix and therefore we convert integer similarities to rank-order distances (the super-and the sub-scripts of the affinity matrix omitted for clarity):
where N c is the highest rank (distance is 1) and 1 is the lowest (distance N c ).
The scaled affinity matrix is computed from the rank-order distance matrix
where
where D iK is "distance" to the K:th neighbor of i:th entry (K = 10 in our experiments). Moreover,Â ii = 0. For the normalized affinity matrix the C largest eigen vectors are selected and the rotation R that aligns the matrix formed from the eigen vectors to the canonical coordinate system and the number of clusters is identified by selecting the number of clusters that provides the minimal alignment cost. The number of clusters from 2 to 15 were tested in our experiments. See Figure 3 for illustrations of the found sub-categories.
Figure 3: VSN sub-category discovery for the head and tail parts of the VOC2007 bicycle class and ILSVRC2014 camel. Note how the head sub-categories are more evident and tail sub-categories represent rare examples (upside-down bicycle, resting camel). Outliers not detected by our system are marked red and often represent ambiguous annotation (e.g. only a bicycle handle, heavily occluded camel, extremely poor resolution).
Similar to the bootstrapping in Section 3.1 we train separate DPMs for each VSN sub-category c(1),
Since the bootstrapping and VSN sub-category discovery steps alternate (Figure 2 ) the sub-category DPMs give raise to new division to head and tail sets by bootstrapping and the process continues similarly until too few examples to train DPMs (e.g. ≤ 15 images for each sub-category). In our experiments, we fixed the maximum level to 8.
Model-Selection
In validation time, we select the best set of DPM models in (Figure 2 ). This procedure can be very time consuming since all possible combination for n number of DPM models is ∑ n r=1 n! r!(n−r)! and thus not computationally effective. Instead, we take advantage of the hierarchical tree where we expect to have the models of dominant subcategories on the right branch (green in Figure 2 ) and long tails' on the left branch (orange in Figure 2 ). Therefore, we should have the strongest models on the right side and if the left side learned something new, then it will be added. Thus, we first explore the best models combination from the right side that gives the maximum score on validation set, next we give the selected set to the left side and repeat the process again. The output will be our final selected set of models. 
EXPERIMENTS 4.1 Datasets and Settings
To make our method comparable with the similar works (Zhou et al., 2015; Dong et al., 2013) , we evaluated HDPM on the PASCAL VOC 2007 dataset. Pascal VOC 2007 contains 20 categories with 9, 963 images in total. The dataset is divided into 'trainval' and 'test' subsets including 5011 and 4952 images, respectively. In our experiments, we follow the protocol in (Zhou et al., 2015) and report the results for the 'test' subset. In the experiments on the VOC 2007 benchmark, we set the number of components in DPM detector to 2 and we continue constructing the HDPM hierarchy up to the level 8. We also evaluate the performance of the proposed method on the ILSVRC2014 detection task to test scalability. ILSVRC 2014 detection set contains 456, 567 training images, 20, 121 validation images, and 40, 152 test images. There are 200 categories and the number of positive training images per category varies between 461 and 67, 513. The number of negative training images per category is between 42, 945 and 70, 626. The ground truth are released only for the training and validation data and for test data we submitted our results to the evaluation server (one submission was made for each class). To speed up the computation with ILSVRC we made the following compromises: a) the maximum number of negative examples was set to the number of positive images per each class, b) the number of DPM components was fixed to 1 and c) HDPM hierarchy was computed only up to the level L3. These compromises allowed computation of 200 HDPMs within one week.
With the both datasets, we first constructed HDPMs for each class using the training examples, and then selected the best combination of the sub-category DPMs using the validation examples (Section 3.3). For constructing the VSNs, we first cropped images inside the bounding boxes and scaled them to the size of 200 × 200 pixels keeping aspect ratios. Secondly, we executed spectral clustering (Zelnik-Manor and Perona, 2004 ) that automatically selected the number of clusters and provided sub-category assignments for each image. In all experiments, we set the search range for the number of clusters to 2 − 15, and the method typically provided 2 − 4 on each hierarchy level. We employed the standard Non-Maximum Suppression (NMS) on the detected candidates of bounding boxes. The evaluation metric was Average Precision (AP) and mean of Average Precision (mAP) without contextual rescoring.
Comparison with State-of-the-Arts
In this experiment, we compared our method to other published sub-category aware methods on the Pascal VOC 2007 dataset and using only the provided training and validation set images in model training: Exemplar-SVM (ESVM) by Malisiewicz et al. (Malisiewicz et al., 2011) , Multi-Component Model (MCM) by Gu et al. (Gu et al., 2012) , Mixture Component Identification and Learning (MCIL) by Aghazadeh et al. (Aghazadeh et al., 2012) Ambiguity Guided Graph Shift DPM (DPM-AGS) by Dong et al. (Dong et al., 2013) and Long-Tail Subcategories DPM (DPM-LTS) by Zhu et al. (Zhu et al., 2014) . The results are shown in Table 1 . Since our baseline model is based on the DPM version 5 (DPMv5), we also report results achieved in our own experiments as well as the results reported in (Felzenszwalb et al., 2010) . The results slightly vary due to parallel execution since computing the cost function gradient varies with different numbers of threads. In addition, we report the results for the the deep DPM where the HOG features are replaced with activations of the full ImageNet dataset trained neural network AlexNet (DP-DPM) by Girshick et al. (Girshick et al., 2015) .
Our model achieved the best average precision (AP) for 8 out of the 20 categories and the best overall mean average precision (mAP). By comparing our re- sults to the two similar and recent works, DPM-AGS and DPM-LTS, it is evident that the upper limit of performance using HOG features and only the provided data is almost reached. There is a clear difference as compared to DP-DPM, but their method uses the additional massive ImageNet dataset for training the CNN feature extraction network. Figure 4 shows the proportional improvement using HDPM over DPM for the 200 ILSVRC2014 detection task classes. It is noteworthy, that using our restricted settings we improved performance for 143 out of 200 categories. For 30 classes the boost was > 2× and only for 12 classes the performance degraded below 0.5. The mAP values were 9.84% for HDPM and 8.54% for DPM providing average improvement of 15% and median improvement of 40% being clearly significant. The results are on pair with the state-ofthe-art before the era of CNNs. Per class accuracies are available in appendix.
Large Scale Scalability on the ImageNet 200

CONCLUSIONS
We proposed HDPM to address the problem of longtail distributions of visual class examples. Our model achieved superior accuracy to other proposed subcategory aware DPM-based models and provides scalability to large scale problems. In our future work, we will replace the standard HOG DPM with the more recent Deep DPM to benefit from the performance of data optimized features and we will investigate computationally more powerful bootstrapping and SVN construction. 
