(1) We develop a mathematically rigorous approach to modelling the effects of age structure, in which the life-history of a species is divided into age classes of arbitrary duration and attention is focused on the sub-populations of the various classes.
INTRODUCTION

Age structure effects are widely believed to be of crucial importance in determining the stability properties of many natural populations, but are almost equally widely neglected in theoretical studies. The reasons for this neglect appear to lie in the technical deficiencies of the various methods presently used to formulate age-structure models. The continuous time description due to and von , while both elegant and rigorous, presents mathematical difficulties severe enough to deter all but the most intrepid and dextrous analyst. The Leslie matrix approach, although less technically demanding,
Age structure effects are widely believed to be of crucial importance in determining the stability properties of many natural populations, but are almost equally widely neglected in theoretical studies. The reasons for this neglect appear to lie in the technical deficiencies of the various methods presently used to formulate age-structure models. The continuous time description due to and von , while both elegant and rigorous, presents mathematical difficulties severe enough to deter all but the most intrepid and dextrous analyst. The Leslie matrix approach, although less technically demanding, 0021-8790/83/0600-0479 $02.00 © 1983 British Ecological Society Single-species population models Single-species population models Single-species population models Single-species population models forces the modeller to describe the population life-history as a sequence of equal duration age classes, thus effectively precluding the identification of such age classes with functional categories, instars, developmental stages or whatever ; MacDonald 1978) to describe age structure by heuristically formulated sets of delay-differential or difference equations. However, although their mathematical simplicity has made such heuristic models (and in particular 'discrete time' difference equation models applied to species with apparently discrete generations) widely popular, all such models suffer from the fundamental flaw that their lack of a mathematically rigorous foundation makes it very difficult to determine whether some fascinating subtlety of dynamic behaviour is a real feature of the system being modelled, or is the scientifically irrelevant artifact of some characteristic unwittingly introduced at the formulation stage.
In this paper we develop an alternative approach which combines the mathematical rigour of the von Foerster description with the analytic simplicity of simple time-delay models. We describe the species life-history as a sequence of arbitrary duration age classes, each identified with a functional or developmental stage, so that we can regard all individuals in a given age class at a given time as functionally identical. This enables us to recast the rigorous continuous-time description as a readily analysed set of coupled, ordinary delay-differential equations.
We illustrate the utility of the prescription which we present by formulating models relating to two specific laboratory insect populations. The first is a detailed ('tactical') model of Nicholson's (1954) cultures of the Australian sheep-blowfly Lucilia cuprina (Wied) which is very similar in spirit to an heuristically derived model which we have previously fitted to the data. The second is a more generalized ('strategic') model of larval competition in insect populations, intended to help us refine the design of a series of laboratory experiments on the populations dynamics of the Indian meal-moth Plodia interpunctella (Hiibner). The continuous-time description which we have adopted is particularly appropriate for this purpose since continuously running cultures of this species have clearly overlapping generations and so cannot be described, even approximately, by a discrete-time model.
The formalism described in this paper can readily be adapted to describe systems in which inter-class transitions are triggered by factors other than age. In a forthcoming paper we describe in detail the extension to a species whose moults occur at given body sizes, and it appears probable that similar extension can be made to any system in which inter-class transitions are triggered by a single factor. Extensions are also possible to systems in which density-dependence in one functional class affects the properties of another class, e.g. we are at present actively investigating models of populations in which competition at the larval stage is expressed as changes in the rate of pupation success or in the fecundity of the resulting adults.
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The exact formalism for describing the demography of a population whose individual members have age-and time-dependent vital rates , is well understood if exceedingly cumbersome. Detailed expositions of its derivation forces the modeller to describe the population life-history as a sequence of equal duration age classes, thus effectively precluding the identification of such age classes with functional categories, instars, developmental stages or whatever ; MacDonald 1978) to describe age structure by heuristically formulated sets of delay-differential or difference equations. However, although their mathematical simplicity has made such heuristic models (and in particular 'discrete time' difference equation models applied to species with apparently discrete generations) widely popular, all such models suffer from the fundamental flaw that their lack of a mathematically rigorous foundation makes it very difficult to determine whether some fascinating subtlety of dynamic behaviour is a real feature of the system being modelled, or is the scientifically irrelevant artifact of some characteristic unwittingly introduced at the formulation stage.
THEORY OF LUMPED AGE CLASS MODELS
Summary of the continuous age-distribution description
THEORY OF LUMPED AGE CLASS MODELS
Summary of the continuous age-distribution description
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THEORY OF LUMPED AGE CLASS MODELS
In a closed system (which has no immigration or emigration) it can readily be shown that changes in the population age distribution due to deaths and ageing are described by the balance equation af (a, t) f (a, t)
...-.
-r(a, t)f(a, t), (3) 8t 8a
which, because newborn individuals all enter the population with age zero must be solved subject to the renewal condition f(O, t) = B(t) = f(a, t)f(a, t) da.
Since eqn (3) simply formalizes the self-evident truth that in a closed population any given individual must either die or get older, it is clear that if we define a cumulative survival probability S (t, a) = Probability that an individual born at time t survives at least to age a (5) then the solution of eqns (3) and (4) must take the form f(a, t) =f(0,t-a)S(t -a,a) = B(t -a)S(t -a,a).
Back substitution of this trial solution into eqn (3) reveals that the cumulative survival function S(t, a) must be related to the per capita death rate by S(t,a)= exp-(x -t, x)dx].
Since the solution described by eqns (6) and (7) does not take account of the presence in the population of remnants of the 'initial age distribution' [f(a,0)] it is conventionally thought of as being valid only for t > a and a supplementary solution is sought for t a (see e.g. Sinko & Streifer 1967). However, the necessity to do this is a product of the decision to specify the initial conditions in the form of an age distribution supposed to be present at t = 0. If, instead, we choose to specify the 'initial history' of the population (i.e. f(a, t) for all t < 0) then we can regard eqns (6) and (7) as being valid for all ages and times > 0. This procedure, which is central to the simplicity of our prescription, implies that when examining field observations, for which the 'natural' starting information is the age distribution at the time one starts looking at the population, one pays the price of having to can be found in, for example, Pielou (1969), and . We here briefly summarize those results of which we shall make later use.
If a single-species population has a constant sex ratio and if all individuals of age a at time t have the same per capita death and reproduction rates (which we write as e(a, t) and fi(a, t) respectively) then we can fully describe the state of the population at any instant by means of an age-distribution function defined by number of individuals with ages between a and a + da at at time t] f(a, t) =-lim .
da-O da
From this definition we see that the total rate at which the population is producing offspring at time t must be 0® B(t)= Jf(a,t)fi(a, t)da.
Since the solution described by eqns (6) and (7) does not take account of the presence in the population of remnants of the 'initial age distribution' [f(a,0)] it is conventionally thought of as being valid only for t > a and a supplementary solution is sought for t a (see e.g. Sinko & Streifer 1967). However, the necessity to do this is a product of the decision to specify the initial conditions in the form of an age distribution supposed to be present at t = 0. If, instead, we choose to specify the 'initial history' of the population (i.e. f(a, t) for all t < 0) then we can regard eqns (6) and (7) as being valid for all ages and times > 0. This procedure, which is central to the simplicity of our prescription, implies that when examining field observations, for which the 'natural' starting information is the age distribution at the time one starts looking at the population, one pays the price of having to 481 481 481 481
Single-species population models Single-species population models Single-species population models Single-species population models invent a plausible history (i.e. one which itself satisfies eqns (3) and (4)) which would have led to the observedf(a, 0). In the case of laboratory experiments, however, even this minor price is absent since the culture really does 'start' at t = 0 and we shall show later that it is extremely easy to devise an initial history which mimics the start up process in some detail.
Dynamics of lumped age classes
The key to turning the elegant but notoriously difficult formalism just described into a practical modelling tool is to approximate the species life-history by a sequence of developmental stages within each of which all individuals can sensibly be regarded as functionally identical (that is all having the same per capita vital rates). Under the further modelling approximation that transitions between such functional classes take place at fixed ages, we can readily reformulate the continuous age distribution treatment to provide us with a much more amenable description couched in terms of the rates of change of the sub-populations in the various functional classes.
We first recognize that if the age of entry to functional class i is ai and the age of maturation into class i + 1 is ai+1 then the sub-population of class i at time t, Ni(t), is simply the number of individuals who have ages in the range ai < a < a+ 1, so that ai+l Ni(t)= f f(a,t)da.
(8) al
We now give specific mathematical form to our original rather woolly statement about the functional identity of all individuals in a given age class by assuming that all such individuals have the same per capita death and reproduction rates, which we write as 6,(t) and fi(t) respectively. If we define R i(t) as the rate of recruitment into age class i from age class i -1 at time t, and Mi(t) as the rate of maturation out of class i into class i + 1 at the same time, then simple book-keeping requires that
dN,(t) = RI(t) -Mi(t) -bi(t)Ni(t). (9) dt
Integrating eqn (3) over the age range ai < a < a+ , and comparing the results with eqn (9) then shows that
Mi(t) = f(a + 1 t)
We now arbitrarily choose to use i = 1 to denote the age class into which newly born individuals are recruited (i.e. a1 = 0), and hence see from eqn (4) that if there are Q age classes in total then Q Rl(t) =f(0, t) = B(t)= ,(t)Nj(t).
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S(t--a +l,a,) so as to represent the proportion of individuals recruited into age class i at time t -zT who survive to be recruited into age class i + 1 at time t. If we now use eqns (12a) and (12b) to evaluate the ratio M(t)/Ri(t -r) we find that, as we should expect, the rate of maturation out of class i at time t is simply the rate of maturation into that class at time t -T, multiplied by the through age class survival P,(t)
Finally we note from eqns (lOa) and lOb) that, again as we should expect, the rate of recruitment into class i at time t is exactly equal to the rate of maturation out of class i + 1 at the same time
Thus we see that, under the assumption that all members of a given lumped age class have the same per capita vital rates we can recast the continuous age-distribution formalism given in the previous section in the form of a set of coupled first order differential equations specifying the rates of change of the sub-populations of the various groups of functionally identical individuals, namely, Although throughout this analysis we have written the age class vital rates /i, and 6i as explicit functions of time it is essential to realize that the entire edifice carries over unchanged to the case of vital rates which are implicitly time-dependent because they depend explicitly on some or all of the Ni(t)s. Indeed, if our model is to be capable of representing any behaviour other than exponential growth or decay some such density-dependence must be present in the vital rates of at least one life-history stage. We therefore expect, in general, to write the age class vital rates in the form i = ai({Ni(t)}, t)
dN.(t) (t) = R (t) -R (t -ri) Pi(t) -6i(t)Ni(t),
The full significance of these two results is most easily seen by defining two new quantities, the first, ri, being defined as Zi-=-ai+l--ai (13) so as to represent the duration of age class i, and the second, Pi(t), being defined as ) S(t -a+ ,a+ l (14)
Ri(t) = Mi+ (t). (16)
Thus we see that, under the assumption that all members of a given lumped age class have the same per capita vital rates we can recast the continuous age-distribution formalism given in the previous section in the form of a set of coupled first order differential equations specifying the rates of change of the sub-populations of the various groups of functionally identical individuals, namely,
dN.(t) (t) = R (t) -R (t -ri) Pi(t) -6i(t)Ni(t), (17) dt
where, from eqns (7) and (14)
and, from eqns (11), (15) and (16) Q Q
fj(t)Nj(t) i=1
Ri(t)= j=1
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Single-species population models Single-species population models Single-species population models Single-species population models so that the process of formulating a specific population model falls naturally into two distinct stages: (i) break up the life-history into stages within which all individuals have essentially the same per capita vital rates, and hence identify a suitable 'lumped approximate' life-history; (ii) choose an appropriate functional form to represent the time and/or density-dependence of the vital rates for each age class. We discuss the detailed operation of the procedure in the next section.
A nalysing lumped age class models
The extensive use of time delays, which gives the equations describing lumped age-class models their appealingly simple structure, at the same time makes them very unpromising candidates for routine analytic treatment. Although generalizations are always dangerous, one can take it as a good rule of thumb that in most cases nothing more mathematically elaborate than steady state determination and local stability analysis is at all likely to be productive. However, provided that careful attention is paid to minimizing the number of free parameters in a model, it is usually possible (given a large enough expenditure of time) to obtain a useful picture of its dynamics from a judiciously chosen set of numerical solutions.
Before we can integrate any system of differential equations we must specify a set of initial conditions. Reference to the previous discussion, or examination of eqns (17) to (19) makes it clear that in this case we cannot simply specify the values of the sub-populations at time t = 0, but must instead specify their history over the period leading up to t = 0. This however is by no means a matter of arbitrary choice since by assuming that eqns (6) and (7) are always a valid solution of the balance eqn (3) we have by implication restricted ourselves to values of Ni which are themselves valid solutions of eqns (17) to (19). Such a requirement appears to pose extremely serious difficulties until we realize that most experiments start with an entirely empty system into which we introduce a small inoculation just after t = 0; a process which is rather easy to model with a trivial modification to our present formalism.
The representation of a system which is entirely empty for all t < 0, namely
is automatically a valid solution of eqns (17) to (19). Thus, our procedure is to adopt the empty state described by eqn (21) as our initial history and then to carefully model the process of inoculation. The addition to our system of individuals of arbitrarily chosen ages is very complex to describe, but if we make the simplifying assumption that all individuals added to a given age class (say class i) are newly qualified for that age class (i.e. aged ai) at the time of their addition, then we can easily allow for inoculation by modifying eqns (11) and (16) to read
Ri(t) =(B(t) + I(t) i= 122)
Mi _l(t) + Mi(t) i = 2...Q.
where Il(t) is the rate at which individuals aged exactly ai are added to age class i at time t. Once we have specified Ii(t), by for example setting i J 0 othO (<T, other wie (23) I10 otherwise so that the process of formulating a specific population model falls naturally into two distinct stages: (i) break up the life-history into stages within which all individuals have essentially the same per capita vital rates, and hence identify a suitable 'lumped approximate' life-history; (ii) choose an appropriate functional form to represent the time and/or density-dependence of the vital rates for each age class. We discuss the detailed operation of the procedure in the next section.
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where Il(t) is the rate at which individuals aged exactly ai are added to age class i at time t. Once we have specified Ii 
N1(t) = R (t) -R (t -t)P,(t) -({ Nj(t)}, t)N0(t) (24) Pi(t) = P(t)[ 5(l{Nj(t -r)}, t -r) -5({ Nj(t)}, t)],
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In common with other systems of delay-differential equations these cannot easily be integrated by the most commonly used 'professional' numerical integration techniques (e.g. the various Runge-Kutta methods). However, the simple predictor-corrector algorithm described in the Appendix can be readily adapted to such problems and we have found this method both fast and accurate.
AN ILLUSTRATIVE APPLICATION TO NICHOLSON'S BLOWFLIES
As our first example of the use of the formalism developed in the previous section we shall rederive systematically a model which we have previously (Gurney, Blythe & Nisbet 1980) justified by purely heuristic arguments. We consider a set of experiments (Nicholson 1954 in which laboratory cultures of the Australian sheep blowfly Lucilia cuprina were controlled by the availability of a food (ground liver) utilized only by the adult insects. The adult sub-population size was found to exhibit the sustained, large, quasi-cyclic fluctuations shown in Fig. 1 . The age distribution given by Nicholson for these cultures (reproduced here as Fig. 2(a) ) shows that the species life-history falls into five well-marked developmental stages each covering an approximately constant age range, so that the system is a natural candidate for a lumped age-class model with classes representing eggs, larvae, pupae, immatures and mature (i.e. reproductively active) adults.
We write the sub-populations in the five developmental classes of our model as E(t), L (t), 7(t), J(t) and A(t) respectively and deduce the duration of each stage (shown in Fig.  2(c) ) directly from the data of Fig. 2(a) . To complete our model we must select suitable so as to model an inoculation regime in which individuals are added to the culture at a constant rate over some short time T, at the beginning of the experiment, then we have a mathematically well posed problem and could proceed to compute solutions. However, numerical integration of integro-differential equations is full of technical pitfalls, which we circumvent by replacing eqn (18) by an equivalent combination of a differential equation-obtained by differentiating (18)-and an initial condition (obtained by evaluating (18) at t = 0). This modification leaves us with a set of delay-differential equations typified by 
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We write the sub-populations in the five developmental classes of our model as E(t), L (t), 7(t), J(t) and A(t) respectively and deduce the duration of each stage (shown in Fig.  2(c) ) directly from the data of Fig. 2(a) . To complete our model we must select suitable Single-species population models Single-species population models Single-species population models Single-species population models Fig. 2(c) . The description of the adult age class is a rather more subtle problem since here there is evidence (Readshaw & Cuff 1980) of density-dependence in both per capita vital rates. We examine first the experimental evidence relating to per capita egg production. We follow in seeking a direct link between the rate of food supply per mature adult (f mg/day) and the per capita rate of egg production (e(f) eggs per fly per day), and we add to the information which they used (points A, B, C, D, J in Fig. 2(b) ) two further pieces of experimental data: (i) a high food supply rate result (point M in Fig.  2(b) ) deduced from the egg production rate maxima shown in Fig. 1; (ii) 
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We can evaluate the size and possible density-dependence of the adult death rate by direct reference to the experimental data of Fig. 1 . It is clear from this diagram that during the latter part of the 'crash' phase of each cycle there is no recruitment at all to the adult population and the variation of this sub-population is entirely under the control of its per capita death rate. Thus if, for this part of the cycle, we plot In A (t) against time we can obtain an estimate of both the size and density-dependence of the adult death rate A'. On the right of Fig. 2(b) we show the results of such an exercise and although there is some evidence of systematic changes in death rate from cycle to cycle there is no evidence at all of a systematic density-dependence of 5A within a cycle. Thus we shall assume that the adult per capita death rate is density-independent and has the average best fit value deduced from Fig. 2(b) ; namely 6A = 0-27 day-.
Armed with a complete set of assumed functional forms for the per capita vital rates we can now write down the dynamic equations describing our model. Whenever a given age class has a density-independent per capita death rate then eqn (18) implies that the through-age-class survival for that age class takes the form of a simple constant. functional forms for the age class per capita vital rates. The first four life-history stages present few problems in this regard since all are reproductively inactive and have very high through-age-class survival, so we can safely assume that their per capita fecundities are all identically zero and that their per capita death rates have the density-independent, constant, values shown in Fig. 2(c) . The description of the adult age class is a rather more subtle problem since here there is evidence (Readshaw & Cuff 1980) of density-dependence in both per capita vital rates.
We examine first the experimental evidence relating to per capita egg production. We follow in seeking a direct link between the rate of food supply per mature adult (f mg/day) and the per capita rate of egg production (e(f) eggs per fly per day), and we add to the information which they used (points A, B, C, D, J in Fig. 2(b) ) two further pieces of experimental data: (i) a high food supply rate result (point M in Fig.  2(b) ) deduced from the egg production rate maxima shown in Fig. 1; (ii) 
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Pi(t) = exp
E(t) = RE(t) -RE(t -E)PE -6EE(t) L(t) =RL (t) -R,L(t-TL)PL -6LL(t) 7X(t) = R, (t) -R, (t -T,)P, -,n r(t) (32) J(t) = R (t) -R (t -T)P -6jJ(t) A(t)= RA(t) -A (t)
where, if we assume that only eggs are added at the start of the culture
RE(t) = qA (t) exp {-A(t)/Ao} + I(t) RL(t) = RE(t-TE)PE R,(t) = RL (t-L)PL (33)
Rj(t) = R x (t -r,)P,
RA (t) = R J(t -)P, with q = 8.5 eggs per day, A0 = 600 and I(t) zero except over some short inoculation period at the start of the experiment.
Although eqns (32) and (33) are eminently suitable for numerical solution they form a rather cumbersome subject for direct analysis. However, analytic treatment can be greatly facilitated by realizing that since the only density-dependence in the model is at the adult stage we can capture the spirit of the model dynamics with a description which explicitly contains only the adult sub-population. Defining a total delay 
and then substituting the various elements of eqn (33) into one another and thence into eqn (32) we finally find that the minimum description of our model is
A (t) = qSA (t -r)exp {-A (t -)/A0 } -AA (t) + SI(t -),
which, except for the addition of the inoculation term I(t -r), is identical with the model of this system we formulated heuristically and analysed in an earlier publication (Gurney, Nisbet & Blythe 1980).
As an illustration of the way in which the complete version of the model enables us to follow population fluctuations as they progress through the age structure, and also to display again the quality of fit produced by this model, we display in Fig. 3 the results of a numerical integration of eqns (32) and (33) with parameters (see Fig. 2(c) ) appropriate to Nicholson's experiment (Fig. 1) . As we should expect from our earlier modelling exercise using eqn (36), our model clearly succeeds in capturing much of the spirit of Nicholson's data:
(1) We predict persistent oscillations with a period (37 days) which is very close indeed to that observed (38 + 1.5 days).
(2) We predict population maxima and minima of 5400 and 150 respectively as compared to the observed levels of 7500 + 500 and 270 + 120. Thus, since all the age classes in our present model have this property our dynamic equations take on a particularly simple form.
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which, except for the addition of the inoculation term I(t -r), is identical with the model of this system we formulated heuristically and analysed in an earlier publication (Gurney, Nisbet & Blythe 1980).
E(t) = RE(t) -RE(t -E)PE -6EE(t) L(t) =RL (t) -R,L(t-TL)PL -6LL(t) 7X(t) = R, (t) -R, (t -T,)P, -,n r(t) (32) J(t) = R (t) -R (t -T)P -6jJ(t) A(t)= RA(t) -A (t)
RE(t) = qA (t) exp {-A(t)/Ao} + I(t) RL(t) = RE(t-TE)PE R,(t) = RL (t-L)PL (33)
Rj(t) = R x (t -r,)P, RA (t) = R J(t -)P, with q = 8.5 eggs per day, A0 = 600 and I(t) zero except over some short inoculation period at the start of the experiment.
Although eqns (32) and (33) 
A (t) = qSA (t -r)exp {-A (t -)/A0 } -AA (t) + SI(t -),
which, except for the addition of the inoculation term I(t -r), is identical with the model of this system we formulated heuristically and analysed in an earlier publication (Gurney, Nisbet & Blythe 1980). As an illustration of the way in which the complete version of the model enables us to follow population fluctuations as they progress through the age structure, and also to display again the quality of fit produced by this model, we display in Fig. 3 the results of a numerical integration of eqns (32) and (33) with parameters (see Fig. 2(c) ) appropriate to Nicholson's experiment (Fig. 1) . As we should expect from our earlier modelling exercise using eqn (36), our model clearly succeeds in capturing much of the spirit of Nicholson's data:
E(t) = RE(t) -RE(t -E)PE -6EE(t) L(t) =RL (t) -R,L(t-TL)PL -6LL(t) 7X(t) = R, (t) -R, (t -T,)P, -,n r(t) (32) J(t) = R (t) -R (t -T)P -6jJ(t) A(t)= RA(t) -A (t)
RE(t) = qA (t) exp {-A(t)/Ao} + I(t) RL(t) = RE(t-TE)PE R,(t) = RL (t-L)PL (33)
A (t) = qSA (t -r)exp {-A (t -)/A0 } -AA (t) + SI(t -),
(2) We predict population maxima and minima of 5400 and 150 respectively as compared to the observed levels of 7500 + 500 and 270 + 120. 
A STRATEGIC MODEL OF LARVAL COMPETITION
In contrast to the very detailed tactical model of the previous section, our second example of the use of lumped age class techniques is a very simple model intended as a paradigm for a wide class of systems in which an insect population is regulated by the supply of food to a reproductively inactive pre-adult phase. This form of population limitation can normally only be studied independently in laboratory populations, perhaps the best known examples being Nicholson's (1954 larval food limited blowfly cultures. Our particular interest in such systems arises from a set of experiments now being performed by one of us (JHL) on laboratory populations of the Indian meal-moth Plodia interpunctella regulated by the rate of supply of food utilized only by the larvae. These experiments will be reported fully in a later publication, but preliminary results show some interesting differences from the behaviour observed in Nicholson's Lucilia populations. To assist us in the design of extensions to our experiments we have constructed a rather general strategic model of larval competition in insect populations, with the aim of determining which population parameters play a central role in the dynamics and must hence be measured with greatest care.
We consider a 'pseudo-species' whose general characteristics resemble Plodia in having only two significant life history stages: (a) a reproductively inactive larval stage with duration tL and population L(t); (b) a reproductively active adult stage with population A (t). Since the present application of the model is intended to answer strategic questions Single-species population models Single-species population models Single-species population models Single-species population models about Plodia populations rather than to mimic their detailed behaviour we choose functional forms for the per capita vital rates by virtue of their plausibility and mathematical convenience rather than by detailed data fitting. The fecundities present no problem since the larvae are infertile (i.e. L = 0) and we assume that adults either have ample supplies of any limiting nutrient or (as in the case of Plodia) do not feed, so that their per capita fecundity takes on the density-independent value AA = e. The major resource limitation in our model system is at the larval stage and if we assume that a given larva competes equally with all other larvae (we shall refer to this as the 'uniform competition' approximation) and ignore any possible thresholds, then it is natural to reflect this limitation by choosing a per capita larval death rate which varies linearly with larval population thus:
aL (L, t) = aL (t). (37)
The adult death rate is on the face of it a rather simple matter; there is no resource limitation and hence the obvious choice is a density-independent per capita death rate (A(A, t) = e, say). However other forms of adult survival are also possible, e.g. the adults might almost all live for a more or less fixed period and then die. We can cover this situation by assuming that the adult death rate is zero but that there is an extra age class (corpses) into which the adults are recruited after a fixed life time rA. We shall examine both these possible representations and shall call the corresponding model variants (i) and (ii) respectively. It will turn out that the apparently rather innocuous difference between these two model variants produces rather radical differences in their behaviour.
Having chosen the functional forms for the per capita vital rates we can refer directly to the recipe given in eqns (24) to (28) and write down the dynamic description of our model in the form
L(t) = RL(t) -RL(t -TL)P (t) -aL(t)2 (38)
A (t)=RA (t)-DA (t)
where the through larval age class survival function PL (t) is given by the solution of
and provided that inoculation again only takes place by the addition of'new born' larvae
RL(t) =qA (t) + I(t)
RA(t) =PL(t)RL(t-ZL). (42)
The two variants of our model are distinguished simply by the nature of the population death rate term DA (t), which in the constant per capita death rate variant (i) takes the form
while in the constant adult life-time variant (ii) the instantaneous rate of deaths is just equal to the rate of recruitment into the corpse age class, i.e.
DA (t)= RA (t -A)
The two models specified by eqns (38) to (44) are based upon the assumption that all larvae are functionally identical and hence compete equally for food with all other larvae. This is clearly rather a simplistic viewpoint and we explore its importance by examining an alternative formulation in which a given larva is assumed to compete only with the other larvae in the same age cohort (the 'cohort competition' approximation). We have argued in about Plodia populations rather than to mimic their detailed behaviour we choose functional forms for the per capita vital rates by virtue of their plausibility and mathematical convenience rather than by detailed data fitting. The fecundities present no problem since the larvae are infertile (i.e. L = 0) and we assume that adults either have ample supplies of any limiting nutrient or (as in the case of Plodia) do not feed, so that their per capita fecundity takes on the density-independent value AA = e. The major resource limitation in our model system is at the larval stage and if we assume that a given larva competes equally with all other larvae (we shall refer to this as the 'uniform competition' approximation) and ignore any possible thresholds, then it is natural to reflect this limitation by choosing a per capita larval death rate which varies linearly with larval population thus:
aL (L, t) = aL (t). (37)
L(t) = RL(t) -RL(t -TL)P (t) -aL(t)2 (38)
A (t)=RA (t)-DA (t)
RL(t) =qA (t) + I(t)
RA(t) =PL(t)RL(t-ZL). (42)
DA (t)= RA (t -A)
aL (L, t) = aL (t). (37)
L(t) = RL(t) -RL(t -TL)P (t) -aL(t)2 (38)
A (t)=RA (t)-DA (t)
RL(t) =qA (t) + I(t)
RA(t) =PL(t)RL(t-ZL). (42)
DA (t)= RA (t -A)
aL (L, t) = aL (t). (37)
L(t) = RL(t) -RL(t -TL)P (t) -aL(t)2 (38)
A (t)=RA (t)-DA (t)
RL(t) =qA (t) + I(t)
RA(t) =PL(t)RL(t-ZL). (42)
DA (t)= RA (t -A)
The two models specified by eqns (38) to (44) are based upon the assumption that all larvae are functionally identical and hence compete equally for food with all other larvae. This is clearly rather a simplistic viewpoint and we explore its importance by examining an alternative formulation in which a given larva is assumed to compete only with the other larvae in the same age cohort (the 'cohort competition' approximation). We have argued in 
We now illustrate the behaviour of these models by displaying (Fig. 4) 
We now illustrate the behaviour of these models by displaying (Fig. 4) In Fig. 4(c) we see that the delayed feedback mechanism portrayed by the cohort competition model (eqn (45)) yields quasi-cyclic population fluctuations with a period of about 65 days (2-31 rL). By contrast both variants of the uniform competition model suggest that an equivalent experimental system should exhibit quasi-cyclic population In Fig. 4(c) we see that the delayed feedback mechanism portrayed by the cohort competition model (eqn (45)) yields quasi-cyclic population fluctuations with a period of about 65 days (2-31 rL). By contrast both variants of the uniform competition model suggest that an equivalent experimental system should exhibit quasi-cyclic population In Fig. 4(c) we see that the delayed feedback mechanism portrayed by the cohort competition model (eqn (45)) yields quasi-cyclic population fluctuations with a period of about 65 days (2-31 rL). By contrast both variants of the uniform competition model suggest that an equivalent experimental system should exhibit quasi-cyclic population In Fig. 4(c) 15 rT) . In variant (ii) these would result from perturbation of a deterministically stable limit cycle of period 31 days (Fig. 4(b) ) by demographic stochasticity, while in the case of variant (i) they would be resonant quasi-cycles resulting from the perturbation of a deterministically stable but underdamped system (Fig. 4(a) ) by demographic stochasticity (Nisbet & Gurney 1982a p. 254) .
We compare these predictions with the experimental results (Fig. 5) from the longest running Plodia culture which (as is confirmed by the periodogram of Fig. 5(b) ) exhibits quasi-cyclic fluctuations in the adult moth population with a period of about 39 (± approx. 2) days. This observed period is very different from that predicted by the cohort competition model but is rather close to that predicted by both variants of the uniform competition model. Thus we conclude that:
(a) the observed oscillations are produced by the passage of perturbations through the population age structure (uniform competition model) rather than by delayed feedback (cohort competition model), (b) in order to determine whether we are observing perturbed limit cycles (variant (ii)) or driven quasi-cycles (variant (i)) we need to make very careful measurements of the adult survivorship.
Experiments to elucidate this latter point and other aspects of the population biology of Plodia are currently being carried out, and have already shown that, as we might expect, a detailed model of these Plodia cultures will require ingredients not present in our simple strategic model. For example, adult size turns out to be a function of the number of individuals in the cohort from which they have emerged, and since it is known ) that female fecundity increases with increasing body size this must imply a delayed effect of larval density on recruitment. It is also highly probable (Podoler 1974; J. H. Lawton unpublished) that larval competition influences both the timing of adult emergence and the adult sex ratio. The introduction of either of these effects requires some modification of the basic formalism presented above and although we have already developed an extension to the case where the inter-age-class transitions are dependent upon some physiological parameter ) the extension to include a history-dependent fecundity is still under investigation. Until these theoretical developments are completed, our understanding of the dynamics leading to the observed oscillations in Plodia population will remain incomplete. However since the oscillation period is well below the minimum possible under delayed feedback (2rL) we can be fairly sure that a mechanism of the general type portrayed by the uniform competition model must be at work.
DISCUSSION
In this paper we have developed a systematic procedure for formulating models of populations whose dynamics are significantly influenced by age structure effects. We approximate the species life-history as a sequence of functional or developmental classes and thus obtain models described by relatively tractable sets of ordinary delay-differential equations rather than the spectacularly awkward partial differential equation with an integral boundary condition required by the classical continuous-time description of an age-structured population. However, because our formalism retains the underlying continuous time character of its progenitor we avoid the artificiality inherent in the equal duration age classes used by the Leslie matrix approach to tractable age-structure modelling . fluctuations with a period of about 32 days (-1.15 rT). In variant (ii) these would result from perturbation of a deterministically stable limit cycle of period 31 days (Fig. 4(b) ) by demographic stochasticity, while in the case of variant (i) they would be resonant quasi-cycles resulting from the perturbation of a deterministically stable but underdamped system (Fig. 4(a) ) by demographic stochasticity (Nisbet & Gurney 1982a p. 254) .
In this paper we have developed a systematic procedure for formulating models of populations whose dynamics are significantly influenced by age structure effects. We approximate the species life-history as a sequence of functional or developmental classes and thus obtain models described by relatively tractable sets of ordinary delay-differential equations rather than the spectacularly awkward partial differential equation with an integral boundary condition required by the classical continuous-time description of an age-structured population. However, because our formalism retains the underlying continuous time character of its progenitor we avoid the artificiality inherent in the equal duration age classes used by the Leslie matrix approach to tractable age-structure modelling .
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We have demonstrated the breadth of application of the lumped age-class method by using it to formulate two models; the first a detailed tactical model of a laboratory population of the Australian sheep blowfly Lucilia cuprina, and the second a set of strategic models intended to help improve the design of laboratory experiments on the population dynamics of the Indian meal-moth Plodia interpunctella. As well as answering a number of specific questions about Plodia, and indicating where additional experimental effort is needed to answer others, our study of these latter models has disclosed several points of more general interest.
Firstly, we see that in single-species populations the ratio of cycle period to maturation time (Tc/r) is a powerful tool for diagnosing the class of mechanism underlying any quasi-cyclic fluctuation. Single generation cycles with Tc equal to 'one and a bit r' (formally T,/r < 2) are caused by the propagation of bursts of individuals through the population age structure, while multiple generation cycles with Tc/r > 2 are likely to be caused by delayed regulation.
Secondly, it is clear from the qualitative difference in the deterministic stability of the two variants-(i) and (ii)-of the uniform larval competition model (Fig. 4(a) and (b) ) that a seemingly innocuous change in our description of adult survival can, when its effect propagate through the age structure, induce dramatic alterations in model behaviour. This amply confirms our belief in the usefulness of a formally exact prescription for formulating models of this kind, since only by using such a prescription are we able to distinguish interesting dynamic subtleties from mathematical artifacts induced by erroneous features unwittingly incorporated in a heuristically formulated model. Particularly in view of this last point it is important to stress that the kind of prescription which we have described is not solely useful under the rather restricted set of modelling conditions for which it was developed: namely a single-species population with age-specific transitions between developmental classes. It is possible to use precisely the same kind of approach to model interacting populations or species whose developmental transitions are not age-controlled. In another paper ) we have demonstrated one such extension (to the case of population with developmental transitions controlled by body size) and many others are possible. In short, the formalism is both rigorous and adaptable.
(Received 6 May 1982)
APPENDIX
The predictor-corrector algorithm is an iterative procedure for step-by-step solution of equations of the general form i(t) = (t)= G(x(t), x(t -r), t)
The first approximation to x(t) is calculated from the best estimates of its value at times up to t -At (which we shall write xoo(p), p < t-At) using the PREDICTOR part of the algorithm x,(t) = x (t -2At) + At{ o(t-At) + Vo,(t -3At)} where we define
V r(t -mAt) -G(x (t -mAt), x, (t -mAt -), t-mAt).
Once this first estimate (x1) has been calculated it is refined by successive application of the CORRECTOR x,+ (t) = xo(t -At) + At. /,/(t) where we define
/n(t) G(x,(t), x,(t-T),t).
This process is held to have converged (i.e. x,(t) -, xo (t)) when mini {(xn)i-(Xn_i)i}/(Xn)il < e where e is some suitable positive constant (typically 10-5) and where (x)i denotes the ith component of xi.
We use a commercially available implementation of this alogrithm (Maas, Nisbet & Gurney 1982) written in the Pascal language and designed to be readily adapted to a variety of problems with an absolute minimum of reprogramming.
