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We study the supremal p-negative type of connected vertex transitive graphs. The analysis
provides a way to characterize subsets of the Hamming cube {0,1}n ⊂ (n)1 (n  1)
that have strict 1-negative type. The result can be stated in two ways: A subset S =
{x0,x1, . . . ,xk} of the Hamming cube {0,1}n ⊂ (n)1 has generalized roundness one if and
only if the vectors {x1 −x0,x2 −x0, . . . ,xk −x0} are linearly dependent in Rn . Equivalently,
S has strict 1-negative type if and only if the vectors {x1 − x0,x2 − x0, . . . ,xk − x0} are
linearly independent in Rn .
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
This paper investigates the supremal p-negative type of connected vertex transitive graphs (examples include the Peter-
son graph, cyclic graphs, Platonic solids, Kn,n , Kn , Archimedean solids, Hamming cubes, Cayley graphs of groups and so on).
Motivation for our work comes from recent papers of Wolf [14] and Sánchez [12]. All relevant background information is
given in Section 2.
In Section 3, we examine the supremal p-negative type of ﬁnite vertex transitive graphs. Given a ﬁnite vertex transitive
graph G endowed with the ordinary path metric ρ we characterize the cases of equality in the ℘-negative type inequalities
of G where ℘ denotes the supremal p-negative type of (G,ρ). In Section 4, we use this result to provide a simple algebraic
characterization of all subsets of the Hamming cube {0,1}n ⊂ (n)1 that have strict 1-negative type. It is worth noting that
all metric subspaces of L1-spaces have 1-negative type. (See, for example, [11].)
2. Negative type and generalized roundness
The supremal p-negative type or, equivalently, generalized roundness of metric spaces has been studied extensively in
relation to isometric, uniform and coarse embedding problems [13,4,3,9,10]. However, computing the supremal p-negative
type of even simple inﬁnite metric spaces can prove to be a very diﬃcult task. The situation for ﬁnite metric spaces is less
drastic, at least in principal, due to recent advances by Wolf [14] and Sánchez [12]. The relevant deﬁnitions are as follows.
Deﬁnition 2.1. Let p  0 and let (X,d) be a metric space. Then:
(a) (X,d) has p-negative type if and only if for all ﬁnite subsets {x1, . . . , xn} ⊆ X (n  2) and all choices of real numbers
η1, . . . , ηn with η1 + · · · + ηn = 0, we have:∑
1i, jn
d(xi, x j)
pηiη j  0.
E-mail address:mkm233@cornell.edu.0022-247X/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2012.02.042
M.K. Murugan / J. Math. Anal. Appl. 391 (2012) 376–381 377(b) (X,d) has strict p-negative type if and only if it has p-negative type and the inequality in (a) is strict whenever the
scalar n-tuple (η1, . . . , ηn) = (0, . . . ,0).
(c) We say that p is a generalized roundness exponent for (X,d), denoted by p ∈ gr(X) or p ∈ gr(X,d), if and only if for all
natural numbers n, and all choices of points a1, . . . ,an,b1, . . . ,bn ∈ X , we have:∑
1k<ln
{
d(ak,al)
p + d(bk,bl)p
}

∑
1 j,in
d(a j,bi)
p .
(d) We say that p is a strict generalized roundness exponent for (X,d) if and only if the inequality in (c) is always strict.
(e) The generalized roundness of (X,d), denoted by q(X) or q(X,d), is deﬁned to be the supremum of the set of all general-
ized roundness exponents of (X,d):
q(X,d) = sup{p: p ∈ gr(X,d)}.
It is only relatively recently that metric spaces of strict p-negative (p  0) have been studied systematically. The notion
is particularly signiﬁcant in the context of ﬁnite metric spaces. Hjorth et al. [7,6] examined ﬁnite metric spaces of strict
1-negative type and provided a wealth of examples, including all ﬁnite metric trees. Much of the impetus for the present
work concerned determining which subsets of the Hamming cube {0,1}n ⊂ (n)1 have strict 1-negative type. Theorem 4.3
provides, in purely algebraic terms, a deﬁnitive answer to this question and ﬁgures as one of the main results of this paper.
Other papers that examine questions pertaining to strict p-negative type include [2,8,12,14].
It turns out that generalized roundness and supremal p-negative type are equivalent. The equivalences stated below are
proven in [11,2].
Theorem 2.2. Let p  0 and let (X,d) be a metric space. Then the following conditions are equivalent:
(1) (X,d) has (strict) p-negative type.
(2) p is a (strict) generalized roundness exponent for (X,d).
In particular,
q(X,d) = sup{p: (X,d) has p-negative type}.
Due to Theorem 2.2 one may always choose to work solely in terms of the classical p-negative type inequalities when
addressing questions about generalized roundness. This will, in particular, be the case throughout the remainder this paper.
However, it is worth noting that there are certain technical settings in the uniform theory of Banach spaces and geometric
group theory where it is much more expedient to work with the generalized roundness inequalities due to their geometric
ﬂavor. Such is the case in [4,3,9,10]. The notion of generalized roundness was originally introduced by Enﬂo [4] in order to
study universal uniform embedding spaces.
3. Supremal p-negative type of vertex transitive graphs
Let (X,d) be a ﬁnite metric space with points {x1, x2, . . . , xn}. Deﬁne the p-distance matrix as Dp = [d(xi, x j)p]i, j . Let H
denote the hyperplane {α ∈ Rn: 〈α,1〉 = 0} where 1 denotes the vector of all ones and 〈·, ·〉 denotes the standard inner
product. For a matrix M , let C(M) and N(M) denote the column space and nullspace respectively. The following provides
an improvement of Corollaries 2.4 and 2.5 of Sánchez [12].
Theorem 3.1. Let (X,d) be a ﬁnite connected vertex transitive graph endowed with the graph metric. Then we have:
(1) q(X,d) = inf{p  0: det(Dp) = 0}.
(2) If q(X,d) = q < ∞, we have that uT Dqu= 0, u ∈ H if and only if Dqu= 0.
Proof. (1) Let X be an n-point metric space and p  0 with det(Dp) = 0. Note the distance matrix of a vertex transitive
graph has the property that all rows of the distance matrix are permutations of the ﬁrst row. This implies that 1 is an
eigenvector of Dp with eigenvalue λ = ∑ni=1 d(x1, xi)p > 0. Consequently D−1p 1 = 1λ1 and therefore 〈D−1p 1,1〉 = nλ = 0.
Thus det(Dp) = 0 implies that 〈D−1p 1,1〉 = nλ = 0. Therefore by Corollary 2.4 of [12] we have that q(X,d) = inf{p  0:
det(Dp) = 0}.
(2) (⇐) Let Dqu = 0. 1 ∈ C(Dq), since 1 is an eigenvector corresponding to a non-zero eigenvalue. Since u ∈ N(Dq) and
1 ∈ C(Dq), we have that 〈u,1〉 = 0. Thus u ∈ H . Also uT Dqu= uT 0= 0.
(⇒) Let uT Dqu = 0 and u ∈ H . Let λ1  λ2  · · · λn be the eigenvalues of Dq and let v1,v2, . . . ,vn be a correspond-
ing orthonormal system of eigenvectors (this is possible since Dq is symmetric). Since all entries in Dp are continuous
functions of p, the characteristic polynomial has coeﬃcients continuous in p. Since the roots of polynomial are continuous
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values n − 1,−1,−1, . . . ,−1 and that q = inf{p  0: det(Dp) = 0}. Note that 1 is an eigenvector of Dp with eigenvalue∑n
i=1 d(x1, xi)p > 0. Since determinant of Dp is zero if and only if an eigenvalue is zero, by continuity of eigenvalues over p
and the fact that the ﬁrst eigenvalue of n − 1 of D0 continuously remains positive as p increases (it is ∑ni=1 d(x1, xi)p > 0
and corresponds to the eigenvector 1), we have that λ1 > 0, λ2 = 0, λi  0 for i = 3, . . . ,n. Let s be such that λ1 > 0,
λ2 = · · · = λs = 0 and 0 > λs+1  λs+2  · · · λn . Note that we can choose v1 = 1√n1. Since v1,v2, . . . ,vn are orthonormal
we have {v2, . . . ,vn} is a basis for H . Therefore there exist scalars a2, . . . ,an such that u=∑ni=2 aivi . Note that
0 = uT Dqu
=
(
n∑
i=2
aivi
T
)(
n∑
i=2
aiλivi
)
=
n∑
i=2
a2i λi
=
n∑
i=s+1
a2i λi .
Since λi < 0 and a2i  0 for all i = s + 1, . . . ,n, we have that ai = 0 for all i = s + 1, . . . ,n. Thus u=
∑s
i=2 aivi . Therefore we
have Dqu=∑si=2 aiλivi = 0. 
The argument given in the proof of Theorem 3.1 remains equally valid for any n-point metric space whose distance
matrix D1 has the property that all rows of D1 are permutations of the ﬁrst row.
4. Negative type and the Hamming cube
To illustrate an application of Theorem 3.1, we turn now to an analysis of the negative type of subsets of the Hamming
cube. In order to do this we need to introduce some notation and develop two technical lemmas. The main result then
appears as Theorem 4.3. This theorem completely characterizes the subsets of the Hamming cube that have strict 1-negative
type.
Deﬁne Hn = {0,1}n ⊂ l(n)1 to be the n-dimensional Hamming cube. Let Hn = {bn,i: i = 0,1, . . . ,2n − 1} where bn,i is the
n-digit binary representation of i. Let Rn be a 2n × 2n distance matrix of Hn i.e., Rn = [d(bn,i,bn, j)]0i, j2n−1. Let On be the
2n × 2n matrix whose entries are all 1.
Let 1i, j , 0 j  i denote a 2i × 1 vector such that the ﬁrst 2 j coordinates of 1i, j is 1, the second 2 j coordinates is −1,
the third 2 j coordinates is 1 and so on. Let An be an (n + 1) × 2n matrix where the rows of An are 1Tn,n,1Tn,n−1, . . . ,1Tn,0.
Lemma 4.1. Let n ∈N. Then:
(1)
R1 =
[
0 1
1 0
]
, and
Rn+1 =
[
Rn Rn + On
Rn + On Rn
]
.
(2) Rn1n,n = n2n−11n,n, and Rn1n,i = −2n−11n,i for all i = 0,1, . . . ,n − 1.
(3) Let Vn = Span{1n,i: i = 0,1, . . . ,n}. Then C(Rn) = Vn.
(4) N(An) = N(Rn) = V⊥n .
Proof. (1) Since H1 = {0,1} under the l1 metric, we have that R1 =
[
0 1
1 0
]
. If both i, j < 2n , then bn+1,i = (0,bn,i), bn+1, j =
(0,bn, j), and so
d(bn+1,i,bn+1, j) = |0− 0| + d(bn,i,bn, j)
= d(bn,i,bn, j).
If i < 2n and j  2n , then bn+1,i = (0,bn,i), bn+1, j = (1,bn, j−2n ), and so
d(bn+1,i,bn+1, j) = |0− 1| + d(bn,i,bn, j−2n)
= 1+ d(bn,i,bn, j−2n).
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d(bn+1,i,bn+1, j) = |1− 0| + d(bn,i−2n ,bn, j)
= 1+ d(bn,i−2n ,bn, j).
If both i, j  2n , then bn+1,i = (1,bn,i−2n ), bn+1, j = (1,bn, j−2n ), and so
d(bn+1,i,bn+1, j) = |1− 1| + d(bn,i,bn, j)
= d(bn,i−2n ,bn, j−2n).
The conclusion follows from the above set of 4 equations.
(2) We prove this by induction. For n = 1 the result holds because[
0 1
1 0
][
1
1
]
=
[
1
1
]
, and[
0 1
1 0
][
1
−1
]
= −
[
1
−1
]
.
By the induction hypothesis we have Rn1n,n = n2n−11n,n . Note that On1n,n = 2n1n,n . Then,
Rn+11n+1,n+1 =
[
Rn Rn + On
Rn + On Rn
][
1n,n
1n,n
]
=
[
2Rn1n,n + On1n,n
2Rn1n,n + On1n,n
]
=
[
n2n1n,n + 2n1n,n
n2n1n,n + 2n1n,n
]
= (n + 1)2n1n+1,n+1, and
Rn+11n+1,n =
[
Rn Rn + On
Rn + On Rn
][
1n,n
−1n,n
]
=
[
Rn1n,n − Rn1n,n − On1n,n
Rn1n,n + On1n,n − Rn1n,n
]
=
[−2n1n,n
2n1n,n
]
= −2n1n+1,n.
For i = 0, . . . ,n − 1, by the induction hypothesis we have Rn1n,i = −2n−11n,i . Note that On1n,i = 0. Then,
Rn+11n+1,i =
[
Rn Rn + On
Rn + On Rn
][
1n,i
1n,i
]
=
[
Rn1n,i + Rn1n,i + On1n,i
Rn1n,n + On1n,n + Rn1n,n
]
=
[−2n1n,i
−2n1n,i
]
= −2n1n+1,i .
The result follows by induction.
(3) By the previous part 1n,i is an eigenvector of Rn corresponding to a non-zero eigenvalue for i = 0,1, . . . ,n. Therefore
1n,i ∈ C(Rn) for i = 0,1, . . . ,n. Thus Vn ⊆ C(Rn). It suﬃces to show that every column of Rn is in Vn . We show this by
induction. The result is true for n = 1 since V1 = C(R1) = R2. Let cn,i denote the i-th column of Rn for i = 0,1, . . . ,2n − 1.
By the induction hypothesis cn,i ∈ Vn for all i = 0,1, . . . ,2n − 1, i.e. there exist scalars ai, j such that cn,i =∑nj=0 ai, j1n,i for
all i = 0,1, . . . ,2n − 1. Let i < 2n . Then by part (1) we have
cn+1,i =
[
cn,i
cn,i + 1n,n
]
=
[
cn,i
cn,i
]
+
[
0
1n,n
]
=
n−1∑
ai, j1n+1,i + (ai,n + 0.5)1n+1,n+1 − 0.51n+1,n.
j=0
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cn+1,i =
[
cn,i + 1n,n
cn,i
]
=
[
cn,i
cn,i
]
+
[
1n,n
0
]
=
n−1∑
j=0
ai, j1n+1,i + (ai,n − 0.5)1n+1,n+1 + 0.51n+1,n.
Thus cn+1,i ∈ Vn for all i = 0,1, . . . ,2n+1 − 1. The result follows by induction.
(4) Since Rn is symmetric we have by part (3), N(Rn) = V⊥n . Since the rows of An span Vn , we have C(ATn ) = Vn .
Therefore N(An) = V⊥n . 
Let Mn be an (n + 1) × (n + 1) matrix, deﬁned as
Mn =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0
1 −2 0 · · · 0
1 0 −2 · · · ...
... 0 0
. . . 0
1 0 · · · 0 −2
⎤
⎥⎥⎥⎥⎥⎦ .
Let Bn be an (n + 1) × 2n matrix, whose i-th column is ri =
[
1
bn,i
]
, for i = 0,1, . . . ,2n − 1.
Lemma 4.2. Mn is invertible and MnBn = An.
Proof. Let c1, . . . , cn+1 be the columns of Mn . Note that the standard basis e1, . . . ,en+1 can be obtained as e1 = c1 +
0.5(c2 + · · · + cn+1), ei = −0.5ci for i = 2, . . . ,n + 1. Thus the columns of Mn are linearly independent and hence Mn is
invertible. Note that the i-th column of An is Mn
[
1
bn,i
]
, for i = 0,1, . . . ,2n − 1. This shows MnBn = An . 
Let qi be the columns of An and ri be the columns of Bn for i = 0,1, . . . ,2n − 1.
Theorem 4.3. Let S = {x0,x1, . . . ,xk} ⊆ Hn. Then S has supremal p-negative type one if and only if {x1 − x0,x2 − x0, . . . ,xk − x0}
are linearly dependent in Rn. Equivalently, S has strict 1-negative type if and only if {x1 − x0,x2 − x0, . . . ,xk − x0} are linearly
independent in Rn.
Proof. Let I ⊆ {0,1, . . . ,2n − 1} be such that S = {bn,i: i ∈ I}. Since S ⊆ l(n)1 and q(l(n)1 ) = 1 we have that q(S) 1. Since S
is a ﬁnite set, by Corollaries 4.3 and 5.11 of [8], we have that q(S) = 1 if and only if S is not of strict 1-negative type i.e.
q(S) = 1 if and only if there exists u = (u0,u1, . . . ,u2n−1)T ∈R2n such that u = 0 and uT Rnu = 0, u ∈ H with ui = 0 for all
i /∈ I . By Theorem 3.1 and Lemma 4.1(4), q(S) = 1 if and only if u ∈ N(Rn) = N(An) where u = 0, ui = 0 for all i /∈ I . Thus
q(S) = 1 if and only if {qi: i ∈ I} is linearly dependent. By Lemma 4.2, M−1n qi = ri =
[
1
bn,i
]
. Therefore q(S) = 1 if and only
if {ri: i ∈ I} = {
[
1
bn,i
]
: i ∈ I} = {
[
1
xi
]
: i = 0,1, . . . ,k} is linearly dependent. Suppose {ri: i ∈ I} is linearly dependent. Then
there are scalars a0,a1, . . . ,ak , not all zero, such that
0=
k∑
i=0
ai
[
1
xi
]
=
[ ∑k
i=0 ai∑k
i=0 aixi
]
.
This forces a0 = −∑kj=1 a j . Consequently a1, . . . ,ak cannot be all zero. Thus we get ∑ki=1 ai(xi −x0) = 0. The whole compu-
tation can be reversed as well. This shows that {qi: i ∈ I} is linearly dependent if and only if {x1 − x0,x2 − x0, . . . ,xk − x0}
are linearly dependent in Rn . This implies that q(S) = 1 if and only if {x1 − x0,x2 − x0, . . . ,xk − x0} are linearly dependent
in Rn .
The equivalent statement is plainly evident from the preceding argument. 
Corollary 4.4. If S ⊆ Hn is a set of cardinality greater than n + 1, then q(S) = 1.
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We know from Theorem 1 of [1] that every tree can be isometrically embedded in a hypercube. We present an alternate
proof of a lower bound on the number of dimensions of the hypercube required to isometrically embed a tree with k-points.
The following corollary was proved in [5].
Corollary 4.5. Let Tk be a tree with k points. If Tk is isometrically embedded in Hn, then n k − 1.
Proof. We prove this by contradiction. By a result of [2] q(Tk) > 1. If n < k−1, then k > n+1. Since Tk ⊆ Hn with k > n+1,
by Corollary 4.4 we get that q(Tn) = 1, a contradiction. 
The bound given by Corollary 4.5 is tight. It is shown by Graham and Pollak [5] that there exists an isometric embedding
of Tk in Hk+1.
If a ﬁnite metric space has strict p-negative type, then it must have q-negative type for some q > p by [8, Corollary 4.2].
As Hn has only ﬁnitely many subsets (of strict 1-negative type), we deduce one more corollary from Theorem 4.3.
Corollary 4.6. Let n  1 be given. LetQ denote the set of all subsets of Hn that have strict 1-negative type. Then there exists a q > 1
such that q(S) q for all S ∈Q.
Proof. Apply Theorems 2.2 and 4.3 with p = 1. 
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