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DISCRETE VALUE-DISTRIBUTION OF ARTIN L-FUNCTIONS
ASSOCIATED WITH CUBIC FIELDS
MASAHIRO MINE
Abstract. Arising from the factorizations of Dedekind zeta-functions associated with
non-Galois cubic fields, we obtain Artin L-functions of two-dimensional representations.
In this paper, we study the value-distribution of such Artin L-functions in the aspect of
discriminants of cubic fields. We prove that averages of values of the Artin L-functions
are expressed by integrals involving a density function which can be explicitly described.
As a corollary, we obtain asymptotic formulas of counting functions for certain families
of cubic fields.
1. Introduction
1.1. Sn-fields and the associated L-functions. LetK be a number field of degree n with
discriminant dK . We say that K is an Sn-field if the Galois group Gal(Kˆ/Q) is isomorphic
to the symmetric group Sn, where Kˆ is the Galois closure of K over Q. Recall that we have
n = r1 + 2r2 if K is an Sn-field of signature (r1, r2). Then we define
L(r2)n (X) = {[K] | K is an Sn-field of signature (r1, r2) with |dK | < X} ,
where [K] is the isomorphic class of fields containing K. Throughout this paper, we write
K ∈ L(r2)n (X) instead of [K] ∈ L(r2)n (X) for simplicity. Let K ∈ L(r2)n (X) with n ≥ 2. Then
the Dedekind zeta function ζK(s) is factorized as
(1.1) ζK(s) = L(s, ρK)ζ(s),
where ρK is an (n − 1)-dimensional complex representation of Gal(Kˆ/Q), and L(s, ρK) is
the attached Artin L-function. We show two examples when n = 2, 3.
• In the quadratic case, we have (r1, r2) = (2, 0) or (0, 1). Let
D±2 (X) = {d | d is a fundamental discriminant with 0 < ±d < X} .
Then L
(0)
2 (X) and L
(1)
2 (X) are identified with D
+
2 (X) and D
−
2 (X), respectively, by
the mapping K 7→ dK . The Artin L-function L(s, ρK) is equal to the Dirichlet
L-function L(s, χdK ) of the quadratic character
χdK (n) =
(
dK
n
)
,
where ( an ) is the Kronecker symbol.
• In the cubic case, we have (r1, r2) = (3, 0) or (1, 1). Let
L±3 (X) = {[K] | K is a non-Galois cubic field with 0 < ±dK < X} .
Then we have L
(0)
3 (X) = L
+
3 (X) and L
(1)
3 (X) = L
−
3 (X) since sgn(dK) = (−1)r2 .
Notice that the strong Artin conjecture is true for L(s, ρK), i.e. there exists a
cuspidal representation π of GL(2)/Q such that L(s, ρK) = L(s, π).
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Let L(1, ρK) = (L′/L)(1, ρK) or logL(1, ρK). Cho and Kim [5] studied discrete moments
of L(1, ρK). For any integer k ≥ 1, they proved
lim
X→∞
1
|L(r2)n (X)|
∑
K∈L
(r2)
n (X)
L(1, ρK)k = rn(k)
with an explicit constant rn(k) by assuming the strong Artin conjecture if n ≥ 5 and the
“counting conjecture” [5, Conjecture 3.1] if n ≥ 6. Hence, if rn(k) = O(ck log log k) holds
for some c > 1, the method of moments enables us to show the existence of a distribution
function Fn(t) such that
(1.2) lim
X→∞
1
|L(r2)n (X)|
#
{
K ∈ L(r2)n (X)
∣∣∣ L(1, ρK) ≤ y} = Fn(y)
at each point of continuity of Fn(t). In this paper, we obtain a refined version of formula
(1.2) when n = 3, according to the method of “M -functions” for the value-distributions of
L-functions.
1.2. Theory of M-functions. We recall a series of studies on the value-distributions of
L-functions initiated by Ihara and Matsumoto. First, we pick up one of their results from
[15] in the number field case, although they also obtained a similar result in the function
field case. Let k be a number field with a single infinite place, i.e. k = Q or Q(
√−d), d > 0.
For a prime ideal f of k, we define X(f) as the set of all Dirichlet characters χ on k with
conductors f . If we assume the generalized Riemann Hypothesis (GRH) for L(s, χ), we can
define (L′/L)(s, χ) and logL(s, χ) as holomorphic functions on ℜ(s) > 1/2. We put
L(s, χ) =
{
(L′/L)(s, χ) (Case 1),
logL(s, χ) (Case 2).
Theorem 1.1 (Ihara–Matsumoto). Let s = σ+ iτ be a fixed complex number with σ > 1/2.
We assume GRH for L(s, χ) for any χ ∈ X(f). Then we have
lim
fprime
N(f)→∞
1
|X(f)|
∑
χ∈X(f)
Φ(L(s, χ)) =
∫
C
Φ(z)Mσ(z)|dz|
in both Cases 1 and 2 with |dz| = (2π)−1dxdy for z = x + iy, where Φ is the test function
satisfying one of the following:
(i) Φ is any continuous function on C with at most exponential growth, i.e. it satisfies
Φ(z) = O(ea|z|) for some a > 0,
(ii) Φ is the indicator function of either a compact subset of C or the complement of
such a subset.
The function Mσ(z) is a non-negative real valued continuous function on C, which can be
explicitly constructed.
Similar results are seen in [12, 13, 14, 16] and so on. We remark that the results of
[13, 14, 16] were proved without assumptions of GRH. The construction of Mσ(z) was
explained in [12, Section 2] for Case 1 and in [14, Section 3] for Case 2. The density
functions such asMσ(z) were named “M -functions” by Ihara [12]. Today there are a lot of
variations of Theorem 1.1 and the related M -functions; see the survey of Matsumoto [20].
Motivated by the work of Ihara and Matsumoto, Mourtada and Murty [22] studied the
value-distribution of quadratic Dirichlet L-functions L(s, χd). We define
D2(X) = {d | d is a fundamental discriminant with |d| < X} ,
that is, D2(X) = D
+
2 (X) ∪D−2 (X) in the notation of Section 1.1.
DISCRETE VALUE-DISTRIBUTION OF ARTIN L-FUNCTIONS 3
Theorem 1.2 (Mourtada–Murty). Let σ > 1/2 be a fixed real number. We assume GRH
for L(s, χd) for any d ∈ D2(X). Then we have
lim
X→∞
1
|D2(X)|
∑
d∈D2(X)
Φ
(
L′
L
(σ, χd)
)
=
∫ ∞
−∞
Φ(x)Qσ(x) dx√
2π
,
where the test function Φ is one of the following:
(i) Φ is any bounded continuous function on R,
(ii) Φ is the indicator function of either a compact subset of R or the complement of
such a subset.
The density function Qσ(x) is a non-negative real valued continuous function on R whose
Fourier transform Q˜σ(ξ) :=
∫∞
−∞Qσ(x)eixξ(2π)−1/2dx is given by
Q˜σ(ξ) =
∏
p
p
p+ 1
(
1
2
exp
(−iξ log p
pσ − 1
)
+
1
2
exp
(
iξ log p
pσ + 1
)
+
1
p
)
,
where p runs through all prime numbers.
We note that Theorem 1.2 is also regarded as an analogue of results of Elliott [8]. A cubic
analogue of Theorem 1.2 was recently obtained by Akbary and Hamieh [1]. They considered
Hecke L-functions of cubic characters on k = Q(ω), where ω = exp(2πi/3) is a cube root of
unity. Let Ok = Z[ω] and N(c) denote the norm of c ∈ Ok. Then we define
C3(X) = {c ∈ Ok | c 6= 1 is square-free in Ok, c ≡ 1 (mod 9Ok), N(c) ≤ X}.
Let c ∈ C3(X). Then the Dedekind zeta function of K = k(c1/3) is factorized as
ζK(s) = ζk(s)L(s, χc)L(s, χc),
where L(s, χc) and L(s, χc) are the Hecke L-functions of the cubic character χc on k and
χc(n) = χc(n), respectively. In this case, we put
Lc(s) =
{
(L′/L)(s, χc) + (L
′/L)(s, χc) (Case 1),
logL(s, χc) + logL(s, χc) (Case 2).
Theorem 1.3 (Akbary–Hamieh). Let σ > 1/2 be a fixed real number. Then, for any y ∈ R,
we have
lim
X→∞
1
|C3(X)|#{c ∈ C3(X) | Lc(σ) ≤ y} =
∫ y
−∞
Cσ(x)
dx√
2π
in both Cases 1 and 2. The density function Cσ(x) is a non-negative real valued smooth
function on R whose Fourier transform C˜σ(ξ) :=
∫∞
−∞
Cσ(x)e
ixξ(2π)−1/2dx is given by
C˜σ(ξ) = ψσ,p0(ξ; 1)
2
∏
p 6=p0
N(p)
N(p) + 1
(
1
3
ψσ,p(ξ; 1)
2 +
2
3
ψσ,p(ξ;ω)ψσ,p(ξ;ω) +
1
N(p)
)
,
where p0 = (1 − ω)Ok, and p runs through all prime ideals of k except for p0. Here, N(p)
describes the norm of p, and the function ψσ,p(ξ; θ) is defined as
ψσ,p(ξ; θ) =
exp
(−iξθ logN(p)
N(p)σ − θ
)
(Case 1),
exp
(−iξ log(1− θN(p)−σ)) (Case 2).
It is notable that Akbary and Hamieh succeeded to proving Theorem 1.3 without the
assumption of GRH. Applying their method, Gao and Zhao [10] further proved a result
similar to Theorem 1.3 for Hecke L-functions of quartic characters on Q(i).
In this paper, we prove another cubic analogue of Theorem 1.2. In place of L-functions
of characters, we consider Artin L-functions of Galois representations ρK for K ∈ L±3 (X).
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1.3. Statements of results. Let K ∈ L±3 (X). If we assume GRH for L(s, ρK), we can
define (L′/L)(s, ρK) and logL(s, ρK) as holomorphic functions on D = {σ + iτ | σ > 1/2}.
However, we do not assume GRH in this paper, hence the domains of such functions must
be restricted. For this, we define
GK =

D\
⋃
ℜ(ρ)>1/2
{ρ} (Case 1),
D\
⋃
ℜ(ρ)>1/2
{σ + iℑ(ρ) | 1/2 < σ ≤ ℜ(ρ)} (Case 2),
where ρ runs through all possible zeros of L(s, ρK) with ℜ(ρ) > 1/2. Then (L′/L)(s, ρK)
is defined for s ∈ GK since L(s, ρK) 6= 0 in this region. Also, logL(s, ρK) is defined for
s ∈ GK by the analytic continuation along the horizontal path from right. We put
L(s, ρK) =
{
(L′/L)(s, ρK) (Case 1),
logL(s, ρK) (Case 2),
which is a holomorphic function on GK . The main result of this paper is as follows.
Theorem 1.4. There exists an absolute constant 0 < δ ≤ 1/2 such that, for any fixed real
number σ > 1− δ, we have
(1.3) lim
X→∞
1
|L±3 (X)|
∑′
K∈L±3 (X)
Φ(L(σ, ρK )) =
∫ ∞
−∞
Φ(x)Cσ(x) dx√
2π
in both Cases 1 and 2, where we denote
∑′
K as the restricted sum over K with σ ∈ GK ,
and the test function Φ is one of the following:
(i) Φ is any bounded continuous function on R,
(ii) Φ is the indicator function of any Borel set of R whose boundary has Lebesgue
measure zero,
(iii) Φ is the indicator function of either a compact subset of R or the complement of
such a subset.
The density function Cσ(x) is a non-negative real valued smooth function on R whose Fourier
transform C˜σ(ξ) :=
∫∞
−∞
Cσ(x)eixξ(2π)−1/2dx is given by
C˜σ(ξ) =
∏
p
p2
p2 + p+ 1
(
1
6
ψσ,p(ξ; 1)
2 +
1
2
ψσ,p(ξ; 1)ψσ,p(ξ;−1)
+
1
3
ψσ,p(ξ;ω)ψσ,p(ξ;ω) +
1
p
ψσ,p(ξ; 1) +
1
p2
)
,
where p runs through all prime numbers, and the function ψσ,p(ξ; θ) is defined as
(1.4) ψσ,p(ξ; θ) =
exp
(−iξθ log p
pσ − θ
)
(Case 1),
exp
(−iξ log(1− θp−σ)) (Case 2).
Remark 1.5. The above absolute constant δ comes from a zero density estimate of L(s, ρK).
Let N(T, α; ρK) be the number of zeros ρ of L(s, ρK) satisfying ℜ(ρ) ≥ α and |ℑ(ρ)| ≤ T .
Throughout this paper, ≪ describes the Vinogradov symbol. If we suppose that there exist
absolute constants A,B,C > 0 such that
(1.5)
∑
K∈L±3 (X)
N(T, α; ρK)≪ǫ TBXC(1−α)+ǫ
for each ǫ > 0 and for α ≥ 1−A, T ≥ 2, X ≥ 1, then the proof of Theorem 1.4 tells us that
we can take δ = min{1/2, A, C−1}. Recall that we have
N(T, 0; ρK) ∼ T
π
log(|dK |T )
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as T → ∞ by a standard method of L-functions; see [17, Theorem 5.8]. Here we write
f(x) ∼ g(x) as x → ∞ if (f(x)/g(x)) → 1 as x → ∞. Hence, assuming GRH, we find that
estimate (1.5) holds with (A,B,C) = (1/2, 1 + η, 2) for each η > 0. Thus we have δ = 1/2
on GRH, which is the maximum value. On the other hand, estimate (1.5) unconditionally
holds with (A,B,C) = (1/4, B, 12) for some B > 0, hence we have at least δ = 1/12
unconditionally. See Proposition 4.2 in this paper.
Remark 1.6. If dK < 0, the representation ρK is odd in the sense that we have det(ρK(c)) =
−1 for the complex conjugation c. In this case, there exists a holomorphic newform fK of
weight 1, level |dK |, and nebentypus χdK such that L(s, ρK) = L(s, fK) holds. We define
A(X) = {f | f = fK for some K ∈ L−3 (X)}.
Then there exists a one-to-one correspondence between L−3 (X) and A(X). Indeed, if we
have fK = fK′ for some K,K
′ ∈ L−3 (X), then ζK(s) = ζK′(s) holds due to (1.1), hence K
and K ′ are conjugate. As a result, formula (1.3) is read as
lim
X→∞
1
|A(X)|
∑′
f∈A(X)
Φ(L(σ, f)) =
∫ ∞
−∞
Φ(x)Cσ(x) dx√
2π
.
We recall several related results on the value-distribution of L(s, f). Let Fq be the set of all
normalized holomorphic newforms of weight k = 2 and level q, where q is a prime number.
Then Golubeva [11] showed the existence of a distribution function G(t) such that
1
|Fq|#{f ∈ Fq | logL(1, f) ≤ y} = G(y) +O
(
log log q√
log q
)
for any y ∈ R as q →∞. Furthermore, the method in [11] implies that we have
G(t) =
∫ t
−∞
M1(x)
dx√
2π
with a non-negative real valued smooth function M1(x) on R whose Fourier transform
M˜1(ξ) :=
∫∞
−∞M1(x)e
ixξ(2π)−1/2dx is given by
M˜1(ξ) =
∏
p
∫ π
0
ψ1,p(ξ; e
iϕ)ψ1,p(ξ; e
−iϕ)dµp(ϕ),
where ψσ,p(ξ; θ) = exp (−iξ log(1− θp−σ)), and
dµp(ϕ) =
2
π
(
1 +
1
p
)
sin2 ϕ
(1− 1p )2 + 4p sin2 ϕ
dϕ.
Moreover, Fomenko [9] proved a similar result for the symmetric square L(1, sym2f) in the
aspect of weight of f . These studies were based on the result of Conrey–Duke–Farmer [6]
or Serre [24] on the distribution of the eigenvalues of Hecke operators. On the other hand,
Lebacque–Zykin [19] and Matsumoto–Umegaki [21] obtained analogues of Theorem 1.1 for
L(s, f) by adapting the Petersson formula.
Put C+ = 1 and C− = 3. Davenport and Heilbronn [7] proved
|L±3 (X)| ∼
C±
12ζ(3)
X
as X →∞. Then, taking Φ(x) = 1[a,b](x) in Theorem 1.4, we deduce
(1.6) #
{
K ∈ L±3 (X)
∣∣ σ ∈ GK and a ≤ L(σ, ρK) ≤ b} ∼ C±
12
√
2πζ(3)
X
∫ b
a
Cσ(x)dx.
Furthermore, we obtain two corollaries as follows. First, we consider the Euler–Kronecker
constant of K defined as
γK = lim
s→1
(
ζ′K
ζK
(s) +
1
s− 1
)
.
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Corollary 1.7. Let −∞ < a < b <∞. Then we have
#
{
K ∈ L±3 (X)
∣∣ a ≤ γK ≤ b} ∼ C±
12
√
2πζ(3)
X
∫ b
a
D(x)dx
as X →∞, where D(x) is the function defined as
D(x) = C1(x− γ)
by using the function Cσ(x) of Theorem 1.4 in Case 1, and γ is the Euler–Mascheroni
constant.
Proof. Let K ∈ L±3 (X). By factorization formula (1.1), we have
lim
s→1
(
ζ′K
ζK
(s) +
1
s− 1
)
= lim
s→1
(
L′
L
(s, ρK) +
ζ′
ζ
(s) +
1
s− 1
)
=
L′
L
(1, ρK) + γ.
Thus we obtain
L′
L
(1, ρK) = γK − γ.
Since a ≤ γK ≤ b is equivalent to a− γ ≤ (L′/L)(1, ρK) ≤ b− γ, we have
#
{
K ∈ L±3 (X)
∣∣ a ≤ γK ≤ b} = #{K ∈ L±3 (X) ∣∣∣∣ a− γ ≤ L′L (1, ρK) ≤ b− γ
}
∼ C
±
12
√
2πζ(3)
X
∫ b−γ
a−γ
C1(x)dx (X →∞)
=
C±
12
√
2πζ(3)
X
∫ b
a
C1(x− γ)dx
by (1.6) in Case 1. Hence we obtain the desired result. 
The second corollary is deduced from (1.6) in Case 2 and the class number formula
(1.7) Ress=1ζK(s) =
2r1(2π)r2hKRK
wK
√
|dK |
,
where hK and RK are the class number and the regulator of K, respectively, and wK is the
number of roots of unity contained in K.
Corollary 1.8. Let 0 < a < b <∞. Then we have
#
{
K ∈ L±3 (X)
∣∣∣∣∣ a ≤ hKRK√|dK | ≤ b
}
∼ C
±
12
√
2πζ(3)
X
∫ b
a
D
±(x)dx
as X →∞, where D±(x) is the function defined as
D
±(x) =
1
x
C1
(
log
x
D±
)
by using the function Cσ(x) of Theorem 1.4 in Case 2, and D+ = 4, D− = 2π.
Proof. Let K ∈ L±3 (X). Applying (1.1) again, we have
Ress=1ζK(s) = L(1, ρK) · Ress=1ζ(s) = L(1, ρK),
which yields
L(1, ρK) =
D±hKRK√
|dK |
by the class number formula (1.7). Thus, for 0 < a < b <∞, we see that
a ≤ hKRK√|dK | ≤ b ⇐⇒ log
( a
D±
)
≤ logL(1, ρK) ≤ log
(
b
D±
)
.
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Therefore we obtain
#
{
K ∈ L±3 (X)
∣∣∣∣∣ a ≤ hKRK√|dK | ≤ b
}
= #
{
K ∈ L±3 (X)
∣∣∣∣ log aD± ≤ logL(1, ρK) ≤ log bD±
}
∼ C
±
12
√
2πζ(3)
X
∫ log(b/D±)
log(a/D±)
C1(x)dx (X →∞)
=
C±
12
√
2πζ(3)
X
∫ b
a
1
x
C1
(
log
x
D±
)
dx
by (1.6) in Case 2. Hence the result follows. 
2. Preliminaries of Probability Theory
Let B(R) be the class of the Borel sets of R, and for n ∈ N, let Pn and P be probability
measures on (R,B(R)). Then we recall the following notions on probability measures.
(A) We say that Pn converges weakly to P as n→∞ if we have
lim
n→∞
∫ ∞
−∞
Φ(x)Pn(dx) =
∫ ∞
−∞
Φ(x)P (dx)
for any bounded continuous function Φ on R.
(B) We say that P is absolutely continuous with respect to the Lebesgue measure if
P (A) = 0 for any set A with Lebesgue measure zero.
We know that the following equivalences holds; see [4, Theorems 25.8 and 32.2].
(A′) A set A ∈ B(R) is called a P -continuity set if its boundary ∂A satisfies P (∂A) = 0.
Then Pn converges weakly to P as n→∞ if and only if Pn(A)→ P (A) as n→∞
for every P -continuity set A.
(B′) (Radon–Nikody´m’s theorem) P is absolutely continuous if and only if there exists a
non-negative measurable function D(x) such that
P (A) =
∫
A
D(x)
dx√
2π
for A ∈ B(R). We call D(x) the density of P .
Moreover, these notions are connected with the properties of the characteristic functions
ϕ(ξ) =
∫ ∞
−∞
eixξP (dx) and ϕn(ξ) =
∫ ∞
−∞
eixξPn(dx).
Lemma 2.1 (Le´vy’s continuous theorem). Let Pn be a sequence of probability measures
on (R,B(R)) with the characteristic functions ϕn(ξ). If ϕn(ξ) converges to a function ϕ(ξ)
as n → ∞, and ϕ(ξ) is continuous at ξ = 0, then there exists a probability measure P on
(R,B(R)) such that Pn converges weakly to P as n → ∞, whose characteristic function is
given by ϕ(ξ).
Proof. See [4, Corollary of Theorem 26.3]. 
Lemma 2.2 (Le´vy’s inversion formula). Let P be a probability measure on (R,B(R)) with
the characteristic function ϕ(ξ). Then, P is absolutely continuous if ϕ(ξ) satisfies∫ ∞
−∞
|ϕ(ξ)|dξ <∞.
In this case, the density D(x) of P is continuous and determined by the formula
(2.1) D(x) =
∫ ∞
−∞
ϕ(ξ)e−ixξ
dξ√
2π
.
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If ϕ(ξ) further satisfies
(2.2)
∫ ∞
−∞
|ξ|p|ϕ(ξ)|dξ <∞
for an integer p > 0, then D(x) has continuous derivatives of order ≤ p.
Proof. The first and the second statements are deduced from [4, Theorem 26.2] and its
following argument. Moreover, by differentiating under the integral in (2.1), we obtain the
reminder statements. 
Let σ > 1/2 and X > 0. We define the probability measure Pσ,X as
(2.3) Pσ,X(A) =
1
|L±3 (X)|
#{K ∈ L±3 (X) | σ ∈ GK and L(σ, ρK) ∈ A}
for A ∈ B(R). Also, we define
ϕσ(ξ) =
∏
p
p2
p2 + p+ 1
(
1
6
ψσ,p(ξ; 1)
2 +
1
2
ψσ,p(ξ; 1)ψσ,p(ξ;−1)
+
1
3
ψσ,p(ξ;ω)ψσ,p(ξ;ω) +
1
p
ψσ,p(ξ; 1) +
1
p2
)
for ξ ∈ R, where ψσ,p(ξ; θ) is the function defined by (1.4). From the above, the proof of
Theorem 1.4 comes down to achieving the following two propositions.
Proposition 2.3. Let σ > 1/2 be a fixed real number. Then the function ϕσ(ξ) is continuous
at ξ = 0. Moreover, it is rapidly decreasing as |ξ| → ∞.
Proposition 2.4. There exists an absolute constant 0 < δ ≤ 1/2 such that, for any fixed
real number σ > 1− δ, we have
(2.4) lim
X→∞
1
|L±3 (X)|
∑′
K∈L±3 (X)
exp (iξL(σ, ρK)) = ϕσ(ξ)
for any ξ ∈ R in both Cases 1 and 2.
Proof of Theorem 1.4 assuming Propositions 2.3 and 2.4. By definition (2.3), the charac-
teristic function of Pσ,X is given by
ϕσ,X(ξ) =
1
|L±3 (X)|
∑′
K∈L±3 (X)
exp(iξL(σ, ρK)).
Hence limit formula (2.4) and the continuity of ϕσ(ξ) yield that, by applying Lemma 2.1,
there exists a probability measure Pσ such that Pσ,X converges weakly to Pσ, whose char-
acteristic function is given by ϕσ(ξ). Next, the rapid decay of ϕσ(ξ) gives condition (2.2)
for every integer p ≥ 0. Thus Lemma 2.2 deduces that Pσ is absolutely continuous with the
density
Cσ(x) =
∫ ∞
−∞
ϕσ(ξ)e
−ixξ dξ√
2π
,
which is a non-negative real valued smooth function. Therefore we have
(2.5) lim
X→∞
1
|L±3 (X)|
∑′
K∈L±3 (X)
Φ(L(σ, ρK )) =
∫ ∞
−∞
Φ(x)Cσ(x) dx√
2π
for σ > 1− δ, where
(i) Φ is any bounded continuous function on R
by definition (A). Next, (2.5) also holds if Φ is the indicator function of any Pσ-continuity
set by equivalence (A′). Moreover, since Pσ is absolutely continuous with respect to the
Lebesgue measure, a set A ∈ B(R) is a Pσ-continuity set if the boundary ∂A has Lebesgue
measure zero due to definition (B). Hence we conclude that (2.5) again holds when
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(ii) Φ is the indicator function of any Borel set of R whose boundary has Lebesgue
measure zero.
For the proof of Theorem 1.4, the case that
(iii) Φ is the indicator function of either a compact subset of R or the complement of
such a subset
remains. However, the proof of this case is a simple application of [15, Lemma A]. Finally,
we see that the Fourier transform of Cσ(x) is given by
C˜σ(ξ) =
∫ ∞
−∞
Cσ(x)eixξ dx√
2π
=
∫ ∞
−∞
eixξPσ(dx) = ϕσ(ξ),
which completes the proof of Theorem 1.4. 
3. Proof of Proposition 2.3
Let s be a complex number with ℜ(s) > 1/2 and ξ ∈ R. Then we consider the following
infinite product
(3.1) ϕ(s, ξ) =
∏
p
ϕp(s, ξ),
where
ϕp(s, ξ) =
p2
p2 + p+ 1
(
1
6
ψp(s, ξ; 1)
2 +
1
2
ψp(s, ξ; 1)ψp(s, ξ;−1)(3.2)
+
1
3
ψp(s, ξ;ω)ψp(s, ξ;ω) +
1
p
ψp(s, ξ; 1) +
1
p2
)
,
and ψp(s, ξ; θ) is defined as
ψp(s, ξ; θ) =
exp
(−iξθ log p
ps − θ
)
(Case 1),
exp
(−iξ log(1− θp−s)) (Case 2).
We remark that ϕ(σ, ξ) is equal to ϕσ(ξ) defined in Section 2 if σ > 1/2 is a real number.
At the beginning of this section, we consider the convergence of infinite product (3.1).
Proposition 3.1. Let σ0 > 1/2 and R > 1 be fixed real numbers. Then infinite product
(3.1) converges uniformly and absolutely for ℜ(s) ≥ σ0 and |ξ| ≤ R.
Proof. For 0 < c < 1, we define
(3.3) P1(c) = P1(c;σ0, R) =
(
R
c
log
R
c
)1/σ0
.
Then P1(c)→∞ as c→ 0. Hence there exists c0 = c0(σ0, R) ∈ (0, 1) such that P1(c0) ≥ e2.
We consider prime numbers p ≥ P1(c) for c = c0. Let θ be a complex number with |θ| = 1.
Then we have |ps − θ| ≥ pℜ(s) − 1 > pℜ(s)/4 since pℜ(s) > 4/3. Thus,∣∣∣∣−iξθ log pps − θ
∣∣∣∣ ≤ 4|ξ|(log p)p−ℜ(s) ≤ 4R(log p)p−σ0 .
Also we have ∣∣−iξ log(1− θp−s)∣∣ ≤ |ξ|p−ℜ(s) ≤ R(log p)p−σ0 .
Remark that the function f(x) = (log x)x−σ0 is decreasing for x ≥ e2. Hence we have
R(log p)p−σ0 ≤ R(logP1(c))P1(c)−σ0
=
c
σ0
(
1 +
log log(R/c)
log(R/c)
)
< 4c < 4
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by definition (3.3). Therefore, by the Taylor expansion of exp(z), the function ψp(s, ξ; θ) is
calculated as
ψp(s, ξ; θ) = 1 +
−iξθ log p
ps − θ +O
(∣∣∣∣−iξθ log pps − θ
∣∣∣∣2
)
= 1− iξθ(log p)p−s +O (R2(log p)2p−2σ0)
in Case 1, and
ψp(s, ξ; θ) = 1− iξ log(1− θp−s) +O
(∣∣−iξ log(1− θp−s)∣∣2)
= 1 + iξθp−s +O
(
R2p−2σ0
)
in Case 2. Moreover, we have
ψp(s, ξ;α)ψp(s, ξ;β) =
{
1− iξ(α+ β)(log p)p−s +O (R2(log p)2p−2σ0) (Case 1),
1 + iξ(α+ β)p−s +O
(
R2p−2σ0
)
(Case 2)
for α, β ∈ C with |α| = 1 and |β| = 1. We insert this formula to (3.2) with taking care of
1
6
(1 + 1) +
1
2
(1 + (−1)) + 1
3
(ω + ω) +
1
p
(1 + 0) +
1
p2
(0 + 0) =
1
p
.
In Case 1, we have
ϕp(s, ξ) = 1− iξ p
2
p2 + p+ 1
1
p
(log p)p−s +O
(
R2(log p)2p−2σ0
)
= 1 +O
(
R2{(log p)p−σ0−1 + (log p)2p−2σ0}) .
Also, in Case 2, we obtain
ϕp(s, ξ) = 1 + iξ
p2
p2 + p+ 1
1
p
p−s +O
(
R2p−2σ0
)
= 1+ O
(
R2(p−σ0−1 + p−2σ0)
)
.
By the assumption σ0 > 1/2, the series
∑
p(log p)p
−σ0−1,
∑
p(log p)
2p−2σ0 ,
∑
p p
−σ0−1,∑
p p
−2σ0 all converse. Therefore infinite product (3.1) converges uniformly and absolutely
in both cases. 
For each prime number p, we notice that ϕp(s, ξ) is a holomorphic function in s for
ℜ(s) > 0 if ξ is fixed, and it is a continuous function in ξ if s is fixed with ℜ(s) > 0. Hence
Proposition 3.1 deduces the following corollaries.
Corollary 3.2. Let ξ be a fixed real number. Then ϕ(s, ξ) is a holomorphic function in s
for ℜ(s) > 1/2.
Corollary 3.3. Let s be a fixed complex number with ℜ(s) > 1/2. Then ϕ(s, ξ) is a
continuous function in ξ.
The first statement of Proposition 2.3 follows from Corollary 3.3 since ϕ(σ, ξ) = ϕσ(ξ).
To complete the proof of Proposition 2.3, we next show that ϕσ(ξ) is rapidly decreasing.
More concretely, we prove the following estimate.
Proposition 3.4. Let σ > 1/2 be a fixed real number. Then, for each ǫ > 0, there exists a
positive constant C = C(σ, ǫ) depending only on σ and ǫ such that
|ϕσ(ξ)| ≤ exp
(
−C|ξ|(1/σ)−ǫ
)
for |ξ| ≥ 1 in both Cases 1 and 2.
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Proof in Case 1. For 0 < c < 1, we define
P2(c) = P2(c;σ, ξ) =
( |ξ|
c
log
|ξ|
c
)1/σ
.
Then we have
P2(c) ≥
(
1
c
log
1
c
)1/σ
→∞
as c → 0. Hence there exists a constant c1 = c1(σ) ∈ (0, 1) such that P2(c) ≥ e2 for
0 < c ≤ c1. At first, we take c = c1 and assume p ≥ P2(c). As we have seen in the proof of
Proposition 3.1, we know that
(3.4) |ξ|(log p)p−σ ≤ 4c
holds. Therefore we have
ψp(σ, ξ; θ) = 1− iξθ log p
pσ − θ −
1
2
(
ξθ log p
pσ − θ
)2
+O
(∣∣∣∣−iξθ log ppσ − θ
∣∣∣∣3
)
= 1− iξ(log p)θp−σ −
(
iξ log p+
ξ2
2
(log p)2
)
θ2p−σ +O
(|ξ|3(log p)3p−3σ) ,
which deduces
ψp(σ, ξ;α)ψp(σ, ξ;β) = 1− iξ(log p)(α+ β)p−σ − iξ(log p)(α2 + β2)p−2σ
− ξ
2
2
(log p)2(α+ β)2p−2σ +O
(|ξ|3(log p)3p−3σ) .
We notice
1
6
(12 + 12) +
1
2
(12 + (−1)2) + 1
3
(ω2 + ω2) +
1
p
(12 + 02) +
1
p2
(02 + 02) = 1 +
1
p
and
1
6
(1 + 1)2 +
1
2
(1 + (−1))2 + 1
3
(ω + ω)2 +
1
p
(1 + 0)2 +
1
p2
(0 + 0)2 = 1 +
1
p
.
Hence, by definition (3.2), the function ϕp(σ, ξ) is calculated as
ϕp(σ, ξ) = 1− iξ p
2
p2 + p+ 1
(log p)
1
p
p−σ − iξ p
2
p2 + p+ 1
(log p)
(
1 +
1
p
)
p−2σ(3.5)
− ξ
2
2
p2
p2 + p+ 1
(log p)2
(
1 +
1
p
)
p−2σ +O
(|ξ|3(log p)3p−3σ) .
By inequality (3.4), we estimate∣∣∣∣iξ(log p)1pp−σ
∣∣∣∣ ≤ 2c, ∣∣∣∣iξ(log p)(1 + 1p
)
p−2σ
∣∣∣∣ ≤ 24c2,∣∣∣∣ξ22 (log p)2
(
1 +
1
p
)
p−2σ
∣∣∣∣ ≤ 12c2, |ξ|3(log p)3p−3σ ≤ 64c3.
Then the formula (3.5) implies that there exists an absolute constant c2 ∈ (0, 1) such that
|ϕp(σ, ξ) − 1| < 1
2
if p ≥ P2(c) for 0 < c ≤ min{c1, c2}. We take c = min{c1, c2}. For |z| < 1/2, we recall that
log(1 + z) = z +O(|z|2)
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holds. Then, calculating from (3.5), we have
logϕp(σ, ξ)
= −iξ p
2
p2 + p+ 1
(log p)p−σ−1 − iξ p
2
p2 + p+ 1
(log p)
(
1 +
1
p
)
p−2σ
− ξ
2
2
p2
p2 + p+ 1
(log p)2
(
1 +
1
p
)
p−2σ +O
(
ξ2(log p)2p−2σ−2 + |ξ|3(log p)3p−3σ) .
Therefore,
log |ϕp(σ, ξ)|
= −ξ
2
2
p2
p2 + p+ 1
(log p)2
(
1 +
1
p
)
p−2σ +O
(
ξ2(log p)2p−2σ−2 + |ξ|3(log p)3p−3σ)
since log |ϕp(σ, ξ)| = ℜ logϕp(σ, ξ). Here, all implied constants in the above asymptotic
equations are absolute. Hence there exist positive absolute constants A and B such that
log |ϕp(σ, ξ)|(3.6)
≤ −ξ
2
2
p2
p2 + p+ 1
(log p)2
(
1 +
1
p
)
p−2σ +Aξ2(log p)2p−2σ−2 +B|ξ|3(log p)3p−3σ.
The first term of the right-hand side of (3.6) is estimated as
−ξ
2
2
p2
p2 + p+ 1
(log p)2
(
1 +
1
p
)
p−2σ ≤ −1
4
ξ2(log p)2p−2σ.
For the second term, we notice that there exists c3 = c3(σ) ∈ (0, 1) such that P2(c)2 ≥ 16A
for 0 < c ≤ c3. Thus, if p ≥ P2(c) for 0 < c ≤ c3, we have
Aξ2(log p)2p−2σ−2 ≤ A · P2(c)−2 · ξ2(log p)2p−2σ ≤ 1
16
ξ2(log p)2p−2σ.
Finally, if p ≥ P2(c) for 0 < c ≤ c4 = 1/(64B), we obtain
B|ξ|3(log p)3p−3σ ≤ B · 4c · ξ2(log p)2p−2σ ≤ 1
16
ξ2(log p)2p−2σ
by using (3.4) again. Therefore, by (3.6), we conclude that
(3.7) log |ϕp(σ, ξ)| ≤ −1
8
ξ2(log p)2p−2σ
holds if p ≥ P2(c) for 0 < c ≤ min{c1, c2, . . . , c5}. Notice that, by definition (3.2), we have
|ϕp(σ, ξ)| ≤ 1 for any prime number p. Hence |ϕσ(ξ)| is estimated as
|ϕσ(ξ)| = |ϕ(σ, ξ)| =
∏
p<P2(c)
|ϕp(σ, ξ)| ·
∏
p≥P2(c)
|ϕp(σ, ξ)|(3.8)
≤ 1 · exp
 ∑
p≥P2(c)
log |ϕp(σ, ξ)|

≤ exp
−1
8
ξ2
∑
p≥P2(c)
(log p)2p−2σ

by inequality (3.7). Applying the prime number theorem, we see that there exists a constant
X1(σ) > 0, which depends only on σ, such that∑
p≥X
(log p)2p−2σ ≥ 1
2(2σ − 1)X
1−2σ logX
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for any X ≥ X1(σ). There exists c6 = c6(σ) ∈ (0, 1) such that P2(c) ≥ X1(σ) for 0 < c ≤ c6,
and finally, we take c = min{c1, c2, . . . , c6}. Then, inequality (3.8) gives
|ϕσ(ξ)| ≤ exp
(
− 1
16(2σ − 1)ξ
2P2(c)
1−2σ logP2(c)
)
≤ exp
(
−C|ξ|(1/σ)−ǫ
)
with a suitable constant C = C(σ, ǫ) > 0, where ǫ is any positive real number. 
Proof in Case 2. The proof is almost same as Case 1. In this case, we define
P3(c) = P3(c;σ, ξ) =
( |ξ|
c
)1/σ
for 0 < c < 1. Then, we see that there exists c7 = c7(σ) ∈ (0, 1) such that
log |ϕp(σ, ξ)| ≤ −1
8
ξ2p−2σ
if p ≥ P3(c) for 0 < c ≤ c7, by following the way in Case 1. Hence we have
|ϕσ(ξ)| ≤ exp
 ∑
p≥P2(c)
log |ϕp(σ, ξ)|
 ≤ exp
−1
8
ξ2
∑
p≥P2(c)
p−2σ
 .
In this case, there exist constants X2(σ) > 0 and C(σ) > 0 such that∑
p≥X
p−2σ ≥ C(σ)X
1−2σ
logX
for any X ≥ X2(σ). Taking c8 = c8(σ) ∈ (0, 1) so that P2(c) ≥ X2(σ) for c = min{c7, c8},
we obtain
|ϕσ(ξ)| ≤ exp
(
−C(σ)
8
ξ2
P2(c)
1−2σ
logP2(c)
)
≤ exp
(
−C′|ξ|(1/σ)−ǫ
)
with a suitable constant C′ = C′(σ, ǫ) > 0, where ǫ is again any positive real number. 
4. Proof of Proposition 2.4
4.1. Counting functions for cubic fields. According to [23, 25], we introduce the notion
of the local specifications of cubic fields K. For a prime number p, we write its prime ideal
decomposition in K as (p) = pe11 p
e2
2 · · · perr . Let
A = {111, 21, 3, 121, 13}
be the set of symbols. Then, we say that
(I) ap = 111 in K if p totally splits in K, i.e. (p) = p1p2p3,
(II) ap = 21 in K if p partially splits in K, i.e. (p) = p1p2,
(III) ap = 3 in K if p remains inert in K, i.e. (p) = p1,
(IV) ap = 1
21 in K if p is partially ramified in K, i.e. (p) = p21p2,
(V) ap = 1
3 in K if p is totally ramified in K, i.e. (p) = p31.
We use the symbol S to denote the following data: (i) a finite set supp(S) of prime numbers;
(ii) for each p ∈ supp(S), an element Sp ∈ A . From the above, we define
L±3 (X,S) = {K ∈ L±3 (X) | ap = Sp in K for p ∈ supp(S)}.
The following asymptotic formulas were conjectured by Roberts [23] and proved by Taniguchi
and Thorne [25]. It was also proved by Bhargava–Shankar–Tsimerman [3] with weaker error
terms of O(X13/16+ǫ).
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Proposition 4.1 (Taniguchi–Thorne). Put C+ = 1, C− = 3 and K+ = 1,K− =
√
3. Then,
for every ǫ > 0, we have
(4.1) |L±3 (X)| = C±
1
12ζ(3)
X +K±
4ζ(1/3)
5Γ(2/3)3ζ(5/3)
X5/6 +Oǫ(X
7/9+ǫ)
and
(4.2) |L±3 (X)| = C±
1
12ζ(3)
C(S)X +K± 4ζ(1/3)
5Γ(2/3)3ζ(5/3)
K(S)X5/6 +Oǫ(E(S)X7/9+ǫ)
as X → ∞, where the implied constants depend only on ǫ. In (4.2), the constants C(S),
K(S), E(S) are given by
C(S) =
∏
p∈supp(S)
Cp(Sp), K(S) =
∏
p∈supp(S)
Kp(Sp), E(S) =
∏
p∈supp(S)
Ep(Sp),
where
Cp(Sp) = p
2
p2 + p+ 1
×

1/6 if Sp = 111,
1/2 if Sp = 21,
1/3 if Sp = 3,
1/p if Sp = 121,
1/p2 if Sp = 13,
Kp(Sp) = (1− p
−5/3)(1 + p−1)
1− p−1/3 ×

1/6 · (1 + p−1/3)3 if Sp = 111,
1/2 · (1 + p−1/3)(1 + p−2/3) if Sp = 21,
1/3 · (1 + p−1) if Sp = 3,
1/p · (1 + p−1/3)2 if Sp = 121,
1/p2 · (1 + p−1/3) if Sp = 13,
and
Ep(Sp) =
{
p8/9 if Sp = 111, 21, 3,
p16/9 if Sp = 121, 13.
4.2. Properties of L(s, ρK). We recall that ζK(s) has the Euler product representation
ζK(s) =
∏
p
(1−N(p)−s)−1
for ℜ(s) > 1, where p runs through all prime ideals of K. Hence (1.1) gives
(4.3) L(s, ρK) =
∏
p
(1− αK(p)p−s)−1(1− βK(p)p−s)−1,
where
(4.4) (αK(p), βK(p)) =

(1, 1) if ap = 111 in K,
(1,−1) if ap = 21 in K,
(ω, ω) if ap = 3 in K,
(1, 0) if ap = 1
21 in K,
(0, 0) if ap = 1
3 in K.
As we have noted in Section 1.1, there exists a cuspidal representation π of GL(2)/Q such
that L(s, ρK) = L(s, π). Thus, L(s, ρK) is continued to an entire function. The functional
equation for L(s, ρK) is given by(√
dK
π
)s
Γ
(s
2
)2
L(s, ρK) =
(√
dK
π
)1−s
Γ
(
1− s
2
)2
L(1− s, ρK)
DISCRETE VALUE-DISTRIBUTION OF ARTIN L-FUNCTIONS 15
for K ∈ L+3 (X) and(√
|dK |
2π
)s
Γ(s)L(s, ρK) =
(√
|dK |
2π
)1−s
Γ(1− s)L(1− s, ρK)
for K ∈ L−3 (X). Remark that the Γ-factors are common in K ∈ L+3 (X) or K ∈ L−3 (X).
The following result implies estimate (1.5) mentioned in Remark 1.5.
Proposition 4.2. There exist absolute constants A,B,C > 0 such that∑
K∈L±3 (X)
N(T, α; ρK)≪ǫ TBX(C+ǫ)(1−α)
for each ǫ > 0 and for α ≥ 1−A, T ≥ 2, X ≥ 1. The implied constant depends only on ǫ.
Proof. We use zero density estimates for families of automorphic L-functions proved by
Kowalski and Michel [18]. Let S±(X) be the set of all cuspidal representations π of GL(2)/Q
such that L(s, π) = L(s, ρK) for some K ∈ L±3 (X). Then, every π ∈ S±(X) satisfies the
Ramanujan–Petersson conjecture by (4.4). Moreover, the conductor Cond(π) of π ∈ S±(X)
satisfies
Cond(π) = |dK | ≤ X
if L(s, π) = L(s, ρK). Since there exists a one-to-one correspondence between S
±(X) and
L±3 (X), we have
|S±(X)| = |L±3 (X)| ≪ X
for all X ≥ 1. Finally, as we have remarked, the Γ-factors in the functional equations of
L(s, π) are common in π ∈ S±(X). Let N(T, α;π) be the number of zeros ρ of L(s, π)
satisfying ℜ(ρ) ≥ α and |ℑ(ρ)| ≤ T . Then, applying [18, Theorem 2], we have∑
K∈L±3 (X)
N(T, α; ρK) =
∑
π∈S±(X)
N(T, α;π)≪ TBXc0(1−α)/(2α−1)
for an absolute constant c0, and for α ≥ 3/4, T ≥ 2, X ≥ 1. Here, the implied constant
depends only on the choice of c0, and one can choose any c0 > 6. Choosing c0 = 6+ ǫ/2 for
any positive real number ǫ, we then obtain∑
K∈L±3 (X)
N(T, α; ρK)≪ǫ TBX(12+ǫ)(1−α)
since 2α− 1 ≥ 1/2. This achieves the result. 
From now on, we put δ = min{1/2, A, C−1} as in Remark 1.5. We fix a real number
σ > 1− δ and take κ, c > 0 as
(4.5) κ =
σ − (1− δ)
6
and c = max{2− σ, 0}.
Then we define
(4.6) L±3 (X)
# = {K ∈ L±3 (X) | L(s, ρK) 6= 0 for ℜ(s) ≥ σ − 3κ and |ℑ(s)| ≤ (logX)3}
and
L±3 (X)
♭ = L±3 (X)\L±3 (X)#.
The next proposition concerns an estimate of |L(s, ρK)| for K ∈ L±3 (X)#, where L(s, ρK)
is the function defined in Section 1.3. Remark that we have
σ − 3κ = σ + (1− δ)
2
> 1− δ ≥ 1
2
.
Thus, if K ∈ L±3 (X)#, then the domain {s ∈ C | ℜ(s) ≥ σ − 3κ and |ℑ(s)| ≤ (logX)3} is
included in GK by the definition of L
±
3 (X)
#.
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Proposition 4.3. Let σ > 1−δ be a fixed real number. There exists a constant 0 < a(σ) < 1
such that we have
(4.7) max
K∈L±3 (X)
#
|L(s, ρK)| ≪σ (logX)a(σ)
for X ≥ 10, where s belongs to the domain {s ∈ C | ℜ(s) ≥ σ − κ and |ℑ(s)| ≤ (logX)2}.
The constant a(σ) and the implied constant depend only on σ.
Proof. The Euler product (4.3) absolutely converges for ℜ(s) > 1, and we have
(4.8)
L′
L
(s, ρK) = −
∞∑
n=1
ΛK(n)n
−s and logL(s, ρK) =
∞∑
n=1
ΛK(n)
logn
n−s,
where ΛK(p
m) = (αK(p)
m+βK(p)
m) log p and ΛK(n) = 0 unless n is a prime power. Hence,
by (4.4), we have |ΛK(pm)| ≤ 2 log p. Then Dirichlet series expressions (4.8) imply∣∣∣∣L′L (s, ρK)
∣∣∣∣ ≤ 2 ∣∣∣∣ζ′ζ (ℜ(s))
∣∣∣∣ and | logL(s, ρK)| ≤ 2| log ζ(ℜ(s))|.
If s further satisfy ℜ(s) ≥ 3/2, we have absolutely |L(s, ρK)| ≪ 1 in both Cases 1 and 2.
Therefore (4.7) holds in the case ℜ(s) ≥ 3/2.
For ℜ(s) < 3/2, we then prove (4.7) according to a method due to Akbary–Hamieh [1],
which was originally developed by Barban in [2, Lemma 3]. First, we consider Case 1. Let
z0 = 2 + iℑ(s). Then the function (L′/L)(z, ρK) is holomorphic on |z − z0| < 2 − σ + 3κ
since it has no zeros in this disk. We define
M(r) = max
|z−z0|=r
∣∣∣∣L′L (z, ρK)
∣∣∣∣
for 0 < r < 2 − σ + 3κ. Let r1 = 1/2, r2 = 2 − ℜ(s), and r3 = 2 − σ + 2κ. Then, since
σ− κ ≤ ℜ(s) < 3/2, we have 0 < r1 < r2 < r3 < 2− σ+3κ. We apply the Hadamard three
circles theorem to M(r). It gives
logM(r2) ≤ log(r3/r2)
log(r3/r1)
logM(r1) +
log(r2/r1)
log(r3/r1)
logM(r3).
Thus we have
(4.9)
∣∣∣∣L′L (s, ρK)
∣∣∣∣ ≤M(r2) ≤M(r1)1−bM(r3)b,
where
b =
log(r2/r1)
log(r3/r1)
.
We next evaluateM(r1) and M(r3). For z = x+ iy with |z−z0| = r1, we find that x ≥ 3/2.
Hence we have (L′/L)(z, ρK)≪ 1 as before, and we obtain
(4.10) M(r1) ≤ A,
where A > 1 is an absolute constant. Next, by a standard method of L-functions such as
[17, Proposition 5.7 (2)], we have
L′
L
(z, ρK) =
∑
|z−ρ|<1
1
z − ρ +O(log(|dK |(|y|+ 2)))
for z = x + iy, −1/2 ≤ x ≤ 2 with an absolute implied constant, where ρ runs through
zeros of L(s, ρK). For |z − z0| = r3, the distance between z and ρ is at least min{κ, 1} if
K ∈ L±3 (X)#. Hence,
L′
L
(z, ρK)≪σ
∑
|z−ρ|<1
1 + log(|dK |(|y|+ 2))≪ log(|dK |(|y|+ 2))
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by applying [17, Proposition 5.7 (1)] to the second inequality. Since we have |dK | ≤ X and
|y| ≤ |ℜ(s)| + r3 < (logX)2 + 2, the estimate (L′/L)(z, ρK) ≪σ logX follows. Therefore,
we obtain
(4.11) M(r3) ≤ Bσ logX,
where Bσ > 1 is a constant that depends at most on σ. Inserting (4.10) and (4.11) to (4.9),
we finally arrive at ∣∣∣∣L′L (s, ρK)
∣∣∣∣ ≤ A1−b(Bσ logX)b.
Moreover, recalling that b satisfies
0 < b ≤ log(2(2− σ + κ))
log(2(2− σ + 2κ)) < 1
due to ℜ(s) ≥ σ − κ, we obtain the estimate
L′
L
(s, ρK)≪σ (logX)a(σ)
with
0 < a(σ) =
log(2(2− σ + κ))
log(2(2− σ + 2κ)) < 1.
This yields estimate (4.7) in Case 1. In order to prove it in Case 2, we notice that
logL(s, ρK) = logL(z0, ρK) +
∫ s
z0
L′
L
(z, ρK)dz
by definition. For the first term, we see that logL(z0, ρK) ≪ 1 since ℜ(z0) ≥ 3/2. The
integrand in the second term can be estimated by applying (4.7) in Case 1. Then we have∫ s
z0
L′
L
(z, ρK)dz ≪σ |2−ℜ(s)|(logX)a(σ) ≪ (logX)a(σ)
since 1/2 < ℜ(s) < 3/2. Therefore we have logL(s, ρK) ≪σ (logX)a(σ) with an implied
constant depending only on σ, which gives estimate (4.7) in Case 2. 
4.3. Completion of the proof. We finally prove Proposition 2.4. To begin with, we define
gξ(s, ρK) = exp(iξL(s, ρK))
for ξ ∈ R and s ∈ GK .
Lemma 4.4. Let ξ ∈ R and K ∈ L±3 (X). For ℜ(s) > 1, we have
(4.12) gξ(s, ρK) =
∞∑
n=1
λξ(n, ρK)n
−s
with the Dirichlet coefficient λξ(n, ρK) satisfying
(4.13) λξ(n, ρK)≪ξ,ǫ nǫ
for every ǫ > 0. Here, the implied constant depends only on ξ and ǫ.
Proof. According to [15, Section 1.2], we denote Gr(x) and Hr(x) as the polynomials deter-
mined from the power series
exp
(
xt
1− t
)
=
∞∑
r=0
Gr(x)t
r and exp(−x log(1− t)) =
∞∑
r=0
Hr(x)t
r
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for x, t ∈ C with |t| < 1. Then we find that
exp
(−iξα log p
ps − α
)
exp
(−iξβ log p
ps − β
)
=
∞∑
r=0
Gr(−iξ log p)αrp−rs
∞∑
r=0
Gr(−iξ log p)βrp−rs
=
∞∑
m=0
{
m∑
n=0
Gn(−iξ log p)Gm−n(−iξ log p)αnβm−n
}
p−ms,
and similarly,
exp
(−iξ log(1− αp−s)) exp(−iξ log(1− βp−s))
=
∞∑
m=0
{
m∑
n=0
Hn(iξ)Hm−n(iξ)α
nβm−n
}
p−ms,
where α, β ∈ C with |α|, |β| ≤ 1. Let
(4.14) λξ(p
m, ρK) =
{∑m
n=0Gn(−iξ log p)Gm−n(−iξ log p)αK(p)nβK(p)m−n (Case 1),∑m
n=0Hn(iξ)Hm−n(iξ)αK(p)
nβK(p)
m−n (Case 2).
Then gξ(s, ρK) is calculated as
gξ(s, ρK) =
∏
p
∞∑
m=0
λξ(p
m, ρK)p
−ms
due to the Euler product expression (4.3). We define λξ(n, ρK) as the multiplicative function
by extending (4.14). Appealing to Ihara–Matsumoto [15, Section 3.1], we have
|Gr(−iξ log p)| ≤ exp(2
√
r|ξ| log p) and |Hr(iξ)| ≤ exp(2
√
r|ξ| log p)
for every r ≥ 0. These inequalities imply
|λξ(pm, ρK)| ≤ (m+ 1) exp(Cξ
√
log pm)
with a suitable constant Cξ > 0 in both Cases 1 and 2. If we write n = p
m1
1 · · · pmrr , then
we obtain
|λξ(n, ρK)| ≤ (m1 + 1) · · · (mr + 1) exp(Cξ
√
log pm11 ) · · · exp(Cξ
√
log pmrr )
≤ d(n) exp(Cξ
√
r
√
logn),
where d(n) is the number of the divisors of n. We recall that d(n)≪ǫ nǫ and
r = ω(n) ≤ 2 logn
log logn
.
Therefore we conclude
λξ(n, ρK)≪ǫ nǫ exp
(
2Cξ
logn√
log logn
)
≪ξ,ǫ n2ǫ
as desired, and we obtain (4.12) for ℜ(s) > 1. 
In the case ℜ(s) ≤ 1, we cannot use directly (4.12) for the proof of Proposition 2.4. Then
we apply the following lemma, which is an analogue of [15, Proposition 2.2.1]. For its proof,
we adopt the method of Akbary and Hamieh [1].
Lemma 4.5. Let σ > 1 − δ be a fixed real number, and let κ, c > 0 be the constants given
in (4.5). Suppose that K belongs to L±3 (X)
# defined in (4.6). Then, for Y > 1, we have
gξ(σ, ρK) = g
+
ξ (σ, ρK ;Y )− g−ξ (σ, ρK ;Y ),
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where the functions g±ξ (σ, ρK ;Y ) are given by
(4.15) g+ξ (σ, ρK ;Y ) =
1
2πi
∫
ℜ(z)=c
gξ(σ + z, ρK)Γ(z)Y
zdz
and
(4.16) g−ξ (σ, ρK ;Y ) =
1
2πi
∫
L1+···+L5
gξ(σ + z, ρK)Γ(z)Y
zdz.
The contours L1, . . . , L5 in (4.16) are the lines connecting the points c− i∞, c− i(logX)2,
−κ− i(logX)2, −κ+ i(logX)2, c+ i(logX)2, c+ i∞, in order.
Proof. Since σ+ c ≥ 2, we have |gξ(σ+ z, ρK)| ≤ exp(|ξ||L(σ+ z, ρK)|)≪ξ 1 on the contour
ℜ(z) = c. Thus the integral in (4.15) absolutely converges. Indeed, we have
(4.17)
1
2πi
∫
ℜ(z)=c
|gξ(σ + z, ρK)Γ(z)Y z|dz ≪ξ
∫ ∞
−∞
1 · |Γ(c+ iy)| · Y cdy ≪σ Y c <∞
by applying the estimate
(4.18) Γ(z)≪ |y|x−1/2 exp
(
−π
2
|y|
)
,
where z = x + iy with |y| ≥ 1. Next, we find that the function gξ(s, ρK) is holomorphic
for ℜ(s) > σ − 3κ and |ℑ(s)| < (logX)3 due to the assumption K ∈ L±3 (X)#. Hence the
integrand gξ(σ + z, ρK)Γ(z)Y
z is holomorphic on the domain
{z = x+ iy | x ≥ −κ and |y| ≤ (logX)2}
except for a simple pole at z = 0 with residue gξ(σ, ρK). Therefore, by changing the contours
of integrals, we obtain
1
2πi
∫
ℜ(z)=c
gξ(σ + z, ρK)Γ(z)Y
zdz = gξ(σ, ρK) +
1
2πi
∫
L1+···+L5
gξ(σ + z, ρK)Γ(z)Y
zdz
which gives the desired formula. 
We remark that the function g+ξ (σ, ρK ;Y ) is more generally defined for K ∈ L±3 (X) by
(4.15), since there are no zeros of L(σ + z, ρK) on ℜ(z) = c. The functions g±ξ (σ, ρK ;Y )
have the following properties.
Lemma 4.6. Let σ > 1 − δ be a fixed real number, and let c > 0 be the constant in (4.5).
Then g+ξ (σ, ρK ;Y ) is expressed as
(4.19) g+ξ (σ, ρK ;Y ) =
∞∑
n=1
λξ(n, ρK)n
−σe−n/Y
for any K ∈ L±3 (X). Moreover, we have
g+ξ (σ, ρK ;Y )≪ξ,σ Y c
with the implied constant depending only on ξ and σ.
Proof. Since the integral in (4.15) absolutely converges, we apply Fubini’s theorem. It gives
g+ξ (σ, ρK ;Y ) =
1
2πi
∫
ℜ(z)=c
(
∞∑
n=1
λξ(n, ρK)n
−(σ+z)
)
Γ(z)Y zdz
=
∞∑
n=1
λξ(n, ρK)n
−σ
(
1
2πi
∫
ℜ(z)=c
Γ(z)
( n
Y
)−z
dz
)
by Lemma 4.4. Then, applying the formula
1
2πi
∫
ℜ(z)=c
Γ(z)a−zdz = e−a,
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we obtain (4.19). The second statement is just deduced from (4.17). 
Lemma 4.7. Let σ > 1− δ be a fixed real number, and let κ, c > 0 be the constants in (4.5).
Suppose that K belongs to L±3 (X)
# defined in (4.6). Then we have
g−ξ (σ, ρK ;Y )≪ξ,σ,ǫ exp(−(logX)2)Y c +XǫY −κ
for every ǫ > 0, where the implied constant depends only on ξ, σ, and ǫ.
Proof. By definition (4.16), we have
g−ξ (σ, ρK ;Y ) = I1 + I2 + I3 + I4 + I5,
where
Ik =
1
2πi
∫
Lk
gξ(σ + z, ρK)Γ(z)Y
zdz.
We first estimate I1 and I5. Since ℜ(σ+ z) ≥ 2 for z ∈ L1 ∪L5, we have gξ(σ+ z, ρK)≪ξ 1
as before. Applying (4.18) again, I1 and I5 are estimated as
(4.20) I1, I5 ≪ξ
∫ ∞
(logX)2
yc−1/2 exp
(
−π
2
y
)
Y cdy ≪σ exp(−(logX)2)Y c.
Next, for z ∈ L2 ∪ L3 ∪ L4, we see that σ + z belongs to the domain
{s ∈ C | ℜ(s) ≥ σ − κ and |ℑ(s)| ≤ (logX)2}.
Hence we can apply Proposition 4.3, which implies
|gξ(σ + z, ρK)| ≤ exp(Cξ,σ(logX)a(σ))
with suitable constants Cξ,σ > 0 and 0 < a(σ) < 1. Therefore we have
gξ(σ + z, ρK)≪ξ,σ,ǫ Xǫ
for z ∈ L2∪L3 ∪L4. From (4.18) and this estimate, the integrals I2 and I4 are estimated as
I2, I4 ≪ξ,σ,ǫ
∫ c
−κ
Xǫ(logX)2(x−1/2) exp
(
−π
2
(logX)2
)
Y xdx(4.21)
≤ (c+ κ)Xǫ(logX)2(c−1/2) exp
(
−π
2
(logX)2
)
Y c
≪σ,ǫ exp(−(logX)2)Y c.
Finally, we obtain
I3 ≪ξ,σ,ǫ
∫ (logX)2
−(logX)2
Xǫ|Γ(−κ+ iy)|Y −κdy(4.22)
≤ XǫY −κ
∫ ∞
−∞
|Γ(−κ+ iy)|dy
≪σ XǫY −κ.
Combining (4.20), (4.21), and (4.22), we obtain the result. 
From the above, we complete the proof of Proposition 2.4. By Lemma 4.5, the sum in
the left-hand side of (2.4) is divided into the following four terms:
(4.23)
∑′
K∈L±3 (X)
gξ(σ, ρK) = S1 − S2 − S3 + S4,
where
S1 =
∑
K∈L±3 (X)
g+ξ (σ, ρK ;Y ), S2 =
∑
K∈L±3 (X)
♭
g+ξ (σ, ρK ;Y ),
S3 =
∑
K∈L±3 (X)
#
g−ξ (σ, ρK ;Y ), S4 =
∑
K∈L±3 (X)
♭
gξ(σ, ρK).
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Proposition 4.8. Let σ > 1 − δ be a fixed real number, and let κ, c > 0 be the constants
given in (4.5). Then we have
S1 =
C±
12ζ(3)
Xϕσ(ξ) +Oξ,σ(XY
−κ +X8/9Y 3)
for any ξ ∈ R, where the implied constant depends only on ξ and σ.
Proof. By Lemma 4.6, we have
S1 =
∞∑
n=1
∑
K∈L±3 (X)
λξ(n, ρK)n
−σe−n/Y .
Then we study the asymptotic behavior of∑
K∈L±3 (X)
λξ(n, ρK)
as X →∞. First, we have λξ(n, ρK) = 1 by definition. Thus (4.1) gives
(4.24)
∑
K∈L±3 (X)
λξ(1, ρK) = C
± 1
12ζ(3)
X +K±
4ζ(1/3)
5Γ(2/3)3ζ(5/3)
X5/6 +Oǫ(X
7/9+ǫ).
Next, we consider the case n = pm11 · · · pmrr > 1. We adopt the method of Cho and Kim [5]
for the calculation of the sum over K ∈ L±3 (X). We have∑
K∈L±3 (X)
λξ(n, ρK) =
∑
K∈L±3 (X)
λξ(p
m1
1 , ρK) · · ·λξ(pm11 , ρK)
=
∑
S
∑
K∈L±3 (X,S)
λξ(p
m1
1 , ρK) · · ·λξ(pm11 , ρK),
where S runs through local specifications of K with supp(S) = {p1, . . . , pr}. Let
λξ(p
m, 111) =
{∑m
n=0Gn(−iξ log p)Gm−n(−iξ log p)1n1m−n (Case 1),∑m
n=0Hn(iξ)Hm−n(iξ)1
n1m−n (Case 2),
λξ(p
m, 21) =
{∑m
n=0Gn(−iξ log p)Gm−n(−iξ log p)1n(−1)m−n (Case 1),∑m
n=0Hn(iξ)Hm−n(iξ)1
n(−1)m−n (Case 2),
λξ(p
m, 3) =
{∑m
n=0Gn(−iξ log p)Gm−n(−iξ log p)ωnωm−n (Case 1),∑m
n=0Hn(iξ)Hm−n(iξ)ω
nωm−n (Case 2),
λξ(p
m, 121) =
{∑m
n=0Gn(−iξ log p)Gm−n(−iξ log p)1n0m−n (Case 1),∑m
n=0Hn(iξ)Hm−n(iξ)1
n0m−n (Case 2),
λξ(p
m, 13) =
{∑m
n=0Gn(−iξ log p)Gm−n(−iξ log p)0n0m−n (Case 1),∑m
n=0Hn(iξ)Hm−n(iξ)0
n0m−n (Case 2).
Notice that, if K ∈ L±3 (X,S), we see that
λξ(p
m, ρK) = λξ(p
m,Sp)
for p ∈ supp(S) such that ap = Sp in K, i.e. λξ(pm, ρK) is an invariant over L±3 (X,S).
Therefore, we obtain∑
K∈L±3 (X)
λξ(n, ρK) =
∑
S
∑
K∈L±3 (X,S)
λξ(p
m1
1 ,Sp1) · · ·λξ(pm11 ,Spr )
=
∑
(Sp1 ,...,Spr )∈A
r
λξ(p
m1
1 ,Sp1) · · ·λξ(pm11 ,Spr )|L±3 (X,S)|.
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Then we apply (4.2), which implies∑
K∈L±3 (X)
λξ(n, ρK)(4.25)
= C±
1
12ζ(3)
Xλξ(n) +K
± 4ζ(1/3)
5Γ(2/3)3ζ(5/3)
X5/6µξ(n) + Oǫ(X
7/9+ǫνξ(n)),
where
λξ(n) =
∑
(Sp1 ,...,Spr )∈A
r
Cp1(Sp1)λξ(pm11 ,Sp1) · · ·Cpr (Spr )λξ(pmrr ,Spr ),
µξ(n) =
∑
(Sp1 ,...,Spr )∈A
r
Kp1(Sp1)λξ(pm11 ,Sp1) · · ·Kpr (Spr )λξ(pmrr ,Spr ),
νξ(n) =
∑
(Sp1 ,...,Spr )∈A
r
Ep1(Sp1)λξ(pm11 ,Sp1) · · ·Epr (Spr )λξ(pmrr ,Spr ).
Therefore, by (4.24) and (4.25), we have
S1 = C
± 1
12ζ(3)
X
(
∞∑
n=1
λξ(n)n
−σe−n/Y
)
(4.26)
+K±
4ζ(1/3)
5Γ(2/3)3ζ(5/3)
X5/6
(
∞∑
n=1
µξ(n)n
−σe−n/Y
)
+Oǫ
(
X7/9+ǫ
(
∞∑
n=1
νξ(n)n
−σe−n/Y
))
.
Notice that the coefficient λξ(n) can be expressed as
λξ(n) =
r∏
j=1
∑
Spj∈A
Cpj (Spj )λξ(pmjj ,Spj ).
Thus we see that λξ(n) is multiplicative with
λξ(p
m) =
p2
p2 + p+ 1
(
1
6
λξ(p
m, 111) +
1
2
λξ(p
m, 21)
+
1
3
λξ(p
m, 3) +
1
p
λξ(p
m, 121) +
1
p2
λξ(p
m, 13)
)
.
Next, we consider the power series
∞∑
m=0
λξ(p
m)p−ms
for ℜ(s) > 1/2. By the definition of λξ(pm, 111), we have
∞∑
m=0
λξ(p
m, 111)p−ms = ψp(s, ξ; 1)ψp(s, ξ; 1),
where ψp(s, ξ; θ) is the function in (3.2). In the similar ways, the terms containing λξ(p
m, 21),
λξ(p
m, 3), λξ(p
m, 121), λξ(p
m, 13) are calculated as
∞∑
m=0
λξ(p
m, 21)p−ms = ψp(s, ξ; 1)ψp(s, ξ;−1),
∞∑
m=0
λξ(p
m, 3)p−ms = ψp(s, ξ;ω)ψp(s, ξ;ω),
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∞∑
m=0
λξ(p
m, 121)p−ms = ψp(s, ξ; 1)ψp(s, ξ; 0) = ψp(s, ξ; 1),
∞∑
m=0
λξ(p
m, 13)p−ms = ψp(s, ξ; 0)ψp(s, ξ; 0) = 1.
As a result, we obtain
∞∑
m=0
λξ(p
m)p−ms =
p2
p2 + p+ 1
(
1
6
ψp(s, ξ; 1)
2 +
1
2
ψp(s, ξ; 1)ψp(s, ξ;−1)
+
1
3
ψp(s, ξ;ω)ψp(s, ξ;ω) +
1
p
ψp(s, ξ; 1) +
1
p2
)
= ϕp(s, ξ),
which implies
(4.27)
∞∑
n=1
λξ(n)n
−s =
∏
p
∞∑
m=0
λξ(p
m)p−ms = ϕ(s, ξ).
Here, we remark that the above infinite sum and product converge absolutely for ℜ(s) > 1/2
by Proposition 3.1. By (4.27), the first term of the right-hand side of (4.26) is calculated as
∞∑
n=1
λξ(n)n
−σe−n/Y =
∫
ℜ(z)=c
ϕ(σ + z, ξ)Γ(z)Y zdz
in a way similar to the proof of (4.19). We recall that σ − κ > 1/2 holds. Shifting the
contour of the integral to left, we obtain
∞∑
n=1
λξ(n)n
−σe−n/Y = ϕσ(ξ) +
∫
ℜ(z)=−κ
ϕ(σ + z, ξ)Γ(z)Y zdz
since the integrand is rapidly decreasing as |ℑ(z)| → ∞, and it is a holomorphic function
by Corollary 3.2 except for a simple pole at z = 0 with residue ϕ(σ + 0, ξ) = ϕσ(ξ). Due to
Dirichlet series expression (4.27), we have ϕ(σ + z, ξ)≪ξ,σ 1 on ℜ(z) = −κ. Therefore,
(4.28)
∞∑
n=1
λξ(n)n
−σe−n/Y = ϕσ(ξ) +Oξ,σ(Y
−κ).
Next, we consider the second and the third terms of the right-hand side of (4.26). Let
n = pm11 · · · pmrr . Recall that |Kp(Sp)| ≤ 1, |Ep(Sp)| ≤ p16/9, and λξ(pm,Sp)≪ξ,ǫ′ pmǫ
′
hold
for every ǫ′ > 0. Thus, µξ(n) and νξ(n) are estimated as
µξ(n)≪ξ,ǫ′
∑
(Sp1 ,...,Spr )∈A
r
(pm11 · · · pmrr )ǫ
′
= 5rnǫ
′
and
νξ(n)≪ξ,ǫ′
∑
(Sp1 ,...,Spr )∈A
r
(pm11 · · · pmrr )16/9+ǫ
′
= 5rn16/9+ǫ
′
.
Since 5r = 5ω(n) ≪ nǫ′ , we have µξ(n) ≪ξ,ǫ′ n2ǫ′ and νξ(n) ≪ξ,ǫ′ n2+2ǫ′ . Hence, taking
ǫ′ = 1/8, we obtain
(4.29)
∞∑
n=1
µξ(n)n
−σe−n/Y ≪
∞∑
n=1
e−n/Y ≪ Y
and
(4.30)
∞∑
n=1
νξ(n)n
−σe−n/Y ≪
∞∑
n=1
n2e−n/Y ≪ Y 3.
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We take ǫ = 1/9. Then, inserting (4.28), (4.29), (4.30) to (4.26), we conclude
S1 =
C±
12ζ(3)
Xϕσ(ξ) + Oǫ
(
XY −κ +X5/6Y +X7/9+ǫY 3
)
=
C±
12ζ(3)
Xϕσ(ξ) + O(XY
−κ +X8/9Y 3).

The terms S2 and S4 in (4.23) are estimated by applying the zero density estimate.
Proposition 4.9. Let σ > 1 − δ be a fixed real number, and let κ, c > 0 be the constants
given in (4.5). Then there exists an absolute constant D > 0 such that we have
S2 ≪ξ,σ X1−D{σ−(1−δ)}Y c
and
S4 ≪ξ,σ X1−D{σ−(1−δ)}
for any ξ ∈ R, where the implied constant depends only on ξ and σ.
Proof. By the definition of L±3 (X)
♭, we see that
N(σ − 3κ, (logX)3; ρK) ≥ 1
if K ∈ L±3 (X)♭. We first consider the estimate of S2. Applying Lemma 4.6, we obtain
S2 ≪ξ,σ Y c
∑
K∈L±3 (X)
♭
1 ≤ Y c
∑
K∈L±3 (X)
N(σ − 3κ, (logX)3; ρK).
Next, we apply Proposition 4.2, which yields∑
K∈L±3 (X)
N(σ − 3κ, (logX)3; ρK)≪ǫ XC{1−(σ−3κ)}+ǫ
for each ǫ > 0. Since δ = min{1/2, A, C−1} ≤ C−1, we have
C{1− (σ − 3κ)} = C
{
1− σ + (1− δ)
2
}
< 1− C
2
{σ − (1 − δ)}.
Therefore, taking D = C/4 and ǫ = D{σ − (1− δ)}, we obtain
S2 ≪ξ,σ Y cX1−D{σ−(1−δ)}.
For the estimate of S4, we notice that |gξ(σ, ρK)| = | exp(iξL(σ, ρK))| = 1 since ξ ∈ R and
L(σ, ρK) ∈ R. Form the above argument, this implies
S4 ≪ξ,σ X1−D{σ−(1−δ)}.
Therefore the proposition follows. 
The reminder work is estimating the term S3.
Proposition 4.10. Let σ > 1 − δ be a fixed real number, and let κ, c > 0 be the constants
given in (4.5). Then, for every ǫ > 0, we have
S3 ≪ξ,σ,ǫ X exp(−(logX)2)Y c +X1+ǫY −κ
for any ξ ∈ R. The implied constant depends only on ξ, σ, and ǫ.
Proof. Applying Lemma 4.7, we see that
S3 ≪ξ,σ,ǫ
{
exp(−(logX)2)Y c +XǫY −κ} ∑
K∈L±3 (X)
#
1.
Since |L±3 (X)#| ≤ |L±3 (X)| ≪ X , we obtain the desired result. 
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Proof of Proposition 2.4. Recall that∑′
K∈L±3 (X)
exp (iξL(σ, ρK)) =
∑′
K∈L±3 (X)
gξ(σ, ρK) = S1 + S2 + S3 + S4.
Combining Propositions 4.8, 4.9, and 4.10, we calculate it as
S1 + S2 + S3 + S4 =
C±
12ζ(3)
Xϕσ(ξ) +Oξ,σ,ǫ(X
8/9Y 3 +X1−D{σ−(1−δ)}Y c +X1+ǫY −κ).
Moreover, since |L±3 (X)| ∼ (C±/12ζ(3))X as X →∞, we obtain
(4.31)
1
|L±3 (X)|
∑′
K∈L±3 (X)
gξ(σ, ρK)− ϕσ(ξ)≪ X−1/9Y 3 +X−D{σ−(1−δ)}Y c +XǫY −κ.
We take Y = Xη, where η satisfies
0 < η < min
{
1
27
,
D
c
{σ − (1− δ)}
}
.
Next, we choose ǫ so that 0 < ǫ < ηκ. In this setting, all exponents in the right-hand side
of (4.31) are negative. Therefore, we finally conclude
lim
X→∞
1
|L±3 (X)|
∑′
K∈L±3 (X)
gξ(σ, ρK) = ϕσ(ξ)
as desired. 
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