Abstract. Convolutional neural networks (CNNs) have been widely used in computer vision, including low-and middle-level vision problems such as contour detection and image reconstruction. In this paper, we propose a novel fractalbased CNN model for the problem of complicated curve detection, providing a geometric interpretation of CNN-based image model leveraging local fractal analysis. Utilizing the notion of local self-similarity, we develop a local fractal model for images. A curve detector is designed based on the model, consisting of an orientation-adaptive filtering process to enhance the local response along a certain orientation. This is followed by a post-processing step to preserve local invariance of the fractal dimension of image. We show the iterative framework of such an adaptive filtering process can be re-instantiated approximately via a CNN model, the nonlinear processing layer of which preserves fractal dimension approximately and the convolution layer achieves orientation enhancement. We demonstrate our fractal-based CNN model on the challenging task for detecting complicated curves from the texture-like images depicting microstructures of materials obtained by atomic force microscopy (AFM).
Introduction
Human beings can easily identify visually-salient curves in an image. Endowing computers with similar capabilities is a classical problem of low-and middle-level computer vision. Curve detection is related to, but different from contour (or edge) detection. A contour detector [1, 2] aims to detect discontinuous boundaries between regular objects, which helps to segment image into semantic objects, as the BSDS [3] dataset shows. In contrast, a curve detector recognizes slim objects with diverse shapes directly, which focuses more on finding 1-D geometries in the image, as shown in Figs. 1(a) and 1(c).
Curve detection is meaningful for many practical applications, such as power line detection [4] , geological measurement [5] , and rigid body detection [6, 7] , etc. More recently, the curve detection technique is introduced into more interdisciplinary fields, e.g., biology, materials, and nanotechnology [8, 9, 10] . For the specific problem related to computational material science as studied in this paper, Fig. 1 material has a huge influence on its electronic properties, which is represented via the complex salient curves in the image, as Figs.1(c) shows. Quantification of these curves and structures from imaging tools enables material scientists and engineers to rationally design the microstructure to achieve the desired properties [11] . The new application above involves many challenges of curve detection. Firstly, the AFM has been applied to problems in a wide range of disciplines of the natural sciences, including solid state physics, semiconductor science and technology, polymer chemistry and physics, surface chemistry, molecular biology and medicine, etc, but the AFM images often suffer from heavy noise and low contrast, which has negative influences on curve detection. Secondly, the curves in the material AFM images are very complicated -dense curves with different shapes and orientations are distributed in the image randomly and have overlaps with each other, as Fig. 1(a) shows. Currently, detecting such chaotic curves relies on semi-automatic methods [11] , in which key points are selected manually and curves are estimated via active contour model and A* shortest path algorithm. Complicated human interaction reduces the efficiency of curve detection. How to detect curves in these texture-like images is still an important open problem ignored by the community of computer vision.
Technically, early works of curve detection mainly rely on simple thresholding [12] and diverse transformation techniques, e.g., Hough transformation [13] , Fourier transformation [14] , Gabor transformation [15] , and wavelets [16, 17] , etc. These methods essentially involve applying handcrafted filters to extract structural features for curves, which cannot robustly deal with the challenging texture-like images in our work. The recent developments of contour detection and image segmentation [3, 2] motivate us to explore learning-based solutions to our problem, especially the deep learning techniques. In fact, deep convolutional neural networks (CNNs), as one of the most popular data-driven machine learning techniques, have been applied to detect contours from images [1, 18, 19] , which is also applicable to detect curves.
While having potentials to attain high performance, the CNN-based methods are more difficult to interpret compared with handcrafted filter-based methods. Typically, for a CNN, the interpretations for its nonlinear layer, i.e., the rectifier linear unit (ReLU), and its output are often mysterious. Although, several efforts have been made to understand CNNs [20, 21, 22, 23, 24, 25] , for the specific and fundamental vision problem of curve detection, the physical meanings of different CNN modules are not fully comprehended.
Focusing on the challenges in both methodology and application, in this paper, we 1) explore a geometrical interpretation of CNN based on local fractal analysis of image; and 2) propose a fractal-based CNN (FCNN) for complicated curve detection. As Fig. 1(b) shows, we give a local fractal model of image and propose a curve detector under an iterative adaptive filtering framework. Specifically, in each iteration, we take patches of image as local fractals, and compute their fractal dimensions accordingly. A directional filter is designed adaptively for each patch of image according to the analysis of gradient field, and the filtering result is further enhanced via preserving fractal dimension. Inspired by the iterative filtering strategy in [26] , we apply the steps above repeatedly to obtain the features of curves, and detect curves via unsupervised or supervised methods. In particular, we demonstrate that such a pipeline can be implemented via a convolutional neural network, as shown in Fig. 1(d) . The CNN is interpretable from a geometrical viewpoint -the convolution layer of CNN corresponds to an oriented filter bank replacing orientation-adaptive filtering while the nonlinear layer approximately achieves the invariance of local fractal dimension. Their intra-structures are shown in Figs. 1(e) and 1(f). Applying backpropagation algorithm for supervised case and predefined parameters (filters) for unsupervised case, we achieve curve detection via the fractal-based CNN.
We test our method on a collected material AFM image dataset (will be released along with the source code) and compare it with existing curve detectors. Experimental results show that our method is promising in most situations, especially in the noisy and texture-like cases. Overall, the contributions of our work are mainly in three aspects:
-To the best of our knowledge, our work is the first attempt to combine fractal-based image model with convolutional neural networks. It is also perhaps the first time to interpret CNNs from a (fractal) geometry perspective.
-Our method connects traditional handcrafted filter-based curve detector with a CNN architecture. It establishes a bridge on the gap between filter-based curve detectors and learning-based especially CNN-based ones. This connection also allows us to instantiate a new predefined CNN that can work in an unsupervised setting, different from most of its peers known for their ravenous appetite for labeled data.
-We demonstrate a meaningful interdisciplinary application of our curve detector in computational material science. Additionally, a material AFM image dataset is collected and will be released with this paper for future public research.
Related Work
Curve Detection: As aforementioned, early curve detectors are based on diverse transformations. Besides the classical Hough transformation method [13] , the curvelet-based curve detector is proposed in [16] , which takes advantage of the directionality of curvelets. Similarly, applying another kind of directional wavelets called wave atoms, a scratch detector for movie restoration is proposed in [17] . Besides the directionality, the multiscale property of curve is considered via applying multiscale Fourier transformation [14] and Gabor transformation [15] , respectively. These methods principally apply the strategy of structural filtering -constructing a filter bank with various directional filters and detecting the local strong response to certain directions in the filtering results. Focusing on curve and line segment detection, currently, the parameterless fitting model proposed in [6, 7] achieves the state-of-the-art. Beyond these manually designed methods, the learning-based approaches become popular as a huge amount of labeled images become available [3, 27] . Focusing on contour detection, which can be viewed as a problem related to curve detection, a fast detector based on structured forests is trained in [2] . More recently, with the help of deep learning techniques, the CNN-based contour detectors are proposed in [19, 18, 1, 28] . These methods learn their parameters on a large dataset to obtain representative filters in convolution layers, and thus, have more powerful generalization ability to deal with challenging cases. Fractal Analysis: Many complex natural scenes can be modeled as fractals [29, 30] . In the field of computer vision, fractal analysis has been proven to be a useful tool for modeling textures. Taking textures as fractals, the work in [31] learns local fractal dimensions and lengths as features of textures. Similarly, the work in [32] learns the spectrum of fractal dimension as texture features via the box-counting method [33] . Both methods take advantage of the bi-Lipschitz invariance property of fractal dimension for texture classification, whose features are very robust to the deformation and scale changing of textures. It should be noted that the fractal model is not limited to analyze textures. Because the local self-similarity of image is often ubiquitous both within and across scales [34, 35] , natural images can also be modeled as fractals locally. Recently, the fractal model of natural image is applied to image super-resolution [36, 37] , where the local fractal analysis is used to enhance image gradient adaptively.
CNNs for Low-and Middle-level Vision: Convolutional neural networks, especially the deep CNNs, have been widely used to extract visual features from images, which have many successful applications, e.g., digits recognition [38] , texture classification [22] , object detection [39] . In these years, this useful tool has been introduced into many low-and middle-level vision problems, e.g., image reconstruction [40, 41] , super-resolution [42] , dynamic texture synthesis [43] , and contour detection mentioned above, and achieved encouraging results. For comprehending CNNs in depth, many attempts have been made. Many existing feature extraction methods have been proven to be equivalent to deep CNNs, like deformable part models in [23] and random forests in [25] . In contrast to the above methods under a probabilistic setting, a pre-trained deep learning model called scattering convolution network (SCN) is proposed in [21, 22, 44] . This model consists of hierarchical wavelet transformations and translation-invariant operators, which explains deep learning from the viewpoint of signal processing. 
Proposed Curve Detector
In this section, we introduce our fractal-based image model and show the derivation of local fractal dimension. According to the model, we propose an iterative curve detector combining fractal-based enhancement with adaptive filters, which preserves the invariance of local fractal dimension in the phase of feature extraction. Applying the proposed detector, we can obtain robust representation of curves step-by-step.
Fractal-based Image Model and Fractal Dimension Estimation
As shown in Fig. 2 , a typical fractal is set as follows: 1) transforming a geometry G to N analogues with scaling factor s; 2) applying the transformation infinitely on each analogue. The union of the analogues is a fractal, denoted as F. The fractal F is a "Mathematical monster" that is unmeasurable in the measure space of G. Therefore, the analysis of fractal is mainly based on the Hausdorff measure [29] , which gives rise to the concept of fractal dimension. The fractal dimension is involved by a power law of measurements across multiple scales. Specifically, there always exists a power law between the quantities N (as a measurement) and s, i.e., N ∝ 1 s D . Here D is defined as fractal dimension, which is larger than the topological dimension of F.
In our work, we focus on detecting curves in the image f (X), where X ⊂ R 2 is the union of the coordinates of pixels. Each coordinate of pixel is denoted as x ∈ X. We propose a fractal-based model for the image. Specifically, we model X as a union of local fractals, and image f (X) as (X, µ), where µ is a measurement supported on the fractal set X. According to the power law of measurements mentioned above, we have µ(B r (x)) ∝ (2r) D , where B r (x) is a ball centering at x with radius r and D is the fractal dimension of X. Here, we use the intensity of pixel f (X) as the measure µ directly, and the local fractal dimension at x is
where
is a Gaussian kernel defined as [32, 36] . σ is a predefined constant. " * " indicates the valid convolution. In practice, we estimate the local fractal dimension in (1) numerically by linear regression. Specifically, we calculate sample pairs {log r, log µ(B r (x))} r={1,2,...} by multiscale Gaussian filtering, and learn a linear model log µ(B r (x)) = D(x) log 2r + L(x) for all x ∈ X according to (1) .
is the value of measurement µ in the unit ball (2r = 1), which is interpreted as the Ddimensional fractal length in [31] . Algorithm 1 gives the scheme of fractal dimension estimation.
Algorithm 1 Fractal Dimension Estimation 1: Input: f (X), pre-defined σ, the number of scales R. 2: Output: Fractal dimension D(X). 3: For r ∈ {1, ..., R}, perform a convolution of f (X) with Gr to get µ(Br(x)) for each x.
Fractal dimension contains important structural information of image. For detecting structures, e.g., curves in images, robustly, we should preserve fractal dimension from changing after feature extraction. A significant property of fractal dimension is its invariance to bi-Lipschitz transform.
The proof is shown in the appendix section. The theorem claims that the fractal dimension of image should be invariant to geometric transformations and deformations of image. Unfortunately, the invariance does not hold after filtering processes. According to (1), we can find that the fractal dimension is not unique, whose value depends on the choice of measurement µ. The filtering processes actually change the measurement µ of fractal X, rather than the fractal itself. As a result, we cannot find a filter ensuring the fractal dimension of filtering result to be exactly same with that of original image.
Although filtering processes inevitably change fractal dimension, it is possible to find an adaptive filter suppressing the expected change between original fractal dimension and filtered one. Denote the proposed filter as F , the measurement and the fractal dimension of filtering result as µ F , D F , respectively. According to (1), we have
where E(·) computes the expectation of random variable. Obviously, to minimize the expected change between D(x) and D F (x), the expectation of the filter should be as close to impulse function δ(x) as possible. Motivated by the analysis above, we propose the following adaptive fractal dimension-preserved filters, whose algorithmic scheme is illustrated in Fig. 1(b) .
Curve Detection via Iterative Adaptive Filtering
Orientation-adaptive Filtering: Like existing works, the proposed filters should have strong capabilities of describing local orientations of curves. Following [45] , we com-
Here G is a Gaussian filter, |B| is the cardinality of the neighborhood, ∇ h (∇ v ) is partial differential operator along horizontal (vertical) direction, and vec(·) formulates input as a vector. The eigenvector corresponding to the largest eigenvalue of
Obviously, the filter is normalized and only has responses to the pixels along the strongest orientation. Therefore the filtering result at x is f F (x) = F θ * f (B(x)).
The proposed oriented filters satisfy the following proposition:
If the distribution of pixel's orientation is uniform, then the expectation value of the filters in (3) is an impulse function δ(x), where
The proof is given in the appendix section. Fig. 3 visualizes several typical oriented filters and their mean in the right most, which further verifies the proposition. Recalling (2), we can find that the proposition indicates that the proposed adaptive filters {F θ } tend to preserve the expected value of fractal dimension after filtering. } are shown from left to right. The last one is the average of the filters. It is an estimation of E(F ), which is close to an impulse function.
Preserving Fractal Dimension: For further suppressing the change of local fractal dimension, we apply a post-processing after obtaining filtering result f F (X). For each pixel x, although the fractal dimension D F (x) with the measurement µ F (B r (x)) is not equal to the original D(x) with µ(B r (x)), we can apply a transformation T to µ F (B r (x)), such that the fractal dimension with the new measurement T (µ F (B r (x))), denoted as D T •F (x), is equal to D(x). According to the definition of fractal dimension in (1) and the relationship log µ(B r (x)) = D log 2r + L given by Algorithm 1, the proposed transformation T = (·) α , where α =
According
Here the term x) ) preserves the energy of filtering result, which merely changes fractal length.
Proposed Curve Detector: Taking the adaptive fractal dimension-preserved filter as a tool for extracting features of curves, we propose an iterative algorithmic framework for detecting curves. As Fig. 1 shows, the orientation-adaptive filtering and the following post-processes are applied iteratively, and the features corresponding to curves are extracted accordingly. Fig. 4 illustrates the enlarged output in each iteration. We can find that the pixels corresponding to curves are more and more discriminative. When the labels of curves are available, we learn the curve detector as a binary classifier with the help of logistic regression. Sampling the final filtering result into patches with overlaps, we learn the parameters of the sigmoid function. On the contrary, if the labels are unavailable, we simply apply a threshold [12] to convert the filtering result to a binary image. 
CNN-based Re-instantiation
In this section, we will show that the curve detector introduced in the previous section can be re-instantiated via a convolutional neural network, as Fig. 1(d) shows. The convolution layer can be explained as a structural filter bank and the nonlinear layer preserves local fractal dimensions approximately.
Convolution Layer
Our orientation-adaptive filters actually can be implemented via an oriented filter bank. Specifically, the filtering process can be rewritten as
where F = {F θ } is the stack of all oriented filters. max(·) only preserves the filtering result having the maximum response.
Nonlinear Layer
Focusing on curve detection, the proposed fractal dimension preserving process can also be approximated via the following nonlinear process:
Here the normalization term is implemented via a convolution, where M is an all-one filter, which sums the intensities in the neighborhood B(x) for each x. A rectified linear unit (ReLU, max(·, 0)) is applied to the filtering result for guaranteeing the nonnegativity. This operator is applied when the filters of the CNN are trained from data. It is unnecessary when using our pre-trained oriented filter because the filtering result is always nonnegative. Instead from the viewpoint of neuroscience, we explain the ReLU operator based on fractal analysis. It ensures the filtering result to be a valid measurement (as the measurement used in the box-counting method [33, 32] ): A valid measurement µ defined on the set X satisfies nonnegativity µ(X) ≥ 0, countable additivity µ(∪ ∞ k=1 X i ) = ∞ k=1 µ(X i ), and null empty set µ(∅) = 0 simultaneously, where X ⊂ X. The null empty set is satisfied by our filtering result naturally while the ReLU operator guarantees the nonnegativity and countable additivity of filtering result even if the trained filter generates negative outputs.
Additionally, the transformation operator (·) D D F is replaced via a square operator. This approximation is reasonable for the problem of curve detection. On one hand, we model the coordinates of image X as a set of fractals, whose fractal dimension must be in the interval [2, 2 + 1 ], where 2 is the topology dimension of 2D geometry, and 0 ≤ 1 < 1 because the fractal dimension of a fractal generated from a 2D geometry via 2D transformation cannot reach to 3. On the other hand, the filtering result shown in Fig. 4 provides us with an explicit representation of curves. Here we can also model the curves as a set of fractals with fractal dimension in the interval [1, 1 + 2 ), where 1 is the topology dimension of curve (1D geometry) and 0 ≤ 2 < 1. Based on the fractalbased model, we have
, 2 + 1 ). Therefore, when 1 and 2 are small, we can estimate
As a result, the convolution layer and nonlinear layer of our fractal-based CNN (FCNN) can be implemented via the architecture shown in Figs. 1(e) and 1(f) . When the labels of curves are available, we can also add a sigmoid layer to the end of the CNN and train the model via traditional backpropagation algorithm. When the training data is not available, we just use the predefined oriented filter bank and set a threshold for the final output. In contrast to many CNN models with a disadvantage of their ravenous appetite for labeled training, we believe the adaptability for unlabeled data of our method is perhaps due to the fact that we instantiate our tailored CNN from the fractal-based geometry perspective. The proposed curve detection algorithm is shown in Algorithm 2.
Algorithm 2 Fractal-based CNN for Curve Detection 1: Input: Image f (X), Filter bank F , the number of layer N . 2: Output: Binary map b(X) corresponding to curves. 3: For n = 1, ..., N , obtain fT •F (X) from f (X) via (6,7), and set f (X) = fT •F (X). 4: Unsupervised: b(X) = binary(f (X)). 5: Supervised: b(X) = sigmoid(β P ). β is learned parameters, P are patch matrix of f (X).
Further Comparisons and Analysis
We compare our FCNN model (see Fig. 1(d) ) with our iterative adaptive filtering algorithm (see Fig. 1(b) ) and existing CNN models: FCNN v.s. Iterative Adaptive Filter: The proposed FCNN can be viewed as a fast implementation of the iterative adaptive filtering algorithm in section 3.2. Firstly, the orientation-adaptive filtering is approximately achieved by an oriented filter bank. The orientation of filter θ is no longer computed from the eigenvector of the local gradient matrix, but sampled uniformly from the interval [0, π] (as Fig. 3 shows) . Although such an approximation reduces the accuracy of the description of orientation, it accelerates the filtering process greatly -instead of doing eigen-decomposition for each pixel, we just need to perform several convolutions of images. Secondly, the ratio between the fractal dimension and the original one is replaced by a fixed value, such that we do not need to apply Algorithm 1 to estimate fractal dimension. As a result, the computational complexity of adaptive filtering is O(|X||B| 3 + |X|R 3 ) in each iteration, where the first term corresponds to orientation-adaptive filtering and the second term corresponds to fractal dimension estimation, while the FCNN is at most O(|X||B|) in each layer. The acceleration is further verified in the following experiments. FCNN v.s. Scattering Convolution Network: To our FCNN model, the most related work might be the scattering convolution network (SCN) in [22, 44, 46] . Similar to our work, SCNs also use predefined filters, i.e., Morlet wavelets, in the network. It means that similar to SCN, our FCNN can be used as a predefined model for features extraction and unsupervised learning when labels are not available. However, there are several important differences between our FCNN model and SCNs. Firstly, SCNs aim to extract discriminative features from images for recognition and classification, while our FCNN model focuses on low-and middle-level vision problems, i.e., curve detection. Secondly, the nonlinear layer of SCN applies multiple nonlinear operators to enhance the invariance of feature to geometric transformation. For example, the absolute operator | · | is applied to achieve translation invariance. In our work, the nonlinear layer aims to keep the fractal dimension from changing such that the local structural information of image will be preserved. The geometric invariance of feature is not our goal. Finally, different from wavelet transformation, FCNNs do not down-sample filtering result (i.e., pooling operation). FCNN v.s. other CNNs: Compared with other CNNs, our FCNN model also has many distinctions. Firstly, only are 2D convolutions applied in our model. Given the stacked images generated via our filter bank, we preserve the maximum response directly, rather than apply pooling and 3D convolutions. Such a difference implies that our model contains much fewer parameters than other CNNs and merely occupies limited storage. Secondly, our FCNN model is established based on local fractal analysis of image, which is suitable for curve detection. Each of its modules can be well-interpreted. As a result, the selection of hyper-parameters, e.g., the number of filters, α in (4), can be guided according to the fractal-based image model. On the contrary, however, there still is often an absence of a sound theory behind the traditional CNNs even if focusing on a specific vision problem, and the selection of its hyper-parameters is rather empirical.
Limitations: Differing from previous CNNs, our FCNN model is based on local fractal analysis of image. This fact implies that our model takes more attention to capture the local structural information of image, rather than the semantic meanings hidden in the image. As a result, our FCNN model in this paper might has limited capabilities of learning features for high-level vision problems. In this regard, our approach is suited to the material AFM images as studied in the paper.
Experiments

Implementation Details
We test our FCNN-based curve detector with the original iterative adaptive filter-based detector (IAF) in both unsupervised and supervised cases. Specifically, we consider these two detectors with thresholding-based binary processing (BP) and logistic regression (LR) as the last layer, respectively. Therefore, the proposed methods include IAF+BP, IAF+LR, FCNN+BP, and FCNN+LR. Both IAF and FCNN are implemented via MATLAB. The iteration number of IAF is set to be 7, so the depth of FCNN is 14. The size of filters used in IAF and FCNN is 9 × 9, and the number of oriented filters used in FCNN is 30, as shown in Fig. 3 . In the supervised case, 40, 000 patches with size 9×9 are sampled from the output images of IAF or FCNN to training parameters of the sigmoid layer. A half of training patches whose central pixels correspond to curves are labeled as positive samples, while the rest patches are negative ones. For further demonstrating the superiority of our method, we consider the following competitors:
Basic image processing: the direct binary processing via thresholding intensity (BPI), the binary processing after edge-preserved filtering, e.g., guided filtering [47] (FBPI), and the state-of-the-art curve and line segment detector (ELSD) in [7] . The hyperparameters of the ELSD is set as default values.
Learning-based methods: the simple logistic regression LR and the classical CNN so-called LeNet [38] are trained according to patches of image and labels of curves. Specifically, the logistic regression is trained by 40, 000 patches with size 9 × 9 sampled randomly from training images. The training samples of the LeNet is also 40, 000 patches of images, the only difference is that the size of the patches is 28 × 28. In the testing phase, each patch of testing image will be classified and its label will be used as the corresponding pixel value of final binary map.
Collected AFM image dataset: The images in this study are 40 atomic force microscopy (AFM) phase images of nano-fibers. Each image is taken in tapping mode at a 10 µm and with size 512 × 512. Generally, the images are noisy and low-contrast. The ground truth of curves are extracted by a semi-automatic tool called FiberApp [11] . The tool requires user's identification of fibers' endpoints and utilizes a combination of active contours and the A* shortest path algorithm for backbone fitting. Similar to contour detection [3, 27, 2] , we use the standard metrics to evaluate results for various curve detectors, including the optimal F-score with fixed threshold (ODS), the optimal F-score with per-image best threshold (OIS), and average precision (AP). Additionally, the speed of our FCNN-based method (runtime per image) is investigated as well. Table 1 gives comparison results for various methods, and Fig. 5 visualizes some typical results. We can find that:
Comparison Results
The intensity of the material image provides important information for detecting curves. The results of BPI shows that purely replying on the intensity of raw data still achieves reasonable detection results to some degree. However, to our surprise, after applying edge-preserving filtering, the results based on filtered images degrade a little. It might due to the heavy noise and low contrast in the images, which leads to unreliable filtering results -some curves are smoothed and the structural information are lost.
Essentially, ELSD aims to detect line segments and ellipse curves of rigid bodies in natural images. In our case, however, the curves of nanofibers are much more complex, which are not ideal lines or curves. As a result, although the precision of ELSD is too low, which means that lots of curves are not detected, and accordingly, the ODS and OIS are very low as well. Note that we also test ELSD with various configurations of hyperparameters, but the results are not improved. Therefore, ELSD seems unsuitable for detecting complicated curves in our case.
The learning-based approaches, i.e., LR and LeNet, achieve at least comparable results to basic image processing methods. Specifically, the ODS and OIS of LR are slightly lower than those of BPI and FBPI, but its precision is much better than that of them. It means that more curves are detected successfully while a little more noncurve pixels are detected wrongly. The LeNet, on the other hand, obtains better results than BPI and FBPI on all three measurements. These results prove that learning-based approaches can improve curve detection results even if the training samples are noisy, and we believe they can achieve better results with the increase of training samples.
The proposed methods based on iterative adaptive filtering and its FCNN-based implementation achieve the best results on the collected material AFM image dataset. It should be noted that although FCNN can be viewed as an implementation of IAF, it outperforms IAF -among these methods, FCNN+LR is the best on ODS and OIS while the FCNN+BP is the best on AP. A potential explanation for this interesting phenomenon might be that IAF is more sensitive to the noise in the image. Specifically, the flexibility of IAF on selecting orientation might be a "double-edged sword". Heavy noise in the image would lead to bad estimate of filter's orientation and have negative influences on filtering results. The FCNN, however, uses a predefined oriented filter bank. The limited options of orientations help to suppress the influence of noise. Additionally, without patch-based fractal dimension estimation and eigen-decomposition, the proposed FCNN method accelerates IAF obviously, which verifies the computational complexity discussed in previous section.
Compared with BPI and FBPI, our IAF+BP and FCNN+BP use our proposed methods as a pre-processing of images and obtain more representative representation of curves. Similarly, our IAF+LR and FCNN+LR can also be viewed as an extension of LR. Experimental results show that using proposed methods as a pre-processing or feature extraction method of images, the performance can be improved greatly.
The visualization results further verify the superiority of our methods. In Fig. 5 , each subfigure shows enlarged image, ground truth, and the detection results of various methods. We can find that the basic image processing methods, i.e., BPI, FBPI, ELSD, cannot deal with these noisy and texture-like images. The detection results of BPI and FBPI contain may broken segments and isolated points, which cannot represent curves. What is worse, these methods are not robust to the local change of intensity. When the mean of intensity in various local regions has large changes, these methods generally fail, as Figs. 5(a) and 5(b) show. ELSD fails to detect most of curves. Only some line segments appear in its detection results. In our opinion, it is more suitable for detecting clear lines and curves of regular rigid bodies. The learning-based approaches achieve much better results than previous methods and are robust to the changes of local intensity. For LR and LeNet, most of curves are detected correctly. Although some isolated points and broken segments appear in their results, the number of these artifacts is much smaller than those in BPI and FBPI. Our method, FCNN+LR, achieves the best visual effects: fewer artifacts and more complete curves appear in our results.
Conclusions
In this paper, we propose a novel curve detector based on a fractal-based CNN. Taking an image as a union of local fractals with intensity-based measurement, we combine orientation-adaptive filters with fractal dimension preserving processes, and propose an iterative framework to extract local features for curves. We further reinterpret and implement our model by a CNN architecture, which generates geometric insights to the CNN based models in general. Our work is the first attempt to combining fractalbased image model with neural networks. It achieves encouraging results of curve detection, especially for texture-like noisy images. Our approach can be utilized as a preprocessing step or feature extraction method for images. We will combine our work with other existing models and learning methods in the future. Additionally, focusing on the limitations of our FCNN model mentioned before, we plan to explore the potentials of FCNN in high-level vision problems, e.g., object recognition and detection. Recall the relationship that log µ(B r (x)) = D log 2r + L. The following condition holds for all r's:
which implies D g = D and L − D log c 2 ≤ L g ≤ L − D log c 1 .
Proof of Proposition 1
Proof. According to the assumption, the expectation of the filters in (3) is
For each element F θ (r, φ), when r = 0, we have When r > |B|, E θ (F θ (r, φ)) = 0. In summary, E θ (F θ ) is the proposed impulse function. 
