INTRODUCTION
In their paper "Role of optics in the accuracy of depthfrom-defocus systems" [1] the authors Blayvas, Kimmel, and Rivlin (abbreviated as BKR in the following) discuss the effect of optics on the depth reconstruction accuracy. To this end they consider the influence of three effects on the imagery: defocus, diffraction, and pixel size, while aberrations of the optical system are not included in their approach. The point-spread function of the optical system is treated as the result from a repeated convolution according to the three reasons for blur. To derive their main result for the minimum detectable object distance variation, the authors switch from the spatial to the Fourier domain. By inspection of characteristic frequencies they arrive at the following [their Eq. (15)]:
where the (positive) object distance is denoted by L, the focal length of the lens by f, the (square) pixel size by ⌬x, the wavelength by , and the F number of the system by F / #, where BKR use the letter F only. The purpose of this comment is threefold: (1) to provide an alternative derivation in the spatial domain with a similar result by applying the familiar depth of field formula, (2) to mention some unclarities in the paper of BKR, and (3) to review the results and the topic of aberrations.
ALTERNATIVE DERIVATION IN THE SPATIAL DOMAIN
In the field of photographic lenses the depth of field is described by the largest acceptable distances L ± for a given object distance L. These distances depend on the focal length, the F number of the system, and especially on the diameter of the blur circle dЈ in the image as follows:
͑2͒
This result may be derived from standard geometric optical arguments as given, e.g., by Smith [2] . Here we are not interested in the maximum depth of field but in the smallest detectable difference. Therefore only cases close to focus are considered, where the values of L ± are close to L. Hence, we apply a Taylor expansion with regard to ͑F / #͉͒f − L͉dЈ / f 2 and get the following approximation:
͑3͒
A depth shift in object space is given by the difference
Introducing this difference we arrive at the expression
In addition, this result is valid for macrolenses where the object distance and the focal length are of similar magnitude. Assuming, however, as BKR did, an object distance far greater than the focal length of the lens, L f, we are led to a result that is quite similar to the one given by BKR in their Eq. (15):
The minimal detectable depth ⌬L is proportional to the squared object distance and to the F number of the system and is proportional to the inverse of the squared focal length. These functional relations are identical to the result of BKR. However, the blur circle diameter should be related somehow to the outcome of BKR. It is easy to introduce an effective blur circle diameter d eff Ј and identify this diameter with the square bracket in Eq. (1). However, to establish this relation we first have to review the outcome of BKR.
UNCLARITIES IN THE BKR APPROACH
To estimate the effect of pixel size, defocus blur, and diffraction on the image in Fourier space, the Fourier transforms of a quadratic pixel of length ⌬x and a circular disc of semidiameter r d are considered by BKR. The effect of diffraction is included by the modulation transfer function (MTF) of a diffraction-limited system with a circular aperture and a given F / #. All three functions have a characteristic frequency in Fourier space, denoted by (related to pixel size), (related to defocus), and (related to diffraction). The defocus blur becomes detectable, according to the reasoning of BKR, when ͑⌬L͒ Ϸ min͑ , ͒, ͑6͒
assuming that the object itself contains high enough frequencies. The dependence of on ⌬L is denoted explicitly. Once the characteristic frequencies are determined in terms of system parameters, Eq. (13) of BKR can be exploited to calculate the object shift at which the defocus blur becomes detectable:
͑7͒
Just above their Eq. (14), BKR apply the following relations to evaluate their result in terms of system parameters:
and arrive at
Since BKR do not give an explicit definition of what they call "characteristic frequencies," the interpretation of these frequencies is not easy.
However, aside from the question of defining a characteristic frequency, the cutoff frequency of a diffractionlimited system is clearly defined and well known to be only half the magnitude of the one introduced by BKR, namely 1 / ͓͑F / #͔͒; see, e.g., chap. 11 of Smith [2] . Also, the Fourier transform of the sampling function is the normalized sinc function, sin͑⌬x͒ / ͑⌬x͒, leading to a cutoff frequency of =1/⌬x. Both characteristic frequencies introduced by BKR are therefore too high by a factor of 2 in comparison with the related cutoff frequencies.
Furthermore, the value of is calculated by BKR from the condition that the argument of the Bessel function J 1 equals 1. It is difficult to understand why a condition different from the choice of the first zero, which again would correspond to the cutoff frequency, is applied by BKR in this case. Their procedure seems not to be consistent.
Continuing instead with the criterion of the first zero, the argument of the Bessel function should be x = 3.832 (we exclude the zero at the origin for obvious reasons). In the last expression of Eq. (5) in the original paper of BKR a factor of 2 is lacking in the denominator. This factor passes to the argument of the Bessel function and is absent there as well.
The modifications according to these facts lead us to the following relations:
The modified version of condition (7) then reads
and we are led to the modified final result:
Obviously, this result differs by a factor of 1.22/ ͑4͒, which is pretty close to an order of magnitude from the original outcome of BKR. If this result is accepted as a reference we can introduce the following effective blur diameter by comparing Eqs. (5) and (13):
DISCUSSION
When the modified version is compared with the experimental data, given by BKR in Table 1 , a much better agreement is achieved. The discrepancies are reduced roughly by a factor of 3. The result from Ref. 20 in Table  1 , which is a clear outlier, is excluded from our considerations because it is difficult to judge on this specific result. Empirically, the introduction of a factor 1 / 2 in L min would produce an even nicer agreement with experimental data. Clearly, a factor of 1 / 2 is included in the uncertainties inherent in such a rough estimation as given above. This argument applies to the approach in spatial and Fourier domain equally. As a side issue I would like to mention that the limits presented by BKR in Table 1 are all due to the pixel-size parameter. In other words, the systems under consideration are sensor limited.
Most optical systems suffer from aberrations, and in many cases information on these aberrations is not easily available. However, if data are at hand, these aberrations are in most cases either described by their effect on the MTF of the system or by their effect on the point-spread function. In both cases the influence of aberrations on the depth reconstruction accuracy can be estimated. For the degraded MTF an effective cutoff frequency might be introduced. A typical threshold value for the contrast, e.g., of 5%, might help to identify the effective cutoff frequency. The inverse of this quantity will replace the value of ͑F / #͒ in Eq. (13). On the other hand, with regard to the spatial domain, the aberrated point-spread function can be described by a characteristic width. If this quantity, which may be interpreted as an effective pixel size, is larger than the pixel size ⌬x, it will replace ⌬x in Eq. (13). Therefore the effect of aberrations on the accuracy of depth from defocus systems can be included in both approaches.
