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Abstract
Recent progress in the deep learning-based models has improved photo-realistic (or perceptual) single-image super-
resolution significantly. However, despite their powerful performance, many models are difficult to apply to the real-
world applications because of the heavy computational requirements. To facilitate the use of a deep learning model
under such demands, we focus on keeping the model fast and lightweight while maintaining its performance. In detail,
we design an architecture that implements a cascading mechanism on a residual network to boost the performance with
limited resources via multi-level feature fusion. Moreover, we adopt group convolution and weight-tying for our proposed
model in order to achieve extreme efficiency. In addition to our network, we use the adversarial learning paradigm and
a multi-scale discriminator approach. By doing so, we show that the performances of the proposed models surpass those
of the recent methods, which have a complexity similar to ours, for both traditional pixel-based and perception-based
tasks. To verify the effectiveness of our models, we investigate through extensive internal experiments and benchmark
using various datasets.
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1. Introduction
Image super-resolution (SR) is a longstanding computer
vision task that can be widely used in numerous applica-
tions. It focuses on recovering a high-resolution (HR) im-
age from low-resolution (LR) images. In particular, single-
image super-resolution (SISR) performs SR using a single
LR image. Since the SISR problem is a many-to-one map-
ping, constructing an effective SISR algorithm is a chal-
lenging task. In spite of the difficulties, SISR has been
actively studied because it can potentially be applied to a
variety of services. Recently, deep learning-based methods
have shown prominent performance on this task [1, 2, 3].
The major trend of these algorithms is not only stacking
more layers to their models [2, 4] but also designing and
assembling internal blocks and network topologies [5, 6, 7]
to achieve more accurate results.
Even though SR performance continues to improve,
there still exists a gap between the quantitative scores and
human-perceived judgment. Various methods adopt pixel-
based (or distortion-based) subjective error functions, such
as mean squared error (MSE) or L1 loss, to train the SR
networks. Minimizing such objectives leads to high peak
signal-to-noise ratio (PSNR) score, which is a commonly
used quantity measure in the SR community. However, the
ability to restore the high-frequency details in such cases
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Email address: kasohn@ajou.ac.kr (Kyung-Ah Sohn)
is limited, since pixel-based error functions only capture
the difference between two images pixel-wise. Moreover,
they often result in blurry output image, thus usually dis-
agreeing with the subjective evaluation scores given by hu-
man judges. To address such shortcomings, several deep
learning-based methods optimize their networks in a per-
ceptual manner to improve human-visual quality. Starting
with SRGAN [8], most of the models that aim for good
perceptual quality employ the generative adversarial net-
work (GAN) [9] paradigm and perceptual loss [10]. ESR-
GAN [11] achieves the best perceptual quality by consid-
ering generator and discriminator simultaneously.
Although deep learning-based algorithms increase the
quality of the SR images significantly, using these mod-
els for the real-world scenarios is another challenge.
There are many cases that require not only performance
but also efficiency, such as streaming services or mo-
bile platform-based applications. However, the recently-
proposed EPSR [12] and ESRGAN [11] use more than 50
convolutional layers, which can be computationally heavy
on mobile devices. From this point of view, it is impor-
tant to design a lightweight model that can handle such
demands.
Several works make efforts to design a lean SR model
by reducing the number of parameters. One of the most
simple and effective approaches is to construct the net-
work in a recursive manner. However, even though mod-
els with recursive structures [5] show good performance
and efficiency in terms of the parameters, they have two
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Figure 1: Network architecture. (top) Generator network. This network consists of cascading blocks and upsample blocks. (bottom)
Discriminator network with corresponding kernel size (k), number of feature map (n) and stride (s) indicated for each convolution layer.
downsides: 1) They first upsample the input image before
feeding it to the CNN model, and 2) they increase the
depth or the width of the network to compensate for the
performance loss caused by the use of a recursive network.
These characteristics enable the model to maintain the de-
tails of the images when reconstructed, but at the expense
of the increased number of operations and inference time.
However, as mentioned earlier, the number of opera-
tions is also an important factor to consider in real-world
demands. For the SR systems that operate on mobile de-
vices, the execution speed also plays an important role
from a user-experience perspective. Especially the bat-
tery capacity, which is heavily dependent on the amount
of computation performed, becomes a major problem. In
this respect, reducing the number of operations is a chal-
lenging and necessary step that has largely been ignored
until now. A relevant practical scenario can be found in
video streaming services. The demand for streaming me-
dia has skyrocketed, and hence large storage for massive
multimedia data are required. It is therefore imperative
to compress data using lossy compression techniques be-
fore storing. Then, an SR technique can be applied to
restore the data to the original resolution. However, be-
cause latency is the most critical factor in such services,
the decompression process has to be performed in near-
real-time. To do so, it is essential to make the SR methods
lightweight in terms of the number of operations in order
to satisfy timing constraints.
To handle these requirements and improve the recent
models, we propose a photo-realistic cascading residual
network (PCARN), which is an extended version of our
preliminary work [13]. Following the ESPCN [14], the
PCARN takes the LR images and computes the HR coun-
terparts as the output of the network. Based on this archi-
tecture, we introduce a cascading mechanism at both the
local and the global levels to incorporate the features from
multiple layers. It has the effect of reflecting various levels
of input representations in order to receive more informa-
tion that can be used in the restoration process. Besides,
we adopt the adversarial training to our cascading residual
network. To do that, we set the cascading residual network
as generator and add discriminator network which distin-
guish whether the input images are from HR or SR set as
shown in Fig. 1. Additionally, we also enhance discrimina-
tor to make the model generating images with high percep-
tion using a multi-scale discriminator strategy rather than
using standard discriminator. The multi-scale discrimina-
tor consists of multiple networks, where each network is
in charge of handling a certain scale. It makes the gen-
erator and discriminator improve the ability to preserve
the details by taking into account both the coarse and
fine textures. Furthermore, as in our prior work [13], we
build the PCARN-M (mobile) to allow the users to tune
the trade-off between the performance and the heaviness of
the model. It is implemented by using the efficient residual
block (EResidual) and recursive network scheme.
In summary, our contributions are as follows: 1) We
propose PCARN, a neural network model based on novel
cascading modules that can effectively boost the perfor-
mance via multi-level representation and multiple short-
cut connections. 2) With GAN-based learning and a
multi-scale discriminator, our model can capture fine de-
tails effectively. 3) We also propose PCARN-M for effi-
cient SR by combining the efficient residual block and the
recursive network scheme. Experimental results demon-
strate that our method is substantially faster and more
lightweight than the recent deep learning-based methods
for both distortion- and perceptual-based tasks.
2. Related Work
Single-image super-resolution has been extensively stud-
ied in the literature. Here, we first focus on the deep
learning-based SR models in Sec. 2.1. In Sec. 2.2, we
2
discuss recent studies to make a photo-realistic super-
resolution model that has attracted increasing interest re-
cently. Finally, we briefly review the model compression
approaches in Sec. 2.3.
2.1. Deep Learning-based SR
Recently, the performance of the SR has been greatly
improved with powerful capabilities of the deep learning-
based methods. As a pioneer work, Dong et al. [1] propose
a deep learning-based model SRCNN that works much bet-
ter than the traditional algorithms. However, SRCNN re-
quires large computation resources compared to its depth,
since the model takes upsampled images as input. On the
other hand, FSRCNN [15] and ESPCN [14] take LR im-
ages as inputs and upsample the output at the end of the
network. This strategy reduces the computation substan-
tially compared to the early-upsample scheme. However,
the performance could be degraded since most of the re-
covering processes are done in the LR space. Another is-
sue is that it is tricky to apply the multi-scale training
technique [2] because of the resolution-mismatch problem
between the input images across the different scale factors.
An additional shortcoming of the aforementioned meth-
ods is that they only use a few convolutional layers because
of training instability. To tackle this issue, VDSR [2] in-
troduces global residual learning and shows significant im-
provement over the previous methods by using 20 convo-
lutional layers. The global residual learning maps the LR
image x to its residual image r. Then, it produces the
SR image y by adding the residual back into the origi-
nal, i.e., y = x+ r. This paradigm facilitates training a
deep model with fast and stable convergence. Another
approach is progressive upsampling [3, 16, 17], which up-
samples the intermediary features periodically to restore
the image details gradually. By doing so, those methods
effectively perform SR on extremely low-resolution cases
compared to the one-stage upsampling manner.
One issue of applying a deep learning-based method is
the efficiency of the model. That is, there is a problematic
increase in the size of the model. To address this concern,
most of the previous studies aim to build a lightweight
model in terms of the number of parameters. For example,
DRCN [5] uses a recursive network to reduce the number
of parameters so that the model training is much easier
even with small-sized data. Similarly, MemNet [18] uses
recursive units in the memory block to boost the perfor-
mance with only a small number of parameters. This idea
is applied to the progressive model as well: The MSLap-
SRN [19] improves LapSRN [3] by tying the parameters of
each feature-embedding blocks and results in performance
superior to that of the LapSRN.
However, many of the parameter-efficient methods use
very deep networks to compensate for degraded perfor-
mance caused by the use of the recursive scheme and thus
require heavy computing resources. On the other hand,
we aim to build a model that is lightweight in both size
and computational aspect.
2.2. Photo-realistic SR
Generally, deep learning-based SR models are trained
using pixel-based (or distortion-based) loss functions (e.g.,
MSE or L1 loss). The network with these objectives can
be optimized easily, but it tends to create blurry arti-
facts and fails to recover the details such as object edges.
This characteristic can be problematic since a human can
judge the absence of high-frequency information effort-
lessly [8]. Hence, to overcome the inherent issue of us-
ing distortion-based losses, a generative adversarial net-
work [9] has been adopted to the SR field [8] recently. By
doing so, GAN-based methods show promising results in
preserving human-perceptive quality. However, since us-
ing only an adversarial loss makes the training process un-
stable, most of the GAN-based models are trained with
the addition of pixel losses. To overcome the inherent
problems of pixel losses, Johnson et al. [10] introduces the
perceptual loss that calculates the distance between the
embedded features of two images.
Besides the SRGAN, many recent works [20, 21, 11] try
to improve the perceptual quality. The ENet [20] and
TSRN [21] adopt texture-matching loss [22] in combina-
tion with an adversarial training and perceptual losses.
Texture-matching loss was originally used in the texture
synthesis problem. Given a target texture image, it gener-
ates the output image by iteratively matching the statis-
tics extracted from a pretrained network to the target tex-
ture. By using texture information in the SR problem,
the model can produce more realistic textures and reduce
artifacts. On the other hand, ESRGAN [11] improves the
SRGAN in a different direction. Internally, ESRGAN re-
places standard residual units with the residual-in-residual
dense block (RRDB) inspired by the SRDenseNet [6] and
RDN [7]. Then, it adds the relative discriminator loss [23]
to increase the visual quality. However, perceptually-
oriented models are not suitable for real world applications
despite their high performances. On the contrary, our pro-
posed models create photo-realistic images with a reason-
able amount of computation in order to suit the real-world
demands.
In photo-realistic SR task, measuring the quality of the
resulting image is a major issue. There are many stud-
ies that propose distortion-based metrics for the image
quality assessment [24]. But these works do not always
reflect the visual quality, and some metrics often contra-
dict human judgment [8]. For example, Blau and Michaeli
[25] study the trade-off between the average distortion and
perceptual quality. Considering the trade-off, we mainly
use NIMA [26] and LPIPS [27] perceptual quality metrics
as our benchmark test. NIMA is a newly proposed met-
ric that predicts the distribution of human opinion scores
using a deep learning model. It makes the assessment
non-referencially, where all the evaluation is done without
ground-truth images. The LPIPS measures the perceptual
quality by using the distance between two deep features
generated by the pretrained network. Upon the pretrained
network, they add an extra linear layer and fine-tune it to
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the human perceptual dataset. In our experiments, we
use a fine-tuned AlexNet (linear version 0.1) [28] as the
pretrained network needed to compute these measures..
2.3. Efficient Neural Network
There has been rising interest in building a small and
efficient network [29, 30, 31]. These approaches can be
categorized into three groups: 1) Compressing pretrained
networks using pruning or quantizing techniques, 2) trans-
ferring knowledge of a deep model to a shallow one, and
3) designing small but efficient models. In this section,
we summarize the latter category, which aims to build a
lean neural network in terms of design engineering, as it
matches our approach most closely.
Iandola et al. [32] introduces SqueezeNet to build a
parameter-efficient architecture based on the AlexNet [28].
By doing so, they achieve comparable performance level
with 50× fewer parameters than the baseline model. Un-
like the SqueezeNet, MobileNet [30] aims to decrease the
number of operations in order to reduce the inference run-
time. This model decomposes the standard convolution
to 1×1 and depthwise separable convolutions used in the
previous studies [33]. While the MobileNet cuts down the
computational cost effectively, 1×1 convolution becomes
the new bottleneck, and thus can be the limitation to
pushing down the overall cost. To mitigate this issue,
ShuffleNet and its variant [34, 35] use the channel shuf-
fle unit following the 1×1 group convolution.
Referring to the recent literature, we apply a depthwise
separable convolution technique in the residual block with
a generalized form to achieve a fast and lightweight SR
model.
3. Our Methods
Our proposed photo-realistic cascading residual network
(PCARN) is built on our prior model, CARN [13]. In
Sec. 3.1, we introduce the generator of our PCARN. Then,
we describe the mechanism extending the photo-realistic
SR in Sec. 3.2. Finally, PCARN-M, mobile version of
PCARN is shown in Sec. 3.3.
3.1. Cascading Residual Network
The generator network of our proposed PCARN is based
on CARN, which is in turn based on the ResNet [36].
The prime difference between ResNet and our model is
the presence of local and global cascading modules. Fig. 1
(top) graphically depicts how the global cascading occurs.
The outputs of intermediary features are cascaded into the
higher blocks and finally converge on a single 1×1 convo-
lution layer. Note that the intermediary modules are im-
plemented as cascading blocks, which also host cascading
connections themselves in a local way. Such local cascad-
ing operations are shown in Figure 2, which shows that the
local connection is almost identical to a global one, except
that the backbone units are the residual blocks.
Input
Output
ReLU
Addition
ReLU
Conv
Conv
(a) Residual Block
Residual Block
1x1 Conv
Input
Output
(b) Cascading Block
Figure 2: Structures of local blocks. (a) Residual block. (b)
Cascading block composed of residual blocks and local cascading
connections.
To express how cascading works formally, let f be a
convolution layer and τ be a nonlinearity, ReLU in our
case. Now we can define the i-th residual block Ri, which
has two convolutions followed by an additive operation, as
Ri(H
i−1;W iR) =
τ(f(τ(f(Hi−1;W i,1R ));W
i,2
R ) +H
i−1).
(1)
Here, Hi is the output of the i-th residual block, W iR
is the parameter set of the residual block, and W i,jR is
the parameter of the j-th convolution layer in the i-th
block. With these notations, we denote the output feature
of the final residual block of ResNet as Hu and it becomes
the input to the upsampling block. Note that since our
model has an entry convolution layer, the first residual
block takes f(X;Wc) as input, where Wc is the parameter
of the convolution layer.
Hu = Ru
(
. . .
(
R1
(
f (X;Wc) ;W
1
R
))
. . . ;WuR
)
. (2)
As mentioned above, we replace the standard residual
block with the local cascading block that is shown in Fig. 2
(b). To formulate the local cascading as well, we denote
Bi,j as the output of the j-th residual block in the i-th
cascading block, and W ic as the set of parameters of the
i-th local cascading block. Then, the i-th local cascading
block Bilocal is defined as in Equation 3.
Bilocal
(
Hi−1;W il
) ≡ Bi,U , (3)
where Bi,U is defined recursively from the Bi,u’s as:
Bi,0 = Hi−1
Bi,u = f
([
I,Bi,0, . . . , Bi,u−1, Ru
(
Bi,u−1;WuR
)]
;W i,uc
)
for u = 1, . . . , U .
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Finally, we define the output feature of the final cascad-
ing block Hb by combining both the local and the global
cascading with H0, the output of the entry layer.
H0 = f (X;Wc)
Hb = f
([
H0, . . . ,Hb−1, Bulocal
(
Hb−1;W bB )]
)
for b = 1, . . . , B.
(4)
On top of our preliminary work [13], we make some mod-
ifications to the model to boost up the performance.
First, inspired by the VDSR [2], we attach global resid-
ual learning in our framework. To do that, we aggregate
the output of the entry layers and the final 1×1 convolu-
tion layer right before the upsampling block. Formally, it
can be written as
O = Hb +H0, (5)
where the final feature map O becomes the input to the
upsampling block. The effect of this final addition might
appear redundant, since the output of the first convolution
is already added to the 1×1 before being added again in
the next step. Nonetheless, we found that this duplicate
addition is beneficial to the overall performance with little
computational overhead. Second, unlike the CARN, we
adjust the positions of the nonlinearities in the network.
That is, we eliminate the nonlinearities following the 1×1
convolution layer. Additionally, we attach additional non-
linearities in the upsampling unit in order to increase the
expressive power of the network.
By applying the cascading mechanism on the local and
global levels, we can get two advantages: 1) The model
incorporates features from multiple layers, which allows
learning a multi-level representation. 2) The multi-level
cascading connection operates as a multi-level shortcut
connection that easily propagates information from lower
to higher layers (and vice-versa, in the case of back-
propagation). Hence, the model can reconstruct the LR
image based on multi-level features, and the upsampling
unit also upsamples images by taking diverse features into
account. Thus, our design helps the model to restore the
details and contexts of the image.
3.2. Photo-realistic Cascading Residual Network
Following Goodfellow et al. [9], we define a discriminator
network D, which we optimize in an alternative procedure
along with the PCARN network G. Using the discrimina-
tor and generator, we denote the adversarial loss as:
LGAN (G,D) = EIHR [logD(IHR)] +
EILR [log(1−D(G(ILR)))] ,
(6)
where IHR and ILR denote the HR and LR images, re-
spectively. The idea of adversarial loss is that it trains the
generative model G to fool the discriminator D, whereas
…Image pyramid
…D1 D2 DN-1 DN
IHR or ISR
Figure 3: Conceptual illustration of the multi-scale discrimi-
nator. Input image is downsampled using average pooling and each
image is taken by the corresponding scale discriminator. Total dis-
criminative loss is calculated by summing over all the scale losses.
the discriminator is trained to distinguish whether the
images are from the SR or the HR sets. This formula-
tion encourages the generator to create perceptually supe-
rior images compared to the pixel-based (distortion-based)
losses. This is contrary to the distortion-based SR solu-
tions, which are obtained by minimizing pixel-wise error
metrics, such as the MSE.
Many previous works have mixed the adversarial loss
with a traditional pixel-based loss to stabilize the training
process In this case, the task of a generator is not only to
fool the discriminator but also to create an SR image sim-
ilar to the HR. We also take this option but use the VGG
loss instead of the pixel-based loss to avoid the blurring ar-
tifact. The VGG loss [10] is the distance between the out-
puts of the ReLU layer of the pre-trained VGGNet [37].
Formally, we denote the output feature map of the j-th
ReLU following convolutional layer before the i-th pooling
layer as φi,j . Then, we define the VGG loss as the L2 dis-
tance between the feature representation of the HR image
IHR, and the super-resoluted image G(ILR):
LV GG(G) =
1
Wi,jHi,j
Wi,j∑
x
Hi,j∑
y
[φi,j(IHR)x,y
−φi,j(G(ILR))x,y]2 .
(7)
Here, Wi,j and Hi,j are the spatial resolutions of the
feature map. In our work, we use i = j = 5.
To enhance the fine details of the computed outputs,
we adopt the multi-scale discriminator [38] strategy as de-
picted in Fig. 3. The main idea is to use multiple discrim-
inators instead of a single one to make each discriminator
handle a specific scale. Thus, it allows the model to gather
information across coarse- to fine-resolution images. To
do so, we first downsample the input image (SR or HR)
to make an image pyramid. Then, the scaled images are
fed into the corresponding discriminators and finally the
multi-scale discriminator loss LMSD is calculated by collect-
ing each of the losses as in the equation below.
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LMSD =
S∑
i
Di(Fi(I)), (8)
where I is the input image and F (.) is the scale-specific
downsample function. In all our experiments, we use av-
erage pooling as the downsampling module and set S as
three.
The total loss for the generator is computed by summing
the multi-scale GAN loss and VGG loss as:
LG = L
MS
GAN + λLV GG, (9)
where LMSGAN denotes the adversarial loss in terms of the
generator with multi-scale discriminator and λ is the co-
efficients to balance different loss terms.
3.3. Efficient Photo-realistic Cascading Residual Network
To improve the efficiency of PCARN, we propose an ef-
ficient residual and cascading block of the generator. This
approach is analogous to the MobileNet [30], but we use
group convolution instead of depthwise separable convolu-
tion. Our efficient residual (EResidual) block is composed
of two consecutive 3×3 group convolutions and a single
pointwise convolution, as shown in Fig. 4 (a). The advan-
tage of using group convolution over the depthwise separa-
ble convolution is that it makes the efficiency of the model
manually tunable. Thus, the user can choose the appropri-
ate group size for the desired performance, since the group
size and the performance are in a trade-off relationship.
GConv
ReLU
1x1 Conv
Input
Output
ReLU
Addition
(a) EResidual Block
EResidual Block
1x1 Conv
Input
Output
(b) ECascading Block
Figure 4: Simplified structures of efficient cascading blocks.
(a) Efficient residual block, and (b) is the efficient cascading block.
Hatched boxes in (b) denote the residual block with a parameter
tying.
The analysis of the cost efficiency of using the EResidual
block is as follows. Let K be the kernel size and Cin, Cout
be the number of input and output channels. Since we
retain the spatial resolution of the feature map by the
padding, we can denote F to be both the input and output
feature size. Then, the cost of a standard residual block is
2× (K2 · Cin · Cout · F 2) . (10)
Note that we exclude the cost of addition or nonlinearity,
and consider only the convolution layers. This is because
both the standard and the efficient blocks have the same
number of such modules and these occupy a negligible por-
tion of the entire computational cost.
Let G be the group size. Then, the cost of an EResidual
block, which consist of two group convolutions and one
1×1 convolution, is as given in Equation 11.
2×
(
K2 · Cin · Cout
G
· F 2
)
+ Cin · Cout · F 2 (11)
Hence, by changing a residual block to our efficient
block, we can reduce the computation by the ratio of
2× (K2 · Cin · CoutG · F 2)+ Cin · Cout · F 2
2× (K2 · Cin · Cout · F 2)
=
1
G
+
1
2K2
. (12)
Because we use a kernel size as 3×3 for all convolu-
tional layers, and the number of the channels is constant
(i.e. 64) except the entry, exit, and upsampling block, the
EResidual block reduces the computation from 1.8 up to
14 times depending on the group size. To find the best
trade-off between performance and computation, we per-
form an extensive case study in Section 4.3. To further
reduce the parameters, we apply a technique similar to
the one used by the recursive network. In other words,
we force the EResidual block to be shared in the cascad-
ing block, so only one-third of the parameters are needed
compared to the standard block. Fig. 4 (b) shows our effi-
cient cascading block after applying the recursive scheme.
The solid color boxes illustrate the standard modules and
the hatched ones show shared components.
3.4. Comparison to Recent Models
3.4.1. Comparison to MemNet
Although MemNet [18] and ours have similar motiva-
tion, there are two main distinctions from our schemes. 1)
Feature fusion is done in a different location and manner.
For instance, MemNet fuses the output features of each re-
cursive unit at the end of the memory blocks. On the other
hand, we gather the information at every possible site in
the local block, thus can boost up the representation power
via additional layers. 2) MemNet takes an early-upsample
approach which upsamples the image before putting it on
the model. Although it becomes easier to implement resid-
ual learning, it worsens the model efficiency substantially.
In contrast, our model gets LR images and intermediate
features are upsampled at the end of the network, which
enables us to accomplish a good balance between perfor-
mance and efficiency.
6
3.4.2. Comparison to DenseNet Variants
SRDenseNet [6] and RDN [7] use a densely connected
block and skip connection. Although the overall design
concept can be similar, our model has two main advan-
tages. 1) In our models, the output of each block is asso-
ciated with a global cascading connection which is a gen-
eralized form of the skip connection. In SRDenseNet and
RDN, all levels of features are combined after the final
dense block, but our global cascading scheme connects all
blocks, which behaves as a multi-level skip connection. 2)
The connectivity schemes that we use are economical for
both memory and speed. In a densely connected block,
output features are concatenated to the previous infor-
mation and merged at the end of the block. Because of
the nature of this block, SRDenseNet and RDN require a
huge burden of computation cost. In contrast, we incor-
porate features using an additional 1×1 convolution layer
at each concatenation point, which facilitates composing
more lightweight models.
3.5. Implementation Details
For the PCARN generator, we set both B and U as
three, and the number of channels in all convolutional lay-
ers, except for the first, last layer and upsample block,
to 64. For the upsampling unit, we use the PixelShuf-
fle layer following the convolutional layer that are used in
ESPCN [14]. Our discriminator network has nine convo-
lutional layers as depicted in Fig. 1. We train our models
with ADAM by setting β1 = 0.9, β2 = 0.999, and  = 10
−8
in 6×105 steps. The minibatch size is 64, and the learning
rate begins at 10−4 and is halved every 4× 105 steps.
Following the training strategy of SRGAN [8], we first
train the generator with a pixel-based loss, then fine-tune
the pretrained network for 2×105 steps with the same set-
tings but using GAN loss. When training the generator in
a pixel-wise manner, we use the L1 loss as our loss function
instead of the L2. The L2 loss is widely used in the image
restoration task because of its relationship to the PSNR,
but L1 provided better convergence and performance in
our experiments.
We use the DIV2K dataset [39], which consists of 800
training, 100 validation, and 100 test 2K resolution im-
ages. Because of the richness of this dataset, recent SR
models [4, 7] use DIV2K as well. To prepare the training
input, we randomly crop images to the 48×48 LR patches
and augment to horizontal flip or rotation. For the test
and benchmark, Set5 [40], Set14 [41], B100 [42] and Ur-
ban100 [43] datasets are used. To enable the multi-scale
training, we construct the training batch using a scale of
either 2 or 4, since our model can process only a single
scale for each batch. The code is publicly available online
on https://github.com/nmhkahn/PCARN-pytorch.
4. Experimental Results and Discussions
In this section, we first present the analysis results of our
model. Then, we will show the quantitative evaluation
PCARN (L1) PCARNGround-truth HR
Figure 5: Visual comparison of adversarial training. We com-
pare the results trained with PCARN and without the adversarial
training, PCARN (L1).
and visual comparison. For all the model analysis parts
(Sec. 4.1∼4.3), we conduct experiments with a 32×32 LR
patch size, running 4 × 105 steps. Furthermore, we train
and evaluate each of the methods ten times and gather
the mean and standard deviation to inspect the perfor-
mance more accurately. One thing to note here is that we
represent the number of operations by Mult-Adds. It is
the number of composite multiply-accumulate operations
for a single image. We assume the HR image to be 720p
(1280×720) to calculate Mult-Adds.
To evaluate the performance on the quantitative view,
we use LPIPS and NIMA scores. Both metrics are de-
signed to capture the perceptual quality. We use the
LPIPS settings of the AlexNet with the fine-tuned linear
layer (AlexNet-linear, version 0.1), and MobileNet for the
NIMA backbone model.
4.1. Model Design Analysis
To investigate the performance of the proposed meth-
ods, we analyze our models via ablation study. We select
the baseline to be the SRResNet. Other models have the
same topology except for the inherent modules (such as
the additional 1×1 convolution) that are needed for each
particular architecture. Thus, the overall number of pa-
rameters is increased by up to 15% from the baseline. Ta-
ble 1 shows the model analysis on the effect of cascading
modules and the global residual learning paradigm.
Table 1: Analysis of the Effect of Model Design Choices. Local,
Global and L/G means the models with local, global, and both cas-
cading connection respectively.
Model Params PSNR SSIM
Baseline 963K 28.42±0.02 0.7773±3e-4
+ Local 1,074K 28.45±0.01 0.7780±3e-4
+ Global 1,000K 28.47±0.02 0.7787±4e-4
+ L/G 1,111K 28.49±0.02 0.7788±3e-4
+ Residual 1,111K 28.50±0.01 0.7792±3e-4
We see that the model with local cascading works bet-
ter than the baseline since this scheme carries mid- to
high-level frequency signals inside the block more fluently.
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Moreover, this approach conveys not only the inputs but
also the mixture of intermediate features to the next block,
which leverages the multi-level representations. By incor-
porating multi-level representations, the model can con-
sider a variety of information from many different receptive
fields when reconstructing the image. We observed higher
performance gain with the global cascading scheme. This
is because the advantages of the local scheme are limited
to each block, which lessens the model’s ability to exploit
the cascading effect. One major benefit of the global cas-
cading is that it allows for information integration from
lower layers, and this information shortcut provides useful
clues needed to reconstruct the HR image in the upsam-
pling and final reconstructing processes.
In addition, we employ the global residual learning
scheme shown in many recent SR methods [2, 4]. The
benefit of using it can be minor, since the roles of the
global cascading and residual learning overlap. However,
we choose to use since it does improve performance with
negligible overhead to the operation size.
Table 2: Model analysis study on perceptual perspective. MSD in-
dicates PCARN with multi-scale discriminator.
Model LPIPS PSNR SSIM
PCARN (L1) 0.2888±1e-3 28.50±0.01 0.7792±3e-4
+ GAN 0.1615±5e-3 26.36±0.25 0.7120±6e-3
+ MSD 0.1547±2e-3 26.10±0.17 0.6980±8e-3
To build a photo-realistic SR model, we must design
a well-functioning discriminator. To see how the choice
of discriminator affects the overall performance, we con-
ducted a series of comparisons across the various types
of discriminator loss. The LPIPS is used to measure the
perception quality.
As shown in Table 2, PCARN with adversarial train-
ing (+GAN ) outperforms the baseline by a large margin.
Fig. 5 also exhibits the advantage of using GAN, where
it successfully recovers the fine details and generates more
photo-realistic images. However, since the magnitude of
the pixel-level signal is diminished, the performance of
pixel-based metrics (PSNR and SSIM) is degraded. More-
over, the overall training process is substantially unstable
and shows high variance in all metrics. Using the multi-
scale discriminator (+MSD) also gives an additional gain
to the LPIPS. This is mainly because the signals of mul-
tiple discriminators are well-fused across different scales.
Thus, it allows the model to generate detail-preserving
output while maintaining the overall structure.
4.2. Initialization Strategy
Initializing the network in an appropriate manner is the
key component for boosting the performance. To verify
what is best for our models, we performed an experiment
comparing the benchmark to six common initialization
schemes: uniform, and normal distribution with various
settings, as shown in Table 3. Note that we conduct this
experiment using the PCARN with L1 loss, since when
training a model with GAN loss, we use the pre-trained
network (with L1 loss) as the starting point. Interest-
ingly, the MSRA initialization [44], given by the equation
1.0 × N(0,√2/F ), and the high-range uniform initializa-
tion performed poorly against others. We argue that nar-
row 1×1 convolution affects the quality of initialization
since the high-variance initial values tend to result in high-
variance performance. On the other hand, multiplying the
initial random values by 0.1 degrades the performance,
since it makes the model converge too early.
Table 3: Effect of the initialization. F denotes the number of the
input channels (fan-in). U/N are uniform/normal distribution.
Initialization PSNR SSIM
0.1×N(0,√2/F ) 28.46±0.01 0.7781±3e-4
1.0×N(0,√2/F ) 28.45±0.02 0.7777±3e-4
0.1×U(±√6/F ) 28.47±0.01 0.7782±3e-4
1.0×U(±√6/F ) 28.44±0.01 0.7778±2e-4
0.1×U(±√1/F ) 28.45±0.02 0.7775±4e-4
1.0×U(±√1/F ) 28.50±0.01 0.7791±3e-4
Fig. 6 supports the hypothesis as well. We plot the
smoothed histogram of the binned initialized values for
various initialization schemes. The gap between the
ResNet with MSRA initialization (black solid) and ours
(blue dots) is significant. The main reason is the differ-
ence in the channel size between the ResNet and ours: our
models have considerably fewer channels for all the convo-
lutional layers, which leads to the high standard deviation.
In addition, the use of 1×1 convolution intensifies the issue
since it has only one-ninth of the input channels compared
to the 3×3 layers. The shape of the initialization scheme
with 1.0 × U(±√1/F ) (green dash) best matches that of
the ResNet.
0.15 0.10 0.05 0.00 0.05 0.10 0.15
ResNet - N(0, 2/F )
Ours - N(0, 2/F )
Ours - U(± 6/F )
Ours - U(± 1/F )
Figure 6: Distribution of the randomly initialized networks.
We plot 100K parameters for each model using 1000 bins. Each of
the parameter distributions is from the diverse sources because of
the variation in the number of input channels.
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Figure 7: Efficiency analysis of efficient models. We evaluate
all models on Set14 with ×4 scale. G represents the group size of
the group convolution, and R means the model with the recursive
network scheme.
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Figure 8: A failure case. Our perception-based model cannot is not
able to reconstruct the details without sufficient information when
constructing a dense structure.
4.3. Efficiency Trade-off
Fig. 7 depicts the trade-off analysis between the per-
formance and efficiency of the efficient PCARN that uses
convolution and a recursive scheme. Similarly to Sec. 4.2,
we use the model with L1 loss as well, and evaluate using
pixel-based metrics such as PSNR and SSIM. Although
all efficient models perform worse than the PCARN, the
number of parameters and operations are decreased dra-
matically. We choose G4R as the best-balanced model,
which we denote as PCARN-M (mobile), since the effect of
compressing the model is reduced when group size is larger
than four. As a result, PCARN-M reduces the number of
parameters by four times and the number of operations by
nearly three times with a 0.20 loss in PSNR and 0.0053 in
SSIM, compared to the PCARN.
In addition to our trade-off analysis, we also observed
that depthwise separable convolution extremely degrades
the performance. There can be many explanations why
such an observation occurs, but we suspect that this is
because the image recognition and generation tasks are
entirely different, so applying group and depthwise con-
volution, which are mainly used in recognition fields, to
the image generation domain is not fully discovered yet.
Therefore, creating efficient SR model (or image gener-
ation model in general) needs more investigation with
plenty of room to improve performance.
4.4. Quantitative Comparisons
We compare the proposed methods with both pixel-
based and perception-based methods including SR-
CNN [1], MSLapSRN [19], CARN [13], SRResNet [8], SR-
GAN [8], EnhanceNet [20] (shortly ENet) and TSRN [21]
(we choose TSRN-G since it performs better in LPIPS and
NIMA). We conduct a benchmark test on the Set14 [41],
B100 [42] and Urban100 [43] datasets using LPIPS [27]
and NIMA [26] metrics.
Tables 4 and 5 depict the quantitative comparisons for
the ×4 scale datasets using LPIPS and NIMA respectively.
Among all the methods, our PCARN and PCARN-M have
the least Mult-Adds and a similar number of parameters
with the other algorithms. With the limited resources,
our models outperform all the competitors in LPIPS met-
ric and show comparable results on the NIMA score. In
detail, all pixel-based models underperform perceptually
even though the pixel-based metrics show good perfor-
mance. For those who fall into the perception-based cate-
gory, SRGAN, ENet, and TSRN-G have analogous number
of the parameters and MultAdds since they design the gen-
erator similar to SRResNet. On the other hand, by both
enhancing the generator and discriminator, our method
shows the best performance on the LPIPS metric with a
lightweight network in terms of the number of the opera-
tions. Furthermore, PCARN-M shows comparable results
only using one-fourth of both parameters and operations.
For the NIMA metric, our PCARN shows comparable re-
sults with the TSRN-G, and PCARN-M achieves akin per-
formance to the other competitors.
We also report the perception score on the various scale
factors in Table 6. Note that our models are capable of pro-
cessing multiple scale factors with a single network, which
requires more parameters than the other methods that
have similar complexity. However, without the multi-scale
approach, each scale-specific networks have to be stored,
so that the overall parameter is increased eventually. To
the best of our knowledge, this characteristic is the first
attempt at the perception-based SR task.
4.5. Visual Comparison with State-of-the-arts
In Fig.10, we illustrate the qualitative comparisons of
our methods for the various ×4 scale datasets. It can be
seen that our models work better than others and accu-
rately reconstructs not only the linear patterns but pro-
duce more photo-realistic textures, such as the mane of
the lion and pebbles on the ground. Moreover, the pro-
posed networks also generate cleaner outputs while other
perception-based methods suffer visually artifacts.
To investigate how our models can generate SR image
from different domains, we examine the visual comparison
on text images using the manga109 [45] dataset. Since
humans can easily distinguish high-frequency details, it is
important to adequately recover the edge region in this
task .Here, our method effectively restores various texts,
even those with very small fonts that barely recognizable
on the bicubic results.
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Table 4: Comparison for ×4 SISR on LPIPS metric (AlexNet-linear version 0.1). Lower score is better. (Above) Pixel-based SR methods.
(Below) Perception-based SR methods including ours.
Model ParamsMultAdds Set5 Set14 B100 Urban
SRCNN [1] 57K 52.7G 0.2010 0.3145 0.4103 0.3161
MSLapSRN [19] 222K 435.9G 0.1777 0.2988 0.3893 0.2522
CARN [13] 1,589K 90.9G 0.1767 0.2903 0.3814 0.2366
SRResNet [8] 1,543K 127.8G 0.1729 0.2839 0.3753 0.2259
SRGAN [8] 1,543K 127.8G 0.0881 0.1741 0.2028 0.1558
ENet [20] 1,073K 120.6G 0.0994 0.1620 0.2102 0.1708
TSRN-G [21] 1,073K 120.6G 0.0881 0.1549 0.1962 0.1537
PCARN 1,589K 90.9G 0.0745 0.1449 0.1875 0.1521
PCARN-M 412K 32.5G 0.0796 0.1502 0.1981 0.1671
Table 5: Comparison for ×4 SISR on NIMA metric (MobileNet). Higher score is better. (Above) Pixel-based SR methods. (Below)
Perception-based SR methods including ours.
Model ParamsMultAdds Set5 Set14 B100 Urban
SRCNN [1] 57K 52.7G 4.316±1.629 4.372±1.694 4.340±1.695 4.624±1.642
MSLapSRN [19] 222K 435.9G 4.669±1.583 4.797±1.660 4.609±1.659 5.039±1.602
CARN [13] 1,589K 90.9G 4.731±1.564 4.908±1.639 4.694±1.640 5.149±1.599
SRResNet [8] 1,543K 127.8G 4.743±1.574 4.910±1.643 4.685±1.643 5.135±1.599
SRGAN [8] 1,543K 127.8G 4.865±1.560 5.002±1.616 4.936±1.634 5.191±1.590
ENet [20] 1,073K 120.6G 4.859±1.584 5.127±1.635 5.067±1.649 5.201±1.594
TSRN-G [21] 1,073K 120.6G 5.052±1.569 5.219±1.609 5.168±1.613 5.273±1.581
PCARN 1,589K 90.9G 4.929±1.534 5.063±1.603 5.077±1.611 5.243±1.581
PCARN-M 412K 32.5G 4.865±1.533 4.981±1.611 5.010±1.616 5.180±1.578
Table 6: Records of our models in diverse scales on LPIPS and NIMA metrics.
ScaleModel
Set5 Set14 B100 Urban
LPIPS / NIMA LPIPS / NIMA LPIPS / NIMA LPIPS / NIMA
2
PCARN (L1) 0.0546/4.669±1.592 0.0939/4.873±1.645 0.1455/4.719±1.653 0.0665/5.121±1.597
PCARN-M (L1) 0.0549/4.647±1.595 0.0961/4.844±1.649 0.1459/4.712±1.653 0.0748/5.089±1.598
PCARN 0.0187/4.872±1.547 0.0453/5.118±1.615 0.0598/4.980±1.634 0.0400/5.240±1.586
PCARN-M 0.0227/4.845±1.575 0.0487/5.044±1.628 0.0643/4.936±1.641 0.0468/5.204±1.585
3
PCARN (L1) 0.1251/4.685±1.585 0.2097/4.828±1.636 0.2863/4.646±1.645 0.1612/5.108±1.592
PCARN-M (L1) 0.1278/4.656±1.585 0.2144/4.773±1.639 0.2908/4.619±1.647 0.1769/5.060±1.592
PCARN 0.0437/4.867±1.542 0.0962/5.122±1.601 0.1294/5.042±1.623 0.0951/5.210±1.576
PCARN-M 0.0528/4.787±1.557 0.1061/5.003±1.604 0.1386/4.948±1.629 0.1076/5.170±1.575
4
PCARN (L1) 0.1769/4.750±1.567 0.2879/4.907±1.639 0.3780/4.704±1.639 0.2350/5.146±1.599
PCARN-M (L1) 0.1793/4.708±1.573 0.3846/4.856±1.645 0.2928/4.656±1.643 0.2528/5.092±1.598
PCARN 0.0745/4.929±1.534 0.1449/5.063±1.603 0.1875/5.077±1.611 0.1521/5.243±1.581
PCARN-M 0.0796/4.865±1.533 0.1502/4.981±1.611 0.1981/5.010±1.616 0.1671/5.180±1.578
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Figure 9: Visual comparison on text image. We compare perception-based methods that have similar complexity to ours on comic book
dataset, manga109 [45] (×4 scale).
Our GAN-based PCARN can produce sharp and realis-
tic images. However, in some dense structures like Fig. 8,
it generates undesirable artifacts, unlike the L1 loss-based
PCARN. We suspect that this is a common limitation
shared by most, if not all, GAN-based algorithms as well
because of the perception-distortion trade-off [25].
4.6. Execution time
While MultAdds can reflect the heaviness of the model
well, there still exists a misalignment between the true exe-
cution times, especially when the models are run on GPUs.
To investigate how our models are efficient in the real de-
vices, we evaluate the runtime on the same machine with
3.3 GHz Intel i5 CPU (32GB RAM) and NVIDIA TITAN
X GPU (11GB Memory). We use the input of the network
as a 720p HR size. Fig. 11 shows the execution time of
the recently proposed models benchmarked on CPU and
GPU using NIMA and LPIPS metrics. In this experi-
ment, we examine computationally-heavy model such as
ESRGAN [11], G-MGBP [46] and EPSR [12] as well.
For CPU execution (above row in Fig. 11), the speed of
our PCARN is faster than the other algorithms such as
SRGAN and SRResNet, but produce a better result and
comparable with the EPSR and G-MGBP. Our PCARN-
M network is the fastest, while on a par with the heavy
models. Such illustration is also reflected by the NIMA
metric. The PCARN and PCARN-M methods can get
good results at a relatively low computational cost.
However, unlike to the CPU results, our methods don’t
show such improvement on the GPU runtime (below row in
Fig. 11). In fact, our models show slightly worse execution
time than the ENet and TSRN-G. The reason is mainly
due to the distinct characteristic of CPU and GPU envi-
ronments. For example, as empirically proved in Ma et al.
[35], memory fragmentation reduces the parallelism which
worsens the GPU speed a lot. In our case, the cascading
mechanism hinders GPU parallelism so that both PCARN
and PCARN-M has fewer advantages on the GPU setting.
Furthermore, group convolution used in PCARN-M is re-
lated to the GPU speed as well, diminish the speed gap be-
tween PCARN and PCARN-M. In future work, we would
like to improve our framework to GPU-friendly network
by carefully modifying such modules and convolution.
5. Conclusion
In this work, we proposed a deep convolutional net-
work with a cascading scheme for fast and accurate image
super-resolution. The main idea is adding multiple cas-
cading connections starting from each intermediary layer
to the others in local and global levels. In addition, we
enhance our model by using a multi-scale discriminator
and achieved improved performance over the recent mod-
els that have complexity analogous to ours. Also, the pro-
duced SR images are perceptually more convincing to hu-
man eyes. All the experiments were conducted on the
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Figure 10: Visual comparison. We compare perception-based methods that have similar complexity to ours on the ×4 scale SR datasets.
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super-resolution field, but we hope that our work can po-
tentially be applied to other image restoration subjects as
well.
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