We propose an improvement of the known DFT-based indexing technique for fast retrieval of similar time series. We use the last few Fourier coefficients in the distance computation without storing them in the index since every coefficient at the end is the complex conjugate of a coefficient at the beginning and as strong as its counterpart. We show analytically that this observation can accelerate the search time of the index by more than a factor of two. This result was confirmed by our experiments, which were carried out on real stock prices and synthetic data.
Introduction
Time series constitute a large amount of data stored in computers. Examples include stock prices, exchange rates, weather data and biomedical measurements. We are often interested in similarity queries on time-series data [3, 2] . For example, we may want to find stocks that behave in approximately the same way; or years when the temperature patterns in two regions of the world were similar.
There have been several efforts to develop access methods for efficient retrieval of similar time series [1, 6, 12, 15] . Agrawal et al. [1] propose an efficient index structure to retrieve similar time series stored in a database. They map time series into the frequency domain using the Discrete Fourier Transform (DFT) and keep the first few coefficients in the index. Two series are considered similar if their Euclidean distance is less than a user-defined threshold.
In this paper, we propose using the last few Fourier coefficients of a time series in the distance computation, the main observation being that, every coefficient at the end is the complex conjugate of a coefficient at the beginning and as strong as its counterpart. This observation reduces the search time of the index by more than 50% in most cases.
The rest of the paper is organized as follows. In the next section we review some background material on related work and on the discrete Fourier transform. Our proposal on the efficient use of DFT in retrieving similar time series is discussed in Section 2.. In the same section, we present analytical results on the search time improvements of our proposed method. Section 3. discusses the performance results obtained from experiments on real and synthetic data. Section 4. is the conclusion.
BACKGROUND
In this section, we briefly review background material on past related work and on the discrete Fourier transform.
RELATED WORK
There has been follow-up work on the indexing technique proposed by Agrawal et al. [1] . In our earlier work [12, 11] , we use this indexing method and propose techniques for retrieving similar time sequences whose differences can be removed by a linear transformation such as moving average, time scaling and inverting. More follow-up work includes the work of Faloutsos et al. [6] on subsequence matching and that of Goldin et al. [7] on normalizing sequences before storing them in the index.
In this paper, we use the indexing technique proposed by Agrawal et al. [1] , but in addition to the first few coefficients we also take the last few coefficients into account. Both our analytical results and our experiments show that this observation accelerates the retrieval speed of the index by more than a factor of 2. All follow-up works described earlier benefit from this performance improvement.
There are other related works on time series data. A domain-independent framework for posing similarity queries on a database is developed by Jagadish et al. [8] . The framework has three components: a pattern language, a transformation rule language, and a query language. The framework can be tuned to the needs of time series domain. Yi et al. [15] use time warping as a distance function and present algorithms for retrieving similar time sequences under this function. Finally, Agrawal et al. [3] describe a pattern language called SDL to encode queries about "shapes" found in time sequences.
DISCRETE FOURIER TRANSFORM
Let a time series be a finite duration signal
is the imaginary unit. Throughout this paper, unless it is stated otherwise, we use small letters for sequences in the time domain and capital letters for sequences in the frequency domain. The energy of signal ¡ is given by the expressionba
A fundamental observation that guarantees the correctness of the indexing method for time series data is Parseval's rule [10] , which states for a given signal 
STORAGE AND RETRIEVAL OF SEQUENCES
Given a set of time series data, we can construct an index [1] as follows: find the DFT of each sequence and keep the first few DFT coefficients as the sequence features. Let's assume that we keep the first k coefficients. Since all DFT coefficients except the first one are complex numbers, keeping the first DFT coefficients maps every time series into a point in a a I % c -dimensional space. These points can be organized in a multidimensional index such as R*-tree [4] . Keeping only the first k Fourier coefficients in the index does not affect the correctness because the Euclidean distance between any two points in the feature space is less than or equal to their real distance due to Parseval's rule and the monotonic property of the Euclidean distance. Thus, the index always returns a superset of the answer set. However, the performance of the index mainly depends on the energy concentration within the first Fourier coefficients of sequences. It turns out that a large class of real world sequences concentrate the energy within the first few coefficients, i.e. they have a skewed energy spectrum of the form ( [9, 13] ).
To retrieve similar time series stored in the index we may invoke one of the similarity (range, nearest-neighbour, or all-pair) queries. For example, suppose we want to answer a range query using the index, i.e., to find all sequences 
. The latter is a necessary (but not sufficient) condition for the former.
The size of the query rectangle has a strong effect on the number of directory nodes accessed during the search process and the number of candidates which includes all qualifying data items plus some false positives (data items whose full database records do not intersect the query region). Our goal here is to reduce the size of the query region, using the inherent properties of DFT, without sacrificing the correctness.
OUR PROPOSAL
The following lemma is central to our proposal. 
Lemma 1 The DFT coefficients of a real-valued sequence of duration
(1.5) A necessary condition for the left side to be less than © h is that every magnitude on the right side be less than © h . For the time being and just for the purpose of presentation, we assume time series are normalized h before being stored in the index. In general, time series may be normalized because of efficiency reasons [7] or other useful properties [11] . Since the first Fourier coefficient is zero for normalized sequences, there is no need to store it in the index. In addition, since is usually a small number, much smaller than # , we can assume that the
coefficient is also not stored in the index. Now the condition left to be checked on the index is
A common approach to check this condition is to build a search rectangle of side Figure 1 .1, the overlap between the two rectangles reaches its maximum. We refer to this query as 'the worst case query' since it requires the largest number of disk accesses. On the other hand, if happens to be a corner point of , the overlap between the two rectangles reaches its minimum. We call this query 'the best case query'. Thus the area of the overlap between the search rectangle and , and as a result the search time, is not only a factor of All our experiments were conducted on a 168MHZ Ultrasparc station. We ran experiments on the following two data sets:
1. Real stock prices data obtained from the FTP site "ftp.ai.mit.edu/pub/stocks/results". The data set consisted of 1067 stocks and their daily closing prices. Every stock had at least 128 days of price recordings. Our first experiment was on stock prices consisting of 1067 time series each of length 128. Our aim was to make a comparison between average case query selectivities obtained experimentally and the extreme case query selectivities computed analytically. We fixed the number of DFT coefficients to 2, but we varied the query threshold from
, as the figure shows, using the symmetry property reduces the query selectivity by 45% to 64% and the running time by 62% to 74%. . Figure 1 .5 shows the running times per query for range and all-pair queries. Our observation reduces the search time of the index by 63% to 71% for range queries and by 64% to 72% for all-pair queries.
VARYING THE NUMBER OF DFT COEFFICIENTS

VARYING THE LENGTH OF SEQUENCES
Our last experiment was on synthetic data where we fixed the number of DFT coefficients to 2 and the number of sequences to 20,000, but we varied the sequence length from 128 to 512. The size of the data file was in the range of 40 Mbytes (for sequences of length 128) to 160 Mbytes (for sequences of length 512). We fixed the query threshold to p¨£
and, based on our analytical results, we expected using the symmetry property to reduce the search time by 50% to 75%. Figure 1 .6 shows the running times per query for range queries. Our proposed method reduces the search time of the index by 73% to 77%. The search time improvement is slightly more than our analytical estimates mainly because of the CPU time reduction for distance computations which is not accounted for in our analytical estimates. Because of the high volume of data, experiments on all-pair queries were very time consuming. For example, doing a self-join on sequences of length 512 did not finish after 12 hours of overnight running. For this reason, we did not report them. 
CONCLUSIONS
We have proposed using the last few Fourier coefficients of time sequences in the distance computation, the main observation being that every coefficient at the end is the complex conjugate of a coefficient at the beginning and as strong as its counterpart. Our analytical observation shows that using the last few Fourier coefficients in the distance computation accelerates the search time of the index by more than a factor of two for a large range of thresholds. We also evaluated our proposed method over real and synthetic data. Our experimental results were consistent with our analytical observation; in all our experiments the proposed method reduced the search time of the index by 61% to 77% for both range and all-pair queries.
