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Abstract
LetG be a connected reductive algebraic group over an algebraically closed field k of characteristic
p > 0, g= LieG, and suppose that p is a good prime for the root system of G. In this paper, we give
a fairly short conceptual proof of Pommerening’s theorem [Pommerening, J. Algebra 49 (1977) 525–
536; J. Algebra 65 (1980) 373–398] which states that any nilpotent element in g is Richardson in a
distinguished parabolic subalgebra of the Lie algebra of a Levi subgroup of G. As a by-product,
we obtain a short noncomputational proof of the existence theorem for good transverse slices to the
nilpotent G-orbits in g (for earlier proofs of this theorem see [Kawanaka, Invent. Math. 84 (1986)
575–616; Premet, Trans. Amer. Math. Soc. 347 (1995) 2961–2988; Spaltenstein, J. Fac. Sci. Univ.
Tokyo Sect. IA Math. 31 (1984) 283–286]). We extend recent results of Sommers [Internal. Math.
Res. Notices 11 (1998) 539–562] to reductive Lie algebras of good characteristic thus providing a
satisfactory approach to computing the component groups of the centralisers of nilpotent elements in
g and unipotent elements in G. Earlier computations of these groups in positive characteristics relied,
mostly, on work of Mizuno [J. Fac. Sci. Univ. Tokyo Sect. IA Math. 24 (1977) 525–563; Tokyo
J. Math. 3 (1980) 391–459]. Our approach is based on the theory of optimal parabolic subgroups for
G-unstable vectors, also known as the Kempf–Rousseau theory, which provides a good substitute for
the sl(2)-theory prominent in the characteristic zero case.
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1. Introduction
The aim of this note is to give a noncomputational conceptual proof of Pommerening’s
theorem [27,28] and extend recent results of E. Sommers [35] on component groups of the
centralisers of nilpotent elements in semisimple complex Lie algebras to nilpotent elements
in Lie algebras of semisimple algebraic groups over fields of good characteristic.
Let G be a connected reductive algebraic group over an algebraically closed field k
of characteristic p > 0 and g= LieG. We assume throughout the paper that p is a good
prime for the root system of G. The Lie algebra g carries a natural (AdG)-equivariant [p]-
mapping x → x[p]. An element e ∈ g is called nilpotent if e[p]r = 0 for r large enough.
We denote by zg(e) and ZG(e) the centraliser of e in g and G, respectively. Given a
one-parameter subgroup λ in Hom(Gm,G) we denote by Z(λ) the centraliser of λ in
G and set g(λ, i) = {x ∈ g | (Adλ(t))x = t ix for all t ∈ k∗}. Let p(λ) =⊕i0 g(λ, i).
There is a unique parabolic subgroup P(λ) = Z(λ)U(λ) in G with reductive part Z(λ)
and U(λ)=Ru(P (λ)) such that LieP(λ)= p(λ).
According to [30] (and [13] for p bad) the variety N (g) of all nilpotent elements
in g splits into finitely many G-orbits. Relying on this classical result Pommerening
proved in [27,28] that for p good, nilpotent orbits in g have the same description as over
complex numbers: any nilpotent element in g is G-conjugate to a Richardson element in a
distinguished parabolic subalgebra of LieL where L is a Levi subgroup of G (for p = 0
and p 0 this is known as the Bala–Carter theorem).
Nilpotent orbits in positive characteristic play a very special rôle in representation
theory of finite groups of Lie type and reduced enveloping algebras. And yet the
classification of these orbits in characteristic p leaves a lot of room for improvement.
At final stages, Pommerening’s proof involves computing stabilisers of vectors in
prehomogeneous vector spaces, and some details of these computations for Lie algebras of
type E are omitted. As observed by Kawanaka [15] the classification of nilpotent orbits in
Lie algebras of type E, for p good, can also be deduced from results of Mizuno [20,21].
However, due to the length of [20,21], this is not quite satisfactory either.
The main goal of Section 2 of this paper is to present a rather short proof of
Pommerening’s theorem (see Theorem 2.7). Our approach is based on the Kempf–
Rousseau theory which we review in Section 2.2. This theory provides an excellent
substitute for sl(2)-triples prominent in the characteristic zero case and not so useful
in positive characteristic. As a by-product, we obtain a noncomputational proof of the
existence theorem for good transverse slices to the nilpotentG-orbits in g (for earlier proofs
of this theorem see [15,24,36]). More precisely, we prove the following:
Theorem A. Suppose the derived subgroup of G is simply connected and g admits a non-
degenerate G-invariant trace form. Then for any nilpotent element e ∈ g there exists a
one-parameter subgroup λ ∈ Hom(Gm,G) such that:
(i) e ∈ g(λ,2) and zg(e)⊂ p(λ);
(ii) [e,p(λ)] =⊕i2 g(λ, i);
(iii) ZG(e) = C(e)R(e), a semidirect product, where C(e) = ZG(e) ∩ Z(λ) and R(e) =
ZG(e)∩U(λ);
(iv) the group C(e) is reductive and R(e) is the unipotent radical of ZG(e).
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In more advanced topics of representation theory one makes extensive use of the
Springer correspondence and the -adic cohomology or equivariant algebraic K-theory
of Springer fibres and Steinberg varieties. Here one often needs explicit information on the
component group A(e) of the centraliser of a nilpotent element e ∈ g.
We extend recent results of Sommers [35] to reductive algebraic groups of good
characteristics thus providing a satisfactory unified approach for computing the component
groups of the centralisers of nilpotent elements in g (and unipotent elements in G).
Earlier computations of these groups in positive characteristic had to rely on work of
Mizuno [20,21]. In the characteristic zero case, the component groups were independently
computed by Alexeevsky [1]. For groups of type E, Alexeevsky’s computations agree with
those of Mizuno, and both involve lengthy case-by-case considerations.
When dealing with the component groups we assume (as in [35]) that G is a simple
algebraic group of adjoint type. A subgroup L of G is called a pseudo Levi subgroup if L
coincides with the connected component of the centraliser ZG(x) of a semisimple element
x ∈G. Generalising Sommers’ bijection [35, Theorem 13] to simple algebraic groups over
fields of good characteristics we prove the following:
Theorem B. There is a bijection φ between G-conjugacy classes of pairs (L, e) where L is
a pseudo Levi subgroup in G and e is a distinguished nilpotent element in the Lie algebra
of L, and G-conjugacy classes of pairs (e,C) where e is a nilpotent element in g and C is
a conjugacy class in A(e). It takes the class of (L, e) where L = ZG(x)◦ to the class of
(e,Cx) where Cx is the conjugacy class containing the image of x in A(e).
As in the characteristic zero case, the bijection φ provides important information on the
orders of elements in A(e). We use this information in (3.7) to determine the isomorphism
type of A(e) in all cases. It turned out that not only the component group of the centraliser
of e ∈N (g) remains isomorphic to that of a characteristic zero counterpart of e but also the
tables in [35, Section 4] describing φ explicitly for all groups of exceptional types remain
valid in good characteristic (Theorem 3.9).
2. The Bala–Carter theory in good characteristic
2.1. Let G be a connected reductive algebraic group over an algebraically closed field k
of characteristic p > 0 with Lie algebra g, and let T ⊂ B ⊂G be a maximal torus contained
in a Borel subgroup of G. Let Φ , Φ+, and Π denote the root system, the positive system,
and the basis of simple roots associated with (G,B,T ), respectively. Assume that p is
good for G that is p is greater than any coefficient of any root in Φ+ expressed as a linear
combination of simple roots.
The Lie algebra g carries a natural [p]th power map x → x[p] equivariant under the
adjoint action of G. An element x ∈ g is called nilpotent if x[p]r = 0 for r 0. The variety
N (g) of all nilpotent elements in g is conical and often called the nilpotent cone of g. By
a classical result of Richardson [30], G acts on N (g) with finitely many orbits.
Given a closed subgroup H of G we denote by H ◦ the connected component of H . We
denote by H ′ the intersection of H with the derived subgroup of G, and let h′ := LieH ′.
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It is a standard fact of the theory of algebraic groups (see [3, (14.2), (14.17)]) that
any unipotent (respectively, nilpotent) element of G (respectively, g) belongs to G′
(respectively, to g′). As usual, Ru(H) stands for the unipotent radical of H .
For a parabolic subgroup P ⊂G we have
dimP ′/Ru(P ) dimRu(P )
/(
Ru(P ),Ru(P )
)
(see [6, p. 166]; it is well known that Ru(P )⊂ P ′). We call P distinguished if the equality
dimP ′/Ru(P )= dimRu(P )
/(
Ru(P ),Ru(P )
)
holds. For G simple, all distinguished parabolics (up to conjugacy in G) are listed in [6,
pp. 174–177]. Let u= LieRu(P ) and x ∈ u. We say that x is a Richardson element if the
adjoint orbit (AdP)x is open in u. Such elements exist in all parabolic subalgebras of g
(see [6, p. 136]). A nilpotent element e ∈ g is called standard if there exist a Levi subgroup
L ⊂ G and a distinguished parabolic subgroup PL of L such that e is a Richardson
element in LieRu(PL). Pommerening’s theorem [28] says that any nilpotent element in
g is standard. For p = 0 and p 0 this is the main result of the Bala–Carter theory (see
[6, Chapter 5]). In some bad characteristics g is known to possess nonstandard nilpotent
orbits, but the number of nilpotent orbits in g is always finite regardless of p (for p bad
this was established by Holt–Spaltenstein [13] with the help of a computer).
2.2. To obtain our main results we are going to replace the sl(2)-theory, prominent in the
classical case, by the Kempf–Rousseau theory also known as the theory of optimal tori for
G-unstable vectors. In this subsection, we review the main results of the Kempf–Rousseau
theory following closely Slodowy’s exposition in [34].
Denote by X∗(T ) = Hom(Gm,T ) the group of all one-parameter subgroups of T
(including the trivial one) and by X∗(T )= Hom(T ,Gm) the group of all rational characters
of T . The pairing X∗(T )×X∗(T )→ Z given by (ω,λ) → 〈ω,λ〉 where ω(λ(t))= t〈ω,λ〉
and t ∈ k∗ = Gm(k) is nondegenerate and invariant under the natural action of the Weyl
group W = NG(T )/T . By choosing a W -invariant positively defined symmetric bilinear
form X∗(T ) × X∗(T )→ Z we identify the dual vector spaces E∗ := X∗(T ) ⊗Z R and
E :=X∗(T )⊗Z R. We denote the chosen scalar product on E by (· , ·) and let ‖ · ‖ stand
for the corresponding norm mappingE→R0, x →√(x, x). As we identifyE∗ and Ewe
can regard the elements in X∗(T ) as rational linear combinations of elements in X∗(T ). So
given λ ∈X∗(T ) there is a d ∈N such that dλ ∈X∗(T ). It is worth mentioning that under
our identification we have 〈ω,λ〉 = (ω,λ) for all ω ∈X∗(T ) and λ ∈X∗(T ).
Let X∗(G)= Hom(Gm,G). The W -invariance of (· , ·) and the fact that
X∗(G)=
⋃
g∈G
X∗
(
g−1Tg
)
enable us to extend the norm ‖ · ‖ to a well-defined G-invariant mapping from X∗(G)
to R0. For λ ∈X∗(G) and g ∈G such that gλg−1 ∈X∗(T ), we set ‖λ‖ := ‖gλg−1‖ (this
is independent of the choices made).
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To each λ ∈ X∗(G) one assigns (canonically) a parabolic subgroup P(λ) of G with
Levi decomposition P(λ) = Z(λ)U(λ). The Levi subgroup Z(λ) of G is nothing but the
centraliser of λ in G. For λ ∈X∗(T ) we have that
LieZ(λ)= t⊕
∑
〈α,λ〉=0
gα, LieU(λ)=
∑
〈α,λ〉>0
gα
(here t= LieT and gα denotes the root space of g corresponding to α ∈Φ). We denote by
p(λ) and u(λ) the Lie algebra of P(λ) and U(λ), respectively.
For λ = 0, we let T λ denote the subtorus of codimension 1 in T generated by
all one-dimensional tori µ(k∗) ⊂ T with µ ∈ X∗(T ) satisfying (µ,λ) = 0. Let Z⊥(λ)
denote the closed connected subgroup of Z(λ) generated by T λ and the derived subgroup
of Z(λ). This subgroup plays a rather important rôle in the Kempf–Rousseau theory (see
Proposition 2.2). For α ∈ Φ , we have 〈α,λ〉 = 0 if and only if (α∨, λ) = 0 where α∨
denotes the coroot corresponding to α. Therefore, T ∩ (Z(λ),Z(λ)) ⊆ T λ hence T λ is a
maximal torus in Z⊥(λ). The norm mapping ‖ · ‖ on X∗(G) induces that on X∗(Z⊥(λ)).
Since any rational character of T λ can be lifted to a rational character of T (see [3,
Proposition 8.2(c)]) the groupX∗(T λ) is naturally identified with the orthogonal projection
of X∗(T ) to the hyperplane {x ∈ E | (x,λ)= 0}. In other words,
X∗
(
T λ
)= {χ − (χ,λ)
(λ,λ)
λ
∣∣∣∣ χ ∈X∗(T )⊂ E
}
.
Let ρ :G→ GL(V ) be a finite-dimensional rational representation of G. The action of
λ ∈ X∗(G) gives V a graded vector space structure via V =⊕i∈Z V (i) where V (i) =
V (λ, i) := {v ∈ V | ρ(λ(t))v = t iv, ∀t ∈ k∗}. Each 0 = v ∈ V decomposes uniquely as
v =∑i vi with vi ∈ V (i), and we define
m(λ,v) := min{i ∈ Z | vi = 0}.
A vector v ∈ V is called unstable relative to a closed subgroup H ⊆G (or H -unstable)
if the Zariski closure H · v of the orbit H · v contains 0. If 0 /∈ H · v one says that v is
semistable relative to H (or H -semistable). Let Z(V ,H) denote the set of all H -unstable
vectors in V . Obviously, Z(V ,H) ⊆ Z(V ,G). If the group H is reductive, then the
invariant algebra k[V ]H is generated (as a k-algebra with 1) by finitely many homogeneous
polynomial functions of positive degree, say f1, . . . , fN (in positive characteristic this
requires the Mumford conjecture proved by Haboush in [11]). In this case, Z(V ,H) =
Z(f1) ∩ · · · ∩ Z(fN) is Zariski closed in V . The nilpotent variety N (g) coincides with
Z(g,G) in all characteristics (see [2] for more detail).
By the Hilbert–Mumford criterion, a vector 0 = v ∈ V is G-unstable if and only if
m(ν, v) > 0 for some ν ∈X∗(G) (see [17], for example). Of course, such a ν is not unique.
A nonzero λ ∈X∗(G) is said to be optimal for 0 = v ∈Z(V ,G) if
m(λ,v)
‖λ‖ 
m(µ,v)
‖µ‖
(∀µ ∈X∗(G) \ {0}).
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It is worth mentioning that if λ is optimal for v then so is any element in X∗(G) of the
form k−1λ with k ∈N. A nonzero λ ∈X∗(G) is called primitive if there is no µ ∈X∗(G)
with λ = nµ where n ∈ Z, n  2. Given ν ∈ X∗(T ) we denote by ν¯ the unique primitive
element in X∗(G) of the form k−1ν with k ∈N.
Theorem 2.1 (Kempf [17], Rousseau [33]). Let 0 = v ∈Z(V ,G) and let Λv denote the set
of all primitive elements in X∗(G) which are optimal for v. The following are true:
(i) Λv = ∅ and there exists a parabolic subgroup P(v) in G such that P(v) = P(λ) for
any λ ∈Λv .
(ii) Λv = {gλg−1 | g ∈ P(v)} for any λ ∈Λv .
(iii) For any maximal torus S ⊂ P(v), the intersection X∗(S)∩Λv consists of one element,
denoted λS(v).
(iv) For any g ∈ G, we have that Λρ(g)v = gΛvg−1 and P(ρ(g)v) = gP(v)g−1 . The
stabiliser Gv = {g ∈G | ρ(g)v = v} is contained in P(v).
Remark. The parabolic subgroup P(v) is called optimal for v. In general it depends on
the choice of a G-invariant mapping ‖ · ‖.
It follows readily from the finiteness of the number of nilpotent G-orbits that any
e ∈ N (g) is homogeneous of positive degree relative to a torus in X∗(G) (see [37] or
[28] for more detail). We shall show later that if e is picked properly in N (g), then one
of such tori (namely, the torus associated with the weighted Dynkin diagram of a complex
counterpart of e) is optimal for e. We shall rely on the following:
Proposition 2.2 (Kirwan [18], Ness [22]). Let λ ∈ X∗(G) and let 0 = v be a vector in
V (n)= V (λ,n) where n > 0. Then λ is optimal for v if and only if v is semistable relative
to Z⊥(λ).
We mention for completeness that Z⊥(λ) is a normal reductive subgroup of Z(λ) acting
on all homogeneous components V (λ, i) of V . For i = 0 the subspace V (λ, i) is contained
in Z(V ,Z(λ)).
2.3. In good characteristic, there is a way to slightly improve g without affecting the
structure of nilpotent orbits which we are now going to describe.
Let g′′ denote the (AdG)-submodule of g generated by the root spaces gα . This is a G-
invariant restricted ideal of g contained in g′. Moreover, g= t+ g′′. Since the [p]th power
map of g is invertible on t we have that N (g) ⊂ g′′ (this is immediate from Jacobson’s
formula). Let z denote the centre of the Lie algebra g. As explained in [26, p. 211], z⊆ t
and the group G acts trivially on z. Let z′′ = z∩g′′ and g¯= g′′/z′′. The quotient Lie algebra
g¯ carries a natural restriction map induced by that of g and G acts on g¯ as restricted Lie
algebra automorphisms. LetN (g¯) denote the nilpotent cone of the restricted Lie algebra g¯.
As explained in [26, pp. 211, 212], g¯ is a completely reducible G-module. Since the [p]-
mapping of g is invertible on z′′ there is a natural G-equivariant bijection between N (g)
and N (g¯).
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Let Ĝ′ denote a simply connected cover of G′ and G = G/Z(G) = Ĝ′/Z(Ĝ′),
a semisimple k-group of adjoint type. Let gˆ′ = Lie Ĝ′. Note that Z(G) and Z(Ĝ′) act
trivially on g and gˆ′, respectively. Since p is good for Ĝ′ the restricted Lie algebra gˆ′/z(gˆ′)
is a completely reducible Ĝ′-module. This implies that g′′/z′′ ∼= gˆ′/z(gˆ′) as G-modules
and restricted Lie algebras (see [26, p. 212] for a few more details). Since N (g)⊂ g′′ the
canonical homomorphism g′′ → g′′/z′′ induces a natural G-equivariant bijection between
N (g¯) and N (gˆ′), hence between N (g) and N (gˆ′).
It follows from the above discussion that we can replace G by Ĝ′ without affecting
the structure of nilpotent orbits. Let G1, . . . ,Gm be the simple (and simply connected)
components of Ĝ′ and gi = LieGi , 1 i m. We now embed Ĝ′ into the reductive group
G˜ defined in [25, p. 268]. Recall that G˜= G˜1 × · · · × G˜m where G˜i = GLrp(k) if Gi has
type Arp−1 for some r  1 and G˜i = Gi otherwise. The adjoint groups G˜/Z(G˜) and G
are naturally isomorphic and there is a G-equivariant bijection between N (g) and N (g˜)
where g˜= Lie G˜.
At the end of these rather boring deliberations we get our reward: it can be assumed
in what follows that the derived subgroup G′ is simply connected and G admits a finite-
dimensional rational representation τ such that the trace form
ψ : (x, y) → tr(dτ )(x) ◦ (dτ )(y) (x, y ∈ g)
on g is nondegenerate. The existence of such a form implies that for any x ∈ g the orbit
map G→ g, g → (Adg)x is separable, that is LieZG(x) = zg(x) for any x ∈ g where
we denote by ZG(x) and zg(x) the centraliser of x in G and in g, respectively (see [37,
Chapter I, Section 5]).
A nilpotent element e ∈ g is called distinguished if the group ZG′(e)◦ is unipotent. It
follows easily from [6, Corollary 5.2.4] that any Richardson element of a distinguished
parabolic subalgebra of G is a distinguished nilpotent element of g.
We denote by GC the connected simply connected semisimple algebraic C-group with
root system Φ , and let gC = LieGC. Let B = {Xγ | γ ∈Φ} ∪ {Hα | α ∈Π} be a Chevalley
basis of gC and let gZ be the Z-span of B, a Lie algebra over Z. As G′ is simply
connected we can identify g′ with gZ⊗Z k as Lie algebras (see [4, (2.5)], for example). Let
eγ =Xγ ⊗ 1. Then gγ = g′γ = keγ for all γ ∈Φ .
Let UZ denote the Kostant Z-form of the universal enveloping algebra U(gC) generated
(as a Z-algebra with 1) by all X(n)γ := Xnγ /n! with γ ∈ Φ and n ∈ N. Let Uk = UZ ⊗Z k,
the distribution algebra of G′. This is generated (as a k-algebra with 1) by the elements
e
(n)
α :=X(n)α ⊗ 1 (see [39, Section 2] for more detail).
By the Jacobson–Morozov theorem, any nilpotent element e ∈ gC (including 0) belongs
to an sl(2)-triple {e,h,f } ⊂ gC. Let ρi denote the ith fundamental representation of GC.
By the sl(2)-theory, all eigenvalues of the endomorphism (dρi)(h) are integers. From this
it follows that h is conjugate under GC to an element in the Z-span of the Hα’s. The latter
element is conjugate under W to an element in the dual Weyl chamber associated with Π .
So replacing e by its GC-conjugate we may assume that h=∑α∈Π qαHα where qα ∈ Z
for all α ∈Π and each rα := α(h) is nonnegative.
It was proved by Dynkin that rα ∈ {0,1,2} for all α ∈ Π (see [6, Proposition 5.6.6]).
Following Dynkin, we define the weighted Dynkin diagram∆=∆(e) of e to be the Dynkin
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graph of Π with the number rα attached to the node corresponding to α. This is known to
be independent of the choices made (see [6, Proposition 5.6.7]). Moreover,∆(e1)=∆(e2)
if and only if e1 and e2 lie in the same GC-orbit (see [6, Proposition 5.6.8]). The set of all
weighted Dynkin diagrams will be denoted by D(Π).
2.4. Given ∆ ∈ D(Π) there exists a one-parameter subgroup λ∆ ∈ X∗(G) such that
(Adλ∆(t))e±α = t±rα e±α and (Adλ∆(t))x = x for all α ∈Π , x ∈ t and t ∈ k∗. To see this
we invoke the coroots α∨ ∈ X∗(T ′) and set λ∆ :=∑α∈Π qαα∨ (it is important here that
the qα’s are integers).
It follows from the finiteness of nilpotent orbits in g that the Levi subgroup Z(λ∆)
has only a finite number of orbits on the weight space g(λ∆,2) (see [32, Theorem E]).
Therefore, Z(λ∆) has a unique dense open orbit in g(λ∆,2), denoted g(λ∆,2)reg. We
denote by O(∆) the nilpotent orbit (AdG)g(λ∆,2)reg.
Theorem 2.3. Let e be any element in g(λ∆,2)reg. Then the following hold:
(i) The torus λ∆ is optimal for e.
(ii) The centraliser ZG(e) is contained in P(λ∆).
(iii) Let C(λ∆, e) = ZG(e) ∩ Z(λ∆). Then C(λ∆, e) is a reductive group. Moreover,
ZG(e)= C(λ∆, e)ZU(λ∆)(e), a semidirect product, and ZU(λ∆)(e)=Ru(ZG(e)).
(iv) zg(e)⊂ p(λ∆) and [p(λ∆), e] =⊕i2 g(λ∆, i).
Proof. (1) We are going to apply Proposition 2.2. Let λ = λ∆. For i ∈ Z, we set
Φ(i)= {γ ∈ Φ | 〈γ,λ〉 = i}. The Z(λ)-module g(2)= g(λ,2)=⊕γ∈Φ(2) gγ is obtained
by reducing modulo p the free Z-module gZ(2) :=⊕γ∈Φ(2)ZXγ . The subgroup Z⊥(λ)
defined in (2.2) is the product of Z′(λ) := (Z(λ),Z(λ)) and the subtorus T λ of T generated
by all µ(k∗) with (µ,λ) = 0. Let ZΦ(2) denote the Z-submodule of the root lattice ZΦ
generated by Φ(2). The symmetric Z-algebra S(gZ(2)∗) of the dual Z-module gZ(2)∗
carries a natural ZΦ(2)-grading:
S
(
gZ(2)∗
)= ⊕
µ∈ZΦ(2)
S
(
gZ(2)∗
)
µ
induced by that of gZ(2), and so does theC-algebra S(gC(2)∗)∼=C[gC(2)]. These gradings
are compatible with the standard gradings of symmetric algebras.
Let TC be the maximal torus in GC such that X∗(AdTC) = ZΦ , and let T λC , Z(λ)C,
Z′(λ)C, and Z⊥(λ)C denote the analogues for GC of the subgroups T λ, Z(λ), Z′(λ), and
Z⊥(λ), respectively (we view X∗(TC)⊗ZR as a subspace of E of course). According to an
unpublished result of Kraft reproduced in [12], the one-parameter subgroup λ ∈X∗(TC) is
optimal for at least one element in gC(2). A very short proof of this result based on the
Kempf–Ness criterion [29, (6.12)] can be found in [29, p. 204] (the argument in [29]
uses the Killing form on gC but this can be replaced by any R-valued nondegenerate
invariant bilinear form on gZ ⊗Z R which is positive definite on the R-span of the
Hα’s). So Proposition 2.2 implies that the invariant algebra I := (S(gC(2)∗))Z⊥(λ)C
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intersects Sm(gC(2)∗) for some m ∈ N. Since the latter space is TC-stable we deduce
that I ∩ Sm(gC(2)∗)µ = 0 for some µ ∈ ZΦ(2). Clearly, T λC ⊆ kerµ. Since T λC has
codimension 1 in TC the factor group TC/T λC is a one-dimensional torus, hence has a
cyclic group of rational characters. The latter is naturally identified with the subgroup
of all rational characters of TC vanishing on T λC . This implies that the invariant algebra
(S(gC(2)∗))Z
⊥(λ)C intersects with Sbm(gC(2)∗)dλ for some b ∈ N and d ∈ Z. This is the
same as to say that the subspace
Mb,d :=
{
ϕ ∈ Sbm(gC(2)∗)dλ ∣∣X(i)γ · ϕ = 0 for all γ ∈Φ(0) and all i ∈N}
is nonzero (recall that we regard λ as a rational linear combination of elements in X∗(T ),
see (2.2)). Since all operators X(i)γ with γ ∈Φ(0) preserve the Z-lattice gZ(2)∗ ⊂ gC(2)∗
we have that Mb,d ∼=Mb,d,Z⊗ZC where Mb,d,Z =Mb,d ∩Sbm(gZ(2)∗)dλ. It is immediate
from the definition thatMb,d,Z is not contained in pS(gZ(2)∗). LetMb,d,k denote the image
of Mb,d,Z in S(g(2)∗)∼= (S(gZ(2)∗)/pS(gZ(2)∗))⊗Fp k. Then
0 =Mb,d,k ⊆
{
ϕ ∈ Sbm(g(2)∗)
dλ
∣∣ e(i)γ · ϕ = 0 for all γ ∈Φ(0) and all i ∈N},
which implies that (Sbm(g(2)∗)dλ)Z
⊥(λ) contains a nonzero element, Q say.
Viewed as a polynomial function Q is a semiinvariant of Z(λ), hence g(2)reg ∩
Z(Q)= ∅. Combined with Proposition 2.2 this gives (i) which, in turn, gives (ii) thanks to
Theorem 2.1(iv).
(2) To ease notation we suppress λ in P(λ), p(λ) and U(λ). Recall from (2.3) that
LieZG(e) = zg(e). Since ZG(e) = ZP (e) we have zg(e) ⊂ p. Since g(i) and g(−i) are
dual to each other (relative to ψ) and [e,g(k)]⊥ = zg(e) ∩ g(−k − 2)= {0} for any k  0
we deduce [e,p] =⊕i2 g(i) proving (iv).
To prove the first part of (iii) we let e0 be any element in g(2) \ g(2)reg. If Q(e0) = 0
then e0 is semistable relative to Z⊥(λ) which yields ZG(e0) ⊂ P (Proposition 2.2 and
Theorem 2.1(iv)). Replacing e by e0 in the previous argument we obtain [g(0), e0] = g(2).
Since g(0)= LieZ(λ) the orbit (AdZ(λ))e0 is open dense in g(2), hence intersects with
g(2)reg. But then e0 ∈ g(2)reg, a contradiction. We deduce that g(2)reg = g(2) \ Z(Q).
The principal open subset on the right is isomorphic to a closed subset of the affine
space g(2) ⊕ k. So the Z(λ)-orbit g(2)reg is isomorphic to an affine variety. Since
[g(0), e] = g(2) the orbit map π :Z(λ)→ g(2), g → (Adg)e is separable. According
to [3, Proposition 6.7], π is a quotient of Z(λ) by C(λ, e). The universality property of
a quotient morphism [3, (6.1)] now shows that Z(λ)/C(λ, e) ∼= g(2)reg as varieties. It
follows that the variety Z(λ)/C(λ, e) is affine. Applying an important result of Richardson
[31, Theorem A] (which holds in all characteristics) we now deduce that the group C(λ, e)
is reductive (see also [10, p. 41]).
Each x ∈ ZG(e)⊂ P decomposes (uniquely) as x = zu with z ∈ Z(λ) and u ∈ U . As
(AdU)e⊆ e+⊕i3 g(i) andZ(λ) preserves all graded components g(i)we have that e≡
(Ad z)e (mod
⊕
i3 g(i)). As a consequence, z ∈ C(λ, e), hence ZG(e)= C(λ, e)ZU(e),
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a semidirect product. Since C(λ, e) is reductive and ZU(e) is a normal unipotent subgroup
of ZG(e) we have the equalities
Ru
(
ZG(e)
)=ZU(e)◦, ZG(e)◦ = C(λ, e)◦ZU(e)◦.
Let U be the unipotent variety of G and let η :U → N (g) be a Springer map, a G-
equivariant isomorphism of algebraic varieties (see [37, Chapter III, (3.12)] or [2] for more
detail). According to [37, Chapter III, (3.15)], all unipotent elements ofZG(η−1(e)) belong
to ZG(η−1(e))◦. Since ZG(η−1(e))= ZG(e) we obtain that ZU(e) lies in the semidirect
product C(λ, e)◦ZU(e)◦. It follows that A := ZU(e)/ZU(e)◦ is isomorphic to a finite
normal p-subgroup of C(λ, e)◦. As the latter is connected and reductive A must be trivial.
So ZU(e)=ZU(e)◦ and our proof is complete. ✷
2.5. One of our main goals in this section is to show that any nilpotent element in g is
standard. To achieve that it will be important for us to know that any standard nilpotent
element in g lies in one of the orbitsO(∆). Although we are not ready to establish this yet,
Theorem 2.3 enables us to prove that the orbits associated with different weighted Dynkin
diagrams are distinct.
Proposition 2.4. Let ∆1,∆2 ∈D(Π). Then O(∆1)=O(∆2) if and only if ∆1 =∆2.
Proof. It ∆1 = ∆2 then, of course, O(∆1) = O(∆2). Suppose O(∆1) = O(∆2), let
λi = λ∆i , and pick ei ∈ g(λi ,2)reg where i = 1,2. Clearly, e2 = (Adg)e1 for some g ∈G.
The tori λ2 and gλ1g−1 are optimal for e2 (Theorem 2.3(i)). Therefore, both λ¯2 and gλ¯1gˆ−1
are in Λe2 , hence there is p ∈ P(e2) such that pλ¯2p−1 = gλ¯1g−1 (Theorem 2.1). As a
consequence, λ¯1 and λ¯2 are G-conjugate, henceW -conjugate. Since both λ¯1 and λ¯2 belong
to the same Weyl chamber in E they must be equal. So if both λ1 and λ2 are primitive, we
are done.
Thus we may assume (after renumbering e1 and e2 if necessary) that λ2 is not primitive.
Since g(λi ,2) = 0 for i = 1,2 we have that λi ∈ {λ¯i ,2λ¯i}. So our assumption implies
λ2 = 2λ¯2. If λ1 = 2λ¯1 we are done. So assume further that λ1 is primitive. Then t2e2 =
(Adgλ¯1(t)g−1)e2 = (Adpλ¯2(t)p−1)e2 ≡ te2 (mod ⊕i3 g(λ2, i)). This contradiction
shows that λ1 = λ2 in all cases. ✷
Let λ= λ∆ and e ∈ g(λ,2)reg. Let S be a maximal torus of the reductive group C(λ, e)
and L=ZG(S), a Levi subgroup of G with Lie algebra l= {x ∈ g | (Ad s)x = x, ∀s ∈ S}
(see [3, (9.4)]). Since λ⊂ L, the Lie algebra l is (Adλ)-stable. Let PL(λ) = P(λ) ∩ L, a
parabolic subgroup of L, and pL(λ)= LiePL(λ)=⊕i0 l(λ, i).
Proposition 2.5. The following are true:
(i) PL(λ) is a distinguished parabolic subgroup of L.
(ii) e is a Richardson element in pL(λ).
(iii) λ(k∗) is contained in the derived subgroup of L.
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Proof. To shorten notation we set l(i) := l(λ, i). First observe that PL = ZL(λ)Ru(PL)
where ZL(λ) is a Levi subgroup of G with Lie algebra l(0) and LieRu(PL)=⊕i1 l(i).
By construction, e ∈ l(2). By Theorem 2.3(iv), [p(λ), e] = ⊕i2 g(i). Since S acts
semisimply on g and commutes with λ we obtain (by passing to fixed points) that
[pL, e] =⊕i2 l(i).
Since C(λ, e) is reductive (Theorem 2.3(iii)) and S is a maximal torus in C(λ, e)
we have ZC(λ,e)(S)◦ = S. Since [l(0), e] = l(2) and ZL(λ) = S · Z(L,L)(λ) the orbit
(AdZ(L,L)(λ))e is open dense in l(2). The stabiliser of e in Z(L,L)(λ) is nothing but
ZC(λ,e)(S) ∩ (L,L). The connected component of this lies in ZC(λ,e)(S)◦ ∩ (L,L), hence
is trivial as (L,L) ∩ S is finite. So the stabiliser of e in Z(L,L)(λ) is a finite group. Then
dimZ(L,L)(λ)= dim l(2).
We claim that l(1) = 0. To prove this we shall slightly modify Jantzen’s argument
presented in [6, Proposition 5.7.6] or [28, (1.3)] (we cannot use Jantzen’s argument
directly because p may not be a very good prime for L). Suppose l(1) = 0. Let
P(L,L)(λ) = PL(λ) ∩ (L,L), a parabolic subgroup of (L,L). Let x = ∑i>0 xi be a
Richardson element of P(L,L)(λ) in LieRu(P(L,L)(λ)) =⊕i>0 l(i). Let V denote the
quotient space
⊕
i>0 l(i)/(
⊕
i>2 l(i))
∼= l(1)⊕ l(2). The group P(L,L)(λ) preserves each
subspace
⊕
ik l(i) hence acts on V . As the orbit (AdP(L,L)(λ))x is open in
⊕
i>0 l(i) the
orbit O(x) := P(L,L)(λ)(x1 + x2)⊂ V is open in V . As P(L,L)(λ)=Z(L,L)(λ)Ru(PL(λ))
and the derived subgroup of Ru(PL(λ)) acts trivially on V , the orbit O(x) is contained in
the image of Z(L,L)(λ)(x1 + x2 + [l(1), x1]) in V . As a consequence,
dimV = dimO(x) dimZ(L,L)(λ)+ dim
[
l(1), x1
]
.
Since x1 ∈ l(1) we have dim[l(1), x1]< dim l(1), hence
dim
(
l(1)+ l(2))< dimZ(L,L)(λ)+ dim l(1).
But dimZ(L,L)(λ)= dim l(2) by our remark earlier in the proof. This contradiction proves
the claim.
Recall that (AdPL(λ))e is open in
⊕
i2 l(i). Since l(1)= 0 the orbit (AdPL(λ))e =
(AdP(L,L)(λ))e is therefore open in LieRu(PL(λ)) =⊕i1 l(i). This proves (ii), while
the equality [pL, e] =⊕i2 l(i) now implies that l(2i + 1)= {0} for all i  0. Hence (i).
For (iii) we first observe that T ⊂ Z(λ). Replacing e by a Z(λ)-conjugate we may
assume that S ⊂ T (this replacement will not affect λ). Then T = ST1 where T1 is
a maximal torus of (L,L). Suppose λ /∈ X∗(T1) and let X∗(S)Q and X∗(T1)Q denote
the Q-spans of X∗(S) and X∗(T1) in E. Then λ = µS + µ1 where µS ∈ X∗(S)Q and
µ1 ∈ X∗(T1)Q. Since X∗(T1) = X∗(T1)Q ∩ X∗(T ) and λ /∈ X∗(T1) we have µS = 0
(one should take into account here that X∗(T1) is a direct summand in the group of
rational characters X∗(T )). It is well known that X∗(S)Q and X∗(T1)Q are orthogonal
to each other relative to the W -invariant scalar product (· , ·) (this is because the group
NL(T )/T ⊂W acts trivially on X∗(S)Q and has no nontrivial fixed points on X∗(T1)Q).
There is r ∈ N such that rµS ∈ X∗(S) and rµ1 ∈ X∗(T1). Clearly, (Ad rµ1(t))e = t2r e
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for all t ∈ k∗. Obviously, µ1 = 0. Also, m(rµ1, e)= rm(λ, e) and ‖rµ1‖ = r‖µ1‖ while
‖λ‖ = ‖µ1‖ + ‖µS‖> ‖µ1‖. But then
m(rµ1, e)
‖rµ1‖ >
m(λ, e)
‖λ‖ ,
contrary to Theorem 2.3(i). This contradiction proves (iii) (see also [12, Corollary 7.3]). ✷
2.6. Let Π = {α1, . . . , αl}. Given I ⊆ {1, . . . , l} we set ΠI = {αi | i ∈ I } and denote
by LI the standard Levi subgroup of G corresponding to I . We let ΦI stand for the root
system of LI relative to T , and put WI =W(ΦI ) and Φ+I =Φ+ ∩ΦI . Given two subsets
I ⊇ J in {1, . . . , l} we let PI,J denote the standard parabolic subgroup of LI associated
with J . We let LI,C and PI,J,C denote the analogues of LI and PI,J in GC.
Denote by P(Π) the set of all pairs (I, J ) with {1, . . . , l} ⊇ I ⊇ J such that PI,J
is a distinguished parabolic subgroup in LI . We say that two pairs (I, J ) and (I ′, J ′)
are equivalent if there is w ∈ W such that w(ΠI ) = ΠI ′ and w(ΠJ ) =ΠJ ′ , and denote
by [P(Π)] the set of all equivalence classes. For (I, J ) ∈ P(Π) we denote by O(I, J )
(respectively,OC(I, J )) the nilpotent orbit in g (respectively, gC) containing a Richardson
element of LiePI,J (respectively, LiePI,J,C). It follows from the Bala–Carter theory [6,
Chapter 5] that [P(Π)] parameterises the nilpotent orbits in gC (this will be explained
in more detail in the proof of Theorem 2.6). More precisely, any nilpotent element of
gC is contained in the union
⋃
(I,J )∈P(Π)OC(I, J ) and OC(I, J ) = OC(I ′, J ′) if and
only if (I, J ) and (I ′, J ′) are equivalent. Combining this description with Dynkin’s
parameterisation of nilpotent orbits one obtains that
Card
[P(Π)]= CardD(Π).
Let (I, J ) ∈ P(Π). It follows from the classical theory that there exists a unique
HI,J =∑i∈I aiHαi ∈ gC with ai ∈ Z such that αk(HI,J )= 0 for k ∈ J and αk(HI,J )= 2
for k ∈ I \ J (see our discussion at the end of (2.3)). Set λI,J :=∑i∈I aiα∨i , an element
in X∗(G′) and in X∗(GC). Then pI,J =⊕i0 lI (λI,J , i) where pI,J = LiePI,J and
lI = LieLI . According to the classical theory, there is a unique weighted Dynkin diagram
∆I,J ∈D(Π) such that w(λI,J )= λ∆I,J for some w ∈W .
Theorem 2.6. The following are true:
(i) Any standard nilpotent element is contained in one of the orbits O(I, J ).
(ii) O(I, J )=O(I ′, J ′) if and only if (I, J ) and (I ′, J ′) are equivalent.
(iii) O(I, J )=O(∆I,J ).
(iv) dimkO(I, J )= dimCOC(I, J ).
Proof. Part (i) is clear as the conjugacy classes of Levi subgroups and parabolic subgroups
in reductive groups over k have the same description as that over C. To establish (ii) one
follows [6, Chapter 5] with small deviations.
It is easy to see that if (I, J ) and (I ′, J ′) are equivalent then O(I, J ) = O(I ′, J ′).
Now let e and e′ be Richardson elements in pI,J and pI ′,J ′ , respectively, and suppose
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that e′ = (Adg)e. Let λ = λI,J and λ′ = λI ′,J ′ . By [6, Proposition 5.8.5] (which only
requires p to be good for G) it can be assumed that e ∈ lI (λ,2) and e′ ∈ l′I ′(λ′,2). Let
S =Z(LI )◦ and S′ =Z(LI ′)◦. It was mentioned in (2.3) that e and e′ are distinguished in
l and l′. So the groups Z(LI ,LI )(e)◦ and Z(LI ′ ,LI ′ )(e
′)◦ are unipotent. From this it follows
that S and S′ are maximal tori in ZG(e) and ZG(e′), respectively. Since all maximal tori in
ZG(e
′) are conjugate it can be assumed that gSg−1 = S′. Then g maps LI = ZG(S) onto
LI ′ =ZG(S′).
Let N (respectively, N ′) denote the normaliser of k∗e (respectively, k∗e′) in (LI ,LI )
(respectively, (LI ′ ,LI ′)). By an earlier remark in this subsection, λ(k∗) ⊂ N and
λ′(k∗)⊂N ′. This implies that both N = λ(k∗)Z(LI ,LI )(e) and N ′ = λ′(k∗)Z(LI ′ ,LI ′)(e′)
have unipotent radicals of codimension 1. So λ′(k∗) and gλ(k∗)g−1 are maximal tori in N ′,
hence conjugate under ZLI ′ (e′). Thus we may assume further that gλ(k∗)g−1 = λ′(k∗).
Then g maps X∗(λ(k∗)) onto X∗(λ′(k∗)). Since e ∈ g(λ,2), e′ ∈ g(λ′,2), and g takes e
to e′, it must be that gλg−1 = λ′. Then g maps pI,J onto pI ′,J ′ , hence PI,J = NLI (pI,J )
onto PI ′,J ′ = NLI ′ (pI ′,J ′). So it can be assumed that g maps LI and PI,J onto LI ′ and
PI ′,J ′ .
Since T and gT g−1 are maximal tori in PI ′,J ′ there is n = nw ∈ NG(T ) of the form
n= pg with p ∈ PI ′,J ′ . Note that n maps LI and PI,J onto LI ′ and PI ′,J ′ . Then w maps
ΦI onto ΦI ′ and Φ+I \Φ+J onto Φ+I ′ \Φ+J ′ , hence ΦJ onto ΦJ ′ . So the root systems ΦJ
and ΦJ ′ are isomorphic and w(ΠJ ) is a basis of simple roots in ΦJ ′ . But then there
is w′ ∈ WJ ′ such that w′w(ΠJ ) = ΠJ ′ . Since w′ preserves Φ+I ′ \ Φ+J ′ the element w′w
maps Φ+I onto Φ
+
I ′ , hence ΠI onto ΠI ′ . This means that (I, J ) and (I
′, J ′) are equivalent
proving (ii)
By Proposition 2.5, any orbit O(∆) consists of standard elements hence coincides with
one of the orbits O(I, J ). By Proposition 2.4, all orbits in the set {O(∆) |∆ ∈D(Π)} are
distinct. Since CardD(Π)= Card[P(Π)] any orbitO(I, J ) must be of the formO(∆) for
some ∆ ∈ D(Π). By our earlier remark in this proof, lI (λI,J ,2) contains a Richardson
element of pI,J , say e. There is x ∈ G such that e1 := (Adx)e ∈ g(λ∆,2)reg. Let S1
be a maximal torus in ZG(e1) and L1 = ZG(S1). It follows from parts (i) and (ii) of
Proposition 2.5 that e1 is distinguished in LieL1. So the group Z(L1,L1)(e1)◦ is unipotent.
Since all maximal tori in ZG(e1) are conjugate it can be assumed further that x maps the
torus Z(LI,J )◦ onto S1. Then x maps LI,J onto L1. By Proposition 2.5(iii), λ∆(k∗) ⊂
(L1,L1). Since x maps N(LI ,LI )(k∗e) = λI,J (k∗)Z(LI ,LI )(e) onto N(L1,L1)(k∗e1) =
λ∆(k
∗)Z(L1,L1)(e1) we argue as before to deduce that λI,J and λ∆ are conjugate under G
(one should also take into account that e ∈ g(λI,J ,2) and e1 ∈ g(λ∆,2)). But then λI,J and
λ∆ are conjugate under W , hence λ∆ = λ∆I,J proving (iii).
It follows now from Theorem 2.3(iv) that
dimkO(I, J )= codimg
(
g(λ∆I,J ,0)⊕ g(λ∆I,J ,1)
)
,
while from the sl(2,C)-theory we know that
dimCO(I, J )= codimgC
(
gC(λ∆I,J ,0)⊕ gC(λ∆I,J ,1)
)
.
This completes the proof of the theorem. ✷
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2.7. We are now in a position to prove that any nilpotent element in g is standard. Our
proof will rely on Theorem 2.6(iv) and an idea of Spaltenstein (see [36, p. 285]).
Following [36] we first pass to finite fields. Our group G and its Lie algebra g are
defined and split over the prime field Fp. In particular, g ∼= g(Fp)⊗Fp k where g(Fp) is
a finite-dimensional split Lie algebra over Fp. Let k0 ⊆ k denote the algebraic closure
of Fp . Then G is obtained by extension of scalars from a reductive k0-group G0 with
Lie algebra g0, and so is the G-variety N (g). Let C1, . . . ,Cd be all G0-orbits in N (g0)
(by [30] their number is finite). Let ei ∈ Ci . The morphism f0 from the disjoint union⊔
d copiesG0 to N (g0) which sends an element g of the ith copy to (Adg)ei is surjective.
Therefore, the morphism f from
⊔
d copiesG toN (g) defined by the same rule is surjective
as well. From this it is immediate that e1, . . . , ed form a system of representatives for the
G-orbits in N (g) (see [13, p. 333] for more detail). As a consequence, any nilpotent G-
orbit intersects with g(Fq)∼= g(Fp)⊗Fp Fq provided that q is a large enough power of p.
Theorem 2.7. Any nilpotent element in g is standard.
Proof. Let q = pN whereN  0. Let F be theN th power of the Frobenius endomorphism
of the Fp-group G. Then GF = G(Fq) and gF = g(Fq). As G is Fp-split, all subgroups
PI,J are defined over Fp . As q is large enough, it can be assumed that each Fq -space
lI (λI,J ,2) ∩ g(Fq) contains a Richardson element of pI,J , say eI,J . Let SI := Z(LI )◦,
an F -stable maximal torus in ZG(eI,J ). The relative Weyl group WG,I = NG(LI )/LI ∼=
NW(WI )/WI acts on SI . It follows from [13, Proposition 1] that
CardO(I, J )F = qdimkO(I,J )−dimk G |G
F |
|WG,I |
∑
w∈WG,I
qdimk SI
|SwFI |
.
We denote the right-hand side by RI,J (q) and view it as a function of q . By Theo-
rem 2.6(iv), dimkO(I, J ) = dimCO(I, J ). It follows that RI,J (q) is a rational function
(in fact, a polynomial) in q with coefficients independent of the characteristic of k. By
[38],
CardN (g)F = qdimg−dimt
(this holds in all characteristics). Combining this with [6, Chapter 5] one obtains that for
p 0,
∑
(I,J )
RI,J (q)= qdimg−dimt,
where the summation runs over a set of representatives of equivalence classes in P(Π).
Since this equality holds for infinitely many values of q it must hold for our value of q
as well. But for our value of q the finite Lie algebra g(Fq) intersects with all nilpotent
G-orbits. This means that all nilpotent elements in g are standard. ✷
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Remark 1. Let again G be an arbitrary connected reductive k-group and adopt the
notation introduced in (2.3). By our discussion in (2.3), there is a G-equivariant bijection
ν :N (g) → N (g˜). According to [12, Corollary 7.3], for any e ∈ N (g) one has Λe ⊂
X∗(G′) and Λν−1(e) ⊂ X∗(Ĝ′) (see also the proof of Proposition 2.5(iii)). Recall that
the norm mapping on both X∗(Ĝ′) and X∗(G′) is induced by the scalar product (· , ·)
on the Euclidean space E. Since Ĝ′ is a simply connected cover of G′ there exists a natural
embedding ι :X∗(Ĝ′) ↪→ X∗(G′) compatible with ν and such that nX∗(G′) ⊆ ι(X∗(Ĝ′))
for some n ∈N. From this it is immediate that
m(λ˜, ν−1(e))
‖λ˜‖ =
m(λ, e)
‖λ‖
(∀λ˜ ∈Λν−1(e), ∀λ ∈Λe).
Therefore, in view of Theorems 2.7, 2.6, and 2.3, and our discussion at the beginning
of (2.4), the set ι(X∗(Ĝ′)) contains an optimal one-parameter subgroup λ for e with the
property that e ∈ g(λ,2).
Remark 2. The arguments in this section provide a noncomputational proof of Pommeren-
ing’s theorem on nilpotent orbits in good characteristic. Together Theorems 2.7, 2.6, and
2.3 provide a fairly short conceptual proof of the existence theorem for good transverse
slices to nilpotent orbits in g. This theorem can be viewed as a precise modular analogue
of classical results of Dynkin [9] and Kostant [19]. In a weaker version it was proved by
Spaltenstein [36], Kawanaka [15], and the author [24] (who was unaware of the earlier
work). Spaltenstein’s proof relies on Pommerening’s theorem and the idea which we bor-
rowed for our proof of Theorem 2.7. Kawanaka’s proof rests almost entirely on Mizuno’s
work [20,21] (and earlier work by many people on groups of types Bl , Cl , Dl , F4, and G2).
The proof in [24] is based on Pommerening’s theorem and tedious computations. In a ver-
sion equivalent to ours the existence theorem was first formulated in [16] with references
to [15,20,21] (it is mentioned in [16] that a more intrinsic proof of the theorem would be
desirable). As mentioned in the Introduction, another proof of the existence theorem (in
our stronger version) was independently found by Jantzen in his unpublished lecture notes
on nilpotent orbits. The proof of the reductivity of C(λ∆, e) given in Jantzen’s notes relies
on the computations in [24].
It is interesting from a historical viewpoint that although the Springer–Steinberg work
[37] predated the Kempf–Rousseau theory a hope was expressed in [37, Chapter III,
(4.18)], that certain parabolic subgroups arising in Invariant Theory could be used to relax
the assumption on p in the version of Dynkin–Kostant theory presented in [37]. Kraft was
the first to study optimal tori for nilpotent elements in g. He proved in the late 70s that
for p 0 the one-parameter subgroup λ∆ is optimal for at least one element in g(λ∆,2)
(unpublished). Kraft’s argument was later reproduced in [12]. Another approach to proving
the optimality of λ∆ for p  0 was suggested by Slodowy [34] and independently by
Popov–Vinberg in the Russian edition of [29]. Both rely on the result of Kirwan and Ness
(our Proposition 2.2).
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3. A generalisation of the Bala–Carter theory
3.1. In this section we are going to extend the results of [35] on component group of the
centraliser of a nilpotent element to the algebraically closed fields of good characteristic.
In contrast with Section 2 we assume in this section that G is a simple algebraic group
of adjoint type, that is G = (Autg)◦ where g = LieG. However, we retain the notation
introduced in Section 2 such as Φ , Φ+, Π , X∗(G), etc. This will cause no confusion. For
α ∈Φ we denote by Uα the one-parameter unipotent subgroup in G with LieUα = gα .
Following Sommers we call a subgroup H ⊆G (respectively, a Lie subalgebra h ⊆ g)
a pseudo Levi subgroup (respectively, a pseudo Levi subalgebra) if H = ZG(s)◦ (respec-
tively, h = gs ) for some semisimple element s ∈ G (here gs = {x ∈ g | (Ad s)x = x}). By
[3, Chapter 3, Section 9] we have LieZG(s)◦ = gs . So the pseudo Levi subalgebras in g
are precisely the Lie algebras of pseudo Levi subgroups.
Let α˜ =∑li=1 niαi be the highest root in Φ+. Set α0 =−α˜, n0 = 1, and Π˜ =Π ∪{α0}.
For any proper subset J ⊂ {0,1, . . . , l} we denote by ΦJ the set of all roots γ in Φ of the
form γ =∑i∈J aiαi with ai ∈ Z. It is well known (and easy to see) that ΦJ is an abstract
root system with basis of simple roots Π˜J := {αi | i ∈ J }. Let LJ denote the subgroup in
G generated by T all Uα with α ∈ΦJ . Let lJ = LieLJ . Then
lJ = t⊕
∑
α∈ΦJ
gα.
The following result is well known in the characteristic zero case and in the case where k
is an algebraic closure of a prime field of good characteristic (see [7] or [14, p. 37]). Below
we give a short proof for an arbitrary algebraically closed field of good characteristic. It is
based on the same idea as the proof of Steinberg’s Connectedness Theorem given in [14,
(2.11)].
Proposition 3.1. Under our assumption on p, a subgroup H ⊆ G is a pseudo Levi
subgroup of G if and only if H is conjugate in G to one of the subgroups LJ where Π˜J is
a proper subset in Π˜ .
Proof. Suppose H = ZG(s)◦. By [3, (11.12)] we may assume that s ∈ T . As LieH = gs
the group H is generated by T and all Uα with α(s)= 1. For x ∈ T we set Φx := {α ∈Φ |
α(x) = 1}. We claim that Φs := {α ∈ Φ | α(s) = 1} is W -conjugate to some ΦJ where
J is proper subset {0,1, . . . , l} (from this it will follow that H is G-conjugate to LJ ).
Following [14, (2.11)] we let S be the Zariski closure of the subgroup generated by s. Then
S decomposes as the direct product of its connected component and a finite subgroup D.
Write s = s0t where s0 ∈ S◦ and t ∈ D. As explained in [14, (2.11)] the group D is
generated by t . Clearly, H coincides with the connected component of the centraliser of
S◦ in ZG(t). Let L= ZG(t)◦. As S◦ is connected it preserves all irreducible components
of ZG(t). So we have H =ZL(S◦), for the group on the right is connected by [3, (11.12)].
As t has finite order the group L is defined over the subfield k0 of k. So we can apply [7,
Proposition 2.3] to conclude that Φt is W -conjugate to ΦI for some I 	 {0,1, . . . , l}. Thus
we may assume in what follows that L= LI .
354 A. Premet / Journal of Algebra 260 (2003) 338–366
Recall that Π˜I is a set of simple roots for the root system ΦI . As S◦ is a torus
H = ZL(S◦) is a Levi subgroup of L. As S◦ ⊆ T ⊆ L there is nw ∈ NL(T ) such that
the Levi subgroup nwHn−1w is standard. In other words, there is J ⊆ I such that w(Φs)
coincides with the set all roots in ΦI that can be expressed as linear combinations over Z
of roots in Π˜J . This is the same as to say that w(Φs)=ΦJ , hence the claim.
If H = LJ for some J 	 {0,1, . . . , l} then by [7, Proposition 2.3] (which is proved
under the assumption that p is good for G) there is an element of finite order θ ∈ T such
that LJ =ZG(θ)◦. This completes the proof. ✷
3.2. Any subgroup LJ where J 	 {0,1, . . . , l} will be called a standard pseudo Levi
subgroup of G. In good characteristics, this definition is justified by Proposition 3.1. Since
all maximal tori in algebraic groups are conjugate one observes easily that the standard
pseudo Levi subgroupsLJ and LJ ′ are G-conjugate if and only if there is w ∈W such that
w(Π˜J )= Π˜J ′ .
Given a closed subgroup A⊆ T we denote by A⊥ the set of all η in ZΦ =X∗(T ) such
that η(s) = 1 for all s ∈ A. Given a subgroup Λ of ZΦ we denote by Λ⊥ the set of all
t ∈ T such that η(t)= 1 for all η ∈Λ, a closed subgroup in T . For J 	 {0,1, . . . , l} we let
ZJ denote the centre of LJ . As LJ is reductive ZJ is contained in T . We let ZΦJ denote
the subgroup of ZΦ generated by ΦJ . Denote by dJ the greatest common divisor of those
ni for which i ∈ {0,1, . . . , l} \ J . Following [35] we define τJ ∈ ZΦ to be
τJ := 1
dJ
∑
i∈J
niαi =− 1
dJ
∑
i /∈J
niαi .
As pointed out in [35, p. 541] the torsion subgroup of ZΦ/ZΦJ is isomorphic to Z/dJZ
and is generated by the image of τJ (this is verified by an elementary calculation).
Let S be any torus in LJ . From Proposition 3.1 we know that there exists a semisimple
element x ∈G such that LJ = ZG(x)◦. According to [35, pp. 542, 543], in characteristic
zero the quotient group ZJ/Z◦J is cyclic of order dJ and is generated by the image of
x in ZJ /Z◦J . Moreover, LJ (S) is a pseudo Levi subgroup in G and the image of x still
generates the component group of the centre of ZLJ (S). All this remains true under our
assumption on p (of course various adjustments would be needed in bad characteristic).
Proposition 3.2. With J and x as above, the component group ZJ/Z◦J is cyclic of order dJ
and is generated by the image of x . Moreover, for any torus S in LJ the centraliser ZLJ (S)
is a pseudo Levi subgroup in G and the image of x generates the component group of its
centre.
Proof. Clearly, ZJ = (ZΦJ )⊥. It follows from [8, Proposition 0.24] that (ZΦJ )⊥⊥/ZΦJ
is the p-torsion subgroup of ZΦ/ZΦJ . Since the torsion subgroup of ZΦ/ZΦJ is
isomorphic to Z/dJZ and p is a good prime for Φ we obtain Z⊥J = ZΦJ . By [3,
Proposition 8.2(c)], the groups X∗(ZJ ) and X∗(Z◦J ) are canonically identified with
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ZΦ/Z⊥J and ZΦ/(Z◦J )⊥, respectively. So the natural short exact sequence 0 → Z◦J →
ZJ →ZJ/Z◦J → 0 gives rise to a short exact sequence
0 → HomZ
(
ZJ /Z
◦
J , k
∗)→ ZΦ/Z⊥J → ZΦ/(Z◦J )⊥ → 0.
As Z◦J is a torus the group ZΦ/(Z◦J )⊥ is torsion-free. Therefore, HomZ(ZJ /Z◦J , k∗) is
identified with the torsion subgroup of ZΦ/ZΦJ , hence isomorphic to Z/dJZ. As ZJ/Z◦J
is a p′-group this implies that ZJ/Z◦J is a cyclic group of order dJ . So the closed group
ZJ decomposes as a direct product ZJ = 〈t〉Z◦J where t ∈ ZJ is an element of order dJ .
We now aim to show that ZJ/Z◦J is generated by the image of x . Write x = taz with
z ∈ Z◦J and a ∈ {0, . . . , dJ − 1}. We may assume that dJ = ab where b ∈N (otherwise we
are done). First suppose that a = 0. Then x ∈ Z◦J forcing LJ =ZG(x)◦ =ZG(Z◦J ). So LJ
is a Levi subgroup in G hence conjugate to one of the standard Levi subgroups of G (see
[8, p. 26], for example). So in view of our discussion at the beginning of this subsection we
may assume that 0 /∈ J . But then dJ = 1 hence the image of x generates ZJ/Z◦J . Thus it
can be assumed in what follows that a = 0. Then the image of x generatesZJ /Z◦J provided
that dJ is prime. So it can also be assumed in what follows that dJ is not prime.
Adopt Bourbaki’s numbering of simple roots. Looking through the tables in [5] one
observes that dJ is not prime if and only if either G is of type El where l = 7,8 and
J = {0,1, . . . , l} \ {4} or G is of type F4 and J = {1,2,4} or G is of type E8 and J contains
{0,1, . . . ,8} \ {3,6}. In particular, {0,1, . . . , l} \ J consists of one element unless G is of
type E8 and J = {0,1, . . . ,8} \ {3,6}.
Suppose {0,1, . . . , l} \ J consists of one element, say k. Then ΦJ is a subsystem of
maximal rank in Φ which implies that Z◦J is trivial. Using the information in Bourbaki’s
tables [5] we observe that there is a root γ =∑li=1 biαi in Φ such that bk = b. Since
γ (x) = bαk(x) = αk(tab) = 1 we deduce that γ ∈ ΦJ yielding a = 1. Suppose G is of
type E8 and J = {0,1, . . . ,8} \ {3,6}. Then dJ = 4 and a ∈ {1,2}. Using the tables in [5]
once again we observe that there is a root β =∑8i=1 ciαi in Φ such that c3 = c6 = b.
Since Z◦J is contained in ker α˜ ∩
⋂
i /∈{3,6} kerαi it is now easy to deduce that Z◦J ⊂ kerβ .
Then β(x) = (α3 + α8)(tab) = 1 forcing β ∈ ΦJ and again yielding a = 1. This proves
that ZJ/Z◦J is generated by the image of x in all cases.
In proving the last part of the proposition we may assume that S is torus of positive
dimension contained in T . Then the connected reductive group ZLJ (S) is generated by
T and all Uα with α ∈ ΦJ satisfying S ⊆ kerα. As k is infinite there is s ∈ S such that
γ (s) = γ (x)−1 for all γ ∈ Φ \ΦJ . By the choice of s we have ZLJ (S) = ZG(xs)◦. By
Proposition 3.1, the group ZLJ (S) is G-conjugate to one of the standard pseudo Levi
subgroups. The previous part of this proof now shows that the image of xs generates the
component group of the centre of ZLJ (S). But then so does the image of x completing the
proof. ✷
3.3. Recall that for any I 	 {0,1, . . . , l} the set Π˜I is a basis of simple roots in ΦI .
Set WI = W(Π˜I ). Given a subset J ⊆ I we denote by PI,J the standard parabolic
subgroup of LI associated with J and set pI,J = LiePI,J . For I ⊆ {1,2, . . . , l} this is
consistent with the notation introduced in Section 2 and will cause no confusion. Similar
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to our deliberations in (2.6) we denote by P(Π˜) the set of all pairs (I, J ) such that
{0,1, . . . , l}
 I ⊇ J and PI,J is a distinguished parabolic subgroup in LI . As in (2.6) we
say that (I, J ) and (I ′, J ′) in P(Π˜) are equivalent if there isw ∈W such thatw(Π˜I )= Π˜I ′
and w(Π˜J )= Π˜J ′ and denote by [P(Π˜)] the set of all equivalence classes.
Proposition 3.3. The set [P(Π˜)] parameterises the G-conjugacy classes of pairs (l, e)
where l is a pseudo Levi subalgebra of g and e is a distinguished nilpotent element in l.
Proof. Combining Proposition 3.1 with our results in Section 2 we obtain that there exists
(I, J ) ∈ P(Π˜) such that (l, e) is G-conjugate to a pair (lI , e1) where lI = LieLI and e1
is a Richardson element in pI,J = LiePI,J . Suppose (lI , e1) is G-conjugate to (lI ′ , e2)
where e2 is a Richardson element in pI ′,J ′ for some (I ′, J ′) ∈ P(Π˜). Then, obviously,
there is g ∈ G such that (Adg)(lI ) = lI ′ . Starting with this g, we now repeat verbatim
our argument in the proof of Proposition 2.6(ii) to obtain that there is w ∈ W such that
w(Π˜I ) = Π˜I ′ and w(Π˜J ) = Π˜J ′ . This means that (I, J ) and (I ′, J ′) are equivalent. On
the other hand, any subalgebra pI,J contains a Richardson element, eI,J say, and it is easily
seen that the pairs (lI1, eI1,J1) and (lI2 , eI2,J2) with (I1, J1) and (I2, J2) equivalent are G-
conjugate. This completes the proof. ✷
Remark. A somewhat different proof of Proposition 3.3 is given in [35, pp. 543–545]. It
is also applicable under our assumption on p.
Let x be a semisimple element in G, L = ZG(x)◦, and l = LieL. It follows from
Propositions 3.1 and 3.2 that the component group Z(L)/Z(L)◦ is cyclic and generated
by the image of x . The endomorphism Adx act identically on l. Given a nilpotent element
e ∈ g we denote by A(e) the component group ZG(e)/ZG(e)◦.
Propositions 3.1 and 3.2 in combination with some important observations made in [35,
(3.2)] allow us now to establish a modular version of [35, Proposition 8] which plays an
crucial rôle in [35]. Our proof is very similar to that in [35], it is included for reader’s
convenience.
Proposition 3.4. Let x , L and l be as above and let x ′ ∈ L be such that L= ZG(x ′)◦. Let
e be a distinguished nilpotent element in l. Then the images of x and x ′ are conjugate in
the component group A(e).
Proof. By Proposition 3.1, it can be assumed thatL= LJ for some J 	 {0,1, . . . , l}. Then
Z(L)/Z(L)◦ ∼= Z/dJZ. By Proposition 3.2, x ′ ≡ xr mod Z(L)◦ for some r prime to dJ .
Thus it can be assumed in what follows that dJ  3. In particular, it can be assumed that
G is exceptional. In view of our results in Section 2 it can also be assumed that e is a
Richardson element in a standard distinguished subalgebra pI,J of lJ .
According to [35, Proposition 7], there isw−1 ∈W which preserves Π˜J setwise and acts
on the torsion subgroup of ZΦ/ZΦJ by multiplying each element by r . Then nw ∈NG(T )
normalises L and acts on both Z(L) = ZJ and Z(L)◦ = Z◦J . As mentioned in the proof
of Proposition 3.2 the group HomZ(ZJ /Z◦J , k∗) is canonically isomorphic to the torsion
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subgroup of ZΦ/ZΦJ . This isomorphism certainly is NW(ΦJ )-equivariant. It follows that
nwxn
−1
w ≡ xr ≡ x ′ mod Z(L)◦.
As explained in [35, (3.1)] the standard distinguished parabolic subalgebras in lJ for
G exceptional are stable under all automorphisms σ of the algebraic group LJ satisfying
σ(T ) = T and σ(Π˜J ) = Π˜J . So (Adnw)e and e are both Richardson elements in pI,J
hence (AdLJ )-conjugate. But then there is y ∈ LJ such that ynw ∈ ZG(e). Since x ′ ∈
Z(L) and Z(L)◦ ⊂ZG(e)◦ we have ynwxn−1w y−1 ≡ x ′ mod ZG(e)◦ as desired. ✷
3.4. We now need to generalise [35, Proposition 9] which is obtained in [35] as a
consequence of some well-known results on semisimple automorphisms of reductive
groups over C (see [23, (4.4)]). These results are not applicable in our situation but can
be substituted by a classical result of Steinberg.
Proposition 3.5. Let K be an algebraically closed field of arbitrary characteristic and let
L be a reductive subgroup of a linear algebraic K-group. Let x and y be two semisimple
elements in L whose images in the component groupL/L◦ are in the same conjugacy class.
Let S be a maximal torus in ZL(x). Then there exists g ∈L such that gyg−1 ≡ x mod S.
Proof. By our assumption, there exists g1 ∈ L such that g1yg−11 x−1 ∈ L◦. By [40,
Theorem 7.5], any semisimple automorphism of L◦, a reductive K-group, fixes a Borel
subgroup and a maximal torus thereof. So there is a Borel subgroupB of L◦ and a maximal
torus T of L◦ contained in B such that xBx−1 = B and xT x−1 = T . Let y1 = g1yg−11 .
As all pairs (B ′, T ′) where B ′ is a Borel subgroup of L◦ and T ′ is a maximal torus of
B ′ are conjugate under L◦ there is g2 ∈ L◦ such that y2 := g2y1g−12 has the property that
y2By
−1
2 = B and y2Ty−12 = T . Since y2x−1 ∈NL◦(T )∩NL◦(B)=NL◦(T )∩B = T (see
[3, (11.15), (11.19)]) both x and y2 induce the same automorphism of the algebraic group
T . We call it σ .
Note that σ r = 1 for some r ∈ N (see [3, (8.10)], for example). Let T + denote the
connected component of the fixed point group T σ . The regular map φσ :T → T sending
t ∈ T to t−1tσ is an endomorphism of algebraic groups whose kernel coincides with
T σ . Let T − denote its image. Note that T − ∼= T/T σ is a subtorus of T and dimT − =
dimT − dimT σ = dimT − dimT +. Let t ∈ T + ∩ T −. Then t = t ′−1t ′σ for some t ′ ∈ T ,
hence,
∏r−1
i=0 tσ
i = 1. Since tσ = t we get tr = 1. Then T + ∩ T − is finite, by [3, (8.9)],
hence so is the kernel of the morphism of K-groups T + × T − → T , (t1, t2) → t1 · t2.
Applying [3, (1.4)] we obtain T = T +T −.
Write y2x−1 = t · (h−1hσ ) with t ∈ T + and h ∈ T . Then
hy2h
−1x−1 = h(y2h−1y−12 )h−1hσ · t = h(h−1)σ h−1hσ · t = t .
Since T + is a torus in ZL(x) there exists g3 ∈ZL(x) such that g3T +g−13 ⊆ S. Then
g3hg2g1yg
−1
1 g
−1
2 h
−1g−13 x
−1 = g3tg−13 ∈ S
and we can put g = g3hg2g1 to complete the proof. ✷
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3.5. Now we are in a position to prove the main results of this section. The following
definition is inspired by [35, Definition 10]:
Definition. Let e be a nilpotent element in g and let C be a conjugacy class in the
component group A(e). A pseudo Levi subgroup L = ZG(x)◦ of G is said to be adopted
by (e,C) if the following three conditions hold:
(i) e ∈ LieL;
(ii) the image of x in the component group Z(L)/Z(L)◦ generates Z(L)/Z(L)◦;
(iii) the image of x in A(e) belongs to C .
Let C be an arbitrary conjugacy class in A(e). It is clear the class of all pseudo
Levi subgroups of G adopted by (e,C) is closed under conjugation by elements in
ZG(e). From Section 2 we know that there are g ∈ G and ∆ ∈ D(Π) such that
e′ := (Adg)e ∈ g(λ∆,2)reg. By Theorem 2.3(iii), ZG(e′) = C(λ∆, e′)ZU(λ∆)(e′) and
ZU(λ∆)(e
′)= Ru(ZG(e′)). Let C(e)= g−1C(λ∆, e′)g and R(e)= g−1ZU(λ∆)(e′)g. Then
ZG(e) = C(e)R(e) and R(e) = Ru(ZG(e)). Let x ∈ C(e) represent an element in the
conjugacy class C . Let x = xsxu be the Jordan decomposition of x in C(e)⊂ ZG(e). Using
[37, Chapter III, (3.15)] and arguing as in the proof of Theorem 2.3(iv) we observe that
xu ∈ ZG(e)◦. So x ≡ xs mod ZG(e)◦. Thus we can assume further that x is semisimple.
Let S be a maximal torus in ZC(e)(x) and define
M =M(e,C) :=ZG(x)◦ ∩ZG(S).
It follows from Propositions 3.1 and 3.2 that M is a pseudo Levi subgroup of G and the
image of x generates Z(M)/Z(M)◦. Since
LieM = {m ∈ g ∣∣ (Adx)m= (Ad s)m=m for all s ∈ S},
we have e ∈ LieM . Thus M is a pseudo Levi subgroup of G adopted by (e,C).
Proposition 3.6. The following are true:
(i) The group M =M(e,C) is minimal among the pseudo Levi subgroups of G adopted
by (e,C).
(ii) Any minimal pseudo Levi subgroup of G adopted by (e,C) is conjugate to M by an
element in ZG(e).
(iii) A pseudo Levi subgroup L of G is minimal among the pseudo Levi subgroups adopted
by (e,C) if and only if e is distinguished in the Lie algebra of L.
Proof. (1) First we note that it can be assumed in proving this proposition that e = e′, so
that e ∈ g(λ∆,2)reg and x ∈Z(λ∆)∩ZG(e).
We begin as in the proof of [35, Proposition 11]. Let L′ be a minimal pseudo Levi
subgroup of G adopted by (e,C), and l′ = LieL′. Then e ∈ l′ and there is x ′ ∈ Z(L′)
whose image in Z(L′)/Z(L′)◦ generates the cyclic group Z(L′)/Z(L′)◦ and whose image
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in A(e) belongs to C . Note that Z(L′)◦ ⊂ ZG(e)◦. Arguing as at the end of the proof of
Proposition 3.2 we observe that there is s ∈Z(L′)◦ such that L′ =ZG(x ′s)◦. Thus we may
assume in what follows that L′ =ZG(x ′)◦.
(2) At this point our argument diverges as the rest of the proof in [35] involves sl(2)-
triples (through the Dynkin–Kostant theory) and is not applicable in our case.
Let ‖ · ‖ :X∗(G) → R0 be the G-invariant mapping defined in (2.2). By Theo-
rem 2.3(i), λ∆ is an optimal torus for e. Since e ∈ g(λ∆,2) there is d ∈ {1,1/2} such
that λ1 := dλ∆ is primitive in X∗(G). Then λ1 ∈Λe while Z(λ1)= Z(λ∆) and P(λ1)=
P(λ∆). In particular, x ∈ Z(λ1). By [3, (11.12)], there is a maximal torus T in G con-
taining {x} ∪ λ1(k∗). Since e ∈ l′ and Adx ′ acts identically on l′ we have x ′ ∈ ZG(e). But
then x ′ ∈ P(e) (see Theorem 2.1(iv)). Since x ′ is semisimple there is a maximal torus T ′ in
P(e) containing x ′ (see [3, (11.12)]). According to Theorem 2.1(iii), for any maximal torus
S in P(e) the set Λe ∩X∗(S) consists of one element denoted λS(e). By our choice of T
we have λT (e)= λ1. By Theorem 2.1, P(λ1)= P(λT ′(e))= P(e) and λT ′(e)= p1λ1p−11
for some p1 ∈ P(e).
(3) Now L′ is a connected reductive group and ‖ · ‖ induces an invariant norm mapping
on X∗(L′). Since x ′ ∈ ZG(e) preserves Λe ∩ X∗(T ′) we have λT ′(e) ∈ X∗(L′). We
denote by Λe(L′) the set of all primitive one-parameter subgroups in X∗(L′) optimal
for e. Since X∗(G) contains X∗(L′) it must be that λT ′(e) ∈ Λe(L′). By our first
remark in (2.7) X∗(L′) contains a one-parameter subgroup λ′ optimal for e and such
that e ∈ l′(λ′,2). Let d ′ ∈ {1,1/2} be such that λ2 := d ′λ′ is primitive in X∗(L′). Then
λ2 ∈ Λe(L′). By Theorem 2.1(ii), there exists p2 ∈ PL′(e) such that λ2 = p2λT ′(e)p−12
where PL′(e) denotes the optimal parabolic subgroup of e in L′. On the other hand,
PL′(e) = P(λT ′(e)) ∩ L′ = P(λ∆) ∩ L′ because L′ contains a maximal torus of G and
(λT ′(e))(k∗) lies in a maximal torus ofL′. Therefore,p1 ∈ P(e). Then λ2 = pλ1p−1 where
p = p2p1 ∈ P(e).
(4) Write p = uz with z ∈ Z(λ∆) and u ∈ U(λ∆). Note that (Adu−1)e = e+∑i3 vi
for some vi ∈ g(λ∆, i). Since z commutes with λ1(k∗) we must have u−1λ2(t)= λ1(t)u−1
for all t ∈ k∗. Applying both sides to e we get
t2d
′
(
e+
∑
i3
vi
)
= t2de+
∑
i3
t idvi
for all t ∈ k∗ which yields that d = d ′ and all vi = 0. As a consequence, u ∈ ZU(λ∆)(e)=
Ru(ZG(e)) (Theorem 2.3(iii)). Let x ′′ = u−1x ′u. Then both x and x ′′ are semisimple
elements in Z(λ1) ∩ ZG(e) = C(λ∆, e) and they represent the same conjugacy class
in A(e) ∼= C(λ∆, e)/C(λ∆, e)◦ (see Theorem 2.3(iii)). Applying Proposition 3.5 (to the
reductive subgroup C(λ∆, e) of G and its maximal torus S) we deduce that there exists
g1 ∈ C(λ∆, e) such that g1x ′′g−11 ≡ x mod S. Let g = g1u−1. Then g ∈ ZG(e) and
gx ′g−1 ≡ x mod S. As a consequence, the connected group M = ZG(x)◦ ∩ ZG(S)
is contained in gZG(x ′)◦g−1. Since L′ = ZG(x ′)◦ is minimal among the pseudo Levi
subgroups of G adopted by (e,C) we have the equality M = gL′g−1. This proves (i)
and (ii).
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(5) For (iii), let L = ZG(y)◦ be a pseudo Levi subgroup of G adopted by (e,C), so
that the image of y in Z(L)/Z(L)◦ generates Z(L)/Z(L)◦, and the image of y in A(e)
belongs to C . Let T0 be a maximal torus in ZL(e) and L0 = ZL(T0). By Propositions 3.1
and 3.2, L0 is a pseudo Levi subgroup of G and the image of y in Z(L0)/Z(L0)◦ generates
Z(L0)/Z(L0)◦. As LieL0 = (LieL)T0 contains e the pseudo Levi subgroup L0 is adopted
by (e,C). Therefore, L is minimal among the pseudo Levi subgroups adopted by (e,C) if
and only if any torus in ZL(e) lies in Z(L). As (L,L) ∩Z(L) is finite this happens if and
only if the group Z(L,L)(e)◦ is unipotent, completing the proof. ✷
We finally come to generalising Sommers’ bijection to the case where G is a simple
algebraic group of adjoint type over an algebraically closed field k of good characteristic.
Theorem 3.7. The following are true:
(i) There is a bijection φ between G-conjugacy classes of pairs (L, e) where L is
a pseudo Levi subgroup in G and e is a distinguished nilpotent element in the Lie
algebra of L, and G-conjugacy classes of pairs (e,C) where e is a nilpotent element
in g and C is a conjugacy class in A(e). It takes the class of (L, e) where L=ZG(x)◦
to the class of (e,Cx) where Cx is the conjugacy class containing the image of x in
A(e).
(ii) The set [P(Π˜)] parameterises the G-conjugacy classes of pairs (e,C) where e is
a nilpotent element in g and C is a conjugacy class in A(e).
(iii) The bijection φ takes the class of (L, e) whereL is a Levi subgroup in G to the class of
(e, {1}) where and {1} is the trivial conjugacy class in A(e). A pseudo Levi subgroup
L in G has the property Z(L)=Z(L)◦ if and only if L is a Levi subgroup in G.
Proof. By Proposition 3.4, the map φ is well-defined. From Proposition 3.6 and the
construction of M(e,C) it follows that φ is surjective. Suppose φ takes the classes of
(L, e) and (L′, e′) to the class of (e,C). Then L′ = ZG(x ′)◦ and there exists g1 ∈ G
such that (Adg1)e′ = e and g1(Cx ′) = C . By Proposition 3.6(iii), both L and g1L′g−11
are minimal pseudo Levi subgroups adopted by (e,C). Therefore, by Proposition 3.6(ii),
there is g2 ∈ ZG(e) such that g2L′g−12 = L. Since (Adg2g1)e′ = e the map φ is injective.
This proves (i) while (ii) is an immediate consequence of Proposition 3.3.
Now let L be a minimal Levi subgroup of G with e ∈ LieL. Then e is distinguished
in LieL. Since L is G-conjugate to one of the standard Levi subgroups LI where
I ⊆ {1, . . . , l} it follows from Proposition 3.2 that Z(L) = Z(L)◦. But then φ takes the
class of (L, e) to the class of (e, {1}). Therefore, the preimage of the class of (e, {1}) under
φ is represented by a Levi subgroup. This implies that any pseudo Levi subgroup of G with
connected centre is G-conjugate to a Levi subgroup, completing the proof. ✷
Remark. Since any pseudo Levi subgroup L is G-conjugate to one of the standard pseudo
Levi subgroups (Proposition 3.1), the class of (L, e) is represented by (LI , e′) where e′
is a Richardson element in the parabolic subalgebra pI,J of lI for some (I, J ) ∈ P(Π˜).
SupposeLI =ZG(x)◦. By construction, φ maps the class of (LI , e′) to the class of (e′,CI )
where CI is the conjugacy class containing the image of x in A(e′). Let oI denote the
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order of x in A(e′) (due to Proposition 3.4 this number is determined by I alone). Since
Z(LI )/Z(LI )
◦ is a cyclic group of order dI we have oI | dI . By Theorem 3.7(iii), dI > 1
if and only if oI > 1. As a consequence, oI = dI whenever dI is prime.
Suppose e is distinguished in g. Then so is e′. By our results in Section 2, e′ is then
G-conjugate to an element e′′ ∈ g(λ∆,2)reg for some ∆ ∈ D(Π) such that the reductive
group C(λ∆, e′′) is finite. It follows that A(e′)∼= C(λ∆, e′′) in this case. As a consequence,
if e′ is distinguished in g then again dI = oI .
3.6. By our results in Section 2 any nilpotent element in g belongs to one of the orbits
O(I, J ). In other words, for any e ∈ N (g) there exists a pair (I, J ) ∈ P(Π) such that
e is G-conjugate to a Richardson element eI,J in the parabolic subalgebra pI,J of the
standard Levi subalgebra lI . Since we are interested in the isomorphism type of A(e) we
may assume that e= eI,J . LetGC and PI,J,C be as in Section 2, and putGC =GC/Z(GC).
Let eI,J,C be a Richardson element in LiePI,J,C.
Let AI,J = A(eI,J ) and let AI,J,C denote the component group of the centraliser of
eI,J,C in GC. The map φ being a bijection the number of conjugacy classes in the finite
group AI,J equals the number of equivalence classes of pairs (A,B) ∈P(Π˜) such that the
orbit O(I, J ) meets the Richardson class in pA,B . An algorithm for determining all such
equivalence classes in the characteristic zero case is described and carried out in [35, (3.3)].
This algorithm involves the action of the Weyl group W on the coroot lattice ZΦ∨ only,
and we now aim to show that it is still applicable in our case.
Let eA,B be a Richardson element in the parabolic subalgebra pA,B of the standard
pseudo Levi subalgebra lA in g. Let λI,J ∈ X∗(LI ) be as in (2.6) and define λA,B ∈
X∗(LA) analogously (recall that Π˜A is a basis of simple roots in ΦA). It follows from
the classical theory that there is a unique weighted Dynkin diagram ∆A,B ∈ D(Π) such
that w(λA,B)= λ∆A,B for some w ∈W . Let WI,J denote the stabiliser of λI,J in W . Let S
be a system of representatives of the equivalence classes in P(Π˜) and let WI,J denote the
set all of cosets wWI,J in W such that w(λI,J )= λA,B for some (A,B) ∈ S .
Proposition 3.8. The following are true:
(i) The orbit (AdG)eA,B coincides with O(∆A,B).
(ii) The orbit O(I, J ) meets the Richardson class of pA,B if and only if ∆A,B =∆I,J .
(iii) The map φ induces a bijection betweenWI,J and the set of conjugacy classes in AI,J .
(iv) There is a natural bijection between the sets of conjugacy classes in AI,J and AI,J,C.
Proof. As the parabolic subalgebra pA,B of lA is distinguished and eA,B is Richardson in
pA,B we may assume that eA,B belongs to the open ZLA(λA,B)-orbit in lA(λA,B,2) (this
follows from [6, Proposition 5.8.5]). According to the classical theory there is w′ ∈WA
such that w′(λA,B) = λD for some D ∈ D(Π˜A). The element e1 := (Adnw′)eA,B lies in
lA(λD,2)reg, the unique open ZLA(λD)-orbit in lA(λD,2). By Theorem 2.3(i) and our
first remark in (2.7), the one-parameter subgroup λD is optimal for e1 viewed as an LA-
unstable vector. It follows that λA,B ∈X∗(LA) is optimal for the LA-uinstable vector eA,B .
Let s ∈ T be such that LA = ZG(s)◦. Since Ad s acts identically on lA the element s lies
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in P(eA,B), the optimal parabolic subgroup of eA,B in G (see Theorem 2.1(iv)). Arguing
as in the proof of Proposition 3.6 we deduce that ΛeA,B ∩X∗(LA) = ∅ and P(eA,B) ∩LA
coincides with the optimal parabolic subgroup of eA,B in LA.
Let µ ∈ ΛeA,B ∩ X∗(LA). Since λ¯A,B is primitive in X∗(LA) and optimal for
the LA-unstable vector eA,B , the one-parameter subgroups λ¯A,B and µ are conjugate
under P(eA,B) ∩ LA (by Theorem 2.1). So λ¯A,B ∈ ΛeA,B and P(eA,B) = P(λ¯A,B) =
P(λA,B). By our results in Section 2, there exist g ∈ G and ∆ ∈ D(Π) such that
e2 := (Adg)eA,B ∈ g(λ∆,2)reg. Moreover, λ¯∆ ∈Λe2 . Then g−1λ¯∆g and µ are P(λ¯A,B)-
conjugate (again by Theorem 2.1). As a consequence, there is p ∈ P(eA,B) such that
g−1λ¯∆g = pλ¯A,Bp−1. It is easy to see that λ¯∆ = d1λ∆ and λ¯A,B = d2λA,B for some
d1, d2 ∈ {1/2,1}. Then t2d1eA,B = (Adg−1λ¯∆(t)g)eA,B = (Adp−1λ¯A,B(t)p)eA,B ≡
t2d2eA,B (mod
⊕
i3 g(λA,B, i)), forcing d1 = d2. So λA,B and λ∆ are G-conjugate.
Since both λA,B and λ∆ are in X∗(T ) they are conjugate under W . Since both λ∆ and
λ∆A,B = w(λA,B) are in the same Weyl chamber of E we must have ∆ = ∆A,B which
proves (i). To obtain (ii) it suffices now to apply Theorem 2.6(iii).
Combining (ii) with Theorem 3.7 we observe that φ induces a bijection between WI,J
and the set of conjugacy classes in AI,J . So (iii) follows. The description of the algorithm
in [35, (3.3)] implies that the complex analogue of φ induces a bijection betweenWI,J and
the set of conjugacy classes in AI,J,C. This completes the proof. ✷
3.7. Following [35, (3.3)] we denote by Ψ the map from the set of all classes of pairs
(L, e) as in Theorem 3.7 to the set of orbits N (g)/G, sending (AdG)(L, e) to (AdG)e.
By our discussion in (3.6) the map φ induces a bijection between Ψ−1(I, J ), the preimage
ofO(I, J ) under Ψ , and the set of all conjugacy classes in AI,J . We call it φI,J and denote
by φI,J,C the complex counterpart of φI,J . We use Proposition 3.3 to identify the set of
all classes of pairs (L, e) as in Theorem 3.7 and that over C with S . This enables us to
identify Ψ−1(I, J ) with its complex counterpart, the preimage of the conjugacy classes in
AI,J,C under φI,J,C (indeed, as explained in (3.6) the elements in both sets are labelled by
the pairs (A,B) ∈ S such that w(λI,J ) = λA,B for some wWI,J ∈WI,J ). As in [35] we
choose S to be the Dynkin parameterisation of distinguished nilpotent orbits in standard
pseudo Levi subalgebras of g (see [6], for example). For exceptional groups, the map φI,J,C
is described explicitly in the final sections of [35]. For classical groups, the set Ψ−1(I, J )
is described in [35, (3.5)] in terms of partitions. We now come to the main result of this
section:
Theorem 3.9. The following are true:
(i) For all (I, J ) ∈P(Π) the groups AI,J and AI,J,C are isomorphic.
(ii) For G exceptional, the groups AI,J and AI,J,C can be identified with a symmetric
group Sk for k  5 in such a way that φI,J = φI,J,C.
(iii) The bijection φI,J is as shown explicitly in the tables of [35].
Proof. For G classical, dA ∈ {1,2} for all A	 {0,1, . . . , l}. So it follows from our remark
in (3.5) that each element in AI,J \ {1} has order 2. The same is true for AI,J,C of course
(see [35, (3.5)]). So both groups, AI,J and AI,J,C, are elementary Abelian and have the
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same number of conjugacy classes. Therefore, for G classical we have AI,J ∼=AI,J,C. The
description of Ψ−1(I, J ) given in [35, (3.5)] remains valid in our case.
Now suppose G is exceptional. Here we follow [35, (3.4)] very closely but treat one
interesting case in more detail. The correspondence between the conjugacy classes in
AI,J,C and the classes of pairs (L, e) in the preimage of φI,J,C is computed in [35, (3.4)].
By the above discussion, the preimage of φI,J,C coincides with that of φI,J . So we can
assume that Ψ−1(I, J ) is listed in the third column of the tables in [35] (note that the class
of eI,J , or rather eI,J,C, is labelled in the tables by its weighted Dynkin diagram ∆I,J ).
Looking through the third column of the tables and taking into account our remark in (3.5)
one observes that there are five different cases that occur (cf. [35, (3.4)]):
(1) Ψ−1(I, J ) consists of one element, a distinguished nilpotent element in a Levi
subalgebra. Then both AI,J and AI,J,C are trivial.
(2) The set Ψ−1(I, J ) consists of two elements. Then AI,J ∼= AI,J,C ∼=S2 (since both
groups have only two conjugacy classes).
(3) CardΨ−1(I, J )= 3 and AI,J contains one conjugacy class with elements of order
2 and another with elements of order 3. As explained in [35, p. 551] there is only one finite
group with these properties up to isomorphism. So we have AI,J ∼=AI,J,C ∼=S3.
(4) The distinguished nilpotent orbit F4(a3) where G is of type F4. By [35, Section 4],
Ψ−1(I, J )= {F4(a3), A3 + A˜1, A2 + A˜2, B4(a2), A1 +C3(a1)}.
The element eI,J being distinguished AI,J has four nontrivial conjugacy classes consisting
of elements of order 4, 3, 2, and 2 (see our remark in (3.5)). By [35, Proposition 18],
there is only one finite group with this property up to isomorphism. It follows that
AI,J ∼=AI,J,C ∼=S4.
The conjugacy classes of elements of order 2 in AI,J ∼= S4 are labelled by B4(a2)
and A1 + C3(a1) while the conjugacy class containing the cycle (1234) in S4 is labelled
by A3 + A˜1. Let (L, e) be a pair whose class in Ψ−1(I, J ) is labelled by A3 + A˜1 and
suppose that L=ZG(x)◦. Let L′ =ZG(x2)◦. By Proposition 3.4, L′ 
 L. As A3 + A˜1 is a
subsystem of maximal rank in Φ , the centre ofL is finite. So L′ is not a Levi subgroup inG.
As eI,J is distinguished in g the element e ∈O(I, J ) is distinguished in LieL′. Then the
class of (L′, e) is mapped under φI,J to a conjugacy class consisting of elements of order 2.
Since A3 + A˜1 is not a subsystem of A1 +C3 it is mapped to the class labelled by B4(a2).
So, as in the characteristic zero case, B4(a2) labels the class containing (12)(34) ∈ S4
while A1 +C3 labels the class consisting of transpositions.
(5) The distinguished nilpotent orbit E8(a7) where G is of type E8 (this is the most
interesting case). By [35, Section 4],
Ψ−1(I, J )= {A5 +A2 +A1, 2A4, D5(a1)+A3, E6(a3)+A2, D8(a5), E7(a5)+A1,
E8(a7)
}
.
The element eI,J being distinguished AI,J has seven conjugacy classes, C6, C5, C4, C3, C2,
C ′2, and C1, consisting of elements of order 6, 5, 4, 3, 2, 2, and 1, respectively. To shorten
notation we set H = AI,J . For 3  i  6, we let hi be a representative of Ci in H . Let
σ = h24, σ ′ = h36, and assume that σ ′ ∈ C ′2.
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The conjugacy classes C6 and C4 are represented by A5 + A2 + A1 and D5(a1)+ A3,
respectively. Let (L1, e1) and (L2, e2) be pairs whose classes in Ψ−1(I, J ) are labelled by
A5 + A2 + A1 and D5(a1)+ A3, respectively, and let L1 = ZG(θ1)◦ and L2 = ZG(θ2)◦.
Let L′1 = ZG(θ31 )◦ and L′2 = ZG(θ22 )◦. Arguing as in case (4) we observe that the classes
of pairs (L′1, e1) and (L′2, e2) belong to Ψ−1(I, J ) and represent conjugacy classes of
involutions in H . Since A5 + A2 + A1 is a subsystem of E7 + A1 but not of D8 the class
of (L′1, e1) in Ψ−1(I, J ) is labelled by E7(a5)+ A1. Since D5 + A3 is a subsystem of D8
but not of E7 + A1 the class of (L′2, e2) in Ψ−1(I, J ) is labelled by D8(a5). From this
we deduce the following important consequence: the elements σ and σ ′ are not conjugate
in H , that is σ ∈ C2.
There is x ∈H (of even order) such that xh6x−1 = h−16 . As x /∈ 〈h6〉 and x commutes
with σ ′ the order of CH (σ ′) is divisible by 12. There is y ∈ H (of even order) such
that yh4y−1 = h−14 . Then 〈y,h4〉 ⊆ CH (σ), so that CH(σ) is non-Abelian and has order
divisible by 8. As h26 ∈ C3 the order of CH (h3) is divisible by 6. Also, |H | is divisible
by 120. Let N1 = |H |−1, N2 = |CH(σ)|−1, N ′2 = |CH(σ ′)|−1, and Ni = |CH(hi)|−1 for
3 i  6. Then
1 = 1
N1
+ 1
N2
+ 1
N ′2
+
6∑
i=3
1
Ni
 1
120
+ 1
8
+ 1
12
+ 1
6
+ 1
4
+ 1
5
+ 1
6
= 1.
Thus we have equalities throughout forcing |H | = 120, |CH (σ)| = 8, |CH (σ ′)| = 12, etc.
Let S = CH (σ), a non-Abelian 2-subgroup in H . Since 〈σ 〉 coincides with the centre
of S any subgroup of index 2 in S contains σ . Note that |C2| = 15, |C ′2| = 10, and S acts
on both C2 and C ′2 by conjugation. It is easily seen that there is exactly one S-orbit of size
1 in C2 and at least one S-orbit of size 2. The stabilisers of the elements in the orbits of
size 2 all contain σ , by the preceding remark, hence the orbits themselves lie in S. Arguing
similarly we observe that S ∩ C ′2 contains at least two elements. But |S| = 8 and h4 ∈ S.
Therefore, |S ∩ C2| = 3 and |S ∩ C ′2| = 2.
Next we observe that σ ′ acts on the set X of all subsets of the form {x, x−1} where
x ∈ C4. Since |C4| = 30 we have |X| = 15. It follows that there exists y ∈ C4 such that
σ ′yσ ′ = y±1. As CH (y) is cyclic of order 4 the only involution in CH(y) lies in C2.
Therefore, σ ′yσ ′ = y−1. Then there is τ ∈ C ′2 such that τh4τ = h−14 . This implies that
S∩C ′2 = {τ, τh24} and S∩C2 = {τh4, τh−14 , σ }. Moreover, all elements in S∩C2 commute.
In other words, 〈S ∩ C2〉 is an elementary Abelian normal subgroup of order 4 in S. We
denote by F its normaliser in H .
Let σ1 ∈ (S∩C2)\{σ }. There is h ∈H such that σ1 = hσh−1. Note that h〈S∩C2〉h−1 =
〈CH (σ1)∩C2〉 contains σ1 and σ . So h ∈ F yielding S 	 F . Since CH(h5) has no elements
of order 2 we have F ∩ C5 = ∅. It follows that F has index 5 in H . The group H acts on
H/F as left translations giving a homomorphism f :H →S5. The kernel of f is a normal
subgroup of H contained in F . By order considerations, it cannot contain more than one
nontrivial conjugacy class of H . From this it is easy to deduce that Kerf = {1}. So f is an
isomorhism. To finish the proof it remains to note that f sends C2 and C ′2 to the classes of
(12)(34) and (12) in S5, respectively. ✷
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