Abstract. In this work we prove that the set of points at infinity S8 :" Cl RP m pSq X H8 of a semialgebraic set S Ă R m that is the image of a polynomial map f : R n Ñ R m is connected. This result is no longer true in general if f is a regular map. However, it still works for a large family of regular maps that we call quasi-polynomial maps.
Introduction
A map f :" pf 1 , . . . , f m q : R n Ñ R m is a polynomial map if each component f i P Rrxs :" Rrx 1 , . . . , x n s. A subset S of R m is a polynomial image of R n if there exists a polynomial map f : R n Ñ R m such that S " f pR n q. More generally, the map f is regular if each component f i is a regular function of Rpxq :" Rpx 1 , . . . , x n q, that is, f i :"
is a quotient of polynomials such that the zero set of h i is empty. Analogously, a subset S of R m is a regular image of R n if it is the image S " f pR n q of R n given by a regular map f .
The present work continues the general study of polynomial and regular images of Euclidean spaces already began in [FG1, FG2] . A celebrated Theorem of Tarski-Seidenberg [BCR, 1.4] says that the image of any polynomial map (and more generally of a regular map) f : R m Ñ R n is a semialgebraic subset S of R n , that is, it can be written as a finite boolean combination of polynomial equations and inequalities, which we will call a semialgebraic description. By elimination of quantifiers S is semialgebraic if it has a description by a first order formula possibly with quantifiers. Such a freedom gives easy semialgebraic descriptions for topological operations: interiors, closures, borders of semialgebraic sets are again semialgebraic.
In an Oberwolfach week [G] Gamboa proposed to characterize the semialgebraic sets of R m that are polynomial images of R n for some n ě 1. The open ones deserve a special attention in connection with the real Jacobian Conjecture [J1, J2, P] . The interest of polynomial (and also regular) images arises because there exist certain problems in Real Algebraic Geometry that can be reduced for such sets to the case S " R n (see [FU1, FU2] ). Examples of such problems are:
‚ Optimization of polynomial (and/or regular) functions on S, ‚ Characterization of the polynomial (or regular functions) that are positive semidefinite on S (Hilbert's 17th problem and Positivstellensatz), ‚ Computation of trajectories inside S parametrizable by polynomial (or regular) maps.
1.A. Main result.
We denote the projective space of coordinates px 0 : x 1 :¨¨¨: x m q with RP m . It contains R m as the set of points with x 0 " 1. The hyperplane at infinity H 8 has equation x 0 " 0. Given a semialgebraic set S Ă R m , the set of points at infinity of S is S 8 :" Cl RP m pSq X H 8 . Our main result in this work is the following.
Theorem 1.1. Let f : R n Ñ R m be a non-constant polynomial map and denote S :" f pR m q. Then S 8 is non-empty and connected.
It seems a difficult matter to provide a full geometric characterization of all polynomial and/or regular images S Ă R m . We only know it for the 1-dimensional case [F] . Even though, we have approached the representation as polynomial or regular images of ample families of n-dimensional semialgebraic sets whose boundaries are piecewise linear. We have focused on: convex polyhedra, their interiors, their exteriors and the closure of their exteriors [FGU1, FU1, FU2, U2] . The proofs are constructive but the arguments are developed ad hoc. Two main difficulties arise:
‚ To develop a strategy to produce an either polynomial or regular map whose image is the desired semialgebraic set. ‚ To prove the surjectivity of the constructed map.
In [FG1] appear some straightforward properties that a polynomial (resp. regular) image S Ă R m must satisfy: S must be pure dimensional, connected, semialgebraic and its Zariski closure must be irreducible. It follows from [FG3, 3.1] that S must be irreducible in the sense proposed in [FG3] . All these properties follow readily from the fact [FGU2, 3.6 
]:
p˚q Given two points p, q P S, there exists a polynomial (resp. regular) image L of R (also known as parametric semiline) contained in S and passing through p, q.
There are many examples of semialgebraic sets with property p˚q that are polynomial images of no R n . Take S :" t0 ď x ď 1, 0 ď yu Y t0 ď y ď xu Ă R 2 , which satisfies p˚q. By Theorem 1.1 S is a polynomial image of no R n because its set of points at infinity is disconnected. Consequently Theorem 1.1 provides a new obstruction to be a polynomial image of R n .
We wondered in [FG2, 7.3] about the number of connected components of the exterior of a polynomial image of dimension ě 2. The first author was convinced that the answer was one, but the second author showed in [U1] that this number can be arbitrarily large. Nevertheless, Theorem 1.1 is in the vein of our wrong initial position.
1.B. Strategy of the proof and structure of the article. The proof of Theorem 1.1 involves techniques inspired by those employed by Jelonek in his works [J1, J2] where he studies the geometry of the set of points S f at which an either complex or real polynomial map f : K n Ñ K m is not proper (K denotes either R or C). We highlight the following:
‚ Resolution of indeterminacy of rational maps defined on projective surfaces. ‚ Sufficient conditions to guarantee that the intersection of two connected complex projective curves of a complex projective surface is either empty or a singleton. ‚ A 'rational' curve selection lemma.
For the sake of the reader we include a careful exposition of these techniques in Section 2. The reader can proceed directly to Section 3 and refer to the Preliminaries only when needed. In Section 3 we prove Theorem 1.1 in the more general setting of quasi-polynomial maps. In Section 4 we show that the set of points at infinity of the image of a general regular map does not need to be connected and we provide some enlightening examples.
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Preliminaries
We write K to refer indistinctly to R or C. We denote the hyperplane at infinity of KP m with H 8 pKq :" tx 0 " 0u. Clearly, KP m contains K m as the set KP m zH 8 pKq " tx 0 " 1u. If m " 1, we denote the point at infinity KP 1 with tp 8 u :" tx 0 " 0u and if m " 2, we write ℓ 8 pKq :" tx 0 " 0u for the line at infinity of KP 2 . We use freely that the real projective space RP m can be immersed in R k for k large enough as an affine non-singular real algebraic variety [BCR, 3.4.4] . Thus, the closure in RP m of a semialgebraic subset of R m is again a semialgebraic set. It will be useful to understand real algebraic objects as fixed parts under conjugation of complex algebraic objects that are invariant under conjugation.
2.A. Invariant projective objects. For each n ě 1 denote the complex conjugation with σ :" σ n : CP n Ñ CP n , z " pz 0 : z 1 :¨¨¨: z n q Þ Ñ z " pz 0 : z 1 :¨¨¨: z n q.
Clearly, RP n is the set of fixed points of σ. A set A Ă CP n is called invariant if σpAq " A. If Z Ă CP n is an invariant non-singular (complex) projective variety, then ZXRP n is a nonsingular (real) projective variety. We say that a rational map h : CP n CP m is invariant if h˝σ n " σ m˝h . Of course, h is invariant if its components are homogeneous polynomials with real coefficients, so it provides by restriction a real rational map h| RP n : RP n RP m . We use freely usual concepts of Algebraic Geometry such as: rational map, regular map, divisor, blow-up, etc. and refer the reader to [Ha, M, Sh1, Sh2] for further details. For the sake of the reader we denote complex dimension with dim C p¨q and real dimension with dim R p¨q. Recall the following fact concerning the regularity of rational maps defined on a non-singular projective curve [M, 7.1].
Lemma 2.1. Let Z Ă CP n be a non-singular projective curve and F : Z CP m a rational map. Then F extends to a regular map
One of the main tools is the resolution of indeterminacy of an invariant rational map. We provide a careful presentation of this well-known tool taking care of invariance.
2.B.
Resolution of indeterminacy of an invariant rational map. Let Z 0 Ă CP n be an invariant non-singular projective variety of dimension d and Ş m i"0 supppD 1 i q, which has dimension ď d´2. As F C is invariant, it can be restricted to a real rational map F R : Z 0 X RP n RP m whose set of indeterminacy is Y R :" Y C X RP 2 . We assume that Z 0 has dimension 2. As it is well-known, F C : Z 0 CP m admits an invariant resolution. Namely, 2.B.1. There exist:
In addition, for each y P Y C the irreducible components of π´1 C pyq are non-singular projective curves K i,y that are biregularly equivalent to CP 1 (via regular maps Φ i,y : CP 1 Ñ K i,y that are invariant for invariant K i,y ) and satisfy:
A triple pZ 1 , π C , p F C q satisfying the previous properties is an invariant resolution for F C . Let us recall some terminology and results concerning blow-ups of non-singular projective varieties at non-singular centers, from which 2.B.1 follows readily.
2.C. Blow-up with a non-singular variety as center. Let Z 0 Ă CP n be a non-singular irreducible projective variety and Y Ă Z 0 a non-singular subvariety. Let H 1 , . . . , H m be a system of homogeneous polynomials of the same degree that generates an ideal I whose saturation I :" tH P Crzs :" Crz 0 , z 1 , . . . , z n s : pzq k H Ă I for some k ě 0u equals the ideal J pY q of (homogeneous) polynomials of Crzs vanishing identically on Y . 2.C. 
(ii) If C Ă Z 0 is a non-singular curve not contained in the center Y , its strict transform
is as well a non-singular curve. In addition, if there exists an invariant biregular equivalence Φ : CP 1 Ñ C, the strict transform r C Ă π´1pCq of C under π is invariant and there exists an invariant biregular equivalence Ψ :
Sketch of proof of statement 2.B.1. To solve the indeterminacy of the rational map F C : Z 0 CP m , one blows the set of points of indeterminacy Y C of F C up and considers the composition G of F C with the previous sequence of blowing IV.3.3.Thm.3] . If G is regular, the process is concluded. Otherwise one applies the previous procedure to G. In finitely many steps one achieves a regular map and the process finishes. By 2.C we may assume that each rational map involved in the process is invariant, so in the last step of the process we obtain:
The triple pZ 1 , π C , p F C q satisfies conditions (i) to (iii). The fiber of each point of Y C under π is a complex projective curve by 2.C whose irreducible components are non-singular rational curves while the fiber of each point of Z 0 zY C under π is a singleton. Thus, Y C is the fundamental set of π C , so (ii) holds. Assertions (iv) and (v) are straightforward consequences of 2.C.
2.D.
Projective curves intersecting each other in a singleton. It will be useful to know sufficient conditions that guarantee that the intersection of two connected complex projective curves of a complex projective surface is either empty or a singleton. The proof of the following result is deeply inspired by the proofs of [J1, 4.6] and [J2, 3.1].
Lemma 2.2. Let X be a complex projective surface. Assume that:
‚ U Ă X is a connected orientable manifold such that
‚ U is dense in X and the complement A :" XzU is a complex projective curve.
Let C 1 , C 2 Ă A be two connected, complex projective curves without common irreducible components. Then the intersection C 1 X C 2 is either the empty set or a singleton.
Proof. The proof is conducted in several steps: 2.D.1. We prove first: H 1 pA; Zq " 0.
Assume that X is a compact polyhedron of dimension 4 and A a closed subpolyhedron of X. As U is an orientable real manifold of dimension 4, by Lefschetz duality [S, 6.1.11 & 6.2.19] we have H i pX, A; Zq -H 4´i pU ; Zq for i " 0, . . . , 4. By the long exact sequence of cohomology [S, 5.4 .13] Let C Ă A be a projective algebraic curve. Then H 1 pC; Zq " 0. In particular, it holds H 1 pC 1 Y C 2 ; Zq " 0. Let C 1 be the union of the irreducible components of A not contained in C. Clearly, F :" C X C 1 is a finite set. As C and C 1 are analytic sets, they are locally contractible, so for each x P F there exists a neighborhood V x in A such that:
Ť xPF pV x X pC Y C 1and C, C 1 are respective deformation retracts of V and W . In addition, F is a deformation retract of V X W . By Mayer-Vietoris' exact sequence for cohomology [S, 5.4.9] 0 " H 1 pA;
As F is a finite set, H 1 pF; Zq " 0, so
(for the construction of V 1 , V 2 proceed similarly to 2.D.2). By Mayer-Vietoris' exact sequence for reduced cohomology [S, 5.4.8 & p.240] applied to the open subsets V 1 and
As C 1 , C 2 are connected,H 0 pC i ; Zq " 0, soH 0 pC 1 X C 2 ; Zq " 0. Thus, the finite set C 1 X C 2 is connected, so it is a singleton.
Example 2.3. Let F Ă C 2 be a finite set and U :" C 2 zF its complement. Then H 1 pU, Zq " H 2 pU, Zq " 0. By Hurewicz's theorem H 1 pU, Zq is the abelianization of π 1 pU q " 0, so H 1 pU, Zq " 0. We identify C 2 " R 4 . To compute H 2 pU, Zq, we may assume F :" tp 1 , . . . , p r u where p k :" p2k´1, 0, 0, 0q. Notice that D r :"
and observe H 2 pD 1 ; Zq " H 2 pS 3 p 1 ; Zq " 0. By induction hypothesis, we assume H 2 pD r´1 ; Zq " 0. By Mayer-Vietoris' exact sequence for homology [S, §4.6] 0 " H 2 pD r´1 , Zq ' H 2 pS 3 pr ; Zq Ñ H 2 pD r ; Zq " H 2 pU ; Zq Ñ H 1 pD r´1 X S 3 pr , Zq " H 1 ptp r´1,r u; Zq " 0, so H 2 pU ; Zq " 0, as required.
Remark 2.4. Lemma 2.2 applies if U is homeomorphic to the complement in C 2 of a finite subset.
2.E. Rational curve selection lemma. To finish this section we present the following variation of the curve selection lemma adapted to the situations we will approach later. We refer the reader to [JK, 4.7] for a result of similar nature.
Lemma 2.5. Let f : R n Ñ R m be a regular map and S :" f pR n q. Let S 1 Ă S be a semialgebraic dense subset of S and p P Cl RP m pSqzS. Then there exist (after reordering the variables of R n ) a rational path α :" p˘t k 1 , t k 2 p 2 , . . . , t kn p n q P Rptq n where
and an integer r ě 1 such that for each β P ptq r Rrts n (i) p " lim tÑ0`p f˝pα`βqqptq and (ii) pf˝pα`βqqptq Ă S 1 for t ą 0 small enough.
Before proving the previous result, we need a technical lemma.
Lemma 2.6. Let F P Rrxs be a polynomial that is not identically zero and let g P Rpptqq n . Then for each s ě 1 there exists r ě 1 such that if h P ptq r Rrrtss n , we have F pgq´F pgh q P ptq s Rrrtss.
Proof. Write g :" g 1 t k where k ě 0 and g 1 P Rrrtss n . Let z and y :" py 1 , . . . , y n q be variables. Write F px`zyq " F pxq`zHpx, y, zq where H P Rrx, y, zs is a polynomial of degree d. Let r :" s`kd and observe that if h P ptq r Rrrtss n , we may write h :" t r h 1 where h 1 P Rrrtss and
Observe that the order of the series F pg`hq´F pgq is ě r´kd " s, as required.
Proof of Lemma 2.5. The proof is conducted in several steps: 2.E.1. We may assume: S 1 is open in S.
As S 1 is dense in S and S is pure dimensional because it is the image of R n under a regular map, it holds that Cl R m pSzS 1 q has dimension ď dim R pSq´1. Thus, S 2 :" Sz Cl R m pSzS 1 q Ă S 1 is dense and open in S. Changing S 1 with S 2 , we may assume that S 1 is open in S. 2.E.2. There exists a Nash path λ : p´1, 1q Ñ RP n such that pf˝λqp0, 1q Ă S 1 , lim tÑ0 λptq " q P RP n zR n and lim tÑ0 pf˝λqptq " p.
As p P Cl RP m pS 1 qzS 1 , there exists by the Nash curve selection lemma [BCR, 8.1.13] a Nash path γ : p´1, 1q Ñ RP m such that γpp0, 1qq Ă S 1 and γp0q " p. Let tx k u k Ă R n and tt k u kě1 Ă p0, 1q be sequences such that lim kÑ8 t k " 0 and f px k q " γpt k q for all k ě 1. We may assume that tx k u kě1 converges to q P RP n . As S " f pR n q and p " γp0q P Cl RP m pSqzS, we have q P RP n zR n " H 8 pRq.
As dim R pf´1pγpp0, 1ě dim R pγpp0, 1" 1 and q P Cl RP n pf´1pγpp0, 1zpf´1pγpp0, 1, there exists a Nash path λ : p´1, 1q Ñ RP n such that λpp0, 1qq Ă f´1pγpp0, 1and λp0q " q. 2.E.3. Construction of the integer k 1 . After reparametrizing γ, we may assume f˝λ " γ, so there exist
lim tÑ0`p 1 : λptqq " q and lim tÑ0`p 1 : γptqq " p. As q P H 8 pRq, we may assume after reordering the variables x 1 , . . . , x n that the order
After a change of the type t Þ Ñ tuptq where u P Rrrtss is a unit, we assume
2.E.4. Construction of the integer r. Write f :" p
q where f i P Rrxs and f 0 does not vanish on R n . By Lemma 2.6 there exists r 0 ě 1 such that if µ :" pµ 1 , . . . , µ n q P ptq r 0 Rrrtss n , then lim tÑ0`p 1 : λptq`µptqq " q and lim
there exist finitely many polynomials g 1 , . . . , g q P Rrxs such that λpp0, ε 1Ă tg 1 ą 0, . . . , g q ą 0u Ă f´1pS 1 q for some ε 1 ą 0 small enough. Thus, g i˝λ " a i t ℓ i`¨¨¨w here a i ą 0 and ℓ i P Z. By Lemma 2.6 there exists r ě maxtr 0 , k 1 2 , . . . , k 1 n u`1 such that if η P ptq r Rrrtss, then pg i˝p λ`ηqq´pg i˝λ q P ptq s Rrrtss where s :" maxt0, ℓ 1 , . . . , ℓ q u`1. Consequently, if η P ptq r Rrrtss, each series g i˝p λ`ηq ą 0 for t ą 0 small enough, so pλ`ηqptq P f´1pSq for t ą 0 small enough. 2.E.5. Construction of the rational path α. Choose µ :" p0, µ 2 , . . . , µ n q P ptq r Rrrtss n such that t´k
where k i P Z, p i P Rrts and p i p0q ‰ 0. The rational path α :" p˘t k 1 , t k 2 p 2 , . . . , t kn p n q P Rptq n and the integer r satisfy the conditions in the statement.
3. Connectedness of the set of points at infinity of a polynomial image 3.A. Proof of Theorem 1.1. The purpose of this section is to prove Theorem 1.1. We approach this result in the more general framework of quasi-polynomial maps. Given a regular map
where each f i P Rrxs, consider the invariant rational map
where
, . . . , xn x 0 q and d :" max i"0,...,m tdegpf i qu. Let Y C be the set of indeterminacy of F C and write F 0 " x e 0 F 1 0 where e ě 0 and F 1 0 P Rrx 0 , x 1 , . . . , x n s is a homogeneous polynomial that is not divisible by x 0 . Observe that F C can be restricted to a rational map F R : RP n RP m whose set of indeterminacy is
Definition 3.1. We say that f is a quasi-polynomial map if F C pH n 8 pCqq Ă H m 8 pCq and no real indeterminacy point of
pCq is equivalent to e :" maxtdegpf 1 q, . . . , degpf m qu´degpf 0 q ą 0.
(ii) If the polynomials f 0 , f 1 , . . . , f m are relatively prime, then
(ii) Quasi-polynomial maps include polynomial maps, but also more general regular maps. If e ą 0 and tF 1 0 " 0u X RP n " ∅, then f is a quasi polynomial map. This occurs for instance if e ą 0 and f 0 :" b 2 0`p b 2 1 x 2k 1`¨¨¨`b 2 n x 2k n q ℓ where k, ℓ ě 0 and b i P Rzt0u. (iv) If n " 1, the condition e :" maxtdegpf 1 q, . . . , degpf m qu´degpf 0 q ą 0 characterizes quasi-polynomial maps.
Theorem 3.3. Let S Ă R m be a semialgebraic set that is the image of a quasi-polynomial map f : R n Ñ R m . Then S 8 is connected.
Proof of Theorem 3.3 for the case n " 2. Write f :" p f 1 f 0 ,¨¨¨, fm f 0 q : R 2 Ñ R m where each f i P Rrx 1 , x 2 s and f 0 has an empty zero set. Keep notations from 3.A and assume gcdpf 0 , f 1 , . . . , f m q " 1, so the set of points of indeterminacy of
The proof is conducted in several steps:
Step 1. Initial Preparation. Let pZ 1 , π C , p F C q be an invariant resolution for F C . Keep notations from 2.B.1 and denote ‚ X 1 :" Z 1 X RP k , which is a non-singular real projective surface. ‚ π R :" π C | X 1 : X 1 Ñ RP 2 , which is the composition of a sequence of finitely many blow-ups and its restriction π R | X 1 zπ´1 R pY R q :
which is a real regular map and satisfies
As Y R Ă ℓ 8 pRq, it holds π R pxq P RP 2 zℓ 8 pRq " R 2 for each point x P X 1 zπ´1 R pℓ 8 pRqq.
so p F´1 R pH 8 pRqq Ă π´1 R pℓ 8 pRqq. 3.A.1. The strict transform K 8 under π C of ℓ 8 pCq is an invariant non-singular rational curve and π C | K8 : K 8 Ñ ℓ 8 pCq " CP 1 is an invariant biregular isomorphism. Consequently, C 8 :" K 8 X RP k is a real non-singular rational curve and it is the strict transform under π R of ℓ 8 pRq.
3.A.2. Define E :" tF 1 0 pzq " 0u Ă CP 2 and let r E be its strict transform under π C , which is an invariant projective curve. As f 0 has empty zero set and x 0 does not divide F 1 0 , the intersection E X RP 2 is a finite subset of ℓ 8 pRq. In addition π´1
Let y P Y R and let us show r E X π´1 C pyq " ∅. Otherwise, there exists
Thus, p F´1 C pH 8 pCqq is an invariant projective curve whose irreducible components different from r E are by 2.B.1 either singletons or non-singular rational curves. 3.A.5. The following diagram summarizes the achieved situation:
Step 2. We prove next: 3.A.6. p F´1 C pH 8 pCqq is connected. Consequently, p F´1 C pH 8 pCqq does not contain isolated points and its irreducible components different from r E are non-singular rational curves. Indeed, by Stein's factorization theorem [H2, III.11.5] applied to the projective morphism p F C : Z 1 Ñ CP m , there exist a projective variety V and projective morphisms G 1 : Z 1 Ñ V and G 2 : V Ñ CP m such that: ‚ G 1 is surjective and its fibers are connected, ‚ G 2 is a finite morphism and
To prove 3.A.6 it is enough to show that H :" G´1 2 pH 8 pCqq and G´1 1 pHq " p F´1 C pH 8 pCqq are connected. 3.A.7. H is connected.
As G 2 is finite, it is by [H2, II.5.17] an affine morphism. Thus,
is an affine algebraic variety. As V is a complete manifold, we deduce by [H1, 6.2, p.79] that H " V zG´1 2 pC m q is connected because it is the complement in V of an affine open subvariety. 3.A.8. G´1 1 pHq is connected.
Suppose that G´1 1 pHq is the disjoint union of two closed subsets A 1 , A 2 . As G 1 is proper and surjective, G 1 pA 1 q, G 1 pA 2 q are closed subsets of H and H " G 1 pA 1 q Y G 1 pA 2 q. In case G 1 pA i q ‰ ∅ for i " 1, 2, the intersection G 1 pA 1 q X G 1 pA 2 q ‰ ∅ because H is connected. If x P G 1 pA 1 q X G 1 pA 2 q, the fiber
is the disjoint union of two non-empty closed sets, so G´1 1 ptxuq is disconnected, which is a contradiction because the fibers of G 1 are connected.
Step 3. In the following we use Lemma 2.2 several times. To ease the procedure we point out the key facts. By 2.C.2 A :" π´1 C pℓ 8 pCq Y Y C q is an algebraic curve whose irreducible components are non-singular rational curves. Observe that U :" Z 1 zA " π´1 C pC 2 zY C q is a dense subset of Z 1 biregularly equivalent to C 2 zY C (that is, the complement in C 2 of a finite subset). 3.A.9. Let B 1 , B 2 Ă A be two connected compact algebraic curves without common irreducible components. Then the intersection B 1 X B 2 is by Lemma 2.2, Example 2.3 and Remark 2.4 either empty or a singleton.
Step 4. By Zariski's Main Theorem [H2, III.11.4] applied to the birational projective morphism π C : Z 1 Ñ CP 2 , the fiber π´1 C pyq is connected for each y P Y C . We prove next: 3.A.10. If y P Y R , the invariant projective variety T y :" π´1 C pyqX p F´1 C pH 8 pCqq is connected and K 8 X T y is a singleton. In addition, if T y has dimension 1 and K 1,y , . . . , K ry,y are the invariant irreducible components of T y , the projective curve Ť ry i"1 K i,y is connected and
is a singleton contained in X 1 . The clue to prove 3.A.10 is the following: 3.A.11. Let y P Y R and T be an invariant connected union of irreducible components of π´1 C pyq. Let K 1 , . . . , K r be the invariant irreducible components of T and denote C i :" K i X RP k , which is by 2.B.1(v) a real non-singular rational curve for i " 1, . . . , r. We have:
(iii) We may order the indices i " 1, . . . , r in such a way that C 8 X C 1 " K 8 X T is a singleton and C i X Ť i´1 j"1 C j is a singleton for i " 2, . . . , r. In particular, the real projective curve C :" Ť r i"1 C i is connected and C 8 X C ‰ ∅. We prove first 3.A.11(i). If T " Ť r i"1 K i , there is nothing to prove. Otherwise, denote the non-invariant irreducible components of T with K r`1 , . . . , K s . Denote t :" max
and let us check t " r. Suppose by contradiction t ă r. We may assume that K :" Ť t i"1 K i is connected. As each K ℓ is connected, each intersection K X K ℓ " ∅ for t ă ℓ ď r. As T is connected and invariant and K X Ť r i"t`1 K i " ∅, we may assume K X K r`1 ‰ ∅ and σpK r`1 q " K r`2 . As K is invariant, K X K r`2 ‰ ∅, so K Y K r`1 Y K r`2 is connected and invariant. Repeating the previous argument recursively, we find indices r ă r`2j 0 ď s and t ă ℓ ď r such that (after reordering the indices i " r`1, . . . , s) K ℓ XpK Y Ť r`2j 0 i"r`1 K j q ‰ ∅ and for each 1 ď j ď j 0 it holds
i"r`1 K i is connected and invariant and ‚ σpK r`2j´1 q " K r`2j .
Such indices r`2j 0 , ℓ exist because T "
i"r`1 K j q is by 3.A.9 a singleton tp ℓ u Ă X 1 " Z 1 X RP k . As K i Ă CP k zRP k for i " r`1, . . . , s (see 2.B.1(iv)), we have p ℓ P K ℓ X K ‰ ∅, which is a contradiction. Then r " t, so Ť r i"1 K i is connected. Next we prove 3.A.11(ii). Since K 8 , T Ă A are invariant connected projective curves, the non-empty invariant intersection K 8 X T is by 3.A.9 a singleton tpu Ă X 1 . Thus,
We may assume C 8 X C 1 ‰ ∅, that is, C 8 X C 1 " tpu " K 8 X T . As Ť r i"1 K r is connected, we claim: We may order the indices i " 2, . . . , r in such a way that K i intersects the union
We may assume that K 3 intersects K 1 Y K 2 and proceeding this way we prove the claim.
Next, since K i and Ť i´1 j"1 K j are invariant connected projective curves contained in A, the non-empty invariant intersection K i X Ť i´1 j"1 K j is by 3.A.9 a singleton tq i u Ă X 1 . Thus,
. . , r. As each C i is a non-singular curve biregularly equivalent to RP 1 , we deduce that the projective curve C :" Ť r i"1 C i is connected.
3.A.12. Now we are ready to prove 3.A.10. As y P Y R Ă ℓ 8 pRq Ă ℓ 8 pCq and π C pK 8 q " ℓ 8 pCq, we deduce π´1 C pyq X K 8 ‰ ∅. If y 1 ‰ y 2 , the intersection π´1 C py 1 q X π´1 C py 2 q " ∅ and by 3.A.3 r E X π´1 C pyq " ∅. Consequently, by 3.A.4
so by 3.A.11(ii) T y X K 8 is a singleton. Denote
and observe p F´1 C pH 8 pCqq " T y Y R y by 3.A.4. Using again r E X π´1 C pyq " ∅ and π´1 C py 1 q X π´1 C py 2 q " ∅ if y 1 ‰ y 2 , we deduce T y X R y " T y X K 8 , which is a singleton. Consequently, if T y was disconnected, then p F´1 C pH 8 pCqq would have been disconnected, which contradicts 3.A.6. Thus, the first part of claim 3.A.10 holds. The second part follows readily from 3.A.11.
Step 5. Next we show:
Fix y P Y R and consider T y :" π´1 C pyq X p F´1 C pH 8 pCqq. If T y is a singleton, we deduce by 3.A.10 that T y Ă K 8 . Otherwise we denote the invariant irreducible components of T y with K 1,y , . . . , K ry,y . As the non-invariant irreducible components of π´1 C pyq do not intersect RP k by 2.B.1(v), we deduce T y X RP k " Ť ry i"1 K i,y X RP k . In addition by 2.B.1(iv) π´1 C pyq X RP k " ∅ for all y P Y C zY R . Denote the subset of points of Y R such that T y is not a singleton with Y 1 R . If we intersect expression (3.1) with RP k , we deduce by 3.A.3
By 3.A.10 the projective curve Ť ry i"1 K i,y is connected and the intersection K 8 X Ť ry i"1 K i,y is a singleton tp y u for each y P Y 1 R . By 3.A.11(iii) each projective curve C y :"
is connected too.
Final
Step. Conclusion. As p F R p p F´1 R pH 8 pRis connected, to prove that S 8 is connected, too, it is enough to show that both sets are equal, that is,
As
Consequenlty, S 8 " p F R p p F´1 R pH 8 pRqqq, which is by 3.A.13 connected, as required.
We are ready to prove Theorem 1.1. We present an independent proof from the one of Theorem 3.3. This is enlightening for the proof of Theorem 3.3 for n ě 3.
Proof of Theorem 1.1. For n " 1 the result follows from [F, 1.1] . To prove that S 8 is connected if n ě 2, it is enough to show that for any given pair of points p, q P S 8 there exists a connected subset of S 8 containing p and q. By Lemma 2.5 there exist polynomials p i , q i P Rrts such that p i p0q, q i p0q ‰ 0 and integers k i , ℓ i such that the rational paths α :" pt k 1 p 1 , . . . , t kn p n q and β :" pt ℓ 1 q 1 , . . . , t ℓn q n q satisfy lim tÑ0`p f˝αqptq " p and lim
At least one couple pk i , ℓ j q is of negative integers. Consider the polynomials
and let h :" xy`1 2 pP 1 , . . . , P n q`1´x y 2 pQ 1 , . . . , Q n q.
Consider the polynomial map g :" f˝h : R 2 Ñ R m and observe
t q P T 0,8 and q " lim tÑ0`g pt,´1 t q P T 0,8 . As T 0,8 is connected for n " 2 by Theorem 3.3, we are done.
3.B. Proof of Theorem 3.3. Now we prove Theorem 3.3 for an arbitrary n.
Proof of Theorem 3.3 for an arbitrary n. The case n " 1 follows from [F, 1.4] . Assume n ě 2 and write f :" p
q where each f j P Rrxs, gcdpf 0 , f 1 , . . . , f m q " 1 and f 0 does not vanish on R n . The proof is conducted in several steps: 3.B.1. Initial assumptions to simplify the proof. Assume degpf 1 q ě degpf j q for j " 1, . . . , m. After a change of the type py 1 , . . . , y m q Þ Ñ py 1 , y 2`b2 y 1 , . . . , y m`bm y 1 q where b j P R we can suppose degpf 1 q "¨¨¨" degpf m q " d ą degpf 0 q " d´e for some e ě 1. Denote
0 where e ě 1 and F 1 0 P Rrx 0 , x 1 , . . . , x n s is not divisible by x 0 . Notice that x 0 does not divide F j for j " 1, . . . , m because degpf j q " degpF j q " d. After a change of the type px 1 , . . . , x m q Þ Ñ px 1 , x 2`a2 x 1 , . . . , x n`an x 1 q where a i P R we can suppose degpf j q " deg x 1 pf j q for each j. 3.B.2. Equivalent formulation for the statement. To prove that S 8 is connected, it is equivalent to show: There exists a point p 0 P S 8 such that for any other point q P S 8 there exists a connected subset of S 8 containing p 0 and q.
We will prove this last fact. Fix
and let q P S 8 . By Lemma 2.5 there exist a rational path
. . , n and p i 0 "˘1
and an integer r ě 1 such that q " lim tÑ0`p f˝pα`βqqptq for each β P ptq r Rrts n . After the change t Ñ t 6 we may assume k i 0 ď´6 and even. We keep all initial notations.
3.B.3. Construction of an auxiliary regular map. Write p i :" ř d i j"0 a ij t j where d i :" degpp i q and consider the formula
a ij x e j y ppxy´1q 2`y4j where j`k i`1 " 4q j`ej , q j ě 0 and 0 ď e j ď 3 for each 0 ď j ď d i such that j`k i ě 0. Observe P i pt, 1 t q " t k i p i ptq for i " 1, . . . , n and P i 0 " p i 0 y |k i 0 | "˘y |k i 0 | .
Denote ℓ 0 :" max i tq d i : d i`ki ě 0u and notice ppxy´1q 2`y4 q ℓ P i P Rrx, ys for each ℓ ě ℓ 0 . In addition degpppxy´1q
2`y4 q ℓ P i q ď maxt´k i`4 ℓ, 4ℓ´4q j`ej`1 : k i`j ě 0u ď 4ℓ`maxt´k i , 4u ď 4ℓ`|k i 0 | and the equality degpppxy´1q 2`y4 q ℓ P i q " 4ℓ`|k i 0 | holds if and only if k i " k i 0 . As
. . , n. Let ℓ :" maxtℓ 0 , ru and define
Consider the regular map h :" p 3.B.4. Construction of an auxiliary quasi-polynomial map such that p 0 , q belong to the set of points at infinity of its image. Let g :" f˝h : R 2 Ñ R m and denote g i :"
, . . . , gm g 0 q and g 0 does not vanish on R 2 . We claim: g is a quasi-polynomial map and p 0 , q P gpR 2 q 8 .
First we have
Indeed, since
we have
Let µ :" 4ℓ`|k i 0 | and write
q, which are homogeneous polynomials. Notice that
. . , H n q. Counting degrees one realizes: u 0 does not divide G 1 0 . In the following all zero sets are considered in RP n . To prove that g is quasi-polynomial it only remains to check tG 1 0 " 0, G 1 " 0, . . . , G m " 0u " ∅. Indeed, as tF 1 0 " 0, F 1 " 0, . . . , F n " 0u " ∅, the following equality holds tG
Consequently, tH 0 " 0, . . . , H n " 0u " ∅ because ‚ H 0 " 0 provides u 0 " 0, ‚ H 1 p0, u 1 , u 2 q " 0 provides u 1 " 0 (we have used here that k i 0 is even) and ‚ H i 0 p0, 0, u 2 q " 0 provides u 2 " 0.
On the other hand ppu 1 u 2´u 2 0 q 2`u4 2 q eℓ " 0 provides u 0 " 0, u 2 " 0. As G 1 " 0, we have 0 " G 1 p0, u 1 , 0q " F 1 pH 0 p0, u 1 , 0q, H 1 p0, u 1 , 0q, . . . , H n p0, u 1 , 0qq " F 1 p0, u µ 1 , 0, . . . , 0q. For the last equality use that deg x pppxy´1q 2`y4 q ℓ P i q ă 4ℓ`|k i 0 | for all i " 1, . . . , n. As degpF 1 q " degpf 1 q " deg x 1 pf 1 q " deg x 1 pF 1 q, we obtain a : " F 1 p0, 1, 0 , . . . , 0q ‰ 0. As
3.B.5. Conclusion. By Theorem 3.3 for the case n " 2 (already proved in 3.A) applied to the quasi-polynomial map g, we deduce that T 0,8 " pgpR 28 Ă S 8 is connected and since p 0 , q P T 0,8 , we are done.
The set of points at infinity of a semialgebraic set S Ă R m is a semialgebraic subset of the hyperplane of infinity H 8 pRq of RP m . It seems reasonable to ask the following.
Question 3.4. Let S 0 be a connected closed semialgebraic subset of H 8 pRq. Is there a polynomial (or a quasi-polynomial) map f : R n Ñ R m such that f pR n q 8 " S 0 ?
For m " 2 the answer is positive but for higher dimension we have no further information.
Examples 3.5. For each connected closed semialgebraic subset S 0 Ă ℓ 8 pRq there exists a polynomial map f : R 2 Ñ R 2 such that dim R pf pR 2" 2 and pf pR 28 " S 0 .
If S 0 is not a singleton, the assertion follows from [U2, 1.2]. On the other hand, the polynomial map f : R 2 Ñ R 2 , px, yq Þ Ñ px, y 2`x2 q satisfies f pR 28 " tp0 : 1 : 0qu, which is a singleton. Remark 3.6. We have introduced quasi-polynomial maps to understand the limit of the image of a regular map to have a connected set of points at infinity. The following examples show that they do not enjoy the desired behavior.
(i) The composition of the quasi-polynomial maps
s not a quasi-polynomial map.
(ii) The image of the quasi-polynomial map g : R Ñ R 2 , t Þ Ñ p 1 1`t 2 , 1`t 2 q is the semialgebraic set S " txy " 1, y ě 1u, which is not a polynomial image of R n .
Set of points at infinity of a regular image of R n
We have proved in Section 3 that the set of points at infinity of the image of a quasipolynomial map f : R n Ñ R m is connected. This is no longer true in general for regular maps even if n " 1.
4.A. Preliminary examples.
We present some examples to illustrate the previous fact and to show that the conditions in the statement of Theorem 3.3 are sharp.
Examples 4.1. (i) The image of the regular map
s S :" ta ą 0, ab " 1u, so S 8 " tp0 : 1 : 0q, p0 : 0 : 1qu is disconnected.
(ii) The image of the regular map
y 2 1`x 2ī s S :" ta ě 0, b ě 0, ab ă 1u, so S 8 " tp0 : 1 : 0q, p0 : 0 : 1qu is disconnected. If we write f :" p
q where each f i is a non-zero polynomial, then degpf 0 q " maxtdegpf 1 q, degpf 2 qu.
(iii) The image of the regular map f : R 2 Ñ R 2 , px, yq Þ Ñ´p 1`x 4 qy 6 p1`y 4 q 2 , p1`y 4 qx 4 p1`x 4 q 3ī s a semialgebraic set S such that S 8 " tp0 : 1 : 0q, p0 : 0 : 1qu is disconnected. If we write f :" p
q where each f i is a non-zero polynomial, then degpf 0 q ă maxtdegpf 1 q, degpf 2 qu. The set Y C " tp0 : 1 : 0q, p0 : 0 : 1qu of indeterminacy of the rational map Thus, S 8 Ă tp0 : 1 : 0q, p0 : 0 : 1qu. To prove the converse inclusion it is enough to pick two rational paths α i : p0, 1s Ñ R 2 such that lim tÑ0`} α i ptq} 2 "`8 and Question 4.2. Given a closed semialgebraic subset S 0 Ă ℓ 8 pRq Ă RP 2 : Is there a regular map f : R 2 Ñ R 2 such that pf pR 28 " S 0 ?
In case S 0 is either connected or a finite set, the answer is by Examples 3.5 positive.
4.B.
More sophisticated examples. If S 0 is a finite set, we proceed as follows. Proof. We build f as the composition of two regular maps that we construct next: 4.B.1. Let T :" t0 ă a ď 1, b ą 0u Y t0 ă b ď 1, a ą 0u. The image of the regular map g : R 2 Ñ R 2 , px, yq Þ Ñ´x 2`1 1`x 2 y 2 , y 2`1 1`x 2 y 2ī s a semialgebraic set S 1 such that T Ă S 1 Ă T Y r0, 2s 2 Ă ta ą 0, b ą 0u. In particular, S 1,8 " tp0 : 1 : 0q, p0 : 0 : 1qu. We check first S 1 Ă T Y r0, 2s 2 . Let px, yq P R 2 and write f 3 px, yq ": pa, bq. We claim: If b ą 2, then 0 ă a ď 1. If a ą 2, we will have by symmetry 0 ă b ď 1, so S 1 Ă T Y r0, 2s 2 .
It is clear that a ą 0. Suppose by contradiction a ą 1. Then x 2 ą x 2 y 2 and y 2 ą 1`2x 2 y 2 , so x 2 ă x 2`2 x 4 y 2 ă x 2 y 2 ă x 2 , which is a contradiction. Next, we check T Ă S 1 . It is enough to prove by symmetry that T 1 :" t0 ă a ď 1, b ą 0u Ă S 1 . Let pa, bq P T 1 and consider the system of equations # x 2`1 " ap1`x 2 y 2 q, y 2`1 " bp1`x 2 y 2 q. ❀ # bpx 2`1 q´apy 2`1 q " 0, ay 4`p a´1´bqy 2`b´1 " 0.
A simple discussion shows that both systems are equivalent. The discriminant ∆ of the biquadratic equation ay 4`p a´1´bqy 2`b´1 " 0 is pa´1´bq 2´4 apb´1q " pb´3a`1q 2`8 ap1´aq,
which is ě 0 because 0 ă a ď 1. As a´1´b ă 0, the real number z 0 :" b`p1´aq`apb´3a`1q 2`8 ap1´aq 2a is positive and has a square root y 0 , which is a solution of the biquadratic equation ay 4`p a´1´bqy 2`b´1 " 0.
The equation bpx 2`1 q´apy 2 0`1 q " 0 has a real solution x 0 if 0 ă 2papy 2 0`1 q´bq " 2az 0`2 a´2b "´b`1`a`apb´3a`1q 2`8 ap1´aq or equivalently if 0 ă pb´3a`1q 2`8 ap1´aq´pb´1´aq 2 " 4bp1´aq.
As b ą 0 and a ă 1, it holds 4bp1´aq ą 0, so we deduce pa, bq P S 1 , as required. 4.B.2. Let B 1 :" t0 ă 2a ď bu and B 2 :" t0 ă 2b ď au. Write also A 1 :" t0 ă x ď 1, 4 ď yu and A 2 :" t0 ă y ď 1, 4 ď xu. Then the image of A :" A 1 Y A 2 under the regular map
px, yq Þ Ñ´x ppy´1q 2 y 2`2 px´1q 2 xq 1`xpx´1q 2 ypy´1q 2 , yppx´1q 2 x 2`2 py´1q 2 yq 1`xpx´1q 2 ypy´1q 2¯, is a semialgebraic set S 2 contained in B :" B 1 Y B 2 , which satisfies ) .
