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Abstract
We search a canonical basis of Dirac’s observables for the classical Abelian
Higgs model with fermions in the case of a trivial U(1) principal bundle. The
study of the Gauss law first class constraint shows that the model has two
disjoint sectors of solutions associated with two physically different phases. In
the electromagnetic phase, the electromagnetic field remains massless: after
the determination of the Dirac’s observables we get that both the reduced
physical Hamiltonian and Lagrangian are nonlocal. In the Higgs phase, the
electromagnetic field becomes massive and in terms of Dirac’s observables
we get a local, but nonanalytic in the electric charge (or equivalently in the
1
sum of the electromagnetic mass and of the residual Higgs field), physical
Hamiltonian; however the associated Lagrangian is nonlocal. Some comments
on the R-gauge-fixing, the possible elimination of the residual Higgs field and
on the Nielsen-Olesen vortex solution close the paper.
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I. INTRODUCTION
After having found a symplectic basis of Dirac’s observables for the classical Yang-Mills
theory with Grassmann-valued fermions Ref. [1] in the case of a trivial principal bundle
over Minkowski spacetime and in suitable function spaces where the Gribov ambiguity is
absent, the next step in the program [2] of reformulating particle physics in terms of Dirac’s
observables is the study of the Higgs model. This model is needed to generate the spon-
taneous symmetry breaking used in the SU(2) × U(1) electroweak standard model to give
mass to the vector gauge bosons and, through the Yukawa couplings, to the fermions. Here,
we shall preliminary study the classical Abelian Higgs model with fermions [trivial U(1)
principal bundle] to disentangle the basic implications of the Higgs mechanism from the
complications of the SU(2)× U(1) model.
The Abelian Higgs model is described by the following Lagrangian density [λ > 0, φo > 0]
L(x) = −1
4
Fµν(x)F
µν(x) + [D(A)µ φ(x)]
∗D(A)µφ(x)− V (φ) +
+
1
2
ψ¯(x)[γµ(i∂µ + eAµ(x))−
←−
(i∂µ − eAµ(x)) γµ]ψ(x)−mψ¯(x)ψ(x)
V (φ) = λ[φ∗(x)φ(x)− φ2o]2 = µ2φ∗(x)φ(x) + λ[φ∗(x)φ(x)]2 + λφ4o =
= −1
2
m2Hφ
∗(x)φ(x) + λ[φ∗(x)φ(x)]2 + λφ4o,
µ2 = −2λφ2o < 0, m2H = −2µ2 = 4λφ2o, φo =
mH
2
√
λ
=
√
−µ2
2λ
, (1)
where φ(x), the Higgs field, is a complex scalar field [D(A)µ φ(x) = (∂µ−ieAµ(x))φ(x)], µ2 < 0
so that the potential V (φ) has a set of absolute minima for φ∗φ = φ2o, parametrized by a
phase [φ 7→ eiθφ leaves φ∗φ invariant], and with φo > 0 an arbitrary real number [< φ >=
φo 6= 0 at the quantum level: this is the gauge non-invariant formulation of the statement
of symmetry breaking].The fermion field ψ(x) is Grassmann-valued and is absent when the
Abelian Higgs model is used as a relativistic generalization [3,4] of the Landau-Ginzburg
treatment [5] of superconductivity with φ(x) [also called the “complex order parameter”,
with the ordered phase being the broken symmetry one] associated with the spin-singlet
3
part of the nonzero vacuum expectation value of the fermion bilinear describing the Bose-
Einstein condensation of the Cooper electron pairs [the attractive effects of virtual phonons
being slightly higher of the Coulomb repulsion] and with the massless Goldstone boson,
generated by the spontaneous symmetry breaking, reabsorbed to give mass to the photon so
to obtain a finite-range electromagnetic field as required by the Meissner effect of magnetic
flux exclusion [6] (physically the longitudinal degrees of freedom of the electromagnetic field
couple to the plasma oscillations, i.e. to the collective density fluctuations of the electrons).
The Lagrangian density is invariant under the U(1) gauge transformations Aµ(x) 7→
Aµ(x)− 1e∂µα(x), φ(x) 7→ e−iα(x)φ(x), ψ(x) 7→ e−iα(x)ψ(x).
We shall show that the singular Lagrangian density of Eq.(1) describes simultaneously
two extremely different dynamics, since its associate Gauss law constraint (or equivalently
the corresponding acceleration-independent Euler-Lagrange equation) generates two disjoint
sectors of solutions and only one of them (the electromagnetic phase with massless electro-
magnetic fields) is analytic in the coupling constant (the electric charge). To describe these
two sectors, i.e. the electromagnetic and Higgs phases respectively, we shall use different
parametrizations of the Higgs fields.
II. THE ELECTROMAGNETIC PHASE
The canonical momenta associated with Eq.(1) are
πo(x) = 0
~π(x) = ~E(x)
π(x) = − i
2
ψ†(x)
π¯(x) = − i
2
γoψ(x)
πφ(x) = φ˙
∗(x) + ieAo(x)φ∗(x)
πφ∗(x) = φ˙(x)− ieAo(x)φ(x), (2)
and are assumed to satisfy the Poisson brackets
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{Aµ(~x, xo), πν(~y, xo)} = δνµδ3(~x− ~y)
{ψα(~x, xo), πβ(~y, xo)} = {ψ¯α(~x, xo), π¯β(~y, xo)} = −δαβδ3(~x− ~y)
{φ(~x, xo), πφ(~y, xo)} = {φ∗(~x, xo), πφ∗(~y, xo)} = δ3(~x− ~y). (3)
By eliminating the fermionic second class constraints with the introduction of the Dirac
brackets
{ψα(~x, xo), ψ¯β(~y, xo)}∗ = −i(γo)αβδ3(~x− ~y) (4)
(denoted {., .} in the rest of the paper for the sake of simplicity) as shown in Ref. [1],
one arrives at the following Dirac Hamiltonian density [λo(x) is a Dirac multiplier and an
integration by parts has been done]
HD(x) = 1
2
[~π2(x) + ~B2(x)] + ψ†(x)~α · (i~∂ + e ~A(x))ψ(x) +mψ¯(x)ψ(x) +
+ πφ∗(x)πφ(x) + [(~∂ + ie ~A(x))φ∗(x)] · (~∂ − ie ~A(x))φ(x) + λ(φ∗(x)φ(x)− φ2o)2 −
− Ao(x)[−~∂ · ~π(x) + eψ†(x)ψ(x)− ie(πφ(x)φ(x)− πφ∗(x)φ∗(x))] + λo(x)πo(x). (5)
The constraint analysis shows that there a primary first class constraint, πo(x) ≈ 0,
and a secondary first class one (the Gauss law, namely the acceleration-independent Euler-
Lagrange equation of the model)
Γ(x) = −~∂ · ~π(x) + eψ†(x)ψ(x)− ie[πφ(x)φ(x)− πφ∗(x)φ∗(x)] ≈ 0. (6)
Eq.(6) is ambiguous, since it can be considered either as an elliptic equation for the electric
field ~π or as an algebraic equation in the Higgs momenta: in the first case one obtains a
sector of solutions corresponding to the electromagnetic phase, in the second one the sector
of the Higgs phase. As a consequence, the space of solutions of the Euler-Lagrange equations
is not connected being formed by two disjoint subspaces (its zeroth homotopy group is not
trivial).
Since the conserved energy-momentum and angular momentum tensor densities and
Poincare´ generators are [”
◦
=” means evaluated on the extremals of the action S =
∫
d4xL(x);
σµν = i
2
[γµ, γν ], σi = 1
2
ǫijkσjk, ~α = γo~γ, β = γo]
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Θµν(x) = F µα(x)Fα
ν(x) +
1
4
ηµνF αβ(x)Fαβ(x) +
+
1
2
[ψ¯(x)γµ(i∂ν + eAν(x))ψ(x)− ψ¯(x)
←−
(i∂ν − eAν(x)) γµψ(x)] +
+ (D(A)µφ(x))
∗
D(A)νφ(x) + (D(A)νφ(x))
∗
D(A)µφ(x)−
− ηµν [(D(A)αφ(x))∗D(A)αφ(x)− V (φ)],
Mµαβ(x) = xαΘµβ(x)− xβΘµα(x) + 1
4
ψ¯(x)(γµσαβ + σαβγµ)ψ(x),
∂νΘ
νµ(x)
◦
=0, ∂µMµαβ(x) ◦=0,
P µ =
∫
d3xΘoµ(~x, xo),
Jµν =
∫
d3xMoµν(~x, xo),
P o =
∫
d3x {1
2
[~π2(~x, xo) + ~B2(~x, xo)] +
+πφ (~x, x
o)πφ∗(~x, x
o) + ( ~D(A)φ(~x, xo))
∗ · ~D(A)φ(~x, xo) + V (φ) +
+ 1
2
[ψ¯(~x, xo)γo(i∂o + eAo(~x, xo))ψ(~x, xo)− ψ¯(~x, xo)
←−
(i∂o − eAo(~x, xo)) γoψ(~x, xo)]}
P i =
∫
d3x {(~π(~x, xo)× ~B(~x, xo))i +
+πφ (~x, x
o)D(A)iφ(~x, xo) + (D(A)iφ(~x, xo))
∗
πφ∗(~x, x
o) +
+ 1
2
[ψ¯(~x, xo)γo(i∂i + eAi(~x, xo))ψ(~x, xo)− ψ¯(~x, xo)
←−
(i∂i − eAi(~x, xo)) γoψ(~x, xo)]}
J i =
1
2
ǫijkJ jk =
∫
d3x {[~x× (~π(~x, xo)× ~B(~x, xo))]i −
− [~x× (πφ(~x, xo) ~D(A)φ(~x, xo) + ( ~D(A)φ(~x, xo))∗πφ∗(~x, xo))]i +
+
1
2
[~x× [ψ¯(~x, xo)γo(i~∂ + e ~A(~x, xo))ψ(~x, xo)−
− ψ¯(~x, xo)
←−
(i~∂ − e ~A(~x, xo)) γoψ(~x, xo)] ]i}
+
1
2
ψ†(~x, xo)σiψ(~x, xo)}
Ki = Joi = xoP i −
∫
d3xxiΘoo(~x, xo), (7)
following Dirac [7] and Ref. [1], we will assume boundary conditions Ao(~x, x
o)→r→∞ ao/r1+ǫ,
~A(~x, xo)→r→∞~a/r2+ǫ, r = | ~x |, so that the Laplacian on R3, △ = −~∂2, has no zero modes
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and the Poincare´ generators are finite; this requires also the following boundary conditions
on the fermion and Higgs fields: ψ(~x, xo)→r→∞ χ/r3/2+ǫ + O(r−2), φ(~x, xo)→r→∞ const. +
ϕ/r2+ǫ + O(r−3) [the “constant” is required for the Higgs sector], πφ(~x, xo)→r→∞ ζ/r2+ǫ +
O(r−3). The U(1) gauge transformations are assumed to behave as U(~x, xo)→r→∞ const. +
O(r−1), so to preserve the boundary conditions. The previous boundary conditions are
adapted to the fixed xo, not Lorentz-covariant, Hamiltonian formalism; however, they are
natural in its covariantization by means of the reformulation of the theory on spacelike
hypersurfaces (see Section V).
In the electromagnetic phase one obtains the following decompositions from the Hodge
theorem
~A(x) = ~∂η(x) + ~A⊥(x)
~π(x) = ~π⊥(x) +
~∂
△{Γ(x)− eψ
†(x)ψ(x) + ie[πφ(x)φ(x)− πφ∗(x)φ∗(x)]}
η(~x, xo) = − 1△
~∂ · ~A(~x, xo) = −
∫
d3y ~c(~x− ~y) · ~A(~y, xo)
~c(~x) =
~∂
△δ
3(~x− ~y) = ~x
4π| ~x |3
Ai⊥(x) = (δ
ij +
∂i∂j
△ )A
j(x), πi⊥(x) = (δ
ij +
∂i∂j
△ )π
j(x)
{η(~x, xo),Γ(~y, xo)} = −δ3(~x− ~y)
{Ai⊥(~x, xo), πj⊥(~y, xo)} = −(δij +
∂i∂j
△ )δ
3(~x− ~y). (8)
The fields Ao(x), π
o(x) and η(x),Γ(x) are pairs of conjugate gauge variables, while
~A⊥(x), ~π⊥(x) are a canonical basis of Dirac’s observables. As shown in Ref. [1], the Dirac
observables for the fermion field are
ψˇ(x) = e−ieη(x)ψ(x)
ψˇ†(x) = ψ†(x)eieη(x)
{ψˇα(~x, xo), ψˇ†β(~y, xo)} = −iδαβδ3(~x− ~y); (9)
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they describe the charged fermions dressed with their Coulomb cloud.
Since
{φ(~x, xo),Γ(~y, xo)} = −ieφ(~x, xo)δ3(~x− ~y),
{πφ(~x, xo),Γ(~y, xo)} = +ieπφ(~x, xo)δ3(~x− ~y), (10)
the Dirac observables for the Higgs field are
φˇ(x) = e−ieη(x)φ(x),
πˇφ(x) = e
ieη(x)πφ(x),
{φˇ(~x, xo),Γ(~y, xo)} = {πˇφ(~x, xo),Γ(~y, xo)} = 0, (11)
and again it amounts to add the Coulomb cloud to them.
Therefore, the physical Hamiltonian density after the symplectic decoupling of the gauge
variables is
H(em)phys(x) =
1
2
[~π2⊥(x) + ~B
2(x)] + ψˇ†(x)~α · (i~∂ + e ~A⊥(x))ψˇ(x) +m ˇ¯ψ(x)ψˇ(x) +
+ πˇφ(x)πˇφ∗(x) + [(~∂ + ie ~A⊥(x))φˇ
∗(x)] · (~∂ − ie ~A⊥(x))φˇ(x) +
+ λ(φˇ∗(x)φˇ(x)− φ2o)
2
+
+
e2
2
[ψˇ†(x)ψˇ(x)− i(πˇφ(x)φˇ(x)− πˇφ∗(x)φˇ∗(x))] 1△
[ψˇ†(x)ψˇ(x)− i(πˇφ(x)φˇ(x)− πˇφ∗(x)φˇ∗(x))]. (12)
This Hamiltonian density is analytic in the electric charge e but there is the nonlocal
Coulomb interaction of the charged fields ψˇ, ψˇ†, φˇ, φˇ∗. See Refs. [1,8] and Section V for the
reformulation on spacelike hypersurfaces to take care of Lorentz covariance.
The Hamilton equations imply
~π⊥(x) = −∂o ~A⊥(x),
πˇφ(x) = ∂
oφˇ∗(x)− ie2φˇ∗(x) 1△ [ψˇ
†(x)ψˇ(x) + i(πˇφ∗(x)φˇ
∗(x)− πˇφ(x)φˇ(x))] =
= ∂oφˇ∗(x)−
8
− ie2φˇ∗(x) 1△+ 2e2φˇ∗(x)φˇ(x) [ψˇ
†(x)ψˇ(x) + i(φˇ∗(x)∂φˇ(x)− ∂oφˇ∗(x)φˇ(x))]
πˇφ∗(x) = ∂oφˇ(x) + ie2φˇ(x)
1
△ [ψˇ
†(x)ψˇ(x) + i(πˇφ∗(x)φˇ∗(x)− πˇφ(x)φˇ(x))] =
= ∂oφˇ(x) +
+ ie2φˇ(x)
1
△+ 2e2φˇ∗(x)φˇ(x) [ψˇ
†(x)ψˇ(x) + i(φˇ∗(x)∂oφˇ(x)− ∂oφˇ∗(x)φˇ(x))] (13)
because we get
πˇφ∗(x)φˇ
∗(x)− πˇφ(x)φˇ(x) =
1
1 + 2e2φˇ∗(x)φˇ(x) 1△
[∂oφˇ(x)φˇ∗(x)− ∂oφˇ∗(x)φˇ(x) + 2ie2φˇ∗(x)φˇ(x) 1△ ψˇ
†(x)ψˇ(x)] (14)
Use has been done of the operator identity 1
A
1
1+B 1
A
= 1
A
[1−B 1
A
+B 1
A
B 1
A
− ...] = 1
A+B
(valid
for B a small perturbation of A) for A = △ and B = φ∗(x)φ(x).
The nonlocal Lagrangian density generating H(em)phys(x) and describing only the electro-
magnetic phase is (see also Ref. [1])
L(em)phys(x) =
1
2
[ ~˙A
2
⊥(x)− (~∂ × ~A⊥(x))
2
] +
+ ψˇ†(x)[i∂o − ~α · (i~∂ + e ~A⊥(x))− βm]ψˇ(x) +
+ ∂oφˇ∗(x)∂oφˇ(x)− [(~∂ + ie ~A⊥(x))φˇ∗(x)] · (~∂ − ie ~A⊥(x))φˇ(x)−
− λ(φˇ∗(x)φˇ(x)− φ2o)
2 −
− e
2
2
[ψˇ†(x)ψˇ(x) + i(φˇ∗(x)∂oφˇ(x)− ∂oφˇ∗(x)φˇ(x))] 1△+ 2e2φˇ∗(x)φˇ(x) ·
[ψˇ†(x)ψˇ(x) + i(φˇ∗(x)∂oφˇ(x)− ∂oφˇ∗(x)φˇ(x))], (15)
The Hamilton equations of this phase are Eqs.(13) and
∂o~π⊥(~x, xo)
◦
=△ ~A⊥(~x, xo) + eψˇ†(~x, xo)~αψˇ(~x, xo) +
+ ie[φˇ∗(~x, xo)(~∂ − ie ~A⊥(~x, xo))φˇ(~x, xo)− φˇ(~x, xo)(~∂ + ie ~A⊥(~x, xo))φˇ∗(~x, xo)
∂oπˇφ(~x, x
o)
◦
=(~∂ + ie ~A⊥(~x, xo))2φˇ∗(~x, xo)− 2λφˇ∗(~x, xo)[φˇ∗(~x, xo)φˇ(~x, xo)− φ2o] +
+ ie2πˇφ(~x, x
o)
1
△ [ψˇ
†(~x, xo)ψˇ(~x, xo)− i(πˇφ(~x, xo)φˇ(~x, xo)− φˇφ∗(~x, xo)φˇ∗(~x, xo))]
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∂oπˇφ∗(~x, x
o)
◦
=(~∂ + ie ~A⊥(~x, xo))2φˇ∗(~x, xo)− 2λφˇ(~x, xo)[φˇ∗(~x, xo)φˇ(~x, xo)− φ2o]−
− ie2πˇφ∗(~x, xo) 1△ [ψˇ
†(~x, xo)ψˇ(~x, xo)− i(πˇφ(~x, xo)φˇ(~x, xo)− φˇφ∗(~x, xo)φˇ∗(~x, xo))]
∂oψˇ(~x, xo)
◦
=~α · (~∂ − ie ~A⊥(~x, xo))ψˇ(~x, xo)− imβψˇ(~x, xo)−
− e2ψˇ(~x, xo) 1△ [ψˇ
†(~x, xo)ψˇ(~x, xo)− i(πˇφ(~x, xo)φˇ(~x, xo)− φˇφ∗(~x, xo)φˇ∗(~x, xo))], (16)
which imply the following Euler-Lagrange equations
✷ ~A⊥(x)
◦
=−eψˇ†(x)~αψˇ(x)−
− ie[φˇ∗(x)(~∂ − ie ~A⊥(x))φˇ(x)− φˇ(x)(~∂ + ie ~A⊥(x))φˇ∗(x)
¨ˇφ− (~∂ − ie ~A⊥(x))2φˇ(x) ◦=− 2λφˇ∗(x)[φˇ∗(x)φˇ(x)− φ2o]−
− ie{ ˙ˇφ(x) + ie2φˇ(x) 1△+ 2e2φˇ∗(x)φˇ(x) [ψˇ
†(x)ψˇ(x) + i(φˇ∗(x) ˙ˇφ(x)− ˙ˇφ
∗
(x)φˇ(x))]} −
− ie∂o{φˇ(x) 1△+ 2e2φˇ∗(x)φˇ(x) [ψˇ
†(x)ψˇ(x) + i(φˇ∗(x) ˙ˇφ(x)− ˙ˇφ
∗
(x)φˇ(x))]}
(∂o − ~α · (~∂ − ie ~A⊥(x)) + imβ)ψˇ(x) ◦=
◦
=−e2ψˇ(x) 1△+ 2e2φˇ∗(x)φˇ(x) [ψˇ
†(x)ψˇ(x) + i(φˇ∗(x) ˙ˇφ(x)− ˙ˇφ∗(x)φˇ(x))]. (17)
These equations can be recovered from the Lagrangian density of Eq.(15) by using the
identity f ∂
∂V
1
△+V f = −f 1(△+V )2 f = − 1△+V f 1△+V f (modulo a surface term), where f =
ψˇ†ψˇ = i(φˇ∗ ˙ˇφ− ˙ˇφ
∗
φˇ) and V = 2e2φˇ∗φˇ. The Higgs field φ(x) must be such that the operator
△+ 2e2φˇ∗(x)φˇ(x) has no zero modes.
Eqs.(13) and (15) also give the reduction to Dirac’s observables of a charged complex
Klein-Gordon field interacting with the electromagnetic field.
III. THE HIGGS PHASE.
There are two methods to get this phase starting from the following parametrization of
the Higgs fields [the value φ = 0 is not covered by these radial coordinates; for the sake of
10
simplicity we take a positive value φo > 0 for the arbitrary symmetry breaking reference
point in the set of minima of the potential: this set is spanned by varying an angular variable
θ, so that θ is the would-be Goldstone boson; the symmetry group U(1) is broken and there
is no residual stability group of the points of minimum]
φ(x) = [φo +
1√
2
H(x)]eieθ(x) =
1√
2
(v +H(x))eieθ(x), v =
√
2φo,
D(A)µ φ(x) = e
ieθ(x)[
1√
2
∂µH(x)− ie(φo + 1√
2
H(x))(Aµ(x)− ∂µθ(x))], (18)
so that the Lagrangian density becomes
L(x) = −1
4
Fµν(x)F
µν(x) + e2(φo +
1√
2
H(x))2(Aµ(x)− ∂µθ(x))(Aµ(x)− ∂µθ(x)) +
+
1
2
∂µH(x)∂
µH(x)− λ
2
H2(x)(
1√
2
H(x) + 2φo)
2 +
+
1
2
ψ¯(x)[γµ(i∂µ + eAµ(x))−
←−
(i∂µ − eAµ(x)) γµ]ψ(x)−mψ¯(x)ψ(x). (19)
The parametrization of Eq.(18) requires a restriction to Higgs fields which have no zeroes,
namely φ∗(x)φ(x) 6= 0 [H(x) 6= −v = −√2φo], and with a nonsingular phase θ(x) because
we assumed a trivial U(1) principal bundle. The analogue of the quantum statement of
symmetry breaking, i.e. that the theory is invariant under a group G but not the ground
state, is replaced by the choice of the parametrization (18) with a given φo, i.e. by the choice
of a family of solutions of the Euler-Lagrange equations associated with Eq.(1) not invariant
under U(1).
i) The canonical momenta coming from Eq.(19) are
πo(x) = 0
~π(x) = ~E(x)
πH(x) = ∂
oH(x)
πθ(x) = 2e
2(φo +
1√
2
H(x))2(∂oθ(x)− Ao(x))
{H(~x, xo), πH(~y, xo)} = {θ(~x, xo), πθ(~y, xo)} = δ3(~x− ~y). (20)
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The resulting Dirac Hamiltonian density is
HD(x) = 1
2
[~π2(x) + ~B2(x)] + e2(φo +
1√
2
H(x))2( ~A(x)− ~∂θ(x))2 +
+
1
2
[π2H(x) + (
~∂H(x))2] +
λ
2
H2(x)(
1√
2
H(x) + 2φo)
2 +
π2θ(x)
4e2(φo +
1√
2
H(x))2
+
+ ψ†(x)~α · (i~∂ + e ~A(x))ψ(x) +mψ¯(x)ψ(x)−
− Ao(x)[−~∂ · ~π(x) + eψ†(x)ψ(x)− πθ(x)] + λo(x)πo(x) (21)
and there are two first class constraints: πo(x) ≈ 0 and the Gauss law
Γˆ(x) = −~∂ · ~π(x) + eψ†(x)ψ(x)− πθ(x) ≈ 0, (22)
which is now to be solved in πθ(x). The pairs of conjugate gauge variables are now
Ao(x), π
o(x), θ(x), Γˆ(x), while the Dirac observables, having zero Poisson bracket with Γˆ(x),
are
~A
′
(x) = ~A(x)− ~∂θ(x),
~π(x) = ~E(x),
ψˆ(x) = e−ieθ(x)ψ(x),
ψˆ†(x) = eieθ(x)ψ†(x),
H(x),
πH(x). (23)
and the Coulomb cloud of the electromagnetic phase has been now replaced by a Higgs
(would-be Goldstone boson) cloud, which dresses the fermion fields and the vector field.
In this way the would-be Goldstone boson (and the associated infrared singularities at the
quantum level [9]) are “eaten” by the gauge boson which become massive. This is connected
to the Gauss law [9], which is not trivial in presence of spontaneous symmetry breaking with
the Higgs mechanism, as we shall see in the last Section.
After the symplectic decoupling without adding gauge-fixings, we get the following
Hamiltonian density
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H(Higgs)phys (x) =
1
2
[~π2(x) + ~B2(x)] +
1
2
m2em(1 +
|e|
mem
H(x))2 ~A
′2(x) +
+
1
2
[π2H(x) + (
~∂H(x))2] +
1
2
m2H H
2(x)(1 +
|e|
2mem
H(x))2 +
+ ψˆ†(x)~α · (i~∂ + e ~A′(x))ψˆ(x) +m ˆ¯ψ(x)ψˆ(x) + (
~∂ · ~π(x)− eψˆ†(x)ψˆ(x))2
2m2em(1 +
|e|
mem
H(x))2
, (24)
which is local but not analytic in the electric charge e or, by replacing φo with the electro-
magnetic mass mem =
√
2|e|φo = |e|v, in the sum of the mass produced by the spontaneous
symmetry breaking and the residual Higgs field, whose mass is mH = 2φo
√
λ [ so that
φo = mem/
√
2|e| and λ = e2m2H/2m2em]. From Eq.(16) we get πθ = (mem+ |e|H)2(∂oθ+Ao).
Let us remark that in those points xµ where H(x) = −mem/|e| = −
√
2φo [which were ex-
cluded to exist not to have problems with the origin of the radial coordinates of Eq.(18)] we
would recover massless electromagnetism, so that the numerator of the self-energy term in
Eq.(24) must vanish, being the Gauss law of the massless theory. Therefore we should not
have a singularity in these points, but new physical effects as shown in Section IV.
Let us remark that the self-energy appearing in Eq.(24) is local and that, in presence of
fermion fields, it contains a 4 fermion interaction, which has appeared from the nonperturba-
tive solution of the Gauss law and which is a further obstruction to the renormalizability of
the reduced theory (equivalent to the unitary gauge, but without having added any gauge-
fixing), which already fails in the unitary physical gauge due to the massive vector boson
propagator not fulfilling the power counting rule; as said in Ref. [10], this is due to the fact
that the field-dependent gauge transformation relating ~A and ~A
′
in Eq.(23) is not unitarily
implementable. It is interesting to note that all the interaction terms of the residual Higgs
field H(x) in Eq.(24) show that it couples to the ratio |e|/mem.
Again the lack of manifest Lorentz covariance can be taken care of by reformulating the
theory on spacelike hypersurfaces, as shown in Section IV.
Since one has
∂oA
′i(~x, xo) = {A′i(~x, xo),
∫
d3yH(Higgs)phys (~y, xo)} =
13
= −πi(~x, xo) + ∂i
~∂ · ~π(~x, xo)− eψˆ†(~x, xo)ψˆ(~x, xo)
(mem + |e|H(x))2
⇒ πi (x) = −∂oA′i(x)−
− ∂i 1△+ (mem + |e|H(x))2 [
~∂ · ∂o ~A′(x) + eψˆ†(x)ψˆ(x)], (25)
we get a nonlocal Lagrangian density describing only the Higgs phase
L(Higgs)phys (x) = ψˆ†(x)[i∂o − ~α · (i~∂ + e ~A
′
(x))− βm]ψˆ(x) +
+
1
2
[(∂o ~A
′
(x))2 − [~∂ · ∂o ~A′(x) + eψˆ†(x)ψˆ(x)]
1
△+m2em(1 + |e|memH(x))2
[~∂ · ∂o ~A′(x) + eψˆ†(x)ψˆ(x)]]− 1
2
~B2(x)−
− 1
2
m2em(1 +
|e|
mem
H(x))2 ~A
′2(x) +
+
1
2
∂µH(x)∂
µH(x)− 1
2
m2HH
2(x)(1 +
|e|
2mem
H(x))2. (26)
We see that the potential problems of the Hamiltonian formulation at the points where
H(x) = −mem/|e| = −
√
2φo are now replaced bythe requirement that the operator △ +
m2em(1 +
|e|
mem
H(x))2 must not have zero modes.
ii) Since the Dirac observables ~A
′
= ~A− ~∂θ are obtained from ~A with a θ-field-dependent
gauge transformation, which is the space part of the gauge transformation Aµ 7→ A′µ =
Aµ − ∂µθ , φ(x) 7→ φo, ψ(x) 7→ ψˆ(x) = e−ieθ(x)ψ(x), used to go to the “unitary gauge”
[11,12], we can do this gauge transformation in the gauge invariant Lagrangian density of
Eq.(19) to get
L(x) = L′(x) =
= −1
4
Fµν(x)F
µν(x) +
1
2
m2em(1 +
|e|
mem
H(x))2A
′2(x) +
+
1
2
∂µH(x)∂
µH(x)− 1
2
m2HH
2(x)(1 +
|e|
2mem
H(x))2 +
+ ψˆ†(x)γµ(i∂µ + eA
′
µ(x))ψˆ(x)−m ˆ¯ψ(x)ψˆ(x). (27)
Now L′(x) depends on A′µ, H, ψˆ, ψˆ†, but not on θ. The new momenta are
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πo(x) = 0,
~π(x) = ~E(x),
πH(x) = ∂
oH(x), (28)
and the new Dirac Hamiltonian density is
H′D(x) =
1
2
[~π2(x) + ~B2(x)]− 1
2
m2em(1 +
|e|
mem
H(x))2[A
′2
o (x)− ~A
′2(x)] +
+ ψˆ†(x)~α · (i~∂ + e ~A′(x))ψˆ(x) +m ˆ¯ψ(x)ψˆ(x)−
− A′o(x)[−~∂ · ~π(x) + eψˆ†(x)ψˆ(x)] +
1
2
[π2H(x) + (
~∂H(x))2] +
+
1
2
m2HH
2(x)(1 +
|e|
2mem
H(x))2 + λo(x)π
o(x). (29)
Now the time constancy of the primary constraint πo(x) ≈ 0 generates the A′o-dependent
secondary constraint
ζ(x) = (mem + |e|H(x))2A′o(x)− ~∂ · ~π(x) + eψˆ†(x)ψˆ(x) ≈ 0. (30)
The time constancy of ζ(x) ≈ 0 determines the Dirac multiplier λo(x), so that now
πo(x) ≈ 0, ζ(x) ≈ 0 are a pair of second class constraints eliminating A′o(x) and πo(x) by
going to Dirac brackets. The substitution of the value of A
′
o(x) given by ζ(x) ≡ 0 into
Eq.(29) reproduces Eq.(24).
Let us remark that this mechanism of second class constraints is the same which acts
in the search of Dirac’s observables of the standard massive vector field described by the
Lagrangian density
L(x) = −1
4
Fµν(x)F
µν(x) +
1
2
M2Aµ(x)A
µ(x), (31)
which is not gauge invariant under U(1) local gauge transformations. Its Euler-Lagrange
equations ∂νF
νµ(x) +M2Aµ(x)
◦
=0 imply (✷+M2)Aµ(x)
◦
=0 and ∂µAµ(x)
◦
=0. The canon-
ical momenta are πo(x) = 0 and ~π(x) = ~E(x). Associated with the primary con-
straint πo(x) ≈ 0 there is the following gauge transformation δAo(x) = Λ(x) [Λ(x) ar-
bitrary function], δ ~A(x) = 0, under which the Lagrangian density is quasi-invariant,
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δL(x) = (∂kF ko(x) + M2Ao(x))δAo(x) ◦=0, as it must be with second-class primary con-
straints [13,1]. The canonical Dirac Hamiltonian density is HD(x) = 12 [~π2(x) + ~B2(x)] −
M2
2
[A2o(x)− ~A2(x)]+Ao(x)~∂ ·~π(x)+λo(x)πo(x). The time constancy of π0(x) ≈ 0 generates
the secondary constraint ζ
′
(x) = M2Ao(x)− ~∂ · ~π(x) ≈ 0 and its time constancy determines
the Dirac multiplier λo(x)
◦
= ~∂ · ~A(x) [i.e. ∂µAµ(x) ◦=0, because λo(x) ◦= ∂oAo(x)]. The Dirac
observables of the model are ~A(x), ~π(x), and the final physical Hamiltonian and Lagrangian
densities are
H(mass)phys (x) =
1
2
[~π2(x) + ~B2(x)] +
1
2
M2 ~A2(x) +
(~∂ · ~π(x))2
2M2
L(mass)phys (x) =
1
2
[(∂o ~A(x))2 − ~∂ · ∂o ~A(x) 1△+M2
~∂ · ∂o ~A(x)]−
− 1
2
~B2(x)− 1
2
M2 ~A2(x). (32)
From the Hamilton equations A˙i(x)
◦
= − (δij − ∂i∂j
M2
)πj(x), π˙i(x)
◦
= (△ + M2)(δij +
∂i∂j
△+M2 )A
j(x), we get πi = −(δij + ∂i∂j△+M2 )∂oAj and the Euler-Lagrange equations
(✷+M2)(δij +
∂i∂j
△+M2 )A
j(x)
◦
=0
⇒ 1△+M2 (✷+M
2)~∂ · ~A(x) ◦=0, (✷+M2) ~A(x) ◦=0. (33)
As noted in Ref. [14], one can consistently eliminate the residual Higgs field H(x) at the
Hamiltonian level, even if in the Abelian theory it is physically relevant being connected
to amplitude effects coming from the condensate (Cooper pairs) simulated by the scalar
fields. The elimination can be done by adding to the Hamiltonian density of the Higgs
phase, Eq.(24), or to the Lagrangian density (26), a term µ(x)H(x) with µ(x) a Lagrange
multiplier. This would imply a new holonomic constraint H(x) ≈ 0 [in some sense it would
correspond to mH →∞; one could also require H(x)− h ≈ 0 with h = const.] whose time
constancy at the Hamiltonian level would generate the secondary constraint πH(x) ≈ 0.
The time constancy of this secondary constraint would determine the multiplier µ(x), so
that the two constraints turn out to be second class. By going to Dirac brackets, we would
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obtain a theory without residual Higgs fields described by the Hamiltonian density of Eq.
(24) evaluated at H(x) = πH(x) ≡ 0
H˜(Higgs)phys (x) =
1
2
[~π2(x) + ~B2(x)] +
1
2
m2em
~A
′2(x) + ψˆ†(x)~α · (i~∂ + e ~A′(x))ψˆ(x) +
+ m ˆ¯ψ(x)ψˆ(x) +
(~∂ · ~π(x)− eψˆ†(x)ψˆ(x))2
2m2em
. (34)
to be compared with Eq.(32). The elimination of H(x) reproduces the massive vector theory
and can also be thought as a limiting classical result of the so-called “triviality problem”
[triviality of the λφ4 theory [15]], which however would imply a quantization (but how?) of
the Higgs phase alone without the residual Higgs field, so that also its quantum fluctuations
would be absent (instead they are the main left quantum effect in the limit mH →∞, which
is known to produce [16], in the non-Abelian case, a gauge theory coupled to a nonlinear
σ-model, equivalent [17] to a massive Yang-Mills theory).
The physical Hamiltonian of Eq.(26) implies the Hamilton equations
∂o ~A
′
(~x, xo)
◦
=−~π(~x, xo) + ~∂
~∂ · ~π(~x, xo)− eψˆ†(~x, xo)ψˆ(~x, xo)
(mem + |e|H(~x, xo))2
∂o~π(~x, xo)
◦
= (mem + |e|H(~x, xo))2 ~A′(~x, xo) + eψˆ†(~x, xo)~αψˆ(~x, xo) +
+△ ~A′(~x, xo) + ~∂(~∂ · ~A′(~x, xo))
∂oH(~x, xo)
◦
= πH(~x, x
o)
∂oπH(~x, x
o)
◦
=−|e|(mem + |e|H(~x, xo)) ~A′2(~x, xo)−△H(~x, xo)−
−m2HH(~x, xo)(1 +
|e|
2mem
H(~x, xo))2 − |e|m
2
H
2mem
H2(~x, xo)(1 +
|e|
2mem
H(~x, xo)) +
+ |e|(
~∂ · ~π(~x, xo)− eψˆ†(~x, xo)ψˆ(~x, xo))2
(mem + |e|H(~x, xo))3
∂oψˆ(~x, xo)
◦
= ~α · (~∂ − ie ~A′(~x, xo))ψˆ(~x, xo)− imγoψˆ(~x, xo) +
+ ieψˆ(~x, xo)
~∂ · ~π(~x, xo)− eψˆ†(~x, xo)ψˆ(~x, xo)
(mem + |e|H(~x, xo))2 . (35)
From them we get
~∂·~π−eψˆ†ψˆ
(mem+|e|H)2 = − 1△+(mem+|e|H)2 (∂o~∂ · ~A
′
+ eψˆ†ψˆ), ~π = −∂o ~A′ −
~∂ 1△+(mem+|e|H)2 (∂
o~∂ · ~A′ + eψˆ†ψˆ) and the following Euler-Lagrange equations
{✷+ (mem + |e|H)2} ~A′(x) + [~∂ + ∂o 1△+ (mem + |e|H)2∂
o]~∂ · ~A′(x) +
17
+ (mem + |e|H(x))2 ~A′(x) ◦=− eψˆ†(x)~αψˆ(x)− ∂o~∂ 1△+ (mem + |e|H)2 (eψˆ
†(x)ψˆ(x))
✷H(x)
◦
=−|e|(mem + |e|H(x)) ~A′2(x)−m2HH(x)(1 +
|e|
2mem
H(x))
2
−
− |e|m
2
H
2mem
H2(x)(1 +
|e|
2mem
H(x)) +
+ |e|(mem + |e|H(x))[ 1△+ (mem + |e|H)2 (∂
o~∂ · ~A′(x) + eψˆ†(x)ψˆ(x))]2
(i∂o − ~α · (i~∂ + e ~A′(x))−mγo)ψˆ(x) ◦=
◦
= eψˆ(x)
1
△+ (mem + |e|H)2 (∂
o~∂ · ~A′(x) + eψˆ†(x)ψˆ(x)). (36)
which can be recovered from the Lagrangian density of Eq.(23) by using the same identity
given at the end of Section 2 with f = ∂o~∂ · ~A′ + eψˆ†ψˆ and V = (mem + |e|H)2.
We do not know how to solve the coupled Eqs.(36). Let us make two comments on
the case without fermions, so that the third line of Eqs.(36) is missing. By turning off the
coupling constant e the first of Eqs.(36) becomes consistent with the massive vector theory,
while the second one becomes a Klein-Gordon equation for H(x). By putting H(x) = 0 in
Eqs.(36) (limit mH → ∞), the first line still reproduces the massive vector theory, but the
second line becomes the restriction |e|mem[( ∂o△+m2em ~∂ · ~A
′
)2− ~A′2] ◦=0 on the space of solutions
of Eq.(33) [in this approximation, with ~A
′
= ~A
′
⊥ − ~∂△~∂ · ~A
′
, the first of Eqs.(36) becomes
(✷+m2em) ~A
′
⊥
◦
=0, (∂2o
m2em
△+m2em +m
2
em)
~∂ · ~A′ ◦=0]. Therefore a weak nearly constant Higgs field
(strongly interacting symmetry breaking sector for mh → ∞) influences the longitudinal
polarization of the massive vector field; this is the main difference from the massive vector
theory introduced by the Higgs mechanism.
Let us remark that, while in the electromagnetic phase the self-energy term in the physical
Hamiltonian (12) is nonlocal, the self-energy term in Eq.(24) of the Higgs phase is local
implying a local four-fermion coupling. This feature is common to the physical Hamiltonian
(32) of the standard massive vector field and to Eq.(34). There is a not-manifestly Lorentz
covariant modification of Eq.(31) involving only the nonphysical variable Ao(x), namely
L′(x) = −1
4
Fµν(x)F
µν(x) +
1
2
[M2A2o(x) +
~∂Ao(x) · ~∂Ao(x)]− 1
2
M2 ~A2(x), (37)
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which solves this problem and which can be made Lorentz covariant by its reformulation
on spacelike hypersurfaces as shown in Section V. The new Euler-Lagrange equations and
the Dirac Hamiltonian density are respectively [the canonical momenta are the same of the
massive vector theory]
∂νF
νµ(x) +M2Aµ(x) + ηµo△Ao(x) ◦=0
⇒ (✷+M2)Aµ(x)− ∂µ∂νAν(x) + ηµo△Ao(x) ◦=0
H′(x) = 1
2
[~π2(x) + ~B2(x)]− 1
2
Ao(x)(△+M2)Ao(x) + 1
2
M2 ~A2(x) +
+Ao(x)~∂ · ~π(x) + λo(x)πo(x). (38)
The time constancy of the primary constraint πo(x) ≈ 0 produces the secondary one
ζ˜(x) = (△+M2)Ao(x)−~∂ ·~π(x) ≈ 0, whose time constancy determines λo(x) ≈ M2△+M2 ~∂ · ~A(x)
consistently with the Euler-Lagrange equations and with λo(x)
◦
= A˙o(x). By eliminating
Ao(x), π
o(x) with the pair of second class constraints, we arrive at the physical Hamiltonian
density
H′phys(x) =
1
2
[~π2(x) + ~B2(x)] +
1
2
M2 ~A2(x) +
1
2
~∂ · ~π(x) 1△+M2
~∂ · ~π(x). (39)
A gauge transformation δAo(x), generated by π
o(x) ≈ 0, would produce a weak quasi-
invariance [18] δL(x) = −[∂νF νo(x) + (△+M2)Ao(x)]δAo(x) = −[(2△+M2)Ao(x) + ∂o~∂ ·
~A(x)]δAo(x)
◦
=0, i.e. δL(x) vanishes by using the acceleration independent Euler-Lagrange
equation corresponding to the Gauss law.
The Hamilton equations A˙i(x)
◦
= −πi(x)+ ∂i△+M2 ~∂ ·~π(x), π˙i(x)
◦
= (△+M2)Ai(x)+ ∂i~∂ ·
~A(x), imply πi(x) = −(δij + ∂i∂j
2△+M2 )A˙
j(x) and
(✷+M2)Ai(x) + ∂i[
∂2o
2△+M2 + 1]
~∂ · ~A(x) ◦=0
⇒ 1
2△+M2 [(△+M
2)(✷+M2)−△2]~∂ · ~A(x) ◦=0, (✷+M2)Ai⊥(x) ◦=0, (40)
where Ai = Ai⊥ − ∂
i
△
~∂ · ~A.
19
In this way one gets a nonlocal self-energy (avoiding a local four-fermion interaction
when fermions are present) with the correct massive Green function e−M | ~x−~y |/4π| ~x − ~y |.
The transverse field still obeys the wave equation, while the longitudinal field has a modified
wave equation [it can also be written in the form [∂2o
△+M2
2△+M2 +M
2]~∂ · ~A(x) ◦=0].
Therefore, both the Higgs field, Eq.(36) without fermions, and this modification of the
standard massive theory produce complicated equations of motion for the longitudinal part
of the vector field.
Finally, to introduce a similar effect in the Lagrangian density (1), we should add a
term 1
2
~∂A
′
o(x) · ~∂A′o(x) to the Lagrangian density (27) in the unitary gauge, because in this
way the secondary constraint (30) would become ζ(x) = [△ + (mem + |e|H(x))2]A′o(x) −
~∂ · ~π(x) + eψˆ†(x)ψˆ(x) ≈ 0 and the last term in the physical Hamiltonian (24) would be
replaced by 1
2
[~∂ · ~π(x) − eψˆ†(x)ψˆ(x)] 1△+m2em(1+ |e|memH(x))2 [
~∂ · ~π(x) − eψˆ†(x)ψˆ(x)] avoiding the
local 4-fermion interaction. Therefore, the Lagrangian density (1) should be replaced by
L(x) + 1
2
~∂Ao(x) · ~∂Ao(x), and we get the following modification of Eqs.(35), (36)
∂o ~A
′
(~x, xo)
◦
=−~π(~x, xo) + ~∂ 1△+ (mem + |e|H(~x, xo))2 [
~∂ · ~π(~x, xo)− eψˆ†(~x, xo)ψˆ(~x, xo) ]
∂o~π(~x, xo)
◦
= (mem + |e|H(~x, xo))2 ~A′(~x, xo) + eψˆ†(~x, xo)~αψˆ(~x, xo) +
+△ ~A′(~x, xo) + ~∂(~∂ · ~A′(~x, xo))
∂oH(~x, xo)
◦
= πH(~x, x
o)
∂oπH(~x, x
o)
◦
=−|e|(mem + |e|H(~x, xo)) ~A′2(~x, xo)−△H(~x, xo)−
−m2HH(~x, xo)(1 +
|e|
2mem
H(~x, xo))2 − |e|m
2
H
2mem
H2(~x, xo)(1 +
|e|
2mem
H(~x, xo)) +
+ |e|(mem + |e|H(~x, xo)) [~∂ · ~π(~x, xo)− eψˆ†(~x, xo)ψˆ(~x, xo)]
1
(△+ (mem + |e|H(~x, xo))2)2 [
~∂ · ~π(~x, xo)− eψˆ†(~x, xo)ψˆ(~x, xo)]
∂oψˆ(~x, xo)
◦
= ~α · (~∂ − ie ~A′(~x, xo))ψˆ(~x, xo)− imγoψˆ(~x, xo) +
+ ie(mem + |e|H(~x, xo))ψˆ(~x, xo)
1
△+ (mem + |e|H(~x, xo))2 [
~∂ · ~π(~x, xo)− eψˆ†(~x, xo)ψˆ(~x, xo)]
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{✷+ (mem + |e|H)2} ~A′(x) + ~∂ ~∂ · ~A′(x) ◦=
◦
=−eψˆ†(x)~αψˆ(x)− ∂o~∂ ∂
o ~∂ · ~A′(x) + eψˆ†(x)ψˆ(x)
(mem + |e|H)2
✷H(x)
◦
=−|e|(mem + |e|H(x)) ~A′2(x)−m2HH(x)(1 +
|e|
2mem
H(x))
2
−
− |e|m
2
H
2mem
H2(x)(1 +
|e|
2mem
H(x)) +
+ |e|(mem + |e|H(x))[ 1△+ (mem + |e|H)2
∂o~∂ · ~A′(x) + eψˆ†(x)ψˆ(x))
(mem + |e|H(x))2 ]
(△+ (mem + |e|H(x))2)2[ 1△+ (mem + |e|H)2
∂o~∂ · ~A′(x) + eψˆ†(x)ψˆ(x))
(mem + |e|H(x))2 ]
(i∂o − ~α · (i~∂ + e ~A′(x))−mγo)ψˆ(x) ◦=
◦
= eψˆ(x)
∂o~∂ · ~A′(x) + eψˆ†(x)ψˆ(x))
mem + |e|H(x) . (41)
In the weak nearly constant Higgs field approximation, the analogue of the first of
Eqs.(36), with ~A
′
= ~A
′
⊥− ~∂△~∂ · ~A
′
, becomes (✷+m2em)
~A
′
⊥
◦
=0, [∂2o
△+m2em
2△+m2em +m
2
em]
~∂ · ~A′ ◦=0, while
the second of Eqs.(36) gives the restriction |e|mem[ ∂o△+m2em ~∂· ~A
′
(1+ △
m2em
)2 ∂
o
△+m2em
~∂· ~A′− ~A′2] ◦=0.
IV. NIELSEN-OLESEN VORTICES
In this paper we have considered only trivial U(1) principal bundles over Minkowski
spacetime (or better over its fixed xo slices R3), avoiding monopole configurations [19].
As shown for instance in Ref. [20], in presence of monopoles one has a nontrivial U(1)
principal bundle over M3 = R3 − {set of pointswhere monopoles are located} [so that
πo(M
3) = π1(M
3) = 0 but π2(M
3) 6= 0, with πk(M3) being the k-th homotopy group
of M3]. Therefore the gauge potentials Aµ (cross sections of the U(1) principal bundle) and
the Lagrangian density of Eq.(1) cannot be globally defined, since there are no global cross
sections; instead there is a well defined Hamiltonian formalism. In our formalism potential
problems in the Higgs phase arise in those points where H(x) = −mem/|e| = −
√
2φo, in
which the theory is nonanalytic and could have, a priori, essential singularities. See Ref.
[21] for a possible generation of mass in the Abelian Higgs model based not on the Higgs
mechanism but on the requirement of integrability of the equations of motion and of absence
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of essential singularities. In any case, the existence of zeroes H(x) = −mem/|e| is compatible
with the existence, in the framework of monopoles, of static finite-energy solutions with a
non-trivial behaviour at space infinity [19] in the case of two dimensions (Nielsen-Olesen
vortices [22]), whose approximate existence in 3+1 dimensions is welcome for the theory of
superconductivity.
In a type I superconductor the ratio κ = λ˜/ξ = mH/
√
2mem of the magnetic field
penetration depth λ˜ = 1/
√
2mem and of the coherence length ξ = 1/mH [it gives a scale
for the variations of the order parameter φ(x)] satisfies
√
2κ ≤ 1, which corresponds to
mH ≤ mem in the simulation of the Ginzburg-Landau theory with Eq.(1) [4]; in this case
there are only the electromagnetic (normal state) and the Higgs (superconducting state)
phases and there is a critical value for an external magnetic field at which the order parameter
changes discontinously from φo to zero and the superconductor returns to the normal state
(no Meissner effect) with a first-order phase transition.
When
√
2κ > 1 or mH > mem, one has type II superconductors, in which a third phase
(vortices of magnetic field inside the material in the superconducting state) is present and in
which < φ(x) >= φo(x) [i.e. φo is spatially varying]. To see the possibility of the occurence
of these vortices in the simulation with the Lagrangian density of Eq.(1) with the description
involving only Dirac’s observables, let us consider the physical Lagrangian density of Eq.(26)
in the Higgs phase in absence of fermions, for vanishing electric field ~π(x) = ~E(x) = 0 and
in the static case ∂o ~A
′
(x) = ∂oH(x) = 0; moreover, let us suppose to have cylindrical
symmetry, A
′
3(~x) = 0 and ∂3
~A
′
(~x) = 0 [so that B1(~x) = B2(~x) = 0, B3(~x) = −F12(~x)] and
∂3H(~x) = 0. Let us also take φo = 1, e =
1
2
, λ = 1
8
, so that mem = mH = 1/
√
2 [this is the
critical value separating type I from type II superconductors]. Then the physical Lagrangian
density (26) reduces to [we follow Ref. [23] and use the redefinition H
′
= H/
√
2]
L”(x1, x2) = −1
2
F 212 −
1
4
(1 +
1√
2
H)2(A
′2
1 + A
′2
2 )−
1
2
[(∂1H)
2 + (∂2H)
2]−
− 1
4
H2(1 +
1
2
√
2
H)2 =
= −1
2
F 212 −
1
4
(1 +H
′
)2(A
′2
1 + A
′2
2 )− (∂1H
′
)2 − (∂2H ′)2 − 1
8
[(1 +H
′
)2 − 1]2 =
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= −1
2
{(1 +H ′)2[1
2
(A
′2
1 + A
′2
2 ) + 2(∂1ln(1 +H
′
))2 + 2(∂2ln(1 +H
′
))2 −
− ∂1A′2 + ∂2A
′
1] + [F12 +
1
2
((1 +H
′
)2 − 1)]2 + F12} =
= −1
2
{(1 +H ′)2[(A
′
1√
2
−
√
2∂2ln(1 +H
′
))2 + (
A
′
2√
2
+
√
2∂1ln(1 +H
′
))2] +
+ [F12 +
1
2
((1 +H
′
)2 − 1)]2 + F12 − ∂1[(1 +H ′)2A′2] + ∂2[(1 +H
′
)2A
′
1]}. (42)
Therefore, modulo surface terms,the static 2-dimensional action S” = − ∫ d2xL”(x1, x2)
is positive definite except for the term −1
2
∫
d2xF12 . We get −S” = +12
∫
d2xF12 [the lower
bound of Bogomol’nyi [24]; the conditions for having finite action are |φ| = 1 +H ′→r→∞1,
eieθD(A)µ φ = ∂µH
′ − ie(1 +H ′)A′µ→r→∞0] if
A
′
1 = 2∂2ln(1 +H
′
), A
′
2 = −2∂1ln(1 +H
′
), ⇒ F12 = 2△ln(1 +H ′),
F12 = −1
2
[(1 +H
′
)2 − 1],
⇓
△ln(1 +H ′) = −1
4
[(1 +H
′
)2 − 1]. (43)
This is the form of the equations for the Nielsen-Olesen vortices [22] in terms of Dirac
observables when λ = 1
8
. For the vortex solution [|φ(~x)|→r→∞1, | ~A′(~x)|→r→∞ 1er+ ce
√
π
2er
e−er],
one has S” = −πn with n = 1
2π
∫
d2xF12, a topological invariant measuring the order of
vanishing of |φ| = 1+H in a discrete set of points ~xk around which 1+H(~x) = |~x− ~xk|nk+. . .
with n =
∑
k nk (see Ref. [23]). One recovers the electromagnetic phase [mem + |e|H = 0]
in these points, where the phase θ [satisfying θ(~x) = θ(|~x|, ϕ) = θ(|~x|, ϕ + 2πn)] and the
θ-dependent gauge transformation are singular.
V. THE REFORMULATION ON SPACELIKE HYPERSURFACES
Both the phases are not described in a Lorentz-covariant way. Te remedy it, let us
reformulate the Lagrangian density of Eq.(1), in absence of fermions for the sake of simplicity,
on a family of spacelike hypersurfaces foliating the Minkowski spacetime, along the lines of
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Refs. [1,8,25]. We skip all the details of the construction, which is fully explained in Ref.
[8], and only sketch the starting point and the final results.
If zµ(τ, ~σ) are the Minkowski coordinates of the points of the spacelike hypersurface (each
leaf of the foliation is identified by the value of a scalar parameter τ), whose curvilinear
coordinates are ~σ, gAB(τ, ~σ) =
∂zµ(τ,~σ)
∂σA
ηµν
∂zν(τ,~σ)
∂σB
= zµA(τ, ~σ)ηµνz
ν
B(τ, ~σ) [A = τ, rˇ; σ
τ = τ ] the
metric tensor induced on the hypersurface and AA(τ, ~σ) = z
µ
A(τ, ~σ)Aµ(z(τ, ~σ)) and φ˜(τ, ~σ) =
φ(z(τ, ~σ)) the electromagnetic potential and the Higgs field respectively, Eq.(1) is replaced
by
L˜(τ, ~σ) = 1
2
√
g(τ, ~σ)
{gττ [D(A)τ φ˜]∗D(A)τ φ˜+ gτ rˇ([D(A)τ φ˜]∗D(A)rˇ φ˜+ [D(A)rˇ φ˜]∗D(A)τ φ˜) + grˇsˇ[D(A)rˇ φ˜]∗D(A)sˇ φ˜−
− V (φ˜)− 1
2
gACgBDFABFCD}(τ, ~σ). (44)
The canonical momenta are ρµ(τ, ~σ) = ∂L˜(τ, ~σ)/∂zµτ (τ, ~σ), πτ (τ, ~σ) = ∂L˜/∂∂τAτ (τ, ~σ) =
0, πrˇ(τ, ~σ) = ∂L˜(τ, ~σ)/∂∂τArˇ(τ, ~σ), π˜φ(τ, ~σ) = ∂L˜(τ, ~σ)/∂∂τ φ˜(τ, ~σ), π˜φ∗(τ, ~σ) =
∂L˜(τ, ~σ)/∂∂τ φ˜∗(τ, ~σ): πτ (τ, ~σ) and πrˇ(τ, ~σ) are now Lorentz-scalars. We find five primary
constraints
Hµ(τ, ~σ) = ρµ(τ, ~σ)− lµ(τ, ~σ)Θττ (τ, ~σ)− zrˇµ(τ, ~σ)Θτ rˇ(τ, ~σ) ≈ 0
πτ (τ, ~σ) ≈ 0, (45)
where lµ(τ, ~σ) is the normal to the hypersurface, built only in terms of its tangent vectors
zµrˇ (τ, ~σ). Since the canonical Hamiltonian vanishes, the Dirac Hamiltonian, combination of
the primary constraints, implies only the secondary Lorentz-scalar constraint (Gauss law)
Γ(τ, ~σ) = −∂rˇπrˇ(τ, ~σ)− ie(π˜φφ˜− π˜φ∗φ˜∗)(τ, ~σ) ≈ 0. All the constraints are first class.
For the main stratum of field configurations with total timelike momentum, P 2 > 0, we
can reduce the theory to the Wigner hyperplanes orthogonal to P µ. After the reduction,
~A(τ, ~σ) and ~π(τ, ~σ) become Wigner spin-1 3-vectors and the pairs zµ(τ, ~σ), ρµ(τ, ~σ) are re-
duced to a point x˜µs (τ), p
µ
s ≈ P µ, which are the canonical coordinates of the center of mass of
24
the configuration of fields [x˜µs is not a four-vector] and, if we denote ǫs = ±
√
p2s the invariant
mass of the system, we are left only with the constraints
H(τ) = ǫs −
∫
d3σ{1
2
[~π2(τ, ~σ) + ~B2(τ, ~σ)] + π˜φ∗(τ, ~σ)π˜φ(τ, ~σ) +
+ [(~∂ + ie ~A(τ, ~σ))φ˜∗(τ, ~σ)] · (~∂ − ie ~A(τ, ~σ))φ˜(τ, ~σ) + λ(φ˜∗(τ, ~σ)φ˜(τ, ~σ)− φ2o)2} ≈ 0
~H(τ) =
∫
d3σ{~π(τ, ~σ)× ~B(τ, ~σ) +
+ π˜φ(τ, ~σ)(~∂ − ie ~A(τ, ~σ))φ˜(τ, ~σ) + π˜φ∗(τ, ~σ)(~∂ + ie ~A(τ, ~σ))φ˜∗(τ, ~σ)} ≈ 0
πτ (τ, ~σ) ≈ 0
Γ(τ, ~σ) ≈ 0. (46)
The constraints ~H ≈ 0 say that the hyperplane defines an intrinsic rest frame for the
system of fields; its gauge-fixings would force the center of mass of the system defined inside
the hyperplane to coincide with xµs [the center of mass defined from outside the hyperplane,
taking into account its embedding in Minkowski spacetime]. This is the covariant rest-frame
instant form of the dynamics [8].
We see that the reduction to either the electromagnetic or the Higgs phase may be done
as before, but now in a Lorentz invariant way.
In Eq.(44) the configuration variables are zµ(τ, ~σ), AA(τ, ~σ) and φ˜(τ, ~σ). As shown
in Appendix C of Ref. [8], instead of the gauge potentials Aτ (τ, ~σ), Arˇ(τ, ~σ) one can use
Al(τ, ~σ), Arˇ(τ, ~σ) with Aµ(z(τ, ~σ)) = z
A
µ (τ, ~σ)AA(τ, ~σ) = lµ(τ, ~σ)Al(τ, ~σ) + z
rˇ
µ(τ, ~σ)Arˇ(τ, ~σ)
[here ZAµ (τ, ~σ) are the vierbeins inverse of z
µ
A(τ, ~σ)]. In this way Eq.(44) is replaced by
L˜(τ, ~σ) = 1
2
√
γ(τ, ~σ)
N(τ, ~σ)
{[D(A)τ φ˜]∗D(A)τ φ˜−N rˇ([D(A)τ φ˜]∗D(A)rˇ φ˜+ [D(A)rˇ φ˜]∗D(A)τ φ˜) +
+ (N2γ rˇsˇ +N rˇN sˇ)[D
(A)
rˇ φ˜]
∗D(A)sˇ φ˜−N(τ, ~σ)V (φ˜)−
−
√
γ(τ, ~σ)[
1
2N
γ rˇsˇ(∂τArˇ −L ~NArˇ − ∂rˇ(NAl))(∂τAsˇ −L ~NAsˇ − ∂sˇ(NAl)) +
+
N
4
γ rˇsˇγuˇvˇFrˇuˇFsˇvˇ](τ, ~σ)}, (47)
where N(τ, ~σ) =
√
g(τ, ~σ)/γ(τ, ~σ) [γ = −det | grˇsˇ |], N rˇ(τ, ~σ) = gτ sˇ(τ, ~σ)γ sˇrˇ(τ, ~σ) [γ rˇuˇguˇsˇ =
δrˇsˇ ], are the lapse and shift functions; one has Aτ (τ, ~σ) = N(τ, ~σ)Al(τ, ~σ) +N
rˇ(τ, ~σ)Arˇ(τ, ~σ)
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and zµτ (τ, ~σ) = N(τ, ~σ)l
µ(τ, ~σ) + N rˇ(τ, ~σ)zµrˇ (τ, ~σ). Eq.(47) leads again to Eqs.(46) [with
πl(τ, ~σ) = N(τ, ~σ)πτ (τ, ~σ) ≈ 0], since both Aτ (τ, ~σ) and Al(τ, ~σ) are gauge variables.
Instead the reformulation on spacelike hypersurfaces of the standard massive vector field
is
L˜′(τ, ~σ) =
√
g(τ, ~σ){−1
4
gACgBDFABFCD +
1
2
M2gABAAAB}(τ, ~σ) =
= −
√
γ(τ, ~σ){ 1
2N
γ rˇsˇ(∂τArˇ − L ~NArˇ − ∂rˇ(NAl))(∂τAsˇ − L ~NAsˇ − ∂sˇ(NAl)) +
+
N
4
γ rˇsˇγuˇvˇFrˇuˇFsˇvˇ](τ, ~σ)}+
+
1
2
M2
√
γ(τ, ~σ)N(τ, ~σ){A2l (τ, ~σ) + γ rˇsˇ(τ, ~σ)Arˇ(τ, ~σ)Asˇ(τ, ~σ)}. (48)
The final Lorentz-invariant constraints for P 2 > 0 on the hyperplane orthogonal to the
total momentum, after the elination of Al, π
l, are
H(τ) = ǫs −
∫
d3σ{1
2
[~π2(τ, ~σ) + ~B2(τ, ~σ)] +
1
2
M2 ~A2(τ, ~σ) +
(~∂ · ~π(τ, ~σ))2
2M2
} ≈ 0
~H(τ) =
∫
d3σ ~π(τ, ~σ)× ~B(τ, ~σ) ≈ 0. (49)
Now, on spacelike hypersurfaces there is the possibility to define in a covariant way the
Lagrangian density (37), which is replaced by
L˜”(τ, ~σ) = −
√
γ(τ, ~σ){ 1
2N
γ rˇsˇ(∂τArˇ − L ~NArˇ − ∂rˇ(NAl))(∂τAsˇ − L ~NAsˇ − ∂sˇ(NAl)) +
+
N
4
γ rˇsˇγuˇvˇFrˇuˇFsˇvˇ](τ, ~σ)}+
+
1
2
√
γ(τ, ~σ)N(τ, ~σ){M2A2l − γ rˇsˇ∂rˇAl∂sˇAl +M2γ rˇsˇArˇAsˇ}(τ, ~σ). (50)
The final reduced Lorentz-invariant constraint on the hyperplane orthogonal to the mo-
mentum are
H(τ) = ǫs −
∫
d3σ{1
2
[~π2(τ, ~σ) + ~B2(τ, ~σ)] +
1
2
M2 ~A2(τ, ~σ) +
+
1
2
~∂ · ~π(τ, ~σ) 1△+M2
~∂ · ~π(τ, ~σ)} ≈ 0
~H(τ) =
∫
d3σ ~π(τ, ~σ)× ~B(τ, ~σ) ≈ 0. (51)
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VI. COMMENTS
Let us make some final comments:
i) The same ambiguity in solving the Gauss law constraint, which originates the two
phases, is consistently present in the covariant R-gauge-fixing [26]
∂µAµ(x) +
1
ξ
θ(x) ≈ 0 (52)
used in the covariant-gauge approach to renormalization (to remedy the nonrenormalizability
of the unitary gauge) and in the evaluation of radiative corrections with the associated
Feynman rules (see for instance Ref. [12]). Therefore, in these procedures one is mixing the
two phases except in the final ξ → ∞ limit to reach the unitary gauge. Moreover, in the
perturbative calculations one cannot see the nonanalyticity in the coupling constant e (or
in mem + |e|H(x)) of the electric phenomena in the Higgs phase.
ii) In Eq.(26), the residual real scalar Higgs fieldH(x) is actually coupled only to |e|/mem;
now this quantity appear in the mass term of the vector gauge field and one is tempted to say
that H(x) is charged but not minimally coupled to the electromagnetic field. To understand
what is going on we must study the conserved charges associated to the Gauss law in both
phases. This is not trivial due to the fact that in the broken gauge symmetry Higgs phase
the electric and magnetic fields decay at space infinity with Yukawa tails due to the mass
mem. Therefore, the Gauss theorem breaks down: the electric charge in the Higgs phase is a
Noether constant of motion (first Noether theorem) but one cannot measure it by means of
the electric flux at space infinity (as in the case of exact, not broken, local gauge symmetry;
second Noether theorem [18]). This fact may be taken as a gauge-invariant signal of gauge
symmetry breaking, rather than the non-gauge-invariant quantum statement < φ >= φo
(see Ref. [27] for a criticism of this criterion).
The Euler-Lagrange equations associated with the Lagrangian density of Eq.(1) are
Lµ =
∂L
∂Aµ
− ∂ν ∂L
∂∂νAµ
= ∂νF
νµ + eJµ
◦
=0
J µ = ψ¯γµψ + iφ∗[(∂µ − ieAµ)−
←−
(∂µ + ieAµ)]φ
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Lψ =
∂L
∂ψ
− ∂µ ∂L
∂∂µψ
= −ψ¯[
←−
(i∂µ − eAµ) γµ +m] ◦=0
Lψ¯ =
∂L
∂ψ¯
− ∂µ ∂L
∂∂µψ¯
= [γµ(i∂µ + eAµ)−m]ψ ◦=0
Lφ =
∂L
∂φ
− ∂µ ∂L
∂∂µφ
= −[D(A)µD(A)µ φ]
∗ − ∂V (φ)
∂φ
◦
=0
Lφ∗ =
∂L
∂φ∗
− ∂µ ∂L
∂∂µφ∗
= −D(A)µD(A)µ φ−
∂V (φ)
∂φ∗
◦
=0. (53)
Let us note that in presence of external electromagnetic fields [so that Aµ 7→ Aµ+Aext,µ]
the Euler-Lagrange equations of the Higgs field are solved by requiring [28]
D(A+Aext)µ φ
◦
=0
∂V (φ)
∂φ
◦
=0. (54)
While the second equation has the two solutions φ = 0 and φ = φo, from the first equation
we get 0
◦
=[D(A+Aext)µ , D
(A+Aext)
ν ]φ = −ie[Fµν + Fext,µν ]φ. Therefore, we get either φ = 0 and
F + Fext 6= 0 (the electromagnetic phase) or φ = φo and the Meissner effect F + Fext = 0
(the Higgs phase).
The gauge invariance of L(x) under the infinitesimal gauge transformations δAµ =
−1
e
∂µα, δψ = −iαψ, δψ¯ = iψ¯α, δφ = −iαφ, δφ∗ = iαφ∗, produces the Noether identi-
ties
0 ≡ δL = ∂L
∂Aµ
δAµ +
∂L
∂∂νAµ
δ∂νAµ + δψ¯
∂L
∂ψ¯
+ δ∂µψ¯
∂L
∂∂µψ¯
+
+ δψ
∂L
∂ψ
+ δ∂µψ
∂L
∂∂µψ
+
∂L
∂φ
δφ+
∂L
∂∂µφ
δ∂µφ+
+
∂L
∂φ∗
δφ∗ +
∂L
∂∂µφ∗
δ∂µφ
∗ =
= LµδAµ + δψ¯Lψ¯ − Lψδψ + δφ∗Lφ∗ + Lφδφ+ ∂µGµ
Gµ = αGµ1 + ∂ναG
µν
o =
= −F µνδAν − i
2
[δψ¯γµψ − ψ¯γµδψ] + [D(A)µφ]∗δφ+ δφ∗D(A)µφ
⇓
28
Gµνo =
1
e
F µν
Gµ1 = ψ¯γ
µψ + i(φ∗D(A)µφ− [D(A)µφ]∗φ) = Jµ
∂µG
µ = ∂µ∂ναG
µν
o + ∂µα[∂νG
νµ
o +G
µ
1 ] + α∂µG
µ
1 ≡
≡ −LµδAµ + Lψδψ − δψ¯Lψ¯ − Lφδφ− δφ∗Lφ∗ ◦=0. (55)
The last line implies the Noether identities [(µν) and [µν] mean symmetrization and
antisymmetrization respectively]
G(µν)o ≡ 0
∂νG
νµ
o ≡ −Gµ1 +
1
e
Lµ =
1
e
Lµ − ψ¯γµψ − i(φ∗D(A)µφ− [D(A)µφ]∗φ)
∂µG
µ
1 ≡ −i(Lψψ + ψ¯Lψ¯) + i(Lφφ− φ∗Lφ∗) ◦=0 (56)
and, from the last two lines of these equations, the contracted Bianchi identities
∂µL
µ + ie(Lψψ + ψ¯Lψ¯ + φ
∗Lφ∗ − Lφφ) ≡ 0. (57)
The following subset of Noether identities reproduces the Hamiltonian constraints
πo = −eG(oo)o ≡ 0
0 ≡ ∂oπo ≡ ∂kπk − eJo − Lo = −Γ− Lo ◦=− Γ. (58)
The strong improper conservation law [18] ∂µV
µ ≡ 0, implied by Eqs.(56), identifies the
strong improper conserved current (strong continuity equation)
V µ = −∂νGνµo = −
1
e
∂νF
νµ = ∂νU
[µν] ◦=Jµ =
= ψ¯γµψ + i(φ∗D(A)µφ− [D(A)µφ]∗φ) = Gµ1 = jµF + jµKG, (59)
with the superpotential U [µν] = 1
e
F µν . In the last line, jµf = ψ¯γ
µψ and jµKG = i(φ
∗D(A)µφ−
[D(A)µφ]∗φ) are the charge currents of the fermion field and of the complex Klein-Gordon
Higgs fields respectively.
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The associated weak improper conservation law is ∂µG
µ
1
◦
=0 [it is obtained by using the
second line of Eqs.(56)]. If Q is the weak improper conserved Noether charge and Q(V ) the
strong improper conserved one, we get [its meaning is equivalent to
∫
d3xΓ(~x, xo)
◦
=0]
Q =
∫
d3xGo1(~x, x
o) =
∫
d3xJo(~x, xo) =
=
∫
d3x[ψ¯(~x, xo)γoψ(~x, xo)− i(πφ(~x, xo)φ(~x, xo)− φ∗(~x, xo)πφ∗(~x, xo))] =
=
∫
d3x[ψ†(~x, xo)ψ(~x, xo)− πθ(~x, xo)] = QF +Qθ ◦=
◦
=Q(V ) =
∫
d3xV o(~x, xo) =
∫
d3x∂kF ko(~x, xo) =
∫
d3x~∂ · ~π(~x, xo) =
∫
d~Σ · ~E(~x, xo),
(60)
where QF and Qθ are the electric charges (in units of e) of the fermion fields and of the
complex Higgs field.
In the electromagnetic phase, Q
◦
=Q(V ) is the Gauss theorem associated with the long-
range electromagnetic interaction: the flux at space infinity of the electric field is equal to
the total electric charge of the fermions and of the charged complex Higgs fields, dressed
with their Coulomb clouds [Q =
∫
d3x[ ˇ¯ψ
†
ψˇ − i(πˇφφˇ − φˇ∗πˇφ∗)](~x, xo)], with the additional
information that the Higgs electric charge is carried by the phase θ(x).
On the contrary, in the broken symmetry Higgs phase we get Q(V ) = 0 when Eq.(60)
is integrated over all the 3-space, because the electric field decays exponentially at space
infinity due to the generated electromagnetic mass mem (short-range interaction), so that
the Gauss theorem breaks down in presence of spontaneous symmetry breaking through the
Higgs mechanism. The residual Higgs field H(x) turns out to be neutral, being instead
coupled to the ratio |e|/mem and the electromagnetic mass is replaced by the effective mass
mem(1+
|e|
mem
H) [one could also say that the last term of Eq.(25) describes an effective mass
mH(1+
|e|
2mem
H) for H itself]. When we integrate over all 3-space, Eq.(60) can be written as
Q = QˆF +Qθ
◦
=0
Qθ
◦
=− QˆF = −
∫
d3x[ ˆ¯ψ
†
ψˆ](~x, xo), (61)
and says that the charge Qθ of the nonlinearly interacting would-be massless Goldstone
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boson θ(x) [which does not appear among the Dirac’s observables, being eaten by the vector
field, and which has the quantum numbers of the broken generator of U(1) at the quantum
level (see Ref. [9] for the infrared singularity associated with this unphysical massless would-
be Goldstone boson)] is opposite to the fermionic electric charge QˆF , which, by itself, is an
ordinary conserved Noether charge due to the invariance of the physical Lagrangian density
of Eq.(26) under global phase transformations of the fermion fields: ψ 7→ e−iαψ implies
d
dxo
QˆF
◦
=0. (62)
Eq.(61) is consistent with the fact that each fermion field is dressed with a Higgs cloud
of θ-field which screens the fermion electric charge if looked from space infinity in the way
of Eq.(60) in the Higgs phase of the original theory before the reduction to Dirac’s observ-
ables; the absence of Gauss’ theorem is also evident in the self-energy term in the physi-
cal Hamiltonian of Eq.(28). When Eq.(60) is integrated over a finite domain V, we have
Qθ
◦
=− QˆF +
∫
V d~Σ · ~E(~x, xo).
iii) As a last remark, we note that the Lagrangian densities associated to Dirac’s ob-
servables are in general nonlocal and nonpolynomial, so that the standard regularization
and renormalization prescriptions do not hold. In Refs. [1,8] it is shown that for every ex-
tended relativistic system (particles, strings, field configurations) in an irreducible timelike
poincare´ representation one can define a classical unit of length ρ =
√−W 2/P 2 in terms
of the Poincare´ Casimirs from the discussion of the center-of-mass problem (ρ is a mea-
sure of the domain in 3-space defined by the noncovariance of the center-of-mass coordinate
x˜µs ). This can, we hope, be the basis for a ultraviolet cutoff for the quantization of theo-
ries formulated on spacelike hypersurfaces (classical background of the Tomonaga-Schwinger
approach).
31
REFERENCES
[1] L.Lusanna, Int.J.Mod.Phys. A10, 3531 and 3675 (1995).
[2] L.Lusanna, “Hamiltonian Constraints and Dirac’s Observables””, in “Geometry of Con-
strained Dynamical Systems”, Cambridge 1994, ed.J.M.Charap, (Cambridge University
Press, Cambridge, 1995).
[3] P.W.Higgs, Phys.Rev.Lett. 13, 508 (1964); Phys.Rev. 145, 1156 (1966). F.Englert and
R.Brout, Phys.Rev.Lett. 13, 321 (1964). G.S.Guralnik, C.R.Hagen and T.W.B.Kibble,
Phys.Rev.Lett. 13, 585 (1964). T.Kibble, Phys.Rev. 155, 1554 (1967).
[4] G.M.Shore, Ann.Phys. 134, 259 (1981).
[5] V.L.Ginzburg and L.D.Landau, Zh.Eksp.Teor.Fiz. 20, 1064 (1950).
[6] P.W.Anderson, Phys.Rev. 112, 1900 (1958); 130, 439 (1963).
[7] P.A.M.Dirac, Can.J.Phys. 33, 650 (1955).
[8] L.Lusanna, “N- and 1-time Classical Description of N-body Relativistic Kinematics and
the Electromagnetic Interaction”, Firenze Univ. preprint, January 1996.
[9] F.Strocchi, “Gauss’Law in Local Quantum Field Theory”, in “Field Theory, Quanti-
zation and Statistical Physics”, ed.E.Tirapegui (Reidel, Dordrecht, 1981). G.Morchio
and F.Strocchi, in “Fundamental Problems of Gauge Field Theory”, eds. G.Velo and
A.S.Wightman, NATO ASI 141B (Plenum, New York, 1986).
[10] L.O’Raifeartaigh, “Hidden Gauge Symmetries”, Rep.Prog.Phys. 42, 159 (1979).
[11] G.’t Hooft, Nucl.Phys.B33, 173 (1971); B35, 167 (1971).
[12] T.P.Cheng and L.F.Li, “Gauge Theory of Elementary Particle Physics” (Oxford Uni-
versity Press, NewYork, 1984).
[13] L.Lusanna, Nuovo Cimento B52, 141 (1979); Phys.Rep. 185, 1 (1990); Riv.Nuovo
32
Cimento 14, n.3, 1 (1991).
[14] Y.Kebrat, H.Kebrat-Lunc and J.S´niatycki, Rep.Math.Phys. 28, 201 (1989).
[15] K.Wilson, Phys.Rev. B4, 3184 (1971). K.Wilson and J.Kogut, Phys.Rep. 12, 75 (1974).
J.Fro¨lich, in “Progress in Gauge Field Theory”, Carge`se 1983, eds. G.’t Hooft, A.Jaffe,
H.Lehmann, P.K.Mitter, I.M.Singer and R.Stora, NATO ASI B115 (Plenum, New York,
1984). M.A.B.Be´g and R.C.Furlong, Phys.Rev. D31, 1370 (1985).
[16] T.Appelquist and C.Bernard, Phys.Rev. D22, 200 (1980).
[17] W.A.Bardeen and K.Shizuya, Phys.Rev. D18, 1969 (1978).
[18] L.Lusanna, Riv.Nuovo Cimento 14 (3), 1 (1991).
[19] P.Goddard and D.I.Olive, Rep.Prog.Phys. 41, 1357 (1978).
[20] A.P.Balachandran, G.Marmo, B.S.Skagerstam and A.Stern, “Classical Topology and
Quantum States”, (World Scientific, Singapore, 1991).
[21] J.T.Anderson, Mod.Phys.Lett. A3, 1629 (1988).
[22] H.B.Nielsen and P.Olesen, Nucl.Phys. B61, 45 (1973).
[23] C.H.Taubes, Commun.Math.Phys. 72, 277 (1980).
[24] E.S.Bogomol’nyi, Sov.J.Nucl.Phys. 24, 449 (1977).
[25] P.A.M.Dirac, “Lectures on Quantum Mechanics”, Belfer Graduate School of Science,
Monographs Series, (Yeshiva University, New York N.Y. 1964).
[26] B.W.Lee and J.Zinn-Justin, Phys.Rev. D5, 3121, 3137 and 3155 (1972). A.Salam
and J.Strathdee, Nuovo Cim. 11A, 397 (1972). K.Fujikawa, B.W.Lee and A.I.Sanda,
Phys.Rev. D6, 2923 (1972). Y.P.Yao, Phys.Rev. D7, 1647 (1973). E.Abers and B.Lee,
Phys.Rep. 9, 1 (1975).
[27] S.Mandelstam, Phys.Rev. D19, 2391 (1979).
33
[28] G.M.Shore, Ann.Phys.(N.Y.) 137, 262 (1981).
34
