Abstract. We consider wave equations in domains with time-dependent boundaries (moving obstacles) contained in a fixed cylinder for all time. We give sufficient conditions for the determination of the moving boundary from the Cauchy data on part of the boundary of the cylinder. We also study the related problem of accessibility of the moving boundary by time-like curves from the boundary of the cylinder. §1. Introduction
with |ẋ(t)| ≤ 1 such that x(t 0 ) = x 0 and (x(t 1 ), t 1 ) ∈ C for some t 1 < t 0 . Accessible backward is defined the same way with t 1 > t 0 . The failure of accessibility is essential in Stefanov's example. In §2 we discuss accessibility in two space dimensions. We also show that all points will be accessible if one can parameterize ∂Q in the following way: suppose that (x, t) ∈ ∂Q is equivalent to x = φ(y, t), where φ(·, t) is a smooth diffeomorphism of ∂Ω 0 into R n satisfying φ(y, t) = φ(y, t + 1) and |φ t (y, t)| < 1. In other words ∂Q is moving periodically, and has a periodic parametrization with time derivative having norm less than one (see Proposition 2.2). Note that the assumption that ∂Q is moving at speed less than one only implies that the normal component of the time derivative of φ has norm less than one. In §3 we present a simplified version of Stefanov's example.
An implicit sufficient condition for K(Q) to determine Q is that there is a diffeomorphism, Φ(y, t) = (Ψ(y, t), t) such that Ψ(y, t) = y on ∂C, Ψ(·, T ) maps Q ∩ C ∩ {t = 0} onto Q ∩ C ∩ {t = T } for all T , and satisfies the following (surprisingly restrictive) conditions: |Ψ t (y, t)| < 1 and ||Ψ y (y, t)|| ≤ M < ∞ for all (y, t). Here Ψ y is the Jacobian matrix. We give the proof of this result in §4 for more general hyperbolic operators of the form
where A is positive definite and L 1 is a differential operator of order one. We also discuss four situations where one can construct Ψ with the properties mentioned above.
There is substantial literature on wave equations in domains with moving boundaries. In particular, the fundamental existence and uniqueness results were established by Ikawa [I] , and Cooper and Strauss developed scattering theory for these equations and solved the inverse problem for moving convex boundaries in a series of papers (see ). Their proof also shows that K(Q) determines Q when ∂Ω t is convex for all t §2. Periodic Obstacles in Two Space Dimensions: Accessibility
In this section we consider domains Q ⊂ R 2 x × R t with boundary ∂Q given by (x(σ, t), t), σ ∈ S 1 . We assume that x(σ, t) is smooth, non-degenerate: |x σ | > 0, and periodic: x(σ, t + T ) = x(σ, t). The boundary of Q will be time-like for u tt − ∆ precisely when the normal component of x t is strictly less than one, i.e. when |x t − (x t · x σ )|x σ | −2 x σ | < 1. This condition can be stated in several equivalent forms. One that is useful is
Instead of taking σ ∈ S 1 , it is convenient to use the equivalent formulation σ ∈ R with x(σ + 1, t) = x(σ, t). Note that the periodicity in both t and σ implies that the non-degeneracy and time-like conditions hold uniformly: |x σ | 2 ≥ δ > 0 and
and we have two differential equations for possible σ(t)'s
, where
Note that Λ ± are real by (3). We would like to have (fairly) sharp conditions for the existence of time-like curves connecting points in Q ∩ C to ∂C (accessibility). For definiteness we will only consider accessibility forward in time here. The analogs of our results for accessibility backward in time will be obvious. Our first result is:
Proposition 2.1. If any point on ∂Q is accessible from ∂C, then any point in Q ∩ C is accessible from ∂C.
Proof. Suppose that (x 0 , t 0 ) is in the interior of Q. Since Ω t 0 = Q ∩ {t = t 0 } is a connected set with smooth boundary, we can choose a simple path x(σ) parameterized by arc length with x(0) = x 0 and x(l) ∈ ∂Ω t 0 such that x(σ) is in the interior of Ω t 0 for σ < l. Let
If σ 0 = 0, we can just follow the line (x 0 , t) until it hits ∂Q. If σ 0 > 0 we proceed as follows. Since the motion of the boundary is periodic, the vertical line (x(σ 0 ), t) intersects ∂Q at a sequence of points (x(σ 0 ), t 1 + nT ), n ∈ Z. Since {(x(σ), t) : σ ∈ [0, σ 0 ), t ∈ R} is in the interior of Q, the path (x(σ), t 0 − 2σ), 0 ≤ σ ≤ σ 0 , will be time-like and connect (x(σ 0 ), t 0 − 2σ 0 ) to (x 0 , t 0 ) in Q. Choose n so that t n = t 1 − nT ≤ t 0 − 2σ 0 . Since (x(σ 0 ), t n ) can be connected to ∂C by a timelike path by hypothesis and (x(σ 0 ), t), t n ≤ t ≤ t 0 − 2σ 0 is time-like (note that |x ′ (σ)| = 1), we see that (x 0 , t 0 ) is accessible from ∂C.
In view of Proposition 2.1 we would like to find conditions implying that all points on ∂Q are accessible from ∂C. There are always some accessible points on ∂Q: if x 0 is a point on ∂Ω t 0 such that |x| is maximal, then the lines (x 0 ±(t−t 0 )x 0 /|x 0 |, t−t 0 ) lie in Q for t > t 0 and t < t 0 respectively, since the ∂Q is time-like. Hence we have a sequence of points (x 0 , t n ) = (x 0 , t 0 + nT ), n ∈ Z, on ∂Q which are accessible. So we will look for conditions implying that arbitrary points on ∂Q can be reached from these points by time-like curves lying in ∂Q. Our next result is Proposition 2.2. If min Λ + > max Λ − , then all points in ∂Q are accessible in ∂Q from the points (x 0 , t n ).
Proof. For α ∈ [0, 1] let σ α (t) be the solution to
where x(σ 0 , t 0 ) = x 0 . Then (x(σ α (t), t), t) is time-like for α ∈ [0, 1] and σ α (t) depends continuously on α. Assuming that σ ± (t) have the initial data σ ± (t 0 ) = σ 0 , we have σ α (t) = σ − (t) when α = 1 and σ α (t) = σ + (t) when α = 0. Hence, it follows by the intermediate value theorem that σ α (t) takes all values between σ − (t) and σ + (t) as α goes from 0 to 1. Thus all of the points (x(σ, t), t), σ − (t) < σ < σ + (t), t > t 0 are accessible from (x 0 , t 0 ). By the mean value theorem for t ≥ t 0
for some t * between t 0 and t. Thus by the hypothesis there is a δ > 0 such that σ + (t) − σ − (t) ≥ δ(t − t 0 ). Hence, in view of the periodicity of x(σ, t) in σ, there is a t 1 such that all points on {(x, t) ∈ ∂Q : t ≥ t 1 } are accessible from (x 0 , t 0 ). Using the periodicity of x(σ, t) in t, it follows that any point on ∂Q can be reached from one of the points (x 0 , t 0 + nT ).
One could conjecture that if the curves σ + (t) and σ − (t) starting from (σ 0 , t 0 ) are both unbounded, then all points on ∂Q with t sufficiently large will be accessible. Unfortunately, this is not always the case: it is easy to construct examples (with min Λ + = max Λ − ) where these curves follow each other so closely that only a small subset of ∂Q is accessible from (x(σ 0 , t 0 ), t 0 ). We have not found a truly sharp hypothesis for accessibility.
The requirement that the motion be periodic forces the curves σ ± (t) to either be unbounded or asymptotic to periodic orbits as t → ±∞. The precise statement is the following proposition.
Proposition 2.3. Assume for simplicity that T = 1. Let σ(t) be a solution to either σ
If σ(1) > σ(0) and σ(t) is bounded above as t → ∞, then σ(t) is asymptotic from below to a periodic orbit. If σ(1) < σ(0) and σ(t) is bounded below as t → ∞, then σ(t) is asymptotic from above to a periodic orbit. If σ(1) = σ(0), then σ(t) is periodic.
Proof. Consider the case when σ(1) < σ(0) and σ(t) ≥ σ 0 > −∞ for t ≥ 0. Since σ(t + 1) is also a solution of the equation, and the solution passing through a point (t 0 , σ 0 ) is unique, it follows that σ(t) > σ(t + 1) for all t. Repeating this argument one sees that σ(t) > σ(t + 1) > σ(t + 2) > · · · for all t. Defining w n (t) = σ(t + n) we have decreasing sequence of solutions bounded below by σ 0 . So lim n→∞ w n (t) = w ∞ (t) exists for all t ≥ 0. Since, letting F denote Λ + or Λ − , we have
the Arzela-Ascoli theorem implies that the convergence of a subsequence to w ∞ (t) is uniform on bounded intervals, and hence that w ∞ (t) is also a solution of
w ∞ (t) is a periodic solution. Dini's theorem implies that the convergence of w n (t) to w ∞ (t) is uniform on [0, 1], and for t ∈ [0, 1] we have
when n ≥ N (ǫ). Hence σ(t) is asymptotic to w ∞ (t) as t → ∞. The proof for the case σ(1) > σ(0) is the same, using increasing sequences in place of decreasing sequences.
A consequence of Proposition 2.3 is that, when σ + (t) with σ + (t 0 ) = σ 0 is bounded above and σ − (t) with σ − (t 0 ) = σ 0 is bounded below, there will be two periodic orbits which may make part of ∂Q inaccessible (forward and backward) from (σ 0 , t 0 ) along time-like curves in ∂Q. That is what happens in Stefanov's example. §3. Stefanov's Example Revisited Consider a domain with part of its boundary given by
Here |f | ≤ 1 and f is function of period one, φ ∈ C ∞ c (|σ| < M + L) and φ(σ) = 1 for |σ| ≤ M . In this construction it would suffice to have M = L = 2, but we have kept the notation M and L to distinguish the supports of φ and φ ′ . To compute the normal component of x t we note
Since |f | ≤ 1, it suffices to have |φ ′ | ≤ 1, and one can arrange that when L > 1. Thus with these choices this portion of ∂Q is time-like.
For this boundary the equation for σ − (t) when |σ
From that one can see that it is going to be very difficult for σ − (t) to move to the left. Assume that σ − (t 0 ) = 0. To check that σ − (t) cannot move very far to the left, define w(t) = 2σ − (t) − t. Then w(t) satisfies the autonomous equation
.
For a function of period 1, writing b − a = m + r with m ∈ N and 0 ≤ r < 1, one has
Applying this with f = (kF (z, k)) −1 gives
where 0 ≤ r < 1 and
We have
This determines our choice of k and shows that for this example points on ∂Q with σ = −M are inaccessible (forward) in the boundary from points with σ = M .
To turn this into an example of a domain Q ⊂ R 2 x × R t with points on ∂Q inaccessible from ∂C, we need to specify the rest of ∂Q in a way that forces any curve in Q reaching x = (M + L, 0) to follow the boundary constructed above very closely. Here we use the original idea in [St] : we add another boundary curve below, but very close to the boundary just constructed, so that any curve in Q reaching x = (−M − L, 0) must pass through the narrow "channel" between these curves.
Let ν(σ, t) be the unit normal (directed downward) to the curve x(σ, t) and consider x(σ, t, η) = x(σ, t) + ην(σ, t)
Since the curvature of the curve traced by x(·, t) is bounded for all t, there is a δ > 0 such that (σ, η) are coordinates on {x : |x 1 | < M +L, x 2 (x 1 , t)−ǫ < x 2 ≤ x 2 (x 1 , t)} for ǫ sufficiently small. We are going to take x 2 = x 2 (x 1 , t) − ǫ as the boundary of the lower side of the channel, but we will be taking ǫ smaller later in the argument. A curve of speed less than one in the channel x(σ(t), t, η(t)) satisfies
where we used ν · x σ = ν ·ν = 0 since ν is the unit normal. Since |ν · x t | < 1, we haveη 2 + 2ην · x t + 1 > 0 and can rewrite (5) as
where the O(η) term does not depend onη. Solving (6) forσ gives
Now suppose that the O(η) term is less than 1. Then the argument given earlier shows that σ(t) cannot reach −M for any t > 0 when k is sufficiently large (in this case it suffices to have k
. Having chosen that k we then take δ sufficiently small that the O(η) term is less than 1, and finally choose ǫ so that the channel is entirely in the region where 0 ≤ η < δ. Thus no time-like curve can pass through the channel and the points in Q with x 1 = −M − L, −ǫ < x 2 < 0 are inaccessible (forward) for all time.
Remark. In [St] Stefanov assumed that the rest of ∂Q was defined so that the intersection of the cylinder {|x−(−M −L, 0)| < 2M +2L}×R t with Q only contains the channel. Then one can use the domain of dependence theorem of Inoue [In] to show that, if a solution to the forward problem were nonzero near x = (−M − L, 0) at some time, then there would necessarily be a time-like path through the channel. Hence, by contradiction, ((−M − L, 0), t) is outside the domain of dependence of ∂C for all t. §4. Determination of Q from Cauchy Data for General Hyperbolic Equations §4.1. In this section we consider the more general hyperbolic equation Lu = 0 from the Introduction with
where L 1 is a differential operator of order one. All coefficients are assumed to be real, bounded and smooth on R t ×R n x , and real analytic in t. L is strictly hyperbolic with respect to t if for ξ = 0
We make the stronger hypothesis that A(x, t) ≥ δI, δ > 0, for all (t, x) ∈ R n x × R t . Hence τ + and τ − have opposite signs. This has the following interpretation in pseudo-riemannian geometry. Writing p 2 (x, t, ξ, τ ) as a quadratic form (ξ, τ ) · B(x, t)(ξ, τ ), the dual form on tangent vectors is (v x , v t )·B −1 (x, t)(v x , v t ). One says that a curve in space-time is "time-like" if its tangent vector v = (v x , v t t) satisfies v · B −1 (x, t)v > 0. The hypothesis A > 0 is equivalent to assuming that the time curves γ(t) = (x 0 , t) are time-like for L (see §4.2).
We consider solutions of Lu = 0 in a time-dependent (open) domain Q in R n x ×R t where the boundary ∂Q is smooth and uniformly time-like for L, i.e. there is a δ > 0 such that p 2 (x, t, ξ, τ ) ≤ −δ|(ξ, τ )| 2 when (ξ, τ ) is normal to ∂Q at (x, t). We also assume that for each t ∈ R the set Ω t = {x : (x, t) ∈ Q} is a connected exterior domain in R n , and the complement of Q is contained in the cylinder C = {(t, x) : |x| < ρ}. For positive results we will need the following additional hypothesis on Q. We assume that we have diffeomorphisms Ψ t (y) with the following properties:
(i) for each t, Ψ t (y) maps R n onto R n taking Ω 0 onto Ω t (and ∂Ω 0 onto ∂Ω t ),
(ii)Ψ 0 (y) = y, y ∈ Ω 0 , and Ψ t (y) = y near ∂C for all t ∈ R t , (iii) (Ψ t (y), t) is time-like for L for all y ∈ Ω 0 . We assume that this holds uniformly in the sense that (∂ t Ψ t , 1) · B −1 (Ψ t , t)(∂ t Ψ t , 1) ≤ −δ < 0 for (y, t) ∈ Ω 0 × R t and (iv) the Jacobian matrix of Ψ t satisfies ||∂ y Ψ t (y)|| ≤ M < ∞ for all (y, t) ∈ Ω 0 × R t .
In [St] Stefanov gave a construction for L = ∂ 2 t − ∆ of Ψ t satisfying (i)-(iii) for any Q with time-like boundary and complement in C as the solution ofẋ = v(x, t), x(0, y) = y for a suitable vector field v(x, t) on Q, tangent to ∂Q. This can be generalized to the setting here (see §4.2). So the additional hypothesis here is really (iv). Now we can state Theorem 4.1. Suppose that R is another connected domain with time-like boundary and complement contained in C. Let Γ be an open subset of {|x| = ρ}. If the Cauchy data K(Q) and K(R) are identical on Γ × R t , then R = Q.
Proof. We will work in the domainQ = Ω 0 ×R t , pulling L back toL on this domain by the mapping (x, t) = Φ(y, t) = (Ψ t (y), t). Suppose that R is a second domain as in the statement of the theorem. If R = Q, then there will be either boundary points of R in the interior of Q or boundary points of Q in the interior of R. We begin with (x 0 , t 0 ) which is a boundary point of R in the interior of Q and let (y 0 , t 0 ) be its pre-image under Φ. By the assumption that Ω t 0 is connected, we can choose a smooth, non-self-intersecting path y(σ), 0 ≤ σ ≤ l in Ω t 0 , such that |y ′ (σ)| = 1, y(0) = y 0 and y(l) ∈ Γ. For convenience later we choose y(σ) so that y ′ (l) is radial and hence normal to ∂C. Now we would like to choose a constant a > 0 so that γ + (t) = (y(a(t − t 0 )), t) is time-like forL for t 0 ≤ t ≤ t 0 + l/a. Hence we wantγ + ·B −1γ + > 0, whereB is the quadratic form associated withL. Note that B −1 (y, t) = (∂ y,t Φ(y, t)) T B −1 (Φ(y, t))(∂ y,t Φ(y, t)).
Thus hypotheses (iii) and (iv) imply that
uniformly for (y, t) ∈Q and σ ∈ [0, l]. This is the crucial use of (iv): there is no choice of Φ which will make this estimate true in Stefanov's example. Since hypothesis (iii) also implies that the vector (v x , v t ) = (0, 1) is uniformly time-like forL, we can choose the constant a so that γ + is time-like. Likewise, γ − (t) = (y(−a(t − t 0 )), t) is time-like for t 0 − l/a ≤ t ≤ t 0 . Consider the two dimensional surface S 0 given by
S 0 is roughly triangular with boundary curves γ + , γ − and γ 0 (t) = (y(l), t)), |t−t 0 | ≤ l/a. Clearly with our hypotheses it possible that S 0 ∩ ∂R = ∅, whereR is the pullback of R under Ψ. However, since S 0 is compact and the points on S 0 could be parameterized by (σ, s), where σ = a|t − t 0 |, we can choose (y 1 , t 1 ) ∈ S 0 ∩ ∂R where σ assumes its maximum, σ 1 . Then we repeat the construction of S 0 , using t 1 in place of t 0 , y(a(t − t 1 ) + σ 1 ) in place of y(a(t − t 0 )), and y(−a(t − t 1 ) + σ 1 ) in place of y(−a(t − t 0 )). Note that we can take the new S 0 to be a subset of the original S 0 . After this correction, we go back to the original notation, relabeling (y 1 , t 1 ) as (y 0 , t 0 ). Hence we can now assume that S 0 is contained in the interior ofQ and intersects the boundary ofR only at (y 0 , t 0 ). Note also that, since ∂R is time-like, taking a slightly larger we can assume that γ + and γ − are not tangent to ∂R at (y 0 , t 0 ). In what follows we will consider the surface Σ ǫ = ∂R ∩ {(y, t) : |(y − y 0 , t − t 0 )| < ǫ} with ǫ small enough that Σ ǫ intersects the sphere of radius ǫ around (y 0 , t 0 ) transversally. In this proof we will use recent extensions of Holmgren's uniqueness theorem to reach a contradiction to the existence of (x 0 , t 0 ). This requires an increasing sequence of domains inQ ∩R with smooth time-like boundaries which connect Γ × R t to a domain whose boundary contains a portion of Σ ǫ . In what follows we construct such a sequence so that the boundary of the final domain intersects ∂R only at (x 0 , t 0 ). However, it will be clear that we could have performed the same construction with (x 0 , t 0 ) replaced by any nearby point on Σ ǫ . This will give us a sufficiently large set of domains in which to use the uniqueness theorem, and reach a contradiction.
We begin the construction by introducing two dimensional surfaces S σ contained in S 0
where a(σ) = (1 − σ/l)a. Note that, since 0 ≤ a(σ) ≤ a, the upper and lower boundary curves of S σ , γ σ ± , are time-like. The surfaces S σ share the boundary curve γ 0 in ∂C, and have the points (y(σ), t 0 ), 0 ≤ σ ≤ l, as "vertices". Note that the surfaces S σ are nested: S σ ⊂ S σ ′ when σ > σ ′ . Next, we consider the bounded regions D ± bounded by ∂C and the parametric surfaces B ± defined by {(y(s), t 0 ± s/a) + r(s)ω : 0 < s < l, ω ∈ S n ∩ π(s)}, where π(s) is the plane through (y(s), t 0 ) perpendicular to (y ′ (s), 0). Hence B + and B − are unions of (n − 1)-dimensional spheres in the n-dimensional planes perpendicular to the curve (y(s), 0), 0 < s ≤ l, of varying radii with centers on γ + and γ − respectively. In order for these regions to lie inQ ∩R and have smooth boundary r(s) must be small. We choose r(s) small, tending to zero as s goes to zero, and increasing monotonically with s. However, we keep it small enough that
Next we take D 0 to be the union of the convex hulls of the intersections of D ± with the planes π(s) for 0 < s ≤ l. In other words D 0 is the union of a family of "stadium domains", the convex hulls of sets consisting of two spheres. The part of ∂D 0 which is not in B − ∪ B + consists of vertical lines ("vertical" means parallel to the t-axis) and hence is time-like. Any point in the boundary of D 0 which is in B + ∪ B − must have the form given in the parametrization above with the t component of ω nonnegative on B + and nonpositive on B − . Hence, taking the curve though such a point varying s in the parametrization and holding ω constant, one gets a curve with a time-like tangent. Hence the boundary of D 0 ∩C is time-like (see §4.2 for a proof of the basic result that a hypersurface containing a time-like curve will be time-like at all points on that curve).
To construct an exhaustion of D 0 by increasing domains with time-like boundaries we repeat the preceding replacing, γ ± by γ σ ± . We construct B σ ± as the union of spheres in the space-time planes perpendicular to (y(s), t 0 ), σ ≤ s ≤ l with the same r(s) as before. However, when we take the convex hulls of the regions bounded by these surfaces in the planes π(s), they end in the disk of radius r(σ) centered at (y(σ), t 0 ) in the plane perpendicular to (y ′ (σ), 0). However, we know that the tangent planes to the boundary of this set remain strictly time-like when one approaches the disk from s > σ. Hence there is no difficulty building D σ by adding a "cap" to the region ending in the disk so that D σ time-like boundary and contains (y(s), t 0 ) for σ > s > σ − δ(σ) > 0. Moreover, one can add the caps to that D σ is monotonically decreasing with σ.
The boundaries of the domains D σ are C 1 , failing to be smooth where the vertical lines from the convex hulls touch B σ ± . However, one can smooth them near these points preserving the time-like boundaries and monotonicity of the D σ 's.
To construct the domain D 0 and its exhaustion in the case that (y 0 , t 0 ) is a boundary point ofQ in the interior ofR, one proceeds in the same way, defining Σ ǫ = ∂Q ∩ {|(y, t) : |(y − y 0 , t − t 0 )| < ǫ}. Note that the only case of R = Q where there will be no interior points of Q which are boundary points of R is Q ⊂ R. Hence without loss of generality we can assume that S 0 ∩ ∂R = ∅ here, omitting the consideration of (x 1 , t 1 ) ∈ S 0 ∩ ∂R required in the preceding case. This is the construction needed for the use unique continuation theorems in the case that ∂D 0 ∩ ∂R = {(x 0 , t 0 )}. For (x ′ , t ′ ) ∈ Σ ǫ sufficiently close to (x 0 , t 0 ) one can repeat the construction replacing x 0 by x ′ and t 0 by t ′ at all places where they appear. There is one slightly subtle point in this argument: in order to replace S 0 by a small perturbation S ′ without hitting new points of ∂R the condition that ∂R is not tangent to γ ± at (x 0 , t 0 ) must be used. We denote the domain D 0 ending at
Our assumption K(R) = K(Q) on Γ × R t implies that solutions to the forward problem in Q ∩ C Lu = 0 in Q ∩ C, u = 0 on ∂Q, u = f on ∂C, and u = 0 when t << 0, and the same problem with Q replaced by R, have the same Cauchy data on Γ×R t . This will make them identical on the sets Φ(D 0 (x ′ , t ′ )). To prove that note first that, since the boundaries of the D σ 's are time-like forL, the boundaries of their images under Φ are time-like for L. Thus we have an exhaustion of Φ(D 0 (x ′ , t ′ )) regions with time-like boundaries which intersect ∂C in fixed subset of Γ×R t . Thus, assuming that u
Since we have assumed that the coefficients of L are analytic in t, the unique continuation theorems of Robbiano-Zuily and Tataru (see [RZ] and [T] ) give a contradiction, and we conclude that u
Note that for L = ∂ 2 t −∆ this step only requires Holmgren's theorem. Since we have this conclusion for all (x ′ , t ′ ) in a neighborhood Σ of (x 0 , t 0 ) in Σ ǫ (meaning (x 0 , t 0 ) ∈ Σ ⊂ Σ ǫ ), we conclude in conclusion that u
Let G Q (x, z, t, s) and G R (x, z, t, s) be the backward fundamental solutions (see [I] ) for L * , the adjoint of L, in Q ∩ C and R ∩ C respectively, i.e.
Q and v g R vanish on ∂Q ∪ ∂C and ∂R ∪ ∂C respectively, and v g Q = v g R = 0 for t sufficiently large. We have
where ν = x/|x| is the normal to ∂C.
Since we know that u
when (x, t) ∈ ∂C. However, by construction v
Thus we can use the unique continuation argument which showed u
Taking (z, s) in Φ(D) sufficiently close to (x 0 , t 0 ) in (7) leads to a contradiction to the propagation of singularities for these fundamental solutions. The wave front set of G Q (x, t, z, s), considered as a distribution in (x, t), consists of all backward null bicharacteristics for L passing over (z, s). Since G R is constructed with the boundary condition u = 0 on ∂R, the corresponding singularities for it are reflected by Φ(Σ) (see [Hö] ). We will take (z, s) in D close enough to Φ(Σ) that some singularities will reflect. Then we have a contradiction to the equality of the fundamental solutions. This contradiction completes the proof, and we conclude that Q = R. §4.2. In this section we give three results from pseudo-riemannian geometry mentioned in §4.1. First we show that (x 0 , t) will be a time-like curve for L if and only if A is positive definite. Let B be the matrix of the quadratic form p 2 (x, t, ξ, τ ) as before. We have (0, 1) · B −1 (0, 1) = (B −1 ) n+1,n+1 . Since
the formula for the inverse gives
Since B has one positive and n negative eigenvalues (−1) n det(B) is positive. Since the quadratic form w·Aw+(w·a) 2 is positive definite, A has at most one nonpositive eigenvalue. Thus (B −1 ) n+1,n+1 is positive if and only if A is positive definite.
Next we show that, if v · B −1 v > 0 and w is a nonzero vector such that v · w = 0, then w · Bw < 0. Note that this implies that a smooth surface of codimension one containing a time-like curve will be time-like at all points on the curve. To see that w · Bw < 0 let Z 0 be the normalized eigenvector of B belonging to the positive eigenvalue λ 0 . Then we have the orthogonal decomposition of R n+1 into invariant subspaces for B, R n+1 =< Z 0 > ⊕ < Z 0 > ⊥ . Let −C denote the restriction of B to < Z 0 > ⊥ . Since B is negative definite on < Z 0 > ⊥ , C is positive definite. We decompose v and w with respect to this orthogonal decomposition as v = v 0 Z 0 +ṽ and w = w 0 Z 0 +w. If w 0 = 0, we have w · Bw < 0. Since v · w = 0,ṽ = 0 implies w 0 = 0, and we have w · Bw < 0 again. In the other cases we have Next we show that one can construct Φ satisfying (i)-(iii) for any Q with complement contained in C and time-like boundary. We will use an analog of the flow F t,s (x) constructed in §3 of [St] , adapted to the general hyperbolic operator L. To make all estimates uniform as |t| → ∞ we assume that the coefficients of L and the unit normals to ∂Q have uniformly bounded derivatives, that A(x, t) is uniformly positive definite, and that ∂Q is uniformly time-like. To construct Φ(y, t) we are going to define a vector field v(x, t) on Q and solve dF dt = v(F, t), F (0, y) = y to obtain a diffeomorphism of Ω 0 onto {F (t, y) : y ∈ Ω 0 }. If the vector field (v(x, t), 1) is tangent to ∂Q, then {F (t, y) : y ∈ Ω 0 } will be Ω t (see [H, Chpt. 8] for details). Hence, the mapping Φ(y, t) = (F (t, y), t)
is a diffeomorphism of the cylinder Ω 0 × R t onto Q. So to satisfy conditions (i)-(iii) we just need to show that we can choose v(x, t) vanishing near ∂C so that (v(x, t), 1) is time-like for L. Writing p 2 (x, t, ξ, τ ) = (ξ, τ ) · B(x, t)(ξ, τ ) as before, we know that B has one positive and n negative eigenvalues. Hence, lettingê 0 be a unit eigenvector for the positive eigenvalue λ 0 , B is negative definite on the orthogonal complement ofê 0 . Since we are assuming that ∂Q is time-like, its normal ν satisfies ν · Bν < 0. We write ν = a 0ê0 + w with w ·ê 0 = 0, and normalize ν by requiring w · Bw = −1. So with this normalization ν · Bν < 0 is equivalent to a 
