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Datenhaltung und Erfassung bei klinischen Studien
D. Leibbrand
Zusammenfassung
Anhand einer kontrollierten klinischen Langzeitstudie wird
gezeigt, wie man für die Daten solcher Studien ein geeignetes
Datenbankschema entwerfen kann. Kriterien für den Daten-
bankentwurf werden angegeben. Es wird vorgeschlagen, auch
bei hierarchisch strukturierten Daten, das relationale Datenmo-
dell dem hierarchischen Datenmodell vorzuziehen. Anhand der
hier beschriebenen Vorgehensweise lassen sich außerdem noch
auf einfache Weise Kriterien für einen geeigneten Entwurf der
Erhebungsbögen bzw. Bildschirmformulare angeben.
Summary
For a controlled clinical long-term trial it is demonstrated how
to design an appropriate database scheme for the data of such a
trial. Corresponding criteria are given. It is proposed to prefer
the relational data model to the hierarchical data model, even if
the data are structured hierarchically. In addition, with the
proposed proceeding it is easy to specify criteria to design data
acquisition forms or screens appropriately.
1. Einleitung
Ein wichtiger Bestandteil bei der Planung, Betreuung und
Durchführung kontrollierter klinischer Studien ist die zur Zeit
übliche Erfassung der Daten auf Erhebungsbögen. In einer
von unsl) geplanten Brustkrebsstudie »Behandlung des klei-
nen Mammakarzinoms« (RAUSCHECKER et al., 1983) werden
nach der Aufnahme der Patientinnen in die Studie die soge-
nannten Basisdaten erhoben, wie etwa Anamnese, Diagno-
stik, Pathologie und Therapie. An die Therapie schließt sich
eine Nachbeobachtungsphase von bis zu 10 Jahren an, in der
planmäßige Nachuntersuchungen, sowie im Falle eines Rezi-
divs oder Fernmetastasen Postrezidivuntersuchungen zu doku-
mentieren sind. Die zu erhebenden Daten werden in bis zu 40
Erhebungsbögen eingetragen. Davon sind 9 Bögen (B1-B9)
der Basisdokumentation zuzuordnen, 19 Bögen (F1-F19) den
planmäßigen Nachuntersuchungen. Weitere 11 (R1-R11) sind
für Postrezidivuntersuchungen vorgesehen, sowie ein Bogen
für den Fall, daß die Patientin im Beobachtungszeitraum stirbt
(T) (Abb. 1).
__ Für Studien dieser Art, bei denen eines der Zielkriterien die
Uberlebenszeit ist, geht man derzeit üblicherweise von einer
1) Im Rahmen des Programmes der Bundesregierung zur Förderung
von Forschung und Entwicklung im Dienste der Gesundheit
Studiendauer von 10 Jahren aus. Da die Aufnahmephase, also
die Zeit, während der Patientinnen in die Studie eintreten
können, mindestens drei Jahre umfaßt, werden die einzelnen
Studienteilnehmerinnen verschieden lang nachbeobachtet.
Die Zahl ausgefüllter Nachsorgebögen ändert sich somit von
Patientin zu Patientin. Insbesondere aber variiert die Zahl der
Rezidivbögen, da diese nur im Falle eines aufgetretenen Rezi-
divs auszufüllen sind. Bei diesen Patienten entfallen die plan-
mäßigen Nachuntersuchungen. Das bedeutet: Das Vorhan-
densein sämtlicher Erhebungsbögen, mit Ausnahme der 9
Basisbögen, ist vom Eintrittszeitpunkt der Patientin in die
Studie und vom individuellen Krankheitsverlauf abhängig. Bei
der Datenhaltung haben wir diese Sachverhalte zu berücksich-
tigen.
Wir wollen im folgenden einen Weg aufzeigen wie dies
geschehen kann. Hierzu benötigen wir zunächst einige Grund-
begriffe. Danach schlage ich eine Möglichkeit vor, die auf dem
relationalen Datenmodell basiert und eine einfache, aber
effektive Datenhaltung ermöglicht (HAUX, 1981; ROBINSON,
1981). Abschließend diskutieren wir diesen Ansatz und zei-
gen, welche Konsequenzen sich für die Datenerfassung er-
geben. 3
2. Grundlagen
Bei der rechnergestützten Datenhaltung ist es wichtig, die
Daten aus der ››Wirklichkeit<< in geeigneter Weise in die
Datenbank eines Datenbanksystems oder eines Statistischen
Auswertungssystems abzubilden. Geeignet bedeutet: Wir
möchten die erhobenen Daten und deren Beziehungen mög-
lichst genau und gleichzeitig auf möglichst einfache Weise in
die Datenbank ablegen. Die Güte einer solchen Abbildung ist
abhängig vom verwendeten Datenmodell. Im Bereich der
rechnergestützten statistischen Auswertungen verwendet man
derzeit vor allem zwei Modelle: das hierarchische und das
relationale Datenmodell (DATE, 1977; ULLMANN, 1982), bzw.
das noch einfachere ››tabulare« Modell (CODD, 1982). Ich
habe mich für das relationale Datenmodell entschieden und
gebe deshalb in Abschnitt 2.3 einige Grundbegriffe des rela-
tionalen Datenmodells an, die wir benötigen. Zuvor gehe ich
auf die drei Abstraktionsebenen für die Datenhaltung, die von
ANSI/SPARC (1975) vorgeschlagen wurden, sowie kurz auf
das hierarchische Datenmodell ein.
2.1 Drei-Ebenen-Ansatz
Der von ANSI/SPARC vorgeschlagene Ansatz umfaßt drei
Ebenen: die externe, die konzeptuelle und die interne Ebene.
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Die Ebenen enthalten jeweils ein Modell der ››Realität<<. Das
konzeptuelle Modell übt eine zentrale Funktion aus. Es reprä-
sentiert die logische Gesamtsicht der Daten, unabhängig von
der physischen Datenorganisation, und im Prinzip sogar unab-
hängig von jeglichen Gesichtspunkten der Datenverarbeitung.
Im Gegensatz dazu beschreibt das interne Modell die physi-
sche Datenorganisation. Das externe Modell - i. allg. sind
mehrere vorhanden - gibt die individuelle Benutzersicht wie-
der. Es ist jedoch unabhängig von der tatsächlichen Speiche-
rung der Daten. Die Verbindungen zwischen konzeptuellem
und internem Modell, sowie zwischen konzeptuellem und
externem Modell werden über Abbildungsvorschriften herge-
stellt (Abb. 2).
Wir wollen im folgenden davon ausgehen, daß es sich bei
der Abbildung konzeptuelles Modell -› internes Modell um
eine 1:1-Abbildung handelt, daß also die physische Speiche-
rung im großen und ganzen der Darstellung des konzeptuellen
Modells entspricht. Dies ist zumindest bei der Datenhaltung in
Statistischen Auswertungssystemen gerechtfertigt. Ferner
wollen wir annehmen, daß die Verarbeitungsformen Einfü-
gen, Ändern und Löschen nur für das konzeptuelle Modell
möglich sind, die externen Modelle dagegen nur für Abfragen
zur Verfügung stehen.
2.2 Hierarchisches Datenmodell
Im hierarchischen Datenmodell können hierarchische Daten-
strukturen gespeichert werden. Es ist jedoch datensatzorien-
tiert und zugriffspfadabhängig. Eine Trennung der verschiede-
nen Modelle (internes/konzeptuelles/externes) ist nur sehr
bedingt zu erkennen (DATE 1977).
2 .3 Relationenmodell
Um einige Probleme zu vermeiden, die bei der Verwendung
zugriffspfadorientierter Datenmodelle auftreten, schlug CODD
(1970) das Relationenmodell vor. Ein Hauptanliegen des
Relationenmodells ist es, ein größeres Maß an logischer Da-
tenunabhängigkeit zu gewährleisten; es ist im Gegensatz zum
hierarchischen Modell rein inhaltsorientiert und grundsätzlich
nicht zugriffspfadabhängig. Für das Abspeichern und Wieder-
finden von Daten ist allein der Inhalt einer Datenstruktur von
Bedeutung und nicht etwa eine bestimmte Zugriffsfolge.
Wir fügen an dieser Stelle einige einfache Definitionen ein.
Eine Datenstruktur im relationalen Datenmodell bezeichnet
man als Relation, die hier mit R, R1, R2. _ . bezeichnet
werden soll.
Eine Basisdatenstruktur bzw. eine Basisrelation liegt vor,
wenn keine Vorschrift existiert, über die die Datenstruktur
aus einer oder mehreren anderen Datenstrukturen abgeleitet
werden kann. I
Eine Relation kann man als zweidimensionale Tabelle dar-
stellen. Jede Zeile entspricht einem Element (Tupel) der
Relation. Spaltenbezeichnungen sind die Attributnamen,
Spaltenwerte entsprechen den Attributwerten. Jedes Tupel
hat dieselben Attribute. Eine Relation enthält eine Menge
solcher Tupel.
Es gilt:
- Es gibt keine gleichen Zeilen (Tupel).
- Die Reihenfolge der Tupel ist ohne Bedeutung.
- Die Reihenfolge der Spalten (Attribute) ist ohne Bedeu-
tung.
Es wird für jedes Element eine unechte Teilmenge der
Attribute bestimmt, deren Werte zusammen ein Element ein-
deutig identifizieren. Diese Attributmenge wird Schlüssel
genannt; die Werte der entsprechenden Spalten der Tabelle
unterscheiden die Zeilen eindeutig. Alle Attribute, die nicht
zum Schlüssel gehören, bezeichnet man als Nichtschlüsselattri-
bute.
Das Einfügen, Ändern und Löschen beschränkt CODD in
folgender Weise: Ist die Relation eine Basisdatenstruktur, so
darf kein Wert eines Schlüssels fehlen (CODD, 1979, S. 400).
Außerdem definiert man sogenannte Normalformen, die
Anomalien, die beim Einfügen, Ändern und Löschen auftre-
ten können, verhindern.
Um die Normalformen genau beschreiben zu können, benö-
tigen wir noch einige Definitionen.
A, B, C bezeichnen Attribute. S, T, U . _ . bezeichnen
Attributmengen. Es sei X U Y g S.
Anstelle der Bezeichnung R kann man auch z. B. R (S),
R1 (S), . . . schreiben, wobei S die Attributmenge ist.
Eine funktionelle Abhängigkeit X-> Y bedeutet, daß in
jeder Ausprägung R (S) jedem X-Wert genau ein Y-Wert
entspricht. 1
Eine funktionale Abhängigkeit X- > A heißt volle funktio-
nale Abhängigkeit, wenn für keine echte Teilmenge X” 2 X
gilt: X”-> A. j
F sei die Menge funktionaler Abhängigkeiten. Die Menge
aller funktionalen Abhängigkeiten, die von F auf S impliziert
werden, heißt die Hülle von F auf S, F+
Gegeben sei eine Menge F funktionaler Abhängigkeiten
über einer Attributmenge S, außerdem sei X g S und A E S.
Eine funktionale Abhängigkeit X-> A E F+ (S) heißt transi-
ti_v, falls es funktionale Abhängigkeiten X-> Y und Y- > A
aus F+ (S) gibt mit X =l= Y, Y-> X GE F+ (S) und A EE Y.
Eine Relation ist in der ersten Normalform (1NF), wenn die
Wertemenge eines jeden Attributs einfach ist, d. h. wenn z. B.
kein Attribut selbst eine Relation ist.
Eine Relation ist in der zweiten Normalform (2NF), wenn
sie in der ersten Normalform ist, und wenn jedes Nichtschlüs-
selattribut voll funktional abhängig von jedem Schlüsselkandi-
daten ist.
T Eine Relation ist in der dritten Normalform (3NF), wenn sie
in der ersten Normalform ist, und wenn kein Nichtschlüsselat-
tribut transitiv abhängig von einem Schlüsselkandidaten ist.
Ein wesentlicher Gesichtspunkt bei Datenstrukturen des
relationalen Datenmodells sind die Operationen aus der Rela-
tionenalgebra; mit ihrer Hilfe lassen sich diese Strukturen sehr
effizient bearbeiten. Die Operationen bestehen aus den klassi-
schen Mengenoperationen Vereinigung, Durchschnitt und
Differenz, und den Realtionenoperationen Projektion, Ver-
bund, Restriktion und Division. Eine ausführliche Darstellung
dieser Operationen findet man in CODD (1979, S. 400-408).
Wichtig ist hier vor allem der Verbund (Join): Darunter
verstehen wir die Zusammensetzung zweier Relationen bezüg-
lich solcher Spalten der beiden Relationen, die gleichen Wer-
tebereich haben; zusammengesetzt werden diejenigen Zeilen,
bei denen in den ausgewählten Spalten Wertgleichheit vor-
liegt.
Beim natürlichen Verbund (Natural Join, >l<) werden die
redundanten Spalten beseitigt.
Bei der äußeren natürlichen Verbindung (<>l<>) enthält die
neue Relation auch die Tupel, die nicht in beiden Relationen
vorkommen.
In Abbildung 3 werden die beiden Relationen R1 und R2
über einen äußeren natürlichen Verbund in die Relation R1,
überführt.
\\
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Die Notation des hier verwendeten äußeren natürlichen
Verbundes ist
Ru: = R1 (Name <>I<> Name) R2.
Ein Verbund über mehr als 2 Relationen wird folgenderma-
ßen definiert: ~
Run: = R1 (Name<>I<>Name) R2 (Name<>I<>Name) R3
. . .R„_1 (Name<>I<>Name) Rn
3. Modellbildung
Das Ziel des Modellierungsprozesses ist der Entwurf eines
konsistenten und der Realität möglichst gut angepaßten
Datenbankschemas. Im allgemeinen gibt es mehrere Möglich-
keiten, die zu modellierenden Objekte und ihre Beziehungen
mittels Relationenschemata darzustellen. Es ist ein nichttrivia-
les Problem, festzustellen, welche der möglichen Datenbank-
schemata bzgl. bestimmter Kriterien günstig sind. Bevor wir
also zeigen wie man ein gutes Datenbankschema entwirft,
wollen wir sehen, warum sich einige Schemata als ungünstig
CIWCISCII.
3.1 Eine universelle Relation
Da es sich bei der im ersten Abschnitt erwähnten Studie um
eine mehr verlaufsorientierte Datenerhebung handelt, liegt es
nahe, die Daten verlaufsorientiert abzuspeichern. Wir bilden
eine universelle Relation R111, in der pro Nachuntersuchung
ein Datensatz (Tupel) abgelegt wird. Zu jedem Untersu-
chungstermin gehören die Basisdaten der Patientin, die Daten
des Nachsorgebogens sowie der Sterbebogen (Abb. 4).
- Die Datenbank enthält genau eine Datenstruktur.
- Der Vorteil ist hierbei, daß man für Retrievalzwecke oder
Monitoringaufgaben nicht mehrere Relationen verknüpfen
muß, sondern daß man alle Daten in einer Relation vorlie-
gen hat. ,
Abb. 4. Eine universelle Relation R111.
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- Ein Nachteil dieser Relation ist, daß sich für jede Patientin
viele Merkmale wiederholen. Dies sind sämtliche Basis-
daten von» Bogen 1 »Aufnahme in die Studie<< bis Bogen 9
»Therapie B2«, die man nicht für jeden Nachuntersuchungs-
termin neu speichern müßte. Damit ist ein Teil der Daten
redundant, was auf der internen Ebene großen Speicher-
platzbedarf zur Folge hat.
- Ein weiterer Nachteil ist, daß die Relation viele fehlende
Werte enthält, die von Erhebungsbögen stammen, die noch
nicht ausgefüllt sind, da z. B. bei Patientin 3 noch keine
Nachuntersuchung stattgefunden hat und die Therapie
außerdem noch nicht abgeschlossen ist.
- Der Schlüssel für R111 ist ID UT Wäre er nur ID, wäre die
Regel, daß keine zwei Tupel mit demselben Schlüssel exi-
stieren können, verletzt. Speichert man jedoch Daten von
Patientinnen ab, bei denen noch keine Nachuntersuchung
stattgefunden hat, verstößt man gegen eine zweite Regel,
daß nämlich kein Wert eines Schlüssels ››fehlend« sein darf
oder eine ››fehlende« Komponente haben darf, falls die
Relation eine Basisdatenstruktur ist. Es treten hier die
bekannten Anomalien auf, in diesem Fall eine Einfügeano-
malie.
- Eine Änderungsanomalie liegt beispielsweise dann vor,
wenn ADAT von Patientin 1 nur bei UT 300682 geändert
wird, aber nicht in allen andern betreffenden Tupeln.
- Diese Anomalien werden unmittelbar erklärt, wenn man
die Relation auf funktionale Abhängigkeiten der
Nichtschlüsselattribute in Bezug zum Schlüssel untersucht.
Die Relation R111 ist in der 1. Normalform. Wie man schnell
sieht, sind die Attribute der Nachuntersuchung von ID und
UT voll funktional abhängig. Betrachtet man jedoch die
Abhängigkeit der Attribute der Basisdaten vom gesamten
Schlüssel, so stellt man fest, daß die Attribute nur voll
funktional abhängig von ID sind, nicht jedoch vom Gesamt-
schlüssel ID UT. Die Relation kann also nicht in der 2.
Normalform sein.
Die Lösung mit Hilfe einer solchen universellen Relation
hat einige Nachteile, jedoch kaum Vorteile.
3.2 Zerlegung der universellen Relation in mehrere 3NF-Rela-
tionen
3. 2. 1 Zerlegungskriterien
Bei der Wahl einer geeigneten Zerlegung können verschie-
dene Ziele von Interesse sein, die man auf folgende Weise
einteilen kann (aus VIENEK et al. 1982, S. 79).
I. Semantische Kriterien
Normalisierung: Die Teilrelationenschemata sollen bestimmte
formale Bedingungen erfüllen, um Anomalien zu vermeiden,
die sonst bei der Speicherung, Löschung bzw. Änderung von
Tupeln auftreten können. Diese Probleme werden in der
Theorie der Normalformen behandelt.
II. Datenmanipulationskriterien
a) Die Relationenschemata sollen so strukturiert sein, daß
bestimmte ››Eingabeeinheiten« leicht zu behandeln sind.
Ist etwa bereits bekannt, daß gewisse Attributwerte stets
zusammen auftreten werden, so werden sie sinnvollerweise
in ein gemeinsames Teilrelationenschema einbezogen.
b) Die Relationenschemata sollen so strukturiert sein, daß
bestimmte Anfragen leicht durchzuführen sind.
c) Es sollen weitere Nebenbedingungen erfüllt werden, etwa
daß möglichst wenige Relationenschemata aufzustellen
sind, oder daß möglichst große Redundanzfreiheit erreicht
wird usw.
3.3 Realisierung der Zerlegungskriterien im konzeptuellen Mo-
dell
Wir wollen nun die universelle Relation zerlegen und zunächst
versuchen, die semantischen Kriterien zu erfüllen. Die Rela-
tion R11 wird in 3NF-Relationen zerlegt. Als erste Lösungs-
möglichkeit bietet sich an, aus der universellen Relation zwei
Teilrelationen zu bilden. Die erste Relation Rb besteht dem-
nach aus den Basisdaten (Bogen 1-9) sowie dem Sterbebogen,
die zweite Relation R1 aus den Nachuntersuchungsdaten
(Abb. 5).
R1, hat als Schlüssel I_D, für R1 ist ID UT als Schlüssel nötig.
- Wie man leicht erkennen kann, sind beide Relationen 3NF-
Relationen. Sämtliche Nichtschlüsselattribute sind voll
funktional abhängig von jedem Schlüsselkandidaten.
Außerdem ist kein Nichtschlüsselattribut transitiv abhängig
von einem Schlüsselkandidaten (DATE 1977).
- Die zu Beginn genannten Anomalien können somit nicht
mehr vorkommen. Es ist z. B. noch kein Tupel für die
Patientin mit ID=3 in der Relation R1 vorhanden. Man
kann das Aufnahmedatum von Patientin 1 ändern, ohne daß
die Daten inkonsistent werden. Die Kenntnis, daß alle
Relationen 3NF-Relationen sind, läßt sich insofern ausnut-
zen, als die Prüfung von Integritätsbedingungen wesentlich
vereinfacht wird; so darf ein Tupel beliebig entfernt werden,
oder es können alle Nichtschlüsselattribute eines Tupels
geändert werden, ohne daß sich das System oder der Benut-
zer um die anderen Objekte kümmern muß. I
- Ein weiterer Vorteil ist die Redundanzfreiheit der gespei-
cherten Daten.
- Fehlende Werte treten noch in beiden Relationen auf. Z. B.
ist die Therapie bei der Patientin mit ID=3 noch nicht
abgeschlossen, so daß in der Relation R1, an dieser Stelle
fehlende Werte auftreten. Bildet man dieses konzeptuelle
Modell auf das interne Modell ab und betrachtet den Spei-
cherbedarf, so kann man leicht erkennen, daß es aus dieser
Sicht nicht optimal ist.
- Man hat weiter die Bedingung IIa verletzt. Danach sollen
nur diejenigen Attributwerte, die stets zusammen auftreten,
in ein gemeinsames Teilrelationenschema einbezogen wer-
den. Diese Forderung ist jeweils nur für die Daten eines
Erhebungsbogens allein gewährleistet. Die Daten der The-
rapie etwa, stehen zumindest teilweise erst nach der Anam-
nese zur Verfügung.
Wir wollen nun versuchen, die Relationen weiter zu zerle-
gen, mit dem Ziel, geeignete Eingabeeinheiten zu finden. Die
Relation R1, wird in 10 Relationen untergliedert, entsprechend
der Anzahl der Erhebungsbögen (Abb. 6).
Die Relation R1 wird in ähnlicher Weise zerlegt. Man defi-
niert pro Nachuntersuchungstermin bzw. pro Postrezidivbe-
richt eine Relation (Abb. 7). , .
- Als Schlüssel genügt hier die Patientenidentifikationsnum-
mer LD bei allen Relationen.
- Die Eingabeeinheiten sind leicht zu behandeln, d. h. zusam-
mengehörende Attributwerte treten auch gemeinsam auf,
so daß jeweils das gesamte Tupel einer Relation mit Werten
besetzt werden kann.
- Es gibt keine fehlenden Werte mehr, die auf das Nichtvor-
handensein eines Erhebungsbogens zurückzuführen sind,
z. B. wenn die Therapie noch nicht abgeschlossen ist.
- Es ist die größtmögliche Redundanzfreiheit erreicht. Man
hat die maximal mögliche und gleichzeitig noch sinnvolle
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I Abb. 5. Zerlegung der universel-
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Modularisierung erreicht. Eine weitere Unterteilung der
Daten eines Erhebungsbogens bringt keinen weiteren Vor-
teil mehr. Kriterien für Optimalität sollten deshalb nicht
einfach ››Anzahlen von Relationen« sein; sie müssen sich
auf die Effizienz des gesamten Datenbankschemas unter
Berücksichtigung des Benutzerverhaltens beziehen.
Man sieht hier, wie einfach sich hierarchisch strukturierte
Daten als Relationen abspeichern lassen, und wir werden
sehen, wie einfach sich beliebige externe Modelle bilden
lassen.
3.4 Herstellung externer Modelle
Lassen sich wirklich aufgrund des formulierten konzeptuellen
Modells modularen Aufbaus sämtliche Anforderungen auf
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externer Ebene erreichen? Lassen sich die verschiedenen
externen Modelle alle aus dem konzeptuellen Modell abbil-
den? Für Retrievalzwecke, etwa eine Liste aller prämenopau-
salen Patientinnen mit einem Tumordurchmesser von 1 cm
und positivem Hormonrezeptorstatus, die der Therapie A
zugeteilt sind und 4 Nachsorgetermine hatten, möchte man
nicht mehr mit getrennten Relationen (R1,1, R1,2 . . _, R1,9, R11,
Rf2 . . . , Rflg, R11, R12 . . . , R111, Rt) arbeiten. Vlellllßhf
zieht man es vor, daß die gewünschten Daten für diesen
Zweck in der in Abschnitt 3.1 beschriebenen Relation R111
zusammengefaßt vorliegen. Die Abbildungsvorschriften, die
es ermöglichen, das konzeptuelle Modell in externe Modelle
zu überführen, sind die Relationenoperationen. Als externes
Modell erzeugt man nun die universelle Relation R111 (Vgl.
dazu auch Abb. 4).
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Abb. 7. Zerlegung der Relation R1
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R111: = R1,1 (ID <8> ID) R1,2 (ID <8>ID) Rb, . . . . . .
(ID <›1<>ID) Rb, (ID <8>ID) [R11UR12 U . .
UR119] (ID, UT <›†<>ID, UT) [R11 UR12 U . . . . . . .
_ . . . .U R111] (ID <›†<>ID) R1.
Somit hat man die Relation R111, die günstig ist für Abfra-
gen, nicht jedoch für Einfügen, Ändern und Löschen. Für die
letztgenannten Verarbeitungsformen verfügen wir über die
RCIHIIOIICII R131, R132 . . . , R139, Rfl . . . , Rflg, R11 . . . , R111,
R1.
Eine weitere universelle Relation erhält man, wenn man die
Daten nicht terminweise, sondern patientenweise anordnet.
Die Relation R112 läßt sich folgendermaßen beschreiben:
Ru2f=Rb1 Rbz . . . R139
(ID <8>ID) R11 (ID <›I<>ID) R12. . . (ID <»2>ID)
R119 (ID<›†<>ID) R11 (ID<8>ID) R12 _ . .
(ID <8> ID) R111 (ID <›†=> ID) R1.
- Der Vorteil dieser Relation ist, daß wie bei R111 sämtliche
Retrievalanforderungen auf einfache Weise zu erfüllen sind.
- Die Relation ist in der dritten Normalform, so daß keine
Anomalien auftreten können.
- Als Schlüssel genügt hier Q
- Nachteile sind vor allem, daß alle Attribute der Basisrelatio-
nen unterschiedliche Namen tragen müssen. Es ist also nicht
möglich, 2 Relationenschemata des Datenbankschemas
über derselben Attributmenge zu definieren. Diese Forde-
rung ist für die Durchführung des Verbundes unerläßlich.
- Wie die Relation R111 enthält die Relation R112 einen hohen
Anteil an fehlenden Werten, da die Zahl der Nachuntersu-
chungen zwischen 0 und 19 liegen kann und die Basisdaten
unvollständig sein können.
Ein weiteres Vorgehen für das Erzeugen geeigneter exter-
ner Modelle wäre das folgende: Für verschiedene Benutzer-
klassen werden verschiedene, für diese Klasse relevante,
externe Modelle spezifiziert, z. B. die Bereitstellung sämtli-
cher Pathologiedaten für die Anfrage eines Pathologen. Die
Relation R113 wäre demnach:
R113: = :R134 R135 Rbó.
Solche Modelle beziehen sich meistens auf eine relativ
kleine Untermenge verglichen mit einer universellen Relation.
Sie sind einfach zu handhaben, reichen aber dennoch aus.
Wie man sieht, lassen sich aus dem vorgeschlagenen kon-
zeptuellen Modell alle relevanten Modelle mit Hilfe der
Relationenalgebra erzeugen.
Damit läßt sich zeigen, daß das entwickelte konzeptuelle
Modell für die Anforderungen einer Studie - nämlich das
Abspeichern unabhängiger Erhebungsvorgänge (Erhebungs-
bögen), die Bildung erforderlicher externer Modelle - alle
möglichen Retrievalzwecke abdeckt. Definierte man die Rela-
tionen R111, R112, R113 . . . als externe Modelle, so hätte man
diese für Abfragen zur Verfügung, nicht jedoch zum Einfügen,
Ändern oder Löschen und hätte die Basisrelationen R1,1 . . _ ,
Rbg, Rfl . . . , Rfjg, R11 . . . , R111, Rt füf Vefafbel-
tungsformen zur Verfügung.
Wie wir gesehen haben, genügt bei den Basisrelationen
R1,1 . . . , R1 der Minimalschlüssel IQ als eindeutige Identifi-
kation der Tupel. Will man in der Praxis externe Modelle
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herstellen, so ist es wichtig, die Fehleranfälligkeit bei der
Verarbeitung der Daten so gering wie möglich zu halten.
Insbesondere muß man vermeiden, Tupel aus verschiedenen
Relationen mit unterschiedlichen Schlüsseln fälschlicherweise
zu verbinden.
Für die Durchführung eines Verbundes verwendet man
deshalb außer dem minimalen Schlüssel LD zusätzlich weitere
Attribute zum Abgleich der Tupel, etwa das Geburtsdatum
und die Kliniknummer. Wir wollen im folgenden die Menge
dieser Attribute mit Verbundattributmenge bezeichnen.
11,4; = Rb, (ID, KLINIK, GEBDAT <›†=>1D, KLINIK,
GEBDAT) 11,2.
Diese Redundanz ist nötig, da es möglich ist, daß z. B.
Patientennummern falsch eingegeben worden sind. Aufgrund
der Redundanz der Attribute für den Verbund entstehen so
bei falschen Schlüsselattributen zwei verschiedene Tupel,
wobei jeweils die entsprechenden Werte als fehlend auftreten.
Die Verdoppelung eines Tupels ist auffällig und kann abgefan-
gen und verbessert werden, während ein falscher Verbund
zweier Tupel in der Regel nicht bemerkt wird und zu falschen
Aussagen bei der Auswertung führen kann.
Bei der Datenhaltung, d. h. bei den Basisrelationen ist es
günstig, mit einem minimalen Schlüssel zu arbeiten. Für die
Erstellung externer Modelle über Verbund ist es aber sinnvoll,
zusätzlich zum Schlüsselattribut bzw. den Schlüsselattributen
weitere, Redundanz erzeugende Attribute zu verwenden, also
mit einer Verbundattributmenge zu arbeiten.
4. Konsequenzen
Sind fallorientierte Daten in Relationen gespeichert, so ist
neben der dritten Normalform vor allem wichtig, daß
bestimmte Eingabeeinheiten wie etwa Erhebungsbögen oder
Bildschirmformulare leicht zu behandeln sind.
Es ist in diesem Zusammenhang von großem Vorteil, eine
1:1-Abbildung von Erhebungsbögen bzw. Bildschirmformula-
ren oder ähnlichem auf Relationen vorzunehmen.
Dies ist jedoch nur dann sinnvoll, wenn die Erhebungsbö-
gen so konzipiert sind, daß unabhängige Erhebungsvorgänge -
zeitliche und örtliche Trennung der Datenerhebung - auch mit
verschiedenen Erhebungsbögen erfaßt werden. Ansonsten
würde diese 1:1-Umsetzung den in 3.2.1 erwähnten Modellie-
rungskriterien widersprechen.
Umgekehrt lassen sich anhand der Modellierungskriterien
Bedingungen für die Gestaltung von Erhebungsbögen, Bild-
schirmformularen etc. ableiten. ~
Die Merkmale in Erhebungsbögen entsprechen den Attri-
buten in Relationen, die ausgefüllten Bögen den einzelnen
Tupeln und der Erhebungsbögen selbst dem Schema einer
Relation. ›
Wollen wir eine konsistente Datenhaltung erreichen, so ist
es wichtig, schon bei der Datenerhebung die unter 3.2.1
erwähnten Kriterien zu beachten.
5. Schlußbemerkungen
Beim Entwurf dieses Datenhaltungskonzeptes sind nur- die
erwähnten Anomalien berücksichtigt, nicht aber semantische
Integritätsbedingungen für Relationen in der Datenbank und
im wesentlichen auch keine interrelationalen Anomalien.
Da es im Moment noch keine Statistischen Auswertungssy-
steme gibt, die auf dem relationalen Datenmodell basieren,
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wollen wir versuchen, dieses Speicherkonzept mit Hilfe eines
Statistischen Auswertungssystems zu realisieren, das als
››quasi«-relational betrachtet werden kann (BARR, 1978).
Die Realisierung der Forderung, die semantische Integrität
der Datenbank zu wesentlichen Teilen vom Datenbankmana-
gementsystem selbst zu kontrollieren und zu gewährleisten,
kann man hierbei nicht erwarten. Der Anwender muß eigene
Programme zur Überprüfung der semantischen Integrität der
Daten in der Datenbank entwickeln. _
Interrelationale Anomalien wie das Ändern des Schlüssels
eines Tupels in nur einer Relation und nicht in allen Relatio-
nen in denen ein Tupel mit demselben Schlüssel vorkommt,
kann man nur mit Hilfe der Verbundattributmenge bei der
Durchführung des Verbundes (vgl. 4.3) bemerken und ab-
fangen.
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Die Ernte von Versuchsparzellen
mit dem vollautomatischen Ein-Mann-Erntesystem*
C. F. Konzak, M. A. Davis und M. R. Wilson
Zusammenfassung
Um einer Person alleine zu ermöglichen, sowohl Parzellen
abzuernten als auch Daten zu sammeln, wurde ein pneumati-
sches Kornförderungssystem auf einem Mähdrescher für Ver-
suchsparzellen so montiert, daß dieses vom Fahrer leicht
erreicht werden kann. Haltevorrichtungen für die Probensäcke,
die elektronische Waage und das tragbare Datenerfassungsgerät
wurden konstruiert. Diese Vorrichtungen erleichtern die Parzel-
lenernte und Datenerfassung. Der Fahrer kann nun während
der Zeit, die für Reinigung des Mähdreschers zwischen den
Parzellen benötigt wird, auch die Probensäcke füllen, die Daten
aufnehmen, die Säcke zubinden und diese im leicht erreichba-
ren Tragkorb ablegen. Durch kleine Sichtfenster im unteren
Teil des auch als Sammelbehälters dienenden Windabscheiders
(Zyklons) kann der Fahrer sehen, ob Körner verspätet ankom-
men, und ist dadurch in der Lage, mechanische Vermischungen
zu vermeiden. Das System spart Zeit und Arbeitskraft und
erleichtert die Datenauswertung und Parzellenauswahl.
Summary
The pneumatic grain transport system available for a plot
research combine was relocated within easy reach of the driver
to permit the harvest of plots and data acquisition by one
person. Components were constructed for holding sample bags,
an electronic balance, and a portable electronic data terminal,
and new, systematic procedures were employed to permit effi-
cient plot harvest and entry. The time required for combine
cleanout between plots was used to bag samples, acquire data,
tie and transfer sample bags to a carrier bin conveniently
attached to the combine beside the driver. Small plastic observa-
tion windows placed in the base of the cyclone grain collector
aid in the prevention of interplot mechanical mixtures by the
combine operator. The system saves time and labor, facilitates
data summarization, and thereby early decision-making.
Das Ein-Mann-Erntesystem wurde am Parzellenmähdrescher
NURSERYMASTER (Anm. 2, 3) der Firma WINTERSTEI-
GER GmbH Ried/Österreich entwickelt. Es entstand zuerst
an dem 1980 verwendeten Mähdrescher SEEDMASTER
(Anm. 2, 3) durch den Einbau einer pneumatischen Anlage,
mit der die Probensäcke gefüllt und anschließend vom Fahrer
zur Ablage in einen Probenkorb abgelegt werden. Dieser
Probenkorb ist seitlich vom Fahrer am Mähdrescher befestigt.
Zur gleichen Zeit wurde unabhängig davon ein Datenerfas-
sungssystem entwickelt, um die Leistungsfähigkeit zu erhöhen
und Ubertragungsfehler zu vermeiden. Das System, welches
für die pneumatische Kornförderung am SEEDMASTER
(Anm. 2, 3) entwickelt wurde, ähnelt in vielen Details jenem
von PORTMAN und TREVEN, University of Western Australia,
Perth (1982 entwickelt). Unser neues vollautomatisches Ein-
Mann-Erntesystem arbeitet rationeller, denn durch die beson-
dere Konstruktion spezieller Zusatzausrüstungen, welche für
den Fahrer leicht erreichbar montiert sind, wurde der Arbeits-
ablauf wesentlich erleichtert. Die Reihenfolge der Arbeitsab-
läufe von der Absackung über die Datenerfassung bis zum
Transfer der Probensäckchen zum Probenkorb erfolgt konse-
quent von rechts nach links.
Die ersten Feldversuche mit diesem System wurden 1981
gemacht (KONZAK et al. 1982). Nach einem vorläufigen
Muster wurden am Mähdrescher NURSERYMASTER
(Anm. 2, 3) (Abb. 1) einige Änderungen vorgeschlagen.
Diese wurden in der Fabrik vorgenommen und umfaßten den
Einbau des pneumatischen Kornfördersystems mit einem
Zyklonbehälter neben dem Fahrer und einen zusätzlichen
Rahmen zur Aufnahme des Zyklons. Verschiedene andere,
den Arbeitsvorgang vereinfachende Bestandteile wurden von
den Autoren installiert. Somit können alle Arbeitsgänge wäh-
rend der Fahrt durchgeführt Werden. Später wurde der Inhalt
des Zyklonbehälters für Proben von 6 kg auf 7 kg Fassungs-
vermögen vergrößert. Plastik-Sichtfenster wurden im unteren
Abschnitt des Zyklons eingebaut, um den Inhalt desselben
beobachten und damit Vermischungen vermeiden zu können.
1982 wurde die Haltevorrichtung des Tragkorbes' dahinge-
hend verbessert, um diesen leichter und schneller auf- und
abmontieren zu können. Auch das Kornförderungssystem
wurde verbessert und die Handhabung des Entleerungsschie-
bers desselben durch den Einbau eines Federzuges erleichtert.
Das Füllen der Probensäcke wurde komfortabler durch den
Einbau einer Ablageplattform am Rahmen des Hydraulik-
Öltanks (Abb. 3). Luftdurchlässige Säckchen aus Polypropy-
len-Gewebe mit gestülptem Saum gestatteten eine leichtere
.MM
1) Wissenschaftlicher Bericht Nr. 6441. Forschungszentrum der Landwirtschaftlichen Fakul-
tät, Washington State University, Pullman, Washington, Projekte 1570, 1568 und 4029.
2) Nurserymaster and Seedmaster sind Markennamen der Firma Wintersteiger GmbH, A-
4910 Ried/Österreich, POB 204. K-TRON DP-1 ist ein Markenname der Firma K-Tron
Waagen AG, Industriestraße 6, CH-8618 Oetwil am See. DATA MYTE ist ein Markenname
der Firma Electro General Corp., Minnetonka, MN 55343. ROSE HILL ENG. M1 ist ein
Markenname der Firma Rose Hill Engineering, Nine Mile Falls, WA 99026.
3) Die Verwendung von Markennamen stellt keine Begünstigung durch die Washington State
University dar und bedeutet weder Unterstützung der genannten Produkte noch Kritik nicht
genannter ähnlicher Produkte.
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Abb. 1. Ansicht des Ein-Mann-Mähdreschers NURSERYMASTER (Anm. 2, 3) mit pneuma-
tischem Kornförderungssystem, Windabscheider (Zyklon) und Datenerfassungssystem. Links
vom Fahrer ist der Tragkorb für die Ablage der gefüllten Probensäcke erkennbar.
Abb. 2. Nahaufnahme des Absackungs- und Datenerfassungssystems. a) Plastiksichtfenster.
b) Schleusenschalter für den DurchÀuß des Getreides zum Probensäckchen. c) Sackklammer.
d) Luftdurchlässige Säcke aus Polypropylen-Gewebe. e) Nylonschnur zum Zubinden der
Säcke. f) Gelochter Anhänger. g) Codierte Etikette auf dem Anhänger. h) Sackhaltevorrich-
tung aus gebogenem Draht zum Aufhängen der Säcke in Erntereihenfolge. i) Ständer für den
Sackhalter. j) Elektronische Waage mit Ableseeinheit. k) Schwingungsdämpfende Plattform.
1) Tragbares elektronisches Datenerfassungsgerät. Kleinphoto rechts oben: Der Erntesack
wird mit einem chirurgischen Knoten sicher verschlossen.
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Abb. 3. Ansicht des unteren Abschnittes des
Zyklons mit Plastiksichtfenster, gefedertem
Entleerungsschieber und Sackklemme.
Abb. 4. Absackplattform an der Seite des
Mähdreschers mit Verbindungsrohr zum Zy-
klon-Sammelbehälter, zur Absackung größe-
rer Saatgutmengen.
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Anbringung am Sackhalter. Jeder Sack wurde mit einer
Nylonschnur zum Zubinden und einem gelochten Anhänger
versehen.
Zur Identifizierung der Parzellen wurden codierte Etiketten
auf die Anhänger der Säcke geklebt und die Säcke nach dem
Ernteplan geordnet. Der gelochte Anhänger dient gleichzeitig
dazu, um die Säcke auf einen ca. 3 mm starken, zum Sackhal-
ter gebogenen Draht in Erntereihenfolge aufreihen zu
können.
Gleich unterhalb des Zyklonbehälters, an einer festen Platt-
form, wurde eine elektronische Waage mit einer Tragfähigkeit
bis zu 15 kg angebracht. Zwei Typen, ››K-TRON DP-1«
(Anm. 2, 3) und »ROSE HILL ENG. M1« (Anm. 2, 3),
wurden als geeignet befunden. Als Plattform wurde eine
30 >< 30 cm große, 1 cm starke Eisenplatte mit Stoßdämpfern
versehen und am Deckel des Batteriekastens befestigt. Ein
tragbares elektronisches Datenerfassungsgerät (DATA
MYTE 1003, Anm. 2, 3) wurde daneben auf einem Gestell
montiert (Abb. 2). Das Datenerfassungsgerät und die Waage
wurden mittels der elektronischen Schnittstelle RS 232 ver-
bunden. Die Identifizierung der Parzellen wurde vor der Ernte
von einem Klein-Computer in das Datenerfassungsgerät ein-
gegeben. Auch Handeingabe ist möglich, um eventuell auftre-
tende Fehler korrigieren zu können. Während der für die
Reinigung des Mähdreschers zwischen den Parzellen benötig-
ten Wartezeit kann der Fahrer alle notwendigen Arbeitsab-
läufe, die zur Erstellung der Ertrags-Gewichtsdaten gebraucht
werden, verrichten. Das danach in Säckchen abgefüllte Ernte-
gut wird für weitere Verwendung in den Tragkorb abgelegt.
Dadurch ist es möglich, pro Tag mit nur einer Person gleich
viele Parzellen abzuernten wie bei der konventionellen Zwei-
Mann-Arbeit. Das komplette Datenerfassungssystem wurde
1982 an einem NURSERYMASTER (Anm. 2, 3) und zwei
SEEDMASTER (Anm. 2, 3) Mähdreschern getestet. Das
Ein-Mann-Erntesystem für die vorher genannten Mähdre-
scher wurde für das gesamte Sommerweizenprogramm von
ungefähr 20000 Parzellen im Jahr 1982 und 1983 eingesetzt.
Diese Versuche schlossen Parzellen sowohl in bewässerten
Gebieten als auch in solchen mit niedrigem oder mittlerem
Niederschlag ein. Die erhöhte Leistungsfähigkeit des neuen
Systems ermöglichte in beiden Jahren eine raschere Ernteein-
bringung.
Im Jahr 1982 wurde auch ein elektronisches Feuchtigkeits-
meßgerät in das System eingebaut. Die Feuchtigkeitsprobe
wurde während des Durchflusses vom Zyklonbehälter in den
Körnerauslauf bzw. Sack genommen. Die Eingabe der Feuch-
tigkeitsdaten in das Datenerfassungssystem erfolgte während
des Absackens. Ein Schleusenschalter ermöglichte danach
eine komplette Entleerung in die Säcke, bevor die Körner der
nächsten Parzelle in das System einlaufen. Vorläufige Feldver-
suche mit dem elektronischen Feuchtigkeitsmeßgerät waren in
Pullman erfolgreich, aber es wurden noch keine endgültigen
Resultate erzielt. Mehrere Feld- und Laborversuche sind noch
notwendig, um die gewünschte Genauigkeit zu erzielen und
Gebrauchsanleitungen für das Meßgerät entsprechend den
jeweiligen Erntebedingungen zu schaffen. Übermäßiger
Anteil von Spreu, ungedroschenen Körnern und Stengel-
bruchteilen können die Feuchtigkeitsmessungen beeinträchti-
gen. Die Kalibrierung für das Feuchtigkeitsmeßgerät soll 1984
abgeschlossen werden.
Das komplette System kann von jedem Mähdrescher-Fahrer
bedient werden. Es erspart nicht nur Arbeitszeit, sondern
verhindert auch weitgehend Fehler und Vermischungen zwi-
schen den Parzellen, da nur eine Person für die Kontrolle des
gesamten Ernteablaufes verantwortlich ist. Die Tätigkeit des
Fahrers wird nicht nur produktiver, sondern auch interessan-
ter und damit für ihn zufriedenstellender. Auch ohne Elektro-
nik ermöglicht das Ein-Mann-Erntesystem rationelleres
Arbeiten. Die so eingesparte Zeit kann für andere Arbeiten
nutzbringend verwendet werden.
Vom Hersteller des Mähdreschers können genaue Zeich-
nungen und Angaben über den Einbau der Zusatzgeräte für
die Ein-Mann-Bedienung angefordert werden. Mit diesen
Unterlagen können Interessenten die Adaptierung dann selbst
vornehmen.
Das gesamte Ein-Mann-Erntesystem für den NURSERY-
MASTER (Anm. 2, 3) ist nun kommerziell erhältlich. In
dieser Version wurde der Batteriekasten auf dem Mähdre-
scher verstärkt und die Vibrationsdämpfung für die Waage
verbessert. Außerdem wurde sowohl ein verbesserter Schieber
für die Entleerung des Zyklonbehälters entwickelt, als auch
eine Absackplattform an der Seite des Mähdreschers ange-
bracht, um die Behandlung bzw. Absackung größerer Saatgut-
mengen (10-40 kg) zu ermöglichen. Das Saatgut wird in dieser
Version mittels eines Rohres vom Zyklonbehälter zum Ernte-
sack auf der seitlich am Mähdrescher angebrachten Plattform
geleitet (Abb. 4).
Eine detaillierte, genaue Beschreibung des Systems und der
Bedienung desselben wurde veröffentlicht (KONZAK et al.
1983). Es steht auch ein Videoband auf PAL- bzw. NTSC-
System, hergestellt von KWSU Educational Television,
Washington State University, Pullman, WA 99164, USA, zur
Verfügung. Dieses eignet sich vorzüglich für Ausbildungs- und
Schulungszwecke in der PÀanzenzüchtung.
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Vorzeichen-Tests in mehrfaktoriellen Versuchsanlagen
E. Brunner und N. Neumann
Zusammenfassung
Zur Auswertung von Versuchen mit Meßwiederholung oder
von mehrfaktoriellen Versuchen werden Erweiterungen der
üblichen Vorzeichen-Statistik vorgeschlagen, falls die Versuchs-
ergebnisse mindestens eine ordinale Struktur haben. Dazu wer-
den Hypothesen formuliert, deren Beziehung zu bekannten
Hypothesen in den parametrischen Modellen für den Fall unter-
sucht wird, daß alle klassischen Annahmen erfüllt sind. Dabei
wird auch der Fall untersucht, daß gleiche Meßwerte (Bindun-
gen) vorliegen. Ein abschließendes Beispiel zeigt die Anwen-
dung der Methodik.
Summary
Generalizations of the usual sign statistic for repeated measure-
ment experiments and for several factor designs are proposed if
data have at least an ordinal structure. For this purpose there
are formulated hypotheses and their relation to the well known
parametric hypotheses is considered if all »classical« assump-
tions are met. There are also proposed hypotheses and statistics
for the case of ties. Finally the method is illustrated by a worked
example.
1. Einleitung
Fallen bei einem Versuch rein ordinale Daten an, so versagt
die übliche Auswertungsmethode der Varianzanalyse; vom
verbundenen Zweistichproben-Problem her ist jedoch
bekannt, daß in solchen Situationen auch die Aussage ››bes-
ser« oder ››schlechter« verwertbar ist. Solche Versuche kön-
nen bekanntlich mit dem Vorzeichen-Test ausgewertet wer-
den. Ein Grund für die Beliebtheit des Vorzeichen-Tests ist
wohl auch, daß er in ziemlich allgemeinen Modellen ange-
wandt werden kann, d. h. man verzichtet in diesen Modellen
nicht nur auf die Annahme einer Normalverteilung oder auf
die lineare Struktur, sondern man läßt sogar ordinale Daten
zu. Soll der Vorzeichen-Test jedoch zu sinnvollen und inter-
pretierbaren Aussagen führen, so muß er im Fall, daß alle
»klassischen Annahmen« erfüllt sind, bei hinreichend großem
Stichprobenumfang zu denselben Ergebnissen kommen wie
der t-Test für verbundene Stichproben. Zunächst wird dieser
bekannte Sachverhalt nochmals erläutert. Dann werden in
Versuchsanlagen mit mehrfachen Beobachtungen oder mit
mehreren Faktoren Parameter definiert, die zur Beschreibung
einer Hypothese nur die ordinale Struktur der Daten benöti-
gen. Es wird gezeigt, unter welchen Bedingungen diese Hypo-
thesen zu den bekannten Hypothesen des linearen Modells
äquivalent sind. Schließlich werden Testverfahren zum Testen
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dieser Hypothesen hergeleitet, die eine ähnliche Struktur wie
der bekannte Vorzeichen-Test besitzen. Ein Beispiel zeigt
dann abschließend die Anwendung der Methodik.
2. Parameter und Hypothesen
Die Modellannahmen sollen so allgemein wie möglich gehal-
ten Werden; daher wird nur angenommen, daß die Zufallsvek-
toren xi = (X,1,X,2)' unabhängig identisch verteilt seien nach
F*(x1, x2) - (Modell A). Will man Bindungen ausschließen, so
nimmt man zusätzlich P(X11 = X12) = 0 an; da dies in der
Praxis meist nicht erfüllt ist, muß auch der Fall
P(X11 = X12) > 0 betrachtet werden. Man definiert zunächst:
DEFINITION 2.1
9 = P(X11 < X12)
Damit kann man die Hypothese
H18 : ö = 1/2 gegen die Alternative
H18 : ö =l= 1/2
testen. Was dieser Parameter anschaulich bedeutet, soll
anhand der folgenden Grafik verdeutlicht werden:
Abb. 1. Höhenlinien der zweidimensionalen Verteilung von
(X11,X12). Der Parameter Ö bedeutet anschaulich den relativen Anteil
der Verteilung oberhalb der Diagonalen xl = x2.
x1<x2 ßxz
/'
,/
/
/// . X1>X2
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X1
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Die Hypothese H15 besagt also, daß die zweidimensionale
Verteilung keine Tendenz zur einen oder anderen Seite der
Diagonalen hat; man könnte daher H15 als ››Diagonal-Ten-
denz-Hypothese« bezeichnen.
Zunächst sollen nun die Beziehungen zwischen ô und den
Lokationsparametern in einem Lokationsmodell untersucht
werden. Dazu werden die Begriffe ››Lokationsparameter« und
››Lokationsmodell« definiert:
DEFINITION 2.2a
Ein Parameter μ = μ(F) heißt ››Lokationsparameter«, falls
μ[F(x-A)]=μ[F(x)] + A VA mit- 00 < A < 00 und VF
gilt.
DEFINITION 2.2 b
Das Modell
X11 = M1 1' 1111, Xiz = H2 1" *ln
heißt ››Lokationsmodell« (Modell L) ; 1111 und 1112 sind identisch
verteilte Zufallsvariable (nicht notwendig unabhängig).
Die untenstehende Grafik soll veranschaulichen, daß die
Annahme eines Lokationsmodells nicht genügt, um eine
Äquivalenz der Hypothesen H15 und H5 : μ1 = μ2 zu gewähr-
leisten.
Die Nichtäquivalenz der Hypothesen bedeutet in diesem
Falle, daß sich im Modell A nicht alle Alternativen zu H5
auÀösen lassen. Wenn man die Abhängigkeitsstruktur der 1111
jedoch linear zerlegen kann (additiver Blockeffekt), sind die
Hypothesen H5 und H15 äquivalent.
LEMMA 2.3
Vor.: X1 = (X11,X12)' u. i. v. ~ F*(x1,x2) und es gelte das
varianzanalytische Modell X11 = μj + B1+ E11- (Modell V)
mit B1 u. i. v. Zufallsvariable, E11 u. i. v. ~F(x), stetig;
Abb. 2. In beiden Abbildungen ist ö = P(X11 <X12) = 1/2. In der
linken Abbildung gilt μ1 = μ2, während in der rechten Abbildung
μ2 > μ1 ist. Als Lokationsparameter wurde hier der Erwartungswert
gewählt. (X11,X12) ~ F*(x1,x2) mit den Randverteilungen F1(x) und
F2(x), wobei F1(x) = F(x-μ1) gilt. Selbst bei Annahme eines Loka-
tionsmodells sind die beiden Hypothesen H15 und H5 nicht äquiva-
lent.
Beh.: H15 <=> H15.
Beweis:
9 = P(μ1 1'131 1 e11< M21"B11' E12) = P(μ1 _ H2 1' e11< 512)
H16; tt, = μ2±,~ es = P(e,1 < e1,) = 1I=(X)<11=(X) = 1/2 =>H%
Hiií Ö = %=> P(ll~1 _ M2 1' E11 < G12) = JFÜL2 _ ll~1)dF(X)
= Glliz _ M1) = 1/2~
Aus der Stetigkeit von F(x) folgt G(-xo) < G(0) = % < G(x5)
Vx5>0 und somit folgt, daß μ2-μ1 = 0 die einzige Lösung
von G(μ2 - μ1)= 1/2 ist; d. h. es gilt H5 - q. e. d.
3. Ein Schätzer für ô
Als nächstes soll ein Schätzer ön für ö angegeben werden. Man
kann Ö aus einer Stichprobe (X11,X12),...,(X„1,X„2) schätzen
durch
1 IlA 0 für u < 0 _ . .. _ôn - E š:1c(X12 - X11), c(u) - {1 für u è 0 Ist dıe Zahlfunktıon.
Anschaulich ist ön die relative Anzahl der positiven Differen-
zen X12 - X11 in der Stichprobe, woher bekanntlich der Name
››Vorzeichenstatistik<< kommt. Die Eigenschaften von ön sind
im folgenden Lemma zusammengestellt:
LEMMA 3.1
Vor.: (1) x1= (X11,X12)' seien u.i.v.
(2) Es gelte P(X11 = X12) = 0 (um Bindungen auszu-
schließen).
B611.: I) E(â„) 7 ö
II) v(\/H 6,) = ö(1 - ö)
III) lim ön = ô f. s.
Falls^ô(1 - Ö) > 0 ist, folgt weiter:
Iv) 6 (6„ - ö) / \/ö(1 - ö) T35-› N(0,1)
V) \/E (Sn _ /Vân(1 _ sn) -TF
Anmerkung: --› N(0,1) bedeutet daß die ZufallsvariableI1->- oo 7
asymptotisch standardnormalverteilt ist.
X22
X1<X2 x1-x2
v vQ9'0`
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Dies sind die bekannten Eigenschaften der Konsistenz,
Erwartungstreue und asymptotischen Normalität der Vorzei-
chenstatistik. Exakt ist nön binomialverteilt mit den Parame-
tern n und Ö. Damit läßt sich sofort ein finiter und ein
asymptotischer Test für H15 angeben:
H15 ablehnen, falls n öl, > B1_1,/2(n,1/2) bzw. < B„,2(n,1/2) oder
für n-› 00:
H15 ablehnen, falls \/H |2 ön - 1 | > <I›"1(1 - oi/2) oder auch
H15 ablehnen, falls 2% I arcsin \/I: - rt/4 | > ®`1(1 - ot/2)
Will man auf die Voraussetzung (2) in Lemma 3.1 verzichten
(d. h. Bindungen zulassen), so geht man folgendermaßen vor:
Es sei p1 = P(X11 < X12) und p2 = P(X12 < X11) und somit
P(X11 = X12) = 1 - p1 - p2. Man formuliert dann als Hypo-
these: H15: p1 = p2 oder p1 - p2 = 0.
Einen Schätzer p1 - p2 für p1 - p2 erhält man aus der Zähl-
funktion
0 für u < 0
c*(u) = 1/2 für u = 0 und es ergibt sich:
1 für u > 0
Verteilungen F]-k(x). Man kann nun eine gemittelte ››Diagonal-
Tendenz-Hypothese« formulieren:
H5: A = å Z P(X11k < X12k) = 1/2 gegen die Alternative
k=1
H11.: A =l= 1/2
Um Bindungen auszuschließen, fordert man
Z P(X11k = Xizk) = 0- 1
k=1
Die Hypothese H15 ist nur sinnvoll zu interpretieren, falls
man keine Wechselwirkungen zwischen den Gutachtern und
Behandlungen voraussetzt. Den genauen Sachverhalt im
Modell V klärt das folgende Lemma:
LEMMA 4.1
Vor.: Es liege das Modell vor:
Xijk = 'l' Ok 'i' + eijk
i = 1,...,n;j = 1,2; k= 1,...,m (fest)
μá Behandlungseffekt 1
Gutachtereffekt
n ôk
P1 _ P2 = %ZjC*(Xi2 _ X11) _ C*(Xi1 _ X12)] Z11' u. i. V. Zufallsvariable; man kann Z1j zerlegen:
' 11:
I1
2 1.= Hg C (Xi2_X11) _ 1
Ferner ist V(p1-›p'2) =%(p1+p2) unter H15. Bezei_chn'et
Z1j = B1+ W11, B1 zufälliger Blockeffekt
W11 zufällige Wechselwirkung
E1,-1, u. i. v. Zufallsvariable, Zij + Eijk ~ F(X), stetig
. (Fehlerterm).
. _ 1 m _ _man mit n* die Anzahl der Wertepaare mit =i= X12, so erhält μ Beh" A T _1ñkë1P(X11k < Xnk) _ 1/2 <:> μl _ 112'
man einen Schätzer Ö5 für'V(p1 - p2) unter H15: 1
ôå = 11*/nz, und es ergibt sich als Teststatistik, wenn man mit 1 B62,61%: „
A2: die Summe der Paare mit X~ - X- > 0 bezeichnet: ` 1 ( ) =>
12 11 ' P(X11k < Xızk) = P(H11' Ök 1' Z11 1' Erik < H2 1' Ök 1' Z12 1' Eizk)
U n v
Tn: @*(x,2-x11)-1 (n*/n2)'1/2
1 1
1 _= ñz 2 c*(X12 - X11) - 1 (n*/nz 1
` 1 2A¬,:= %A¶§ - n*/nj (n*/n2)` /2 =\/F -n† - lj
und es ergibt sich so für n¬ 00
4. Der Vorzeichentest bei wiederholter Beobachtung 1
Wird bei zwei verschiedenen Behandlungsmethoden das
Ergebnis von mehreren Gutachtern bewertet, so sind diese
Ergebnisse - auch wenn die Gutachter unabhängig voneinan-
der bewerten - trotzdem i. a. abhängig, da ja stets dieselbe
Situation beurteilt wird.
Es seien also von n unabhängigen Versuchen die Ergebnisse
zweier Behandlungen jeweils ››besser« bzw. ››schlechter« zu
bewerten; dies geschieht zur »genaueren Messung« jeweils
durch dieselben m Gutachter. Es soll hier nicht die Überein-
stimmung von Gutachterurteilen diskutiert werden; dazu sei
auf die Literatur verwiesen; z.B. LANDIS/KOCH. Es liegen
also die Vektoren x1k= (X11k,X12k)' als Beobachtungen vor.
Diese kann man zu den Vektoren y1 = (x11,...,x1,{,)' zusam-
menfassen; die y1 seien u. i. v. ~ F*(x11,...,x2m) mit den Rand-
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= P(l11 _ H2 1' Z111' Erik < Z12 1' Eızk)
j AUS H1 = H2 => P(X11k < Xızk) = P(Z11 1' Erik < Z12 1' Eizk
1 ~= = j`1=(X) dI=(X) =
) /2 in m
1 A 12 12
und es folgt weiter:
1 1
= 'l¿z P(X11k<X12k) :EZ / = /-
k=1 . k=1
/fë” K `
Aus A = 1/zfolgtz
1 1 m
5 = škë1P(X11k < Xızk)
V_* ZA: 1 F113 N 01 1 mn H* 11600) ( › =šZP`(l-11_μ21'Z111'E11k<Z121'E12k)
k=1
= P(μ1 _ M2 1' Z11 1' eıik < Z12 1' Eizk)
= lF(X- μ1+ M2) dF(X) = G011- 112) = 1/2-
Wie in Lemma» 2.-3 erwähnt, ist G(x) streng monoton in x = 0;
somit folgt aus G(0) = % => μ1 = μ2. q. e, d,
Zur Konstruktion eines Testverfahrens ist A konsistent zu
schätzen:
n .
A 1 A _ A21„ = -I-1 Z] A1„ mit A1„ = -
i=1 Q1-› wma
ÃXi2k _ Xilk) '
l-\
Wegen der Unabhängigkeit und gleichmäßigen Beschränkt-
heit folgt aus dem starken Gesetz der großen Zahlen bzw. aus
dem zentralen Grenzwertsatz -die Konsistenz, Erwartungs-
treue und asymptotische Normalität von
1/E (Ä, - A) / 0„ -5:;,›N(0,1)
mit oi = V(A1,m).
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unter H13 1 A=1/2 folgt ag = n1131wš2(A1„,- %)2
i=1
= um 12 A111- 111 (1. S.)
n -› 00 I1. 'i=1
und man erhält den asymptotisch verteilungsfreien Test:
nA„-2
åÄi2m_E
V i=1 , 4
Wenn Bindungen zugelassen werden sollen, verwendet man
wieder die Zählfunktion c*(u). Die Hypothese lautet dann:
H13___.›N(o,1).
I1 -› oo
N 1 m
Hltií A* = 'Ii P(X11k<X12k) _ P(X12k<X111<) = Ük=1
F111: A* ± 0
Ein konsistenter Schätzer für A* ist A11; = à Z A111,
_ A * 1 m i=1
mlt Arm = -ng 2 C*(Xi2k _ Xiik) _ C*(Xi1k _ Xizk)k=1
_ 2 §3 ._ '_ C (Xnk _ Xiik) _ 1m k 1
Unter H15 ist die Varianz von A112 :
A 1 „
VHÄAT1) = 5 VH0(Ai,m);
Il
diese wird eschätzt durch ô52=n`2ZA1*Ã„ und man erhältg ›
als Test: i=1
I1
H I1 Z(2Ai_mi) "'132211:... /\/2A1.í.- K „Ü,°„›N<<›.1›
1:1 1:1 \/Z(2At- mtr
i=1
dabei bezeichnet A"1` die Anzahl der ››+-Zeichen« (d. h.
X1111 < X1211) und mi* die Anzahl der ››nicht gebundenen Werte«
(d. h. X1111 =1= X1211) für alle Gutachter bei der i-ten Versuchsein-
heit.
5. Vorzeichentests in der Split-plot-Versuchsanlage
Das in Abschnitt 2 vorgestellte Modell L soll nun erweitert
werden: es wird angenommen, daß die Versuchseinheiten in
i= 1,...,a Gruppen zufällig aufgeteilt werden; jede Gruppe
wird einer Behandlungsstufe des Faktors A unterzogen. Der
feste Faktor B habe 2 Behandlungsstufen (etwa ››vorher« /
››nachher«), denen jede Versuchseinheit unterzogen wird. Es
liegt also das allgemeine Modell vor: x1k = (X11k,X12k)' u. i. v.
Zufallsvektoren ~F°1“(x1,x2), i= 1,...,a mit den Randvertei-
lungen F11(x) und F12(x). Nimmt man additive Effekte an, so
erhält man das folgende lineare Modell:
Xi1k=μ+ai+ß1+((1[3)i1'l'Bk(i)+Ei1k =1,...,21
j = 1,2
K = 1 , . . . ,H1
011 EinÀuß der Stufe i des Faktors A
[31 Einfluß der Stufe j des Faktors B
(ot[3)11 Wechselwirkung AB
Bk(1) u. i. v. Zufallsvariable (Blockeffekt), verschachtelt
unter dem Faktor A
E1111 1 u. i. v. Zufallsvariable ~F(x), stetig - Fehlerterm
Folgende Hypothesen können bei Vergleichen zwischen X1111
und X1211 untersucht werden:
l-1°..Hm»'m~ /\Hä(B) 1 ß1=ß2 und Hä(AB) _ aß)š=0.= 1
Für das allgemeine Modell lassen sich analoge Hypothesen
definieren:
1 a 1
H1ci(B) 3 _ ZP(Xi11 <Xi21) = _ und
a i=1 21 a .
I P(Xi11 < X121) __ â Z < X121) = l=1,. . ..,a
i=1
Es soll nun anhand eines Gegenbeispiels gezeigt werden,
daß für aè3 i. a. weder' H5(B) => H15(B) noch
H15(B) => H5(B) gilt. Anschließend wird in Lemma 5.1 für
a=2 die Äquivalenz von HI5(B) und bzw. Hl5(AB)
und H5(AB) bewiesen.
Gegenbeispiel (a = 3): 1
Sei F(x) = <I>(x) - Standardnormalverteilung. Nach Modellan-
nahme gilt: (ot[3)11 = - (ot[3)12 und [31 = - ß2. Damit folgt:
P(X11k < Xizk) = P(2ß1 1' 2(01l5)i1 1 Erik < Eizk)= .lF<›< - zu - 2<«ß›.1› dm)
= G(_ zßi _ 2(01l3)i1)~
Für die Normalverteilung gilt nun
G(x) = [<I>(y+x) d<I›(y) = P(x-Y 4 X) = <I›(X/1/2)
und somit folgt
P(Xi1k<Xi2k) = <I>[- -%- (2[31+2(oi[3)11)}
= 1 _q)(\/5 ßı 1' V5 ((1l3)i1)
Gelte nun H5(B) : [31 = [32 = 0, so folgt
1 3
š Z P(Xi11 < X121)
1 1
3= 1 - § jJ1<1›<v2<<›iß)„›.
Setze nun (91l5)11 = 4› (91l3)21 = (91l3)31 = _ 2
3
dann 151% §]1<I›(\/'2(aß)11) = 0.335; unter HIg(B)
i:
müßte sich hierfür ergeben; d. h. es gilt H5(B), aber nicht
H13(B).
Umgekehrt folgt aus H15(B) nicht H5(B). Setze dazu
(91l5)11 = 2-9Ö1Ö› (01l3)21 = ((1ß)31 = _ 1-4394, 131 = _ 132: 1
und man erhält:
3 3
'1' ZP(X111<Xi21) = 1 _ (Pl)/í(11'(01l3)i1)} _ 05;
3 i=1 3i=1
d.h. es gilt H5(B), aber nicht H5(B). Ähnliche Gegenbei-
spiele lassen sich für andere aš 3 oder andere F(x) konstru-
ieren. Eine Äquivalenz von H15(B) und H15(B) gilt nur für
a = 2, wie das folgende Lemma zeigt.
LEMMA 5.1
Vor.: (1) Es liege das oben beschriebene lineare Modell vor
mit a = 2 Stufen des festen Faktors A und b = 2
Stufen des festen Faktors B.
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(2) Es sei
' : [31 = [32 = 0 und
._.. „P41“ „B11“
/\H%(AB): M otß)š=0
(3) Es sei
Hg(B) 3 q = P(X111<X121) + P(X211< X221) = 1
und
H]â(AB) 3 W = P(X111<.X121) _ P(X211<X221) = 0~
(4) F(X) + 1 - F( -X) sei streng monoton für
- 00 < X < 00
(5) Es sei P(X,11 = Xi21) = 0 (d. h. Bindungen werden
ausgeschlossen).
13611.; 1) H%;(B) <=> H1g(B)
II) Hå(AB) <=> H13(AB)
Beweis:
Wegen der Nebenbedingung ßl + [32 = 0 gilt [31 = - [32 =: ß
und 3113102 (01ß)11 = (01ß)22 = "" (01ß)12 = _ (01ß)21 =3 Y~
Somit ist
P(X111< X121) = P(μ+01+ß+Y+B1(1)+e111 < l1'+(1_ß_Y+B1(1)
+5121)
= P(2ß '1' 2)/ + E111< E121)=§F(X-213-2y) dF(X) = G(-2ß-2y).
Ebenso folgt P(X211< X221) = G(-2ß + 2y).
zu 1) ~ =>~
Gelte nun H(If(B) : ß= 0, dann folgt:
P(X111 < X121) 1' P(X211 < X221) = G(_2ß_2Y) + G('"2ß+2Y)
= G(-2Y) + G(2v)
= 1 - G(2y) + G(2y) = 1
<1. 11., es g111H%(B).
fg f/
Gelte nun H]â(B), so ist
G(-2ß+2y) + G(-2ß-23/) = 1
G(-2ß+2y) = G(2ß+2y)
Aus der 4. Bedingung folgt die strenge Monotonie von G, und
damit erhält man:
-2[3+2y=2ß+2yä -2ß-2ß=> ß=0
d. h., es gilt Hå(B).
Analog folgt die Behauptung für II). q. e. d.
Es ist zu beachten, daß hier wesentlich Gebrauch gemacht
wurde von
1) der Additivität des Blockeffektes Bkü),
2) der speziellen Struktur des 2><2-Plans (nur drei Parameter:
<1, ß, Y), 1
3) nur zwei Summanden G(-2ß-2y) und G(-2ß+2y),
4) der Symmetrie G(x) = 1 - G(-X),
5) der strengen Monotonie von G; ist G nicht überall streng
monoton, so gilt die Aussage nur in dem Bereich, in dem G
streng monoton ist, d. h. nicht für alle [3 bzw. Y.
Der Test für H18(B) bzw. H1g(AB) wird in der üblichen
Weise konstruiert: man wählt konsistente Schätzer für die in
H18(B) bzw. H1â(AB) auftretenden Wahrscheinlichkeiten und
untersucht deren asymptotische Verteilung.
HD B : .01 2 „I 1 „Z A A
qn = '_ 2 C(X121<_X111<) '1' _ Z C(X221<_X211<) =3 q1,n1 '1' q2,n2
n11<=1 H2 1<=1
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Die c(X12k-Xllk) sind u.i.v. Bernoulli Variable mit Erwar-
tungswert qi = P(X,11 < X121) für i= 1,2; somit kann die »arc-
sin-Transformation<< angewandt werden, und man erhält:
2[arcsin\/ q1„,1 + arcsin\/q2„,2 - arcsin\/q1 + arcsin\/q2 1
111112\/ 11:? N101)
Unter H%(B) : ql + q2 = 1 erhält man aus dem Additionstheo-
rem für den arcsin:
arcsin\/¶ + arcsin \/E = arcsin(q1+q2') = 1%,
mit- n = min(n1,n2).
falls q1+q2 = 1 ist.
Als asymptotisch verteilungsfreien Test für H18(B) erhält man
schließlich 1
[ . 'A . . 11;] 111112 HI(1(B)2 arcs1n\/q1,„1 + arcs1n\/q2,n2 -í n]F12~?_:6›N(0,1)
H13(AB);
Hier ergibt sich völlig analog für W = q1 - q2 = O
_ ^ _ 2 1 / n n HD(AB)
2[arCs1n\ /q1,n1 - arcS1l1\/112,112 1 nl; iz n0__› oo › N(Ü,1)
mit n = min(n1,n2). 1
In beiden Fällen ist für ot é 10 % und n1,n2 è 15 die Appro-
ximation an die Normalverteilung sehr gut, wie Simulationen
ergaben. Falls Bindungen vorhanden sind, erhält man analog
zu den Überlegungen in Abschnitt 3:
1:/11(1(B)3 P11 "' P12 + P21 _ P22 = Ü 11111 P11 = P(X111< X121) und
N P12 = P(X121 < X111)
H](1(AB)3 (P11 "' P12) ` (P21 _ P22) = 0
Bezeichnet man mit nf die Anzahl der Wertepaare in der 1.
Stichprobe von A mit Xilk ± X,2k und mit n2“ analog die in der
2. Stufe von A, ferner mit A¬1` die Anzahl der Wertepaare in
der 1. Stufe von A mit X11k< X12k und mit A2 analog die in
der 2. Stichprobe, so erhält man als Statistiken für:
13118 (B):
. 'PID B\/ n1n2 [2 (n2A¶ + n1A¬2) - nlnä - n2n*f]/o* -I10:(ool> N(0,1)
mıšt 2 ~<1* = Z <n1+n2-n1›3[4A¬1<n1- A1) + n1<n1- 111)]
i=1
und ~
n = m1n(n1,n2).
1:12(AB): ~D
H ABV n1n2 [2 (n2A¬f - n1A2) - (n2n¶“ - n1n2“]/ô* :I0-(_-El N(0,1)
mit 2
n und ô* wie oben.
6. Beispiel
Zwei unterschiedliche Techniken der Schilddrüsenzsintigra-
phie sollen verglichen werden. Dazu stehen von 43 Patienten
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Bilder zur Verfügung, die jeweils nach beiden Techniken
hergestellt sind. Vor der Auswertung wurde auf Grund einer
Skala eine ››Detailerkennbarkeit<< definiert (Sichtbarkeit von
Bezirken vermehrter oder verminderter Anreicherung - sog.
››heiße« oder ››kalte« Bezirke). Anhand dieser Skala wurde
entschieden, ob das Verfahren II besser war als das Verfahren
I bzw. schlechter oder gleich. Um individuelle Bevorzugungen
oder Fähigkeiten weitgehend auszuschließen, wurden alle Bil-
der von 7 verschiedenen Ärzten beurteilt.
Hier erscheint das Modell mit wiederholter Beobachtung
und Bindungen passend zu sein (Abschnitt 4).
H18:A* =0gegenH1f:A* =l=0
Statistik:
Z (2A¬i`-mäß)
1:1 m1rn=43,04m>;é7,m=7.
\ / Z (2111 - m1)2
Daten:
(siehe Tabelle rechts oben)
ı-1 §-J
Man erhält mit
64
V 488
die Entscheidung, daß das Verfahren II besser beurteilt wurde
als das Verfahren I.
= 2.397 > 2.576 = <1›~1(0.995).
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Konstruktion der Achsen einer Korrelationsellipse
bei freigewählten, unterschiedlichen Längen der Maßeinheiten
der X- und der Y-Variablen
J. Sváb
Zusammenfassung
Bei der Konstruktion der großen und kleinen Achse einer
Korrelationsellipse müssen die Maßeinheiten der zwei Varia-
blen auf den zwei Achsen die gleiche Längeneinheit haben.
Diese Beschränkung erschwert zumeist die Konstruktion der
zwei Achsen. Es wird ein Y-Faktor eingeführt, wodurch zur
Konstruktion der großen und kleinen Achse die Längeneinhei-
ten der Maßeinheiten frei gewählt werden können.
Summary
Constructing the major and minor axis of a correlation ellipse
the unit of measure of the two variables on the two axes of the
coordinate system have to be of the same length. In most cases
this restriction raises difficulties with the construction of the two
axes. By introducing a factor V, arbitrary lengths of the units of
measure may be chosen for the construction of the two axes.
Das Problem
Die Korrelationsellipse, zumeist als zweidimensionale Tole-
ranzgrenze gebraucht, ist ein wichtiges Hilfsmittel für die
Erkennung von Ausreißern, Korrelationsbrechern, Unter-
gruppen usw. Das gleiche gilt für mehrdimensionale Korrela-
tionsellipsen, vgl. u. a. BACH und THÖNI, 1981. Oft ist aber
die Frage nur darauf gerichtet, wie in einer Punktwolke anstatt
der möglichen zwei Regressionsgeraden eine einzige mittlere
Gerade zu finden ist, die zu beiden Variablen symmetrisch ist.
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Die Konstruktion einer solchen Geraden wurde unlängst
von RØEGGEN 1976 und 1979 vorgeschlagen. Geeigneter und
in die allgemeine Methodik besser einpassend scheint jedoch
die große Achse der Korrelationsellipse zu sein.
Die Konstruktion einer Korrelationsellipse ist nach den
Formeln der DOKUMENTA GEIGY 1975, p: 183-184, ziemlich
leicht, allenfalls leichter als nach HEALY 1972. Nach den
bekannten Formeln können die zwei Achsen nur dann kon-
struiert werden, wenn die Maßeinheiten der zwei Variablen
die gleiche Längeneinheit auf den Koordinatenachsen haben.
Eine solche Beschränkung führt aber meistens zu unübersicht-
lichen, unproportionalen Abbildungen.
In dieser Arbeit soll eine Lösung vorgeschlagen werden,
nach der die zwei Achsen der Korrelationsellipse bei beliebi-
ger Einteilung der Koordinatenachsen konstruiert werden
können. 3
Die Korrelationsellipse
Zur Konstruktion der Korrelationsellipse werden 6 Parameter
herangezogen. Mit den üblichen Bezeichnungen sind es: n, X,
Y, sx, sy und der Korrelationskoeffizient r. Die Punkte der
Toleranzellipse ergeben sich nach der Formel der DOKU-
MENTA GEIGY
Y = Y + bYX(X - X) ± v V112X - (X - X)2, (1)
wobei 1
sv=šš\/1-rz (2)
= (yo
mit
kp% _ \/2 Fpš, 3112+ 1) (11 Ä 1) (4)
ist. FP«/0 ist aus der F-Tabelle zu entnehmen. In den Formeln
(1) bis (3) sind X und Y vertauschbar. hX ist die halbe Länge,
hy die halbe Höhe des umschreibenden Rechtecks der Tole-
ranzellipse. Die vier Berührungspunkte der Ellipse mit dem
Rechteck sind diejenigen vier Punkte, Wo die zwei Regres-
sionsgeraden mit bYX, bzw. bXY die Ellipse schneiden (siehe
Abb. 1).
Die Ellipse hat vier ausgezeichnete Achsen (siehe SCHNEI-
DER, 1981 und Abb. 2) mit folgenden Steigungsmaßen:
1. die Regressionsgerade mit bYX;
2. die Regressionsgerade mit bxy;
3. die standardisierte Hauptkomponente mit bl = Sl
4. die große Achse (Hauptkomponente) mit SX
b0=A+V1+A2
und
A - ~_S2Y_ S21“ 6
_ 21' SXSY ( )
Die Konstruktion der Achsen der Ellipse mit den ersten drei
Steigungsmaßen ist eindeutig. Die von uns gesuchte Gerade
hat aber das Steigungsmaß gemäß Formel (5), welches nur in
einem Koordinatensystem gültig ist, wo die Einheiten der X-
und der Y-Variablen die gleiche Länge haben.
Konstruktion der großen und der kleinen Achse
Haben die Einheiten der zwei Variablen nicht die gleiche
Länge, wie es meistens der Fall ist, dann wird ein Faktor Y
eingeführt. Es ist
-111Y_iY (7)
mit
_ _ Einheit der X-Variable 8
IX Längeneinheit (z. B. 1 cm) ( )
_ _ Einheit der Y-Variable 9
IY Längeneinheit (wie vorher) ( )
/Z
K
Y ,;<›+
1 Ã \( 131
Z `\
~\
/Ø*¬l~' 7,
-\›`Ü`l"`
\
\
._..›`..____.
\
\ /
\ ,ff
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/ - /† -Y
// /X/1 ,/ hy
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Abb. 1. Die vier Berüh-
rungspunkte der Korre-
lationsellipse mit dem
X umschreibenden Recht-
_ eck.
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Abb. 2. Die vier Sym- “ l
metrieachsen. 1 2 `\
_ Y Y §0** I //@+
aa-`Ü`l"L +,..-`\\(, 1 //,.- \/ , )
// // /// /I/ / // //
/ 1// / //
. Z/ Z
X X
3 1.
Y  Y
3 h›< _ _ 6
»<_ _ hy / // XY / Y / ///
/ / /
/ / /
9)/ I / \____ , / 1'11.
X X
Mit Hilfe des Faktors y erhält man statt bo mit
1 B = 2 2 2 isb,=_Y_(A,+\/1+A,2) (10) Y SX +151” 1 )Die Formeln (10)-(18) unterscheiden sich also von den
mit üblichen Formeln (DOKUMENTA GEIGY, 1975) nur darin, daß
2 2 2 2 sie den Faktor Y enthalten.
A__YSY-'SX YSQY*'SQX (11)
Y 2y r SX sy 2 y SP
Daraus ergibt sich die Gleichung der großen Achse als
Ein Beispiel
Y = Y + bY(X _- X) (12) Die X-Variable bedeutet_Humus-°/6_, die Y-Variable die
_ _ _ Bodenbindigkeit; n = 43, X = 2,58, Y = 43,6, sX = 0,7174,
Der Stelgungswmkel der großen Achse Ist sy = 9,993, r = 0,6559. Aus diesen Parametern ergibt sich für
tgq) = ybv (13) die Konstruktion der Toleranzellipse für P = 10 °/6 folgende
Gleichung:
1 Y = 43,6 + 9,136(x - 2,58)
tgw _ 60°) = _ Tgš  (14) ± 10,51s\/1,622 - (X - 2,5s)2
und der kleinen Achse
m`t
Die Koordinaten der zwei Enden der großen Achse sind 1 2 2 44 43 1 43 1. + --
X = X ± 't1COSCp ~ (15) k10°/6 _ \/ ,43 S 2 ) ` 43 = ± 2›2617
1
Y = Y ± tysincp und
und die der kleinen Achse 11X = 0›7174 (± 22617) = ± 1›62 `
X = X ± tzsimp Die Steigungsmaße der ersten drei Symmetrieachsen sind
_ 1 bYX = TSX/SY =
Y = Y ± T t2coscp bxy = rsy/sX = 0,04709
bl = sy/SX = 13,93
Wobei t1 die Halblänge der großen Achse und t2 die Halblänge Die Errechnung von by' Die Einteilung der Koordinatenach-der kleinen Achse ıst, in der Maßeinheit der X-Variablen. Sen wurde so erwähltj daß 1 Cm auf der X_AChSe = 072
D b _ _ d Humus-°/6, 1 cm auf der Y-Achse = 5,0 Bindigkeitsgrad des
a el Sm Bodens bedeutet. Daher ist
t1,t2 = kpÀ/0 BY ± \/BZY _ (2YSXSY)2 _' T2) IX = 0,2 und IY = 5,0
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Abb. 3. Toleranzellipse
aus den Beispielswer-
te it d ß dn, m er gro en un
der kleinen Achse, a P =
10 / b 1s Streuun =
__1_
br
0 ofs i is 2 25 å 35 4 415
Humus°/6
WOI`8.LlS
0,2
Y = 'Sw - 0,04
folgt. Dann ergibt sich
1 0,042 - 9,9932 - 0,71742
A* 2-0,04-0,6559-0,71749,993 ` 029434
und
16, = W [-0,9434 + \/1 + (-0,9434)2] = 10,784
und damit die Gleichung der großen Achse
Y = Y + 10,784(X - X).
Die Tangentenrichtung der großen Achse ist
tgcp = 0,04 - 10,784 = 0,43414,
mit
cp = 23,33°.
Die Tangentenrichtung der kleinen Achse ist
O O 11g(23,33 - 90,0 ) - 0 43414 _ -2,3034
Die Halblängen der großen und der kleinen Achse sind aus
Formel (17)
1, = 1,745 1111612 = 0,6341
dabei ist
B, = 0,71742 + 0,042 - 9,9932 = 0,6744
Die Koordinaten der Endpunkte der großen Achse sind aus
Formel (15)
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X = 2,58 ± 1,745 cos 23,33° = 0,98 und 4,18
Y = 43,6 ± Üå- 1,745 sin 23,33° = 26,3 und 60,9
Die Endpunkte der kleinen Achse ergeben sich aus Formel
(16) als
X = 2,33 und 2,83
Y = 58,2 und 29,0
Die Toleranzellipse unseres Beispiels mit der großen und der
kleinen Achse ist in Abb. 3 dargestellt.
Für Konsultationen über mathematische Teilfragen dieses
Themas möchte ich Herrn Sándor Józsa, Diplommathemati-
ker, Agraruniversität, Keszthely, auch an dieser Stelle bestens
danken.
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Die Berechnung von ausgewählten ››Eckpunkten<<  
einer Konfidenz- bzw. Toleranz-Ellipse und deren Tangenten
H. Thöni
Zusammenfassung
Die graphische Darstellung einer zweidimensionalen Konfi-
denz- bzw. Toleranzellipse wird erleichtert, wenn man die
Endpunkte der Hauptachsen und das umschriebene Tangenten-
rechteck kennt. Durch Berechnen von vier zusätzlichen Punkte-
paaren und deren Tangenten entsteht ein Tangenten-Zwölfeck,
in welches man die Ellipse beinahe »frei von Hand« einzeich-
nen kann.
Die Koordinaten dieser Punkte und die Richtungen der Tan-
genten lassen sich unter Berücksichtigung der Maßstabfaktoren
für Abszisse und Ordinate aus den Parametern der Konfidenz-
bzw. Toleranzbereiche auf einfache Art berechnen.
Summary
Drawing a two-dimensional confidence or tolerance ellipse is
greatly facilitated, if one knows the coordinates of the endpoints
of the axes and the circumscribed rectangle. Adding four pairs
ofpoints of the ellipse and their tangents yields a circumscribed
dodecagon, which allows to draw the ellipse almost free-hand.
The coordinates of these points and the directions of their
tangents are easily computed from the parameters of the confi-
dence or tolerance regions, respectively.
1. Einleitung 1
Der (1-y)-Toleranzbereich einer zweidimensional normalver-
teilten Zufallsvariablen und (1-ot)-Konfidenzbereiche für
(approximativ) normalverteilte Schätzer (Kleinste-Quadrate-
und Maximum-likelihood-Schätzer) von zweidimensionalen
Parametervektoren lassen sich allgemein durch die folgende
quadratische Form darstellen:
s s `1 y1-0(11-91.11-91›(,§,;§) (y,_.,;) -C < 9 <1)
Darin bedeuten (01, 02) der (bekannte oder geschätzte)
Vektor der Erwartungswerte und sn, s12, s22 die (bekannten
oder geschätzten) Elemente der Kovarianzmatrix der Zufalls-
variablen y1, y2, deren Toleranzbereich durch (1) dargestellt
wird, bzw. (y1, y2) die (Kleinste Quadrate- oder Maximum-
likelihood-)-Schätzer des Parametervektors (01, 02), zu dem
ein Konfidenzbereich berechnet werden soll, und c eine pas-
send zu wählende Konstante.
Die durch (1) beschriebenen Toleranz- bzw. Konfidenzbe-
reiche werden begrenzt durch eine Ellipse, deren Graphen
man als Lösung der Gleichung (1) erhält wenn das S durch =
ersetzt wird. 2
Will man diese Ellipse zeichnen, so genügt es, die durch
Umformen aus der Gleichung (1) resultierende quadratische
Gleichung
(Y1-Ü1)2S22'-2(Y1-91)(Y2-92)512 + (Y2-92)2S11-C(S11S22-S12) = 0
, (2)
nach einer der beiden Variablen aufzulösen und die Funk-
tionswerte als Funktion der anderen Variablen auszurechnen.
Eine explizite Lösung hierzu findet sich in dem vorangehen-
den Artikel SVAB (1984).
Einfacher ist es oft, die Ellipse anhand ihrer Hauptachsen
mit Hilfe eines Ellipsographen (Ellipsenzirkels) oder mit Hilfe
des umschriebenen Rechtecks mittels Krümmungskreisen in
den Scheiteln und Kurvenlineal zu zeichnen. Dazu benötigt
man die Richtung der Hauptachsen des Graphen der Ellipse
nach (1) bzw. (2), und deren Längen. Hierzu ist es hilfreich,
einige zusätzliche Ellipsenpunkte und die Tangenten in diesen
Punkten zu kennen. Die Konstruktion wird wesentlich verein-
facht, wenn man durch das Zentrum der Ellipse - welches mit
den Koordinaten des Erwartungsvektors (01, 02) bzw. des
Vektors der Schätzwerte (y1, y2) zusammenfällt - ein Hilfs-
koordinatennetz X1, X2 legt. Bezogen auf dieses Koordinaten-
system lassen sich sodann die Endpunkte der großen und
kleinen Halbachsen, die Schnittpunkte der Ellipse mit den
Koordinatenachsen, der höchste und tiefste sowie die äußer-
sten linken und rechten Punkte leicht berechnen. Ebenso
erhält man auf einfache Weise die Schnittpunkte der Tangen-
ten durch diese Punkte mit den Koordinatenachsen. Auf diese
Weise erhält man ein der Ellipse umschriebenes Tangenten-
Zwölfeck, in welches man die Ellipse meist fast ››von Hand«
einzeichnen kann (HEALY, 1972).
Bei der Berechnung dieser Koordinaten sind die Maßstab-
faktoren a1 bzw. a2 zu berücksichtigen, welche angeben, wie
lange eine Einheit der Variablen Yi auf der zugehörigen Xi-
Achse gewählt wird.
2. Berechnung von zwölf Punkten der Ellipse und ihrer
Tangenten
Zur Darstellung der Ellipse wählen wir für die Ordinate die
Transformation
X1 = 211 (Y1-91) (33)
und für die Abszisse entsprechend
X2 = 32 (Y2-92) (311)
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Die Varianzen und Kovarianzen der Variablen X1 und x2 im
transformierten Maßstab lauten sodann
_ 2 _ _ 2V11 _ 315111 V12 _ 31325121 V22 _ 32522 (39)
und der Korrelationskoeffizient
Q = 512/ V 511522 = V12/ VV11V22 (391)
Die Winkel zwischen der großen bzw. kleinen Halbachse der
Ellipse und der X2-Achse erhält man über die Eigenvektoren
der Matrix (§11 §12) oder explizit aus der Gleichung
12 22
tan a (V11-V22) ± \/(V11-V22)2 1' 4 V12 (4)
ZV12
Das Pluszeichen im Zähler liefert immer den Tangens des
Winkels der großen, das Minuszeichen denjenigen der kleinen
Halbachse (für die große Halbachse gilt immer 0° < 0t1 < 90°
falls Q > 0 und 0° > 011 > -90° falls Q < Ol).
Zur Berechnung der Länge der Halbachsen benötigen wir
die Eigenwerte der transformierten Kovarianzmatrix
1 _
11,2 = _2“(V11 + V22 ± \/(V11-V22)2 + 4 V12) (5)
Daraus erhalten wir unmittelbar für die Länge der
großen Halbachse \/c 11 (6a)
und der kleinen Halbachse '\/c l2 (6b)
Die Koordinaten der Endpunkte der Halbachsen berechnen
sich sodann für die große Halbachse zu
X1 = (5111 C11) (73)
X2 = (995 011)
und für die kleine Halbachse zu
X1 = (995 011) (713)
X2 = (-Sin 91) (\/T2)
Die Tangenten durch diese Punkte schneiden die X1- und
X2-Achse in den folgenden Punkten: durch den Endpunkt der
großen Achse in den
_ VC11-X1 _ Hm X1 = 0
Punkten und (7c)
V C 11
X2=0 X2: cos 011
und durch den Endpunkt der kleinen Achse in den
V C 12X1=?_ ›11=0
COS al
Punkten und (7d)
_ _ V C 12
X2 _ 0 X2 _ -sin 011
Die Koordinaten der Eckpunkte des umschriebenen Recht-
eckes lauten
X1 = (5111 011) + (995011) (79)
X2 = (COS 011) (\/C_11) _ (Sinai) (\/C_12)
und .
X1 = (5111 911) “ (995 011) (71)
X2 = (COS 011) (\/Ã) + (Sin 911) (1/CT)
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Der Schnittpunkt der Ellipse mit der X1-Achse hat die
Koordinate
X1 = V V11 9 (1-Q2) (83)
und die Tangente durch diesen Punkt schneidet die X2-Achse
im Punkt
X2 = šl V V22 9 (1"@2) (81))
Für den Schnittpunkt mit der X2-Achse erhalten wir
X2 = 'VV22 9 (1-Q2) (50)
Für die Tangente durch diesen Punkt schneidet die X2-Achse
im Punkt
X1 = _T1V V11 9 (1_@2) (gd)
Schließlich haben wir für den höchsten Punkt der Ellipse
(mit horizontaler Tangente) die Koordinaten
x1 = \/v11 c (9a)
X2 = Q VV22 9 . (919)
und für den äußersten rechten Punkt (mit senkrechter
Tangente)
X1 = Q VV11 C (99)
X2 = V V22 C
Zu allen Punkten (X1, X2) nach (7a) bis (9d) gehört jeweils
ein symmetrisch liegender Punkt mit den Koordinaten
(_X1› _X2)'
Sofern erwünscht, können diese Koordinaten wieder
zurücktransformiert werden in den Maßstab der ursprüngli-
chen Variablen y1, y2 nach dem Ansatz
Y1=91+š)'2=92+šš (10)
3. Die Koeffizienten der Ellipsengleichung
Für die Darstellung eines (1-y)-Toleranzbereiches einer zwei-
dimensional-normalverteilten Zufallsvariablen benötigt man
die Parameter dieser Verteilung, die wie folgt in die Rechnung
eingehen:
das Zentrum der Ellipse hat die Koordinaten
(911 92) = (l~11› 112) (11)
und die Kovarianzmatrix besteht aus den Elementen 011, 012,
U22.
Für die Konstante setzt man den Y-Quantilpunkt der X2-
Verteilung mit 2 Freiheitsgraden
c = )(š;2 (12)
Werden die Parameter aus einer Stichprobe vom Umfang n
geschätzt, so tritt an die Stelle des Mittelwertvektors der
Vektor der Stichprobenmittelwerte, an die Stelle der Varian-
zen und Kovarianz die empirischen Stichprobenvarianzen und
-Kovarianzen mit n-1 Freiheitsgraden.
1 n _ _ . _
Z- B- 512 = W 2 (Y11_ Y1) (V21- Y2)
i = 1
und für die Konstante c setzen wir
DCS [\.)›-1
Il 1 _
C = †:_ †' 2 F'y;2,n-2
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Dieser Bereich schließt den Anteil 1-y der Grundgesamt-
heit im Mittel ein (Toleranzbereich mit 1-y-Erwartung, Vgl.
KRES, 1975).
Für den (1~ot)~Konfidenzbereich für den Mittelwertvektor
(μl, μg) erhalten wir als Zentrum der Ellipse den Vektor der
Stichprobenmittelwerte (§11, §12), für die Varianzen setzen wir
entsprechend wie vorhin die empirischen Stichprobenvarian-
zen sn, S12, sn und für die Konstante c erhalten wir
C = -11-1- åëš 2 Foı;2,n-2
(vgı. Z. B. MoRRısoN, 1976, s. 132).
Das Zentrum des Konfidenzbereiches für einen mittels
Maximum-likelihood geschätzten Parametervektor liegt an
der Stelle der Maximum-likelihood-Schätzwerte (01, 02). Die
Varianzen und Kovarianzen erhält man als Elemente der
invertierten Informationsmatrix
ô2logL ô2logL -1
S11 S12 E Ö 02 E Ö 0 Ö 0= 1 1 2
(S12 S22) (15)az 1 L 62 LE og E log
` a el a ez _ a eg
Für C sem man C = Xå;2. KEMPTHORNE, 1973, s. 172,
KENDALL and STUART, 1979).
Um den Konfidenzbereich für die Regressionskoeffizienten
[30, ßl eines einfachen linearen Regressionsmodells zu berech-
nen, setzt man an die Stelle der Kovarianzmatrix die Elemente
der invertierten Koeffizientenmatrix der Normalgleichungen
1 >12 -X 1 16SH- H *ze-›1›2›S12= =ër›?-*›-Erl)
und für die Konstante
C = 2 33„ F,„2,„_2 (17)
(DRAPER and SMITH, 1981, S. 94).
4. Beispiele
(1) Zu dem von SVÄB (1984) mitgeteilten Beispiel erhalten wir
die nachfolgenden Punkte und Tangenten der Toleranzellipse:
Das Zentrum liegt bei §11 = 43,6 [Bodenbindigkeit]
§2 = 2,58 [Humus °/0]
Die Varianzen und die Kovarianz betragen
sn = 99,86, sl; = 4,702, S22 = 0,5146
und für die Konstante des 0,90-Toleranzbereiches setzen wir
nach (13) (Vgl. KRES, 1975, S. 252)
44 - 42 - 2
C _= _ F01; 2,42 _
Die Abbildungsfaktoren a1 und az wählen wir gleich wie
SVÄB zu
a1 = 0,2 cm/[Einheit Bodenbindigkeit]
az = 5 cm/[Humus °/0]
und erhalten gemäß (3c)
V11 = V12 = 4,702, V22 =
Daraus erhalten wir nun nach (4) für den Tangens der
Neigungswinkel der großen und kleinen Achse
tan 011 = 0,431368, tan 012 = -2,318208 (4)
und oı1 = 23,33°. `
Die Längen der Halbachsen betragen 8,72 cm und 3,16 cm
(6)
und die Endpunkte der großen und kleinen Achsen im XLX2-
Koordinatensystem:
:â í kleine Achse: :_ (7a,b)
Die Tangenten in diesen Punkten schneiden die Koordina-
tenachsen X1, X2 in den Punkten (7c,d) mit den Koordinaten
X1 = X1 = 0 X1 = X1 = 0
X2= 0 ° X2=9,s0““d X2=0 > X2-=-8,00
große Achse:
Die Eckpunkte des umschriebenen Rechtecks haben die
Koordinaten
X1 = 1 -_-'X 0,55
X2 = 6,75 “nd X2 = 9,27 (764)
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/Ã5 // \W
// - //T D/
Z _
Z/K
Z/ _
/
71 no ~ ~
30~
_, \
d`gke`t
N) (D
Q'\
\\ \
odenb`n
'S
,/eí
/4*“\\\\~
\\
1\^
_\~\\\
\1 \\
\\ \`§-°¬ \\\
\\_ \:§\\
lešf/ IZQC
. Z
ß _ //
// ¬5j3/
B o
Abb. 1. Konstruktion der Tole- “
ranzellipse zu Beispiel 1 (SVÄB, Humus /0
1984).
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Die X1-Achse wird im Punkt X1 = 3.41 geschnitten, die
Tangente durch diesen Punkt schneidet die X2-Achse bei X2 =
-9,33 (8a,b).
Die X2-Achse wird bei X2 = 6,12 geschnitten, die Tangente
verläuft durch X1 = -5,20 (8c,d).
Der höchste Punkt der Ellipse liegt bei X1 = 4,52, X2 = 5,31
und der äußerste Punkt rechts bei X1 = 2.96, X2 = 8,12 (9a-d).
In der Abbildung 1 sind diese Punkte zusammen mit den
zentralsymmetrisch gelegenen (-X1, -X2) und den zugehörigen
Tangenten eingezeichnet.
(2) Als Beispiel für die Darstellung eines zweidimensionalen
Konfidenzbereiches für einen nicht-linearen Maximum-likeli-
hood-Schätzer wähle ich die Schätzung der Genfrequenzen
des ABO-Blutgruppensystems (KEMPTHORNE, 1973, S.
173-177). Mit den Genfrequenzen p, q und r = 1-p-q für die
Allele A, B, 0 hat man für die erwarteten Anteile der Phäno-
typen A, B, AB und 0 die Phänotypenfrequenzen gemäß der
folgenden Übersicht
Phänotypen erwartete relative Häufigkeit beobachtete Häufigkeit
D>W3>OW ro*cs „o
n1 = 202
n2 = 179
ng, = 35
n4 = 6
fi = (1-P-q)2
P2 + 2p(1-IH1)
<1 + 2q(1~1rH1)
Die Likelihood-Funktion lautet:
_ n! 2n 2 n 2L n11n21n31n41 (1 P <1) 1(11> + 2p(1-1H1)) 2(q + 2<11
(1-p-<1))“3(2pq)“”'
und die Ableitungen der log-likelihood nach den Parametern
p und q
ôlogL -2n1 + n2+n4 n2 2n3 0
ô 1» 1-P-<1 p 2-P-2q 2-21H1 .`
-2111 + Il3+I14 2112 113 0
ô p 1-P-q <1 2-P-2q 2-2rH1 `
mit den Lösungen p = 0,251560, q = 0,050012
Die zweiten Ableitungen der log-likelihood (die für die
Lösung des Gleichungssystems nach dem Newtonschen Ver-
fahren bereits benötigt wurden) lauten
ö2logL _ 2n1 n2 + n4 n2 4n3
ô P2 (1-P-q)2 P2 (2~p-2q)2 (2-2p-2q)2
~ (= -3899,81)
ô2logL _ 2n1 2n2 2n3
ôp ôq (1-P-C02 (2-P-2q)2 (2-211-q)2  
(= -1001,97)
ô2logL _ 2n1 n3+n4 4n2 ng,
ôqz (1-P-q)2 qz (2-P-2q)2 (2-21>-q)2
(= -17570,14)
Die Werte in Klammern sind die Erwartungswerte der
zweiten Ableitungen an den Stellen p = p und q = q. Daraus
erhalten wir nach (15) für s11 = 0,000260236, s12 =
-0,000014840, s22 = 0,000057761 und Q = -0,121041.
X Zur Darstellung des zweidimensionalen 0,95-Vertrauensbe-
reiches für die Genfrequenzen p und q (der Vertrauensbereich
für r ergibt sich aus der Bedingung r = 1-p-q) wählen wir a1 =
a2 = 200 und c = )gå_05;2 = 5.991. Wir erhalten 011 = -85,83°;
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Abb. 2. Konstruktion der Vertrauensellipse zu Beispiel 2:0.95-Ver-
trauensbereich für die Genfrequenzen p und q des ABO-Blutgruppen-
systems (KEMPTHORNE, 1973).
die Längen der Halbachsen der Ellipse betragen 7,91 cm und
3,68 cm. Die Koordinaten der Endpunkte der großen Achse
lauten X1 = -7,89, X2 = 0,58, diejenigen der kleinen Achse X1
= 0,27, X2 = 3,68. Die Eckpunkte des Rechteckes liegen bei X1
= -8,16, X2 = -3,10 bzw. X1 = -7,42, X2 = 4,25. Die Ellipse
schneidet die X1- und die X2-Achse in den Punkten X1 = 7,84
und X2 = 3,69. Der höchste Punkt hat die Koordinaten X1 =
7,90, X2 = -0,45, der äußerste Punkt X1 = -0,96, X2 = 3,72 (Vgl.
Abb. 2).
5. Mathematische Anmerkungen
Die Gleichung der Ellipse im transformierten Maßstab lautet
(X1, X2) (V11 V12)_1 "C = O (18)V12 V22
Unter Verwendung von
_ 1 /à 2 _ 2V12 _ Q V11V22 und V11V22-V12 _ (1"Q ) V11V22
kann die Gleichung (18) in die Form
Xi V22_2Q X1X2 V V11V22 + XšV11 " C(1"Q2)V11V22 = Ü (19)
gebracht werden. Die Ableitung nach X2 ergibt
d X1 X1 Q V V11V22-X2 V11 (20)
d X2 X2 Q V V11V22_X1 V22
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Die Koordinaten des höchsten Punktes findet man durch
Nullsetzen der Ableitung und Einsetzen der Lösung in (19),
die Koordinaten des äußersten Punktes durch Nullsetzen der
Ableitung dX2/dX1 = 0 (d.h. Nullsetzen des Zählers bzw.
Nenners von (20)).
Die »Schnittpunkte der Ellipse mit den Koordinatenachsen
erhält man durch Nullsetzen von X2 bzw. X1 in (19), die
Schnittpunkte der Tangenten mit der anderen Achse jeweils
durch Berechnen der Ableitung dX1/dX2 an den Stellen X2 = 0
bzw. X1 = 0; z. B. S
X1
X = _ _-_"_i
2 dX1/dX2
für den Schnittpunkt der Tangente durch den Ellipsenpunkt
X1 = 'V V11 c (1-Q2), X2 = 0 mit der X2-Achse. Für die Steigung
dX1/dX2 ist der Wert für X1 wie vorhin, X2 = 0 einzusetzen.
Die Verbindungsgerade durch den höchsten und tiefsten
Punkt der Ellipse und die X2-Achse sowie die Verbindungsge-
rade der linken und rechten Extrempunkte und die X1-Achse
bilden je ein Paar konjugierte Durchmesser. Die Tangenten in
diesen Punkten verlaufen parallel zum jeweils anderen Durch-
messer des Paares.
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Populationsgenetische Diskrimination zwischen oligo- und
polygenem Erbmodus multipler Schwelleneigenschaften
G. Arndt und K. Schmidt
Zusammenfassung
1. Die genetische Familienberatung setzt hinsichtlich des
Erkrankungsrisikos der Nachkommen primär die Kenntnis
des Erbmodus - Polygenie, Oligogenie - voraus. Zusätzlich
werdenlsekundär jeweils zugehörige Parameter benötigt.
2. Eine Trennung in die beiden Kategorien ist bei Eigenschaften
mit einer Schwelle nicht, jedoch bei solchen mit multipler
Abgrenzung (mindestens zwei) möglich.
3. Nach bestimmten Matrix-Schemata wurden Diskriminations-
programme - POLYGEN, OLIGEN - für diese Zwecke
erstellt, die jeweils in 2 Varianten zur Verfügung .stehen.
Methodisch handelt es sich hierbei um multidimensionale
Such-Algorithmen mit Optimierungsautomatik.
4. Eine Trennung der beiden Kategorien erscheint nach 108
Testungen in hohem Grade wahrscheinlich. Die Parameter-
suche erbrachte maximale Responsen.
5. Beide Programmkategorien basieren auf Erscheinungsfor-
men von Verwandten 1. Grades solcher Probanden, deren
Abnormitáten jeweils in eine ››leichte« und eine ››schwere«
Form unterteilt werden können.
Summary
1. Genetic family counceling, as regards disease risk of proge-
nies, demands for the knowledge of the hereditary mode -
one or multiple loci - and that of associated parameters.
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2. Discrimination between modes seems possible, as far as
multiple (at least two) thresholds are concerned.
3. By means of certain matrix schemes some computer pro-
gramms - POLYGEN, OLIGEN - had been worked out,
any of them with two variants. The principles are multi-
dimensional search-algorithm including minimum functions.
4. After 108 trials it can be assumed with high probability that
the two main-models can be discriminated. The »re-search«
for the hidden parameters gave a maximum of response.
5. The genetic principles of the search-programmes are 1“
degree relatives of probands with 2 expressions - slight or
severe - of a certain abnormality.
Problematik
Genetische Beratungen bezüglich eines Krankheitsrisikos der
Nachkommen von Problemeltern (Probanden, Konsultanden)
setzen die Kenntnis des Erbmodus einer bestimmten Abnor-
mität voraus. Aus diesem Grunde muß zwischen oligener und
polygener Vererbung diskriminiert werden. Sekundär sollten
dann jeweils die zugehörigen genetischen Parameter bestimmt
werden. Oligene Parameter sind Genfrequenzen, polygene
Parameter Populationshäufigkeiten und die Heritabilitäten.
Sind expressive Abstufungen erkennbar, kann ein Hilfspara-
meter (AX) zur Informationserweiterung in die Untersuchun-
gen einbezogen werden. Diese Prinzipien wurden in den erar-
beiteten Programmen POLYGEN 1 & 2 bzw. OLIGEN 1 & 2
berücksichtigt.
Populationsgenetische Modelle
In der Populationsgenetik geht man von der Konstruktion
wahrscheinlichkeitsbedingter Modelle aus, die die Wirklich-
keit vereinfachend abstrahieren.
1. Polygene Modelle 1
1.1. Multifaktorielles Modell mit einer Schwelle und 2 Klassen
1.1.1 Grundform
Eine normalverteilte Population soll 2 alternative Klassenan-
teile, die im Schwellenwert Xp der Abszisse durch eine Verti-
kale getrennt werden, enthalten. Auf der linken Seite dieser
Grenzlinie sollen sich die unauffälligen, auf der rechten die
phänotypisch abweichenden Individuen befinden. Hierbei
wird unterstellt, daß die abnorme Ausprägung dann erfolgt,
wenn - von links nach rechts zunehmend - eine ganz
bestimmte Menge verursachender Gene an der Grenzmarkie-
rung (Schwelle) erreicht ist.
Selektiert man die Nachkommen manifester Probanden, so
werden diese bei ursächlicher Umweltmodifikation die gleiche
Häufigkeit - somit den gleichen Schwellenwert (XR = Xp oder
Xp - XR = 0) - aufweisen, bei Zunahme der genetischen Ein-
Àußnahme einen Anstieg der manifesten Verwandtenhäufig-
keit bedingen. Der Selektionserfolg wird somit zu
SE = (Xp - XR) > 0. Definiert man die Selektionsdifferenz SD
als Unterschied der Populationsmittelwerte und ist die Aus-
1) ip = cp(X)/<I>(X); wobei
cp (X) Dichte der standardisierten Normalverteilung im Punkt X
<I>(X) Verteilungsfunktion der standardisierten Normalverteilung im Punkt X.
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gangspopulation normalverteilt mit μ = 0 und o = 1, ergibt
sich SD = ip- 0 = ip.1)
Der interessierende Parameter ››phänotypische Ähnlichkeit
zwischen Verwandten<< beläuft sich somit auf
SE X-X1=rh2-SD- PiPR, (1)
wobei hz für ››Heritabilität<<, r für den Verwandtschaftskoeffi-
zienten steht. hz = t/r. Die Populationsfrequenz als weiterer
wichtiger Parameter ist Kp = <I>(X), wenn die Bedingung von
N(0,1) gegeben ist (FALCONER [1965]). Die Wandlung von (1)
nach XR lautet
XR = Xp _
1.1.2 Komplexe Form
Nach MENDELL u. ELSTON (1971) ist die Varianz der behafte-
ten Individuen innerhalb einer Population um ip (ip - Xp)
geringer, die ihrer Verwandten um tzip (ip -Xp) vermindert.
Somit reduziert sich die Gesamtvarianz manifester Verwand-
ter auf 1 - t2ip (ip - Xp).
Das korrigierte Polygen-Modell nach FALCONER (1965)
lautet somit für die phänotypische Verwandtschaft
t _ XP _ XR \/(1 _ t2iP(iP _ XP))
IP (3)
und gewandelt _
XR = (XP _ iPt) / (1 _ t2iP(iP _ XP))1/2 (4)
Weder aus der einfachen noch aus der komplexen Form mit
einem Schwellenwert ist eine angestrebte Diskrimination mög-
lich.
1.2. Multifaktorielles Modell mit 2 Schwellen und 3 Klassen
1.2.1. Grundform
Wenn zwei abweichende Formen mit unterschiedlicher
Expressivität - eine leichtere, eine schwerere Ausprägung des
gleichen Merkmals - objektiviert werden können, vergrößert
sich die Anzahl der Parameter. Diese Erweiterung findet bei
der Bildung der Subskripte folgerichtig Berücksichtigung.
Nach REICH, JAMES u. MoRR1s (1972) steht ››w<< (wide) für
alle Manifesten vom ersten, ››n<< (narrow) für solche vom
zweiten Schwellenwert (XW, X_„) an, d. h.: ››w« schließt ››n« ein.
Somit wird die leichtere Form mit ››w - n<< gekennzeichnet.
l
Symbolik
Kpw, Kpnz Manifestationsfrequenzen in einer Population,
differenziert nach ››w« und ››n«,
KRW, KRH: Manifestationsanteile der Verwandten, zuge-
ordnet nach ››w« und ››n«,
entsprechend den Normalabweichungen Xpw, Xpn, XRW, XRH.
Weiter ergeben sich ››Uber-Kreuz-Manifestationen«:
KR„', XR„': Häufigkeit der ››n<<-Verwandten von ››w«-Pro-
banden, Normalabweichung
KRW', XRW': Häufigkeit der ››w«-Verwandten von ››n«-Pro-
banden, Normalabweichung.
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Hieraus folgen die Beziehungen:
Phänotypische
Verwandtschaft Wandlung nach X--
XPW _ XRW1 = --_-- XRw
lw
t :__ XPn _ Xnn
= XPW _ tiw
XRn = XPn _ tin
i
n , (5)
XPn _ XRn , -
t = ~ XRn = XPn _ tlwıw ,
X - X 'P R .
t = XRWI = XPW _ tln
ln
*Mi-íí
Diese 4 Bestimmungsgleichungen von X__ bilden die Grund-
lage des Programms POLYGEN 1.
1.2.2. Komplexe Form
Die von MENDELL u. ELSTON (1971) geforderten Varianz-
Korrekturen werden auch hier sinnvoll angewendet. Aus (3),
(4) und (5) kommt man zur
Wandlung von t nach X__
XRW = (Xpw - tiw) / (1 - t2iW(iW - XpW))1/2
XRn = (XPn _ tin) _ tzin _ XPn))1/2
XRn, = (XPn _ tiw) / _ t2iw(iw _ XPw))1/2
XRWI = (XPW _ tin) / _ tzin _ XPn))1/2
Diese 4 Schwellenwerte dienen der Bestimmung der erwar-
teten Verwandtenfrequenzen für die Programm-Matrix von
POLYGEN 2. Sie sind sowohl für deszendierende als auch für
kollaterale Verwandtschaft 1. Grades gleich.
2. Oligogene Modelle ~
2.1. Ein-Genort-Modell mit einer Schwelle und 2 Klassen
2.1.1. Grundform 1
KRÜGER (1973) versuchte auf der Basis von Kombinationsta-
feln zwischen Verwandten in Populationen (LI u. SACKS
[1957]) ein eingeschränktes Modell, in welchem nur die Geno-
typen Aa und aa an der Manifestation beteiligt sind, zwischen
den beiden Erbarten zu diskriminieren. Die zugeordneten
Penetranzen sind f2 und f3 (f1(AA) = 0). Für die Population
ergeben sich folgende Erwartungen
KP = 2P(lf2 + Cl2f3›
für die Nachkommen oder Elternteile
Pff + 2Pqf2f3 + qzfå
2Pf2 + qfs ”KR -
für Vollgeschwister
P(1+Pq)f22 + Pq(1+q)f2f3 + q(1+q)2f32/4
2Pf2 + qfß 'KR-
Diese Formulierungen führen aber nur beschränkt zum Ziel
der Trennung.
2.1.2. Grundform 2
JAMES (1971) versuchte eine Differenzierung mittels linearer
Regression
CovR CovR
K = K ---- - 1-K = K + -_-R P + (1_KP)KP ( P) P KP
Diese allgemeine Form schließt zunächst keine genetische
Hypothese ein. Eine diesbezügliche Möglichkeit hierfür wurde
aber schon von KEMPTHORNE (1957) gegeben:
COVR = CTVA + CIVD
VA und VD sind die Varianzen für additive und nichtadditive
Genwirkungen, c~1 und c1 Wahrscheinlichkeiten der ITO-
Methode nach LI-SACKS (1957).
Wenn die Penetranzen der Genotypen AA, Aa, aa mit f1, f2
und f3 bezeichnet werden, ergibt sich für den Populationsanteil
K1. = p2f1 + 2pqf2 + (1213, (8)
WÜbeI fl < f2~ < f3 <
Nach KEMPTHORNE (1957) werden die genetischen Parame-
ter determiniert
VA: 2139012 = 2P(l(P(f2_f1) + q(f3_f2))2› (9)
wobei ot die Gensubstitution von a durch A darstellt. - Ent-
sprechend ist
VD = P2q2(f1 'l' fa _ 2f2)2 (10)
c1VD ist für deszendierende und aszendierende Verwandt-
schaft null. - Eine Schätzung der Parameter q, f1, f2 und f3 aus
den Häufigkeiten KR_ erscheint unter der Bedingung von nur
einem Schwellenwert nicht praktikabel.
2.2. Ein-Genort-Modell mit 2 Schwellen und 3 Klassen
2.2.1. Komplexe Form 1
Aus der eingeschränkten Form nach KRÜGER (1973) kann die
allgemeine ganz einfach entwickelt werden (SCHMIDT [1984]).
Die Populationsanteile belaufen sich unter Berücksichtigung
der Kategorien auf
KPW = Pzfıw + 2Pflf2w + (l2f3w› (11)
KPn = pzfln + 2pqf2n + qzffån ›
wobei f1„ = <I>(X11W + AX).
Grundlage weiterer Schätzungen ist einmal die symmetrische
TO-Grund-Matrix (Probanden zu Eltern, bzw. Nachkommen)
nach LI u. SACKS (1957):
G AA Aa aa
AA P3 Pzq -
Aa Pzq Pq Pqz (13)
aa - Pqz C13
andererseits die symmetrische ITO-Matrix (Probanden zu
Vollgeschwistern) :
G AA Aa aa
P2q2/4
Pq2(1+q)/2 (14)
<12(1+<1)2/4
AA p2(1+p)2/4 p2q(1+p)/2
Aa P2q(1+P)/2 Pq(1+Pq)
aa p2q2/4 pq2(1 +q)/2
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Aus den 9 Feldelementen X11 (i=1,2,3; j =1,2,3) lassen sich
sowohl für die TO- als auch für die ITO-Matrix je 4 Verwand-
tenhäufigkeiten herleiten. Hierbei dienen die aus den Pene-
tranzen gebildeten Reihen- und Säulenvektoren als Multipli-
katoren. Die Bedingtheiten der so erhaltenen Wahrscheinlich-
keiten ergeben sich durch die zugehörigen Populationsfre-
quenzen:
KRW, = Zgfiw ' 'w ' Xij/KPW
KRI1 = Z
KR11, = Z ' X11/Kp
KRW' = Zzfiw jn 'X11'/KPI1
Die 8 Verwandtenhäufigkeiten bilden die Grundlage der K-
Matrix von OLIGEN 1.
DübÀ J¬'›.±T"›2:›
*-*›_.*Tf¬._*T*›._*¬~›
›'==â
' X11' / Kpn
2.2.2. Komplexe Form 2
Aus der Grundform 2 nach JAMES (1971) entwickelten REICH,
JAMES u. MORRIS (1972) 4 Verwandtschaftsregressionen:
KRW = Kpw + COVRW /Kpw
KR11 = Kpn + COVRH /Kpn
KRW, = KPW + COVRwn/KPn
KRn, = KPn + COVRwn/KPW
Die Substitutionen der CovR__ lauten für aszendierende und
deszendierende Verwandte aus (9)
COVAW = pqaz = pq(p(f2w_f1w) + q(f3w_f2w))2
COVA.. = PqÀz = Pq(P(f2„ -f1„)+ q(f3„ -f2„))2 (17)
COVAwn = (COVAW ° C0VAn)1/2
(KpW bzw. Kpn wie unter (11), (12).)
Bei den Vollgeschwister-Covarianzen werden die Summen
aus additiven und dominanten Komponenten gebildet.
C1:
COVDW = p2q2(f1w + f3w _ 2f2w)2/4
COVDn = p2q2(f1n + f3n _ 2f2n)2/4
CovDW„ = (CovDW - CovD„) /2
Die 8 Verwandtenhäufigkeiten sind die Eckpfeiler des Pro-
gramms OLIGEN 2.
3. Parameter und Parameterschätzung unter der Vorausset-
zung multipler Schwellen
3.1. Parameter
3.1.1. Oligogenie
In beiden Oligogeniemodellen sind fünf Parameter zu schät-
Zen _ qa f1w› f2w› f3w›
3.1.2. Polygenie
In den Polygeniemodellen ergeben sich jeweils drei zu schät-
zende Parameter - t = rhz, KRW, Kpn. -
3.2. Optimierungsprozeß
Für alle vier Modelle lassen sich die Wahrscheinlichkeitsver-
teilungen für das Auftreten geringer bzw. schwerer Expressivi-
tät in Abhängigkeit von den Phänotypen der Eltern bzw.
Vollgeschwister berechnen.
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Die einzelnen Wahrscheinlichkeiten sind Funktionen der
gesuchten Parameter.
Um zu den Wahrscheinlichkeitsverteilungen zu gelangen,
müssen, da Pn in PW enthalten, die Verwandten der Probanden
(w-n) von den Probanden getrennt werden, und zwar so, daß
jeder Verwandte nur einmal in der Gesamtheit erscheint. Für
die Probanden (w-n) - geringere Expressivität - werden die
Verwandtenfrequenzen berechnet mit
KRW!! KPWKRW _ KPnKRw, `- 19
KPW _ Kpn ( )
K „ _ KPwKRn, _ KPnKRn
Rn KPW _ KPn
somit
KR(w-n)„ = KRW” _ KRn„
Damit läßt sich die Wahrscheinlichkeitsverteilung schreiben
als 2><2><3-Tafel (K-Matrix). Für die Eltern und Nachkom-
men ergibt sich
V e r w a n d t e :
Eltern und Nachkommen
Schwere Norm
Form
Probanden Leichte
Form
Leichte Form KRW"-KRH” KR„” 1 - KRW”
Schwere Form KRW'-KR, KR„ 1 - KRW'
Formal gilt das gleiche Muster ebenso für Vollgeschwister,
inhaltlich auch für die Feldelemente von POLYGEN, jedoch
durch eine mögliche Dominanzkomponente erweitert für die
von OLIGEN, somit also für alle 4 Programme.
Die relativen Häufigkeiten aus der Anzahl der beobachte-
ten Vewandten wurden entsprechend in einer 2><2><3-Tafel -
der REMP-Matrix (R: Relatives, EMP: Empirische Werte) -
zusammengefaßt. 1
Die Schätzwerte für die Parameter wurden so bestimmt, daß
die Summe der Abweichungsquadrate
zdz = 2(E - B)2 = 2:z(K - REMP)2 (21)
minimiert wird.
3.3. Hypothesenprüfung
Die Entscheidung für diesen oder jenen Erbmodus wird auf
Grund der besseren Anpassung - gemessen an der Summe der
Abweichungsquadrate (21) im Minimum - bzw. auf Grund der
auf die beobachtete Population berechneten Werte von X2
getroffen.
4. Optimierung der Programme
Hierfür wurde bei allen 4 Modellen ein Programm der NAG-
Bibliothek (E04UAF) verwendet. Dieses dient der Minimie-
rung von Funktionen mehrerer Variabler unter verschiedenen
Nebenbedingungen (Gleichungen und Ungleichungen). Dabei
handelt es sich um ein erweitertes Lagrange-Verfahren, bei
welchem zur Minimierung eine Quasi-Newton-Methode ver-
wendet wird. Ableitungen werden nicht benötigt. In allen
Testläufen wurden die für das Programm nötigen Parameter
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nicht verändert und die im NAG-Manual empfohlenen Werte
verwendet.
Testergebnisse
Mittels APL-Generierung wurden insgesamt 30 Tests mit vor-
gegebenen Parametern erstellt, und zwar 18 für das Modell
OLIGEN, je 6 für die beiden Modelle POLYGEN (1 & 2).
Es wurde überprüft, ob die Ergebnisse der Optimierungs-
programme bei unterschiedlichen Startwerten den vorgegebe-
nen Parametern entsprechen, ob und wie weit die Modelle
untereinander trennfähig sind.
4.1. Eindeutigkeit
Zu dieser Entscheidung wurden 2 Optimierungskriterien her-
angezogen, nämlich der minimale Funktionswert (siehe unter
3.2.) und die Übereinstimmung der errechneten mit den vor-
gegebenen Parametern.
4.1.1. Funktionswerte
Die größten Werte lagen für POLYGEN 1 bei 0,37E-05, für
POLYGEN 2 bei 0,28E-05 und für OLIGEN bei 0,96E-03.
4.1 .2. Parametervergleiche
4.1.2.1. POLYGEN
Bei Rundungen auf 3 Stellen wurden die gefundenen Werte
des Parameters t (phänotypische Verwandtschaft) in 9 von 12
Fällen, bei Rundungen auf die Stellenzahl der Vorgabe in 11
von 12 Fällen erreicht.
4.1.2.2. OLIGEN
Bei Rundungen auf die Stellenzahl der Vorgabe wurden hin-
sichtlich des Parameters q (Genfrequenz) die erwarteten
Werte in 15 von 18 Fällen erreicht. Die 3 abweichenden
Ergebnisse traten alle bei sehr kleinen Werten (q < 0,005) auf.
4.2. Trennfähigkeit der Programme
Zu diesem Zweck wurden die Testbeispiele eines Modells mit
den Programmen der anderen gerechnet und mit dem Ergeb-
nis des Ursprungsmodells verglichen. Zur Beurteilung bot sich
der Wilcoxon-Test für Paardifferenzen an.
4.2.1. POLYGEN
Zwischen den Resultaten von POLYGEN 1 und POLYGEN 2
gab es keine signifikanten Differenzen (P = 0,11 bzw.
P = 0,06).1) 1
4.2.2. OLIGEN
Der Vergleich von OLIGEN 1 mit OLIGEN 2 erbrachte nur
eine sehr geringe Trennfähigkeit (P = 0,28).
4.2.3. Wechselseitige Prüfung von OLIGEN und POLYGEN
OLIGEN-Testbeispiele konnten mit POLYGEN-Berechnum
gen (P =0,4E-05), ebenso deren Umkehr (P=0,0002) nur
unzureichend angepaßt werden.
Ob sich diese ausgezeichnete Trennfähigkeit auch bei Stich-
probenrechnungen bewährt, wird die vorgesehene Anwen-
dung zeigen.
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1) P bezeichnet die Überschreitungswahrscheinlichkeiten für den Test. Sie wurden mit Hilfe
der von Streitberg/Röhmel entwickelten Algorithmen berechnet.
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BURHENNE, W. E. und PERBAND, K. (Hrsg.)
EDV-Recht
Systematische Sammlung der Rechtsvorschriften, organisatorischen
Grundlagen und Entscheidungen zur elektronischen Datenverarbei-
tung
Ergänzbare Ausgabe, einschließlich 36. Lieferung, 3310 Seiten,
3 Ausschlagtafeln, DIN A5, DM 128,-, zuzüglich je DM 11,80 für
3 Spezialordner. A
Erich Schmidt Verlag, Berlin - Bielefeld - München
Das umfassende, stets aktuelle Grundlagenwerk für den EDV-Fach-
mann enthält die Rechtsvorschriften für das gesamte Gebiet der
elektronischen Datenverarbeitung. Das Werk bietet die einschlägigen
Ausführungsbestimmungen, Materialien über die organisatorischen
Grundlagen der EDV in Bund und Ländern sowie die Rechtspre-
chung. Wesentlich für die Praktiker in den Unternehmen und der
öffentlichen Verwaltung sind auch die Kommentierungen zum Bun-
desdatenschutzgesetz sowie zu Spezialgebieten des EDV-Rechts im
Erläuterungsteil. -
Die 35. Lieferung enthält die neuen Meldegesetze von Bayern,
Berlin und dem Saarland, die Meldewesenanordnung der Katholi-
schen Kirche sowie die einschlägigen Bestimmungen des Bildschirm-
text-Staatsvertrages. Bei der Fortschreibung des geltenden Rechts
wurden u. a. Anderungen durch den zweiten Teil des X. Buches des
SGB berücksichtigt.
Mit der 36. Lieferung werden u. a. neue Vorschriften zum Melde-
recht - so das neue Meldegesetz von Baden-Württemberg -, die
Anordnung der Katholischen. Kirche zum Datenschutz sowie auszugs-
weise der Einführungserlaß zur Abgabenordnung, u. a. zum Steuerge-
heimnis, in das Werk aufgenommen.
SCHAFFLAND, H.-J. und WILTFANG, N.
Bundesdatenschutzgesetz (BDSG)
Ergänzbarer Kommentar nebst einschlägigen Rechtsvorschriften
Ergänzbare Ausgabe, einschließlich 12. Lieferung 1016 Seiten, DIN
A5, DM 76,-, zuzüglich Ordner DM 11,80. Ergänzungen folgen von
Fall zu Fall. Erich Schmidt Verlag, Berlin - Bielefeld - München.
Das Bundesdatenschutzgesetz (BDSG) ist bereits am 1. Januar 1978
mit seinen meisten Regelungen in Kraft getreten. Für die Praxis ist
dieses Gesetz von großer Bedeutung.
Wichtig ist vor allem, daß der Gesetzgeber praktisch von jedem
Unternehmen und jeder öffentlichen Institution Maßnahmen ver-
langt, um den Bürger vor Nachteilen zu schützen, die ihm durch
unerwünschte Verarbeitung von Daten entstehen können. Der Schutz
erstreckt sich auf personenbezogene Daten, gleichgültig ob diese in
Karteien oder mit Hilfe von DV-Anlagen verarbeitet werden.
Seine Aktualität stellt der Kommentar erneut dadurch unter
Beweis, daß mit der 12. Lieferung bereits der Referentenentwurf zur
Novellierung des BDSG einige Wochen nach seinem Erscheinen eine
erste Kommentierung und kritische Wertung erfährt. Diese frühzei-
tige Information soll - vor dem Hintergrund des Eklats um die
ausgesetzte Volkszählung - zu einer sachlichen Diskussion und sach-
gerechten Ausgestaltung des BDSG beitragen.
Weiter wurde u. a. zur rechtlichen Einordnung der sog. Schufa-
Klausel Stellung genommen und das Gesetz über Personalausweise in
die Sammlung abgedruckter Gesetze aufgenommen.
FAHRMEIR, L., und HAMERLE, A. (Hrsg.)
Multivariate statistische Verfahren
1984, 796 S., DM 198,-
Walter de Gruyter, Berlin-New York .
Wer die Fülle der statistischen Methoden kennt, ist nicht überrascht,
hier ein Buch mit knapp 800 Seiten vorzufinden. Es fällt nur nicht
leicht, dieses Buch selbst zu klassifizieren. Ist es ein Handbuch, ein
Nachschlagewerk oder ein Lehrbuch? Zumindest sollte der Leser ein
gutes mathematisches Rüstzeug mitbringen; die Durcharbeitung des
gut geschriebenen Anhangs reicht nicht ganz aus, das Buch mühelos
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die Vervielfältigung der Computerausdrucke führte recht selten zu
einem akzeptablen Druckbild. Auch mit den angesprochenen Schwä-
chen wird dieses Buch in der nächsten Zeit als Standardwerk für
multivariate statistische Verfahren anzusprechen sein. Ge.
MAURER, H. (Hrsg.)
Überblicke Informationsverarbeitung 1983
Surveys in Computer Science
1983, 314 S., DM 36,-
Bibliographisches Institut, Mannheim - Wien - Zürich
Es ist zu begrüßen, wenn hier - hoffentlich in jährlichen Abständen -
einige aktuelle Themen der Informatik bzw. cler Informationsverar-
beitung behandelt werden. In diesem Jahr liegt der Schwerpunkt im
Bereich der Kommunikation (Btx, Netzwerke u.' a.), aber es werden
auch Themen angesprochen wie: Mikroprogrammierung, die Pro-
grammiersprache ADA, die automatische Generierung von Compi-
lern, die graphische Datenverarbeitung u. a. Insgesamt eine nützliche
Lektüre für Informatiker und EDV-Fachleute. Ge.
ı
ENGELN-MÜLLGES, G. und REUTTER, F.
Formelsammlung zur Numerischen Mathematik mit BASIC-Pro-
grammen
1983, 430 S., DM 32,-
Bibliographisches Institut, Mannheim - Wien - Zürich
Der Textteil dieser Formelsammlung ist identisch mit dem der 4.
AuÀage der Formelsammlung mit FORTRAN-Programmen. Der
jetzt beigefügte Anhang enthält nun BASIC-Programme zu den mei-
sten der im Buch enthaltenen Algorithmen. Sie sind ausführlich
dokumentiert und sehr übersichtlich geschrieben, so daß sie sich leicht
auf andere Rechner übertragen lassen. Die aufgeführten Programme
wurden unter der BASIC-Version »Microsoft MBASIC« erstellt. Ge.
SCHLAGETER, G., und STUCKY, W.
Datenbanksystem: Konzepte und Modelle
2. neubearb. u. erweit. AuÀ.
1983, 368 S., DM 29,80
Verlag B. G. Teubner, Stuttgart
Datenbanken gewinnen immer mehr an Bedeutung. Daß die theoreti-
sche Behandlung von Problemen im Zusammenhang mit der Konzep-
tion und dem Einsatz von Datenbanken nicht einfach ist, zeigt sich vor
allem in den verschiedenen diskutierten und zum Teil auch realisierten
Modellansätzen. Die vorliegende 2. Auflage trägt dieser Problematik
in hervorragender Weise Rechnung. Es ist daher vor allem für Dozen-
ten und Studenten aber auch für den EDV-Fachmann eine geeignete
Lektüre, um sich mit dem Themenkomplex der Datenbanksysteme
vertraut zu machen. Ge.
VOLLMAR, J . (Hrsg.)
Biometrie in der chemisch-pharmazeutischen Industrie 1
1983, 162 S., DM 48,-
G. Fischer Verlag, Stuttgart - New York
Im Rahmen der Deutschen Region der Biometrischen Gesellschaft
hat sich vor einiger Zeit eine Arbeitsgruppe »Biometrie in der che-
misch-pharmazeutischen Forschung« gebildet. Das vorliegende Buch
ist ein erstes erkennbares Ergebnis dieser Arbeit.
In den veröffentlichten Beiträgen wird jeweils zunächst ein konkre-
tes Problem dargestellt, wie es insbesondere bei der Entwicklung und
Prüfung von Arzneimitteln auftritt. Das Problem wird dann reduziert
auf seinen mathematischen Kern. Anschließend werden mathemati-
sche Lösungsmöglichkeiten untersucht. Insofern gibt die Darstellung
auch den Mathematikern eine Ubersicht über noch offene Probleme.
Ge
zu lesen Dıe Beispiele wurden recht gut und ınstruktıv gewahlt, aber
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MENZEL, K.
Dateiverarbeitung mit BASIC
1983, 237 S., DM 28,80
B. G. Teubner, Stuttgart
Das vorliegende Buch enthält eine vollständige Beschreibung und
Auflistung von 6 BASIC-Programm-Bausteinen für die Dateiverarbei-
tung, die letztlich jeder Computeranwender benötigt. Die Programme
sind in einem BASIC geschrieben, das in dieser Form auf allen
Minicomputern verfügbar sein sollte. Die DISK-Kommandos werden
in der CP/M-Version angegeben.
Das Programmsystem ist aus einem Statistik-Programm zur Aus-
wertung empirischer Daten hervorgegangen. Daher tauchen auch
immer wieder die Begriffe pro band (= Datensatz) oder Item (=
Merkmal) auf. Der Baustein »Statistische Auswertung« enthält Pro-
gramme zur tabellarischen Auswertung empirischer Daten.
Die beschriebenen Programme sind auch als Disketten erhältlich.Ge.
WEBER, K. und TÜRSCHMANN, C. W.
BASIC 3
2. AuÀ. UTB 1223
1983, 286 S., DM 26,80
Verlag Paul Haupt, Bern u. Stuttgart
In dem vorliegenden 3. Band werden zunächst Systemanweisungen
zur Verwaltung von BASIC-Programmen in benutzereigenen Pro-
grammbibliotheken und zur Editierung von BASIC-Programmen im
Dialogbetrieb behandelt. Dann folgen Sonderanweisungen, insbeson-
dere Graphik- und Diagnoseanweisungen, wobei die Standardisie-
rungsvorschläge von ANSI BASIC 79 und ANSI BASIC 82 mitbe-
rücksichtigt werden. Diese Vorschläge sind leider erst bei wenigen
BASIC-Interpretern bzw. -Compilern realisiert. Die angegebenen
Beispiele sind aus dem Gebiet der Wirtschaftswissenschaften entnom-
men. Ein umfangreiches Literaturverzeichnis sowie eine Referenzliste
für alle drei Bände beenden die Darstellung. Ge.
BERGER, J . und Hör-INE, K. H. (Hrsg.)
Methoden der Statistik und Informatik in Epidemiologie und
Diagnostik
27. Jahrestagung der GMDS, Hamburg 1982, Proceedings
Med. Informatik und Statistik Bd. 40
1983, 451 S., DM 69,-
Springer-Verlag, Berlin - Heidelberg - New York
Die in dem vorliegenden Band zusammengestellten Referate der 27.
Jahrestagung der__GMDS geben einen umfassenden, wenn auch nicht
erschöpfenden Uberblick über die augenblicklich angewandten
Methoden. Die am Schluß angefügten Zusammenfassungen der
Arbeitsgruppensitzungen veranschaulichen sehr instruktiv die zum
Teil auch kontrovers geführten Diskussionen. - Es ist zu begrüßen,
daß diese ››Proceedings« so kurz nach der Tagung vorliegen und damit
auch denen zur Verfügung stehen, die nicht an der Tagung teilnehmen
konnten. Ge.
LUDw1Gs, H., PoPPENs1EKER-PYKA, J . und SURow1EcK1, Z.
UNIX für Einsteiger und Umsteiger
1983, 184 S., DM 39,- ›
Verlagsges; R. Müller, Köln
Die Benutzer von Computern erwarten immer leistungsfähigere Hilfs-
mittel. Hier ist das Betriebssystem UNIX gewiß ein wichtiger Meilen-
stein.
Die Autoren haben nun - im Zweifel mit UNIX - eine Einführung
geschrieben, die allen, die mit UNIX arbeiten wollen oder müssen,
bestens empfohlen werden kann. Ge.
SCHAUER, H.
Computersysteme - Aufbau und Funktionsweise
2. erg. u. Verb. AuÀ.
1983, 270 S., DM 34,-
Springer-Verlag, Wien - New York
Das vorliegende Buch ist die Überarbeitung der »Einführung in die
Datenverarbeitung« des gleichen Autors. Es wendet sich insbesondere
an Studierende der Informatik, wobei im Gegensatz zu anderen
Einführungen von der Zahlendarstellung über die Schaltalgebra der
Aufbau digitaler Rechenanlagen behandelt wird. Weitere Abschnitte
befassen sich dann mit dem Betriebssystem, Codes und der Informa-
tionstheorie. Diese z.T. technisch geprägte Darstellung sollte vor
allem im Bereich der Einführung in die Informatik sehr nützlich sein.Ge.
HAMANN, G. O.
BASIC - Schritt für Schritt und
SHARP MZ-700
1983, 710 S., DM 29,80
Deutscher Betriebswirte Verlag, Gernsbach
Die Zahl der BASIC-Bücher ist fast unübersehbar. Daher fällt es auch
schwer, für einzelne Darstellungen Besonderheiten oder Vorzüge
herauszustellen. Das vorliegende Buch beeindruckt aber zumindest
durch seinen Umfang. Das als programmierte Unterweisung geschrie-
bene Buch kann für Anfänger durchaus nützlich sein. Ge.
KAUCHER, E. et al.
Programmiersprachen im Griff
Band 5: FORTRAN 77
B .I.-Hochschultaschenbuch, Bd. 609
1983,467 S., DM 29,80 _ __ _
Bibliographisches Institut, Mannheim - Wıen - Zurich
Die bisherigen Bände dieser Reihe (FORTRAN, PASCAL, BASIC,
ADA) sind durch den vorliegenden Band FORTRAN 77 ergänzt.
Dabei wurde bewußt nicht der erste Band FORTRAN umgeschrie-
ben, sondern unter Berücksichtigung des neuesten Standards völlig
neu konzipiert. Ein abschließender Abschnitt vermittelt übersichtlich
die wesentlichen Änderungen gegenüber dem bisherigen FORTRAN.
- Die Darstellung eignet sich ausgezeichnet als vorlesungsbegleıtende
Einführung. GC~
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