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Abstract
The general form of Taylor’s theorem for a function f :K ! K , where K is the real line or the complex plane,
gives the formula, f = Pn + Rn, where Pn is the Newton interpolating polynomial computed with respect to a conuent
vector of nodes, and Rn is the remainder. Whenever f0 6= 0; for each m = 2; : : : ; n + 1; we describe a \determinantal
interpolation formula", f = Pm;n + Rm;n, where Pm;n is a rational function in x and f itself. These formulas play a dual
role in the approximation of f or its inverse. For m = 2; the formula is Taylor’s and for m = 3 is a new expansion
formula and a Pade approximant. By applying the formulas to Pn, for each m>2; Pm;m−1; : : : ; Pm;m+n−2 is a set of n
rational approximations that includes Pn, and may provide a better approximation to f, than Pn. Hence each Taylor
polynomial unfolds into an innite spectrum of rational approximations. The formulas also give an innite spectrum of
rational inverse approximations, as well as a fundamental k-point iteration function B(k)m , for each k6m, dened as the
ratio of two determinants that depend on the rst m− k derivatives. Application of our formulas have motivated several
new results obtained in sequel papers: (i) theoretical analysis of the order of B(k)m ; k = 1; : : : ; m; proving that it ranges
from m to the limiting ratio of generalized Fibonacci numbers of order m; (ii) computational results with the rst few
members of B(k)m indicating that they outperform traditional root nding methods, e.g., Newton’s; (iii) a novel polynomial
rootnding method requiring only a single input and the evaluation of the sequence of iteration functions B(1)m at that
input. This amounts to the evaluation of special Toeplitz determinants that are also computable via a recursive formula;
(iv) a new strategy for general root nding; (v) new formulas for approximation of ; e, and other special numbers.
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1. Introduction
Taylor’s theorem is one of the most basic and fundamental theorems of mathematics. The classical
Taylor’s theorem is the most familiar case. However, the formula can also be written with respect to
Newton’s interpolating polynomial, corresponding to distinct nodes. These are two extreme cases of
the general form of Taylor’s theorem, where the nodes are allowed to be \conuent", i.e., divided
into distinct groups of identical copies. It is convenient to view the nonconuent case of distinct
nodes also as a special case of conuent nodes, so that with one denition we cover all cases. In case
each group contains the same number, s, of identical copies, the corresponding interpolation problem
is known as Hermite interpolation, if s= 2; and hyperosculatory interpolation, if s> 2. In order to
write the general case of the interpolating polynomial, if a group contains k copies of a node, the
interpolating polynomial must have available to it the values of the rst (k − 1) derivatives at that
node. In all cases Taylor’s theorem represents a given function as an \interpolating polynomial",
and a \remainder term".
The two major applications of Taylor’s theorem are in approximation of a given function, or its
inverse. The former approximation is the obvious Taylor polynomial. The latter approximation is
achieved, trivially, by rewriting the formula so as to get a linear approximation to the inverse. This in
particular gives rise to Newton’s method, as well as its two-point variant, the secant method. Using
Taylor’s theorem, one can also trivially obtain an iteration function with cubic rate of convergence,
discovered independently by Euler, Schroder, and Chebyshev. Moreover, by a relatively simple
manipulation of Taylor’s theorem one can derive Halley’s iteration function, another third-order
iteration function that with respect to certain criterion is better than Euler{Schroder{Chebyshev’s.
More generally, Taylor’s theorem together with two recursive formulas gives rise to innite families
of high order iteration functions that includes a family known as the Euler{Schroder family, as well
as a fundamental family of iteration functions called the Basic Family that includes Halley’s function
and its multipoint versions.
In this paper we describe a family of \determinantal interpolation formulas" which includes
Taylor’s formula and gives rise to new schemes for approximation of functions, or their inverses. The
new formulas make use of Taylor’s theorem and through a sequence of recursive iterations, represent
a given function f as a rational function in x and f itself, described in terms of certain determinants.
While the determinantal formulas and the recursive formula that generates them are relatively simple,
their derivation is indeed tedious and in particular requires the proof of several special determinantal
identities. The determinantal formulas play a dual role and can approximate f, when x is known;
or approximate x; when f(x) is known. On the one hand a single Taylor polynomial unfolds into an
innite set of rational approximations that includes the Taylor polynomial itself. Each such rational
approximation is dened with respect to the exact same information as is available to the Taylor
polynomial. On the other hand the determinantal formulas give inverse approximation formulas of
arbitrary high order, giving rise to a family of single and multipoint iteration functions. Each iteration
function in this family is dened as the ratio of two determinants. In case the conuent vector of
nodes consists of multiple copies of a single point, the determinants reduce to special Toeplitz matrix
determinants. These iteration functions are ideal for nding real or complex roots. Other applications
of the determinantal formulas include: a very novel method for polynomial and general rootnding, as
well as new approximation formulas for special numbers such as ; e, roots of numbers. Also, we may
derive a new rational expansion formula that gives Halley’s method, as well as a Pade approximant.
B. Kalantari / Journal of Computational and Applied Mathematics 126 (2000) 287{318 289
The paper is organized as follows. In Section 2 we formally state the general form of Taylor’s
theorem with respect to conuent divided dierences (Theorem 5). We then describe some elementary
applications of Taylor’s theorem. In Section 3, we give preliminary denitions and describe the
determinantal formulas. More specically, this section gives the precise statement of two theorems
(Theorems 10 and 14) and their corollaries (Corollary 13 and Corollary 16). In Section 4, we
give the proof of the two theorems. Having read Sections 2 and 3, the reader may decide to read
Section 5 before examining Section 4. In Section 5, we state several signicant applications of the
theorems. While this section contains statement of several theorems, no proofs are given there. The
proofs can be found in referenced sequel papers. These applications include: (Section 5.1) an innite
spectrum of rational approximation formulas; (Section 5.2) an innite spectrum of rational inverse
approximation formulas; (Section 5.3) innite families of single and multipoint iteration functions;
(Section 5.4) determinantal approximation of roots of polynomials; (Section 5.5) the truncated Basic
Family and a new strategy for rootnding; (Section 5.6) a rational expansion formula. Finally, our
concluding remarks.
2. Taylor’s theorem with conuent divided dierences and basic applications
In order to state Taylor’s theorem with conuent divided dierences, as well as its determinantal
generalization, it is convenient to give some denitions. We will let K denote either the real eld
or the complex eld. Let f(x) be a function from K into itself. Thus, x is a real variable when K
is the real eld, and a complex variable, otherwise. We will denote an open ball in K by I(I =fa 2
K : ja− a0j<rg; for some a0 2 K and r > 0).
For the sake of convenience and in order to be able to state a single Taylor’s theorem, both for
real and complex case, as well as the determinantal generalization to be established in this paper,
we will make statements such as, \f is (n+1)-times continuously dierentiable over I". Of course
if K is the complex eld, it suces to speak only of dierentiability of f over I , since in that case
f is analytic and has derivatives of all order.
Denition 1. A vector a=(x1; : : : ; xn+1) 2 Kn+1 (K real or complex eld) is said to be an admissible
vector of nodes if whenever xi=xj; i6j, then, xi=xi+1 =   =xj: If the number of distinct xi’s is k,
we shall say a is k-point admissible. In the special case where k=1, we identify a with the common
value, x1. We say a is monotonic k-point, if it is k-point admissible and a = (x1; : : : ; x1; x2; : : : ; xk),
where xi 6= xj; if i 6= j.
Remark 2. The index k is to interpreted as the number of input variables in the formulas that
describe Taylor’s theorem with conuent divided dierences or the determinantal generalizations to
be described in the subsequent section.
Denition 3. Assume the function f :K ! K (K real or complex eld) and is (n+1)-times contin-
uously dierentiable on an open ball I K . Let a= (x1; : : : ; xn+1) be an admissible vector of nodes
with xi 2 I: Let x be in I; x 6= xi; i=1; : : : ; n+1: Set xn+2 = x: For any pair of indices i; j satisfying
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16i6j6(n+ 2); inductively dene the conuent divided dierences as
fij =
8>>><
>>>:
f(j−i)(xi)
(j − i)! if xi = xj;
fi+1; j − fi; j−1
(xj − xi) ; otherwise:
Remark 4. In case the interpolating points are distinct, fij is the usual divided dierence f[xi; : : : ; xj].
We have chosen to index the interpolating points from 1 to (n + 1), as opposed to the usual 0
through n: As we shall see fij will appear as a bonade ij-entry of a matrix of divided dierences.
Theorem 5 (Taylor’s theorem with conuent divided dierences1). Assume that f :K ! K (K real
or complex eld) and is (n+1)-times continuously dierentiable on an open ball I K . Given x 2 I;
for any admissible vector of nodes a= (x1; : : : ; xn+1) with xi 2 I; xi 6= x  xn+2; we have
f(x) = Pn(x; a) + Rn(x; a);
Pn(x; a) = f(x1) +
nX
i=1
f1; i+1
iY
l=1
(x − xl); Rn(x; a) = f1; n+2
n+1Y
l=1
(x − xl):
Equivalently; if f0(x) 6= 0; there exists an open ball Ix centered at x and contained in I such
that for any admissible vector of nodes a = (x1; : : : ; xn+1) with xi 2 Ix; xi 6= x; the quantity f12 is
nonzero; and we have
x = f−1(y) = Qn(x; y; a) + n(x; y; a);
Qn(x; y; a) = x1 + (y − f(x1)) 1f12 −
nX
i=2
f1; i+1
f12
iY
l=1
(x − xl); n(x; y; a) =− f1; n+2f12
n+1Y
l=1
(x − xl):
Moreover, for K the real eld and the complex eld we have, respectively
f1; n+2 =
f(n+1)()
(n+ 1)!
; f1; n+2 =
1
2i
Z
C
f() dQn+1
l=1 (− xl)n+1(− x)
;
where  is a number that lies in the smallest interval containing x1; : : : ; xn+1, and x, denoted by
Span(a; x); and where C is the circumference of a ball within I , centered at x; enclosing the nodes.
To prove Theorem 5, one rst considers the case of distinct nodes, and establishes by induction
Newton’s identity f(x)=f(x1)+
Pn+1
i=1 f1; i+1
Qi
l=1(x−xl) (see, e.g., [19]). Then, using the continuity
of f( j−i)(x); one establishes the fact that fij converges to f( j−i)(xi)=(j− i)!, as xi+1; : : : ; xj converge
1From the historical point of view, what is so widely known as \Newton’s method", should also be credited to Raphson
and Simpson (see [47]). It is interesting to note that it was Halley’s work on root nding that inspired Taylor to state the
famous \Taylor’s Theorem" (see [47,4,41]) which in turn gives Newton’s iteration function, its rate of convergence, and
its asymptotic error constant. On the other hand, the limiting case of Newton’s interpolation formula for the case of distinct
nodes reduces to Taylor’s Theorem. It is perhaps for the latter reason that the general case of Taylor’s theorem, i.e., what
we have labeled as, \Taylor’s theorem with conuent divided dierences", is a nameless theorem in the literature.
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to xi. This also justies the denition of divided dierences under complete or partial conuence. For
an alternative description of the conuent divided dierences see Traub [44], and Ostrowski [37],
two major books on iteration functions. The treatment of Taylor’s theorem for the case of distinct
nodes may be found in standard numerical analysis textbooks such as Hildebrand [19], Dahlquist and
Bjorck [13], and Atkinson [3]. When K is the complex eld the formula for f1; n+2 can be found in
Baker and Graves{Morris [5] (Hermite’s formula). This formula is a more general formula for the
special case of complete conuence (see, e.g., [2]): f1; n+2 = 1=(2i)
R
C f() d=[(− a)n+1(− x)]:
This formula can be used to estimate the error term in Taylor’s polynomial (see, e.g., [36]). In
particular, when K is the real eld and a is one-point, Theorem 5 reduces to the classical Taylor’s
theorem.
Convention. As is customary, we shall denote Pn(x; a) by Pn(x), and Rn(x; a) by Rn(x): However,
it is in fact the interchange of the role of x and a in the equivalent inverse form in Theorem 5
that results in iteration functions such as Newton’s, Halley’s, and more generally innite families of
iteration functions.
In order to evaluate Pn(x) at a given x0, we form a table of conuent divided dierences anal-
ogous to the case of distinct nodes, see, e.g., [19,13,3]. Once the divided dierences are com-
puted, ecient evaluation of Pn(x0) is as follows: Let n = f1; n+1. For i = n − 1; : : : ; 0; compute
i=f1; i+1+i+1(x0−xi+1). Then, 0=Pn(x0): In particular in the special case of a=0; the above scheme
reduces to Horner’s method. A polynomial of degree n is characterized and represented by a given ad-
missible vector a=(x1; : : : ; xn+1). Even when xi’s are selected from a specic set of small cardinality,
Theorem 5 implies that a given polynomial can have a combinatorially large number of representa-
tions.
2.1. Basic applications
Two fundamental applications of Theorem 5 are in approximation of f and its inverse. The rst
part of Theorem 5 trivially gives rise to the well-known formula for approximation of f(x), given
an admissible vector a, and the function values at xi’s, namely:
f(x)  Pn(x):
The equivalent inverse form of Theorem 5, in case f0(x) is nonzero, allows the interchange of the
role of x and the admissible vector a, and gives a formula for approximation of x, given y= f(x):
x  n(a)  Qn(Q1(x; y; a); y; a):
Note that 1(a)=Q1(x; y; a). The function n(a) also gives rise to a xed-point iterative method for
approximation of x: given a k-point monotonic vector a 2 Kn+1, the xed-point iteration is dened
as the substitution
a= (x1; : : : ; x1; x2; : : : ; xk) (n(a); : : : ; n(a); x1; : : : ; xk−1) 2 Kn+1:
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Assuming that x =  is a root of f(x), setting n= 1 in n, one obtains
1(x1) = x1 − f(x1)f0(x1) ; 1(a) = x1 −
f(x1)
f12
;
i.e., the iteration functions of the classical Newton’s method, and secant method. From Theorem 5
one can immediately conclude that if f0() 6= 0, then there exists a neighborhood I of  such that
for any a(0)=(x(0)1 ; x
(0)
2 ) with x
(0)
i 2 I, the sequence of xed-point iterates f1(a(t))g1t=0 is well-dened,
and it converges to  satisfying
lim
t!1
− 1(a(t))
(− x(t)1 )(− x(t)2 )
=− f
00()
2f0()
:
In particular, the above implies the quadratic rate of convergence of Newton’s method, and also
gives the corresponding asymptotic error constant. For the secant method it only gives partial in-
formation. Subsequently, this partial information can be used to derive a precise statement on the
order of convergence, and the corresponding asymptotic error constant. Setting n= 2 in n, we get
2(a)=Q2(1(a); 0; a). In particular, letting a to be (x1; x1; x1); (x1; x1; x2); (x1; x2; x3), we get one-point,
monotonic two-point, and three-point iteration functions, the rst two of which can be viewed as
\corrected Newton methods", and the third, a \corrected secant method". The one-point case becomes
2(x1) = 1(a)− f
00(x1)
2f0(x1)
(1(a)− x1)2 = x1 − f(x1) 2f
0(x1)2 + f00(x1)f(x1)
2f0(x1)3
:
This function apparently was obtained by Euler, Schroder, and Chebyshev (for which he received
a silver medal in a student contest), see [44,4]. If f0() 6= 0, and a(0) is properly chosen, the
xed-point iteration corresponding to 2(a(t)) is locally well-dened and converges to . Moreover,
from Theorem 5 and denitions of 1 and 2, one can show that
lim
t!1
− 2(a(t))
(− x(t)1 )(− x(t)2 )
= 0:
The above implies that both the one-point and the monotonic two-point iteration functions corre-
sponding to 2 have better rate of convergence than Newton’s method. Also the three-point iteration
function corresponding to 2 has a better rate of convergence than the secant method. In fact 2(x1)
has cubic rate of convergence. It is the second member of the family of Euler{Schroder iteration
functions, fEmg1m=2, where Em has order of convergence equal to m, and E2 is Newton’s. For the
history of this family, as well as dierent schemes for its generates, see [44,18,20,42]. In fact this
family can also be generated from Taylor’s theorem, via a simple recursive formula that was derived
in [31]. Although the formula was described for f a polynomial of degree n, it is applicable to gen-
eral smooth functions. We describe this simple formula next. For its validity, its generality, how it
may be used to generate many other sequences of iteration functions, and its usage in deriving the
asymptotic error constant of the Euler{Schroder family, see [31]. Suppose for m>2, we are given
Em(x1), having the following expansion:
Em(x1) = +
(m−1)nX
i=m
(m)i (− x1)i ; (1)
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where (m)i is a rational function in x1 and possibly  2 Span(x1; ). Since E2(x1) is Newton’s, from
the classical Taylor’s theorem we have (2)i = f(i)=i!f0. Also, −f(x1) =
Pn
i=1(f
(i)(x1)=i!)( − x1)i.
Raising both sides of the latter equation to the power of m gives
(−f)m =
nmX
i=m
(m)i (− x1)i ; (2)
(m)i =
X
i1++im=i; ij>1
f(i1)   f(im)
i1!    im! ; i = m; : : : ; mn: (3)
Multiplying (2) by −(m)m =(m)m =−(m)m =(f0)m and adding to (1) we get
Em+1(x1)  Em(x1)− (−1)m(m)m

f
f0
m
= +
nmX
i=m+1
(m+1)i (− x1)i ; (4)
(m+1)i = 
(m)
i − (m)m
(m)i
(f0)m
; i = m+ 1; : : : ; mn; (5)
where (m)i  0, for i> (m− 1)n. For instance using this inductive formula we obtain
E5 = x1 −

f
f0

−

f
f0
2 f00
2f0
+

f
f0
3 f000
6f0
− f
00 2
2f0 2
!
+

f
f0
4 f(4)
4!f0
− 5f
00f000
12f0 2
+
5f00 3
8f0 3
!
;
where Ei is the sum of multiples of the rst (i − 1) powers of (f=f0).
The derivation of the Euler{Schroder family of iteration functions established here has been via an
elementary application of the classical Taylor’s theorem. In the subsequent sections we will see that
through a nontrivial determinantal generalization of Taylor’s theorem we can in particular derive
a more important family of iteration functions called the Basic Family. The Basic Family is a
fundamental family of one-point iteration functions having many optimal properties with respect to
several criteria. It has many advantages over the Euler{Schroder family. The Basic Family whose rst
and second members are Newton and Halley’s methods, respectively, were derived from polynomials
in [31]. Via our new determinantal generalization of Taylor’s theorem presented in this paper we
obtain not only the Basic Family for more general functions, but also its multipoint versions, as well
as a precise expansion formula that allows many new applications described in the nal section of
the paper.
3. Determinantal Taylor theorem
In this section we describe the determinantal Taylor formulas. The description of these formulas
require the denition of the matrix of divided dierences and some of its submatrices. The reader
needs to become familiarized with these submatrices.
Denition 6 (Matrix of divided dierences). Let m>2 be a given natural number, and n>(m− 1).
Assume that f : K ! K (K real or complex eld) and is (n + 1)-times continuously dierentiable
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on an open ball I K . Let a= (x1; : : : ; xn+1) be an admissible vector of nodes with xi 2 I . Let x be
in I; x 6= xi; i= 1; : : : ; n+ 1. Set xn+2 = x; y=f(x). We shall refer to the (m− 1) (n+ 2) matrix
F =
0
BBBBB@
f11 − y f12 f13 : : : f1;m−1 f1;m : : : f1; n+1 f1; n+2
0 f22 − y f23 : : : f2;m−1 f2;m : : : f2; n+1 f2; n+2
0 0 f33 − y : : : f3;m−1 f3;m : : : f3; n+2 f3; n+2
...
...
...
. . .
... : : : : : :
...
...
0 0 0 : : : fm−1;m−1 − y fm−1;m : : : fm−1; n+1 fm−1; n+2
1
CCCCCA ;
(6a)
as the matrix of divided dierences at x. We also denote F by [u1; : : : ; un+2], where ui is the ith
column of F .
Denition 7 (Determinantal components). Dene
ai = (x1; : : : ; xi); i = 1; : : : ; n+ 2; a  an+1: (6b)
By determinantal components of F we shall refer to three classes of submatrix determinants. The
superscripts used below will denote the corresponding matrix dimension. For a matrix A; jAj=det(A),
its determinant. Let
D(m−1)(y; am) = ju2; : : : ; umj; (6c)
D^
(m−1)
i (y; ai+1) = ju3; : : : ; um; ui+1j; i = m; : : : ; n+ 1; (6d)
and
N (m−2)(y; am) =

f23 : : : f2;m−1 f2;m
f33 − y : : : f3;m−1 f3;m
...
. . .
...
...
0 : : : fm−1;m−1 − y fm−1;m

; N (0)(y; a2)  1: (6e)
In case a is one-point, we get
D(m−1) =

f0(a)
f00(a)
2!
: : :
f(m−2)(a)
(m− 2)!
f(m−1)(a)
(m− 1)!
f(a)− y f0(a) . . . . . . f
(m−2)(a)
(m− 2)!
0 f(a)− y . . . . . . ...
...
...
. . . . . .
f00(a)
2!
0 0 : : : f(a)− y f0(a)

; (6f)
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and
D^
(m−1)
i =

f00(a)
2!
f000(a)
3!
: : :
f(m−1)(a)
(m− 1)!
f(i)(a)
i!
f0(a)
f00(a)
2!
. . .
f(m−2)(a)
(m− 2)!
f(i−1)(a)
(i − 1)!
f(a)− y f0(a) . . . ... ...
...
...
. . .
f00(a)
2!
f(i−m+3)(a)
(i − m+ 3)!
0 0 : : : f0(a)
f(i−m+2)(a)
(i − m+ 2)!

; (6g)
and for all m>2; N (m−2)(y; a) = D(m−2)(y; a). In particular, D(m−1) and D^
(m−1)
m are determinants
corresponding to special Toeplitz matrices.
Denition 8 (Error determinant). The error determinant refers to the quantity
D^
(m−1)
n+1 (y; an+2) = ju3; : : : ; um; un+2j: (6h)
Remark 9. If f(x) is a polynomial of degree , then for any n>m+−2, and each m>2; un+2=0
so that the error determinant is zero.
When K is the real eld we can represent the error determinant in two dierent forms. We use
the rst representation of the error determinant when approximating x, and the second representation
when approximating f(x). In the rst form we dene ^
(m−1)
n+1 (y; ^; a)  D^
(m−1)
n+1 (y; an+2) but such that
the determinant is computed while replacing un+2 with the equivalent vector
un+2 = [f(n+1)(1)=(n+ 1)!; f(n)(2)=n!; : : : ; f(n−m+3)(m−1)=(n− m+ 3)!]T;
where ^ = (1; : : : ; m−1), with i 2 Span(a; x). The equivalence of this form is a straightforward
application of Theorem 5. In the second form of the error determinant we represent un+2 in terms of
the divided dierences at x1; : : : ; xn+1, and a single unknown , appearing in the error term Rn(x) of
Taylor polynomial (Theorem 5). Then, we employ a backward recursion using the conuent divided
dierences fi+1; n+2 =fi;n+2(x− xi) +fi;n+1. We dene ^(m−1)n+1 (x; ; a) = D^
(m−1)
n+1 (y; an+2), but such that
the determinant is computed after the following substitutions are applied:
f1; n+2 =
f(n+1)()
(n+ 1)!
;  2 Span(a; x);
fi;n+2 =
f(n+1)()
(n+ 1)!
i−1Y
l=1
(x − xl) +
i−2X
j=1
fj;n+1
i−1Y
l=j+1
(x − xl) + fi−1; n+1; i = 2; : : : ; m− 1;
fii − f(x) =−
n+2X
j=i+1
fij
jY
l=i
(x − xl); i = 3; : : : ; m− 1:
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3.1. Determinantal interpolation formulas
In this section we formally state two equivalent determinantal generalizations of Taylor’s theo-
rem and their one-point corollaries that give determinantal generalizations of the classical Taylor’s
theorem, and are of particular interest. The nontrivial proof of the two theorems will be given in
Section 4.
Theorem 10. Let m>2 be a natural number; and n>(m− 1). Assume that f : K ! K (K real or
complex eld) and is (n+1)-times continuously dierentiable on an open ball I K . Assume that
for a given x 2 I; f0(x) 6= 0. Let y = f(x). Then; there exists an open ball Ix centered at x and
contained in I such that for any admissible vector of nodes a = (x1; : : : ; xn+1) with xi 2 Ix; xi 6= x;
the quantities D(m−1)(y; am) and N (m−2)(y; am) are nonzero; and we have
y = Pm;n(x; y; a) + Rm;n(x; y; a); (7)
where
Pm;n(x; y; a) = f(x1) +
D(m−1)(y; am)
N (m−2)(y; am)
(x − x1) + (−1)m
nX
i=m
D^
(m−1)
i (y; ai+1)
N (m−2)(y; am)
iY
l=1
(x − xl);
Rm;n(x; y; a) = (−1)m D^
(m−1)
n+1 (y; a)
N (m−2)(y; am)
n+1Y
l=1
(x − xl):
In particular; if f(x) is a polynomial of degree ; then for any j>m+ − 2; we have
f(x) = Pm;j(x; f(x); a):
Equivalently
x = f−1(y) = Qm;n(x; y; a) + m;n(x; y; a); (8)
where
Qm;n(x; y; a) = x1 + (y − f(x1)) N
(m−2)(y; am)
D(m−1)(y; am)
+ (−1)m−1
nX
i=m
D^
(m−1)
i (y; ai+1)
D(m−1)(y; am)
iY
l=1
(x − xl);
m;n(x; y; a) = (−1)m−1 D^
(m−1)
n+1 (y; a)
D(m−1)(y; am)
n+1Y
l=1
(x − xl):
In particular; if f(x) is a polynomial of degree ; then for any j>m+ − 2; we have
x = Qm;j(x; f(x); a):
Remark 11. The equivalence of (7) and (8) in Theorem 10 is straightforward: From (7) we have
D(m−1)(y; am)
N (m−2)(y; am)
(x − x1) = y − f(x1) + (−1)m−1
nX
i=m
D^
(m−1)
i (y; ai+1)
N (m−2)(y; am)
iY
l=1
(x − xl)− Rm;n(x; y; a):
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Now by multiplying the above by N (m−2)(y; am)=D(m−1)(y; am) and by moving −x1 to the right-hand
side we get (8). Conversely, (8) implies (7).
Remark 12. Note that P2; n(x; y; a) = Pn(x), so that Theorem 10 implies Theorem 5, given that
f0(x) 6= 0. If f(x) is a polynomial of degree n, since it is innitely dierentiable, for each m>2,
Theorem 10, associates n determinantal formulas Pm;j(x; Pn(x); a); j=m−1; : : : ; m+n−2. Hence an
innite sequence of determinantal formulas can be associated to a single polynomial. The following
is an immediate one-point version of Theorem 10 (i.e. the case with x1=x2=  =xn+1). It generalizes
the classical Taylor’s theorem.
Corollary 13. Let m>2 be a natural number; and n>(m − 1). Assume that f : K ! K (K real
or complex eld) and is (n + 1)-times continuously dierentiable on an open ball I K . Assume
that for a given x 2 I; f0(x) 6= 0. Let y = f(x). Then; there exists an open ball Ix centered at x
and contained in I such that for any a 2 Ix; a 6= x; the quantities D(m−1)(y; a) and D(m−2)(y; a) are
nonzero; and we have
y = Pm;n(x; y; a) + Rm;n(x; y; a);
Pm;n(x; y; a) = f(a) +
D(m−1)(y; a)
D(m−2)(y; a)
(x − a) + (−1)m
nX
i=m
D^
(m−1)
i (y; a)
D(m−2)(y; a)
(x − a)i ;
Rm;n(x; y; a) = (−1)m D^
(m−1)
n+1 (y; a)
D(m−2)(y; a)
(x − a)n+1:
In particular; if f(x) is a polynomial of degree ; then for any j>m+ − 2; we have
f(x) = Pm;j(x; f(x); a):
Equivalently; we have
x = Qm;n(x; y; a) + m;n(x; y; a);
Qm;n(x; y; a) = a+ (y − f(a)) D
(m−2)(y; a)
D(m−1)(y; a)
+ (−1)m−1
nX
i=m
D^
(m−1)
i (y; a)
D(m−1)(y; a)
(x − a)i ;
m;n(x; y; a) = (−1)m−1 D^
(m−1)
n+1 (y; a)
D(m−1)(y; a)
(x − a)n+1:
In particular; if f(x) is a polynomial of degree ; then for any j>m+ − 2; we have
x = Qm;j(x; f(x); a):
The following theorem is an equivalent formulation of Theorem 10 and gives rise to an innite
family of single and multipoint iteration functions for rootnding.
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Theorem 14. Let m>2 be a natural number; and n>(m − 1). Assume that f : K ! K (K real
or complex eld) and is (n+1)-times continuously dierentiable on an open ball I K containing
a simple root . Then; there exists an open ball I centered at  and contained in I so that for
any admissible vector of nodes a = (x1; : : : ; xn+1) with xi 2 I; xi 6=   xn+2; i = 1; : : : ; n + 1; the
quantity D(m−1)(0; am) is nonzero; and we have
B(k)m (am)  x1 − f(x1)
N (m−2)(0; am)
D(m−1)(0; am)
= +
nX
i=m
(m)i (ai+1)
iY
l=1
(− xl) + (m)n+1(a; )
n+1Y
l=1
(− xl);
where ai+1 = (x1; : : : ; xi+1); am is k-point; and
(m)i (ai+1) = (−1)m
D^
(m−1)
i (0; ai+1)
D(m−1)(0; am)
; i = m; : : : ; n+ 1:
In particular; if f(x) is a polynomial of degree ; for any i>m+ − 2; (m)i+1  0.
Remark 15. The relevance of the index k becomes evident when Theorem 14 is viewed in the
context of iteration functions. Note that B(k)m can be viewed as a function of k indeterminates. The
following is an immediate consequence of Theorem 14.
Corollary 16. Let m>2 be a natural number; and n>(m − 1). Assume that f : K ! K (K real
or complex eld) and is (n+1)-times continuously dierentiable on an open ball I K containing
a simple root . Then; there exists an open ball I centered at  and contained in I such that for
any x1 2 I; x1 6= ; D(m−1)(0; x1) is nonzero; and we have
B(1)m (x1)  x1 − f(x1)
D(m−2)(0; x1)
D(m−1)(0; x1)
= +
nX
i=m
(m)i (x1)(− x1)i + (m)n+1(x1; )(− x1)n+1;
(m)i (x1) = (−1)m
D^
(m−1)
i (0; x1)
D(m−1)(0; x1)
; i = m; : : : ; n; (m)n+1(x1; ) = (−1)m
D^
(m−1)
n+1 (0; x1; )
D(m−1)(0; x1)
:
In particular; if f(x) is a polynomial of degree ; for any i>m+ − 2; (m)i+1  0.
Theorem 14 and Corollary 16 are fundamental from several points of view. In particular, from the
theory of iteration functions. In what follows we shall summarize some related work to the family of
iteration function, B(k)m . The one-point family, fB(1)m g1m=2, was derived and analyzed in [31]. Specic
members of the Basic Family such as B(1)2 (x) = x − f(x)=f0(x) (Newton’s iteration function), and
B(1)3 (x)=x−f(x) 2f0(x)=[2f0(x)2−f00(x)f(x)] (Halleys’s iteration function) have been rediscovered
many times. Using continued fractions, Yeyios [46] derived a family of iteration functions for the
approximation of square roots. The special case of square root problem appears to have been known
before, see [21]. In [30], using a very simple algebraic scheme, a family of iteration functions were
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derived for square roots (as well as cube roots) which coincides with that of Yeyios, and by
virtue of a uniqueness theorem proved in [31], must also coincide with B(1)m , corresponding to
f(x) = x2 − .
Indeed the one-point family, fB(1)m g1m=2 appears to have also been derived by Traub [45, p. 130]
as a special case of a parameterized family of iteration function for polynomials, with the parameter
value equal zero. Traub’s motivation is to nd high-order iterative methods, which for large enough
values of the parameter, converge globally to the dominant root of polynomials, assuming that it
is unique. The independent derivation of this family, called the Basic Family in Kalantari et al.
[31], is based on an algebraic approach that rst establishes its existence, then uses this to derive
a determinantal formula for the iteration functions, as well as a precise determinantal formula for
its asymptotic error constant. Also, in [31] it is shown that the iteration functions as well as the
asymptotic error constants are valid for more general functions than polynomials. The algebraic
approach of [31] reveals certain minimal properties of the general member of the Basic Family.
Theorem 14 describes a more general development of the Basic Family, and its multipoint version.
Even for k=1, the expansion formula for B(k)m in Theorem 14 becomes a more precise formula than
the one given in [31]. For example, the formula in Theorem 14 allows the denition of a \corrected"
family of k-point iteration functions, B^
(k)
m (am)  B(k)m (am) − (m)m (am+1)
Qm
l=1 (B
(k)
m (am) − xl). This is
derived by moving the term (m)m (am+1)
Qm
l=1 ( − x1) from the right-hand side of the equation of
B(k)m (am) (see Theorem 14) to the left-hand side, while also replacing  by an approximate value,
namely B(k)m (am). In particular, one can dene a corrected Halley method with super-cubic rate of
convergence. There are indeed numerous results that have been motivated by Theorem 14 and its
Corollary 16 in sequel papers some of which are summarized in Section 5.
We close this section by citing a recent result due to Kalantari and Gerlach [29] that establishes the
equivalence of the Basic Family B(1)m and a family of iteration functions derived by Gerlach [15]. It is
well-known that Halley’s method can also be obtained by applying Newton’s method to the function
f=
p
f0, see [6,1]. For more on Halley’s method and its interesting history see [4,17,44,41,47,25,34].
Gerlach [15], gives a generalization of Bateman’s approach, and for each m>2, recursively denes
an iteration function Gm(x) of order m. It does not follow that Gm(x) would reduce into a rational
function of the input and the corresponding function and derivative values. Ford and Pennline [14]
give a rational formulation of Gerlach’s Gm(x), but oer no closed formula. Kalantari and Gerlach
[29], prove the equivalence of Gm(x) and B(1)m by making use of Corollary 16 and a key recursive
formula for D(m)(x) (see [24] and Section 5).
4. Proof of Theorem 10 and Theorem 14
We rst need to dene some determinants. The corresponding matrices are all submatrices of the
matrix F (see Denition 6), corresponding to two consecutive m’s with y = f(x) = 0. The explicit
description of these matrices facilitates the long proof. Let m>2 be a natural number, and n>(m−1).
Assume that f is (n+1)-time continuously dierentiable in an open ball I containing a simple root
. Let a = (x1; : : : ; xn+1) be an admissible vector of nodes with xi 2 I; xi 6= ; i = 1; : : : ; n + 1. Set
xn+2 =. For each i=2; : : : ; n+2, and each j= i; : : : ; n+2, let fij be the conuent divided dierence
(see Denition 3). The superscript used below will denote the corresponding matrix dimensions.
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For each i = m; : : : ; n+ 1 dene D(m)i as
D(m)i =

f12 f13 : : : f1;m−1 f1;m f1; i+1
f22 f23 : : : f2;m−1 f2;m f2; i+1
0 f33 : : : f3;m−1 f3;m f3; i+1
...
...
. . .
...
...
...
0 0 : : : fm−1;m−1 fm−1;m fm−1; i+1
0 0 : : : 0 fm;m fm; i+1

: (9a)
Also dene,
D(1)i = f1; i+1; i = 1; : : : ; n+ 1: (9b)
For each i = m+ 1; : : : ; n+ 1 dene D^
(m)
i as
D^
(m)
i =

f13 : : : f1;m−1 f1;m f1;m+1 f1; i+1
f23 : : : f2;m−1 f2;m f2;m+1 f2; i+1
f33 : : : f3;m−1 f3;m f3;m+1 f3; i+1
...
. . .
...
...
...
...
0 : : : fm−1;m−1 fm−1;m fm−1;m+1 fm−1; i+1
0 : : : 0 fm;m fm;m+1 fm; i+1

: (9c)
Also dene,
D^
(1)
i = f1; i+1; i = 2; : : : ; n+ 1: (9d)
For i = m+ 1; : : : ; n+ 1 dene
D
(m−1)
i =

f13 : : : f1;m−1 f1;m+1 f1; i+1
f23 : : : f2;m−1 f2;m+1 f2; i+1
f33 : : : f3;m−1 f3;m+1 f3; i+1
... : : :
...
...
...
0 : : : fm−1;m−1 fm−1;m+1 fm−1; i+1

: (9e)
For j = m− 2 and j = m− 1 dene
N (m−2)j =

f23 : : : f2;m−1 f2; j+2
f33 : : : f3;m−1 f3; j+2
...
. . .
...
...
0 : : : fm−1;m−1 fm−1; j+2

; N (0)0  1: (9f)
Note that D(m−1)m−1 ; N
(m−2)
m−2 , and D^
(m−1)
i coincide with previously dened D
(m−1)(y; am); N (m−2)(y; am),
and D^
(m−1)
i (y; am), respectively, evaluated at y = 0 (see (6c){(6e)). For simplicity of notation we
have suppressed the argument to these functions. We have chosen to represent these determinants
with more detail in order to facilitate the proofs.
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Lemma 17. Let m>2 be a natural number; and n>(m− 1). Assume that f : K ! K (K real or
complex eld) and is (n+ 1)-times continuously dierentiable on an open ball I K containing a
simple root . Then there exists an open ball I containing  so that for any admissible vector of
nodes a=(x1; : : : ; xn+1) with xi 2 I; xi 6= ; the corresponding D(m−1)m−1 and (m)m  (−1)mD^
(m−1)
m =D
(m−1)
m−1 ;
are nonzero. In particular; D^
(m−1)
m is nonzero in this neighborhood.
Proof. If x1 =   = xn+1 = , then the corresponding D(m−1)m−1 is nonzero, since it reduces to an upper
triangular matrix whose diagonal entries are f0() 6= 0. From this and continuity, there exists an
open ball I containing  such that for any admissible a with coordinates contained in I, the corre-
sponding D(m−1)m−1 is nonzero. Assuming that f(x) is a polynomial, it is shown in [31, Theorem 4:3]
that the corresponding one-point (m)m is not identically zero. Since 
(m)
m is not identically zero for
polynomials, it follows that it is not identically zero for the general case of functions considered
here. From this and continuity it follows that for the case of an arbitrary admissible vector of nodes
a, the corresponding (m)m is not identically zero, provided that its coordinates lie within an open ball
containing .
Lemma 18. Theorems 10 and 14 are equivalent.
Proof. First we prove that Theorems 10 implies Theorem 14. Assume Theorem 10 is valid. From the
equivalence of (7) and (8) of Theorem 10 (see Remark 4) it suces to note that since y=f()=0,
we have
Qm;n(x; y; a) = B(k)m (am):
Hence Theorem 14 is valid. Next assume that Theorem 14 is valid. We will show that Theorem 10
must hold. Let x0 be a point in I such that f0(x0) 6= 0. Now consider the function
g(w) = f(w)− f(x0); w 2 I:
Then, g(x0) = 0, and g(i)(w) = f(i)(w), for all i>1. Since g0(x0) 6= 0, Theorem 14 applies to g(w)
at = x0. In particular, the corresponding D(m−1)(0; am) 6= 0. But D(m−1)(0; am), written with respect
to g(w) at x0, coincides with D(m−1)(y; am), written with respect to f(x) at x0. This also applies to
N (m−2) and D^
(m−1)
i . This implies that Qm;n(x0; y; a), written with respect to f(x) at x0, is identical
with B(k)m (am), written with respect to g(w) at  = x0. Thus, the expansion given by part (8) of
Theorem 10 is valid. To show that part (7) is also valid we need to show that N (m−2)(y; am) is
not identically zero in a neighborhood of x0. But this follows from Lemma 17 and the denition of
N (m−2)(y; am) (see (6e)).
What follows from here on is toward the proof of Theorem 14. However, we will need to prove
four lemmas before the proof of Theorem 14 can begin. These lemmas consist of some determinantal
identities. The rst one is a determinantal identity reminiscent of Sylvester’s theorem (see [5]), but
not equivalent to that theorem.
Lemma 19. Let a = (a1; a2; 0 : : : ; 0)T be a column vector in Kk; k>2. Let c and d; and e be
arbitrary row vectors in Kk . Let A=(aij) be an k (k−2) matrix having the property that aij=0;
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for all i and j satisfying i − j>3; and ai; i−2 6= 0; for all i = 3; : : : ; k; i.e.;
A=
0
BBBBBBBBBB@
a11 a12    a1; k−2
a21 a22    a2; k−2
a31 a32    a3; k−2
0 a42    a4; k−2
...
...
. . .
...
0 0    ak;k−2
1
CCCCCCCCCCA
:
Then for k = 2
ja dj jc ej − ja ej jc dj= ja cj jd ej; (10)
and for k>3
ja A dj jA c ej − ja A ej jA c dj= ja A cj jA d ej: (11)
Proof. We prove the lemma by induction on k. For k = 2 the identity (10) can easily be veried
by direct computation of the determinants. Assume that k>3, and (11) is true for k − 1. We prove
that (11) is true for k. Using last column of A as the pivot column and adding scalar multiples of it
to other columns of the matrices appearing in the left-hand side of (11), we can reduce each matrix
in (11) into a matrix whose last row has a single nonzero, namely ak;k−2. Then by expanding the
determinants along the last row, the left-hand side of (11) reduces to
− a2k; k−2(ja0 A0 d0j jA0 c0 e0j − ja0 A0 e0j jA0 c0 d0j); (100)
where a0; c0; d0; e0 are vectors in Kk−1, and a0=(a01; a
0
2; 0; : : : ; 0)
T, and A0=(a0ij) is a (k − 1) (k − 3)
matrix satisfying a0ij = 0, for all i and j satisfying i − j>3, and a0i; i−2 6= 0, for all i = 3; : : : ; k − 1.
Similarly the right-hand side of (11) reduces to
− a2k; k−2(ja0 A0 c0j jA0 d0 e0j): (110)
Since ak;k−2 is nonzero, by induction hypothesis (100) and (110) are identical, hence the proof.
Lemma 20. For each m>2; i>m+ 1; we have
D(m−1)m D^
(m−1)
i − D(m−1)i D^
(m−1)
m = D
(m−1)
m−1 D
(m−1)
i :
Proof. In Lemma 19 choose k =m− 1. Then, let a be the rst column of the matrix corresponding
to D(m−1)m , let A be the submatrix corresponding to columns 2 through m− 2, and let d be the last
column of this matrix. Thus, D(m−1)m = ja A dj. Also denote the last two columns of the corresponding
matrix of D^
(m−1)
i by c and e, respectively. Thus D^
(m−1)
i =jA c ej. Similarly, the next four determinants
appearing in the claimed identity, represent corresponding determinants stated in Lemma 19.
Lemma 21. For each m>2; and i = m+ 1; : : : ; n; we have
D(m−1)m−1 D^
(m−2)
i + D
(m−2)
m−2 D^
(m−1)
i = D
(m−1)
i D^
(m−2)
m−1 ; (12)
D(m)m D^
(m−1)
i − D(m)i D^
(m−1)
m =−D(m−1)m−1 D^
(m)
i : (13)
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Proof. We will prove (13). The equation in (12) is simply (13) written for m − 1 with the terms
rearranged. By expanding the determinant of the matrices corresponding to D(m)m , and D
(m)
i about
their last row, we get
D(m)m =−fm;mD(m−1)m + fm;m+1D(m−1)m−1 ; D(m)i =−fm;mD(m−1)i + fm; i+1D(m−1)m−1 :
Substituting these into the left-hand side of (13), it becomes
−fm;mD(m−1)m D^
(m−1)
i + fm;m+1D
(m−1)
m−1 D^
(m−1)
i + fm;mD
(m−1)
i D^
(m−1)
m − fm; i+1D(m−1)m−1 D^
(m−1)
m
=− fm;m(D(m−1)m D^
(m−1)
i − D(m−1)i D^
(m−1)
m ) + fm;m+1(D
(m−1)
m−1 D^
(m−1)
i )− fm; i+1(D(m−1)m−1 D^
(m−1)
m ):
On the other hand, by expanding the determinant of the matrix corresponding to D^
(m)
i about its last
row, the right-hand side of (13) reduces to
−fm;m( D(m−1)i D(m−1)m−1 ) + fm;m+1(D^
(m−1)
i D
(m−1)
m−1 )− fm; i+1(D^
(m−1)
m D
(m−1)
m−1 ):
Thus to prove the lemma it suces to show that the coecients of fm;m are identical. But this
follows from Lemma 20.
Lemma 22. For each m>3; we have
N (m−2)m−2 D
(m−1)
m − N (m−2)m−1 D(m−1)m−1 = f22   fm−1;m−1D^
(m−1)
m :
Proof. The proof of the lemma uses the special format of the matrices and the fact that fii 6= 0,
as opposed to the use of specic entries. We will prove it by induction. For m = 3; from (9c) the
right-hand side of the claimed identity is
f22D^
(2)
3 = f22
f13 f14f23 f24
= f22(f13f24 − f23f14):
On the other hand from (9a) and (9f) we have
N (1)1 D
(2)
3 − N (1)2 D(2)2 = f23
f12 f14f22 f24
− f24
f12 f13f22 f23
 :
It is now easy to check that the equation of the lemma is true for m=3. Let us denote the matrices
corresponding to N (m−2)m−2 ; D
(m−1)
m ; N
(m−2)
m−1 ; D
(m−1)
m−1 , and D^
(m−1)
m , by A1; A2; A3; A4, and A5, respectively.
Note that for i = 1; : : : ; 5, the rst nonzero entry of the last row of Ai is fm−1;m−1 (see (9a){(9f)).
Using the last row in Ai as the pivot row, i= 1; : : : ; 5, we can reduce Ai into a matrix A0i , where in
the column corresponding to fm−1;m−1 all other entries are zero. Now by expanding the determinant
of these matrices along the column corresponding to fm−1;m−1, the left-hand side of the claimed
identity reduces to
f2m−1;m−1j A1j j A2j − j A3j j A4j; (14)
and the right-hand side reduces to
f22 : : : fm−2;m−2f2m−1;m−1j A5j; (15)
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where Ai’s preserve the format of Ai’s. We will demonstrate this for m= 4
N (2)2 D
(3)
4 − N (2)3 D(3)3 =
f23 f24f33 f34


f12 f13 f15
f22 f23 f25
0 f33 f35
−
f23 f25f33 f35


f12 f13 f14
f22 f23 f24
0 f33 f34

=
 0 f024f33 f34


f12 0 f015
f22 0 f025
0 f33 f35
−
 0 f025f33 f35


f12 0 f014
f22 0 f024
0 f33 f34

=f233

f024
f12 f015f22 f025
− f025
f12 f014f22 f024


; (16)
where f0ij’s denote the modied entries. On the other hand
f22f33D^
(3)
4 = f22f33

f13 f14 f15
f23 f24 f25
f33 f34 f35
= f22f33

0 f014 f
0
15
0 f024 f
0
25
f33 f34 f35
= f22f233
f014 f015f024 f025
 : (17)
Dividing (16) and (17) by f233, we are back to the previous case of m= 2 as applied to analogous
matrices. For the general case of m, we divide both sides of (14) and (15) by f2m−1;m−1, and use
the induction hypothesis to conclude that they are identical.
Lemma 23. For each m>2; we have;
N (m−2)m−2 D
(m)
m − N (m−1)m−1 D(m−1)m−1 =−f22   fm;mD^
(m−1)
m :
Proof. For m= 2 the formula is valid since from (9a){(9f) we have
N (0)0 D
(2)
2 − N (1)1 D(1)1 = 1:
f12 f13f22 f23
− f23f12 =−f22f13 =−f22D^(1)2 :
Assume that m>3. By expanding the determinant for the matrices corresponding to D(m)m and N
(m−1)
m−1
about their last row we get
N (m−2)m−2 D
(m)
m − N (m−1)m−1 D(m−1)m−1
=N (m−2)m−2 (−fm;mD(m−1)m + fm;m+1D(m−1)m−1 )− (−fm;mN (m−2)m−1 + fm;m+1N (m−2)m−2 )D(m−1)m−1
=− fm;m(N (m−2)m−2 D(m−1)m − N (m−2)m−1 D(m−1)m−1 ):
From Lemma 22, the above is equivalent to −f22   fm;mD^(m−1)m .
Proof of Theorem 14. Let I be an open ball containing  such that for any admissible vector of
nodes a=(x1; : : : ; xn+1) 2 Kn+1, with xi 2 I; xi 6= ; i=1; : : : ; n+1, we have D( j)j 6 0; j=1; : : : ; m−1.
Set xn+2 = . We wish to derive the formula for B(k)m (x1; : : : ; xm). Since the superscript k is irrelevant
as far as the proof is concerned, we shall omit it throughout the rest of the section. With the
interpolating nodes x1; : : : ; xn+1, and x = = xn+2, from Theorem 5 we have
0 = f11 +
n+1X
i=1
f1; i+1
iY
l=1
(− xl): (18)
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Adding x1 − f11 = [− (− x1)− f11] to (18) we get
B1(x1)  x1 − f11 = +
n+1X
i=1
(1)i
iY
l=1
(− xl); (19)
where
(1)1 = f12 − 1; (1)i = f1; i+1; i = 2; : : : ; n+ 1:
Also from (18) we easily obtain
B2(x1; x2)  x1 − f11f12 = +
n+1X
i=2
(2)i
iY
l=1
(− xl); (20)
where
(2)i =
f1; i+1
f12
=
D^
(1)
i
D(1)1
; i = 2; : : : ; n+ 1;
and where the second equality above follows from the denitions of D(1)1 and D^
(1)
i (see (9b) and
(9d)). Thus Theorem 14 is true for m = 2. Next we show that the theorem is valid for m = 3.
Subtracting (20) from (19) we get
B1(x1)− B2(x1; x2) =−f11 + f11f12 = 
(1)
1 (− x1) +
n+1X
i=2
((1)i − (2)i )
iY
l=1
(− xl): (21)
Next using the points x2; : : : ; xn+1 as the interpolating nodes and x =  = xn+2, from Theorem 5 we
get
0 = f22 +
n+1X
i=2
f2; i+1
iY
l=2
(− xl): (22)
Multiplying (22) by −(1)1 (− x1) and (21) by f22 and then adding the results we get
f22(B1(x1)− B2(x1; x2)) = f11f22

1− f12
f12

=
n+1Y
i=2
u(2)i
iY
l=1
(− xl); (23)
where
u(2)i = f22(
(1)
i − (2)i )− (1)1 f2; i+1; i = 2; : : : ; n+ 1:
We can easily verify that
u(2)i =
(1− f12)D(2)i
f12
; i = 2; : : : ; n+ 1:
Multiplying (23) by
− 
(2)
2
u(2)2
=− f13
(1− f12)D(2)2
;
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and adding the result to the equation of B2(x1; x2), and simplifying we obtain a new iteration function
dened as
B3(x1; x2; x3)  x1 − f11 f23
D(2)2
= +
n+1X
i=3
(3)i
iY
l=1
(− xl); (24)
where
(3)i = 
(2)
i −
(2)2
u(2)2
u(2)i =
D^
(1)
i
D(1)1
− f13D
(2)
i
f12D
(2)
2
; i = 3; : : : ; n+ 1:
It can be veried that
(3)i =−
D^
(2)
i
D(2)2
; i = 3; : : : ; n+ 1:
Thus Theorem 14 is valid for m= 3.
The inductive step: Assume that the theorem is true for m − 1 and m. Thus for r = m − 1 and
r = m we have
Br(x1; : : : ; xr) = x1 − f11 N
(r−2)
r−2
D(r−1)r−1
= +
n+1X
i=r
(r)i
iY
l=1
(− xl); (25)
where
(r)i = (−1)r
D^
(r−1)
i
D(r−1)r−1
; i = r; : : : ; n+ 1: (26)
We shall obtain Bm+1(x1; : : : ; xm+1). Subtracting Bm(x1; : : : ; xm) from Bm−1(x1; : : : ; xm−1), using (25),
and suppressing their arguments for simplicity we get
Bm−1 − Bm = (m−1)m−1
m−1Y
l=1
(− xl) +
n+1X
i=m
((m−1)i − (m)i )
iY
l=1
(− xl): (27)
Using the interpolating nodes xm; : : : ; xn+1, and letting x = = xn+2, from Theorem 5 we get
0 = fm;m +
n+1X
i=m
fm; i+1
iY
l=m
(− xl): (28)
Multiplying (28) by −(m−1)m−1
Qm−1
l=1 (− xl) and (27) by fm;m and then adding the results we get
fm;m(Bm−1 − Bm) =
n+1X
i=m
u(m)i
iY
l=1
(− xl); (29)
where
u(m)i = fm;m(
(m−1)
i − (m)i )− (m−1)m−1 fm; i+1; i = m; : : : ; n+ 1: (30)
B. Kalantari / Journal of Computational and Applied Mathematics 126 (2000) 287{318 307
We rst need to obtain a simplied form for u(m)i . From (30) and the induction hypothesis we have
u(m)i =fm;m
0
@(−1)m−1 D^(m−2)i
D(m−2)m−2
− (−1)m D^
(m−1)
i
D(m−1)m−1
1
A− (−1)m−1 D^
(m−2)
m−1
D(m−2)m−2
fm; i+1
= (−1)m−1 M
D(m−2)m−2 D
(m−1)
m−1
; (31)
where
M = fm;m(D
(m−1)
m−1 D^
(m−2)
i + D
(m−2)
m−2 D^
(m−1)
i )− fm; i+1D(m−1)m−1 D^
(m−2)
m−1 :
From (12) of Lemma 21 we get
M = fm;mD
(m−1)
i D^
(m−2)
m−1 − fm; i+1D(m−1)m−1 D^
(m−2)
m−1 :
By expanding the determinant corresponding to D(m)i , see (9a), along its last row we have
D(m)i =−fm;m D(m−1)i + fm; i+1D(m−1)m−1 :
From the above the equation of M can further be simplied as
M =−D^(m−2)m−1 D(m)i :
This implies that
u(m)i = (−1)m
D^
(m−2)
m−1 D
(m)
i
D(m−2)m−2 D
(m−1)
m−1
; i = m; : : : ; n+ 1: (32)
From Lemma 17 it follows that u(m)m is not identically zero. Again from Lemma 17 the quantity
−(m)m =u(m)m is not identically zero. Multiplying (29) by −(m)m =u(m)m and adding the result to the equation
of Bm from (25), we get
Bm+1  Bm − fm;m 
(m)
m
u(m)m
(Bm−1 − Bm) = +
n+1X
i=m+1
(m+1)i (− x1)    (− xi); (33)
where
(m+1)i = 
(m)
i −
(m)m
u(m)m
u(m)i ; i = m+ 1; : : : ; n+ 1: (34)
Next we show that
(m+1)i = (−1)m+1 −
D^
(m)
i
D(m)m
; i = m+ 1; : : : ; n+ 1: (35)
From (32), and induction hypothesis, we have
− 
(m)
m
u(m)m
u(m)i = (−1)m−1
D^
(m−1)
m D
(m)
i
D(m)m D(m−1)m−1
: (36)
Substituting (26) and (36) into (34) gives
(m+1)i = (−1)m
D^
(m−1)
i
D(m−1)m−1
+ (−1)m−1 D^
(m−1)
m D
(m)
i
D(m)m D(m−1)m−1
= (−1)m D^
(m−1)
i D
(m)
m − D^
(m−1)
m D
(m)
i
D(m)m D(m−1)m−1
: (37)
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But from (13) of Lemma 21, the numerator of the above fraction is (−1)m+1D^(m)i D(m−1)m−1 , and hence
we get the desired formula for (m+1)i , claimed in (35).
To complete the proof of the theorem we need to derive the desired formula for Bm+1. Since
u(m)m = (−1)m
D^
(m−2)
m−1 D
(m)
m
D(m−2)m−2 D
(m−1)
m−1
; (m)m = (−1)m
D^
(m−1)
m
D(m−1)m−1
; (38)
we get
(m)m
u(m)m
=
D^
(m−1)
m D
(m−2)
m−2
D^
(m−2)
m−1 D
(m)
m
: (39)
From (33), (39), and the inductive hypothesis we have
Bm+1 = Bm − fm;m 
(m)
m
u(m)m
(Bm−1 − Bm)
= x1 − f11N
(m−2)
m−2
D(m−1)m−1
+ f11fm;m
D^
(m−1)
m D
(m−2)
m−2
D^
(m−2)
m−1 D
(m)
m
 
N (m−3)m−3
D(m−2)m−2
− N
(m−2)
m−2
D(m−1)m−1
!
= x1 − f11N
(m−2)
m−2
D(m−1)m−1
+ f11fm;m
D^
(m−1)
m
D^
(m−2)
m−1 D
(m)
m D(m−1)m−1
(N (m−3)m−3 D
(m−1)
m−1 − N (m−2)m−2 D(m−2)m−2 ): (40)
From Lemma 23 we have
N (m−3)m−3 D
(m−1)
m−1 − N (m−2)m−2 D(m−2)m−2 =−f22 : : : fm−1;m−1D^
(m−2)
m−1 : (41)
From (40) and (41) we get
Bm+1 = x1 − f11N
(m−2)
m−2
D(m−1)m−1
− f11   fm;m D^
(m−1)
m
D(m)m D(m−1)m−1
: (42)
Applying Lemma 23 once more to (42) we get
Bm+1 = x1 − f11N
(m−2)
m−2
D(m−1)m−1
+ f11
(N (m−2)m−2 D
(m)
m − N (m−1)m−1 D(m−1)m−1 )
D(m)m D(m−1)m−1
: (43)
But this trivially simplies into the desired formula
Bm+1 = x1 − f11N
(m−1)
m−1
D(m)m
:
5. Applications of the determinantal formulas
5.1. An innite spectrum of rational approximation formulas
Motivated by Theorem 10, once we have computed Pn(x), the Taylor polynomial corresponding
to a given function f(x), for each m>2, we can associate a spectrum of n rational approxima-
tions, i.e.,
f(x)  (m)n; j (x)  Pm;j(x; Pn(x); a); j = m− 1; : : : ; (m+ n− 2):
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These approximations give rise to a table with an innite number or rows and n columns whose
last column entries coincide with Pn(x). We shall refer to this table as the Pn-table of rational
approximations.
From Theorem 5, for each j = m− 1; : : : ; m+ n− 2, we obtain the error formula
Rm;j(x; Pn(x); a)  f(x)− (m)n; j (x) = Rn(x) + Pn(x)− (m)n; j (x):
In some cases (see [23] for an example) even the error of the special functions
(m)m−1;m−1(x) = f(x1) +
D(m−1)(Pm−1(x); am)
N (m−2)(Pm−1(x); am)
(x − x1);
can be better than the error of using Pm−1(x), i.e.
jRm;m−1(x; Pm−1(x); a)j6jRm−1(x)j:
This is surprising in the sense that (m)m−1;m−1(x) makes use of the same information as avail-
able to Pm−1(x). Its computation only requires the evaluation of the two additional determinants,
D(m−1)(Pm−1(x); am), and N (m−1)(Pm−1(x); am). Using Theorem 10 the following theorem can be
proved.
Theorem 24 (Determinantal approximation of ex [23]). Let f(x) = e x; a = 0. Then for each x 2
I = [0; 1=8]; the sequence of functions
Pm;m−1(x; e x; 0) = 1 + x
D(m−1)(e x; 0)
N (m−2)(e x; 0)
; m= 2; 3; : : : ;
converge to e x satisfying
je x − Pm;m−1(x; e x; 0)j6( 4
p
200x)m:
Moreover, the sequence
(m)m−1;m−1(x) = 1 + x
D(m−1)(Pm−1(x); 0)
N (m−2)(Pm−1(x); 0)
; m= 2; 3; : : : ;
satises
jPm−1(x)− (m)m−1;m−1(x)j6( 4
p
200x)m:
In particular, since Pm−1(x) converges to e x; so does 
(m)
m−1;m−1(x).
5.2. An innite spectrum of rational inverse approximation formulas
Using Theorem 10, we also dene formulas that approximates x, given y = f(x). Note that
Qm;m−1(x; y; a) = x1 + (y − f(x1)) N
(m−2)(y; am)
D(m−1)(y; am)
;
does not depend on x. By itself it gives rise to an iterative method (see Section 5.3). It also gives rise
to a spectrum of inverse approximations. For each given pair (m; n); m>2 we associate a spectrum
of n approximations, i.e.
x  (m)n; j (y; a)  Qm;j(Qm;m−1(x; y; a); y; a); j = m− 1; : : : ; (m+ n− 2):
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These approximations give rise to a table with an innite number of rows and n columns whose
rst column entries are Qm;m−1.
In fact one can also dene recursive inverse approximations, as follows:
^(m)n;m−1(y; a)  Qm;m−1(x; y; a);
^(m)n; j (y; a)  Qm;j(Qm;j−1(x; y; a); y; a); j = m; : : : ; n:
However, even the family Qm;m−1; m = 2; 3; : : : ; is a signicant family by itself. For instance when
y = f(x) = 0, and a is 1-point, then Qm;m−1 = B(1)m gives:
Theorem 25 (Determinantal approximation of square root [23]). Let > 1 be given. Let f(x) =
x2 − . Assume that a satises the inequalities 2a− (a2 − + 1)>1; and 06a−p< 1. Then,
jp− B(1)m (a)j6
jp− ajm
(2a+ 1)b
(m−1)
2 c
; B(1)m (a) = a− f(a)
D(m−2)(0; a)
D(m−1)(0; a)
:
Note that D(m−1)(0; a) is a tridiagonal Toeplitz matrix whose upper diagonal, diagonal, and sub-
diagonal entries are lled with the numbers 1; 2a, and a2 − , respectively. For instance for m = 5
we get the following general case and the special case of = 2; a= 2
D(4)(0; a) =

2a 1 0 0
a2 −  2a 1 0
0 a2 −  2a 1
0 0 a2 −  2a

; D(4)(0; 2) =

4 1 0 0
2 4 1 0
0 2 4 1
0 0 2 4

:
Theorem 26 (Determinantal Approximation of  [23,27]). Let f(x) = sin x − 0:5; a= 0. Then,6 − B(1)m (0)
6
 p
3
6
!m−1
; B(1)m (0) =
1
2
D(m−2)(0; 0)
D(m−2)(0; 0)
:
In this case the matrix D(m−1)(0; 0) is the Toeplitz matrix whose subdiagonal entries are −1=2,
the remaining lower triangular part is lled with zeros, and for each row the entries starting with
the diagonal entry are lled with the numbers 1; 0;−1=3!; 0; 1=5!; 0;−1=7!, etc. For instance
D(5)(0; 0) =

1 0 −13! 0
1
5!
−1
2 1 0
−1
3! 0
0 −12 1 0
−1
3!
0 0 −12 1 0
0 0 0 −12 1

:
Remark 27. Many other convergent sequences to  are possible. Also, it is possible to construct
high-order iterative methods of arbitrary order, starting from the initial point, see [27]. These give
very novel methods for approximation of , very dierent than the existing formulas such as those
described in [7,8,10,40].
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5.3. Innite families of single and multipoint iteration functions
Consider the function dened in Theorem 14:
B(k)m (am) = x1 − f(x1)
N (m−2)(0; am)
D(m−1)(0; am)
;
where am is a monotonic k-point admissible vector in Km. This function denes a k-point iteration
function. The case of monotonic k-point is the most meaningful of the k-points. For each i =
1; : : : ; m− 1, locally, it is natural to take xi as a more accurate approximation of the root of f being
approximated, than xi+1. More precisely, given an initial monotonic k-point vector am, the xed-point
iteration is the substitution
am = (x1; : : : ; x1; x2; : : : ; xk) (B(k)m (am); : : : ; B(k)m (am); x1; : : : ; xk−1) 2 Km:
For k=1; 2; B(k)2 (a2) gives Newton’s method and the secant method, respectively. For k=1; B
(k)
3 (a3)
gives the ordinary Halley’s method, and for k =2 and k =3, it gives two and three-point variations
of that method. There are four versions of B(k)4 (a4).
Theorem 28 (Kalantari [26]). The sequence of xed-point iterates fx(t)1 g1t=0 satisfy
lim
t!1
(− x(t+1)1 )
(− x(t)1 )p
= cm()((p−1)=(m−1)); cm() =
(−1)m−1
p0()m−1
D^
(m−1)
n+1 (0; );
p is the unique positive root of P(z)=zk− (m−k+1)zk−1−Pk−2j=0 zj. Moreover; for k > 1; m− k +
1<p<m− k +2; for xed k it is monotonically increasing in m; and for xed m it is monoton-
ically decreasing in k; ranging from m to the limiting ratio of generalized Fibonacci numbers of
order m (see [35] for Generalized Fibonacci numbers).
The following diagrams represents the general ascending order of convergence of B(k)m , and the
corresponding order, p, for the rst few members of the innite family of iteration functions:
B(1)2  B(2)2
# # &
B(1)3  B(2)3  B(3)3
# # # &
B(1)4  B(2)4  B(3)4  B(4)4
# # # # &
B(1)5  B(2)5  B(3)5  B(4)5  B(5)5
# # # # : : : &
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2  1:618
# # &
3  2:414  1:839
# # # &
4  3:302  2:546  1:927
# # # # &
5  4:236  3:383  2:592  1:965
# # # # : : : &
In [32], we have obtained preliminary computational results with the rst few members of the basic
family for random polynomials, with degrees ranging from 2 to 30. We have experimented with the
rst nine members of the family B(k)m , for m=2; 3; 4 and k6m. Based on our computational results, as
the degree of the polynomial increases, the new iteration functions become more and more ecient
than the traditional methods. For a given polynomial, all nine iteration functions were applied with
the same seed and its total arithmetic operations for approximation of the same root was compared
with that of Newton’s. Our results indicates that Newton’s method, the secant method, and Halley’s
method are less ecient than the other six iteration functions. For larger degree polynomials, the
iteration function
B(4)4 (a4) = x1 − f11
f23 f24f33 f34

f12 f13 f14
f22 f23 f24
0 f33 f34

;
which is derivative free and has almost quadratic order of convergence is the most ecient iteration
function. We thus feel that for polynomial root nding these iteration functions have great potential.
For more detail on the computational results see [32].
5.4. Determinantal approximation of roots of polynomials
Here we describe yet another application of the Basic Family and the determinantal Taylor’s
theorem. We can approximate polynomial roots by evaluation of the sequence of iteration functions
fB(1)m g1m=2, all at the same input. The following surprising result holds:
Theorem 29 (Kalantari [24]). Let f(x) be a polynomial with complex coecients. Let  be a
simple root of f(x). There exists r 2 (0; 1) such that given any x0 2 Nr()= fz: jz− j6rg, we
have
= lim
m!1B
(1)
m (x0) = limm!1 x0 − f(x0)
D(m−2)(0; x0)
D(m−1)(0; x0)
:
More precisely; let
w(x) =
1
f0(x)
vuut nX
i=0
 jf(i)(x)j
i!
2
:
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There exists r 2 (0; 1) such that given any x0 2 Nr(); for all m>2, we have
jB(1)m (x0)− j6
j2w(x0)(x0 − )jm
1− jx0 − j 6
j4w()(x0 − )jm
1− jx0 − j ; j4w()(x0 − )j< 1:
It is important to mention that the determinant D(m)(x) satises the recursive property:
Proposition 30 (Kalantari [24]). For j< 0; set D(j)(x) = 0. Then; for all m>1 we have;
D(m)(x) =
nX
i=1
(−1)i−1 (f(x))
i−1f(i)(x)
i!
D(m−i)(x):
The proof is straightforward, is in fact based on a recursive formula for computing the determinant
of an arbitrary Toeplitz matrix that is also upper Hessenberg. The formula becomes apparent once
the determinant of such a matrix is expanded along its rst column.
Proposition 30 implies that D(m)(x) can be computed eciently. It should also be mentioned that
the entries of D(m) can be evaluated eciently since given f(x), a polynomial of degree n, and
an input x0, the evaluation of f( j)(x0)=j!; j = 0; : : : ; n, called the normalized derivatives, can be
established in O(n log2 n) arithmetic operations [33].
For special polynomials Theorem 29 can be stated with more explicit bounds:
Theorem 31 (Kalantari [24]). Suppose that f(x)=xn−; where  is a positive number; n a natural
number satisfying = 1=n>n− 1>1. Given any x0 2 (; + 1=12]; we have
jB(1)m (x0)− j6
 p
11
12
!m−1
:
The actual interval of convergence for the approximation of nth root may be much larger than
the conservative estimate of Theorem 31. For instance for the approximation of square roots, one
can select x0 to be any number between the oor and ceiling of
p
 and possibly even larger (see
Theorem 25, and its proof in [23]).
5.5. The Truncated Basic Family and a new strategy for rootnding
For each natural number t we dene a family of iteration function fB(1)m; t(x)g1m=t+1, where B(1)m; t(x)
is obtained from B(1)m (x) by setting all derivatives higher than the tth derivative equal to zero. We
shall refer to this new family as the Truncated Basic Family of order t. It can be shown that each
member of the innite set of iteration functions fB(1)m; t(x)g1m=t+1 has order t+1. This is an interesting
property of the Truncated Basic Family. The proof of this fact will be given in [28]. We refer to the
special case where t = 2 as the Halley Family, fHm(x)  B(1)m;2(x)g1m=3 since H3 is Halley’s method.
It gives an innite family of cubic rate methods [25]. The Halley Family is thus dened as
Hm(x) = x − f(x) hm−2(x)hm−1(x) ; hm(x) = det(Am(x));
where Am(x) is the mm matrix having the following properties: all its diagonal entries are f0(x),
all its subdiagonal entries are f(x), all its superdiagonal entries are f00(x)=2, and all other entries
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are zero. The Halley Family and their derivative-free variants oer alternatives to the traditional
rootnding methods, such as the secant method and Newton’s method which are based on linear
approximation, Muller’s method which is a derivative-free method based on quadratic approximation,
as well as Halley’s method itself.
Now consider f(x) having n continuously dierentiable derivatives in a neighborhood of a root.
The following is a new strategy in rootnding:
Rootnding(n):
Step 1. Given x0, compute Pn(x) (nth degree Taylor Polynomial of f at x0).
Step 2. Approximate a root of Pn(x) using the sequence fB(1)m;n(x0)g1m=n+1:
Strategy I. Let x1 = B
(1)
n+1; n(x0).
Strategy II. Fix > 0. Let x1 = B(1)m;n(x0), where m is the least m>n + 2 such that jB(1)m;n(x0) −
B(1)m−1; n(x0)j6.
Step 3. Replace x0 with x1. Go to Step 1.
When n = 1, the above algorithm is simply Newton’s method. For n>2, the approximation of
the zero of the Taylor polynomial in Step 2 is via a single approximation B(1)n+1; n(x0) (according
to Strategy I), or the sequence of approximations fB(1)m;n(x0)g1m=n+1 (according to Strategy II). The
justication for using the sequence fB(1)m;n(x0)g1m=n+1 lies in the fact that according to Theorem 29
when x0 is a reasonably good approximation to a root of Pn(x), then the sequence converges to that
root. From the recursive property of D(m)(x), see Proposition 30, once B(1)n+1; n(x0) is evaluated, the
subsequent elements of the sequence can be computed eciently. Strategy II in Step 2 allows the
possibility of rening the initial approximation, B(1)n+1; n(x0), by performing only elementary operations
on x0, and the computed normalized derivatives, f(i)(x0)=i!; i = 0; : : : ; n.
5.6. A rational expansion formula
Consider the determinantal formula f = Pm;n + Rm;n for f real valued. For m = 2, this formula
gives Taylor’s theorem (with conuent divided dierences). Also, for m = 3, we can convert the
formula into a formula purely in terms of f(x), i.e., f(x) = Hn(x; a) + En(x; a), where Hn(x; a) is a
rational function, and En(x; a) is the error term. This expansion gives an alternate approximation to
Taylor expansion, and its inverse form x=Q3;2(x; 0; a)+3;2(x; 0; a), gives rise to the famous Halley’s
iteration function. Also, H2(x; a) gives a Pade approximant. To derive Hn(x; a), let us consider the
case where a is one-point. Note that
D(2)(y; a) =

f0(a)
f00(a)
2
f(a)− f(x) f0(a)
 ; D^
(2)
i (y; a) =

f00(a)
2
f(i)(a)
i!
f0(a)
f(i−1)(a)
(i − 1)!

; i = 3; : : : ; n:
Now substituting in the formula f(x) = P3; n(x; f(x); a) + R3; n(x; f(x); a), and solving for f(x), with
the assumption that g(x) = 2f0(a) − (x − a)f00(a) is nonzero, which is valid locally if f0(a) 6= 0,
B. Kalantari / Journal of Computational and Applied Mathematics 126 (2000) 287{318 315
we get f(x) = Hn(x; a) + En(x; a), where
Hn(x; a) = f(a) +
2(x − a)f0(a)2
g(x)
− 2
nX
i=3
D^
(2)
i (y; a)
g(x)
f0(a)(x − a)i ;
En(x; a) =−2f
0(a)^
(2)
n+1(x; ; a)
g(x)
(x − a)n+1;  2 Span(a; x);
^
(2)
n+1(x; ; a) =

f00(a)
2
f1; n+2
f0(a) f2; n+2
=
f(n+1)()
(n+ 1)!

f00(a)
2
(x − a)− f0(a)

+
f(n)(a)
n!
f00(a)
2
:
If for each x 2 I; f(j)(x) exists for all j, and f(j)(x)=j! converges to zero, as j approaches innity,
then the nite summation can be replaced with an innite expansion. For instance if f(x)=e x; a=0,
and any x 6= 2, then we can show that the following expansion of e x holds:
e x = 1 +
2x
2− x +
1
2− x
1X
i=3
i − 2
i!
xi:
It is not dicult to show (see [23]) that H2(x; a) is the Pade approximant [1=1]. For the vast theory
of Pade approximants which usually takes place over the complex plane, [5]. When viewed in the
context of Pade approximants, it is interesting that the corresponding error, E2(x; a), is available. For
instance from the above example it is easy to verify that the [1=1] approximant to the exponential
function gives a better approximation than the quadratic Taylor polynomial when x 2 [0; 0:5]. More-
over, it gives an innite expansion of e x at zero, dierent that the ordinary Taylor series. In general,
Hn(x; a) oers an approximation to Pade approximants [n=1]; n>3.
6. Concluding remarks
In this paper we have developed determinantal formulas, f = Pm;n + Rm;n, and x = Qm;n + m;n,
generalizing Taylor’s theorem with conuent divided dierences over the real or complex eld.
We used these formulas to describe several schemes for the approximation of functions, or their
inverses. On the one hand, while the Taylor polynomial provides a single approximation, Pn(x)
to a given function, via the determinantal formulas for each m>2; Pn(x) unfolds into a set of n
approximations (m)n; j (x)  Pm;j(x; Pn(x); a); j =m− 1; : : : ; (m+ n− 2). This set includes Pn(x) itself.
On the other hand, even the particular family, (m)m−1;m−1, viewed as a sequence in m, provides a
determinantal approximation to functions (see, e.g., the approximation of e x in Section 5.1). For
the case of distinct nodes, the evaluation of (m)m−1;m−1 (or Qm;m−1) can be done in O(m
2) arithmetic
operations, which is the same as the number of operations needed to compute Newton’s interpolating
polynomial Pm−1. In case Pm−1 is the classic one-point Taylor polynomial, the determinants in the
corresponding (m)m−1;m−1 are Toeplitz determinants and can be computed in O(m log
2m) [9,12,16]. In
fact these determinants are special Toeplitz determinants (upper Hessenberg) and can be computed
via a simple recursion (see Proposition 30). Another interesting family is (m)m−1;m. Yet a third family
is (m)1;m−1, where for m>4, it is the quotient of two polynomials of degree m − 1, and m − 3,
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respectively. As rational approximants, the latter family provides an alternative approximation to the
Pade approximants [(m − 1)=(m − 3)]. A very important application of the determinantal formulas
is in terms of inverse approximation, as direct formulas, or as iteration functions. Firstly, the one-
point version of Qm;m−1, when viewed as a sequence in m, gives a determinantal approximation
of the inverse of f. Secondly, Qm;m−1 gives rise to an innite table of inverse approximations
(see Section 5.2). Thirdly, for xed m; Qm;m−1 gives rise to m dierent k-point iteration functions,
B(k)m . Using Qm;m−1 as a sequence, we can derive determinantal sequences converging to square
roots, or more generally to a root of an arbitrary polynomial, based on the evaluation of B(1)m ; all
at a single input [24]. Also, we can approximate  using very novel formulas [27] dierent than
the existing ones, see, e.g., [8,10,40]. The determinantal family, B(k)m , is a fundamental family of
iteration functions with many ideal features that make it a more fundamental family of iteration
functions than those based on the use of Pade approximants [5,44]; or the Euler{Schroder family
(see [44,18,20,42], also Section 2 of this paper for a simple recursive formula that generates this
family); or those based on continued fractions (see [11,22] for the general theory and history of
continued fraction). Despite the fact that there are good practical and theoretical methods for nding
all roots of polynomials, e.g., see [38,39], there is no reason to believe that one cannot improve
upon these algorithms. In particular, it is natural to expect practical applications of the family
B(k)m ; even in polynomial rootnding. Indeed our computational results in [32] conrm the practical
signicance of this family. Many interesting problems remain to be investigated. For instance an
interesting theoretical problem is to investigate regions of fast convergence for the members of the
Basic Family, analogous to the case of Newton’s method, derived by Smale [43]. We feel that the
present paper and its many derivatives, some of which were summarized in this paper, oer sucient
evidence for the importance of the new formulas.
Acknowledgements
I would like to thank an anonymous referee for the very detailed list of corrections and suggestions
that he has provided, and for his generosity in spending so much eort in a very careful reading
of this tedious paper. The corrections and suggestions of the referee have improved the quality of
the paper. I am grateful to this referee. I would also like to thank the Principal Editor, Professor
Wuytack for giving me the opportunity to publish this long paper.
References
[1] G. Alefeld, On the convergence of Halley’s method, Amer. Math. Monthly 88 (1981) 530{536.
[2] L. Ahlfors, Complex Analysis, 2nd Edition, McGraw-Hill, New York, 1966.
[3] K.E. Atkinson, An Introduction to Numerical Analysis, 2nd Edition, Wiley, New York, 1989.
[4] D.F. Bailey, Historical survey of solution by functional iteration, Math. Mag. 62 (1989) 155{166.
[5] G.A. Baker Jr., P.R. Graves-Morris, Pade Approximants, 2nd Edition, Encyclopedia of Mathematics and its
Applications, Vol. 59, Cambridge University Press, Cambridge, 1996.
[6] H. Bateman, Halley’s method for solving equations, Amer. Math. Monthly 45 (1938) 11{17.
[7] P. Beckmann, History of , St. Martin’s Press, New York, 1971.
[8] L. Berggren, J. Borwein, P. Borwein, Pi: A Source Book, Springer, New York, 1997.
B. Kalantari / Journal of Computational and Applied Mathematics 126 (2000) 287{318 317
[9] D. Bini, V.Y. Pan, Polynomials and Matrix Computations, Fundamental Algorithms, Vol. 1, Birkhauser, Boston,
Cambridge, MA, 1994.
[10] R.P. Brent, Fast multiple-precision evaluation of elementary functions, JACM 23 (1976) 242{251.
[11] C. Brezinski, History of Continued Fractions and Pade Approximants, Springer, Berlin, 1990.
[12] R.H. Chan, M.K. Ng, Conjugate gradient methods for Toeplitz systems, SIAM Rev. 38 (1996) 427{482.
[13] G. Dahlquist, A. Bjorck, Numerical Methods, Prentice-Hall, Englewood Clis, NJ, 1974.
[14] W.F. Ford, J.A. Pennline, Accelerated convergence in Newton’s method, SIAM Rev. 38 (1996) 658{659.
[15] J. Gerlach, Accelerated convergence in Newton’s method, SIAM Rev. 36 (1994) 272{276.
[16] G. Golub, C. Van Loan, Matrix Computations, 3rd Edition, The John Hopkins University Press, Baltimore, MD,
1996.
[17] E. Halley, A new, exact, and easy method of nding roots of any equations generally, and that without any previous
reduction (Latin, 1694), Philos. Trans. Roy. Soc. London 18 (1694) 136{145.
[18] P. Henrici, Applied and Computational Complex Analysis, Vol. I, Wiley, New York, 1974.
[19] F.B. Hildebrand, Introduction to Numerical Analysis, 2nd Edition, McGraw-Hill, New York, 1974.
[20] A.S. Householder, The Numerical Treatment of a Single Nonlinear Equation, McGraw-Hill, New York, 1970.
[21] M.J. Jamieson, Rapidly converging iterative formulae for nding square roots and their computational eciencies,
Comput. J. 32 (1989) 93{94.
[22] W.B. Jones, W.J. Thron, Continued Fractions, Encyclopedia of Mathematics and its Applications, Vol. 11,
Addison-Wesley, Reading, MA, 1980.
[23] B. Kalantari, Generalization of Taylor’s theorem and Newton’s method via a new family of determinantal interpolation
formulas, Technical Report DCS-TR 328, Department of Computer Science, Rutgers University, New Brunswick,
New Jersey, 1997.
[24] B. Kalantari, Approximation of polynomial root using a single input and the corresponding derivative values,
Technical Report DCS-TR 369, Department of Computer Science, Rutgers University, New Brunswick, New Jersey,
1998.
[25] B. Kalantari, Halley’s method is the rst member of an innite family of cubic order rootnding methods, Technical
Report DCS-TR 370, Department of Computer Science, Rutgers University, New Brunswick, New Jersey, 1998.
[26] B. Kalantari, On the order of convergence of a determinantal family of root-nding methods, BIT 39 (1999) 96{109.
[27] B. Kalantari, New formula for approximation of pi and other transcendental numbers, Technical Report DCS-TR
389, Department of Computer Science, Rutgers University, New Brunswick, New Jersey, 1999. To be published in
Numerical Algorithms.
[28] B. Kalantari, An innite family of iteration functions of order m for every m, Department of Computer Science,
Rutgers University, New Brunswick, New Jersey, forthcoming.
[29] B. Kalantari, J. Gerlach, Newton’s method and generation of a determinantal family of iteration functions, J. Comput.
Appl. Math. 116 (2000) 195{200.
[30] B. Kalantari, I. Kalantari, High order iterative methods for approximating square roots, BIT 36 (1996) 395{399.
[31] B. Kalantari, I. Kalantari, R. Zaare-Nahandi, A basic family of iteration functions for polynomial root nding and
its characterizations, J. Comput. Appl. Math. 80 (1997) 209{226.
[32] B. Kalantari, S. Park, A computational comparison of the rst nine members of determinantal family of rootnding
methods, J. Comput. Appl. Math. 130 (2001), to be published.
[33] H.T. Kung, A new upper bound on the complexity of derivative evaluation, Inform. Process. Lett. 2 (1974) 146{147.
[34] J.M. McNamee, A bibliography on root of polynomials, J. Comput. Appl. Math. 47 (1993) 391{394.
[35] E.P. Miles, Generalized Fibonacci numbers and associated matrices, Amer. Math. Monthly 67 (1960) 745{757.
[36] Z. Nehari, Introduction to Complex Analysis, Allyn and Bacon, Boston, 1961.
[37] A.M. Ostrowski, Solution of Equations and System of Equations, 2nd Edition, Academic Press, New York, 1966.
[38] V.Y. Pan, New techniques for approximating complex polynomial zeros, Proceedings of the Fifth Annual ACM-SIAM
Symposium on Discrete Algorithms, 1994, pp. 260{270.
[39] V.Y. Pan, Solving a polynomial equation: some history and recent progress, SIAM Rev. 39 (1997) 187{220.
[40] E. Salamin, Computation of Pi using Arithmetic-geometric mean, Math. Comput. 30 (1976) 565{570.
[41] T.R. Scavo, J.B. Thoo, On the geometry of Halley’s method, Amer. Math. Monthly 102 (1995) 417{426.
[42] M. Shub, S. Smale, On the geometry of polynomials and a theory of cost: Part I, Ann. Sci. Ecole Norm. Sup. 18
(1985) 107{142.
318 B. Kalantari / Journal of Computational and Applied Mathematics 126 (2000) 287{318
[43] S. Smale, Newton’s method estimates from data at one point, in: R.E. Ewing, K.I. Gross, C.F. Martin (Eds.), The
Merging of Disciplines: New Directions in Pure, Applied, and Computational Mathematics, 1986, pp. 185{196.
[44] J.F. Traub, Iterative Methods for the Solution of Equations, Prentice-Hall, Englewood Clis, NJ, 1964.
[45] J.F. Traub, A class of globally convergent iteration functions for the solution of polynomial equations, Math. Comput.
20 (1966) 113{138.
[46] A.K. Yeyios, On two sequences of algorithms for approximating square roots, J. Comput. Appl. Math. 40 (1992)
63{72.
[47] T.J. Ypma, Historical development of Newton{Raphson method, SIAM Rev. 37 (1995) 531{551.
