We deal with abstract linear strongly damped wave equations. In the so-called overdamped regime we show the occurrence of two interesting phenomena. The first is the existence of an explicit special inner product which makes the problem selfadjoint. The second is an improvement of the decay rate for more regular solutions that will be of an exponential-polynomial type. Furthermore, we prove the optimality of this decay rate.
Introduction
In the recent papers [11, 12] and [10] we have studied the large time behaviour of solutions for a mechanical system modelled by a strongly damped wave equation. During this study, we have become acquainted with the interest of the so-called overdamped regime and therefore have started to study the influence of this regime in the decay rate of the solutions. The interest in these decay rates also arises in Control Theory: they provide us with a notion about the velocity at which the system can be controlled. In other words, the decay rate can be viewed as a rate of stabilization of the system. Let us consider, for example, the strongly damped wave equation in a bounded domain Ω ⊂ R n with Dirichlet boundary conditions, that is:
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The parameter α > 0 measures the strong internal damping of the system. The spectral analysis of (1) shows two interesting phenomena. First, the spectrum has two sequences of eigenvalues, one tending to −∞ and the other accumulating at a finite point −ω < 0, which is the only point in the essential spectrum. Second, when α is large enough the whole spectrum becomes real.
This second phenomenon suggests the question of the existence or not of an inner product in which the corresponding operator is selfadjoint. On the other hand, although it is known that all the solutions decay as e −ωt , the fact that λ = −ω is an accumulation point of the eigenvalues but it is not an eigenvalue by itself may cause a better decay rate, like e −ωt /t γ , for certain dense classes of initial conditions. The goal of the present paper is to give an answer to these two questions. This will be done not only for the strongly damped wave equation but for an abstract equation including this case, namely:
Here A, B represent operators in a Hilbert space H that should commute with each other. The answer to these questions is affirmative essentially when the damping is large enough, as we will see below. This is known as the overdamped regime. Roughly speaking, it occurs when the damping in the equation is so high that it makes all the oscillations to disappear and also, contradicting intuition, it even causes a slower rate of decay on the solutions. This is a very elementary and well-known fact for the simple ordinary differential equation:
x + αx + kx = 0 (k > 0). It occurs when α > 2 |k|. One can write this equation as a first order system of the form
and then construct a new scalar product in which L becomes a symmetric matrix. This construction in dimension two has been our source of inspiration for the definition of the abstract scalar product that is presented below. Writing Eq. (2) as a first order system of the same type as (3), we obtain the following result. 
Theorem 1 (L selfadjoint
for some ν, ν > 0 (strictly positive operators). 
is selfadjoint with the following inner product ( , ) E , equivalent to the natural inner product of X :
Moreover, the operator L is dissipative with this scalar product ( , ) E , that is:
Let us comment on some aspects of this special inner product, which can be formally written as
Observe that when B = A hypothesis (H2) automatically holds and that for the overdamping condition (H3) to be fulfilled α > 2/ √ ν is required. Also, if we consider Eq. (1) with Ω a bounded domain in R n with a smooth boundary and H = L 2 (Ω), the quadratic form associated with this new scalar product ( , ) E can be written more explicitly:
To our knowledge, the operator corresponding to an equation of type (2) in the overdamped regime has never before been shown to be selfadjoint in a suitable scalar product. The fact that in the overdamped case the spectrum of an equation of this type is real was already observed by [18] and [3] .
The central point of the present paper is precisely the existence of this scalar product, in which the operator L is selfadjoint. With this we will be able to work in the corresponding orthonormal basis in order to obtain sharp decay inequalities. This situation recalls that of the work in [21] , where this property was also used to obtain a result of unique continuation for a Benjamin-Bona-Mahony equation. basis {ϕ n } of orthonormal eigenfunctions. This is the common basis for A and B we were looking for.
Remark 3.
The property of L being selfadjoint together with the inequality (5) immediately implies the analyticity of the semigroup e Lt . Outside the overdamped regime, the analyticity of this semigroup can also be proved by observing that L is a relatively bounded perturbation of another operator L that is in the overdamped regime. This is not an especially new result (see [2, 9] , for example) but it is worth mentioning.
The fact of L being a selfadjoint operator and inequality (5) give the existence of an optimal constant ω 0 such that
On the other hand, we are concerned with the question of whether a better decay rate is possible for the solutions of (2). We will show that it is true when B = A and in the overdamped regime for certain classes of smoother initial conditions (that will be dense in the whole space). 
for a certain subspace D ⊂ X , we say that U (t) decays at the rate of f (t).
Definition 5.
We say that the decay rate of
The result in our case is the following. 
Theorem 6 (Decay rate of solutions
for all
and
This is our result on exponential-polynomial decay. The spectrum of L consists of a sequence of eigenvalues μ − n → −∞, another sequence μ + n → −1/α (with μ + n < −1/α for all n ∈ N) and a single point −1/α, which is not an eigenvalue but the only point in the essential spectrum of L. Roughly speaking, the fact that −1/α is not an eigenvalue gives us the chance to improve (6) for smoother solutions.
Although (6) gives an exponential decay, this decay is not very strong when α is large. Therefore, even a slight improvement in this rate, as the one given in (7) for initial conditions in the dense subset R γ , is worth showing. Actually, we are able to prove that, for those sets, the decay is optimal in the following sense.
Theorem 7 (Optimality of the decay rate). Under the same hypotheses as Theorem 6, let us consider the
spaces R γ , γ 0, defined in (8) . Then, the decay rate given in Theorem 6 is optimal in the following sense:
for all t 0 and all
To our knowledge, decay rates of the exponential-polynomial type have appeared in the literature only when ω = 0. There are several methods to obtain this type of decay, and an extensive literature about them, starting with [18] . Our method for obtaining the decay rate is somehow near the methods in the literature that use appropriate Riesz bases, like [7, 22, 23] . It must also be said that the optimality of the polynomial decay rate has been stated in the last two papers. The Riesz basis property in our case comes from the selfadjoint property for the linear operator. Riesz bases adapted to other similar strongly damped wave equations are obtained in [19] or [20] . Other methods to obtain this type of decay are based on observability inequalities, with origins in control theory or in energy estimates. Some examples can be seen in [6, 15, 16] or [17] . These methods have also been applied for a wave equation but only in the case of weak damping (see [13] as an example). Estimates for the resolvent operator and spectral analysis are the techniques used in [8] and [1] . The recent work [14] also uses this approach.
The results we have given in this section are proved in the following two sections. Section 2 studies the new scalar product ( , ) E and the selfadjointness of the operator L respect to it, as it has been stated in Theorem 1. In Section 3, the case A = B is treated and we show the exponentialpolynomial decay rate for solutions with sufficiently smooth initial conditions (Theorem 6). We also prove in this section the optimality of this decay rate, as Theorem 7 claims.
The selfadjoint property
The aim of this section is to prove Theorem 1. The first thing is to guarantee that the expression given in (4) corresponds to a well-defined inner product.
Lemma 8. If the overdamping condition (H3) holds, then the product defined in (4) is a well-defined inner product in X = D(B) × H and it is equivalent to its natural inner product.
Proof. As ( , ) H is an inner product in H, the only thing that needs to be checked is the fact of ( , ) E being positively defined. That is, we have to check if:
By writing the previous expression, we have
By Schwarz inequality and adding and subtracting ε v 2 H , 0 < ε < 1, we have
The previous expression can be written in the following way:
Adding and subtracting ε Bu 2 H to the right-hand side of the previous inequality, we obtain
Therefore, the lemma holds if
Observe that by hypothesis (H3) we know that
Hence, we can assure by continuity arguments that (10) holds for ε small enough. Therefore, for such an ε it is satisfied that
The opposite inequality can easily be seen:
for a certain C > 0. Inequalities (11) and (12) conclude that ( , ) E is positively defined, defines an inner product in X = D(B) × H and it is equivalent to the natural one in X . 2
We can now prove Theorem 1.
Proof of Theorem 1. The first part of the theorem states the selfadjointness of the operator L with the inner product ( , ) E defined in (4). To prove this selfadjointness we will see that L is symmetric with ( , ) E and that L is an invertible operator in X .
(a) L is symmetric with ( , ) E . For
∈ D(L) and using the definition of ( , ) E given in (4) it can be seen that
As A and B are selfadjoint operators, the previous expression is equal to the following:
where the only thing that remains to be checked for symmetry is the last term. But, as A and B are commuting operators (in the sense of hypothesis (H2) of Theorem 1) we conclude that
Therefore, L is symmetric with the inner product ( , ) E .
(b) L is invertible. We have to check whether for a given
such that
As A is strictly positive it is invertible, and the previous equation can be solved in D
(A) × D(B).
The second part of the theorem states the dissipativeness of L. To see this, let us write the first part of inequality (5) using the fact that A is a selfadjoint operator:
To see that the previous expression is non-positive, we are going to prove that
This suffices as (13) is the discriminant of the following equation in x:
(that is a positive expression when x = 0 due to the positiveness of B). Condition (13) can be checked using the following lemma.
Lemma 9.
Under the hypotheses of Theorem 1, the following assertions are true: Let us now come back to the proof of condition (13) . It is clear that
Using the selfadjointness of A and the Schwarz inequality, we obtain that (14)
Applying Lemma 9 to both factors of the right-hand side of the previous inequality, we have that
And, by the selfadjointness of B and using Lemma 9, the first factor of the previous expression can be rewritten as
As the overdamping condition (H3) is satisfied, we can conclude that
This completes the proof of condition (13) and, hence, we conclude the dissipativeness of L with the inner product ( , ) E . 2
The decay rate
In this section we study Eq. (2) when A = B. This equation can also be written as the first order
where
We have seen in Theorem 1 that L is a selfadjoint operator with the inner product ( , ) E . As a consequence, the existence of an orthogonal basis in X of eigenfunctions of L is proved. So, the solutions of problem (15) can be expressed in this basis and this fact allows us to analyze the decay rate of these solutions more explicitly. Let us see some results concerning the spectrum and eigenfunctions of the operator L that will be used later. (2) The eigenfunctions of L are also complete in X .
Proof. First of all, observe that the eigenfunctions of A are complete in H and that the spectrum of A, σ (A), consists of a sequence {λ n } of eigenvalues, with λ n → +∞.
The eigenvalues and eigenfunctions of L can be described in terms of the eigenvalues and eigenfunctions of A. Indeed, the following equalities are equivalent:
From here we obtain that the set of eigenvalues of Consider now the sequence {λ n }, n ∈ N, of eigenvalues of A, which tends to +∞ when n → ∞. 
Here we have used that the norm Au H is equivalent in D(A) to the usual norm Au H + u H . This is true since A is invertible. It is clear that the last two terms in (16) can be made as small as desired because the eigenfunctions of A are complete in H. This completes the proof of part (2).
Finally, to see part (3) we use the numerical range of the operator L (see [5] ), defined as
By expanding U in terms of the orthonormal basis of X , and using the fact that all the eigenvalues of L are strictly lower than −1/α, we can say that
Using Theorem 3.2 of Chapter V of [5] , the previous inclusion implies that (−1/α, ∞) is a subset of
This completes the proof of the present proposition. 2
We can now prove the result on the exponential-polynomial decay for sufficiently regular solutions, given in Theorem 6.
Proof of Theorem 6. In Proposition 10 we have just seen that all the eigenvalues of L are real and strictly lower than −1/α. And from Theorem 1 we know that L is selfadjoint with the inner product ( , ) E . Then, we can automatically say that any U (t) solution of (15) decays exponentially as
Let us call { e ± n } the basis of orthonormalized eigenfunctions of L with corresponding eigenvalue μ ± n , respectively. We can write the initial condition U (0) and its corresponding solution of (15),
We can now compute the E -norm of the solution:
We now make use of the inequality
γ γ e −γ for any x > 0.
Then we obtain
As ∞ n=1 |b n | 2 < ∞ and μ − n → −∞, the second term of (17) converges:
where C 1 , C 2 > 0 do not depend on the initial conditions. Remember now that by Proposition 10 we know that μ + n → − 1 α . Therefore, the first term of the right-hand side of inequality (17) might diverge. Observe that the convergence of this term (19) depends on the initial conditions, in the sense that if they are regular enough then (19) will converge.
More concretely, if the projection of U (0) on the subspace generated by { e + n }, ∞ n=1 a n e + n , is such that (19) converges, then
where C ( U (0)) stands for a certain constant depending on the initial condition. Intuitively, the appropriate space to choose the initial conditions according to this would be the domain
So, we need to be more explicit about the coordinates of this projection, especially in terms of
T . In this sense, it is easier to work with initial conditions of the form:
Remember that {ϕ n } stands for the basis of H consisting of orthonormal eigenfunctions of the opera- Our purpose now is to express the basis { e ± n } in terms of the new one, so as to express a n in terms of α n , β n . By doing this, the conditions on the convergence of (19) will be expressed in terms of conditions on these new coefficients.
To relate the coefficients in these two bases we observe first that the orthonormal one consists of the following eigenfunctions:
A simple calculation gives
In particular,
Now we want to prove the convergence of (19) where a n are given by (21) . Since μ + n = (−λ n + λ 2 n α 2 − 4λ n )/2 and λ n → +∞ when n → ∞ (see Proposition 10), we have that
for some C 3 > 0 independent of n. Then, we can bound (19) as
Using now the expression of a n in terms of α n , β n given in (21), we have that (22) is equal to
Observe that in the previous expression we can still expand μ − n as
Using this expansion, we have that
For the convergence of the previous expression it is sufficient to choose an initial condition
With these conditions, we have explicitly bounded (19) as
with C 5 0 being independent of the initial conditions. Hence, the expression in (17) converges.
Using (18) and (24) in (17), we can conclude that if U (t) is the solution whose initial condition is given by
In other words,
for a certain K 0 independent of the initial conditions. This completes the proof of Theorem 6. 2
Remark 11. Observe that conditions
are apparently not the same. Nevertheless it can be seen that they are equivalent. To see this, we only have to consider the following operators Q and
both with domain R γ . By using expansions in series in λ n , it can be seen that Q − Z is bounded. This allows us to say that, essentially, both operators are the same.
The result on the optimality of the decay rate of the smoother solutions has been stated in Theorem 7, which we now proceed to prove.
Proof of Theorem 7.
We are going to prove this result by contradiction. So, let us suppose that there
This assumption together with Theorem 6 implies that the family of operators
is pointwise bounded. Thus, by the Banach-Steinhaus theorem, these operators are uniformly bounded:
However we can find a set of initial conditions r n (0) ∈ R γ and a sequence of times t n → ∞ that will contradict (26) and, therefore, (25). 
Observe that if r n (t) is the solution whose initial condition is given by r n (0), then r n (t) = e μ + n t r n (0).
Therefore, its norm is given by r n (t) Remember that x γ e −x γ γ e −γ for all x > 0. And observe that the equality happens for x = γ . This suggests taking t n 0 such that
That is
→ ∞ when n → ∞.
Then, we can write inequality (26) for r n (0) and t n given in (27) and (28), respectively, to obtain the following inequality: Observe that, as n → ∞, the right-hand side of (29) tends to 0 (because t n → ∞). Let us find the limit of the left-hand side. By expanding it in powers of λ n , we can see that This is obviously impossible when α, γ > 0 and, hence, assumption (25) cannot be true. An analogous argument applies when γ = 0, also yielding a contradiction. This completes the proof of this theorem. 2
