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Abstract
Let R be an arbitrary commutative ring with identity, gl(n, R) the general linear Lie algebra consisting
of all n × n matrices over R,N(n,R) the subalgebra of gl(n, R) consisting of all strictly upper triangular
ones. In this paper, we give an explicit description of any derivations of N(n,R).
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1. Introduction
Let R be a commutative ring with identity, R∗ the subset of R consisting of all invertible
elements in R. Let gl(n, R) be the general linear Lie algebra consisting of all n × n matrices over R
with the bracket production: [x, y] = xy − yx, for x, y ∈ gl(n, R). We denote by N(n,R) (resp.,
T (n,R) and D(n,R)) the subset of gl(n, R) consisting of all n × n strictly upper triangular
(resp., upper triangular and diagonal) matrices over R. Significant research has been done in
studying automorphisms and derivations of matrix Lie algebras (or sometimes matrix R-algebras)
and their subalgebras over commutative rings. Cao [1] studied the R-algebra automorphisms
of N(n,R) for R a commutative ring. Dokovicˇ [2] and Cao [3] described the automorphism
group of the solvable Lie algebra T (n,R). Cao [4,5] investigated the automorphism group of
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the Lie algebra N(n,R) for a commutative ring R. Wang [6] determined the derivations of any
Lie subalgebras of gl(n, R) containing T (n,R). Wang [7] gave an explicit description on the
derivations of any Lie subalgebras of T (n,R) containing D(n,R). The aim of this paper is to
describe the derivations of the nilpotent Lie algebra N(n,R) for an arbitrary commutative ring
R with identity.
This paper is organized as follows. In Section 2, we construct certain spacial derivations of
N(n,R) in order to build any derivations of N(n,R). In Section 3, we study any derivations
of N(n,R). The idea is to decompose any derivations of N(n,R) into the sum of those known
ones.
Before giving the main result of this paper, we introduce some preliminary notations.
Let E be the identity matrix in gl(n, R), and Eij the standard matrix units, whose sole nonzero
entry 1 is in the (i, j) position. It is well known that the matrix set {Eij |1  i < j  n} forms
a basis of N(n,R) and any x ∈ N(n,R) can be uniquely written as x = ∑1i<jn aijEij with
ai,j ∈ R. Set
Mk+1 =
⎧⎨
⎩
∑
j−ik
aijEij ∈ N(n,R)|aij ∈ R
⎫⎬
⎭ , k = 1, . . . , n − 1.
It is clear that each Mk leaves stable under any derivations of N(n,R) and the center of N(n,R)
is Mn = RE1n. Let
αk =
n∑
j=k+1
REkj , k = 1, 2, . . . , n − 1,
βk =
k−1∑
i=1
REik, k = 2, 3, . . . , n
and set N1 = ∑2i<jn REij .
2. Certain standard derivations of N(n,R)
Recall that an R-linear map φ: N(n,R) → N(n,R) is called a derivation of N(n,R) if
φ([x, y]) = [φ(x), y] + [x, φ(y)] ∀x, y ∈ N(n,R).
In this section, we construct certain spacial derivations of N(n,R), which will be used to
describe arbitrary derivations of N(n,R).
(A) Inner derivations:
Let x ∈ N(n,R), then ad x: N(n,R) → N(n,R), y → [x, y], is a derivation of N(n,R),
called the inner derivation of N(n,R) induced by x.
(B) Diagonal derivations:
Let x ∈ D(n,R), then ηx : N(n,R) → N(n,R), y → [x, y], is a derivation of N(n,R),
called the diagonal derivation of N(n,R) induced by x ∈ D(n,R).
(C) Central derivations:
If n  4, c = (c2, c3, . . . , cn−2) ∈ Rn−3, we define the map μc: N(n,R) → N(n,R) by
sending
∑
1i<jn aijEij ∈ N(n,R) to
∑n−2
i=2 ciai,i+1E1n. Then it is easy to check that μc
is a derivation of N(n,R), called the central derivation of N(n,R) induced by c ∈ Rn−3.
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(D) Extremal derivations of type I:
Let n  4 and r, s ∈ R. If 2r = 0, we define two linear maps ρ(12)(r,s) and ρ(n−1,n)(r,s) from
N(n,R) to N(n,R) by
ρ
(12)
(r,s)
⎛
⎝ ∑
1i<jn
aijEij
⎞
⎠ = (ra13 + sa12)E2,n − ra1,2E3,n,
ρ
(n−1,n)
(r,s)
⎛
⎝ ∑
1i<jn
aijEij
⎞
⎠ = (ran−2,n + san−1,n)E1,n−1 − ran−1,nE1,n−2.
Then it is not difficult to verify that ρ(12)(r,s) and ρ
(n−1,n)
(r,s) are derivations of N(n,R), called
the extremal derivations of type I of N(n,R).
(E) Extremal derivations of type II:
If n = 3 and s ∈ R, we define two linear maps θ(12)s and θ(23)s from N(3, R) to N(3, R) by
θ(12)s
⎛
⎝ ∑
1i<j3
aijEij
⎞
⎠ = sa12E23,
θ(23)s
⎛
⎝ ∑
1i<j3
aijEij
⎞
⎠ = sa23E12.
Then it is easy to check that θ(12)s and θ(23)s are derivations of N(3, R), called the extremal
derivations of type II of N(3, R).
3. Derivations of N(n,R)
We prove in this section the main result of this paper. As a beginning, we give a useful lemma
first.
Lemma 3.1. Let φ be a derivation of N(n,R). If φ(α1) = 0, then φ(N(n,R)) ⊆ α1.
Proof. It suffices to show that φ(x) ∈ α1 for ∀x ∈ N1. Let y be an arbitrary element in α1.
Since [y, x] ∈ α1, we have, by applying φ, that [φ(y), x] + [y, φ(x)] = 0, forcing [y, φ(x)] = 0.
Suppose that φ(x) = ∑1i<jn ri,jEij . By [E1k, φ(x)] = 0 we get
rk,k+1 = rk,k+2 = · · · = rk,n = 0, k = 2, 3, . . . , n − 1.
Thus φ(x) ∈ α1, which completes the proof. 
If n = 1 or n = 2, there is nothing to do on the derivations of N(n,R), so we only consider
the case when n > 2.
Theorem 3.2. Let R be an arbitrary commutative ring with identity, n > 2.
(1) If n  4, then every derivation φ of N(n,R) may be uniquely written as
φ = ad x + ηy + μc + ρ(12)r,s + ρ(n−1,n)p,q ,
where x ∈ N(n,R), y ∈ D(n,R), c ∈ Rn−3, r, s, p, q ∈ R and 2r = 2p = 0.
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(2) If n = 3, then every derivation φ of N(n,R) may be uniquely written as
φ = ad x + ηy + θ(12)r + θ(23)s ,
where x ∈ N(n,R), y ∈ D(n,R) and r, s ∈ R.
Proof. Let φ be a derivation of N(n,R).
(1) If n  4, the proof will be given by steps.
Step 1: we can choose r, s ∈ R such that α1 leaves stable under φ − ρ(12)(r,s).
In this step, we consider the action of φ on the basis E1,k, k = 2, 3, . . . , n of α1. If 4  k  n,
by applying φ on E1k = [E12, E2k], we have that
φ(E1k) = [φ(E12), E2k] + [E12, φ(E2k)].
It is easy to check that [E12, φ(E2k)] ∈ α1 and [φ(E12), E2k] ∈ α2 + βk . On the other hand,
φ(E1k) ∈ Mk . So
φ(E1k) ∈ Mk ∩ (α1 + α2 + βk)
⊆ (α1 + α2).
Similarly, if we apply φ on E1k = [E13, E3k], we will get
φ(E1k) ∈ (α1 + α3).
These implies that
φ(E1k) ∈ (α1 + α2) ∩ (α1 + α3)
= α1, k = 4, . . . , n.
Now we consider the action of φ on E13. Similar as above, by operating φ on E13 = [E12, E23], we
see that φ(E13)∈(α1 + α2) ∩ M3. By this we may suppose that φ(E13)≡∑nj=4 r2jE2j (mod α1).
If 4  k  n − 1. The operation of φ on [E13, Ekn] = 0 shows that r2kE2n = 0, leading to r2k =
0, k = 4, . . . , n − 1. Thus φ(E13) ≡ r2nE2n (mod α1).
We next consider the action of φ on E12. Suppose that φ(E12) = ∑1i<jn si,jEij . For
any k (2 < k < n), by applying φ on [E12, Ekn] = 0, we see that
[∑
1i<jn sijEij , Ekn
]
+
[E12, φ(Ekn)] = 0. This implies that∑k−1i=1 sikEin ≡ 0 (mod α1), forcing sik = 0, i = 2, . . . , k −
1. Thus φ(E12) ≡ ∑n−1i=2 sinEin (mod α1). For any k (3 < k < n), by applying φ on [E12, E1k] =
0, we see that
[φ(E12), E1k] + [E12, φ(E1k)] = 0,
which follows that skn = 0, k = 4, . . . , n − 1 (note that φ(E1k) ∈ α1, thus [E12, φ(E1k)] = 0).
So φ(E12) ≡ s2nE2n + s3nE3n (mod α1).
By operating φ on E13 = [E12, E23], we get
r2nE2n ≡ [s2nE2n + s3nE3n, E23] + [E12, φ(E23)] (mod α1).
This leads to r2n = −s3n.
By applying φ on [E12, E13] = 0, we get [φ(E12), E13] + [E12, φ(E13)] = 0, which leads to
2r2n = 0.
Now we choose r = r2n, s = s2n to construct the extremal derivation ρ(12)(r,s) of type I. Then
it is not difficult to check that φ − ρ(12)(r,s) exactly sends both E12, E13 into α1. Note that all
E1k, k = 4, . . . , n also be send into α1. Now we denote φ − ρ(12)(r,s) by φ1.
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Step 2: There exists an inner derivation ad u with u ∈ N1, a diagonal derivation ηy with y ∈
D(n,R) such that each element in α1 is send by φ1 − ad u − ηy to 0.
For any k (2  k  n), since φ1(E1k) ∈ Mk ∩ α1, we may assume that φ1(E1k) = ∑nj=k a(k)1j
E1j , k = 2, . . . , n. Choosing y = −diag
(
0, a(2)12 , a
(3)
13 , . . . , a
(n)
1n
) ∈ D(n,R) and u = −∑n−1k=2∑n
j=k+1 a
(k)
1j Ekj ∈ N1, then we get
(φ1 − ad u − ηy)(E1k) = 0, k = 2, 3, . . . , n.
In the following, φ1 − ad u − ηy is denoted by φ2. We will consider the action of φ2 on
Ek,k+1, k = 2, 3, . . . , n − 1. Note that φ2 sends all Ek,k+1, k = 2, 3, . . . , n − 1 into α1 according
to Lemma 3.1.
Step 3: There exists an inner derivation ad w withw ∈ α1 such that allEk,k+1, k = 2, . . . , n − 2
are send by φ2 − ad w into RE1n.
In this step, we consider the action of φ2 on Ek,k+1, k=2, . . . , n − 2. Suppose that
φ2(Ek,k+1) = ∑nj=2 r(k)1j E1j . If k + 1 < l < n or 1 < l < k + 1, by operating φ2 on [Ek,k+1,
Eln] = 0, we have that⎡
⎣ n∑
j=2
r
(k)
1j E1j , Eln
⎤
⎦+ [Ek,k+1, φ2(El,n)] = 0.
This leads to r(k)1l = 0, l = 2, . . . , k, k + 2, . . . , n − 1. So φ2(Ek,k+1) = r(k)1,k+1E1,k+1 + r(k)1n E1n.
Choose w = ∑n−2k=2 r(k)1,k+1E1k ∈ α1, Then φ2 − ad w sends all Ek,k+1, k = 2, 3, . . . , n − 2 into
RE1n. Note that φ2 − ad w also sends α1 to 0. Denote φ2 − ad w by φ3.
Step 4: We can choose p, q ∈ R and v ∈ α1 such that (φ3 − ad v − ρ(n−1,n)(p,q) )(En−1,n) = 0.
Recall thatφ3(α1) = 0, thenφ3(N1) ⊆ α1 according to Lemma 3.1. Suppose thatφ3(En−1,n) =∑n
k=2 akE1k ∈ α1. If 2  j  n − 3, by applying φ3 on [En−1,n, Ej,n−2] = 0, we have[
n∑
k=2
akE1k, Ej,n−2
]
+ [En−1,n, φ(Ej,n−2)] = 0.
This shows that ajE1,n−2 = 0, forcing aj = 0, j = 2, 3, . . . , n − 3. So φ3(En−1,n) = an−2
E1,n−2 + an−1E1,n−1 + anE1n.
Applying φ3 on En−2,n = [En−2,n−1, En−1,n], we see that
φ3(En−2,n) = [φ3(En−2,n−1), En−1,n] + [En−2,n−1, φ3(En−1,n)]
= −an−2E1,n−1.
Then by applying φ3 on [En−2,n, En−1,n] = 0, we get 2an−2 = 0. Choose p = −an−2, q = an−1
and choose v = anE1,n−1, then φ3 − ad v − ρ(n−1,n)(p,q) sends En−1,n to 0. Denote φ3 − ad v −
ρ
(n−1,n)
(a,b) by φ4.
Step 5: φ4 exactly is a central derivation.
Recall that φ4 sends E12 and En−1,n to 0, and sends all Ek,k+1, k = 2, 3, . . . , n − 2 into RE1n.
Suppose thatφ4(Ek,k+1) = ckE1n, k = 2, 3, . . . , n − 2. Set c = (c2, c3, . . . , cn−2) ∈ Rn−3. Then
we see that φ4 − μc sends all Ek,k+1, k = 1, 2, . . . , n − 1 to 0. It is well known that N(n,R)
is generated by the set {E12, E23, . . . , En−1,n}. So φ4 − μc sends any element in N(n,R) to 0,
forcing φ4 = μc.
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Above discussion shows that
φ = ρ(12)(r,s) + ρ(n−1,n)(p,q) + ηy + ad x + μc, where x = u + v + w.
Step 6: The uniqueness of the decomposition of φ.
It suffices to prove that if ρ(12)(r,s) + ρ(n−1,n)(p,q) + ηy + ad x + μc = 0, then ρ(12)(r,s) = ρ(n−1,n)(p,q) =
ηy = ad x = μc = 0. Assume that φ = ρ(12)(r,s) + ρ(n−1,n)(p,q) + ηy + ad x + μc = 0. Using
φ(E12) = φ(En−1,n) = 0, we get ρ(12)(r,s) = ρ(n−1,n)(p,q) = 0. Thus φ = ad x + ηy + μc = 0. By
φ(Ek,k+1) = 0, k = 2, 3, . . . , n − 2, we see that c = 0, forcing μc = 0. Then φ = ηy + ad x =
0. Then by making use ofφ(Ek,k+1) = 0, k = 1, 2, . . . , n − 1, we have thatηy = 0, which follows
that ad x = 0.
(2) If n = 3, We first consider the action of φ on E12. Suppose that φ(E12) = qE12 + pE23 +
tE13 and φ(E13) = aE13. Choosing u = −tE23, y = −diag(0, q, a), then we see φ − θ(12)p −
ad u − ηy sends both E12 and E23 to 0. Denote φ − θ(12)p − ad u − ηy by φ1, then φ1(E23) ∈ α1.
Suppose that φ1(E23) = rE12 + sE13. Choosing v = sE12, then we see that φ1 − ad v − θ(23)r
sends E23 to 0. Note that E12 also be send to 0. So φ1 − ad v − θ(23)r = 0, forcing φ = ad x +
θ
(23)
r + θ(12)p + ηy with x = u + v. If φ = ad x + θ(23)r + θ(12)p + ηy = 0, by operating φ on
E12, E23, respectively, one can easily obtain ad x = θ(23)r = θ(12)p = ηy = 0, which shows the
uniqueness of the decomposition of derivations. 
Acknowledgments
The authors thank the referee for his helpful suggestion. Project supported by the National
Natural Science Foundation of China (10071078).
References
[1] Y. Cao, J. Wang, A note on algebra automorphisms of strictly upper triangular matrices over commutative rings,
Linear Algebra Appl. 311 (2000) 187–193.
[2] D.Ž. Dokovic´, Automorphisms of the Lie algebra of upper triangular matrices over a connected commutative ring, J.
Algebra 170 (1994) 101–110.
[3] Y. Cao, Automorphisms of certain Lie algebras of upper triangular matrices over a commutative ring, J. Algebra 189
(1997) 506–513.
[4] Y. Cao, Automorphisms of Lie algebras of strictly upper triangular matrices over certain commutative rings, Linear
Algebra Appl. 329 (2001) 175–187.
[5] Y. Cao, Z. Tang, Automorphisms of the Lie algebras of strictly upper triangular matrices over a commutative ring,
Linear Algebra Appl. 360 (2003) 105–122.
[6] D. Wang, Q. Yu, Derivations of the parabolic subalgebras of the general linear Lie algebra over a commutative ring,
Linear Algebra Appl. 418 (2006) 763–774.
[7] D. Wang, S. Ou, Q. Yu, Derivations of the intermediate Lie algebras between the Lie algebra of diagonal matrices
and that of upper triangular matrices over a commutative ring, Linear and Multilinear Algebra 54 (2006) 369–377.
