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1 Introduction
The chiral gauge models are known to suffer from anomalies leading to the inconsistency of the
quantum theory [1, 2, 3, 4, 5, 6, 7]. This inconsistency may be avoided by modification of the
classical action consisting in adding to it the Wess-Zumino (WZ) action modeling the anomaly
[4, 5, 6, 8].
If the symplectic form of the modified action is nondegenerate, we have a well-defined action
in which anomalous contribution of old fields is canceled with the similar one of new WZ fields.
As a result, one has a unitary gauge theory on the physical subspace. However, in many
interesting cases the symplectic form is degenerate and one must deal with Dirac machinery for
quantization of constrained systems. It is important to know whether this machinery preserves
the gauge invariance of the theory or not. Due to the fact that WZ action is the first order
one in its fields the symplectic form must be degenerate at least for all odd-dimensional groups
such as SU(2k), dimSU(2k) = 4k2 − 1. The particular case of two dimensional SU(2) and
four dimensional SU(3)/SO(3) models was considered in [14, 15]. In this paper we consider the
general case of SU(N) group with degenerate symplectic form in four space-time dimensions.
The plan of paper is as follows. In the next section we briefly review the method proposed by
Faddeev and Shatashvili for quantization of anomalous Yang-Mills theory. In the third section,
we describe its generalization for degenerate WZ actions and show that this generalization leads
to gauge invariant quantum theory.
2 Anomalous SU(N) Yang-Mills model
Consider the four dimensional Yang-Mills model described by the following classical action:
Scl =
∫
d4x (−
1
4
(F aµν)
2 + iψ¯∇ˆ(A)ψ), (1)
∗
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where ∇ˆ(A) = γµ(∂µ + Aµ) and ψ ≡
1
2
(1 + γ5)ψ is chiral fermion field in the fundamental
representation of the gauge group generated by λa satisfying
[λa, λb] = fabcλc,
1
2
trλaλb = −δab. (2)
Due to the gauge invariance the action (1) have a set of first class constraints Ga(x) with the
following Poisson bracket algebra
{Ga(x), Gb(y)} = fabcGc(x)δ(x− y) (3)
{H,Ga(x)}|G=0 = 0 (4)
This enables one to impose a gauge fixing condition. Let us use the temporal gauge (A0 = 0).
In this case one has constraints G dropped out from the classical action which now become a
nondegenerate one. This action can be quantized in a usual way. The loosed Lorentz invariance
will be restored on the physical subspace of the Hilbert space consisting of vectors satisfying
Gˆ|ph >= 0 (5)
Writing (5) one tacitly suppose that the (quantum) algebra of operators G will be identical to
(3) and (4) with substitution { , } → i[ , ]. Unfortunately that is not the case for anomalous
theories. Quantum corrections destroy the gauge invariance in such theories.
Indeed the fermionic determinant
det ∇ˆ(A) =
∫
eiScl(A,ψ¯,ψ)dψ¯dψ (6)
is not gauge invariant
det ∇ˆ(Ag)
det ∇ˆ(A)
= eiα1(A,g), (7)
and
α1(A, g) =
∫
d4x [d−1κ(g)−
i
48π2
ǫµνλσ tr [(Aµ∂νAλ + ∂µAνAλ + AµAνAλ)gσ −
−
1
2
AµgνAλgσ − Aµgνgλgσ]] (8)
we use the notations ∫
d4xd−1κ(g) ≡ −
i
240π2
∫
M5
d5x ǫpqrst tr (gpgqgrgsgt) (9)
gµ = ∂µgg
−1. (10)
In eq.(9) the integration goes over a five-dimensional manifold whose boundary is the usual
four-dimensional space.
The particular form of local (mod 2π) functional α1(A, g) depends essentially on the compu-
tation scheme (regularization) used for calculation of the determinant but it cannot be annihi-
lated in any admissible scheme. In eq. (6) a special choice of computation scheme is used. This
choice spoils the whole SU(N) gauge symmetry opposite to one of ref.[12] where a maximal
subgroup isomorphic to SO(N) is preserved.
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From eq.(7) one can easely see that α1(A, g) satisfies (mod 2π) identity (1-cocycle condition):
α1(A
h, g)− α1(A, hg) + α1(A, h) = 0, h, g ∈ SU(N), (11)
and difference given by a different computational scheme consists in adding to α1 the gauge
variation of a local (finite) counterterm (trivial 1-cocycle) –
α0(A
g)− α0(A). (12)
As a consequence of the gauge non-invariance of the determinant (6) the modification of
the constraint algebra (3,4) occurs. In particular the commutator for quantum operators Ga
will acquire Schwinger term (infinitesimal 2-cocycle) aab
[Ga(x), Gb(y)] = ifabcδ(x− y) + aab(x,y) (13)
which generally does not vanish on the constraint surface G = 0. This fact makes condition
(5) inconsistent and in this case one is stressed to loose either Lorentz (and gauge) invariance
or unitarity.
To repair this situation and have a gauge invariant quantum theory one can modify the
quantization procedure as proposed by L.D.Faddeev and S.L.Shatashvili [9]. According to this
one must consider a modified action
Smod = Scl + α1(A, g) (14)
instead of the classical one and quantize it after imposing gauge condition (A0 = 0). If the new
action (14) is well defined i.e. it has nondegenerate symplectic form one has restored the gauge
invariance of the quantum theory with constraints G obeyng the old algebra (3,4). Also one
has a number of additional degrees of freedom carried by the gauge group valued fields g and
the path integral representation for the generating functional is given by
Z =
∫
dAdφδ(A0)[detω(A
g)]1/2eiS+α1(A,g). (15)
where detω(Ag) is the determinant of the symplectic form [9],
ω(Ag) = −
i
48π2
ǫijk tr {δgg
−1δgg−1(Agi ∂jA
g
k + ∂iA
g
jA
g
k + A
g
iA
g
jA
g
k)− δgg
−1∂iA
g
jδgg
−1Agk}. (16)
But as was mentioned in the Introduction for some SU(N) groups this action can have
degenerate symplectic form. This means that there are a number of additional primary con-
straints that can generate for example some secondary constraints and so on [14, 15]. In this
case one should modify the Faddeev-Shatashvili method to include the whole tower of the con-
straints. In particular one must verify if the additional constraints do not destroy the gauge
invariance of the quantum theory.
3 Degenerate case
To quantize the action (14) with degenerate symplectic form let us firstly introduce a paramet-
rization of the gauge group element g ∈ G ≡ SU(N) by fields φA, A = 1, . . . , dimG
g = g(φ) (17)
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In terms of these fields the action of the theory in first order formalism looks as follows
S =
∫
d4x{Eai A˙
a
i −
i
48π2
ǫijk tr A˙i{Aj , gk}+ ΓAφ˙
A
+
i
48π2
ǫijk tr (Ai∂jAk + ∂iAjAk + AiAjAk + AigjAk − Aigjgk)gAφ˙
A
+ iψ+∂0ψ −
1
2
(E2 +B2)− iψ¯γi∇iψ + A
a
0G
a (18)
where E and B are ”electric” and ”magnetic” components of the gauge field strenght Fµν , Γ
Aφ˙A
is the term of eq.(9), gA ≡
δg(φ)
δφA
g−1, ǫijk is three dimensional antisymmetric tensor (i = 1, 2, 3).
From eq.(18) one can see that one has a set of constraints – Gauss law
Ga = ∇iEi + iψ
+λaψ −
i
48π2
ǫijk trλ
a(2{∂iAj , gk} − gigjAk −
− Aigjgk + AiAjgk − AigjAk − giAjAk − giAjgk − gigjgk (19)
As we have already mentioned we impose the gauge condition A0 = 0 this will exclude the
constraints Ga from our analysis on the classical level.
Canonical momenta for the fields Aai are given by shifting of E
Eai → Π
a
i = E
a
i −
i
48π2
ǫijk trλ
a{Aj, gk} (20)
Introducing also the canonical momenta for the fields φA one gets a set of constraits
ϕA = pA − ΓA +
+
i
48π2
ǫijk tr (Ai∂jAk + ∂iAjAk + AiAjAk + AigjAk − Aigjgk)gA (21)
Also one has an equivalent set of constraints ϕa given by
ϕa = g
A
a ϕA = 0 (22)
where gAa is the inverse to the matrix g
a
A =
1
2
tr gAλ
a. The matrix of Poisson brackets of the
constraints (21) is just the symplectic form for fields φA
ωAB = {ϕA(x), ϕB(y)} =
i
48π2
ǫijk tr (
1
2
[gA, gB](A˜i∂jA˜k + ∂iA˜jA˜k + A˜iA˜jA˜k) +
+
1
2
(gAA˜igB∂jA˜k − gBA˜igA∂jA˜k))δ(x− y) (23)
where A˜i ≡ (Ai + gi). But it will be more convenient to use the equivalent set of constraints
(22) for which the matrix of Poisson brackets is –
ωab = {ϕa(x), ϕb(y)} =
i
48π2
ǫijk tr (
1
2
[λa, λb](A˜i∂jA˜k + ∂iA˜jA˜k + A˜iA˜jA˜k) +
+
1
2
(λaA˜iλb∂jA˜k − λbA˜iλa∂jA˜k))δ(x− y) (24)
To write the transformation law of (24) one can observe that gλag
−1 can be expanded in
terms of λa
λa → gλag
−1 = Λa
b(g)λb, det Λ = 1 (25)
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From eqs.(24,25) one can see that the matrix (24) is transformed under gauge group action as
follows
ωab(x)→ Λa
c(x)ωcd(x)Λb
d(x), (26)
where ωab(x,y) = ωab(x)δ(x− y).
If the matrix ωab is a degenerate one it has a set of linearly independent null vectors z
b
R,
R = 1, ..., K < N ≡ dimG
ωabz
b
R(A˜) = 0, (27)
where K is corank of the matrix ωab.
One can find these null vectors as follows. Consider the following antisymmetric (isotopic)
tensor
za1...aK (x) = ǫa1...aKb1b2...bN−K−1bN−Kωb1b2(x) . . . ωbN−K−1bN−K (x) (28)
This tensor has the following properties
za1...aK (x)ωa1b = 0 (29)
zaa2...aK (x)zba2...aK (x) ∼ P
a
b (30)
where P ab in the last equation stands for the projector on zero subspace of the matrix ω. To
prove (29) one can consider a maximal nonzero minor ωa¯b¯. All other lines and columns of
the matrix ωab are linear combinations of elements ωa¯b¯. One can see that only they contribue
for eq.(28). In fact za1...aK is skew product of all ωa¯b¯. So contracting z with ωab one will have
antisymmetric combination which is equal to zero because there is a component ωa¯b¯ which meets
itself at least twice in this antisymmetric product. Another way to prove eq. (29) is to use
Darboux theorem. Eq. (30) can be obtained by expansion of product of two ǫ in antisymmetric
combinations of delta symbols.
It is clear that for any set of null vectors {zR} the skew product of these vectors must be
proportional to the tensor (28)
ǫP ...Rza1P . . . z
aK
R ∼ z
a1...aK (31)
where ǫP ...R is K dimensional antisymmetric symbol with ǫ1...K = 1, and viceversa any set of
linear independent vectors satisfying (31) is set of null vectors of ω.
In particular if there is the only null vector it is given by
za(x) = ǫab1b2...bN−2bN−1ωb1b2(x) . . . ωbN−2bN−1(x) (32)
In this case the gauge group must be odd dimensional.
In case when there are more than one constraint one has the combinations of constraints
ψa2...aK (x) = za1a2...aK (x)ϕa1(x) (33)
which commute with all the constraints ϕa but they are not all independent.
So one must either introduce a set of linear independent vectors satisfying (31) or equiva-
lently select the subset of constraints from (33).
Now suppose that one has choosen such set of null vectors zaR as solution of the equation
ǫP ...Rza1P . . . z
aK
R = z
a1...aK . (34)
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These vectors are invariant under gauge group action
zaR → (Λ
−1)abz
b
R (35)
So the set of independent commuting constraints consist of
ϕQ = z
a
Qϕa. (36)
Now following the Dirac procedure one should impose the conservation of these constraints
getting in this way the secondary constraints,
ϕ˜Q(x) ≡ {H,ϕQ(x)} = z
a
Q(x){H,ϕa(x)} = 0, (37)
where equalities are hold up to the primary constraint combinations and
{H,ϕa} =
−
i
48π2
ǫijk trλ
a({Ei, Fjk} −EiA˜jA˜k + A˜iEjA˜k − A˜iA˜jEk). (38)
One can see that the commutator (38) transforms covariantly under gauge group action
{H,ϕa} → Λa
b{H,ϕb}. (39)
Due to this the secondary constraints will be invariant under gauge group transformations.
This shows that imposing of the secondary constraints will not destroy the gauge invariance if
the determinant of matrix of all constraints Poisson brackets is also gauge invariant.
Now one can unify the secondary constraints with the primary ones to get the set of con-
straints ϕI , (I) = (a,Q) and consider the matrix of the Poisson brackets of this set of con-
straints. It has the following block structure
||ωIJ || =
(
{ϕa, ϕb} {ϕa, ϕ˜Q}
−{ϕa, ϕ˜P} {ϕ˜Q, ϕ˜P}
)
(40)
Let us prove firstly the gauge invariance of its determinant. In order to do this consider its
gauge transformation law.
The transformation law of the block {ϕa, ϕb} is given by (26). To find the transformation
law of the block {ϕa, ϕ˜Q} let us remind that the constraints have the following structure
ϕ˜Q = trEiΦiQ = trEiΦibz
b
Q (41)
where
Φbia(x)δ(x− y) = {E
b
i (x), ϕa(y)} (42)
is gauge covariant.
So the Poisson bracket has the form
{ϕa, ϕ˜Q} = {φa, E
a
i }Φ
a
iQ + E
a
i g
A
a {pA,Φ
a
iQ} (43)
The first term in (43) is equal to ΦaiQΦ
a
ibδ(x− y) and it is gauge covariant (in indice a). The
remaining term can be rewritten as follows
Eai g
A
a {pA,Φ
b
iQ(A˜)} = E
a
kg
A
a
δΦbkQ(A˜)
δA˜i
δgi
δφA
, (44)
6
where
gAa
δgi
δφA
= λaδ
′
j(x− y) + g
B
a ∇
g
i gBδ(x− y) (45)
∇gi gB ≡ ∂igB − [gi, gB] (46)
Since (45) transforms covariantly it follows that the last term in (43) is also covariant.
Unfortunately proving the gauge invariance of the last block {ϕ˜P , ϕ˜Q} is not so easy. It
probably holds only on the surface of all second class constraints but luckily the determinant
of ω does not depend on this block.
Indeed let us consider the following antisymmetric block matrix which can be obtained from
our by splitting the set of constraints ϕa in the subset of commuting constraints ϕQ and the
subset of second class ones ϕa¯ {ϕa¯, ϕb¯} {ϕa¯, ϕS} {ϕa¯, ϕ˜Q}{ϕR, ϕb¯} {ϕR, ϕS} {ϕR, ϕ˜Q}
{ϕ˜P , ϕb¯} {ϕ˜P , ϕS} {ϕ˜P , ϕ˜Q}
 ≡
 ω˜ 0 a0 0 b
−aT −bT c
 (47)
with nondegenerate block ω˜ = −ω˜T , c = −cT and quadratic block b. One can see that this
matrix is degenerate if and only if the block b is degenerate. Using the properties of the
determinant one has
det
 ω˜ 0 a0 0 b
−aT −bT c
 = det
 ω˜ 0 00 0 b
0 −bT 0
 = det ω˜(det b)2 (48)
i.e. it does not depend on the block c.
Since the relevant part of ω transforms by multiplicaton on orthogonal matrix the gauge
invariance of the determinant is proved.
Let us note that Poisson brackets of the primary constraints are ultralocal i.e. they contains
only delta functions and not its derivatives. From the other hand the Poisson brackets con-
taining secondary constraints are not ultralocal. They contains not only ”pure” delta functions
but the derivatives of the delta function are also present. This feature could complicate the
further analysis in case when ω is degenerate. Indeed, to find now the null vectors of such
matrix one have to solve a system of differetial equations. And the absence of the manifest
gauge invariance of ω itself will still complicate the proving of the gauge invariance (if it exists)
of the final theory.
Fortunately there are some indications that in a general position point the procedure of the
reproduction of the constraints stop here.
We know that ω is degenerate if and only if the block bPQ = {ϕP , ϕ˜Q} is degenerate. Now
consider the subspace of phase space such that E = 0. Note that this subspace belongs to the
surface of the secondary constraints. So consider the matrix b on this subspace. There it has
the following form (see eq.(43))
bPQ = trΦiPΦiQ (49)
and if constraints ϕ˜Q = trEiΦiQ are independent in the vicinity of some point of phase space
which is natural then (49)must be nondegenerate in this point. Moreover this will hold nearly
everywhere due to the fact that determinant is a polinomial in the fields.
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Considering ω to be nondedegenerate one can write the path integral representation for the
generating functional
Z =
∫
exp i(ΠiA˙i + pAφ˙
A −
1
2
(E2 +B2) + Sf(ψ¯, ψ, A))δ(ϕI) det ||ωIJ(x− y)||dΠdAdpdφdψ¯dψ
(50)
where Sf is the fermionic part of the action. Inegrating over p and changing variables back
Π→ E
Z =
∫
exp i(S(ψ¯, ψ, A) + α1(A, g))δ(ϕQ) det ||ωIJ(x− y)||dEdAdφdψ¯dψ (51)
Since gauge invariance is restored one can choose the physical subspace by imposing (6)
Ga|ph >= 0 (52)
with physical observables having the form
F (Φ, g) = F (Φh, h−1g) = F (Φg) (53)
where Φ = (A,E, ψ¯, ψ).
The number of the Lagrangean degrees of freedom can be established in the following way. It
is equal to the number of (Lagrangean) fields minus half number of the second class constraints.
In the case when only the secondary constraints appear one has
Ndf = NA + (Np +Nphi)−
1
2
Nϕ +Nfermions = 2N +
1
2
(N −K) +Nfermions (54)
where N = dimG and fermionic degrees of freedom are denoted as Nfermions.
Discutions: We have shown that despite of degeneracy of the symplectic form of Wess-
Zumino action one can perform the canonical quantization of the anomalous SU(N) Yang-Mills
theory and obtain finally a gauge invariant quantum theory with new degrees of freedom and
additional constraints caused by degeneracy.
One can alternatively consider the initial anomalous theory with the constraints Ga satisfy-
ing algebra (13) and canonically quantize it. In our approach it corresponds to the quantization
in g = 1 gauge. Due to the coincidence
ωab|g=1 = aab (55)
one has for a the same set of null vectors zQ(A). One can calculate the commutator {H,G
a},
for example, using Bjorken-Johnson-Low formula in a manner similar to calculation of the
commutator {G,G} in ref.[16]. Performing this one will have for it
{H,Ga} = −
i
48π2
ǫijk tr λ
a({Ei, Fjk} − EiAjAk + AiEjAk − AiAjEk) = {H,ϕa}|g=1. (56)
After this one can write the path integral representation for generating functional
Z =
∫
dΦeiSδ(Ga) det a (57)
Using Faddeev-Popov trick one can formally pass from this integral to one in the gauge A0 = 0
obtaining the result identic to eq.(51). The last quantization procedure will always give the
8
gauge invariant theory because the shifting of the fields by gauge transformation is performed
only after the quantization. But to write the Poisson brackets one uses formulas from quantum
commutators which is rather formal procedure. Nevertheless in the case when our first sheme
gives the gauge invariant theory last one must agree with it.
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