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WELL POSEDNESS AND UNCONDITIONAL NON UNIQUENESS
FOR A 2D SEMILINEAR HEAT EQUATION
SLIM IBRAHIM, RYM JRAD, MOHAMED MAJDOUB, AND TAREK SAANOUNI
Abstract. We investigate the initial value problem for a semilinear heat equation
with exponential-growth nonlinearity in two space dimension. First, we prove the
local existence and unconditional uniqueness of solutions in the Sobolev space
H1(R2). The uniqueness part is non trivial although it follows Brezis-Cazenave’s
proof [3] in the case of monomial nonlinearity in dimension d ≥ 3. Next, we show
that in the defocusing case our solution is bounded, and therefore exists for all
time. In the focusing case, we prove that any solution with negative energy blows
up in finite time. Lastly, we show that the unconditional result is lost once we
slightly enlarge the Sobolev space H1(R2). The proof consists in constructing
a singular stationnary solution that will gain some regularity when it serves as
initial data in the heat equation. The Orlicz space appears to be appropriate for
this result since, in this case, the potential term is only an integrable function.
1. Introduction
Consider the initial value problem for a semilinear heat equation
(1.1)
{
∂tu = ∆u+ f(u)
u(0) = u0
where u(t, x) : R+ × Rd → R, d ≥ 2 and f ∈ C1(R,R) is a given function satisfying
f(0) = 0. The Cauchy problem (1.1) has been extensively studied in the scale of
Lebesgue spaces Lq, especially for polynomial type nonlinearities i.e
(1.2) f(u) := ±|u|γ−1u, γ > 1.
In such a case, observe that the equation enjoys an interesting property of scaling
invariance
(1.3) uλ(t, x) := λ
2/γ u(λ2t, λx), λ > 0
i.e. if u solves (1.2) then also does uλ. The Lebesgue space L
qc(Rd) with index
qc :=
d(γ−1)
2
is also the only one invariant under the same scaling (1.3). This prop-
erty defines a sort of trichotomy in the dynamic of solutions of (1.2), and basically
Date: October 29, 2018.
Key words and phrases. Nonlinear heat equation, Existence, Uniqueness, Moser-Trudinger in-
equality, Orlicz space, ...
S. Ibrahim is partially supported by NSERC# 371637-2009 grant and a start up fund from the
University of Victoria.
R. Jrad, M. Majdoub & T. Saanouni are grateful to the Laboratory of PDE and Applications at
the Faculty of Sciences of Tunis.
1
2 S. IBRAHIM, R. JRAD, M. MAJDOUB, AND T. SAANOUNI
one can notice the following three different regimes:
The subcritical case i.e. q > qc ≥ 1: Weissler in [27] proved the existence
of a unique solution u ∈ C([0, T );Lq(Rd)) ∩ L∞loc(]0, T ];L∞(Rd)). Later on, Brezis-
Cazenave [3] proved the unconditional uniqueness of Weissler’s solutions.1
The critical case i.e. q = qc and d ≥ 3: There are two sub-cases:
• If qc > γ+1, then we have local wellposedness of the Cauchy problem where
the existence is also due to Weissler [27] and the unconditional uniqueness
to Brezis-Cazenave [3].
• If q = qc = γ + 1 or equivalently q = dd−2 and γ − 1 = 2d−2 (double critical
or energy critical case2): Weissler [28] proved the conditional wellposedness.
When the underlying space is the unit ball of Rd, Ni-Sacks [18] showed that
the unconditional uniqueness fails. This result was extended to the whole
space by E. Terraneo [22] for suitable intial data. See also [15] for general
initial data.
The supercritical case i.e. q < qc: there are indications that there exists
no (local) solution in any reasonable weak sense (cf. [3, 27, 28]). Moreover, it is
known that uniqueness is lost for the initial data u0 = 0 and for 1 +
1
d
< γ < d+2
d−2
,
see Haraux-Weissler [7].
The way in constructing solutions consists in using a fixed point argument in
suitable spaces where the free solution lives and the nonlinear terms can be estimated
using the heat regularizing properties. Note that the solution can be written as
u(t) = et∆u0 +M(u)(t),
where the integral operator M(u)(t) :=
∫ t
0
e(t−s)∆f(u(s)) ds. This operator behaves
differently in the sub and critical cases. It is clearly continuous in C([0, T );Lq(Rd))
when the nonlinearity is subcritical, while it is discontinuous in the critical case (see
[18] for more details).
In the energy critical case, the nice idea of Ni and Sacks [18] to prove the non-
uniqueness is constructive and based on the fact that the Poisson equation does
not regularize as much as the heat equation when the source term is only an inte-
grable function. In the energy critical case, the potential term |u|γ−1u ∈ L∞t (L1).
So, Ni and Sacks constructed a singular stationary solution in the punctured unit
ball. The singularity holds only at the center of the ball and is weak enough to
extend the singular solution (in the distributional sense) to the whole ball. Then,
they constructed a local solution which will immediately enjoy a smoothing effect
that the stationary singular solution will never have. This makes the two solutions
1Uniqueness in the natural space where solutions exist, namely C(Lq).
2Observe that in such a case, the potential energy term is finite.
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different and the unconditional non-uniqueness immediately follows. Let us men-
tion that the well posedness in Sobolev and Besov spaces was investigated in [19, 16].
In two space dimension, observe that the energy3 scaling index qc =
d
d−2
becomes
infinite. So any power nonlinearity 1 < γ < ∞ is subcritical in the sense that
one can always choose a Lebesgue space Lq (other than L∞) where one can prove
the well-posedness for the Cauchy problem (1.4). However, when taking an infinite
polynomial e.g exponential nonlinearity, the only Lebesgue space in which Weissler’s
result is applicable is L∞. To this extent, the Cauchy problem (1.4) is always sub-
critical in L∞ and one can wonder if there is any notion of criticality in two space
dimension. The loss of the scaling property for inhomogeneous nonlinearities also
does not help in having any insight toward an answer.
The aim of this paper is to show that in 2D, a kind of trichotomy (similar to the
one described above in higher dimensions ) can still be defined. It is based on the
topology of the initial data. More precisely, consider the Cauchy problem
(1.4)


∂tu−∆u = ±u(eu2 − 1) in R2
u(0) = u0 .
Our first goal in this paper is to study whether or not there exists local/global so-
lution to the Cauchy problem (1.4) when the data is no longer in L∞.
First, observe that for an exponential nonlinearity, the largest Lebesgue type space
in which the equation is meaningful in the distributional sense is of Orlicz kind. In
this respect, Ruf and Terraneo [21] showed a local existence result for small initial
data in Orlicz space in four space dimension. In what follows, we will focus our
attention only to the case d = 2.
Recall that the Sobolev space H1(R2) is embedded in all Lebesgue spaces Lp for
every 2 ≤ p < ∞ but not in L∞. The optimal (critical) Sobolev embedding is
known to be
(1.5) H1(R2) →֒ L(R2),
where L(R2) is the Orlicz space associated to the function φ(s) = es2 − 1 (see next
section for the precise definition of Orlicz space). The embedding (1.5) is sharp
within the context of Orlicz spaces in the sense that the target space L cannot be
replaced by an essentially smaller Orlicz space. In addition, note that initial data
in H1(R2) or L(R2) are not necessarily bounded functions and therefore, Weissler’s
result for the local existence of solutions does not apply.
Second, we will show that we have a “good” H1 theory for the Cauchy problem (1.4)
i.e. finite time/global existence of solutions (depending on the sign of the nonlin-
earity), and unconditional uniqueness.
Finally, once we enlarge a little bit the space of data by taking them in L(R2), we
show that the unconditional uniqueness is lost. This space is quite natural for this
3i.e. qc = γ + 1.
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result because the potential term is only an L1 function.
Our results show that even though there is no a scaling property for this problem,
a sort of trichotomy analogous to the one described in higher dimension can still be
defined. It is based on the topology of the initial data. In a forthcoming paper, we
show the non-existence of solutions of the Cauchy problem (1.4) if the initial data
is in the Sobolev space Hs(R2) with s < 1.
This paper is organized as follows. In the next section, we state our main results.
In Section 3, we recall some basic definitions and auxiliary lemmas. The fourth
section deals with the H1 regularity regime. Section 5 is devoted to the Orlicz reg-
ularity data.
Finally, we mention that C will be used to denote a constant which may vary
from line to line. We also use A . B to denote an estimate of the form A ≤ CB for
some absolute constant C and A ≈ B if A . B and B . A.
2. Main results
First, we prove that without any restriction on the size of the initial data, the
Cauchy problem (1.4) is locally well-posed in the Sobolev spaceH1(R2). To do so, we
use a standard fixed point argument. The uniqueness part is non trivial and follows
the steps of Brezis-Cazenave’s proof [3] in the case of monomial nonlinearity in
dimension d ≥ 3. Following Caffarelli-Vasseur [4] and using the energy estimate, we
prove that in the defocusing case our solution is bounded. Hence by a standard blow-
up criterion (see for example [3]) the solution extends to a global one. Proceeding
in the same way as in [23], we show that in the focusing case that any solution to
(1.4) with an initial data with a negative energy blows up in finite time. Recall that
the energy is given by
J(u(t)) :=
1
2
‖∇u(t)‖2L2(R2) −
∫
R2
F (u(t)) dx, with F (u) =
∫ u
0
f(v) dv .
Our first main result can be stated as follows.
Theorem 2.1. Let u0 ∈ H1(R2).
1) There exists a unique u solution to (1.4) in C([0, T ];H1).
2) If f(u) = −u(eu2 − 1), then the (above) solution is global.
3) If f(u) = u(eu
2 − 1), then a data u0 6= 0 with J(u0) ≤ 0 gives a unique
solution blowing up in finite time.
Remark 2.2. The first assertion of the above Theorem remains true for f(u) =
±ueu2, and the second one also extends to the case f(u) = −ueu2. This means that
we only need to remove the quadratic term from the nonlinearity only for the blow
up result.
The previous Theorem shows that the H1 regularity supports well the exponential
nonlinearity. That is why we have obtained a “good” H1-theory. Now, we enlarge
that space a little bit so that (1.4) is still meaningful in the distributional sense,
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and we investigate the well posedness of (1.4) in the Orlicz space L which is larger
than the usual Sobolev space H1(R2). First, we improve the result of Ruf and
Terraneo [21] by showing the local existence of solutions. Second, we give a non
uniqueness result in the Orlicz space based on a construction of a singular solution
to the associated elliptic problem.
Theorem 2.3. Let B1 be the unit ball of R
2. There exists infinitely many u0 ∈ L(B1)
such that the Cauchy problem


∂tu = ∆u+ u(e
u2 − 1) in B1
ut=0 = u0 in B1
u|∂B1 = 0 for t > 0
(2.6)
with data u0 has at least two (distinct) solutions.
To prove the above Theorem, we first construct infinitely many stationary, non-
negative and radially symmetric singular solutions Q. We then show that they all
belong to the Orlicz space. This implies that f(Q) ∈ L1, and thus the elliptic
regularity does not reach L∞. Second, using a such singular solution as an initial
data in (2.6), we can construct a solution to the heat equation in C([0, T ),L(B1)).
For that, we split the initial data into a smooth part (localized away from the sin-
gularity), and small and singular part (well localized near the singularity). We
easily construct a local smooth solution with the smooth initial data, and then
by a perturbation argument, we construct a solution to the problem with the lo-
calized small singular data. Using a parabolic regularization result due to Brezis-
Cazenave [3], we show that this solution also enjoys a smoothing effect and is in
L∞([0, T );L(B1)) ∩ L∞loc((0, T );L∞(B1)).
Remark 2.4. In order to prove a nonuniqueness result when the underlying space
is R2, one can either construct a singular solution on the whole space using Pacard’s
method, or extend to R2 the singular solutions that we construct on the punctured
ball. This latter singular function will obviously not solve the stationary problem.
Thus, one need to construct a singular solution to the heat equation with that data.
In this paper, we elect to restrict our selves to the ball and not the whole space R2.
3. Background material
In this section we will fix the notation, state the basic definitions and recall
some known and useful tools. First we recall the standard smoothing effect (see for
example [3]).
Lemma 3.1. There exists a positive constant C such that for all 1 ≤ β ≤ γ ≤ ∞,
we have
(3.7) ‖et∆ϕ‖Lγ ≤ C
t
1
β
− 1
γ
‖ϕ‖Lβ , ∀t > 0, ∀ϕ ∈ Lβ(R2)
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where et∆ϕ := Kt ∗ ϕ = 14πte−
| . |2
4t ∗ ϕ.
Using Young and Ho¨lder inequalities and the precedent Lemma with the following
integral formula
u(t) = et∆u0 +
∫ t
0
e(t−s)∆ (∂tu−∆u) (s) ds
we deduce the following estimates
Proposition 3.2.
(3.8) sup
t∈[0,T ]
‖u(t, .)‖H1(R2) ≤ C
(
‖u(t0, .)‖H1(R2) + ‖∂tu−∆u‖L1([0,T ],H1(R2))
)
.
(3.9) sup
t∈[0,T ]
‖u(t, .)‖L∞(R2) ≤ C
(
‖u(t0, .)‖L∞(R2) + ‖∂tu−∆u‖L1([0,T ],L∞(R2))
)
.
We recall the following nonlinear estimates which are consequence of the mean
value theorem and the convexity of the exponential function. See [10, 6].
Lemma 3.3. For any ε > 0 there exists Cε > 0 such that
(3.10) |f(U1)− f(U2)| ≤ Cε|U1 − U2|
2∑
i=1
(
e(1+ε)U
2
i − 1
)
.
(3.11) |f ′(U1)− f ′(U2)| ≤ Cε|U1 − U2|
2∑
i=1
(
e2(1+ε)U
2
i − 1
)1/2
.
In order to control the nonlinear part in L1t (H
1
x), we will use the following Moser-
Trudinger inequality [1, 17, 26].
Proposition 3.4. Let α ∈ (0, 4π), a constant Cα exists such that for all u ∈ H1(R2)
satisfying ‖∇u‖L2(R2) ≤ 1, we have
(3.12)
∫
R2
(
eα|u(x)|
2 − 1
)
dx ≤ Cα‖u‖2L2(R2).
Moreover, (3.12) is false if α ≥ 4π.
Let us mention that α = 4π becomes admissible if we require ‖u‖H1(R2) ≤ 1 rather
than ‖∇u‖L2(R2) ≤ 1. Precisely
(3.13) sup
‖u‖
H1(R2)≤1
∫
R2
(
e4π|u(x)|
2 − 1
)
dx <∞
and this is false for α > 4π. See [20] for more details.
Let us now introduce the so-called Orlicz spaces on Rd and some related basic
facts.
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Definition 3.5.
Let φ : R+ → R+ be a convex increasing function such that
φ(0) = 0 = lim
s→0+
φ(s), lim
s→∞
φ(s) =∞.
We say that a measurable function u : Rd → C belongs to Lφ if there exists λ > 0
such that ∫
Rd
φ
( |u(x)|
λ
)
dx <∞.
Then, we denote
(3.14) ‖u‖Lφ = inf
{
λ > 0,
∫
Rd
φ
( |u(x)|
λ
)
dx ≤ 1
}
.
It is easy to check that Lφ is a C-vectorial space and ‖ · ‖Lφ is a norm. Moreover,
we have the following properties.
• For φ(s) = sp, 1 ≤ p <∞, Lφ is nothing else than the Lebesgue space Lp.
• For φα(s) = eαs2 − 1, with α > 0, we claim that Lφα = Lφ1 . It is actually a direct
consequence of Definition 3.5.
• We may replace in (3.14) the number 1 by any positive constant. This change the
norm ‖ · ‖Lφ to an equivalent norm.
• For u ∈ Lφ with A := ‖u‖Lφ > 0, we have the following property
(3.15)
{
λ > 0,
∫
Rd
φ
( |u(x)|
λ
)
dx ≤ 1
}
= [A,∞[ .
In what follows we shall fix d = 2, φ(s) = es
2 − 1 and denote the Orlicz space
Lφ by L endowed with the norm ‖ · ‖L. It is easy to see that L →֒ Lp for every
2 ≤ p <∞. The 2D critical Sobolev embedding in Orlicz space L states as follows:
H1(R2) →֒ L(R2) .
We recall some elementary properties about Orlicz spaces (see for example [2, 21]).
Proposition 3.6. We have
a)
(
Lφ, ‖ · ‖Lφ
)
is a Banach space.
b) L1 ∩ L∞ ⊂ Lφ ⊂ L1 + L∞.
c) There exists a positive real number κφ,d such that if T : L
1 → L1 with norm
M1 and T : L
∞ → L∞ with norm M∞, then T : Lφ → Lφ with norm M ≤
κφ,n sup(M1,M∞).
d) For any p ≥ 2, L(R2) ⊂ Lp(R2) and we have
‖u‖Lp(R2) ≤
(
Γ(
p
2
+ 1)
) 1
p‖u‖L(R2) ,
where Γ(x) :=
∫ +∞
0
tx−1e−tdt.
Now, we give some technical results which will be useful later. The following
lemma is classical (see for example Proposition 4.2 of [24]) but the proof seems to
be new.
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Lemma 3.7. Let u ∈ H1(R2). Then for any α > 0 and 1 ≤ q <∞,
eαu
2 − 1 ∈ Lq(R2).
Proof of Lemma 3.7. Without loss of generalitye, we may assume that α = q = 1
and u is radial. First, let us observe that thanks to the following well known radial
estimate
|u(r)| ≤ C√
r
‖u‖H1,
we obtain for any a > 0,∫
|x|≥a
(
e|u(x)|
2 − 1
)
dx ≤
∫
|x|≥a
|u(x)|2 e|u(x)|2 dx ≤ eCa ‖u‖2H1 ‖u‖2L2 <∞ .
Therefore, to conclude the proof it is sufficient to show that for suitable a > 0,
we have
(3.16)
∫ a
0
eu
2(r) r dr <∞ .
For a > 0 and 0 < r < a, write
|u(r)− u(a)| =
∣∣∣ ∫ a
r
√
s u′(s)
ds√
s
∣∣∣
≤ 1√
2π
‖∇u‖L2(|x|<a)
(
− log(r
a
)
)1/2
.
Choosing a > 0 small enough such that
‖∇u‖2L2(|x|<a) < 2π,
and witting
eu
2(r) r . e2(u(r)−u(a))
2
r
. r1−β, β :=
‖∇u‖2L2(|x|<a)
π
,
we end up with (3.16).
Proposition 3.8. Let u ∈ C([0, T ];H1(R2)) for some T > 0. Then
eu
2 − 1 ∈ C([0, T ];L1(R2)).
Proof of Proposition 3.8. Let t ∈ [0, T ] and (tn) be a sequence in (0, T ) such that
tn → t. Denote by un := u(tn) and u = u(t). We will prove that
eu
2
n − 1→ eu2 − 1 in L1(R2).
Set vn := un − u. Clearly, we have
eu
2
n − eu2 = eu2
(
(ev
2
n − 1)(e2vnu − 1) + (e2vnu − 1) + (ev2n − 1)
)
.
Hence
‖eu2n − eu2‖L1 . ‖eu2 − 1‖L2 ‖(ev2n − 1)(e2vnu − 1) + (e2vnu − 1) + (ev2n − 1)‖L2
+ ‖(ev2n − 1)(e2vnu − 1) + (e2vnu − 1) + (ev2n − 1)‖L1,(3.17)
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and by Moser-Trudinger inequality we have
(3.18) lim
n
‖ev2n − 1‖L2 = 0.
Now, it is sufficient to prove that
lim
n
‖e2|uvn| − 1‖L1 = 0.
From Proposition 3.6, recall that for every p ≥ 2, we have
‖ · ‖Lp ≤ (Γ(p
2
+ 1))
1
p‖ · ‖L.
Thus, by Ho¨lder inequality we have the estimate
‖e2|uvn| − 1‖L1 ≤
∑
p≥1
1
p!
(‖2u‖L2p‖vn‖L2p)p
≤
∑
p≥1
1
p!
Γ(p+ 1)(‖2u‖L‖vn‖L)p = 1− 1
1− 2‖u‖L‖vn‖L ,
which implies that
(3.19) lim
n
‖e2|uvn| − 1‖L1 = 0.
This together with (3.17), (3.18) and (3.19) end the proof of Proposition 3.8.
The following elementary result is needed to derive an L∞ bound of the solution
of the nonlinear heat equation in the defocusing case.
Lemma 3.9. Let (xn)n∈N be a real valued sequence satisfying for some constants
C > 1 and β > 1,
0 ≤ x0 ≤ C∗0 := C
−1
(β−1)2 , and 0 ≤ xn+1 ≤ Cnxβn.
Then
lim
n→+∞
xn = 0.
Proof of Lemma 3.9. Let us define yn := C
(1+n(β−1))
(β−1)2 xn. We have
0 ≤ yn ≤ yβn , and y0 ≤ 1.
Hence, yn ≤ 1, and then 0 ≤ xn ≤ C−
(1+n(β−1))
(β−1)2 which implies that lim
n→+∞
xn = 0.
Finally, we recall the following parabolic regularizing effect due to Brezis-Cazenave
[3] that we will use to obtain a locally (in time) bounded solution to (1.4) with
singular data. Consider the following linear heat equation with potential
(3.20)


∂tu−∆u− a(t, x)u = 0 in Ω,
u = 0 on ∂Ω,
u(0) = u0,
where Ω is a smooth bounded domain of R2.
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Theorem 3.10 ( see Theorem A.1 in [3]). Let 0 < T < ∞, σ > 1, and let
a ∈ L∞([0, T ];Lσ). Given u0 ∈ Lr, 1 ≤ r < ∞, there exists a unique solution
u ∈ C([0, T ];Lr) ∩ L∞loc([0, T ];L∞) of equation (3.20).
4. H1-theory: proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. We divide the proof into sev-
eral steps. First, we show the existence of a local solution to (1.4), regardless of the
sign of the nonlinearity. In the second step, we prove the uniqueness in C([0, T );H1).
This result, is not straightforward, although it follows Brezis-Cazenave’s steps. Then
we show that in the defocusing case we can extend the solution globally in time.
Finally, we establish a finite time blow-up result in the focusing case.
4.1. Local existence. We summarize the result in the following Theorem.
Theorem 4.1. Let u0 ∈ H1(R2). Then, there exist T > 0 and a solution u to (1.4)
in the class
C([0, T );H1(R2)).
Proof of Theorem 4.1. The idea here is similar to the one used in [12, 11, 10]. In-
deed, we decompose the initial data to a regular part and a small one. We prove the
existence of a local solution v to (1.4) associated to the regular initial data. Then
to recover a solution of our original problem we solve a perturbed equation satisfied
by w := u− v with small data.
We start by showing the local existence in H1∩L∞(R2) as claimed in the following
proposition.
Proposition 4.2. Let u0 ∈ (H1 ∩ L∞)(R2). Then, there exists T > 0 (depending
upon u0) and a solution u to (1.4) in the class
C([0, T ); (H1 ∩ L∞)(R2)).
Proof of Proposition 4.2. Let the space
X˜T := C([0, T );H1 ∩ L∞(R2)), T > 0,
endowed with the norm
‖u‖˜T := ‖u‖L∞T (H1(R2)) + ‖u‖L∞T (L∞(R2)).
Recall that (XT , ‖ . ‖˜T ) is a Banach space. Set v := et∆u0 and define the map
Φ : u 7−→
∫ t
0
e(t−s)∆f((u+ v)(s))ds.
Let BT (r) be the ball in X˜T with center zero and radius r > 0. We prove that for
some T, r > 0, the map Φ is a contraction from BT (r) into itself.
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Applying the energy estimate (3.8) to u1, u2 ∈ BT (r) and the smoothing effect (3.7),
we obtain
‖Φ(u1)− Φ(u2)‖˜T . ‖f(u1 + v)− f(u2 + v)‖L1T (L2(R2)) + ‖∇(f(u1 + v)− f(u2 + v))‖L1T (L2(R2))
+ ‖f(u1 + v)− f(u2 + v)‖L1
T
(L∞(R2))
. A+ B + C.
Let us start to estimate A. Set w := u1 − u2 and vi := ui + v, i ∈ {1, 2}. Using
Lemma 3.3, we infer
‖f(v1)− f(v2)‖L2(R2) . ‖w
∑
i=1,2
(
e2v
2
i − 1
)
‖L2(R2)
. ‖w‖L2
∑
i=1,2
e2‖vi‖
2
L∞ .
Using the fact that ‖vi‖L∞ ≤ r + ‖u0‖L∞ , it follows that
‖f(v1)− f(v2)‖L2(R2) . ‖w‖L2e2(r+‖u0‖L∞(R2))
2
.
Therefore
A . e2(r+‖u0‖L∞(R2))2T‖w‖L∞(0,T,L2(R2))
≤ C0,rT‖w‖˜T .
Similarly, we have
C ≤ C0,rT‖w‖˜T .
Now, let us estimate the second term B. We have
‖∇(f(v1)− f(v2))‖L2(R2) = ‖∇v1(f ′(v1)− f ′(v2)) + (∇v1 −∇v2)f ′(v2)‖L2(R2)
≤ ‖∇v1(f ′(v1)− f ′(v2))‖L2(R2) + ‖∇wf ′(v2)‖L2(R2)
≤ B1 + B2.
Arguing as before, we obtain
B2 . e2(r+‖u0‖L∞)2‖w‖H1(R2).
It remains to estimate B1. Using (3.11), we infer
B1 .
∑
i=1,2
‖∇v1w(e4v2i − 1)1/2‖L2(R2)
. ‖∇v1‖L2(R2)‖w‖L∞
∑
i=1,2
e2‖vi‖
2
L∞
. ‖w‖L∞‖∇v1‖L2(R2)e2(r+‖u0‖L∞ )2 .
Hence
B . (1 + r + ‖u0‖H1)e2(r+‖u0‖L∞)2T‖w‖˜T ≤ C0,rT‖w‖˜T ,
which implies that
(4.21) ‖Φ(u1)− Φ(u2)‖˜T ≤ C0,rT‖w‖˜T .
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Now, let us estimate ‖Φ(u1)‖˜T . Using (3.2), we deduce
‖Φ(u1)‖˜T ≤ C(‖f(v1)‖L1T (H1(R2)) + ‖f(v1)‖L1T (L∞(R2))).
On the other hand, taking in the precedent computations v2 = 0, we obtain
‖Φ(u1)‖˜T ≤ C0,rT‖v1‖T
≤ C0,rT.
It follows that for r, T > 0 small enough, Φ is a contraction of a ball of XT . Let u
to be the fixed point of Φ. Then u + v is a local solution to (1.4). This concludes
the proof of Proposition 4.2.
Remark 4.3. Note that
‖u‖˜T ≤ r + C‖u0‖H1∩L∞ .
Now we solve the perturbed problem. We decompose the initial data as follows
u0 = (I − SN )u0 + SNu0 where SN =
∑
j≤N−1 △j, (△j) being an inhomogeneous
frequency localization, and N is a large integer to be fixed later. Recall that ‖(I −
SN)u0‖H1 N−→ 0 and SNu0 ∈ (H1 ∩ L∞)(R2).
By Proposition 4.2, there exist a time TN > 0 and a solution v to the problem (1.4)
with data SNu0. Now, we consider the perturbed problem satisfied by w := u − v
and with data (I − SN)u0. Namely, let
(4.22)
{
∂tw −∆w = −f(v) + f(v + w)
u(0) = (I − SN)u0.
Using a standard fixed point argument, we shall prove that (4.22) has a local solution
in the space XT := C([0, T );H1(R2)) for a suitable T > 0 to be chosen.
We denote by ‖u‖T := ‖u‖L∞([0,T ];H1(R2)) and we recall that (XT , ‖ . ‖T ) is a Banach
space.
Set wl := e
t∆(I − SN)u0 and consider the map
Ψ : u 7−→
∫ t
0
e(t−s)∆(f(u+ v + wl)− f(v))(s))ds.
Let BT (r) be the ball in XT of radius r > 0 and centered at the origin. We prove
that for some T, r > 0, the map Ψ is a contraction from BT (r) into itself.
Applying the energy estimate (3.8) to u1, u2 ∈ BT (r) and using the smoothing effect
(3.7), we infer
‖Ψ(u1)−Ψ(u2)‖T . ‖f(u1 + v + wl)− f(u2 + v + wl)‖L1
T
(L2(R2))
+ T
3
2‖∇(f(u1 + v + wl)− f(u2 + v + wl))‖L∞
T
(L1(R2)).
Set w := u1 − u2 and vi := ui + v + wl. Using Lemma 3.3, we obtain
‖f(v1)− f(v2)‖L2(R2) .
∑
i=1,2
‖w(e2v2i − 1)‖L2(R2)
Since |vi|2 ≤ 2(wl + ui)2 + 2v2 and using the simple observation
ea+b − 1 = (ea − 1)(eb − 1) + (ea − 1) + (eb − 1)(4.23)
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we have,
‖w(e2v2i − 1)‖L2 ≤ ‖w(e4v2 − 1)‖L2 + ‖w(e4(ui+wl)2 − 1)‖L2
+ ‖w(e4v2 − 1)(e2(1+ǫ)(ui+wl)2 − 1)‖L2.
By Ho¨lder inequality and Sobolev embedding, we have
‖w(e4v2 − 1)‖L2 ≤ ‖w‖L2e4‖v‖2L∞ . e4‖v‖2L∞ ‖w‖H1,
and
‖w(e4(ui+wl)2 − 1)‖L2 ≤ ‖w‖L6‖e4(ui+wl)2 − 1‖L3
. ‖w‖H1‖e4(ui+wl)2 − 1‖L3.
Denoting εn := ‖(I −SN )u0‖H1, we have ‖∇(ui+wl)‖L2 . r+ εn r,n−→ 0. Hence, for
α > 0, p ≥ 1 and thanks to Moser-Trudinger inequality we derive
‖eα(ui+wl)2 − 1‖Lp ≤ ‖eαp(ui+wl)2 − 1‖
1
p
L1(4.24)
. (r + εn)
2/p,
and
‖w(e4(ui+wl)2 − 1)‖L2 . ‖w‖H1(r + εn)2/3.
Consequently,
‖w(e4v2 − 1)(e2(1+ǫ)(ui+wl)2 − 1)‖L2 . e4‖v‖2L∞‖w‖H1(r + εn)2/3.
Therefore,
‖f(v1)− f(v2)‖L1
T
(L2) ≤ C0,rT‖w‖L∞T H1(R2),
where the constant C0,r depends only on u0 and r. It remains to control ‖∇(f(v1)−
f(v2))‖L∞
T
(L1(R2)). We have
‖∇(f(v1)− f(v2))‖L1(R2) = ‖∇v1(f ′(v1)− f ′(v2)) + (∇v1 −∇v2)f ′(v2)‖L1(R2)
≤ ‖∇v1(f ′(v1)− f ′(v2))‖L1(R2) + ‖∇wf ′(v2)‖L1(R2)
≤ E+ F.
Arguing as before, we have
E . ‖v‖H1e4‖v‖2L∞ (1 + (r + εn)1/2)‖w‖H1,
and
F . (‖v‖H1 + 2r + 2εn)e4‖v‖2L∞‖w‖H1.
Therefore
‖∇(f(v1)− f(v2))‖L∞
T
(L1(R2)) ≤ C0,r‖w‖T ,
which implies that
(4.25) ‖Ψ(u1)−Ψ(u2)‖T ≤ C0,r(1 + T )T 12‖w‖T .
Now we estimate ‖Ψ(u1)‖T . Using (3.2), we obtain
‖Ψ(u1)‖T ≤ C‖f(v1)− f(v)‖L1
T
(L2(R2)) + T
3
2‖∇(f(v1)− f(v))‖L∞
T
(L1(R2)),
14 S. IBRAHIM, R. JRAD, M. MAJDOUB, AND T. SAANOUNI
where we set v1 := u1 + v + wl. Taking v2 = v, in the precedent computations, we
have
‖Ψ(u1)‖T ≤ C0,r(1 + T )T 12‖u1 + wl‖T
≤ C0,r(r + ‖u0‖H1(R2))(1 + T 12 )T 12
In conclusion, for T small enough, Ψ is a contraction of some ball of XT . We obtain
the desired solution by taking u + wl where u is the fixed point of Ψ. The proof is
achieved.
4.2. Uniqueness in C([0, T [;H1(R2)). This subsection is devoted to the proof of
the uniqueness part of Theorem 2.1. More precisely, we prove an unconditional
uniqueness result.
Theorem 4.4. The solution given in Theorem 4.1 is unique in the class
C([0, T );H1(R2)).
Proof of Theorem 4.4. Let u, v ∈ C([0, T ];H1) be two solutions to (1.4) with same
data u0 and set w := u− v. Define the potential
a(t, x) :=
{
f(u)−f(v)
w
, if w 6= 0
f
′
(u), if w = 0,
so that,
w(t) =
∫ t
0
e(t−s)∆a(s)w(s) ds.
The following Lemma can be seen as an extension of Brezis-Casenave’s result [3] to
the two dimensional case. The crucial point is to show the continuity of the potential
term (continuity at t = 0). As pointed out in [3], this result seems to be open if the
potential is only L∞ in time.
Lemma 4.5. Let a ∈ C([0, T ];Lp(R2)) and u ∈ L∞((0, T );Lq(R2)) with 2 ≤ q <
∞, 1 < p <∞, 1
p
+ 1
q
6= 1 and such that
u(t) =
∫ t
0
e(t−s)∆a(s)u(s)ds, ∀ t ∈ [0, T ].
Then u = 0 on [0, T ].
Proof. It is clear that au ∈ L∞([0, T ), Lr(R2)) where 1
r
=
1
q
+
1
p
(1 < r < ∞), so
that by maximal regularity u ∈ Lp˜((0, T ),W 1,r(R2)) for all p˜ < ∞ and satisfies for
almost every t ∈ (0, T ) the next equation in Lr(R2) ,
(4.26) ∂tu−△u = au .
Let t0 ∈ [0, T ], ψ ∈ D(R2) and an := min{n,max{a,−n}}. Denote by vn the
solution to { −∂tvn −∆vn = anvn in (0, t0)× R2,
vn(t0) = ψ.
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Multiplying (4.26) by vn and then integrating on (0, t0)× R2, we have∫ t0
0
∫
R2
(∂tuvn −∆uvn) dx dt =
∫ t0
0
∫
R2
auvn dx dt
Hence ∫
R2
u(t0)ψ dx =
∫ t0
0
∂t(uvn) dx dt
=
∫ t0
0
∫
R2
u∂tvn + (∆u+ au)vn dx dt
=
∫ t0
0
∫
R2
(a− an)uvn dx dt.(4.27)
In order to prove that u = 0 on [0, T ] it is sufficient to show that
(4.28) an
n→∞−→ a in C([0, T ];Lp(R2))
and
(4.29) sup
n≥0
‖vn‖L∞([0,t0),Lr′(R2)) ≤ Cr′‖ψ‖Lr′(R2),
where
1
r′
= 1− 1
r
. First let us prove (4.28). By contradiction, there exist η0 > 0
such that sup
0≤t≤T
‖an(t)− a(t)‖Lp > η0 uniformly on n ∈ N. So, for fixed n ∈ N, there
exist s ∈ [0, T ] and a real sequence tk ∈ [0, T ], tk k→∞−→ s such that
(4.30) ‖an(tk)− a(tk)‖Lp k→∞−→ sup
0≤t≤T
‖an(t)− a(t)‖Lp .
This implies that, for any k ∈ N,
(4.31) ‖an(tk)− a(tk)‖Lp ≥ η0 ∀k ∈ N.
Since an(t, x)
n→∞−→ a(t, x) almost everywhere, |an| ≤ |a| and a(t) ∈ Lp(R2), by
Lebesgue Theorem , we have
(4.32) ‖an(t)− a(t)‖Lp n→∞−→ 0 ∀t ∈ [0, T ].
Writing
‖an(tk)− a(tk)‖Lp ≤ ‖an(tk)− a(s)‖Lp + ‖a(s)− a(tk)‖Lp,
and using the fact that a ∈ C([0, T ];Lp(R2)), we deduce
η0 ≤ lim sup
k−→∞
‖an(tk)− a(tk)‖Lp ≤ lim sup
k−→∞
‖an(tk)− a(s)‖Lp = ‖an(s)− a(s)‖Lp.
This obviously contradicts (4.31)-(4.32).
Now, we prove (4.29). We take v˜n(t) := vn(t0 − t), and bn(t) =: an(t0 − t), we have{
∂tv˜n −∆v˜n = bnv˜n,
v˜n(0) = ψ.
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First, we multiply the precedent equation by |v˜n|r′−2v˜n then we integrate over R2,
we obtain
1
r′
d
dt
∫
R2
|v˜n(t, x)|r′ dx+ 4(r
′ − 1)
r′2
∫
R2
|∇|v˜n|r′/2|2 dx ≤
∫
R2
|bn||v˜n|r′ dx
≤
∫
R2
|b||v˜n|r′ dx.
In the last inequality we used |bn| ≤ |b| because |an| ≤ |a|, where b = a(t0 − .) on
[0, t0].
Using the fact that |bj | ≤ j and Sobolev embedding, we get∫
R2
|b||v˜n|r′ dx ≤
∫
R2
|b− bj ||v˜n|r′ dx+
∫
R2
|bj||v˜n|r′ dx
≤ ‖b− bj‖Lp‖v˜r′/2n ‖2L2p′ + j
∫
R2
|v˜n|r′ dx,
≤ C‖b− bj‖Lp‖∇|v˜n|r′/2‖2
L2(1+
1
ε )
+ (j + C)‖v˜n(t)‖r′Lr′
Since bj
j→∞−→ b in C([0, T ];Lp(R2)), we choose j ≥ 0 large enough such that
C‖b− bj‖Lp ≤ 4(r
′ − 1)
r′2
.
Therefore
1
r′
d
dt
‖v˜n(t)‖r′Lr′ ≤ (j + C)‖v˜n(t)‖r
′
Lr′
.
Using Gronwall Lemma, il follows that
‖v˜n(t)‖r′Lr′ ≤ ‖ψ‖r
′
Lr′
e(j+C)r
′t
which conclude the proof of (4.29).
The proof of the Lemma 4.5 is achieved.
Now we prove that a ∈ C([0, T ];L2). We proceed by contradiction. Assume that
there exists ε > 0, t ∈ [0, T ] and a sequence of real numbers (tn) in [0, T ] such that
(4.33) tn → t and ‖a(tn)− a(t)‖L2 > ε, ∀n ∈ N.
Denote un := u(tn), vn := v(tn) and wn := w(tn). Recall that u, v ∈ C([0, T ];H1).
So up to extraction of a subsequence, we have
a(tn)→ a(t) almost everywhere.
Moreover, by a convexity argument
|a(tn)| ≤ e2u2n − 1 + e2v2n − 1.
Since u ∈ C([0, T ];H1), using Proposition 3.8, we infer
e2u
2
n − 1→ e2u2 − 1 and e2v2n − 1→ e2v2 − 1 in L2(R2).
Thus, there exists φ ∈ L2 such that
|a(tn)| ≤ φ.
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Using Lebesgue theorem, we deduce
a(tn)→ a(t) in L2.
This contradicts (4.33), and we conclude that a ∈ C([0, T ];L2).
End of the proof of Theorem 4.4.
It is sufficient to check assumptions of Lemma 4.5. Obviously w ∈ L∞([0, T ], Lq(R2))
for every 2 ≤ q <∞.
4.3. Global existence. In this subsection we prove a global well-posedness result
in the defocusing case.
Theorem 4.6. Let u0 ∈ H1(R2) and assume that f(u) = −u(eu2 − 1). Then, there
exists a unique global solution to (1.4) in the class
C(R, H1(R2)).
In the defocusing case, we prove that for u0 ∈ H1(R2), the solution u ∈ C([0, T );H1(R2))
to (1.4) satisfies u ∈ L∞loc(]0, T [;L∞(R2)) then we conclude using the next standard
blow-up criterion (see for example [3]).
Lemma 4.7. Let u0 ∈ H1(R2) and u ∈ C([0, T ∗);H1(R2)) solution to (1.4). Assume
that T ∗ <∞, then
lim sup
t→T ∗
‖u(t)‖L∞(R2) = +∞.
The next Proposition proves that the solution is bounded. The proof is in the
spirit of Caffarelli-Vasseur [4] and is based on the energy estimate.
Proposition 4.8. Assume that u0 ∈ H1(R2) and u ∈ C([0, T );H1(R2)) solution to
(1.4) with f(u) = −u(eu2 − 1). Then
u ∈ L∞loc(]0, T [, L∞(R2)) and ‖u(t)‖L∞ ≤
√
2 ‖u0‖L2 , ∀ 0 < t < T.
Remark 4.9. Actually we will obtain a more precise estimate, namely
‖u(t)‖L∞(R2) ≤ 2
α2+10α−12
2α(α−2) t−
1
α ‖u0‖L2 , ∀ α > 2.
Proof of Proposition 4.8. . Let M > 0 to fix later and
ck := M(1 − 2−k), uk := (u− ck)+ = (u− ck)χ{u>ck}.
Since uf(u) ≤ 0, we have the following estimate
(4.34)
d
dt
∫
R2
u2k(t)dx+
∫
R2
|∇uk(t)|2dx ≤ 0.
Let t0 > 0, Tk := t0(1− 2−k), and
Uk := sup
t≥Tk
(∫
R2
u2k(t, x)dx
)
+ 2
∫ +∞
Tk
∫
R2
|∇uk(t, x)|2dxdt.
Let Tk−1 ≤ s ≤ Tk ≤ t ≤ t0. Integring (4.34) between s, t and s,∞ we obtain
Uk ≤ 2‖uk(s)‖2L2(R2).
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Thus integring between Tk−1 and Tk, we have
(4.35) Uk ≤ 2
k+1
t0
‖uk‖2L2((Tk−1,Tk)×R2).
Moreover, using the interpolation estimate
(4.36) ‖u‖Lr ≤ ‖u‖
2
r
L2‖∇u‖
1− 2
r
Lr , 2 ≤ r <∞,
we obtain
‖uk(t)‖Lr ≤ ‖uk(t)‖
2
r
L2‖∇uk(t)‖
1− 2
r
Lr ≤ ‖uk(0)‖
2
r
L2‖∇uk(t)‖
1− 2
r
Lr .
Therefore
‖∇uk‖2L2((Tk ,∞)×R2) ≥
(‖uk‖Lr((Tk ,∞)×R2)
‖uk(0)‖
2
r
L2
) 2r
r−2
≥
( 1
2‖u0‖L2
) 4
r−2‖uk‖
2r
r−2
Lr((Tk ,∞)×R2)
≥ C0‖uk‖
2r
r−2
Lr((Tk ,∞)×R2)
.
Thus
(4.37) Uk ≥ 2C0‖uk‖
2r
r−2
Lr((Tk ,∞)×R2)
.
On the other hand, if uk > 0 then uk−1 > 2
−kM , so
χ{uk>0} ≤
( 2k
M
uk−1
)α
, ∀α > 0.
Now, by (4.35), and for given α > 0,
Uk ≤ 2
k+1
t0
∫
(Tk−1,∞)×R2
u2k−1χ{uk>0}dxdt
≤ 2
1+k(α+1)
Mαt0
∫
(Tk−1,∞)×R2
u2+αk−1dxdt
≤ 2
1+k(α+1)
Mαt0
‖uk−1‖2+αL2+α((Tk−1,∞)×R2).
Using (4.37), we infer
Uk ≤ ACk−1U
α
2
k−1,
where
A :=
2α/2+4 ‖u0‖2L2
Mα t0
, and C := 2α+1 .
To conclude the proof, we shall use Lemma 3.9. Indeed, taking α > 2, M :=
2
α2+10α−12
2α(α−2) t
− 1
α
0 ‖u0‖L2 , and applying Lemma 3.9 to the sequence xk := A
2
α−2 Uk, we
obtain
lim
k→+∞
Uk = 0.
WELL POSEDNESS AND UNCONDITIONAL UNIQUENESS ... 19
Thus u ≤ M for t ≥ t0.The same proof on −u gives the same bound for |u|. We
obtain finally
‖u(t0)‖L∞(R2) ≤ 2
α2+10α−12
2α(α−2) t
− 1
α
0 ‖u0‖L2 , ∀ α > 2.
Letting α to infinity, we conclude the proof of Proposition 4.8.
4.4. Blowing-up solutions. Recall the energy
J(t) := J(u(t)) =
1
2
‖∇u(t)‖2L2 −
∫
R2
F (u(t)) dx,
with F (u) = 1
2
(
eu
2 − 1− u2
)
. We show that all solutions with non-positive energy
have a finite lifespan time. More precisely
Proposition 4.10. Let u0 ∈ H1(R2)\{0} such that J(u0) ≤ 0 and u ∈ C([0, T ∗[;H1(R2))
be the maximal solution to (1.4) with data u0. Then T
∗ <∞.
The proof is standard and follows for example [14] (see also [13] in the context
of the Klein-Gordon equation). It consists in following the evolution in time of the
function
y(t) :=
1
2
∫ t
0
‖u(s)‖2L2 ds.
Proof of Proposition 4.10. First, observe that since we have removed the quadratic
term from the nonlinearity, then f(u) enjoys the following property for a certain
positive number ε (
uf(u)− 2F (u)
)
≥ εF (u) .(4.38)
Next, multiplying (1.4) by u, integrating in space we obtain
J ′(t) = −‖∂tu(t)‖2L2,
and by an integration in time
J(t) = J(0)−
∫ t
0
∫
R2
(∂tu)
2(s, x) dx ds.(4.39)
Finally, a straight calculation shows that
y′′(t) = −‖∇u‖2L2 +
∫
R2
uf(u) dx
≥ 2 + ε
2
(∫
R2
2F (u) dx− ‖∇u‖2L2
)
≥ (2 + ε)
(∫ t
0
∫
R2
∂tu
2 dx ds− J(0)
)
,(4.40)
where we used property (4.38) in the second estimate and identity (4.39) in the last
one. Now, the proof goes by contradiction assuming that T ∗ =∞. We have
Claim 1: There exists t1 > 0 such that
∫ t1
0
‖∂tu(s)‖2L2 ds > 0.
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Indeed, otherwise u(t) = u0 almost everywhere and thus u solves the elliptic sta-
tionary equation ∆u = −f(u). Then ‖∇u‖2L2(R2) =
∫
R2
uf(u)dx, and therefore
0 ≤ ε
∫
R2
F (u0) dx ≤
∫
R2
(
u0f(u0)− 2F (u0)
)
dx = 2J(0) ≤ 0
giving u0 = 0 which is an absurdity.
Claim 2: For any 0 < α < 1, there exists tα > 0 such that
(y′(t)− y′(0))2 ≥ αy′(t)2, t ≥ tα.
The claim immediately follows from the first one observing that
lim
t→∞
y(t) = lim
t→∞
y′(t) = +∞.
Claim 3: One can choose α = α(ε) such that
y(t)y′′(t) ≥ (1 + α)y′(t)2, t ≥ tα.(4.41)
Indeed, we have
y(t)y′′(t) ≥ 2 + ε
2
(∫ t
0
∫
R2
u2 dxds
)(∫ t
0
∫
R2
∂tu
2 dxds
)
≥ 2 + ε
2
(∫ t
0
∫
R2
u∂tu dxds
)2
≥ 2 + ε
2
(y′(t)− y′(0))2
≥ (2 + ε)α
2
(y′(t))2,
where we used (4.40) in the first estimate, Cauchy-Schwarz inequality in the second
and Claim 2 in the last one. Now choose α such that (2+ε)α
2
> 1 then
y(t)y′′(t) ≥ (2 + ε)α
2
y(t)2.
The fact that this ordinary differential inequality blows up in finite time contradicts
our assumption that the solution was global.
5. The Cauchy problem in Orlicz space: proof of Theorem 2.3
We start this section with the following definition of singular solution.
Definition 5.1. Recall that B1 is the unit ball of R
2. By a singular solution of

−∆u = f(u) in B1
u = 0 on ∂B1
u > 0
we mean a function u ∈ C2(B1\{0}) satisfying
lim sup
x→0
u(x) =∞ .
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First we construct a stationary singular solution Q to (1.4). Second, we prove the
existence of local solution to the Cauchy problem (1.4) in the Orlicz space L with
dataQ. Third we prove a regularizing effect of the heat equation. The nonuniqueness
result given by Theorem 2.3 immediately follows.
5.1. Singular solutions. The main goal of this subsection is to prove the next
result.
Theorem 5.2. The following singular elliptic problem

−∆u = f(u) := u
(
eu
2 − 1
)
in B1\{0}
u(|x| = 1) = 0, u(0) = +∞
u > 0
has infinitely many radial classical solutions. Moreover, they all satisfy
1) −∆u = f(u) in D′(B1).
2) u ∈ L(B1) and lim
r→0
‖u‖L(|x|<r) = 0.
For the proof of Theorem 5.2, we will need the following results about the associ-
ated elliptic problem. The first is known and can be found in [22] for example. The
second can be seen as an extension to dimension two of Lemma 1.1 in [18].
Lemma 5.3. (see [22]) There exists a unique radial classical solution to

−∆u = f(u) := u
(
eu
2 − 1
)
in B1
u > 0,
u = 0 in ∂B1.
Lemma 5.4. Let u ∈ C2(B1\{0}), u ≥ 0, such that −∆u = f(u) in B1\{0}. Then
i) f(u) ∈ L1(B1).
ii) If (− log(|x|))αuq ∈ L1(B1), for some αq−1 > 0, then
∆u+ f(u) = 0 in D′(B1).
Proof of Lemma 5.4. The proof contains two steps.
i) Let g(a) := e
1− 1
(a−1)2χ[0,1[ and ϕε : x 7−→ g( ε|x|), for ε > 0. So
∀ |x| ≤ ε, ϕε(x) = 0, lim
x 6=0,ε→0
ϕε(x) = 1 and ∆ϕε ≥ 0 on B1.
By Fatou’s Lemma
‖f(u)‖L1(B1) ≤ lim inf
ε→0
‖f(u)ϕε‖L1(B1)
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Moreover
‖f(u)ϕε‖L1(B1) = −
∫
B1
∆uϕε(x)dx
= −π
( ∫ 1
ε
u˙(r)ϕε(r)dr −
∫ 1
ε
u˙(r)(ϕε(r) + rϕ˙ε(r))dr + u˙(1)g(ε)
)
= −π
( ∫ 1
ε
u(r)(rϕ¨ε(r) + ϕ˙ε(r))dr − u(1)ϕ˙ε(1) + u˙(1)g(ε)
)
≤ −π
(
− u(1)ϕ˙ε(1) + u˙(1)g(ε)
)
.
Since the right hand side is bounded uniformly on ε, we conclude that f(u) ∈
L1(B1).
2i) Let τ ∈ C∞(R+), satisfying τ = 0 on [0, 1], τ = 1 on [2,∞) and 0 ≤ τ ≤ 1.
For ε > 0, take τε(x) := τ(
|x|
ε
). It is sufficient to prove that
lim
ε→0
∫
B1
(
u∆φ+ f(u)φ
)
τε = 0, ∀ φ ∈ D(B1).
Write∫
B1
(
u∆φ+ f(u)φ
)
τε =
∫
B1
(
(∆(φτε)− 2∇φ∇τε − φ∆τε)u+ f(u)τεφ
)
,
so it is enough to show that
lim
ε→0
∫
B1
u∇φ.∇τε = lim
ε→0
∫
B1
uφ∆τε = 0.
Let q > 1, α > 0 and χ(x) := (− log(|x|))α, h := χuq. We have∣∣∣ ∫
B1
uφ∆τε
∣∣∣ . 1
ε2
∫
B2ε
h
1
qχ
−1
q
.
1
ε2
(∫
B2ε
h
) 1
q
(∫
B2ε
χ
−q
′
q
) 1
q
′
.
1
ε2−
2
q
(
∫
B2ε
χ
−q
′
q )
1
q
′ .
In addition ∫
B2ε
χ
−q
′
q = π
∫ 2ε
0
(− log(r))−αq
′
q rdr
= πε2
∫ 2
0
(− log(εr))−αq
′
q rdr.
Since
lim
ε→0
∫ 2
0
(− log(εr))−αq
′
q rdr = 0,
we deduce that
lim
ε→0
∫
B1
uφ∆τε = 0.
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Similarly, we have
lim
ε→0
∫
B1
u∇φ.∇τε = 0.
This finishes the proof.
Proof of Theorem 5.2. First, we prove the existence of singular solutions. For any
α > 0, we denote the Cauchy problem
(Pα)
{ −y¨(t) = e−2tf(y(t)), t ≥ 0
y(0) = 0, y˙(0) = α.
Using the changing r = e−t, uα(x) := uα(|x|) = yα(t), we have classical radial
solution to the elliptic problem
(Eα)
{ −∆uα = f(uα), 0 < |x| ≤ 1
uα(1) = 0, uα(0) = yα(∞).
Observe that if lim
t→∞
yα0(t) = l ∈ (0,∞), for some α0 > 0. Then uα0 is a radial
classical solution to (Eα0) which satisfies uα0 ∈ L∞(B). Then thanks to the elliptic
regularity, uα0 is necessarily a classical radial solution in the unit ball. Moreover
uα0 > 0 on B(r0) for some r0 > 0. Lemma 5.3 guarantees the existence of a unique
α0 ∈ R such that lim
t→∞
yα0(t) = l ∈ (0,∞).
Let T (α) be the first time for which yα vanishes i.e.
T (α) := sup{s ≥ 0, s.t yα > 0 on (0, s)},
and let I be the domain of T i.e.
I := {α > 0, s.t T (α) <∞}.
Clearly, we have α0 ∈ J := {α > 0, α /∈ I}. Moreover, if there is an α ∈ J − {α0},
then the fact that yα is positive and concave on (0,∞) would imply lim
t→∞
yα(t) = +∞.
Thus, it is sufficient to prove that J − {α0} is a not an empty interval.
Assume that J − {α0} is empty. Then necessarily I = (0, α0) ∪ (α0,∞) := I1 ∪ I2.
Now since the function T : I → (0,∞) is a continuous, then T (Ii) is an interval.
Moreover, T (I1) ∩ T (I2) should be empty because T it is one to one by the unique-
ness of Cauchy problem for the ODE. This is absurd because for some positive real
A big enough, (A,∞) ⊂ T (I1) ∩ T (I2).
Now we repeat that same argument again. Let α1 ∈ J − {α0}. Assume that
J1 := J − {α0, α1} is empty. Then I = (0, α0) ∪ (α0, α1) ∪ (α1,∞) := I0 ∪ I1 ∪ I2.
Now T : I → (0,∞) is a continuous function, so T (Ii) is an interval. Moreover,
T (I1) ∩ T (I2) is empty because T it is one to one by uniqueness of elliptic asso-
ciated problem. Which is absurd because for some positive real A big enough,
(A,∞) ⊂ T (I0) ∩ T (I1) ∩ T (I2). Thus J1 is not empty.
The same reasoning proves that I is connected and so J is a not empty interval of
(0,∞). The proof of this part is achieved.
Lemma 5.4 proves that the above classical solution in B1\{0} is extendable to a
distribution solution in B1. Note that using i) and Ho¨lder inequality, the condition
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ii) in Lemma 5.4 is clearly satisfied for f(u) = u(eu
2 − 1).
Now we prove the last part of Theorem 5.2 about Orlicz properties of singular
solution. The proof contains two parts
i) Since u(0) = ∞, there exists r > 0 such that |u(x)| > 1 for any |x| < r.
Hence ∫
|x|<r
(eu
2 − 1)dx ≤
∫
|x|<r
|u|(eu2 − 1)dx ≤ ‖f(u)‖L1(B1).
Therefore eu
2 − 1 ∈ L1(B1) via the precedent Lemma, the fact that u ∈
C2(B1\{0}) and u(|x| = 1) = 0. It follows that u ∈ L(B1).
ii) Let 0 < ε ≤ 1. By Ho¨lder inequality we have for any r > 0∫
|x|<r
(
e(
u
ε
)2 − 1
)
dx . r
[ ∫
B1
(
e2(
u
ε
)2 − 1
)
dx
] 1
2
.
Thus, there exists rε > 0 such that for 0 ≤ r < rε, we have∫
|x|<r
(
e(
u
ε
)2 − 1
)
dx ≤ 1.
The last inequality implies in particular that
‖u‖L(|x|<r) ≤ ε.
The proof of Theorem 5.2 is achieved.
5.2. Construction of a bounded solution in Orlicz space.
Lemma 5.5. Let Q to be a singular solution given by Theorem 5.2. Then the
Cauchy problem
(5.42)
{
∂tu−∆u = f(u) in B1
u(0) = Q, u(|x| = 1) = 0
has a local solution u ∈ L∞([0, T ];L(B1)).
Proof of Lemma 5.5. For 0 < R ≤ 1 we denote by χR the radial function χR ∈
C∞0 (R
2) such that χR(x) = 1 for |x| ≤ R and χR(x) = 0 for |x| ≥ 2R. We
decompose
Q = (1− χR)Q + χRQ := Q1 +Q2.
Note that from the properties of the singular solutionQ, we have Q1 ∈ (H10∩L∞)(B1)
and Q2 ∈ L(B1) with lim
R→0
‖Q2‖L(B1) = 0. For the rest of the proof, we fix R > 0
such that ‖Q2‖L(B1) < min{1, 14κ}, where κ is defined in Proposition 3.6.
First, consider the problem
(5.43)
{
∂tv −∆v = f(v) in B1
v(0) = Q1, v(|x| = 1) = 0.
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Using the same previous arguments, we have the existence of T := TR > 0 and
v ∈ C([0, T );L∞ ∩H10(B1)) solution to (5.43).
Consider now the perturbed problem
(5.44)
{
∂tw −∆w = f(v + w)− f(v) in B1
w(0) = Q2, w(|x| = 1) = 0,
and denote by
XT := L
∞([0, T ];L(B1)), endowed with the norm ‖ . ‖T := ‖ . ‖L∞([0,T ],L(B1)).
Define wl := e
t∆Q2 and consider the map
Φ : w 7→ w˜ :=
∫ t
0
e(t−s)∆(f(v + w + wl)− f(v))(s)ds.
We prove that Φ is a contraction in the ball BT (r) of XT for some small r, T > 0.
Let w1, w2 ∈ BT (r) and set w := w1 − w2 and ui := v + wi + wl, i ∈ {1, 2}. By the
smoothing effect (3.7), we have for any ε > 0
(5.45)
‖w˜1−w˜2‖L1 .
∫ t
0
‖f(u1)−f(u2)‖L1ds, ‖w˜1−w˜2‖L∞ .
∫ t
0
‖f(u1)− f(u2)‖L1+ε
(t− s) 11+ε
ds.
Now, using a convexity argument, Ho¨lder inequality and Proposition 3.6, we have
for small ε > 0,
‖f(u1)− f(u2)‖L1+ε .
2∑
i=1
‖wu2i eu
2
i ‖L1+ε
. e2‖v‖
2
L∞
2∑
i=1
‖wu2i e2(wi+wl)
2‖L1+ε
. e2‖v‖
2
L∞
2∑
i=1
(‖wu2i‖L1+ε + ‖w(e2(wi+wl)
2 − 1)‖L1+ε)
. e2‖v‖
2
L∞‖w‖L
2∑
i=1
(‖u2i ‖L1+2ε + ‖e2(wi+wl)
2 − 1‖L1+2ε)
. e2‖v‖
2
L∞‖w‖L
2∑
i=1
(r2 + ‖v‖2H1 + ‖wl‖2L + ‖e2(wi+wl)
2 − 1‖L1+2ε).
Moreover, we have∫
R2
(e2(1+2ε)(w1+wl)
2 − 1)dx ≤
∫
R2
(e4(1+2ε)[w
2
1+w
2
l
] − 1)dx
≤
∫
R2
(e4(1+2ε)w
2
1 − 1)(e4(1+2ε)w2l − 1)dx
+
∫
R2
(e4(1+2ε)w
2
1 − 1)dx+
∫
R2
(e4(1+2ε)w
2
l − 1)dx.
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Taking r > 0 small enough, we have, by Ho¨lder inequality and Proposition 3.6,∫
R2
(e2(1+2ε)(w1+wl)
2 − 1)dx . 1 +
∫
R2
(e4(1+4ε)w
2
l − 1)dx.
By L∞ − L1 interpolation (see Proposition 3.6), we have ‖wl‖L ≤ κ‖Q2‖L < 14 .
Hence, for ε > 0 small enough we have
∫
R2
(e4(1+4ε)w
2
l − 1)dx ≤ 1. Therefore
‖f(u1)− f(u2)‖L1+ε ≤ Cr,R‖w‖T .
Using (5.45), we have for small T > 0,
‖w˜1 − w˜2‖T . T‖w‖T .
Moreover, taking in the last inequality w2 = 0,
‖w˜1‖T . Tr + ‖
∫ t
0
e(t−s)∆(f(wl + v)− f(v))ds‖T .
Using similar arguments we clearly have
‖
∫ t
0
e(t−s)∆(f(wl + v)− f(v))ds‖T . T .
All this shows that Φ is a contraction of BT (r) for small positive r, T . Let w be the
fixed point of Φ in BT (r), and u := v + w + wl. Clearly u is the desired solution of
Problem (5.42) in L∞([0, T ];L(B1)).
5.3. Non uniqueness. In this subsection we construct a non stationary solution
u to the Cauchy problem (1.4) in L(B1) with initial data Q. We show that its
potential term will be slightly better than L1. This will suffices to apply Brezis-
Cazenave result about regularization effect of the heat equation. Thus, the solution
satisfies u ∈ L∞((0, T );L∞).
Proposition 5.6. Let u0 ∈ L(B1) and u ∈ L∞((0, T );L(B1)) solution to (1.4) with
data u0 such that ‖u‖L∞([0,T ];L(B1)) ≤ 11+ε for some ε > 0. Then
u ∈ L∞([0, T ];L∞).
Proof. It is clear that ‖eu2 − 1‖L∞((0,T ),L1+ε) ≤ 1 because∫
R2
(e(1+ε)u
2 − 1)dx ≤
∫
R2
(e
( u
‖u‖T
)2 − 1)dx ≤ 1.
Now, applying Theorem A.1 in [3] (see Theorem 3.10) in choosing σ = 1+ε, r ≥ 1+ 1
ε
and a := eu
2 − 1, there exists a unique v ∈ L∞([0, T ];Lr) solution to (1.4) with data
u0. Since C([0, T ];L) ⊂ L∞([0, T ];Lr), then u = v.
Now we prove the nonuniqueness result given by Theorem 2.3.
Proof of Theorem 2.3. Let Q, given by Theorem 5.2 to be a singular solution to the
elliptic stationary problem associated to (1.4). Then, by Lemma 5.5 there exists
u ∈ L∞([0, T ];L(B1)) a solution to (5.42). Moreover, applying Proposition 5.6 to
the second part of u (see decomposition of u in the proof of Lemma 5.5) which is
solution to (5.44), we conclude that u ∈ L∞([0, T ];L∞(B1)). Then, the problem
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(5.42) has two different solutions, v(t) := Q ∈ C([0,∞);L) and another solution
u ∈ L∞([0, T ];L∞). But lim
x→0
v(x) =∞, thus
u 6= v.
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