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Resumen 
El análisis del movimiento humano (HMA) se 
refiere al análisis e interpretación de los 
movimientos humanos en el tiempo. Durante 
décadas, fue un campo de investigación que 
atravesaba varias áreas: biología, psicología, 
multimedia, etc. En el campo de la visión por 
computadora, el HMA emergió gracias al  video 
y a la aparición de sofisticados algoritmos de 
dominio público. Las tecnologías de captura de 
movimiento (Mo- Cap) han agregado al HMA 
la posibilidad de analizar el movimiento a partir 
de una representación en 3D del esqueleto. Por 
otro lado, hoy en día, los ambientes sintéticos 
habitados por humanos virtuales (HHVV) son 
habituales en un sinnúmero de aplicaciones. Sin 
embargo, crear un humano digital es una tarea 
sumamente compleja. Dado que estamos 
acostumbrados a cómo luce hasta el último 
detalle de un humano, cualquier imperfección 
en el HV es altamente perceptible y produce el 
rechazo de quien lo observa. La teoría del valle 
inquietante sostiene que cuanto más cerca se 
está de lograr algo artificialmente humano, 
mayor es el nivel de rechazo que hay en los 
observadores humanos. Un mejor 
entendimiento de los factores que hacen 
al movimiento humano reconocible y  aceptable 
es de gran valor en las aplicaciones que 
requieren realismo en los movimientos de los 
personajes virtuales. 
Palabras clave: Animación, Mo-Cap, 
Computación gráfica 
 
Contexto 
Este trabajo se lleva a cabo en el Laboratorio de 
Investigación y Desarrollo en Visualización y 
Computación Gráfica (VyGLab) del 
Departamento de Ciencias e Ingeniería de la 
Computación, de la Universidad Nacional del 
Sur. Los trabajos realizados bajo esta línea 
involucran a docentes investigadores. 
 
 
1. Introducción 
El análisis del movimiento humano (HMA) se 
refiere al análisis e interpretación de los 
movimientos humanos en el tiempo [1,3]. 
Durante décadas, fue un campo de investigación 
que atravesaba varias áreas: biología, 
psicología, multimedia, etc. En el campo de la 
visión por computadora, el HMA emergió 
gracias al video y a la aparición de sofisticados 
algoritmos de dominio público. Las tecnologías 
de captura de movimiento (Mo-Cap) han 
agregado al HMA la posibilidad de analizar el 
movimiento a partir de una representación en 
3D del esqueleto [14]. 
 
Por otro lado, hoy en día, los ambientes 
sintéticos habitados por humanos virtuales 
(HHVV) son habituales en un sinnúmero de 
aplicaciones [6,15,16,24]. Sin embargo, crear 
un humano digital es una tarea sumamente 
compleja. Dado que estamos acostumbrados a 
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cómo luce hasta el último detalle de un humano, 
cualquier imperfección en el HV es altamente 
perceptible y produce el rechazo de quien lo 
observa [2,7,9]. La teoría del valle inquietante 
sostiene que cuanto más cerca se está de lograr 
algo artificialmente humano, mayor es el nivel 
de rechazo que hay en los observadores 
humanos [22]. 
 
Un mejor entendimiento de los factores que 
hacen al movimiento humano reconocible y 
aceptable es de gran valor en las aplicaciones 
que requieren realismo en los movimientos de 
los personajes virtuales [4,7]. 
 
Actualmente existen diversas técnicas para 
realizar animaciones interactivas en tiempo  
real [21]; éstas técnicas difieren en el trade–off 
que ofrecen entre la cantidad de control sobre el 
movimiento, la exactitud y naturalidad del 
movimiento resultante y el tiempo de cálculo 
requerido. Elegir la técnica adecuada depende 
de las necesidades de la aplicación. 
La animación realista de un HV es un  problema 
desafiante. Los procesos biomecánicos y 
fisiológicos que ocasionan el movimiento son 
difíciles de entender y replicar. 
En aplicaciones offline los escenarios de 
movimiento están predefinidos y los 
animadores planean por adelantado cada detalle 
del movimiento de los personajes. Sin embargo, 
en las aplicaciones interactivas esto es 
imposible, ya que las acciones ocurren 
dinámicamente y dependen de múltiples 
factores como la interacción del usuario o el 
estado actual del mundo. La animación de  tales 
HHVV debe realizarse en tiempo real para 
permitir la interacción con el ambiente y con 
otros HHVV. 
 
Es por esto que en muchas aplicaciones se 
utilizan Mo-Caps almacenados en bases de 
datos que posteriormente se trasladan a los 
modelos de HHVV para animarlos. Teniendo 
en cuenta que se debe almacenar una gran 
cantidad de Mo-Caps para obtener diversidad 
de movimientos y que estos pueden aplicarse 
solo en escenarios previamente planeados, 
surge  la  necesidad  de  contar  con    métodos 
alternativos para sintetizar humanos que se 
comporten naturalmente. Una estrategia 
tradicionalmente empleada es la utilización de 
las capturas de movimiento conjuntamente con 
métodos algorítmicos; sin embargo estos 
últimos     aproximan     burdamente las 
restricciones físicas del cuerpo y del entorno y 
por lo tanto generan artefactos visuales e 
intersecciones entre los objetos. 
 
El movimiento del cuerpo humano se puede 
describir desde varios puntos de vista, por 
ejemplo el mecanismo del movimiento en el 
espacio y el tiempo, la expresividad cualitativa 
del movimiento, la trayectoria del movimiento 
en el espacio, el ritmo y la coordinación del 
movimiento, entre otras características. 
 
Lograr que los HHVV se muevan de manera 
aceptable es un desafío que requiere identificar 
las principales características de los 
movimientos reales y modelar estos 
movimientos de manera que permitan ser 
reproducidos en la animación de HHVV. 
 
 
2. Líneas de Investigación, 
Desarrollo e Innovación 
En el contexto descripto, hay varias líneas de 
trabajo que es necesario atacar para enfrentar 
este desafío: 
 En primera instancia es necesario que 
identificar las propiedades que, además 
de la trayectoria, hacen al movimiento 
humano. ¿Qué hace que dos rutinas  que 
ejecutan la misma secuencia de 
movimientos se perciban de forma 
diferente? 
 Por otro lado, es necesario contar con 
herramientas que permitan analizar 
comparativamente diferentes 
repeticiones de una secuencia de 
movimientos. Este análisis puede llevar 
a identificar secuencias correctamente 
ejecutadas, medir la experiencia de una 
persona realizando un movimiento, 
identificar cuáles son las falencias en la 
realización de una rutina, etc. 
377 
 
 En cuanto a la animación de HHVV, 
contar con herramientas de 
comparación permite identificar cuáles 
son los puntos débiles de los 
movimientos sintéticos y tomar medidas 
para corregirlos. 
 
 
3. Resultados Esperados 
 
El objetivo de esta línea de investigación es 
analizar el movimiento del cuerpo humano  para 
identificar, entender y modelar las 
características que deben tener los movimientos 
sintéticos para minimizar el rechazo y resultar 
aceptables al público. 
 
Este proyecto se centrará en el análisis 
comparativo de capturas de movimientos en el 
dominio específico del karate. Se espera 
distinguir automáticamente las secuencias 
realizadas por atletas expertos de atletas con 
niveles de experiencia menores. En particular se 
buscará analizar las propiedades cualitativas de 
los movimientos capturados, establecer 
distintos parámetros que caractericen las 
secuencias de movimientos y, finalmente, 
encontrar técnicas que permitan comparar 
distintas secuencias de movimientos. De esta 
forma se espera lograr un análisis comparativo 
de movimientos realizados por atletas  expertos, 
intermedios y novatos. 
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