
















Analysis of a shift of the maximum of photoelectron momentum 
distributions generated by intense circularly polarized pulses
ＮＡＭＥ Masataka Ohmi
  We  investigate  a  shift  of  the  maximum  of  photoelectron  momentum  
distributions  (PEMDs)  produced  in  the  ionization  of  a  model  atom  by  
intense  half-cycle  and  one-cycle  circularly  polarized  laser  pulses.  Our  
analysis  approaches  the  problem  from  two  complementary  directions:  by  using 
the  numerical  solution  of  the  time-dependent  Shcrödinger  equation  (TDSE)  and
by  using  the  adiabatic  theory.  In  the  numerical  approach,  we  accurately  
solve  the  TDSE,  using  the  Lanczos  propagator  method  in  time,  and  the  
finite-element  discrete  variable  representation  method  in  radial  coordinate  
together  with  the  partial-wave  expansion  in  angular  variables.  In  the  
adiabatic  theory  the  time-dependenet  solution  is  constructed  from  the  
Siegert states  which  are  the  solutions  of  the  time-independenet  Schrödinger  
equation  for  the  atom  in  the  ground  state  under  static  field  with  the  
out-going  boundary  condition. Then  the  PEMD  is  obtained  by  using  the  
steepest  descent  method  with  the  two  forms  of  uniform  and  simple  
asymptotics  in  the  time  integration.
  The  TDSE  results  show  that  the  maximum  is  shifted  along  the  ridge  of  
the  PEMD  in  the polarization  plane  from  the  position  corresponding  to  the  
maximum  of  the ionizing  field. The  direction  of  the  longitudinal  shift  
agrees  with  that  observed  and  discussed  in  previous  experimental  and  
theoretical  studies.  In  addition,  we  found  a  transverse  shift  of  the  
maximum  resulting  from  the  fact  that  the  ridge  expands  in  the  radial  
direction  from  the  position  predicted  by  classical  mechanics.  The  PEMDs  
obtained  from  the  adiabatic  theory  are  in  quantitative  agreement  with  the  
TDSE   results.  In  particular, the  uniform  adiabatic  asymptotics  closely  
reproduces  the  transverse  shift  of  the  ridge  and  partially  reproduces  the  
longitudinal  shift  of  the  maximum  of  the PEMD.  The  adiabatic  theory  also  













































テンシャル I0の関係が ~!  I0である場合、光子が持つエネルギーを電子が吸収してイオ
ン化が起きる。このようなイオン化は光子吸収によるイオン化と呼ばれる。光電効果によっ
て説明されるイオン化が光子吸収によるイオン化である。電場の波長が極端に長い場合、つ


















































































基本的な記述をまとめ (第 4章A)、数値計算の実装について議論し (第 4章B)、解析的近似













 + V (r)  F (t)r (2)
である。ポテンシャルのクーロン長距離相互作用を除外して議論を行うために、本論文では
遮蔽ポテンシャルを考える。








 (r; t!  1) = (r)e {E0t (4)
である。電場をF (t) = F (t)e(t)と定義する。F (t)  0は電場振幅である。e(t)は電場の偏
光ベクトルで、e2(t) = 1を満たす。レーザーパルスは y軸方向に伝播し、zx平面内の円偏
光とする。つまり偏光ベクトルを、
e(t) = ex sin!t+ ez cos!t (5)
とする。電場振幅関数 F (t)を
F (t) = F0 exp[ (2t=T )2] (6)
とする。レーザー電場は振幅 F0、角振動数 !、パルス長 T によって特徴づけられる。光電
子運動量分布は、
P (k) = jI(k)j2; I(k) = h ( )k j (t!1)i (7)
で定義される。ここで I(k)はイオン化振幅、 ( )k は外向き波の境界条件を満たす電場のな
いシュレーディンガー方程式の散乱状態である。また、この散乱状態は運動量 kで規格化さ






ランチョス法 [13, 14]を使い式 (1)を解く。時刻 tから t + tまでの微小時間間隔におけ
る波動関数の状態ベクトルの時間発展は
j (t+ t)i  exp[ {H(t)t]j (t)i (8)
と近似される。この近似の誤差は (t)2程度であるが、F (t ! 1)の全ての時間間隔につ
いては (t)3程度になる。式 (8)の右辺を計算するためにクリロフ部分空間を導入する。
jQi(t)i = H i 1(t)j (t)i; i = 1; :::; K (9)
そして、直交規格化された部分空間 jqi(t)iはグラム－シュミットの正規直交化法によって作
られる。

















[hqi(t)jH(t)jqj(t)i   k(t)ij]Zjk(t) = 0: (13)








収束させることが出来る。K  2程度であれば、式 (8)と式 (12)の誤差項が tと同程度に
なることが予想されるので十分に収束することが予想される。しかし本研究の計算では式







数  (r; t) = hrj (t)iは次のように書かれる。








ここで、n(r); n = 1;    ; Nはr 2 [0; rM ]で規格直交化されたFEDVR法の基底関数、Ylm(r^)
は球面調和関数、そしてLは計算で使う角運動量の最大値である。この式 (15)を式 (9)へ代











式 (4)の初期状態 0は電場のないハミルトニアンの FEDVR法で表現された行列を対角
化することで得られる。散乱状態  ( )k (r)は部分波展開法を用いて、
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fkl(r) = 0 (19)
8また、漸近境界で次の関係を満たす。
fkl(r > rm) = jl(kr) cos l   yl(kr) sin l (20)
ここで jlと ylは球ベッセル関数である [24]。lは位相のずれを表す。式 (19)はR行列伝播法
を用いて解く。R行列伝播法は時間発展の計算で使った Radau-Legendre DVRと Lobatto-
Legendre DVRを使う。R行列伝播法を用いて散乱振幅 fklと位相のずれ lを求める方法は













































般偏光のレーザー場が y軸に沿って同じ方向に伝播する場合である。このとき Fy(t) = 0で
ある。最後は直線偏光 (LP)である。これは 1つまたはいくつかの z軸直線偏光レーザー場




F 2x (t) + F
2








本研究では電場 F (t)について複素時間まで考慮する必要があるので、F (t)は tの解析関数
であると仮定する。任意のベクトルaと与えられた時間 tは e(t)に対して平行な成分と垂直
な成分で書き下すことができる。
a = ake(t) + a?: (25)
電場は十分に過去そして未来には零となることを仮定する。
F (t! 1) = 0 (26)
式 (1)の初期状態は
 (r; t!  1) = 0(r)e {E0t (27)
ここでE0 < 0、そして 0(r)は電場が零の場合の原子の束縛状態である。
 1
2




20(r)dr = 1: (28)




















































断熱近似が保証されるのは  1の領域である。! 0となった場合、いろいろな量の の
項の大きさが変わることが本質的である。例えば、原子の性質は には依存しない、つまり
Ea = O(
0)そして  = O(0)である。同様にしてレーザー場の振幅は F0 = O(0)、しかし
T0 = O(
 1)である。パラメータ はレーザー場の強さを特徴づける。断熱理論では漸近を
! 0そして  = O(0)と定義する。後者の条件は漸近が について一様であることを示し
ているので、条件   1でも条件  & 1でも同様に、が十分に小さくなるような電場でこ
の理論は適用できる。さらに言えば、次の領域では断熱理論の正当性が保証される。
 min(2; 1) (33)
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断熱領域  ! 0はケルディシュ理論 [26]の  = O(1)の項の  ! 0に対応している。しか
しながら、ケルディシュ理論は   1[27]を満たすような弱電場でのみ適用することが出来
る。つまり、トンネル領域におけるこの理論の適用条件は    1であり、この条件は式
(33)とは異なる。よって 2つの理論はまったく異なるものである。ケルディシュ理論の結果
は断熱理論における  2、  1の領域に相当する。この領域ではどちらの理論も適用す
ることができる。文献 [33]に示された、非相対論的近似と双極子近似を仮定した断熱理論の
制限についての議論はとても意義がある。非相対論的近似の適用条件は
F0T0  c!  
c
(34)
である。ここで c  137で光速である。この条件は式 (33)と互換性がなければならない。
 ' 1であれば、式 (33)と式 (34)が満たされる場合に =c  1を満たすことが出来る。
しかしながら、弱電場   1の条件下では、もし  . =cならば、断熱理論を非相対論的に
適用できない。けれど、この制限は重要ではなく、断熱理論の相対論的な場合へ一般化する
ことによって取り除くことができる。双極子近似の適用条件は
1= T0c; F0T 20  T0c: (35)





F (t)とのみ相互作用すると仮定して、次の式で定義される速度 v(t)と座標 r(t)によって記
述される参照軌道を導入する。
_v(t) =  F (t); _r = v(t); (36a)
v(t!  1) = r(t!  1) = 0: (36b)
これ以降、ドットは時間微分を表すものとする。私たちは速度と座標を次のように書くこ
とができる。













[v(t)  v1] dt: (39)




_u(t) =  F (t); _q(t) = u(t); (40)
u(ti) = ui; q(ti) = qi (41)
参照となる軌道で記述することができる任意の軌道は、均一電場中の電子の軌道そのもので
ある。
u(t) = [ui   v(ti)] + v(t); (42a)
q(t) = [qi   ri(ti)] + [ui   v(ti)] (t  ti) + r(t) (42b)
従って、今興味のある全ての古典的な量は v(t)と r(t)の関数で記述することが出来る。
有限な時間間隔 ti  t  tf の軌道 (42)を考えよう。uf (t) = uf そして q(tf ) = qf と書
くことにする。qf、tf、qiそして tiは一意の軌道の非独立な量として扱うことができる。こ
れらの変数を用いて初期速度uiそして最終速度uf は次のように書ける
ui(tf ; ti;q) = ui(tf ; ti) +
q
tf   ti ; (43a)
uf (tf ; ti;q) = uf (tf ; ti) +
q
tf   ti ; (43b)
ここでq = qf   qi、そして
ui(tf ; ti) = v(ti)  r(tf )  r(ti)
tf   ti (44)
uf (tf ; ti) = v(tf )  r(tf )  r(ti)
tf   ti : (45)
である。uf (tf ; ti)は均一電場であるがために初めと終わりが同じ点になる閉じた軌道の初





=  uf (tf ; ti;q)
tf   ti ; (46)
@ui(tf ; ti;q)
@ti
=  F (ti) + ui(tf ; ti;q)
tf   ti ; (47)
@uf (tf ; ti;q)
@tf
=  F (tf )  uf (tf ; ti;q)
tf   ti ; (48)




tf   ti : (49)
tiと tf の間の軌道に沿った作用積分は次のように書ける。























u2i (tf ; ti;q) + F (ti)qi; (51)




u2f (tf ; ti;q)  F (tf )qf : (52)
同じ軌道は独立変数の異なる結合によって一意に決めることができる。ある qiの代わりに
uiを使う。そして、tf と ti、そしてuf だけに依存する最終速度uf は次のように書ける。
uf (tf ; ti;ui) = ui   v(ti) + v(tf ): (53)
代わりに、qf と tf、そして漸近速度 v1 = u(t ! 1)を使うと、uiは u1と tiだけに依存
して、次のように書ける。
ui(ti;u1) = u1   v1 + v(ti): (54)
qf と tf の関数として表される作用積分はハミルトン・ヤコビの方程式を満たす。






@S(qf ; tf )
@qf
2





S(qf ; tf ;ui; ti) = uf (tf ; ti;ui)qf   S(tf ; ti;ui); (56a)




uf (t; ti;ui)dt; (56b)
S(qf ; tf ;ui; ti)jtf=ti = uiqf (56c)
そして、
S(qf ; tf ;u1) = ui(tf ;u1)qf   S(tf ;u1); (57a)
















S(qf ; tf ; qi; ti) = S(qf ; tf ;ui; ti)  uiqi; (58)













G(r; t; r0; t0) = (t  t0)(r   r0) (60a)
G(r; t; r0; t0)jt<t0 = 0 (60b)
式 (50)の作用積分を使うと [34]次の様に書ける。












 + F (t)r

(r; t) (62)
この方程式の解の 1つは、式 (55)の解であるS(r; t)を使った(r; t) = exp[{S(r; t)]である。
断熱理論では式 (56)と式 (57)の作用積分に関連した次の 2つの解が必要である。
(r; t;ui; ti) = e
{S(r;t;ui;ti) (63a)
(r; t;ui; ti)jt=ti = e{uir (63b)
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そして、
(r; t;k) = e{S(r;t;k) (64a)


















0;t)V (r0) (r0; t)
dt0
(t  t0)3=2 (65)
B. 静電場中の Siegert 状態
式 (65)の解を得るために、静電場での束縛状態であるシーガート状態を利用する。シー
ガート状態が断熱理論を構築する上でとても重要である。
静電場F = Fe, F > 0におけるシーガート状態は次の方程式の解である。
 1
2
 + V (r) + Fr   E(F )










ここで、rと kの k成分と?成分は eに対して定義される。










そして、Ai(z)はエアリー関数 [36]である。解 (r;F )は eとは反対の方向を除く全ての方














G(r; r0;E;F ) = (r   r0); (71)
関数Gは次のように与えられる。



















方程式 (66)の解はF の関数である。F = 0の無摂動の原子の初期束縛状態に対応するシー
ガート状態は添え字 0を使って表すことにする。
E0(F )jF!0 ! E0; 0(r;F )jF!0 ! 0(r) (73)
この複素固有エネルギーは次のように書き表すことができる。
E0(F ) = E0(F )  {
2
 0(F ) (74)
この式によって状態のエネルギー E0(F )とイオン化レート  0(F )が定義される。固有関数
は条件 Z
20(r;F )dr = 1: (75)
によって規格化される。これは F = 0における式 (28)の 2つ目の式に相当する。固有関数













めに、このポテンシャルのカットオフは r  30 40である。このポテンシャルの最もエネル
ギーの低いd状態は鋭い共鳴として現れる。この状態のエネルギーはシーガート理論によって
Ed ' 0:14010 2  {0:36610 4 と計算される。加えて、Ef ' 0:26210 1  {0:17910 1
17
のエネルギー領域に幅広な f状態共鳴も存在する。本研究の数値計算では 1s状態を初期状
態とする。式 (3)と 1s状態の球対称性により、関数E0(F )、0(F )は電場 F の配向と垂直
運動量 k?には依存しない。また、電場振幅F についてほぼ一様な状態のエネルギーのシフ
トを除いて、式 (3)の遮蔽因子はシーガート状態の特性を乱さない。トンネルイオン化と超
閾イオン化の境界にあたるエネルギーに相当する F の値 fCは放物線座標の山から評価され
[30, 37]、式 (3)のポテンシャルについては Fc ' 0:12である。実際、イオン化率  1s(F )は
F > Fcで大きな値となる。F  Fcの弱電場では、シーガート状態のエネルギーは摂動論
で見つけることができる [28]。一方でイオン化率と垂直方向運動量分布の振幅は弱電場漸近
理論 [31, 38]を使って評価することができる。



























ここで st ' 4:136は 1s状態の分極率、C = rer1s(r)jr ! 1 ' 3:832は無摂動波動関数
の漸近係数、そして は式 (29)で定義される E1sの関数である。しかしながら、この近似
は断熱理論の本質ではない。これらの式はとても小さな F にのみ適用できるということを




状態の固有エネルギー E(F )と固有関数 (r;F )は F の多価解析関数で、異なる分岐に
式 (66)の解が複数存在する。これらの関数は F = 0に本質的な特異点を持つ。
C. 時間依存シュレーディンガー方程式の漸近解




この関数はオーダー の遅い関数と呼び、f(t) = O()と書く。例えば、電場 F (t)はオー
ダー 0の遅い関数である [式 (32)参照]。式 (36)と式 (50)から次のように書ける。
v(t) = O( 1); r(t) = O( 2); (79)
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そして、
S(r; t; r0; t0) = O( 3): (80)
式 (65)の解は次の様な のオーダーが大きい関数で記述される。
g(t) = A(t)e{S(t); A(t) = O(); S(t) = O(); (81)
振幅A(t)と作用積分 S(t)は  & 0と  < 0の遅い関数である。式 (27)と式 (65)の指数を比
較するとわかる通り、断熱理論ではオーダー 1の量子作用積分とオーダー 3の古典作用
積分を利用する。実際、式 (81)の係数 g(t)は g(t)  (; )である。

















tの間に距離 F (t)t2だけ原子から遠ざかる。電場はt < T0の間で静的であるものと
して扱うとことにすると、電子は電場が大きく変化する前に原子から次の式で表される距離
だけ遠ざかる。
R(t)  F (t)T 20 = O( 2) (83)
準静的な領域は次のように定義される。




る。しかしながら違いもある。前述の問題の準静的領域の大きさは時間に依存し、F (t) = 0
になった瞬間に零になる。つまり、準静的な領域の外と、そして F (t)が零になる時刻の近
傍で断熱理論は破綻する。式 (65)では、ポテンシャルが式 (22)を満たすため、空間全域に
おける波動関数  (r; t)がポテンシャルによって占有された有限な領域で決まるということ
が重要である。つまり、観測量を見つけるためには r < aの領域で式 (65)の解を構築するだ
けで十分である。この領域は、パルスが照射されているほとんどの時間で準静的な領域の内
側に横たわっているため、次の条件を仮定する。
a R0 ! 2  
a
(85)




 (r; t) =  a(r; t) +  r(r; t) (86)
この 2つの項は次のように特徴付けられる。
 a(r; t)  (0; 1); (87a)
 r(r; t)  (3=2; 3) (87b)
そして、
 a(r; t!  1) = 0(r)e {E0t; (88a)













E0と 0(r; t)はオーダー 0の遅い関数である。そして s0(t)は式 (87a)に従ってO( 1)であ
る。初期条件 (88a)を満たすために次の条件が必要になる。
E0(t!  1) = E0; 0(r; t!  1) = 0(r) (91)
 a(r; t)を (r; t)の代わりに式 (65)に代入して、オーダー 1の作用積分を持つ寄与となる
1つの鞍点だけを残して右辺の時間積分を評価する。これらの鞍点は複素平面上の断熱領域
Aの近傍に局在する。
zoneA : jt0   tj  T0; (92)

































0;r) + F (t0)r0   E0(t0) = 0: (95)





原子のイオン化が発生した時刻 t0に座標 r0から飛び出して、時刻 tに座標 rにたどり着く
ためには、電子の初期速度がui(t; t0;r) と等しくなければならない。つまり、式 (95)は断
21
熱領域でイオン化時刻 t0を定義している。断熱領域の鞍点の位置と数は r、r0と tに依存す
る。領域を考えると、
r = O(0); r0 = O(0); jt  t0j = O(0) (96)
これらのうちの最初の条件は時間的な仮定である。2つ目は式 (22)から導出される。そして
3つ目は式 (95)のイオン化時刻がどの範囲に存在するかを示す。式 (95)はこの領域に t(;)a





f2(r; t) 2[2(r; t)2(r0; t) 
F 2(t)r2?]
1=2 + 2(r0; t)g1=2 +O(1): (97)
ここでrは e(t)に対して定義され、そして
(r; t) = f2[F (t)r   E0(t)]g1=2; (r; t!  1) = : (98)
r ! 0とすると、2つの解は tで一致する。一方で他の 2つの解は tから有限の距離を隔
てて存在する。一般的には、jrj  r  r0と tがF (t)の領域と十分に近くにない場合、式
(97)の鞍点は確かに tからO(0)離れた位置に存在する。rが大きくなると鞍点は tから遠
ざかる。rが準静的領域の境界まで到達すると、つまり r  R(t)になると、鞍点は断熱領域
の境界に到達する。つまり jt(;)a   tj  T0となる。この場合、式 (97)の誤差項はO( 1)に
なる。rが準静的領域にある限り、断熱領域にある 4つの鞍点は式 (97)で与えられる。
F (t)が大きくなると式 (97)の鞍点は互いに近づき、式 (90)の積分における t0 = tの特異










F (t)(r   r0)   1
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_F (t)(r + 2r0)2 +
1
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0; t0) = 0(r0; t) + _0(r0; t0) +O(2): (99b)
ここで  = t   t0である。これらの式の中の遅い関数 F (t)、E0(t)、そして 0(r0; t)とこれ






G(r; r0;E0(t);F (t))V (r0)0(r0; t)dr0 (100)
この式は式 (70)と等しく、解は次のように得られる。





















V (r0)dr0 = 0: (102)





20(r; t)dt = 0: (103)
式 (28)と式 (25)の規格化と初期条件 (91)を考慮することで、
N(t) = 1: (104)
であることがわかる。この条件によって  a(r; t)の漸近形の主要項の構成が完全なものとな
る。この手続きを続けることで高次の項を導出することが出来る。展開の次の項を考えるこ
とで、オーダーO(1)の 0(r; t)の補正などを求めることが出来る。
波動関数の断熱部分  a(r; t)は断熱理論の主要な要素であるので、式 (89)の有効範囲の
検証は特に重要である。展開 (99)は断熱領域 (92)に対応する   T0 で成り立つ。鞍点
(97)がこの領域に局在するためには 2つの条件が満たされなければならない。(i)r  R(t)。
これは式 (89)の rの項について有効な領域が準静的領域に一致することを意味している。
(ii)jt(;)a   tj  =F0  T0。これは  に等しい。  =F0の場合、 に対応する主




まとめると、! 0について  a(r; t)の漸近形の主要項は式 (89)と式 (90)で与えられる。










式 (1)と式 (27)の  ! 0における漸近解を用いて観測量を計算することができる。例え
ば、 a(r; t)を 0(r)へ射影することで時間の関数として初期束縛状態の確率の主要項を決
めることが出来る。









ここで0(t)  0(F (t)),  0(t)   0(F (t))である。初期束縛状態の残存確率は次の式で表
すことが出来る。









めには F の複素解析関数である式 (66)のリーマン面と分岐点の解析が必要となる。本研究
では光電子運動量分布の計算だけに絞ることにする。
光電子運動量分布P (k)は式 (1)と式 (27)の厳密な解を用いていくつかの異なる方法で記
述することができる。最も便利な式の導出からはじめる。まず定義として、


































































e {S(r;t;k)5  (r; t)   (r; t)5 e {S(r;t;k) (113)
ここでの空間積分は r 2 全体について行う。は原子ポテンシャルによって占有されてい
る領域を包括する領域である。d = ndであり、nはの外向きの単位ベクトルである。
式 (108)、(111)と (112)は厳密に一致する。しかし表現が異なる。式 (112)は断熱理論を使っ
て光電子の運動量分布を計算するのに最も便利である。式 (22)の仮定を前提としているこ
と、そしてクーロン長距離相互作用をもつポテンシャルを扱えないことを言及しておく。実
数 S(r; t : k)について、式 (111)と式 (113)の指数関数の因子はボルコフ状態 (64b)の複素
共役と一致する。しかし、もし時間 tが複素数である場合は一致しない。
式 (80)と同様に、
S(r; t;k) = O( 3) (114)
であり、式 (112)の時間積分は最急速降下法を使うことで評価できる。これは式 (65)の漸近
解と一致し、他の近似を使っていない。式 (86)を式 (113)に代入するとイオン化振幅 (112)
は次の式で表せる。
I(k) = Ia(k) + Ir(k) (115)































状態に由来する静電場 F = Fe[46{48]によるシーガート状態の特性である。球対称ポテン
シャルに対してこれらは電場強度 F にのみ依存する関数になり、電場の方向 eには依存し
ない。式 (116)はシーガート状態の複素数エネルギ E0と垂直運動量分布の強度 A0(k?;F )
に関係する。ここで k?は eに対して垂直な波数の成分である。これらの関数は文献 [46]で
開発された計算プログラムを使って任意の複素数について計算することが出来る。ポテン
シャル (3)に対するこれらの関数の振る舞いは文献 [21]で議論、検証されている。電場F (t)
の瞬間的な値に対してこれらの関数を考えなければならない、つまり E0(t) = E0(F (t))と























0;k)  k2 dt0 (119)
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ここで
ui(t;k) = k   ka(t) (120)
そして
ka(t) = v1   v(t) (121)
である。ベクトル ui(t;k)は時刻 tについて t ! 1の終状態で速度が kになるような電子
の軌道の初期速度を与える。この速度は k = ka(t)でゼロになる。光電子運動量空間上の曲
線Kaは実数時間 tに沿った ka変化の軌道であり、光電子運動量分布の古典的な予測値を示





u2i (t;k)  E0(t) = 0! t = ti (k) (122)
ここで iの添え字は方程式の異なる解を表している。解は複素時間平面の上側半分と下側半
分に組になるように現れる (以降の式 (127)を参照していただきたい)。式 (116)の iに対す
る和は複素時間平面の上半分にある物理的な意味を持つ解のみを含む。簡単のために t+i (k)
の引数は省略する。断熱領域ではKaがO( 1)で、KaからO()の幅を持つ細いパイプのよ




i ) + k
+;k+ = k+k e(t
+
i ) + k
+
? (123)
ここでkの平行成分と垂直成分は e(t+i )の方向に対する成分である。式 (120)と式 (123)
から ui(t+i ;k) = k+が得られる。つまりk+k とk+?はイオン化時刻 t+i の瞬間的な電場
の向きに対する電子の初期速度の縦方向成分と横方向成分である。t+i が複素数であるから
k?も一般的に複素数である。








exp [{S(ti;k)  {s0(ti)] (124)
ここでイオン化時刻は次の式によって定義される。
e(t)u(t;k) = 0! t = ti(k) (125)
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そしてこの式の物理的に意味のある全ての解について和を取る。式 (123)と同様におのおの
の k 2 Kaは次の式で表すことができる
k = ka(ti) k? (126)
今、イオン化時刻における初期速度ui(ti;k) = k?は実数で、e(ti)に垂直である。断熱領
域では式 (125)の異なる解はお互いにO( 1)の距離をおいて存在している。この場合、次の
式であたえらる ti が tiから距離O(0)で見つけられるような同じ iに対する式 (122)の解と
式 (125)の解の間には対応関係が存在している。




式 (124)は t+i   tiの差に関する式 (116)の展開の主要項である。式 (127)から見ると、この
2つの表現の差は十分な弱電場で大きくなる。弱電場の場合、式 (116)から式 (127)へ展開
するための近似は使えないが、式 (33)で与えられた条件を満たしている式 (116)は有効であ
る。今後、式 (116)と式 (127)をそれぞれ Ia(k)に対するユニフォーム漸近形とシンプル漸
近形と呼ぶことにする。
F. 鞍点






を考えなければならない。この解は式 (125)の左辺を k が固定された時間 tの関数として
考えることで簡単に求めることができる。それぞれの解 ti(k)が求まったら、それらに対応
する鞍点方程式 (122)の解 t+i (k)を求める。本研究では、これらの解を求めるために ti(k)
を予測初期値に用いた Newton-Raphson法を使った。式 (127)は t+i (k)の近似値を与える。
Newton-Raphson法を使って ti(k)から t+i (k)を求めるためには、式 (122)の左辺を連続した
経路に沿って解かなければならない。第一項は電場 F (t)が解析的に記述できるため連続性
に問題はない。式 (118)で定義される速度 v(t)は任意の複素時間 tに対して簡単に計算がで
きる関数である。E0(t)の連続性は簡単ではない。既に説明されたとおり、シーガート状態
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見されている (文献 [49]参照)。複素時間平面の分岐切断面のイメージは ti(k)から t+i (k)へ




図 1. 鞍点方程式　式 (122)の左辺の偏角。円偏光レーザーパルス (F0 = 0:07, ! = 0:0628, T0 = 50)
を用いた場合。t+i (k) (空丸) と ti(k) (黒丸) はユニフォーム漸近形の式 (123)とシンプル漸近形の式
(125)で定義されるイオン化時刻。実線矢印は対応する t+i (k) と ti(k) を結ぶ。シーガート状態の非
物理領域 (網掛けした領域) のため、破線矢印で結ばれた鞍点は計算できない。(a)は (kx; kz)=v0 =
( 0:58; 1:13) における鞍点方程式の偏角、(b)は (kx; kz)=v0 = ( 0:18; 0:71) における鞍点方程
式の偏角。
この議論を第 5章で扱うパルスを用いた計算でみてみよう。図 1は式 (122)の左辺の偏角
を光電子運動 kについて計算し、複素時間 tの関数として表したものである。式 (122)の解
は明らかで、偏角が 2飛ぶ箇所を表す曲線の原点である。T0 = 50のパルスの場合、実時
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図 2. (kz; kx) 平面内 (ky = 0)の鞍点 tiの数。! = 0:0628, T0 = 50, F0 = 0:0707 の円偏光レーザー
パルスを用いた場合。黒色の実線は k?=kk = 0:8 。実線内で k?=kk <= 0:8 を満たす鞍点だ
けをスペクトルの計算で考慮する。任意の k に対してこの条件を満たす鞍点はただひとつ。白色の
実線は ka(t)。
間 tの関数である電場強度 (6)は 1図の 40 6 t 6 40の領域で有効な値を持つ。式 (125)の
解の数は k上のこの間隔に依存する。図 2は式 (125)の 1つのみの解、2つの解、3つの解を
もつ運動量空間上の領域を表している。
先に進む前に、表記について説明する。偏光は式 (5)、ベクトルは式 (118)と式 (121)に、
そして光電子運動量分布の古典的な期待値をa、また偏光面に平行な平面を (kx; kz)と書く。
以下で報告する計算では、ky = 0とし、光電子運動量分布をこの平面上でのみ考える。全て
のベクトルの y成分を考慮しないことにする。この場合、ベクトルを k = (kx; kz)のように
簡単に記述することができて便利である。加えて、別々なパルスの照射による光電子運動量
分布を共通した運動量のスケールで比較するために、速度 v0 = F0=!を単位とした観測量を












である。曲線 aは図 2の白線で表される。この曲線は k = v1(t !  1;左端)で始まり、
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k = (0; 0)(t! +1;右端))で終わる。これは図 2と後で示される光電子運動量分布の図を説
明するために使われる。
図 1に戻ると、複素平面F 上のエネルギーE0はこの図を作るために使われる。この図は 2
つの段階を経て計算される。まず初めに、F = 0の無摂動状態から微小ステップ jF jを用いて
F の偏角が 0の線上に沿ってE0の連続性が確かなE0(F )を求める。次に、微小ステップF を
用いてF の偏角が複素数になる線上に沿ってE0(F )を求める。このとき、j argF j 6 =2の領
域だけを考える。さらに、連続性はF !  Fでも成り立つ。これは、eの符号が同時に変化す
ることをも示している。この手順を使うことで、上で議論した鞍点は 2= 6 j argF j 6  =3
の領域で見つかった。式 (6)を用いて計算された複素時間平面上の領域は図 1の網掛け領域
で表される。これらの溝は分岐切断領域と呼ばれる。
図 1の上段の図は 40 6 t 6 40の範囲に式 (125)が 3つの解を持つ場合である。シーガー
ト状態のエネルギー E0(F )の同じ分岐に属していて t1と対応関係にある式 (122)の解が存
在する。同様に t2と t3に対応する式 (122)の解も式 (127)で予測される位置の近くに存在す
る。しかし、これらは分岐切断面により t2、t3とは異なるシーガート状態に属する解である
ことがわかる。この場合、t1と t+1 の組み合わせだけが物理的な解である。図 1の中段は式
(125)が 2つの解を持つ場合を表している。t1と t+1 の組みは物理的な解で、t3と t+3 の組みは
非物理的な解である。t3と t+3 は式 (127)と式 (116)の和に含めてはいけない。この場合、式
(122)の非物理的な解 t+2 も存在する。この解は対応する式 (125)の実数解がない。図 1の下
段は式 (125)の解が一つである場合を表している。もう一度確認すると、t+1 は物理的な解で
あり、t+2 と t+3 は非物理的な解である。これらは今回のレーザーにおいては図中の任意の k






式 (123)で書かれる様に e(t+i )に対して平行な成分と垂直な成分からなるk+を持つ波数 k
は aから離れるとその意義を失う。言い換えると、式 (116)は aのごく近くでのみ有効で
ある。これは断熱領域において光電子運動量分布P (k)が aの近くにのみ局在すること対応























































ここで  0(t) =  0(F (t))である。イオン化時刻を ti、光電子運動量分布の局在する Ka の
曲線座標として初期速度 k+?、そしてそれに対応する古典的な期待値の曲線を a として
おく。式 (131)の最後の項は P (k)がk+?の関数として、k+? = 0の時に最大値を取るこ




F (ti)=である。式 (131)の第 1項と第 2項はそれぞれ初期状態のイオン化率と残
留率を表している。これらのバランスが稜線上の P (k)の最大値を決める。まずは基底状態
の枯渇を考えないことにしよう。次に最大値は ti = 0に対応する。これは電場 (6)の最大値
にも対応する。そして、最大値は k = ka(0)に位置する。この点は図 2の白丸で示されてい
る。早期イオン化時刻 ti < 0側に最大値が移動する基底状態の枯渇によるシフトについて考
32
える。tiは _F (ti)=F 2(ti) = 3 (ti)=23で定義される。この基底状態の枯渇による最大値のシ














ユニフォーム漸近形の式 (116)に戻ろう。既に言及したとおり、式 (125)は ! 0の場合、
式 (116)の展開の主要項を与える。2つの漸近形の違いと光電子運動量分布の形状的な影響
を解析するために第一項を展開する。最終的に展開 (127)をさらに展開する必要がある。




















この式の 0の主要項は式 (125)と一致する。それぞれ {S+i と {Siで定義された式 (116)と式
(124)の指数についてみてみよう。













S+i   Si = 1 +O(2) (135a)































































い。それは式 (136)の最終項も同じである。光電子運動量分布P (k)の稜線はベクトル (138)
が 0になる位置に等しい。稜線は






の長さは!に等しい (式 (5)を参照)。つまり、K+a はKaから動径方向に向かってH2!=6F (t)












漸近形の式 (124)を適用することで計算される。光電子運動分布は ky = 0の (kx; kz)平面で
計算された。干渉効果による光電子運動量分布P (k)の形状的な発散を避けるために、式 (5)
と式 (17)で定義された角周波数を持ちパルス幅 !T = (半サイクル)と 2(1サイクル)の
34
超短パルスを使った。本研究で用いた全てのレーザーについて、式 (122)と式 (125)の鞍点
はただ 1つのみが物理的な意味を持つ。つまり、式 (116)と式 (124)の和はただ 1項だけを
含む。パルスの最大ピーク強度は電場振幅を用いて   = cF 20 =4で与えられる。本研究では
F0 = 0:1=
p
2  0:07(I = 3:5 1014W=cm2)と F0 = 0:1(I = 7:02 1014W=cm2)の 2つのパ
ルスを用いる。どちらもトンネルイオン化と超閾イオン化 ([21]で与えられたモデルによる)
の境界値 Fc  0:12よりも低い強度である。
最初に !T = の半サイクルのレーザーを考える。この場合は v1=v0   1:502、そし
て ka(0)=v0 = ( 0:832; 0:751)である。電場の周期と角周波数はそれぞれ T = 40、! =
=40  0:079(  580nm)、そして T = 50、! = =50  0:063(  725nm)を用いる。角周
波数と電場強度の組み合わせで合計 4つのレーザーについて計算を行った。これらの結果は




















る。このパルスは 4つのパルスの中で最も !が大きく F0が最も小さい半サイクルのパルス
で、最も断熱近似が良くない。ユニフォーム漸近形とシンプル漸近形による光電子運動量分
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図 3. (kz   kx) 平面内 (ky = 0)の光電子の運動量分布。! = 0:0785、T0 = 40、F0 = 0:0707 の円偏
光レーザーパルスを用いた場合 (波長 580nm、半サイクル、強度 1:71014 W/cm2 に相当する)。(a)
時間依存シュレーディンガー方程式の直接数値解、(b)ユニフォーム漸近形の結果、(c)シンプル漸近
形の結果。(a)から (c)内の白色の実線は ka(t)。白色の破線は式 (139)。稜線の最大値のシフトの量
を表す。白丸点は ka(0)。黒丸点は光電子運動量分布の最大値の位置。(d)の左パネルは (a)から (c)
の kx=v0 =  0:832での断面。(d)の右パネルは kz=v0 =  0:752での断面。直接数値解、ユニフォー
ム漸近形、シンプル漸近形の結果をそれぞれ実線、破線、点線で示した。波数空間の規格化因子は
v0 = F=! = 0:900308。直接数値解、ユニフォーム漸近形、シンプル漸近形の結果において光電子運
動量分布の最大値をそれぞれ Ptdse、Pua、Psaとする。これら最大値の比は Ptdse=Pua = 1:383280、










図 4. (kz   kx) 平面内 (ky = 0)の光電子の運動量分布。! = 0:0628、T0 = 50、F0 = 0:0707の円
偏光レーザーパルスを用いた場合 (波長 725nm、半サイクル、強度 1:7 1014 W/cm2 に相当する)。
(a)時間依存シュレーディンガー方程式の直接数値解、(b)ユニフォーム漸近形の結果、(c)シンプル
漸近形の結果。(a)から (c)内の白色の実線は ka(t)。白色の破線は式 (139)。稜線の最大値のシフト
の量を表す。白丸点は ka(0)。黒丸点は光電子運動量分布の最大値の位置。(d)の左パネルは (a)か
ら (c)の kx =  0:832での断面。(d)の右パネルは kz =  0:752での断面。直接数値解、ユニフォー
ム漸近形、シンプル漸近形の結果をそれぞれ実線、破線、点線で示した。波数空間の規格化因子は
v0 = F=! = 1:125385。直接数値解、ユニフォーム漸近形、シンプル漸近形の結果において光電子運
動量分布の最大値をそれぞれ Ptdse、Pua、Psaとする。これら最大値の比は Ptdse=Pua = 1:178816、
Ptdse=Psa = 1:520538である。
布の最大値は ka(0)とほぼ一致している。これは基底状態の枯渇の効果が除外されているか
らである。ここで、式 (139)が定義するK+a はユニフォーム漸近形の稜線の位置を の 1次
のオーダーで近似的に表していることを強調しておく。ユニフォーム漸近形の式 (116)は式
(139)よりも時間依存シュレーディンガー方程式直接数値解とより良く一致する。これは図





図 5. (kz   kx) 平面内 (ky = 0)の光電子の運動量分布。! = 0:0785、T0 = 40、F0 = 0:100の円
偏光レーザーパルスを用いた場合 (波長 580nm、半サイクル、強度 3:5 1014 W/cm2 に相当する)。
(a)時間依存シュレーディンガー方程式の直接数値解、(b)ユニフォーム漸近形の結果、(c)シンプル
漸近形の結果。(a)から (c)内の白色の実線は ka(t)。白色の破線は式 (139)。稜線の最大値のシフト
の量を表す。白丸点は ka(0)。黒丸点は光電子運動量分布の最大値の位置。(d)の左パネルは (a)か
ら (c)の kx =  0:832での断面。(d)の右パネルは kz =  0:752での断面。直接数値解、ユニフォー
ム漸近形、シンプル漸近形の結果をそれぞれ実線、破線、点線で示した。波数空間の規格化因子は
v0 = F=! = 1:273240。直接数値解、ユニフォーム漸近形、シンプル漸近形の結果において光電子運











図 6. (kz   kx) 平面内 (ky = 0)の光電子の運動量分布。! = 0:0628、T0 = 50、F0 = 0:100の円
偏光レーザーパルスを用いた場合 (波長 725nm、半サイクル、強度 3:5 1014 W/cm2 に相当する)。
(a)時間依存シュレーディンガー方程式の直接数値解、(b)ユニフォーム漸近形の結果、(c)シンプル
漸近形の結果。(a)から (c)内の白色の実線は ka(t)。白色の破線は式 (139)。稜線の最大値のシフト
の量を表す。白丸点は ka(0)。黒丸点は光電子運動量分布の最大値の位置。(d)の左パネルは (a)か
ら (c)の kx =  0:832での断面。(d)の右パネルは kz =  0:752での断面。直接数値解、ユニフォー
ム漸近形、シンプル漸近形の結果をそれぞれ実線、破線、点線で示した。波数空間の規格化因子は
v0 = F=! = 1:591549。直接数値解、ユニフォーム漸近形、シンプル漸近形の結果において光電子運
動量分布の最大値をそれぞれ Ptdse、Pua、Psaとする。これら最大値の比は Ptdse=Pua = 1:123473、
Ptdse=Psa = 0:979383である。
運動量分布の胸腺はより曲線K+a に近くなっている。図 5は図 3と同じ角周波数で 41%だけ
強度が高いレーザーを用いた計算結果を示している。ユニフォーム漸近形の光電子運動量分
布 P (k)の最大値は直接数値解と比べて 19%小さくなっていて、図 4の結果よりも差が大き
い。一方、シンプル漸近は完璧な一致を示している。ユニフォーム漸近形とシンプル漸近形
のこのような差は、断熱理論が ! ! 0の極限で直接数値解の結果に向かって収束する近似
であるということで説明できる。この収束の割合は F0に依存し、ユニフォーム漸近形とシ








図 7. (kz   kx) 平面内 (ky = 0)の光電子の運動量分布。! = 0:0785、T0 = 80、F0 = 0:0707の
円偏光レーザーパルスを用いた場合 (波長 580nm、1サイクル、強度 1:7  1014 W/cm2 に相当す
る)。(a)時間依存シュレーディンガー方程式の直接数値解、(b)ユニフォーム漸近形の結果、(c)シ
ンプル漸近形の結果。(a)から (c)内の白色の実線は ka(t)。白色の破線は式 (139)。稜線の最大値の
シフトの量を表す。白丸点は ka(0)。黒丸点は光電子運動量分布の最大値の位置。(d)の左パネルは
(a)から (c)の kx =  1:28での断面。(d)の右パネルは kz =  0:236での断面。直接数値解、ユニ
フォーム漸近形、シンプル漸近形の結果をそれぞれ実線、破線、点線で示した。波数空間の規格化因





図 3と同じ周波数と振幅を持つ１サイクルのパルスを考えてみる。このパルスは T = 80、
40


















図 8. (kz   kx) 平面内 (ky = 0)の光電子の運動量分布。! = 0:0314、T0 = 100、F0 = 0:100 の円偏
光レーザーパルスを用いた場合 (波長 1450nm、半サイクル、強度 3:5  1014 W/cm2 に相当する)。
(a)ユニフォーム漸近形の結果、(b)シンプル漸近形の結果。(a)と (b)の白色の実線は ka(t). (c)の
左パネルは (a)と (b)の kx =  0:832での断面。(c)の右パネルは kz =  0:752での断面。ユニフォー
ム漸近形の結果とシンプル漸近形の結果をそれぞれ破線と点線で示した。波数空間の規格化因子は




図 9. (kz   kx) 平面内 (ky = 0)の光電子の運動量分布。! = 0:0157、 T0 = 200、 F0 = 0:100 の
円偏光レーザーパルスを用いた場合 (波長 2900nm、半サイクル、強度 3:5  1014 W/cm2 に相当す
る)。(a)ユニフォーム漸近形の結果、(b)シンプル漸近形の結果。(a)と (b)内の白色の実線は ka(t)。
(c)の左パネルは (a)と (b)の kx =  0:832での断面。(c)の右パネルは kz =  0:752での断面。ユニ
フォーム漸近形の結果とシンプル漸近形の結果をそれぞれ破線と点線で示した。波数空間の規格化因




の代替となり得る。より断熱的な領域、つまり !T が固定されていて、! 0になるような
領域では、ユニフォーム漸近形はより簡単な記述であるシンプル漸近形 (124)に漸近する。
この 2つの漸近形の収束の様子を紹介しよう。これは図 8と図 9で示されている。ここでは
! = =100  0:031(  1450nm)と ! = =200  0:015(  2900nm)の半サイクルパルス







































































数 f(x)が 2N +1次以下の多項式である時に積分 (A1)が厳密になるように xiと!iが定義さ
れる。この方法は区間中に n 6 N 個の固定点を持つように一般化することが出来る。残り
のN   n個の分点と全ての重みは 2N   1  n次以上の関数 f(x)について積分 (A1)が成り












N(N + 1)P 2N 1(xi)
(A3)
任意の積分区間 [a; b]で積分法を使う場合は、分点と重みを次のように変換される。










(DVR)法 [56{58] を組み合わせた方法である。式 (1)は動径変数 r 2 [0; rm]の領域の中で
定義される。動径変数の基底関数系を有限要素離散変数表示法で作るために、領域を区間


















満たすために、右側の境界上に分点が定義されるRadau-Legendre積分法を s = 1の区間で
使い、両側の境界上に分点が定義されるLobatto-Legendre積分法を s > 1の区間で使う。付
録Aに積分法のついて記した。全ての分点 rnは n = (s  1)(Np  1)+ iで指定される。分点
の総数はN = Ns(Np  1) + 1である。分点に対応する重み
nとFEDVRの基底関数n(r)
は次のように定義される。区間の境界に相当するn = (s 1)(Np 1)+Np, s = 1;    ; Ns 1
では、重みを


















有限要素離散変数表示法の基底関数は区間内のおのおのの分点と領域の外側の境界点 r = rm
の重みと離散変数表示法の基底関数と対応する。重みを
n = !si とおいて、
n(r) = 
s
i ; r 2 [rs 1; rs] (B4)







n; n = 1;    ; N に対応する積分法を使うと、滑らかな関数 f(r)について次
の関係を得ることができる。Z rm
0





















































)2   si (rs1)2]; i = j
(B10)
式 (B9)において、部分積分を行うと現れる積分範囲の表面項は、r = rM で零微分の積




Slml0m0 = hYlmj sin  cos'jYl0m0i
= ( 1)m
r
(2l + 1)(2l0 + 1)
2
0@ l 1 l0
0 0 0
1A240@ l 1 l0
 m  1 m0
1A 
0@ l 1 l0
 m 1 m0
1A35 ;(B11)
Clml0m0 = hYlmj cos jYl0m0i
= ( 1)m
p
(2l + 1)(2l0 + 1)
0@ l 1 l0
0 0 0





て散乱状態 (18)を求めなければならない。これは式 (19)を解くためにR行列法 [59]を使う



























































































ここでE = k2=2、dkl(r) = dfkl(r)dr 。R行列R(l)k (r)は次のように定義される。
fkl(r) = Rkl(r)dkl(r) (C7)
e番目の区間から e+ 1番目の区間へのR行列の伝播は次の関係式から導き出せる。
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