Errors in Modeling Carbon Turnover Induced by Temporal Temperature Aggrega on
Modeling of C turnover is a common tool for the predic on of C stocks and CO 2 effl ux. It is well recognized that the choice of the input data (e.g., C pool sizes, hydraulic parameters, atmospheric boundary condi ons) determines the outcome of these predic on. Temperature is known to be one of the most important driving factors and it varies in a range of temporal scales. Typically, the me discre za on of most models is fl exible and can range from minutes to months. However, the implica ons of variable me discre zaon for predicted soil C turnover are seldom discussed. In this study, we demonstrated that averaging of input temperature data will lead to changes in predicted C turnover in terms of daily amplitude and the impact of extreme temperatures. The results indicate that averaging from hourly to daily or monthly temperatures will lead to rela ve errors >4% yr −1 for cumula ve CO 2 effl ux. Instantaneous CO 2 fl uxes are even more aff ected, where daily and monthly averaging will lead to es ma on errors exceeding 20%. We also show that a constant or daily variable temperature amplitude for rescaling daily average temperature did not decrease the error when using daily or monthly mean temperature instead of hourly data. Therefore, instantaneous fl uxes are only accurately predicted when hourly temperature input is used. For long-term modeling (e.g., years to centuries), the rela ve error in cumula ve effl ux, and therefore in C stocks loss, is reasonably low (?4-5% annual error) but will accumulate with me again.
Abbrevia ons: TOC, total organic carbon.
Soil organic C dynamics play a key role in the global C cycle (Intergovernmental
Panel on Climate Change, 2007) . Th e soil respiration effl ux is the second largest C fl ux between ecosystems and the atmosphere, with 68 to 120 Pg C yr −1 globally (Schimel et al., 1996) . Th us, even small changes in soil respiration will directly infl uence the atmospheric CO 2 content. In this context, it is essential to accurately predict changes in soil respiration and associated C stocks due to predicted changes in boundary conditions, such as increasing mean air temperature. Nowadays, C turnover models are the most important tool for the prediction of soil respiration under various climatic conditions and management practices.
It is well established that soil temperature is the most important factor driving the decomposition of soil C. Most of the relationships between soil temperature and total respiration were derived from physicochemical principles, such as the Arrhenius function (Arrhenius, 1889) , or from fi eld and laboratory experiments, such as the functions proposed by van't Hoff (1898), Ratkowsky et al. (1982) , O'Connell (1990) , or Kirschbaum (1995) . Th e various temperature functions show similar trends: a nonlinear positive direct relationship between temperature and respiration irrespective of the time scale used for their development .
Most modeling studies use monthly averaged input data, especially when they are focused on the analysis of long-term experiments and the impact of climate change on soil organic C stocks (Parton et al., 1993; Parton and Rasmussen, 1994; Franko et al., 1997; Ludwig et al., 2003 Ludwig et al., , 2007 and others) . To improve the understanding of short-term changes in soil CO 2 effl ux, various researchers have compared instantaneous CO 2 effl ux data (e.g., from automated CO 2 chambers) with results from numerical models (Šimůnek and Suarez, 1993; Franko et al., 1995; Mueller et al., 1998; Parton et al., 1998; Puhlmann et al., 2006; Pansu et al., 2007; Buchner et al., 2008; Herbst et al., 2008) . In these studies, daily average temperatures were used as model input. To the best of our knowledge, hourly temperature input data have not been used when modeling soil respiration fl uxes in the fi eld.
Modeling of C turnover is a widely accepted tool for the predic on of C stocks in soils and the carbon dioxide effl ux into the atmosphere; however, the implications of variable time discre za on for model input have not yet been analyzed. Our results indicate that averaging temperature inputs will lead to errors in the predic on of cumula ve as well as instantaneous carbon dioxide effl ux.
It is evident that the propagation of a mean temperature through a nonlinear function will not provide the same results as when the original data underlying such a mean value are propagated through the same nonlinear function before calculating the mean. Th erefore, long-term models using monthly temperature data will provide diff erent results than when daily temperature data are used. Similarly, short-term modeling using hourly instead of daily input data will provide diff erent results when there is considerable variation in the hourly temperature. Th e fi rst indications for this were reported by Parkin and Kaspar (2003) , who showed that the use of the appropriate temperature within 1 d was essential for the interpretation of short-term CO 2 measurement. Reichstein and Beer (2008) also argued that the understanding of C decomposition processes is hampered by the disparity in time scales between measurements and models.
Unfortunately, the implications of choosing a particular temperature input data resolution for predicting soil CO 2 effl ux or soil C loss have not yet been quantifi ed. Th erefore, the aim of this study was to analyze the eff ect of diff erent temporal resolutions of temperature input data on predicted CO 2 effl ux and C stocks. Additionally, we evaluated whether the existing scaling techniques to derive hourly temperature data from mean daily temperature and amplitude can be used to overcome the decrease in accuracy associated with using only daily temperature input data.
Materials and Methods

Numerical Simula ons
For the simulation of water, heat, and CO 2 gas transport and CO 2 production from plant residue decomposition, the physically based, one-dimensional transport model SOILCO2 (Šimůnek and Suarez, 1993 ) and the C pool concept from the RothC model (Coleman and Jenkinson, 1996) were used. An overview of the coupled code was given by Herbst et al. (2008) . In general, the SOILCO2 code solves the one-dimensional Richards equation for unsaturated water fl ow:
where J da describes the CO 2 fl ux caused by diff usion in the gas phase (cm d −1 ), J dw is the CO 2 fl ux caused by dispersion in the dissolved phase (cm d −1 ), J ca is the CO 2 fl ux caused by convection in the gas phase (cm d −1 ), and J cw is the CO 2 fl ux caused by convection in the dissolved phase (cm d −1 ). Th e total volumetric CO 2 concentration is expressed by C T (cm 3 cm −3 ) and S is the CO 2 production term (cm 3 cm −3 d −1 ). In general, the predominant transport process for CO 2 is diff usion in the gas phase, calculated by
where θ a is the volumetric air content (cm 3 cm −3 ), C a is the volumetric CO 2 concentration in the gas phase (cm 3 cm −3 ), and D a is the eff ective soil matrix diff usion coeffi cient of CO 2 in the gas phase (cm 2 d −1 ). Th e eff ective matrix diff usion coeffi cient, D a , used in the simulation was calculated according to Moldrup et al. (2000) :
where D as is the diff usion coeffi cient of CO 2 in free air (cm 2 d −1 ), θ s is the saturated water content (cm 3 cm −3 ), and θ is the actual water content for each time and depth (cm 3 cm −3 ).
Th e heterotrophic CO 2 production γ S (cm 3 cm −3 d −1 ) is calculated from the decomposition of the four active C pools of the RothC model: decomposable plant material, resistant plant material, microbial biomass, and humic matter. Th e decomposition of all C pools follows fi rst-order kinetics (Coleman and Jenkinson, 1996) :
and the change in concentration C (kg C cm −3 ) of the diff erent pools P with time t (d) depends on the decomposition rate γ P (d −1 ). To calculate the actual decomposition rate, the reference decomposition constants (γ 0 ), valid for optimal conditions of soil water content, aeration, and temperature, are scaled with the reduction factors ƒ W for soil water content, ƒ A for aeration, and ƒ T for soil temperature.
Th e dimensionless scaling factor for soil water content, ƒ W , is expressed by (Šimůnek et al., 1996) www.VadoseZoneJournal.org | 197
where h 1 is the highest pressure head (cm) for which CO 2 production is optimal and h 2 is the pressure head (cm) when CO 2 production ceases. Th e default values for h 1 and h 2 are −100 and −1.0 × 10 6 cm, respectively.
Th e dimensionless scaling factor for aeration or O 2 defi ciency, ƒ A , is expressed by a modifi ed form of the Michaelis-Menten equation (Glinski and Stepniewski, 1985; Šimůnek and Suarez, 1993) , which was slightly modifi ed to obtain a value of 1.0 for optimum conditions : 
where K M * is the Michaelis-Menten constant (cm 3 cm −3 ) for the CO 2 concentration, i.e., the CO 2 concentration for which the CO 2 production is reduced by half, c O2 is the O 2 concentration (cm 3 cm −3 ), K M * = 0.21 − K M , and c a = 0.21 − c O2 .
The dimensionless scaling factor for temperature, ƒ T , can be expressed by various functions taken from diff erent models, and it has been shown that the choice of function can have a considerable impact on the simulated CO 2 effl ux . In our approach, we used the exponential temperature reduction function of Šimůnek and Suarez (1993) : 
where E is the activation energy of the reaction (55,515.73 kg cm 2 d −2 mol −1 ), R is the universal gas constant (8.314 J K −1 mol −1 ), T is the actual soil temperature (°C), and T ref is the reference temperature (9.25°C). As an alternative, we also tested a rescaled CENTURY function (Parton et al., 2001; Bauer et al., 2008) :
For the simulation, a homogenous soil profi le of 100 cm was used and equidistantly discretized with 380 nodes. Th e lower boundary for water fl ow was set to free drainage to mimic an infi nite soil profi le. Atmospheric boundary conditions were used at the upper boundary to allow variable temperature and infi ltration with time. Irrespective of the input data resolution, all simulations were run at small time steps (<1 min) determined by the numerical algorithm of SOILCO2. Soil hydraulic properties of a sandy Gleyic Cambisol were taken from Weihermüller et al. (2009) and are listed in Table 1 . Th e soil profi le was homogeneously initialized at a pressure head of −125 cm. Th e initial CO 2 concentration was set to 400 μL L −1 for the entire domain.
Additional input parameters for the coupled SOILCO2-RothC model are the pool sizes and the rate constants for the four active pools. Th e rate constants were taken from RothC (Coleman and Jenkinson, 1996) and the C-pool size proportions were taken from Bauer et al. (2008) , where the actual C-pool sizes were calculated from the proportions and the total organic C (TOC) content (0.02 g g −1 ). An overview of the C-pool proportions is provided in Table  2 . Soil C was assumed to be distributed homogeneously in the fi rst 30 cm of the soil profi le. In the deeper layers, it was assumed that soil C equaled 10% of the C stock in the fi rst 30 cm of the soil. Only heterotrophic respiration was considered in this study.
Clima c Data
For the input of the numerical simulations, various temperature time series were generated using simple assumptions. In a fi rst step, simple temperature time series were generated using several distinct sine waves (van Wijk, 1963, p. 133-134; Graf et al., 2008) as
where T (t) (°C) is the calculated actual temperature for time t (h), 〈T〉 is the mean daily temperature (°C), A i is the temperature amplitude (°C), Δt i is the phase shift (h), and τ i is the period length (1 d) of the sine wave index i. According to Graf et al. (2008) , a period length τ i of 1 d and a phase shift Δt i of 15/24 resulting in a maximum temperature at 1500 h and a minimum Table 1 . Hydraulic parameters used for all simulations where θ r is the residual water content, θ s is the saturated water content, α is the reciprocal value of the air entrance, n is a shape parameter, K s is the saturated hydraulic conductivity, and λ is the tortuosity. All data were taken from Weihermüller et al. (2009) . Table 2 . Carbon-pool proportions of total organic C (TOC) taken from Bauer et al. (2008) and corresponding rate constants taken from Coleman and Jenkinson (1996) . at 0500 h was used for the fi rst sine wave. For the second sine wave, the period length τ i was set to 0.5 d and the phase shift to 1/24 to mimic the skewness of the daily temperature cycle due to slow cooling during the nighttime. Second, we used diff erent daily (arithmetic) average air temperatures of 10, 20, and 25°C. Th e amplitude for the fi rst sine wave ranged between 15 and 0, while the amplitude for the second was set to A = A diurnal /4, where A diurnal (°C) is the diurnal temperature amplitude. Th e resulting temperature time series are given in Fig. 1 . During this series of model runs, the soil moisture status was kept constant by assuming a constant infi ltration of J w = 0.179 cm d −1 and no evaporation. Th is infi ltration rate leads to an optimal water content within the entire soil profi le and avoids a reduction of CO 2 production due to a lack of O 2 or available water.
In a second step, we analyzed a longer time period of 5 yr (1984 ( -1988 2) of hourly climatic data recorded at the Forschungszentrum Jülich GmbH in Germany. Hourly, daily, and monthly arithmetic mean temperatures were calculated and used as inputs for the simulations. Additionally, daily temperature amplitudes were calculated for the analysis of two diff erent daily amplitude concepts. Th e fi rst amplitude concept already implemented in the SOILCO2 code (Šimůnek and Suarez, 1993 ) is assumed to be given by a sine function (Kirkham and Powers, 1972) :
where T (t) (°C) is again the calculated actual temperature for time t (h), 〈T〉 is the mean daily temperature (°C), A is the mean temperature amplitude (°C) calculated for the entire temperature course (here 5 yr), and τ is the period length (1 d). Th e second term within the argument of the sine function is included to allow the highest temperatures to occur at 1300 h. For the second amplitude concept, the same mathematical function as shown in Eq.
[12] was used, but this time the amplitude was given for each day calculated on the basis of hourly data.
During this series of model runs, the soil moisture status was kept constant again by assuming a constant infi ltration of J w = 0.179 cm d −1 and no evaporation. In a fi nal set of model runs, measured precipitation and potential evaporation were used. Th e impact of soil water content on the total soil respiration has already been discussed by various researchers (e.g., Bauer et al., 2008; Buchner et al., 2008; Herbst et al., 2009; Weihermüller et al., 2009) . Th e confounding infl uence of soil water content on the relationship between soil temperature and soil CO 2 effl ux is well established. High soil temperatures oft en occur in dry soils, which results in low respiration rates due to a lack of water. On the other hand, large precipitation events are oft en associated with relatively low temperatures (Davidson et al., 1998) .
Th e initial soil temperature at the top node was set to the mean temperature (10, 20, and 25°C) for the fi rst set of simulations and to 25°C for the 5-yr model runs. Th e temperature for the bottom node was set to the long-term average air temperature of 10.04°C for all runs. Th e initial temperature between the two fi xed temperatures was calculated by linear interpolation.
Plant Input
For the long-term simulations (>1 yr), plant input is considered to avoid a reduction in total soil respiration due to decreasing total C stocks within the soil profi le. For diff erent crop rotations and fertilization levels, various researchers have proposed annual C inputs via roots and crop residuals ranging from 2 to 6 Mg C ha −1 (Jenkinson and Coleman, 1994; Coleman and Jenkinson, 1996; Coleman et al., 1997) . We used a value of 2.6 Mg C ha −1 as input of fresh organic C, which was incorporated instantaneously at the end of the growing season (1 July) within the fi rst 30 cm of the soil profi le. In general, the timing of plant input (here bulking all litter input to 1 d of the year) will not change the overall results because the residue input will stay the same for all model runs irrespective of the temperature input data used.
Results and Discussion
Th e results of the simulations with varying daily temperature amplitudes but identical daily mean air temperature (Fig. 1) are plotted in Fig. 3 . Th e fi rst 8 d of the 14-d simulation with daily repeated temperature cycles were removed to avoid any substantial infl uence of the initial conditions on the modeling results and to reach nearsteady-state conditions. As a result, only 6 d (144 h) were analyzed. In all plots, both the instantaneous (g C m 2 d −1 ) and the cumulative (g C m −2 ) CO 2 fl ux is shown for each input temperature time series. In general, all plots show the same instantaneous CO 2 fl ux patterns, with larger fl uxes during the warmer daytime and lower fl uxes during the colder nighttime. Additionally, it can be seen that higher temperature amplitudes resulted in a larger variability in simulated instantaneous CO 2 flux. The simulated cumulative CO 2 fl ux showed a continuous increase with time, with an increasing nonlinearity with increasing temperature amplitude (Fig. 3) . Th e diff erences between cumulative fl uxes simulated with and without daily temperature variation increase during daytime and decrease during the night due to the larger fl uxes during the night when temperature variation is not considered. Th is pattern is most pronounced for the simulation with a mean temperature of 25°C and is hardly visible for the simulation with a 10°C mean temperature. With increasing daily mean temperature, not only does the absolute diff erences between the cumulative fl uxes widen but also the diff erences between instantaneous day and nighttime fl uxes, with a maximum diff erence of 0.80, 1.55, and 2.14 g C m −2 d −1 for mean temperatures of 10, 20, and 25°C. In general, day and nighttime fl uxes do not compensate each other, and maximum daytime fl uxes are much higher than minimum night fl uxes. Th ese fl ux patterns are a result of the nonlinearity of the temperature scaling function. Th e maximum diff erence in cumulative CO 2 outfl ow between maximum amplitude and constant temperature is 6.6, 6.5, and 6.4% for the simulations with 10, 20, and 25°C mean air temperature, respectively.
To move away from the unnatural regular temperature patterns described above, we also analyzed a longer time period of 5 yr Fig. 2 . Climatic data for the 5-yr period (1983) (1984) (1985) (1986) (1987) (1988) ) measured at the Forschungszentrum Jülich GmbH for hourly, daily, and monthly arithmetic means of air temperature and daily precipitation and potential evaporation (Epot). (Fig. 1 ) matching the same mean daily air temperature for mean daily air temperatures of (a) of 25°C, (b) 20°C, and (c) 10°C. Carbon-pool inputs were calculated from Table 1 and a reference total organic C of 0.02 g g −1 . Optimal soil water content was assumed during the entire simulation period. Note the diff erent scales for the fl uxes.
( Fig. 2) to estimate the error introduced by averaging hourly temperature data to daily and monthly mean temperatures. Figure 2 already shows that increasing the window of averaging reduces the variability in the temperature data. In the fi rst run presented in Fig. 4 , water content was again kept constant with time to analyze only the temperature averaging eff ects. Instantaneous CO 2 fl uxes show a typical seasonal trend, with large summer fl uxes and lower winter fl uxes, where summer fl uxes are roughly fi ve times higher than those in the winter irrespective of the input data resolution. Additionally, the use of monthly input data resulted in smoother CO 2 effl ux predictions than the use of hourly or daily input data. The largest instantaneous CO 2 fluxes occurred for the hourly temperature data. Th e cumulative CO 2 effl ux also shows the seasonal pattern, with a stronger increase during summer months. Cumulative CO 2 effl ux for hourly, daily, and monthly input temperature data diverged with time. As expected, monthly average temperatures resulted in the smallest cumulative outfl ow for the entire 5-yr simulation period at 2617 g C m −2 . In comparison, cumulative fl uxes using daily and hourly temperature data were 2643 and 2777 g C m −2 , respectively. Th is clearly indicates that simulated cumulative CO 2 effl ux based on daily and monthly temperature input data are rather similar. Th e relative underestimation for the averaged temperature time series was 4.8 and 5.8% for the daily and monthly averaged data, respectively, compared with the reference of hourly temperature input. Th e large increase in relative error when using daily instead of hourly average temperature is caused by the loss of high temperatures when averaging. Th ese high temperatures cause large fl uxes due to the nonlinearity of the temperature scaling function. Even if the overall divergence in yearly cumulative effl ux is reasonably low (?4-5% annual error), the absolute error in total C will accumulate with time and the predictive error for a 100-yr time period will be large.
Precipitation and evaporation dynamically change the water content within the soil profi le, which in turn infl uences the decomposition of soil organic C. Th e instantaneous and cumulative CO 2 effl ux for the 5-yr period with precipitation and evaporation are plotted in Fig. 5 . In general, the pattern is similar to Fig. 4 , with a seasonal pattern and largest fl uxes for the hourly temperatures. Total cumulative effl ux was 2685, 2561, and 2539 g C m −2 for hourly, daily, and monthly averaged temperatures, respectively. In all cases, the cumulative fl ux was ?3% lower than under optimal soil moisture conditions. Nevertheless, the relative error is more or less the same, at 4.6 and 5.4% for the daily and monthly data. In general, mainly the peak fl uxes were attenuated as a result of dry conditions. Th is becomes apparent when the diff erence in instantaneous CO 2 effl ux between the simulations with and without soil water content variation is analyzed (Fig. 6) . It is clear that the fl uxes during summer months were lower when soil moisture was not kept at optimal conditions. On the other hand, larger CO 2 fl uxes also occurred, especially during the wetter winter season. Th is is attributed to a time shift in CO 2 effl ux as an eff ect of low gas permeability during wet periods. ) and cumulative (g C m −2 ) CO 2 fl ux for hourly, daily, and monthly averaged temperature data (Fig. 2) of the 5-yr time period (1983) (1984) (1985) (1986) (1987) (1988) . Carbon-pool inputs were calculated from Table 1 and a reference total organic C of 0.02 g g −1 . Optimal soil water content was assumed during the entire simulation period. (Fig. 2) of the 5-yr time period (1983) (1984) (1985) (1986) (1987) (1988) under varying soil moisture conditions; (b) absolute diff erence in instantaneous fl ux among hourly, daily, and monthly input values; and (c) deviation among hourly, daily, and monthly input values. Carbon-pool inputs were calculated from Table 1 and a reference total organic C of 0.02 g g −1 .
From Fig. 4 , 5, and 6, it is apparent that the averaging of hourly temperature to daily or monthly values will lead to errors in instantaneous CO 2 effl ux predictions. When measured CO 2 effl ux is compared with model predictions, hourly temperature input is required to match the highly variable CO 2 fl uxes within 1 d. To further highlight this, the absolute and relative deviation between daily or monthly and hourly temperature input is plotted in Fig.  5b and 5c. Again, large absolute errors are apparent during the warm summer period when midday hourly peak temperatures far exceeded the mean daily or monthly temperatures. Maximum absolute errors are as high as 5 g C m −2 d −1 . In the winter, the absolute errors are relatively small and mostly <0.5 g C m −2 d −1 . On the other hand, relative errors are largest in winter, with up to 50% under-or overestimation. Again, systematic underestimation is visible within the warmer periods and overestimation during colder ones. Th e overestimated fl uxes with daily and monthly input values (negative values in Fig. 5b ) occurred mainly during the night, when hourly temperatures dropped below the daily or monthly mean temperature. As a result, a clear seasonal variability is apparent. A more detailed analysis of the monthly data shows that a relative error >40% occurred in 3.3% of the time series. A relative error >20% occurred 25.8% of the time (13.7% underestimation and 12.1% overestimation). Typically, daily input data are used for short-term simulations. In this case, the relative error exceeded 20% only 4.7% of the time, but the errors exceeded 10% for 22.7% of the time. Th ese results clearly highlight the potential error that can be made when short-term fl ux measurements (e.g., closed chamber techniques) are compared with model predictions with an inappropriate coarse resolution in the meteorologic input data.
To investigate the infl uence of the total C content on the fi ndings described above, an additional model run with 0.05 g g −1 TOC within the uppermost 30 cm (0.005 g g −1 in the deeper layers) was performed (Fig. 7) . Again, the pattern was similar. Th e only differences with the previous model runs were a higher CO 2 effl ux during the entire simulation period, with peak concentrations exceeding 10 g C m −2 d −1 . Cumulative effl uxes were nearly twice as high as for the 0.02 g g −1 C scenario, with 5436, 5155, and 5106 g C m −2 for the hourly, daily, and monthly average temperature data. Th e relative errors are 5.2 and 6.1% for the daily and monthly data, respectively. Th is suggests that the error due to temperature aggregation does not increase linearly with TOC because relative errors increased by only ?0.6% when the TOC was raised from 0.02 to 0.05 g g −1 .
Th e temperature scaling function used in this study was taken from the original SOILCO2 model. Bauer et al. (2008) showed that the choice of the temperature scaling function can change the predicted CO 2 fl ux considerably. Th ey also showed that the SOILCO2 scaling function leads to relatively low predicted CO 2 fl uxes compared with other models. To analyze a more nonlinear scaling function, a simulation with the rescaled CENTURY (Parton et al., 2001; Bauer et al., 2008) temperature scaling function (Eq.
[10]) was performed. Th e cumulated fl uxes with a TOC of 0.05 g g −1 within the fi rst 30 cm of the soil were 5485, 5161, and 5105 g C m −2 for the hourly, daily, and monthly temperature values, respectively. Th e associated relative errors are 5.9 and 7% for hourly and daily temperature input data. Th is indicates that the errors due to temperature aggregation will increase with an increase in the nonlinearity of the temperature scaling function.
Unfortunately, hourly temperature time series are not always available, especially if long-term data sets (months to several years) are analyzed. To overcome this problem, Šimůnek and Suarez (1993) introduced the daily amplitude concept within the SOILCO2 model, whereby the variation in air temperature within 1 d is estimated from the mean daily temperature and an additional userdefi ned daily amplitude. Th e daily amplitudes of the long-term hourly climatic data (5 yr, Fig. 2 ) are shown in Fig. 8 . Th e mean daily amplitude was 3.8°C, with a standard deviation of 1.9°C. Th e main limitation of the daily amplitude concept is obvious from this fi gure. Th e daily amplitude is not constant but depends on the time of year. Higher amplitudes are observed during summer and lower amplitudes during winter. CO 2 fl ux with and without rain for hourly averaged temperature data of the 5-yr time period (1983) (1984) (1985) (1986) (1987) (1988) . Carbon-pool inputs were calculated from Table 1 and a reference total organic C of 0.02 g g −1 . Fig. 7 . Simulated instantaneous (g C m −2 d −1 ) and cumulative (g C m −2 ) CO 2 fl ux for hourly, daily, and monthly averaged temperature data (Fig. 2) of the 5-yr time period (1983) (1984) (1985) (1986) (1987) (1988) under varying soil moisture conditions. Carbon-pool inputs were calculated from Table  1 and a reference total organic C of 0.05 g g −1 .
To test whether the daily amplitude concept can reduce the error when using daily temperature data, we ran the 5-yr simulation again (upper horizon TOC = 0.02 g g −1 ) and used mean daily and monthly temperatures as well as a single temperature amplitude derived from the entire climatic data set (3.8°C, see Fig. 8 ). Th e simulated instantaneous and cumulative CO 2 effl ux is plotted in Fig. 9a . A comparison of Fig. 5 and 9 shows that the error due to temperature aggregation was not signifi cantly reduced. Th e relative error in cumulative CO 2 effl ux slightly increased to 4.8 and 5.7% for the daily and monthly input data, respectively. Peak concentrations did increase slightly compared with the amplitude-free simulations. Th e largest absolute deviations (mostly underestimations) again occurred within the warmer summer periods. Table 3 presents the amount of time (%) for which the deviation exceeded a certain threshold. Again, it can be seen that the daily amplitude concept did not signifi cantly reduce the error due to temperature aggregation. Th e proposed daily amplitude concept might work on relatively short time scales (e.g., days or weeks) but not for longterm changes in meteorologic conditions (arriving cold fronts or changes in cloud cover) or even seasons (e.g., winter and summer) with variable daily temperature amplitudes.
Finally, we tested an alternative procedure that accounts for variable daily temperature amplitudes. In general, climatic data sets report not only the daily mean temperature but also records of daily minimum and maximum temperatures. To test whether the use of this information reduces the error due to temperature aggregation, a model run using daily variable amplitude was performed (Fig. 10a ).
In comparison with the daily mean ( Fig. 5a ) and constant amplitude (Fig. 9a) , the prediction of the peak fl uxes was slightly better. Th e relative error in cumulative CO 2 effl ux between hourly, daily, and monthly average temperatures decreased slightly to 4.1 and 4.2%, which means that the largest improvement occurred for the monthly average temperature. Nevertheless, scaling monthly data with daily variable amplitudes does not make sense because daily information must be already available for scaling. In Fig. 10b and 10c , it can be seen that the absolute and relative errors did not change signifi cantly. Th is is also confi rmed by Table 3 . For the daily average temperature, Fig. 8 . Calculated daily temperature amplitudes for the 5-yr time period (1983) (1984) (1985) (1986) (1987) (1988) . (Fig. 2) of the 5-yr time period (1983) (1984) (1985) (1986) (1987) (1988) under varying soil moisture conditions and a daily constant temperature amplitude of 3.84°C for daily and monthly data; (b) absolute diff erence in instantaneous fl ux among hourly, daily, and monthly input values; and (c) deviation among hourly, daily, and monthly input values. Carbon-pool inputs were calculated from Table 1 and a reference total organic C of 0.02 g g −1 . the mean absolute error remained nearly unchanged, irrespective of the use of a constant mean daily temperature, a daily temperature variation scaled with a constant amplitude, or a daily temperature variation scales with a variable amplitude.
Th e reason for the lack of improvement is rooted in the temperature variations within a single day. Th e daily amplitude concept assumes that temperature data obey a sine wave function. Diurnal temperature cycles have a phase shift , however, with maximum temperature aft er solar noon. In addition, daily temperature distributions are usually skewed due to slower cooling during the night . Even if these considerations are included in the daily amplitude concept, it will only be a good approximation on days with stable weather conditions. If the weather changes within 1 d (e.g., passing cold fronts, changes in cloud cover), the daily temperature pattern is much more complicated and cannot be approximated by the daily amplitude concept. To confi rm that the daily amplitude concept does not provide better predictions of hourly temperature than the mean daily temperature, we calculated the root mean square error (RMSE) between measured and predicted hourly temperatures. Th is resulted in a RMSE of 4.0°C for the daily amplitude concept and a RMSE of 3.7°C for the daily average temperature, which confi rms that the daily amplitude concept is not a suitable predictor of hourly temperature at our study site. It should be noted that this might be diff erent for other study sites where weather conditions are dominated by radiation.
In conclusion, the choice of the temperature input data will greatly infl uence the overall predictions not only in cumulative CO 2 but also in instantaneous effl ux. Th erefore, it has to be questioned if the same temperature response function should be used for all kinds of temperature input data.
Summary and Conclusions
Numerical simulations were performed to test whether temperature averaging from hourly to daily and monthly data will lead to a loss of information and an associated error in predicted CO 2 effl ux and soil C stocks. In a fi rst set of simulations, synthetic temperature data with varying amplitude but identical mean daily air temperature (15, 20, and 25°C) were used within the coupled SOILCO2-RothC model. Th e results indicate that lower temperature amplitudes will lead to less variability in simulated instantaneous CO 2 effl ux and smaller cumulative CO 2 effl ux. On the other hand, the observed diff erences in cumulative CO 2 effl ux observed between constant temperature and maximum amplitude was about 6.5% for all mean temperatures, where the assumed temperature amplitude was chosen to be the same irrespective of the underlying mean temperature.
In a second step, long-term (5-yr) simulations were performed using both constant and dynamic soil water contents. In all cases, it was clear that arithmetic averaging of temperature values from hourly to daily or monthly mean values introduced an error in the CO 2 effl ux prediction. Th e largest increase in error occurred when hourly data were aggregated to mean daily temperature. Th e relative error in CO 2 cumulative effl ux (based on the reference run with hourly data) ranged from 4.8 to >6.1% depending on the temporal resolution of the input data (daily or monthly) and the TOC in the soil profi le. Additionally, it was shown that this error is related to the choice of the temperature scaling function. Th e relative error increased with increasing nonlinearity of the temperature scaling function. It was also shown that the use of daily or monthly input data resulted in a loss of short-term peak fl uxes. Th ese peak fl uxes are essential, however, when measured and predicted CO 2 effl ux data are compared (e.g., to improve the model parameterization).
Th e reported relative error in cumulative effl ux of 4 to 6% yr −1 is smaller than the measurement error for chamber or eddy covariance based CO 2 effl ux measurements and classical TOC analysis. (Fig. 2) of the 5-yr time period (1983) (1984) (1985) (1986) (1987) (1988) under varying soil moisture conditions and daily variable temperature amplitude for daily and monthly data; (b) absolute diff erence in instantaneous fl ux among hourly, daily, and monthly input values; and (c) deviation among hourly, daily, and monthly input values. Carbon-pool inputs were calculated from Table 1 and a reference total organic C of 0.02 g g −1 .
Especially for chamber measurements and TOC analysis, the error is not only associated with the instrument itself but is also related to the spatial variability within the fi eld (Buchner et al., 2008; Herbst et al., 2009) . Th e small relative error, however, will sum to a large absolute error for long-term predictions.
When hourly temperature data are not available, daily temperature data are oft en scaled with user-defi ned or measured temperature amplitude. Th e relative error between the use of hourly and daily or monthly temperature data was slightly decreased by the use of these scaling concepts. We concluded, however, that the use of a user-defi ned fi xed amplitude or a measured daily amplitude will only work on relatively short time scales with stable meteorologic conditions controlled by radiation. If such situations are common, daily amplitude concepts might be an improvement. For the variable weather conditions at our study site, however, the daily average temperature and the daily amplitude concept predicted the hourly temperature equally poorly.
Th e implication of the results presented here is that the temporal scale of observations should match the temporal scale of the C turnover modeling. Th is means that for the prediction of instantaneous CO 2 as measured by chamber systems, hourly meteorologic data should be used. On the other hand, long-term observations such as changes in C stocks or predictions for future climate change impact should be carefully reviewed when daily or monthly data will be used as inputs. Finally, the averaging of temperature input for numerical modeling purposes should also be analyzed carefully for other applications where biological activity is important, such as the production of trace gases (e.g., N 2 O, CH 4 ) and the degradation of pesticides in soil.
