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Abstract
We present an efficient algorithm for simultaneously training sparse generalized linear mod-
els across many related problems, which may arise from bootstrapping, cross-validation
and nonparametric permutation testing. Our approach leverages the redundancies across
problems to obtain significant computational improvements relative to solving the problems
sequentially by a conventional algorithm. We demonstrate our fast simultaneous training of
generalized linear models (FaSTGLZ ) algorithm on a number of real-world datasets, and we
run otherwise computationally intensive bootstrapping and permutation test analyses that
are typically necessary for obtaining statistically rigorous classification results and mean-
ingful interpretation. Code is freely available at http://liinc.bme.columbia.edu/fastglz.
Keywords: Sparse learning, elastic net regularization, generalized linear models, opti-
mization methods
1. Introduction
In machine learning, optimization algorithms are often tuned to efficiently learn a single
model from data. In reality though, a typical machine learning application involves training
thousands of models on a single dataset over the course of model selection, model compar-
ison, and statistical significance testing. Although these optimization problems tend to be
highly related to one another, it is common to solve them sequentially in a loop, or in
parallel if a computing cluster is available. This ignores the potential to exploit the present
redundancies across problems to further improve computational efficiency.
This paper presents a computationally and memory efficient algorithm for simultane-
ously training a set of sparse regression models on a common dataset. Throughout this
paper, we refer to each individual model fit as a problem. These problems may arise from
bootstrapping, cross-validation, and permutation testing. We show that by solving the
set simultaneously as a group, we are capable of leveraging the shared structure to obtain
significant computational savings. Our algorithm, Fast Simultaneous Training of General-
ized Linear Models (FaSTGLZ ), applies to a wide array of machine learning algorithms,
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but we focus primarily on generalized linear models (GLZ) regularized by the elastic net
(Tibshirani, 1996; Zuo and Hastie, 2005). Such models are flexible and arise in many sce-
narios, since GLZ’s are compatible with many popular probability distributions, and readily
extend to classification problems using logistic regression. Moreover, elastic net regulariza-
tion allows for sparse and parsimonious solutions while avoiding the saturation problems of
lasso when the number of features p exceeds the number of examples n (Zuo and Hastie,
2005). This is a common scenario in many real-world datasets.
Our FaSTGLZ algorithm builds on the algorithmic framework of the alternating di-
rection method of multipliers (ADMM) optimization procedure (Eckstein and Bertsekas,
1992). ADMM uses variable splitting to divide the sparse regression optimization into
two simpler sub-procedures: (a) minimizing a differentiable objective; and (b) a univari-
ate soft-thresholding operation. Within this framework, our approach leverages the shared
structure across problems in two key ways. First, we show that the minimization in (a)
can be achieved in a low-dimensional space that is common to all problems. Additionally,
we formulate an efficient Newton solver that simultaneously minimizes (a) across problems
using only one template Hessian matrix inversion. The simultaneous Newton solver has the
added benefit of bundling the iterative steps into a single linear algebraic expression. This
greatly reduces overhead and memory access times.
Our algorithm is also memory efficient by incorporating the ℓ1-regularized screening
tests of Tibshirani et al. (2012) to estimate the active set of each regression problem. We
derive an expression for the amount of memory required by FaSTGLZ per optimization
problem and show that it grows linearly with the number of examples n, and does not grow
with the number of features p. In p ≫ n scenarios this is a substantial memory overhead
reduction, and allows us to, on a standard quad-core machine with 4G RAM, simultaneously
train thousands of related sparse regression problems in a high-dimensional setting (tens of
thousands of features).
The remainder of this paper is organized as follows. In the following section, we provide
background on generalized linear models and formulate the problem we seek to solve. This
is followed by a derivation of the FaSTGLZ algorithm in Section 3, where we also present
pseudo-code that details the main algorithmic steps. We then validate both the compu-
tational efficiency and usefulness of our algorithm by applying it to real-world datasets in
Section 4, and conclude in Section 5.
2. Preliminaries
We start with a dataset
{
(x(i), y(i))
}n
i=1
, with features x(i) ∈ Rp and response y(i). De-
pending on the application, y(i) may be a continuous value or a categorical label. For
convenience, the feature data will be assembled into a p× n data matrix X.
Many machine learning algorithms attempt to predict the response y from some linear
projection of the data, η(w) = wTx, where w ∈ Rp weights the relative importance of the
features. Given a loss function L(η(w), y) that measures the fidelity of the prediction, w is
estimated by minimizing:
w∗ = argmin
w
n∑
i=1
d(i)L(η(i)(w), y(i)) + λR(w) (1)
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where d(i) weights the importance of the ith trial on the optimization and R(w) is a reg-
ularization term that reduces over-fitting to the training data and/or improves the inter-
pretability of the model. In this paper, we develop a fast algorithm for solving (1) when the
loss function derives from the negative log-likelihood of a generalized linear model (GLZ),
and the regularization is the elastic net penalty. Before outlining our FaSTGLZ algorithm
in Section 3, the remainder of this section provides a brief introduction to GLZ’s and the
elastic net penalty, while also framing the main problem that we seek to solve. We also
discuss how our algorithm may be extended to other loss functions and regularizers, such
as the group lasso, in Section 3.4.
GLZ’s assume that the conditional distribution of y given the data x is a member of the
exponential family of distributions:
p(y|x) = exp
(
yη − b(η)
a(φ)
+ c(y, φ)
)
(2)
where η = xTw is, again, a linear predictor and φ is a dispersion parameter. The functions
a, b, c fully specify the distribution from the family. Table 1 lists a few of the common
regression models along with the associated definitions for a, b, and c. For more information
on GLZ’s, see McCullagh and Nelder (1989).
Regression Model a(φ) b(η) c(y, φ)
Linear Regression φ2 12η
2 y2
2φ2
Logistic Regression 1 log(1 + exp(η)) 0
Poisson Regression 1 exp(η) − log(y!)
Table 1: A listing of common GLZ’s, with their associated settings for functions a(φ), b(η),
and c(y, φ) in the conditional distribution p(y|x) of (2).
The conditional mean and variance of y, written as µ(w) and Var(w) to emphasize their
dependence on the feature weights w, are given by:
µ(w) =
db(η)
dη
|η=xTw (3)
Var(w) = a(φ)
d2b(η)
dη2
|η=xTw (4)
The inverse of the mean function µ(w) is often referred to as the link function, as it relates
the mean of the dependent variable y to the linear predictor η.
Given a data sample {x(i), y(i)}ni=1 and associated trial weightings d
(1), . . . , d(n), we may
estimate w by minimizing a regularized negative log-likelihood:
J(w) = ℓ(w) + λ1||w||1 + λ2||w||
2
2 (5)
where λ1, λ2 ≥ 0 are tuning parameters, and ℓ(w) is given by:
ℓ(w) = −
n∑
i=1
d(i)
[
y(i)η(i)(w) − b(η(i)(w))
]
(6)
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For simplicity, we assume that the dispersion parameters φ(1), . . . , φ(n) are known, and the
1/a(φ(i)) term has been absorbed into d(i).
Minimizing (5) is a convex optimization problem, for which many efficient algorithms
have been proposed (e.g. Friedman et al., 2010). However, our goal is to simultaneously
solve a multitude of such problems that are derived from the same dataset. Since each
problem will generally optimize J(w) with respect to a distinct version of the data, each
will have its own log-likelihood term ℓk(wk), where wk represents the unknown weights for
problem k ∈ {1, . . . ,K}. For clarity, we use a subscript k on a variable to emphasize that
it is specific to the kth problem. The allowable variability in ℓk(wk) may be expressed by
introducing problem-specific trial weighting vector dk and response vector yk, so that (6) is
adapted to:
ℓk(wk) = −
n∑
i=1
d
(i)
k
[
y
(i)
k η
(i)(wk)− b(η
(i)(wk))
]
(7)
Cross-validation, bootstrapping, and nonparametric significance testing all fall under
this framework. For example, let Fk = [fk1, . . . , fkn] denote the relative frequencies of
the training examples derived from a bootstrap or cross-validation fold. Its log-likelihood
ℓk(wk) may be expressed in the form of (7) by setting d
(i)
k to fki. Note that if the j
th sample
is excluded (e.g., a sample belonging to the validation set of a cross-validation fold), then
d
(j)
k = 0 and the j
th sample does not exert any influence on the objective.
Significance testing by nonparametric permutation testing (Golland et al., 2005) also
fits the form of (7). Here, the GLZ is re-trained on new datasets in which the response y
has been permuted across examples. In this case, each problem k is given its own yk, which
is a permutation of the original sample.
To summarize, we seek to minimize the objectives Jk(wk), k = 1, . . . ,K:
min
wk
Jk(wk) = min
wk
ℓk(wk) + λ1||wk||1 + λ2||wk||
2
2 (8)
Under cross-validation and bootstrapping, the variability in ℓk arises through problem-
specific dk, while permutation testing utilizes distinct yk. Thus, we may characterize the
entire set of problems arising from any combination of cross-validation, bootstrapping, and
permutation testing by n × K matrices D and Y , in which the kth columns of D and Y
contain the trial weighting vector dk and response vector yk that correspond to the k
th
problem. Example problem structures are illustrated in Figure 1.
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(a) Example dataset with n = 5 trials, color-coded for visualization purposes.
(b) Problem structure corresponding to leave-one-out cross-validation (K = n problems). Corresponding
columns of D and Y define a single optimization problem. In the trial weighting matrix D, training set trials
are weighted by 1/4 and cells shaded in gray represent trials that belong to the test set (with a weight of 0),
and hence do not influence the optimization. The K optimization problems share the same response vector y.
(c) Permutation testing and cross-validation can be combined by varying D and Y together. This exam-
ple problem structure performs leave-one-out cross-validation for each of m permutations (K = mn total
problems).
Figure 1: Illustrative optimization problem structures that can be solved simultaneously by
FaSTGLZ. Corresponding columns of the trial weighting matrix D and response
matrix Y define a single optimization problem.
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3. The FaSTGLZ Algorithm
This section presents the FaSTGLZ algorithm. After introducing the major components
of the algorithm in Sections 3.1 and 3.2, we offer a discussion on the algorithm’s memory
overhead in Section 3.3, as well as extensions of the algorithm to other loss functions and
regularizers, including the group lasso in Section 3.4.
3.1 Simultaneous Newton Solver
We first consider simultaneously solving (8) without the sparsity constraint, by setting
λ1 = 0. This greatly simplifies the problem by removing the non-differentiable portion
of the objective. It also allows us to highlight our simultaneous Newton solver, which is a
major component of the complete FaSTGLZ algorithm, and is the main machinery through
which the shared structure across problems is leveraged for computational efficiency.
With λ1 = 0, our goal reduces to minimizing the K objectives Jk(wk):
Jk(wk) = ℓk(wk) + λ2||wk||
2
2 (9)
This amounts to fitting a GLZ with a ridge penalty. This is commonly optimized by
iteratively re-weighted least squares (IRLS), which sequentially minimizes a quadratic ap-
proximation to (9). Specifically, ℓk(wk) is approximated by a quadratic function qk(wk, w¯k)
around an estimate w¯k:
qk(wk, w¯k) = ℓk(w¯k) +∇ℓ
T
k (wk − w¯k) +
1
2
(wk − w¯k)
THk(wk − w¯k) (10)
∇ℓk = Xek (11)
Hk = XRkX
T (12)
where ∇ℓk and Hk are, respectively, the gradient and Hessian of ℓk(wk) evaluated at w¯k,
ek = dk◦(µ(w¯k)−yk) is the residual error vector and ◦ is the Hadamard product. Also, Rk is
a diagonal matrix of non-negative values, whose ith diagonal entry is given by d
(i)
k Var
(i)(w¯k).
Since the Hessian Hk is positive semi-definite, we may solve for the minimum of the
quadratic approximation to Jk(wk) by setting its gradient to zero. This results in the
following system of linear equations:
(Hk + 2λ2I)wk = Xbk (13)
where bk = Rkη(w¯k) − ek. Inverting this linear system, either directly or by an iterative
method, would typically be prohibitive since the number of features p is assumed to be large
and Hk is not a sparse matrix.
At this point, we take advantage of the shared structure in two key ways in order to
simultaneously solve (13) across all K problems very efficiently. First, analogous to the
representer theorem, as described in Kimeldorf and Wahba (1970); Scho¨lkopf et al. (2001),
we note that the solution wk in (13) must lie in the range (column space) of the data
matrix X for all k = 1, . . . ,K. This allows us to transform the linear system above into a
much lower-dimensional space. Specifically, given a QR-factorization for the data matrix,
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X = QZ, with Q ∈ Rp×n having orthonormal columns and Z ∈ Rn×n, the solution may be
expressed as wk = Qαk, where αk satisfies:
Gkαk = Zbk, (14)
Gk = ZRkZ
T + 2λ2I (15)
Thus, we have converted the original linear system of p equations into a system of n equa-
tions by projecting into a common low-dimensional space spanned by the columns of Q. In
p≫ n scenarios, this results in a significant reduction.
The second way that we exploit the shared structure allows us to solve (14) for all
K problems with only a single matrix inversion and in one linear algebraic expression.
Before deriving the method, we first briefly summarize the main ideas. Since the structural
form of Gk is highly similar across problems, we first approximate the solution to (14) by
inverting a template matrix M that is representative of all the Gk. To obtain the exact
solution for each k, we then employ an iterative algorithm that corrects the errors incurred
by approximating each Gk by the template M . Since the variability between Gk and M
arises through the matrix Rk in (15), it cannot be modeled as a low-rank perturbation, for
which numerous correction methods exist (see Golub and Loan, 1996). Instead, we base
our iterative correction algorithm on the theory of stationary iterative methods for solving
linear systems of equations (Young, 1971).
Stationary iterative methods provide a simple and efficient framework for solving linear
systems Gx = b without resorting to inverting G. Instead, G is decomposed into an additive
splitting of two matrices G =M−N , where the inverse ofM is known or easily computable,
and N is the residual. The linear system Gx = b is then solved by computing a sequence
of iterates:
x(t+1) =M−1Nx(t) +M−1b (16)
Convergence to the solution x = G−1b is guaranteed as long as the spectral radius of
M−1N is less than one (Young, 1971). Intuitively, this provision requires that the template
M sufficiently resembles G.
Rather than using this technique to invert a single matrix, we will apply it to invert
all Gk, k = 1, . . . ,K. To do so, we define a common template matrix M = ZRZ
T + 2λ2I
whose inverse we will compute, where R is a diagonal matrix of non-negative values that we
will specify shortly. We can then express each Gk in terms of the template plus a residual:
Gk =M − Z(R−Rk)Z
T (17)
Using (16), this splitting implies the following iteration for solving (14):
α
(t+1)
k =M
−1Z(R−Rk)Z
Tα
(t)
k +M
−1Zbk (18)
We prove in the supplementary material that taking the n×n matrix R to be the element-
wise maximum R = max(R1, . . . , RK) guarantees that α
(t+1) converges to the true solution
of (14) for every k. See also Conroy and Sajda (2012).
An added benefit of the iteration in (18) is that the updates across k can be pooled
into a single linear algebraic expression. This greatly simplifies the code and also minimizes
memory access times. Let A(t), B,R∆ be n × K matrices whose k
th columns contain,
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respectively, α
(t)
k , bk and diag(R−Rk), where diag(·) extracts the main diagonal entries of
a matrix into a vector. Then the updates in (18) can be computed as:
A(t+1) =M−1Z
[
R∆ ◦ (Z
TA(t))
]
+M−1ZB (19)
Although computing M−1Z requires O(n3) operations, this is only performed once at ini-
tialization. Otherwise, the complexity of the iteration above is O(n2K). Thus, computing
Newton’s method in this manner scales with the number of problems K like O(n2K) in-
stead of O(n3K) (ignoring terms independent of K). Also note that the number of iterations
required for the sequence in (19) to converge depends entirely on how well the template
matches the true Gk matrices, and is not a function of n.
Minimization then proceeds by iteratively updating the quadratic approximation in
(10), each time setting w¯k to the previously estimated wk. Since Newton’s method has
local quadratic convergence properties (Dennis and Schnabel, 1987), very few iterations are
required in practice.
3.1.1 Example of Broader Utility of Simultaneous Newton Solver
Linear systems of the form in (13) arise in a wide array of situations, particularly in op-
timization problems that may be solved by iteratively re-weighted least squares. Here we
highlight the broader utility of our simultaneous Newton solver through an example in time-
series regression. Suppose we have a set of K time-series yk, k = 1, . . . ,K that we would
like to linearly regress against a common set of signals, assembled as columns in the matrix
X:
yk = Xwk + ǫk (20)
where ǫk ∼ N (0, Vk) is colored Gaussian noise whose temporal auto-correlation structure Vk
varies with k. Such a model, for example, arises in the univariate General Linear Model in
functional magnetic resonance imaging (fMRI) statistical analysis (Woolrich et al., 2001).
In this case, the time-series are the measured fMRI signals from a set of K brain voxels,
and X is a design matrix that encodes information about the experimental conditions and
confounds. Having the noise auto-covariance depend on k allows the model to adapt to the
spatially-varying noise properties across the brain.
Given the model above, the best linear unbiased estimator (BLUE) minimizes the neg-
ative log-likelihood:
w∗k = argmin
wk
(yk −Xwk)
TV −1k (yk −Xwk) (21)
A common assumption in time-series regression is that the noise is generated by an auto-
regressive process, in which case there exists a Toeplitz matrix Sk such that V
−1
k = S
T
k Sk.
In fact, Sk implements the filter that whitens the noise, and may be estimated by analyzing
the covariance of the initial residuals (yk −Xwˆk), with wˆk minimizing (21) when Vk = I.
Given an estimate for Sk, our original problem (21) reduces to:
w∗k = argmin
wk
||Skyk − SkXwk||
2 (22)
= (XTSTk SkX)
−1XTSTk Skyk (23)
This process is repeated for each time-series regression problem k = 1, . . . ,K.
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The solution to (23) can be implemented entirely in the frequency domain and fits
naturally into the simultaneous Newton framework proposed above. This approach avoids
computing multiple inverse Fourier transforms and matrix inverses. With sufficient zero-
padding, the Sk matrices can be made to be circulant, in which case they share a common
set of eigenvectors that correspond to the DFT basis. Specifically, Sk can be decomposed
as Sk = URkU
H , where Rk is a diagonal matrix that contains the DFT coefficients of the
kth auto-correlation filter, and UH is the unitary DFT matrix so that vˆ = UHv produces
the DFT coefficients of a signal v. Substituting this expression for Sk into (23), we obtain:
w∗k = (Xˆ
HRHk RkXˆ)
−1XˆHRHk Rkyˆk (24)
where Xˆ and yˆk are the DFT coefficients of the design matrix regressors and response time-
series, respectively. Since RHk Rk is a real-valued diagonal matrix, the matrix inversions in
(24) may be computed simultaneously as before, with the template matrix taking the form
of M = XˆHRXˆ, and R is a diagonal matrix whose entries are the element-wise maxima of
RH1 R1, . . . , R
H
KRK .
3.2 FaSTGLZ with sparsity
We now return to the main problem (8), and this time also consider the sparsity-inducing
term ||wk||1. In this setting, we base our approach on the optimization framework of
alternating direction method of multipliers (ADMM) (Eckstein and Bertsekas, 1992). The
reasoning for this decision is two-fold: first, ADMM provides a natural way for us to employ
our simultaneous Newton solver that exploits the redundant problem structure; and second,
ADMM is flexible enough to accommodate other regularizers, including the group lasso. We
explore this extension further in Section 3.4.
For each problem k = 1, . . . ,K, we divide the objective function Jk(wk) in (8) into
the sum of two terms: the differentiable portion fk(wk) = ℓk(wk) + λ2||wk||
2
2, and the non-
differentiable ℓ1 term g(wk) = λ1||wk||1. ADMM then formulates an equivalent optimization
problem through the addition of an auxiliary variable vk ∈ R
p:
min
wk,vk
ℓk(wk) + λ2||wk||
2
2 + λ1||vk||1
subject to wk = vk
whose augmented Lagrangian may be expressed as:
Lk(wk, vk) = fk(wk) + g(vk)− λ
T
k (wk − vk) +
1
2µ
||wk − vk||
2
2 (25)
where λk ∈ R
p are estimates of the Lagrange multipliers and µ ≥ 0 is a penalty parameter.
A benefit of minimizing the augmented Lagrangian is that the constraint wk = vk can be
satisfied without taking µ→ 0 (Afonso et al., 2010).
Optimization proceeds by alternating between minimizing (25) with respect to wk while
holding vk fixed, and vice versa. This is equivalent to the symmetric alternating direction
augmented Lagrangian method (SADAL) described in Goldfarb et al. (2009). Specifically,
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the algorithmic steps are:
wk ← argmin
wk
Lk(wk, vk) (26)
λk ← λk − (1/µ)(wk − vk) (27)
vk ← argmin
vk
Lk(wk, vk) (28)
λk ← λk − (1/µ)(wk − vk) (29)
The resulting subproblems are substantially simpler than the original: optimizing wk in (26)
involves a differentiable objective, while updating vk in (28) reduces to a soft-thresholding
operation.
For our purposes, it is more convenient to re-parameterize the algorithmic steps in terms
of a variable lk, which is related to the Lagrange multiplier estimates λk. Specifically, given
initial values for wk, vk, λk, we initialize lk to lk = λk+(1/µ)vk. Then the ADMM procedure
is equivalent to:
wk ← argmin
wk
Sk(wk, lk) (30)
lk ← lk − (2/µ)wk (31)
vk ← −µ soft(lk, λ11) (32)
lk ← lk + (2/µ)vk (33)
where
Sk(wk, lk) = ℓk(wk) + ρ||wk||
2
2 − l
T
k wk (34)
and ρ = λ2 +
1
2µ . Also, soft(a, b) = sgn(a)max(|a| − b, 0) is the soft-thresholding operator.
The equivalence between (26)-(29) and (30)-(33) is shown in the supplementary material.
Note that the updates in (31-33) are computable in closed-form and the only remaining
challenge is minimizing the smooth function Sk(wk, lk) in (30). Minimizing Sk(wk, lk),
however, is almost completely analogous to the ridge-penalized GLZ in (9), except for the
extra linear term lTk wk. This allows us to apply our simultaneous Newton’s method solver
to (30) with only a slight modification. As before, we sequentially minimize Sk(wk, lk) by
taking a quadratic approximation to ℓk(wk) around an initial estimate w¯k. Then, given a
QR-factorization of the data matrix X = QZ, we prove in the supplementary material that
the minimum to the quadratic approximation to Sk(wk, lk) is attained at:
wk = Qαk +
1
2ρ
(I − PQ)lk (35)
where PQ is the projection onto range(Q), and αk ∈ R
n satisfies:
(ZRkZ
T + 2ρI)αk = Zbk +Q
T lk (36)
The αk are then computed simultaneously for all k using the techniques outlined in Section
3.1 for solving (14). As before, (36) can be solved for all k with only one matrix inversion
and in one linear algebraic expression.
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3.3 Reducing memory overhead
As formulated thus far, lk, wk, vk must be stored in full for each k, which requires O(pK)
memory elements. Since p is often very large, this places a practical constraint on the
number of problems K that may be solved simultaneously. This memory overhead can be
significantly reduced by employing the recently proposed screening rules for ℓ1-regularized
problems to estimate the active set of each problem (Tibshirani et al., 2012). These tests
are based on correlations between the features and the response variable, and can thus be
evaluated very efficiently.
Given an estimate of the active set Ak for each k = 1, . . . ,K, we soft-threshold in (32)
only to the active set Ak. Thus, vk is a sparse vector. Additionally, we show here that the
algorithmic steps in (30)-(33) may be computed by only storing αk = Q
Twk, βk = Q
T lk,
and the sparse set of entries of lk restricted to Ak. This is an important point because even
though the support of vk is always confined to the current estimate of the active set, wk
and lk are not necessarily sparse vectors over all iterations. So our memory overhead has
been reduced to O((n+ s)K), where s =
∑K
k=1 |Ak|/K. Since n≪ p, this is more scalable
for moderate sparsity levels.
To illustrate, assume we are given initial conditions for βk, and the elements of lk
belonging to Ak. Upon minimizing (30) by solving for αk from the linear system in (36),
we must update both lk and βk through (31). Using the expression for wk in (35), this can
be computed as:
lk ← lk − (2/µ)wk (37)
←
(
1−
1
µρ
)
lk +
2
µ
Q
(
1
2ρ
βk − αk
)
(38)
βk ← βk − (2/µ)αk (39)
Upon updating vk by soft-thresholding the entries of lk belonging to Ak, the second
update of lk in (33) is straightforward:
lk ← lk + (2/µ)vk (40)
βk ← βk + (2/µ)Q
T vk (41)
The above updates are computed using only βk, αk, and vk. Also, since the soft-
thresholding step only requires the elements of lk at Ak, and the updates for each element
of lk in (38) and (40) do not depend on any other elements of lk, we only store the elements
of lk belonging to Ak. Aside from the reduced memory load, this insight also improves the
computational complexity of these updates. Specifically, the matrix multiplication by Q in
(38) must only be computed amongst the rows of Q that belong to Ak. This reduces the
number of multiplications to O(snK) from O(pnK). The other multiplication by QT in
(41) also requires only O(snK) multiplications.
We can make the memory constraint explicit by estimating the maximum amount of
memory required as a function of p, n, smax and K, where smax is the maximum allowable
number of features to include in each model. Since sparsity is desirable, smax is usually
capped at a small fraction of the total number of features. The amount of memory, in units
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of bytes, is given by:
Memory = (64smax + 40n + 32min(p, n) + 40)K
+ 8pn+ 24nmin(p, n) + 16min(p, n)2 (bytes)
Assuming that n≪ p, the amount of memory required grows with the number of problems
K at a rate roughly proportional to (n + smax)K. To better contextualize this, consider a
machine learning dataset with p = 50, 000 features and n = 500 trials. Capping the number
of allowable features included in the model at smax = 1, 000, the amount of memory required
in megabytes as a function of K is (200 + 0.1K)MB. Thus, more than 8, 000 problems can
be solved simultaneously with 1GB of RAM.
Table 2 provides a description of the main variables used by the algorithm.
Variable Dimension Description
p Scalar The feature space dimension (number of voxels)
n Scalar The number of trials
K Scalar The total number of problems to be solved for
X p× n The data matrix (features x trials)
Q p× n Orthonormal basis for the range of X
Z n× n Z = QTX
dk n× 1 The trial weighting vector for the k
th problem
yk n× 1 The response vector to predict for the k
th problem
wk, vk p× 1 Discriminative weights for the k
th problem
lk p× 1 Lagrange multipliers for ADMM procedure
Table 2: A description of the major variables involved in the FaSTGLZ algorithm.
3.4 Extensions of the FaSTGLZ Algorithm
In this section we discuss extensions of our FaSTGLZ algorithm to solving (1) for other
loss functions and regularizers. We first discuss regularizers other than just the elastic net,
and then move to loss functions other than those derived from GLZ’s.
As mentioned previously, ADMM is a flexible technique that can accommodate regu-
larizers other than just the elastic net. Let R(w) = λ2||w||
2
2 + g(w) be the regularization
penalty, where g(w) is some possibly non-differentiable penalty function. Employing the
ADDM splitting technique as before, we set f(w) = ℓ(w)+λ2||w||
2
2 and obtain the following
augmented Lagrangian:
Lk(wk, vk) = fk(wk) + g(vk)− λ
T
k (wk − vk) +
1
2µ
||wk − vk||
2
2 (42)
In pursuing the alternating minimization strategy as in (30-33), only the minimization with
respect to vk differs from before. Specifically, we end up with the following update:
vk ← argmin
vk
g(vk) +
1
2µ
‖µlk + vk‖
2
2 (43)
where, as before, lk = λk − (1/µ)wk . This minimization is often called the proximity
operator of the function g (Boyd et al., 2010). It turns out that the proximity operator
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has a closed-form solution for many useful and popular regularizers. For example, when
g(vk) = ||vk||1 as in the elastic net, the update results in a soft-thresholding operation.
The group lasso (Yuan and Lin, 2007; Meier et al., 2008) is another example whose
proximity operator may be computed in closed-form. The group lasso is useful when prior
information allows one to cluster features into distinct groups. The group lasso penalty then
encourages sparsity across groups but not within a group, so that features from a group are
either all included or all excluded. This penalty may arise in fMRI, for example, given a
parcellation that clusters voxels into pre-defined regions-of-interest (ROI). The group lasso
would then encourage sparsity across distinct ROI’s, but all voxels in a given ROI selected
by the model would contribute. Given a grouping of the p features, with Ii denoting the
index set of the features belonging to the ith group, the group lasso penalty is defined as:
g(w) = λ1
∑
i
||wIi ||2 (44)
Plugging this penalty into (43) results in the following update for the ith group of features
in vk (Boyd et al., 2010):
[vk]Ii ← −µ
(
1−
λ1∥∥[lk]Ii∥∥2
)
+
[lk]Ii (45)
This can be seen as a generalization of univariate soft-thresholding to blocks of coordinates:
each group of features is either thresholded to zero or shrunk by a constant factor. The
FaSTGLZ implementation available online also handles user-specified group lasso penalties.
Moreover, FaSTGLZ may in principle apply to any regularizer whose proximity operator is
computable in closed-form by making the appropriate adjustment in the update for vk. A
more extensive discussion of proximity operators and those functions g that can be computed
in closed-form may be found in Boyd et al. (2010).
The FaSTGLZ algorithm may also be extended to loss functions of the form L(η(w), y),
provided L is convex and twice differentiable with respect to its first argument. In this case,
the loss function for the kth problem would be specified by:
n∑
i=1
d
(i)
k L(η
(i)(wk), y
(i)
k ) (46)
This modification requires a change to the update for wk (see (30)) by replacing the negative
log-likelihood term ℓk(wk) in (34) with the loss function above. Approximating (46) by a
quadratic function around w¯k results in the same structural form for the gradient and
Hessian in (11) and (12), with e
(i)
k and the i
th diagonal of Rk, denoted [Rk]ii, being replaced
by:
e
(i)
k ∼ d
(i)
k
∂L(z, y
(i)
k )
∂z
|z=η(i)(w¯k) (47)
[Rk]ii ∼ d
(i)
k
∂2L(z, y
(i)
k )
∂z2
|z=η(i)(w¯k) (48)
Since L is assumed to be convex, the diagonal entries of R are non-negative, and Newton’s
method will converge to the global minimum. With these changes to ek andRk, optimization
then follows analogously to (30).
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4. Results
The FaSTGLZ algorithm is most applicable to datasets in which the number of features
greatly exceeds the number of examples (the p ≫ n problem). This situation arises in
many applications, but this section highlights examples in neuroimaging. In this setting,
the goal is to identify multi-variate patterns from a subject’s brain scans that can decode
various markers of cognitive state related to a task or stimulus condition (Haxby et al., 2001;
Norman et al., 2006; Sajda et al., 2009). Before presenting the results of our algorithm, we
briefly introduce the two experimental datasets: one in functional MRI (fMRI) and one in
electroencephalography (EEG).
4.1 Data Description
In the fMRI experiment, subjects participated in an auditory oddball detection task. On
each trial, the subject was presented with a standard tone (a pure 390Hz pure tone) 80%
of the time, or an oddball tone (a broadband “laser gun” sound) the remaining 20% of
the time, and the subject was told to respond via button-press when an oddball stimulus
was perceived. Throughout the experiment, fMRI data were collected, and details on data
preprocessing can be found in (Goldman et al., 2009; Walz et al., 2012). The decoding task
is to predict the stimulus category of each trial from the fMRI data. Since there are two
categories (oddball/standard), the GLZ is equivalent to logistic regression. For each of 3
subjects, n = 375 trials were acquired, and features corresponded to the fMRI response
from brain voxels, with p ≈ 42, 000.
In the EEG experiment, subjects participated in a three-alternative forced choice visual
discrimination task. On each trial, the subject was presented with an image of either
a face, car, or house for 200ms, and had to respond with the category of the image by
pressing one of three buttons. To modulate the difficulty of the task, the phase coherence
of the presented images were corrupted at one of two levels (35 or 50), which resulted in
“easy” and “difficult” trials. A logistic regression GLZ could likewise be used to predict
the difficulty (easy or hard) of each trial from the measured EEG data. The feature data
are spatio-temporal voltages measured across 43 scalp electrodes and sampled at 250Hz
between stimulus onset and 600ms post-stimulus. Treating each electrode-timepoint pair as
a feature resulted in p = 6, 494 features (43 electrodes × 151 time points, plus a bias term).
The number of trials was n = 650.
4.2 FaSTGLZ Results
First, we benchmarked the speed of FaSTGLZ in solving a set of K problems against
solving them sequentially using the popular glmnet algorithm using coordinate descent
(Friedman et al., 2010). Following Friedman et al. (2010), we parameterized the regular-
ization parameters (λ1, λ2) in terms of (αλ, 0.5(1 − α)λ) and held α = 0.7 fixed, while λ
varied along a regularization path of 100 values. As an example of a significance testing
problem, we trained the classifier along this regularization path for K = 1000 permutations,
and compared the time required by the two algorithms. Figure 2(a) plots the computational
speedup factor, defined as the ratio of time required by glmnet to the time required by FaST-
GLZ, as a function of the average number of voxels included in the model. FaSTGLZ is at
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a minimum 10x faster. We verified that the relative difference in the converged objective
value between the two algorithms never exceeded 2 × 10−4, and a plot of the converged
objectives is shown in Figure 2(b). As a further check, we also increased the convergence
tolerance on glmnet so that it ran the full regularization path in roughly the same time
as FaSTGLZ (FaSTGLZ was still 1.2x faster – see Figure 2(c)). In this case, FaSTGLZ
produced a converged objective value that was approximately 20% lower than glmnet (see
Figure 2(d)).
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Figure 2: Benchmarking FaSTGLZ against glmnet in solving a set of K = 1000 problems
on real fMRI data. The solution to each problem was computed along a regular-
ization path to vary the number of voxels included in the model. (a) A plot of the
computational speedup factor, defined as the ratio of time required by glmnet to
the time required by FaSTGLZ, as a function of the number of voxels included
in the model. FaSTGLZ is at least 10x faster. (b) The difference in converged
objective values between FaSTGLZ and glmnet as a function of the number of
voxels included in the model. This difference never exceeded 2 × 10−4, and the
curves in (b) appear superimposed. To further evaluate the speed comparison, we
tuned the convergence tolerance on glmnet so that it ran the full regularization
path in roughly the same time as FaSTGLZ (FaSTGLZ was still 1.2x faster –
see (c)). In this case, FaSTGLZ produced converged objective values that were
approximately 20% lower than glmnet (d).
To directly test the efficiency garnered by exploiting the shared structure across prob-
lems, we repeated the above analysis, but instead benchmarked FaSTGLZ against itself
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without simultaneity, i.e., running FaSTGLZ sequentially on each of the K = 1000 prob-
lems. We then ran FaSTGLZ numerous times, varying the number of optimization problems
Ks that were simultaneously solved on a log scale. Figure 3 plots the computational speedup
factor relative to the non-simultaneous FaSTGLZ as a function of Ks. The graph has an
initial rapid rise so that with Ks = 25, the speedup is around 10x, and there is an inflection
point at around Ks = 500 simultaneous problems (speedup of 30x), after which point there
is a diminishing rate of return in efficiency. Interestingly, the base FaSTGLZ algorithm
without simultaneity is about 3x slower than glmnet. This further emphasizes that the
empirical computational improvement relative to glmnet in the previous example is directly
a result of exploiting the shared structure across problems.
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Figure 3: Computational speedup factor of FaSTGLZ with varying amounts of simultaneity
relative to the non-simultaneous FaSTGLZ applied to the same data as in Figure
2.
We also benchmarked FaSTGLZ on the EEG example dataset described in Section 4.1.
In this instance, we compared the speed of FaSTGLZ in solving a set of K = 1000 problems
derived via bootstrapping against solving them sequentially using glmnet. For each problem,
the training set was derived by sampling with replacement from the set of n = 650 trials.
The weight d
(i)
k assigned to trial i for problem k was then set to the number of times that
trial was sampled in the bootstrap. The regularization parameter λ was varied along a
regularization path of 150 values for each of 3 values of α ∈ {0.25, 0.5, 0.75}. Figure 4
plots the computational speedup factor of FaSTGLZ relative to glmnet as a function of the
number of features included in the model for each value of α. Again, the relative difference
in converged objective values was observed to never exceed 10−4.
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Figure 4: Benchmarking FaSTGLZ against glmnet in solving a set of K = 1000 bootstrap-
ping problems on real EEG data. The solution to each problem was computed
along a regularization path to vary the number of features included in the model.
5. Conclusion
We presented the fast simultaneous training of generalized linear models (FaSTGLZ ) al-
gorithm and demonstrated its significant speedup in computational efficiency when ana-
lyzing high-dimensional real-world datasets. FaSTGLZ enables efficiently training families
of elastic-net regularized GLZ models that may arise from bootstrapping, cross-validation,
and permutation testing. We also provided a discussion on extensions of the algorithm to
other regularizers and loss functions, including group lasso. Moreover, by appropriately
setting the elastic net regularization parameters, ridge and lasso are also accommodated as
special cases.
The FaSTGLZ algorithm is particularly efficient when the number of examples n is
limited, but the number of features p may be very large (the p≫ n problem). This is often
the case in many real-world scenarios, including neuroimaging datasets such as EEG, MRI,
and DTI, as well as genetic datasets.
From the algorithmic perspective, there are a number of future research directions.
Boyd et al. (2010) showed that ADMM can be coupled with distributed optimization to
effectively handle very large-scale datasets (large p and n). Connecting this approach with
our FaSTGLZ algorithm could potentially be very fruitful. Another potential research
direction is in making simultaneous versions of other machine learning algorithms. For
example, faster variants of ADMM have been presented recently in Goldfarb et al. (2009);
Goldstein et al. (2012). Adapting these algorithms to simultaneous versions could further
improve computational efficiency.
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Supplementary Material
Proof of convergence of simultaneous Newton’s method iterative solver (see
§3.1)
Here we show that by taking the template matrix to be M = ZRZT + 2λ2I, with R =
max(R1, . . . , RK) the element-wise maximum, then the iterative method:
α
(t+1)
k =M
−1Z(R−Rk)Z
Tα
(t)
k +M
−1Zbk (49)
converges to the true solution G−1k Zbk of (14) for each k = 1, . . . ,K.
First note that if (49) does converge for some t ≥ t∗, then α
(t∗)
k is the solution to (14).
To see this, note that upon convergence α
(t∗+1)
k = α
(t∗)
k , and plugging that into (49), we
have:
α
(t∗)
k = M
−1Z(R−Rk)Z
Tα
(t∗)
k +M
−1Zbk (50)
= M−1(M −Gk)α
(t∗)
k +M
−1Zbk (51)
= α
(t∗)
k −M
−1Gkα
(t∗)
k +M
−1Zbk (52)
= G−1k Zbk (53)
where the second step above used the fact that Z(R−Rk)Z
T = (M −Gk).
To prove convergence, we must show that the spectral radius of M−1Z(R − Rk)Z
T is
less than one Young (1971). To simplify notation, let Nk =M −Gk = Z(R−Rk)Z
T . Since
the eigenvalues of M−1Nk correspond to the generalized eigenvalues λMα = Nkα, we may
compute the spectral radius ρ(M−1Nk) by maximizing the generalized Rayleigh quotient:
ρ(M−1Nk) = max
α
∣∣∣∣αTNkααTMα
∣∣∣∣ (54)
Taking R = max(R1, . . . , RK) assures that Nk andM are positive semi-definite matrices for
all k. As a result, the numerator and denominator of (54) are real, non-negative numbers.
As a result, constraining ρ(M−1Nk) < 1 requires that for all vectors α:
αTNkα < α
TMα (55)
αTZ(R−Rk)Z
Tα < αTZRZTα+ 2λ2 (56)
αTZRkZ
Tα+ 2λ2 > 0 (57)
Thus, (49) converges provided that αTZRkZ
Tα + 2λ2 > 0 for all α, which is guaranteed
since ZRkZ
T is PSD and λ2 > 0.
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Equivalence of ADMM Procedures ((26)-(29)) and ((30)-(33)) (see §3.2)
Here we show that the standard ADMM procedure (26)-(29) is equivalent to the modified
procedure (30)-(33). First, we expand (26) as:
argmin
wk
Lk(wk, vk) = argmin
wk
ℓk(wk) + λ2||wk||
2
2 − λ
T
kwk +
1
2µ
||wk − vk||
2
2
= argmin
wk
ℓk(wk) + (λ2 +
1
2µ
)||wk||
2
2 − (λk +
1
µ
vk)
Twk
= argmin
wk
Sk(wk, lk)
where lk is given by lk = λk + (1/µ)vk. Thus, (26) is equivalent to (30).
Upon updating λk in (27) and comparing with the update for lk in (31), we have that
they are then related by lk = λk − (1/µ)wk. Now, we expand the update for vk in (28) as:
argmin
vk
Lk(wk, vk) = argmin
vk
λ1||vk||1 + λ
T
k vk +
1
2µ
||wk − vk||
2
2 (58)
= argmin
vk
λ1||vk||1 + (λk −
1
µ
wk)
T vk +
1
2µ
||vk||
2
2 (59)
= argmin
vk
µλ1||vk||1 + µl
T
k vk +
1
2
||vk|2|
2 (60)
= argmin
vk
µλ1||vk||1 +
1
2
||vk + µlk||
2
2 (61)
= −soft(µlk, µλ11) (62)
= −µ soft(lk, λ11) (63)
Thus, (28) is equivalent to (32).
Finally, after λk is updated in (29) and lk is updated in (33), we again have that
lk = λk + (1/µ)vk, and the iterations repeat.
Proof of (35) (see §3.2)
Here we prove that the solution wk to the linear system in (34) is given by (35).
First, we establish that the solution wk must lie in span(Q) ∪ span(lk). To show this,
take any vector a ⊥ span(Q)∪ span(lk). Then taking the inner product of a with both sides
of (34), we obtain:
aT (Hk + 2ρI)wk = a
T (Hkw¯k −∇ℓk + lk) (64)
(2ρ)aTwk = 0 (65)
The above follows from the fact that ∇ℓk ∈ span(Q) and for any b, Hkb ∈ span(Q) (see
equations (11) and (12)). Therefore, a ⊥ wk, implying that wk ∈ span(Q) ∪ span(lk).
At this point, we impose a change of basis by expressing wk = Qαk +Q
⊥γk, where the
columns of Q⊥ span the orthogonal complement of span(Q). This gives us:[
QT
Q⊥
T
]
(Hk + 2ρI)
[
Q Q⊥
] [ αk
γk
]
=
[
QT
Q⊥
T
]
(Hkw¯k −∇ℓk + lk) (66)
[
ZRkZ
T + 2ρI 0
0 2ρI
] [
αk
γk
]
=
[
Zbk +Q
T lk
Q⊥
T
lk
]
(67)
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Thus, γk =
1
2ρQ
⊥T lk and αk is the solution to:
(ZRkZ
T + 2ρI)αk = Zbk +Q
T lk (68)
which is the same as that given in (36). Substituting into our original expansion for wk:
wk = Qαk +Q
⊥γk, we obtain:
wk = Qαk +Q
⊥Q⊥
T
γk (69)
= Qαk +
1
2ρ
(I − PQ)lk (70)
which completes the proof.
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