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For any integer r \ 1, let a(r) be the largest constant a \ 0 such that if E > 0 and
0 < c < c0 for some small c0=c0(r, E) then every graph G of sufficiently large order
n and at least
11−1
r
+c2 1n
2
2
edges contains a copy of any (r+1)-chromatic graph H of independence number
a(H) [ (a− E)
log n
log(1/c)
.
T. Ko˝va´ri et al. (1954, Colloq. Math. 2, 50–57) and B. Bolloba´s and P. Erdo˝s (1973,
Bull. London Math. Soc. 5, 317–321) showed that 1 [ a(1) [ 2. In an improvement to
the Erdo˝s–Stone theorem (1946), B. Bolloba´s et al. (1976, J. London Math. Soc. (2)
12, 219–224) showed that a(r) > 0 for all r and conjectured that lim infrQ. a(r) ] 0.
V. Chva´tal and E. Szemerédi (1981, J. London Math. Soc. (2) 23, 207–214) settled it
by giving a(r) \ 0.002 for all r. We show that, for all r,
a(r)=a(1).
Further we prove the conjecture of B. Bolloba´s and Y. Kohayakawa (1994, Com-
binatorica 14, 279–286). The weak form of it states that for any r \ 1, 0 < c < 1/r,
every graph G of sufficiently large order n \ n0(r, c) and (1−1/r+c)( n2) edges
contains any (r+1)-chromatic graph such that, in a proper vertex coloring, the
smallest and the other color classes are of size at least
b
log n
log(1/c)
and b
log n
log r
,
respectively, for an absolute constant b > 0. That is, all color classes but one are
relatively large for fixed r, small cQ 0, and large nQ.. Our proof method is based
on Szemerédi’s Regularity Lemma. © 2002 Elsevier Science (USA)
Key Words: Tura´n problem; Tura´n number; forbidden subgraphs; Erdo˝s–Stone
theorem; Szemerédi’s regularity lemma; Szemerédi’s uniformity lemma.
1. INTRODUCTION
Tura´n-type problems form a central research area in graph theory; such
problems seek the minimum number of edges of an n-vertex graph G
guaranteeing a specified type of subgraph H in G. For basic notation, see
the first paragraph of Section 3. Also see [2, 3]. Given positive integers b
and t, let Kb(t1, ..., tb) denote the complete b-partite graph whose vertex
classes have cardinality t1, ..., tb. In particular, we write Kb(t)=Kb(t, ..., t).
For a graph H, denote by ex(n, H) the least number m of edges such that
any graph G on n vertices and m edges contains a copy of H. In the first
work in extremal graph theory, Tura´n [17] showed that for any fixed
integer r, ex(n, Kr+1(1))=(1−
1
r+o(1))(
n
2) as nQ. (Mantel [15] solved
it for r=2). Erdo˝s and Stone [12] showed that for any fixed r and t,
ex(n, Kr+1(t))=(1−
1
r+o(1))(
n
2) as nQ.. The Erdo˝s–Stone theorem is
equivalent to the following statement. Also see [11].
Theorem A (Erdo˝s and Stone [12]). For any positive integers r, b and
any real c > 0, if n \ n0(c, r, b) is sufficiently large then any graph G on n
vertices and at least
11−1
r
+c2 1n
2
2
edges contains a copy of any (r+1)-chromatic graph H on at most b vertices.
Theorem A is asymptotically the best possible because of the example
G=Kr(N
n
rM, N
n+1
r M, ..., N
n+r−1
r M). This theorem has been used repeatedly as one
basic tool throughout graph theory. The main reason why the theorem is
so useful is that it shows that, to determine ex(n, H) asymptotically for
fixed graph H and large nQ., we do not need to watch any properties of
H except for the chromatic number q(H). Roughly speaking, the objective
of this paper is to show that the same result holds even when |V(H)|=b is
not constant but large to some extent.
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Definition 1. For integers r, n \ 1 and 0 < c < 1/r, let t(r, c, n) be the
largest t \ 0 such that every n-vertex graph G with at least (1− 1r+c)(
n
2)
edges contains a copy of Kr+1(t). Also we define
a(r, c, n) :=
t(r, c, n)
log1/c n
,
and
a(r) :=lim inf
cQ 0
lim inf
nQ.
a(r, c, n)
(we often use the symbol := instead of=when the left side is defined by
the right side).
With this notation, Theorem A can be rewritten as follows.
Theorem B (Erdo˝s and Stone [12]). For any r and 0 < c < 1/r,
t(r, c, n)Q. as nQ..
Their original proof shows that
t(r, c, n)=W((log · · · log
r times{
n)1−t)
for any fixed t > 0, and they conjectured that the proper order of
magnitude of t(r, c, n) is
G(log · · · log
r{
n)
if c is sufficiently small. Later Erdo˝s [10] announced that t(r, c, n)=
W((log n)1/r). The order of t(r, c, n) was determined by Bolloba´s and Erdo˝s
[4], who showed that there exist positive constants br and b
g
r , dependent
on r, such that brc log n [ t(r, c, n) [ bgr log n/log(1/c) for r \ 1, c < 1/r,
and large n \ n0(c, r). They conjectured that the right side is the correct
order when cQ 0 (and nQ.). A solution was derived by Bolloba´s et al.
[5] in the following form:
Theorem C (Bolloba´s et al. [5], Bolloba´s [3]). (i) There exists an
absolute constant b > 0 such that, for any r, 0 < c < 1/r and n \ r, t(r, c, n) \
b log n/r log(1/c). Thus, a(r, c, n) \ br .
(ii) For any integer r \ 1 and positive t > 0, if c [ c0(r, t) is
sufficiently small and n \ n0(c, r, t) is sufficiently large, then a(c, r, n) [ 2+t.
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Thus
b
r
[ a(r) [ 2 for all r.
Bolloba´s et al. [5] conjectured the existence of an absolute constant
lower bound, which Chva´tal and Szemerédi [8] answered as follows:
Theorem D (Chva´tal and Szemerédi [8, 9]). For any r and 0 < c < 1/r,
if n \ n0(c, r) is sufficiently large then a(r, c, n) \ 0.002. In particular,
0.002 [ a(r) for all r.
On the other hand, for the simplest case r=1, the following bounds were
obtained:
Theorem E (Ko˝va´ri et al. [14], Bolloba´s and Erdo˝s [4]). For any
0 <c < 1, 1−o(1) [ a(1, c, n) [ 2+o(1) (nQ.). In particular,
1 [ a(1) [ 2.
Clearly the most interesting case has been considered to be where for
fixed r, c is small (and n is huge). In fact, the conjectures of Bolloba´s and
Kohayakawa given in the next section make substantial sense only when
1/c is super-polynomially large with respect to r. In this case, we find the
following simple formula, which is one of the two main theorems of this
paper:
Theorem 1. For any integer r \ 1 and real q > 0, if c < c0(r, t) is
sufficiently small and n \ n0(c, r, t) is sufficiently large, then |a(r, c, n)−
a(1, c, n)| < t. Thus
a(r)=a(1) for all r.
Theorem 1 tells us that a(r) does not vary with r at all. That is, a(r)=a
is an absolute constant independent of r. Theorem 1 has a corollary which
extends Theorem A.
Corollary 1. There exist two functions c0( · ) and n0( · , · ) (with c0(r) >
0 for all r \ 1) such that, for any integer r \ 1, real 0 < c < c0(r), and integer
n \ n0(r, c), if an n-vertex graph G has at least
11−1
r
+c2 1n
2
2
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edges then G contains a copy of any (r+1)-chromatic graph H with inde-
pendence number
a(H) [ 0.999 log1/c n.
This corollary asserts that ex(n, H) is asymptotically determined only by
the chromatic number q(H) even when a(H) or |V(H)| [ q(H) a(H) is
somewhat large.
2. CONJECTURES OF BOLLOBA´S AND KOHAYAKAWA
Bolloba´s and Kohayakawa [6] made a nice guess with respect to
Theorem D. For fixed r, small cQ 0, and huge nQ., the lower bound
0.002 log nlog(1/c) of t(r, c, n) in Theorem D is surely the best possible up to the
constant factor because of Theorem C(ii). However, they conjectured that,
except for the smallest partite set, all other partite sets of Kr+1(t) would be
much larger.
Conjecture 1 (Bolloba´s and Kohayakawa [6], the Weak Version). There
is an absolute constant b > 0 such that, for all r \ 1, and 0 < c < 1/r, every
graph G of sufficiently large order n with e(G) \ (1− 1r+c)(
n
2) contains a
Kr+1(s1, m1, ..., m1), where
s1=s1(n)=#b log nlog(1/c)$,
and
m1=m1(n)=#b log nlog r $.
Their natural observation is roughly written as follows: Let G be an n-vertex
graph with e(G) \ (1−1/r+c)( n2) edges. Since e(G)/( n2) > 1− 1r=1−
1
r−1+
1
r(r−1) > 1−
1
r−1+r
−2, G contains a Kr(t) for t \ 0.002(log n/log(1/r−2))
=0.001(log n/log r) due to Theorem D for r−1. While G contains a
complete r-partite subgraph whose r partite set sizes are all independent of
c > 0, they believed that it is always possible to find a complete (r+1)-
partite subgraph such that all partite set sizes are independent of c except
for the smallest partite set.
After presenting the above natural conjecture, they proved the following
theorem.
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Theorem F (Bolloba´s and Kohayakawa [6]). There is an absolute
constant b > 0 such that, for all r \ 1, 0 < c < 1, and 0 < c < 1/r, every
graph G of sufficiently large order n with e(G) \ (1− 1r+c)(
n
2) contains a
Kr+1(s2, m2, ..., m2, a2), where
s2=s2(n)=# (1− c) b log nr log(1/c)$,
m2=m2(n)=# (1− c) b log nlog r $,
and
a2=a2(n)=NncM.
They also presented a conjecture which implies both Conjecture 1 and
Theorem F.
Conjecture 2 (Bolloba´s and Kohayakawa [6], the Strong Version). There
is an absolute constant b > 0 such that, for all r \ 1, 0 < c < 1, and
0 < c < 1/r, every graph G of sufficiently large order n with e(G) \
(1− 1r+c)(
n
2) contains a Kr+1(s0, m0, ..., m0, a2), where
s0=s0(n)=# (1− c) b log nlog(1/c)$,
m0=m0(n)=# (1− c) b log nlog r $,
and
a0=a0(n)=NncM.
We answer the above affirmatively:
Theorem 2. Conjectures 1 and 2 are true.
After giving basic preliminaries in Section 3, we prove Theorem 1 and 2
almost simultaneously in Sections 4–11. Our proof method is essentially
different from Bolloba´s–Kohayakawa’s approach toward Theorem F.
Instead, ours is developed from the approach taken for Theorem D by
Chva´tal and Szemerédi [8], based on the Szemerédi’s Regularity Lemma.
Another extension of Theorem A and a new conjecture are given in
Section 12.
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3. NOTATION AND PRELIMINARIES
We use standard terminology and notation from [2, 3]. For a set A and
a real number b, we define (Ab ) :={S … A: |S|=b} and ( A\ b) :={S … A:
|S| \ b}. For an (undirected) graph G (with neither multiple edges nor
loops), V(G), E(G), and e(G) denote the vertex set, the edge set, and the
number of the edges, respectively. For a vertex u and vertex set W … V(G),
N(u)=NG(u) refers to the neighborhood of u (the vertices adjacent to u),
and deg(u, W) refers to the number of edges from u to W, i.e., deg(u, W)
:=|NG(u) 5W|. For disjoint vertex sets V, W, we define e(V, W) :=
|{vw ¥ E(G)| v ¥ V, w ¥W}| and d(V, W) :=e(V, W)|V| |W| .
Proposition 1 (Szemerédi’s Regularity Lemma [16]). For any e > 0
and m \ 1, there exist integers M and n0 such that any graph G on n \ n0
vertices has a partition V(G)=V0 2 · · · 2 Vk with m [ k [M such that
(i) |V0 | < en, |V1 |=· · ·=|Vk |, and
(ii) all but at most e( k2) of pairs {Vi, Vj} (1 [ i < j [ k) are e-regular,
where ‘‘e-regular’’ means that
|d(Vi, Vj)−d(Wi, Wj)| < e for any (Wi, Wj) ¥ 1 Vi\ e |Vi |2×1 Vj\ e |Vj |2 .
Fact 1 is a well-known basic fact for E-regular pairs, which is trivial to
prove but very useful.
Fact 1. Let {A, B} be E-regular with density d=d(A, B). Then for any
BŒ ¥ ( B\ E |B|), |{a ¥ A | deg(a, BŒ) [ (d− E) |BŒ|}| < E |A|.
Proof. Let AŒ :={a ¥ A | deg(a, BŒ) [ (d− E) |BŒ|}. If |AŒ| \ E |A| then E >
|d(A, B)−d(AŒ, BŒ)| \ |d−(d− E) |AŒ| |BŒ|/|AŒ| |BŒ| |=E, a contradiction. L
4. FIND A DENSE (r+1)-PARTITE SUBGRAPH
The following lemma is considered a fuzzy graph version of the Tura´n
Theorem, which was implicitly proved in [8]. It is interesting by itself.
Proposition 2 (A Fuzzy Graph Version of the Tura´n Theorem [8]). Let
r \ 1, c > 0, and let G=Kn(1) be an n-vertex complete graph. For an
edge weight function w: E(G)Q [0, 1] with 0 [ w(e) [ 1 (e ¥ E(G)), if
;e ¥ E(G) w(e) \ (1−1/r+c)( n2) then there exists a (r+1)-vertex complete
subgraph H=Kr+1(1) such that ; j ¥ V(H)−{i} w(ij) \ r−1+cr−o(1) for all
i ¥ V(H) as nQ..
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We extend Proposition 2 in order to prove the conjecture as follows:
Proposition 3. Let r \ 1, c > 0, and let G=Kn(1) be an n-vertex
complete graph. For an edge weight function w: E(G)Q [0, 1] with 0 [
w(e) [ 1 (e ¥ E(G)), if ;e ¥ E(G) w(e) \ (1−1/r+c)( n2) then there exists an
(r+1)-vertex complete subgraph H=Kr+1(1) such that as nQ.
(i) ; j ¥ V(H)−{i} w(ij) \ r−1+cr−o(1) for all i ¥ V(H), and
(ii) w(ij) > 1r+0.499c(r−1) for all pairs ij ¥ E(H) but at most one.
Proof. Let E=n−2/3. We have that ;e ¥ E(G) w(e) \ (1−1/r+c− E)( n2)+
E( n2). We call a set A … V(G) dense if ; i, j ¥ A, i ] j (w(ij)−1+1/r−c+E) \
E( n2). Obviously, V(G) is dense. We take a minimal dense set A. Since
|A|2 > ( |A|2 )(1−1+1/r−c+E) \ E( n2), |A|=W(n2/3). So |A| > r.
Since A is minimal, for any i ¥ A, 0 <; j ¥ A−{i} (w(ij)−1+1/r−c+E)=
(; j ¥ A−{i} w(ij))−(|A|−1)(1−1/r+c− E). Therefore, for any integer h ¥
{r−1, r} and any D ¥ (Ah ),
averagej ¥ A−D C
i ¥ D
w(ij)
=
1
|A−D|
C
i ¥ D
C
j ¥ A−D
w(ij)
=
1
|A−D|
C
i ¥ D
11 C
j ¥ A−{i}
w(ij)2−1 C
j ¥ D−{i}
w(ij)22
>
1
|A−D|
C
i ¥ D
((|A|−1)(1−1/r+c− E)−(h−1) · 1)
\
(|A|−h) h(1−1/r+c− E)+(h−1) h(1−1/r+c− E)−h(h−1)
|A−D|
=h(1−1/r+c− E)−
(h−1) h(1/r−c+E)
|A|−h
=h(1−1/r+c− E)−O(n−2/3).
We take a set B ¥ (Ar ) such that ; i, j ¥ B, i ] j w(ij) is maximal. Because of the
maximality, for every s ¥ B,; j ¥ B−{s} w(sj)=maxi ¥ A−(B−{s}) ; j ¥ B−{s} w(ij) \
averagei ¥ A−(B−{s}) ; j ¥ B−{s} w(ij) \ (r−1)(1−1/r+c−o(1))=r−2+1/r+
c(r−1)−o(1). Thus,
w(ij) \ 1/r+c(r−1)−o(1) for any i, j ¥ B. (1)
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The previous observation of D implies that there is a t ¥ A−B such that
C
j ¥ B
w(jt) \ r(1−1/r+c)−o(1). (2)
It follows from the maximality of B that, for any i ¥ B,
C
j ¥ B 2 {t}−{i}
w(ij)=w(it)+ C
j ¥ B−{i}
w(ij)
\ w(it)+ C
j ¥ B−{i}
w(tj)
=C
j ¥ B
w(tj)
\ r(1−1/r+c)−o(1).
Hence B 2 {t} satisfies (i). If r=1 then (ii) is vacuous. Assume r \ 2.
Because of (1), if w(ij) < 1/r+0.999c(r−1) for some i, j ¥ B then t ¥ {i, j}.
Furthermore, because of (2), if |{i ¥ B | w(it) [ 1/r+0.499c(r−1)}| \ 2
then ; j ¥ B w(jt) [ (r−2)+2(1/r+0.499c(r−1)) [ r− 1+0.998c(r−1),
contradicting (2). Thus B 2 {t} is the desired set. L
Using Propositions 1 and 3, we can find a ‘‘dense’’ (r+1)-partite
subgraph. It will be the realm in which we try to find the desired subgraph.
Lemma 1. For r \ 1, 0 < c < 1/r, and 0 < E < c/5, there exist a r=
r(r, c, E) > 0 and an n0=n0(r, c, E) which satisfy the condition that any
graph G on n (\ n0) vertices and at least (1−1/r+c)( n2) edges contains some
r+1 pairwise disjoint vertex sets C0, ..., Cr … V(G) such that
• |C0 |=· · ·=|Cr | \ rn,
• every pair {Ci, Cj} (0 [ i < j [ r) is E-regular, and
• 1r ; j : 0 [ j ] i d(Ci, Cj) \ 1− 1r+c−5E for all i \ 0, and
• d(Ci, Cj) \ 1/r+0.499(c−5E)(r−1) for all pairs i, j (0 [ i < j [ r)
but (at most) one pair.
Proof. We take a large integer m=m0(c, r, E). For E and m, the
Regularity Lemma guarantees that there exist an M=M(c, r, E, m) and a
partition V0 2 · · · 2 Vk=V(G) (m [ k [M) such that
(i) |V0 | < En, t :=|V1 |=· · ·=|Vk |, and
(ii) all but at most E( k2) pairs (Vi, Vj) (1 [ i < j) are E-regular.
Clearly (1−1/r+c) n2/2−O(n)[ e(G)[ t2;1[ i < j d(Vi, Vj)+E(k2) t2+k( t2)+
En2 as nQ.. Since k \ m=m0(r, c, E) is large and ( 11− E)2 < ( 11−c/5)2 <
25/16=1.56...,
230 YOSHIYASU ISHIGAMI
C
1 [ i < j
d(Vi, Vj) \ (1−1/r+c)(n/t)2/2−O(n/t2)− E(n/t)2−k/2− Ek2/2
\ (1−1/r+c) k2/2−o(1)− E 1 n
(1− E) n/k
22−k/2− Ek2/2
\ (1−1/r+c) k2/2−o(1)−1.6Ek2−0.01k2/2− Ek2/2
> (1−1/r+c−4.21E) 1k
2
2 ,
as nQ.. By Proposition 3, since k \ m0(r, c, E) is large enough and
c−4.21E > (1−4.21/5) c > 0, there exists a set B … {1, ..., k} such that
(i) 1r ; j ¥ B−{i} d(Vi , Vj) \ 1−1/r+(c−4.21E)−0.01E=1−1/r+c−
4.22E for any i ¥ B and
(ii) w(ij) \ 1/r+0.499(c−4.21E)(r−1) for all pairs i, j ¥ B but (at
most) one pair. L
5. THE KEY LEMMA
Before we state our key lemma, we define parameters ki, g(i) for
convenience.
Definition 2. Let r, k be positive integers and d=(dij)0 [ i ] j [ r be a
sequence of reals with dij ¥ [0, 1] such that max{di−1, i, di, i+1} \ 1/2 for
any i (0 < i < r). We define ki=ki(k, d) (0 [ i < r) by
ki :=˛! 2kdi, i+1(1−di, i+1)" if di, i+1 < 1/2! k1−di−1, i " if di−1, i < 1/2!32k
3
" otherwise.
Further define g(i)=g(i; k, d) for i (0 [ i [ r) by
g(i) :=D
i−1
j=0
1 kj
N(1−dij) kjM
2 .
The following lemma plays a key role in this paper.
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Lemma 2 (Key Lemma). There exist three positive-valued functions
g0( · ), E0( · , · ), and L0( · , · , · ) such that every choice of a positive integer r,
positive reals 0 < g < g0(r), 0 < E < E0(r, g), and a positive integer L \
L0(r, g, E) satisfies the following proposition:
Let k, o0, ..., or be positive integers. Let G be an (r+1)-partite graph with
partite sets C0, ..., Cr with L=|C0 |=· · ·=|Cr | such that
(2-i) each pair {Ci, Cj} (0 [ i < j) is E-regular, and
(2-ii) ; j : j ] i (1−dij) < 1−g for all i \ 0, where we define dij :=
d(Ci, Cj)−g.
Further, we define ki (i < r) and g(i) (i [ r) as in Definition 2 and we set
kr :=# EL
or g(r)
$.
We suppose that
(2-iii) if dij [ 1/2 (i < j) then j ¥ {i−1, i+1}, and
(2-iv) the vertices in each Ci (0 [ i [ r) are colored with at most
oi [
EL
ki g(i)
distinct colors.
Then there exist vertex sets M0, ..., Mr with Mj ¥ (
Cj
\ k) (0 [ j < r)
and Mr ¥ ( Cr\ kr ) such that each Mi is ‘‘monochromatic’’ for 0 [ i [ r and
any two vertices in distinct Mi’s are adjacent (therefore Mi’s form a
Kr+1(k, ..., k, kr)).
Note that (2-ii) implies max{di−1, i, di, i+1} \ 1/2. Thus the above ki’s are
well-defined. In the remark after the proof of Lemma 4 (not of Lemma 2),
we will explain why we define the ki’s in this artificial way.
To prove Lemma 2, we prepare the following notation.
Definition 3. (i) For two vertex sets U, V, denote by d(U, V) the
minimum of deg(u, V) over all u ¥ U. When U … Ci and V … Cj, we let
d˜(U, V) :=d(U, V)−dij |V|.
(ii) For any disjoint (non-empty) vertex sets S and X and real q
(0 < q < 1), we define set S[X, q] ¥ ( SKq |S|L) by S[X, q] :={v1, ..., vKq |S|L}
where S={v1, ..., v|S|} and degG(v1, X) \ · · · \ degG(v|S|, X).
That is, S[X, q] consists of Kq |S|L vertices of S having large degrees into X.
For a rigorous definition of (ii), we need to prevent the possibility that
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there might be more than one candidate for S[X, q] when some vertices
have the same degree. However, it is easy to define S[X, q] uniquely, given
the index order in V(G).
Fact 2. For two disjoint (non-empty) vertex sets S, X and 0 < E <
g < 1/2, if |S| > 1/E and d(S, X) \ d(Ci, Cj)− E then
(i) d(S[X, 12+g], X) > (2dij−1) |X| if 2dij−1 > 2E/g, and
(ii) d˜(S[X, g], X) > 0 if dij > 2E/g.
Proof. It suffices to show that d(S[X, 1− 1h+g], X) >(hdij−(h−1)) |X|
for h=1, 2. By way of contradiction, assume that it does not hold. We see
that
(dij+g− E) |S| |X|
[ e(S, X)
[ 1!11−1
h
+g2 |S|"−12 |X|+1#11
h
−g2 |S|$+12 (hdij−h+1) |X|
[ 11−1
h
+g+11
h
−g2 (hdij−h+1)2 |S| |X|+(hdij−h+1) |X|
[ (dij+g−g(hdij−h+1)) |S| |X|+|X|
< (dij+g−2E) |S| |X|+|X|
< (dij+g− E) |S| |X|,
a contradiction. L
Note that in the above we did not use any E-regularity. We will use
Fact 2(i) and (ii) to prove Lemma 3 and Lemma 2, respectively. In the
proofs of the lemmas, S … Ci is a fairly large (i.e., |S|=G(|Ci |)) but X … Cj
may be so small (i.e., |X|=o(|Cj |)) that (S, X) may not be EŒ-regular for
any constant EŒ < 1.
6. PROOF OF THE KEY LEMMA
We take positive numbers E and mi (0 [ i [ r) such that
E° m0 ° · · · ° mr ° g. (3)
This means that mi=mi(mi+1, ..., mr, g, c, r) is sufficiently small with respect
to mi+1 and that E=E(m0, ..., mr, g, c, r) is sufficiently small with respect
to m0.
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First, we describe a procedure which consists of r+1 rounds, and then
show that the procedure outputs the desired subgraph.
6.1. Procedure for Finding Candidates forMi’s
6.1.0. Step 0 [Initialization]
Set t=0 and S0j=Cj (0 [ j [ r). See Figures 1 and 2. At the beginning
of the tth round, we assume that we already have sets K0, ..., Kt−1, N
j
i ’s
(0 [ i < j < t),M ji ’s, (i < j < t), and S tt, ..., S tr such that
(b1) S tj ¥ (
Cj
\ (mt−1/2) |S
t−1
j |
) (if t > 0), Ki … Ci, N ji ¥ (
Ki
d(Sjj, Ki)
) (N ji ¥ (
Ki
Kdij |Ki|L
)
if j− i=1), andM ji=4 i < a [ j Nai ,
(b2) each pair of N ji and Kj forms a complete bipartite subgraph,
(b3) each Ki is monochromatic, and
(b4) d˜(S tj, Ki) \ 0 for any i, j (i < t [ j).
The purpose of this tth round is to construct N ti (i < t),M
t
i (i < t), Kt, and
S t+1j (t < j). After the rth round, we will show that M
r
0, ..., M
r
r−1, and
M rr :=Kr are the desired partite sets.
6.1.1. Step 1 [Construct N ti ’s andM
t
i ’s (0 [ i < t)]
Let S t :={v ¥ S tt | deg(v, S tj) \ (d(Ct, Cj)− E) |S tj | for all j > t}. For all j
(j > t), we see that
d(S t, S tj) \ (d(Ct, Cj)− E) |S tj |. (4)
Fact 1 and (3) imply that
|S t| \ |S tt |− (r−t) EL > (mt−rE) L > EL
since {Ct, Cj} is E-regular and |S
t
j | \ (< t−1a=0 (ma/2)) L > EL. Since (b4)
implies that d(S t, Ki) \ d(S tt, Ki) \ dit |Ki |, for each v ¥ S t, we choose a set
FIG. 1. Before the tth round.
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FIG. 2. After the t th round.
N ti(v) ¥ (
Ki 5NG(v)
d(Stt, Ki)
) for 0 [ i [ t−2 and a set N tt−1(v) ¥ ( Kt−1 5NG(v)Kdt, t−1 |Kt−1|L). (See
Remark (i) at the end of this section.) We define the new color of v by
adding the family of sets N ti(v) (i < t) to the original color of v. (That is,
when the original color is cv, the new color would be (cv; N
t
0(v), ...,
N tt−1(v)).) Since (2-iii) yields that dit \ 1/2 for all i [ t−2, (2-iv) implies
that S t is colored with at most
ot D
i [ t−2
1 |Ki |
d(S tt, Ki)
2 ·1 |Kt−1 |
Kdt, t−1 |Kt−1 |L
2 [ ot Dt−2
j=0
1 kj
KdjtkjL
2 ·1 kt−1
Kdt, t−1kt−1L
2
=ot g(t)
distinct new colors. The upper bound implies that there exists a ‘‘mono-
chromatic’’ set K −t ¥ (S
t
kt ) with respect to the new colors since
! |S t|
ot g(t)
" \ ! EL
ot g(t)
" \ kt.
That is, all of the kt vertices have the same new color. Therefore, we can
take N ti …Ki(i < t) such that N ti=N ti(v) for every v ¥K −t. We set M ti :=
M t−1i 5N ti=4 j [ t N ji .
6.1.2. Step 2 [Construct a Kt]
Choose a (non-empty) subset Kgt …K −t such that ; j : t+2 [ j [ r d˜(S tj
[Kgt , mt], K
g
t ) is maximized. If we have
C
j : t+2 [ j [ r
d˜(S tj[K
g
t , mt], K
g
t ) \ k (5)
then we let Kt :=K
g
t and this Kt is called good. If (5) doesn’t hold, then let
Kt :=K
−
t and this Kt is called bad. Clearly if t=r then Kr must be bad and
Kr=K
−
r. Note that if Kt is bad then |Kt |=kt.
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6.1.3. Step 3 [Construct S t+1j ’s (t < j [ r)]
First, define Sgtj (t < j [ r) by
Sgtj :=˛S tj[Kt, mt] if Kt is good, andS tj[Kt, g] if Kt is bad. (6)
Since (2-ii) and (3) imply that
dij > g > 2E/g for all i < j, (7)
it follows from (4) and Fact 2(ii) that
d˜(Sgtj , Kt) \ 0 for all j(t < j [ r) (8)
whether Kt is good or bad.
Second, we define
T tij :=S
gt
j
5Ki−M ti , 14r6 for all i, j(0 [ i < t < j [ r)
and take
S t+1j :=S
gt
j − 0
i : i < t
T tij.
(See Remark (ii) at the end of this section.) We observe that |S t+1j | \
|Sgtj |− r(
1
4r |S
gt
j |+1) \ 12 |S
gt
j |, since we take large L so that |S
gt
j | \ mt |S tj | \
mt(<a < t (ma/2)) L \ 4r. Thus
|S t+1j | \ ˛mt2 |S tj | whether Kt is good or bad, and
g
2
|S tj | when Kt is bad.
(9)
6.1.4. Step 4 [End of the t th Round]
Note that it is clear that
(b1Œ) St+1j ¥ ( Cj\ (mt/2) |Stj|), Kt …Ct, N
t
i ¥ (
Ki
d(Stt, Ki)
) (Nti ¥ ( KiKdit |Ki|L) if t−i=1),
andM ti=4 i < a [ t Nai ,
(b2Œ) each pair of N ti and Kt forms a complete bipartite subgraph,
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(b3Œ) Kt is monochromatic with respect to (original and new) colors,
and
(b4Œ) d˜(S t+1j , Ki) \ 0 for any i < t+1 [ j.
At this point, if t=r then stop and outputM r0, ..., M
r
r−1, andM
r
r :=Kr.
Otherwise, because of (b1Œ)–(b4Œ), we can return to Step 1 after replacing t
by t+1.
6.2. Estimating the Size of Each Partite SetMrt
It is sufficient to show that |M rt | \ k for all t < r. If t=r then Kr is bad
and |M rr |=|Kr |=kr, which is the desired bound.
Since Sgtj ‡ S t+1j ‡ S jj(t < j) implies that d(S jj, Kt) \ d(Sgtj , Kt), it follows
from (2-ii) and (8) that, for any h (t < h [ r),
|Mht | \ |Kt |− C
j : t < j [ h
|Kt−N
j
t |
\ |Kt |− C
j : t < j [ h
(|Kt |−d(S
j
j, Kt))+(dt, t+1 |Kt |−d(S
t+1
t+1, Kt))
=|Kt |− C
j : t < j [ h
(|Kt |−dtj |Kt |)+ C
j : t+2 [ j [ h
d˜(S jj, Kt)
\ |Kt | 11− C
j : t < j [ h
(1−dtj)2+ C
j : t+2 [ j [ h
d˜(Sgtj , Kt)
\max 3 |Kt | 11− C
j : t < j [ h
(1−dtj)2 , C
j : t+2 [ j [ h
d˜(Sgtj , Kt)4 . (10)
6.2.1. When Kt Is Good
Because of (5), (6), and (10), we see that
|M rt | \ C
j : t+2 [ j [ r
d˜(Sgtj , Kt) \ k.
6.2.2. When Kt Is Bad
It is easy to see that the definitions of Thtj, S
t+1
j , and N
j
t imply that
d(Thtj, Kt−M
h
t ) \ max
v ¥ St+1j
deg(v, Kt−M
h
t ) \max
v ¥ Sjj
deg(v, Kt−M
h
t ) \ |N jt −Mht |
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when t < h < j, Hence we see that, for any h (t+1 [ h [ r),
|Mrt | \ |Mht |− C
j : h < j [ r
|Mht −N
j
t |
=|Mht |− C
j : h < j [ r
(|Mht |− |N
j
t |+|N
j
t −M
h
t |)
\ |Mht |− C
j : h < j [ r
(|Mht |−dtj |Kt |+|N
j
t −M
h
t |)
=|Mht |− |M
h
t | C
j : h < j [ r
(1−dtj)− C
j : h < j [ r
(|N jt −M
h
t |−dtj |Kt−M
h
t |)
> |Mht | C
j : t < j [ h
(1−dtj)− C
j : h < j [ r
d˜(Thtj, Kt−M
h
t ), (11)
where the last inequality holds since (2-ii) implies 1 >; t [ j [ r (1−dtj).
Observe that Tht, j … Shj … S tj and that
|Tht, j | \
1
4r
|Sghj | \
mh
4r
|Shj | \
mh
4r
1 D
t+1 [ a < h
ma
2
2 |S t+1j |
\
mh
4r
1 D
t+1 [ a < h
ma
2
2 g
2
|S tj | > mt |S
t
j |,
using (3) and (9). So, we have that d(Tht, j, Kt−M
h
t ) [ d(S tj[Kt−Mht , mt],
Kt−M
h
t ) for j (h < j [ r). Since Kt is bad, it follows from Fact 2(ii), (4),
and (7) that
C
j : h < j [ r
d˜(Tht, j, Kt−M
h
t ) [ C
j : t+2 [ j [ r
d˜(S tj[Kt−M
h
t , mt], Kt−M
h
t ) < k.
Therefore, it follows from (10), (11), and the last sentence of Step 2 that
|Mrt | > kt 3 max
h: t < h [ r
11− C
j : t < j [ h
(1−dtj)2 1 C
j : t < j [ h
(1−dtj)24−k. (12)
If dt, t+1 < 1/2 then (12) and the definition of kt imply that for h=t+1
|Mrt | >
2k
dt, t+1(1−dt, t+1)
· dt, t+1(1−dt, t+1)−k=k.
If dt−1, t < 1/2 then (10) and the definition of kt imply that
|M rt | \ kt(1−dt−1, t) \
k
1−dt−1, t
· (1−dt, t+1)=k.
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So, assume
dtj \ 1/2 for all j(t < j [ r). (13)
Then let ft(h) :=; j : t < j [ h (1−dtj). We can also assume that ft(r) > 29/32
since if ft(r) [ 29/32 then (10) and the definition of kt imply that
|Mrt | \
32k
3
11−29
32
2=k.
Thus, since (13) implies that 0 [ ft(h+1)−ft(h) [ 12 and ft(t+1) [ 1/2
and ft(r) > 29/32 > 1/4, there exists an h(t < h [ r) such that 14 [ ft(h) [
3
4 . Hence it follows from (12) that
|M rt | > kt(max
t < h [ r
ft(h)(1−ft(h)))−k \
32k
3
·
1
4
·
3
4
−k=k,
completing the proof of Lemma 2. L
Remark. (i) Look at the definition of N ti(v)’s just before introducing
the new colors in Step 1 where the reader might think that our definition
is artificial. Here we explain why the N tt−1(v) is defined differently from
the other N ti(v) (i [ t−2) instead of defining more simply that N ti(v) ¥
(Ki 5NG(v)
d(Stt, Ki)
) for all i < t. Note that it is shown in Step 1 that S t is colored with
at most ot g(t) distinct new colors. If we took the simpler definition even
for i=t−1 (that is, |N tt−1(v)|=d(S
t
t, Kt−1)) then we could say only that
the new colors in S t are at most
ot D
i[ t−2
1 |Ki|
d(Stt, Ki)
2 ·1 |Kt−1|
d(Stt, Kt−1)
2[ ot Dt−2
j=0
1 kj
KdjtkjL
2 ·1 kt−1
Nkt−1/2M
2 (> ot g(t))
since dit \ 1/2 for all i [ t−2 but possibly dt−1, t < 1/2. This bound weaker
than ot g(t) does not guarantee a monochromatic set K
−
t of order kt. That is
the only reason for our defining N tt−1(v) exceptionally. In fact, after
obtaining a monochromatic K −t ¥ (S
t
kt ) in Step 1, the argument works until
the end of the proof of Lemma 2 no matter which |N tt−1(v)| equals
d(S tt, Kt−1) or Kdt, t−1 |Kt−1 |L.
(ii) The idea of deleting 1 i : i < t T tij from Sgtj in Step 3 has already
appeared in [8]. With this process, it is shown that each vertex of S t+1j has
many neighbors in M ti in a sense (otherwise Kt is good and the proof is
completed easily). This fact helps us to construct a large M ri since we take
M ri=M
t
i 5 (4 j : t < j [ r N ji) where N ji is a set of neighbors (in M ti) of a
vertex of S t+1j . Though we define T
t
ij for all j > t, the set T
t
i, t+1 does not
play a meaningful role in the proof.
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7. THE KEY LEMMA PLUS A SMALL DENSITY PAIR
A ‘‘balanced’’ bipartite graph of order 2m means a bipartite graph such
that both partite sets have order m.
Definition 4. (i) For positive integers k, kŒ and a positive number
q > 0, let m(k, kŒ ; q) be the least number m such that if a balanced bipartite
graph G of order 2m has at least qm2 edges then G contains a copy of
K2(k, kŒ). In particular, we denote m(k; q) :=m(k, k, q).
(ii) Let r, k be positive integers and d=(dij)0 [ i ] j [ r be a sequence of
reals with dij ¥ [0, 1] such that max{di−1, i, di, i+1} \ 1/2 for any i (0 <
i < r). We define ki=ki(k, d) (0 [ i < r) by
ki :=˛! 2kdi, i+1(1−di, i+1)" if di, i+1 < 1/2! k1−di−1, i" if di−1, i < 1/2!32k
3
" otherwise.
Further define g(i)=g(i; k, d) for i (0 [ i [ r) by
g(i) :=D
i−1
j=2
1 kj
N(1−dij) kjM
2 .
Compare the above definition (ii) to Definition 2. The ki’s are exactly the
same while the g(i)’s are slightly different. We modify Lemma 2 for the
case that d01=d(C0, C1)−g is small.
Lemma 3 (Key Lemma Plus a Small Density Pair). There exist three
positive-valued functions g0( · ), E0( · , · ), and L0( · , · , · ) such that every choice
of a positive integer r, positive numbers 0 < g < g0(r), 0 < E < E0(r, g), and a
positive integer L \ L0(r, g, E) satisfies the following proposition:
Let k, or be positive integers. Let G be an (r+1)-partite graph with partite
sets C0, ..., Cr with L=|C0 |=· · ·=|Cr | such that
(3-i) each pair {Ci, Cj} (0 [ i < j) is E-regular, and
(3-ii) ; j : j ] i (1−dij) < 1−g for all i \ 0 where we set dij :=
d(Ci, Cj)−g.
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Further, we define ki (i < r) and g(i) (i [ r) as in Definition 4(ii) and we
set
kr :=# EL
or g(r)
$.
We suppose that
(3-iii) if dij [ 1/2 (i < j) then j ¥ {i−1, i+1},
(3-iv) d01 [ 1/2 and for positive integers k0, k1 (k0 [ k1), m(k0, k1; d01)
[ 0.99L, and
(3-v) for every i (2 [ i < r)
oi [
EL
ki g(i)
,
where we set
oi := D
j=0, 1
1 kj
N2(1−dij) kjM
2
for all i (2 [ i < r).
Then there exist vertex sets M0, ..., Mr with Mj ¥ (
Cj
\ (1−2d01) kj
) (j=0, 1),
Mj ¥ (
Cj
\ k) (2 [ j < r), and Mr ¥ (
Cr
\ kr ) such that any two vertices in distinct
Mi’s are adjacent (0 [ i [ r) (therefore any pair of Mi’s forms a complete
bipartite graph).
Proof. For j (j=0, 1), we define
Sj :={v ¥ Cj | deg(v, Ci) \ (d(Ci, Cj)− E) |Ci | for all i (2 [ i [ r)}. (14)
Because of Fact 1 and E° r, we see that |Sj | \ (1−(r−1) E) |Cj | > 0.99L
for j=0, 1. Since there exist S −j ¥ (
Sj
K0.99LL) (j=0, 1) with d(S
−
0, S
−
1) \ d01, the
definition of m(k0, k1; d01) guarantees the existence of a pair Kj ¥ (Sjkj )
(j=0, 1) which forms a complete bipartite subgraph.
Note that, since (3-ii) and (3-iv) imply that
0 >−(1−g)+1 C
a ] 0, 1, i
1−da, j 2+(1−d01)+(1−dij)
\ 1+g−d01−dij \ 12+g−dij,
E° g derives that
2dij−1 > 2(
1
2+g)−1=2g > 2E/g for any i, j(0 [ j [ 1 < i [ r).
(15)
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For any i, j(j [ 1 < i), we see that d(Ci[Kj, 12+g], Kj) \ (2dij−1) |Kj |
because of (14), (15), and Fact 2(i).
Let Cai :=(
4j=0, 1 Ci[Kj, 1/2+g]
K2g |Ci|L
) for all i (2 [ i [ r). For any vertex v in Cai ,
we define the color of v by a label (N i0(v), N
i
1(v)) where N
i
j(v) ¥ ( NG(v) 5KjK(2dij −1) kjL)
(j=0, 1) since d(Cai , Kj) \ (2dij−1) kj. The number of distinct colors in
Ci is at most
1 k0
K(2di, 0−1) k0L
2 1 k1
K(2di, 1−1) k1L
2=oi.
Note that |Cai | \ 2gL > EL and each pair of Cai ’s are Ea-regular where
Ea :=E/2g. It is easy to check the conditions (2-i)–(2-iv) of Lemma 2 for
{2, ..., r}, Ea, and Cai ’s (2 [ i [ r). Applying Lemma 2, we have mono-
chromatic M2, ..., Mr such that Mi ¥ (C
a
i
k ) (2 [ i < r), Mr ¥ (C
a
r
kr ), and each
pair of them forms a complete bipartite subgraph. Since eachMi (2 [i [ r)
is monochromatic, there exist N ij ¥ ( CjK(2dij −1) kjL) (j=0, 1) such that each pair
of N ij andMi forms a complete bipartite subgraph.
It suffices to estimate the size of Mj :=Kj 5 (4 i : 2 [ i [ r N ij) for j=0, 1.
Since (3-ii) implies that ;2 [ i [ r (1−dij) < 1−(1−d01)=d01 for j=0, 1, we
have that
|Mj | \ |Kj |− C
i : 2 [ i [ r
|Kj−N
i
j |
\ kj−C
i
(kj−(2dij−1) kj)
=11−2 C
i
(1−dij)2 kj
> (1−2d01) kj. L
8. CALCULATION FOR THE CASE WHEN EVERY dij IS LARGE
We modify Lemma 2 as follows:
Lemma 4 (Case When Every dij Is Large). There exist positive-valued
functions g0( · ), E0( · , · ), and n0( · , · , · , · ) such that every choice of a positive
integer r \ 2, positive numbers 0 < r < 1, 0 < g < g0(r), 0 < E < E0(r, g), and
a positive integer n \ n0(r, g, E, r) satisfies the following proposition:
Let G be an (r+1)-partite graph with partite sets C0, ..., Cr with
rn [L=|C0 |=· · ·=|Cr | such that
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(4-i) each pair {Ci, Cj} (0 [ i < j) is E-regular,
(4-ii) ; j : j ] i (1−dij) < 1−g for all i \ 0, where we set dij :=
d(Ci, Cj)−g, and
(4-iii) dr−1, r > 1/5.01r and dij > 1/r for all i, j with {i, j} ] {r−1, r}.
Further, we suppose that
(4-iv) for some s (0 [ s [ r),
{{i, j} | dij [ 1/2}={{s, s+1}, {s+2, s+3}, ..., {r−1, r}} and
ds, s+1 \ ds+2, s+3 \ · · · \ dr−1, r. (16)
Then there exist vertex sets M0, ..., Mr, with Mj ¥ (
Cj
\ k) (0 [ j < r) and
Mr ¥ ( Cr\ kr ), such that any two vertices in distinctMi’s are adjacent, where we
set
k :=# (1− c) b log n
log r
$ and kr :=NncM
for absolute constant b=0.03.
Proof of Lemma 4. This is a consequence of Lemma 2. It is clear that
all of the assumptions of Lemma 2 except (2-iv) are satisfied. All of the
vertices are considered to be colored with the same label, i.e., oi=1
(0 [ i [ r). First we show that it is sufficient to show Claim 1:
Claim 1. For all 0 [ i [ r, it holds that
g(i) [ e (10.67 log r+13) k [ n (1− c) 29.5b.
Assume Claim 1. Since b=0.03,
g(i) < n (1− c) 29.5b < n0.9(1− c).
Therefore
kioi g(i) < O(log n) · 1 · n0.9(1− c) < rn [ L,
and
kr=# EL
or g(r)
$ \ Ern · n−0.95(1− c)=Ern0.05+0.95c \ nc.
Hence (2-iv) is satisfied and Lemma 2 implies this proof. Now we show
Claim 1.
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Proof of Claim 1. Since the function xW x log(e/x) is concave, we
have the fact that
D
m
i=1
1 e
xi
2 [ 1me
x
2x [ 1me
y
2y (17)
whenever m \ 1, xi > 0, ;mi=1 xi=x [ y [ m. We use this fact.
Since k is large and dij \ 1/2 whenever |i− j| > 1, we see that
g(i)=D
i−2
j=0
1 kj
N(1−dij) kjM
2 ·1 ki−1Kdi−1, iki−1L2 (18)
[ D
i−2
j=0
1 e
1−dij
2 (1−dij) kj ·1 ki−1
Kdi−1, iki−1L
2 . (19)
The proof consists of two cases.
Case 1 [0 [ i [ s]. Obviously (16) implies that k0=·· ·=ki−1=K32k3 L <
10.67k and di−1, i \ 1/2. It follows from (17) and (18) that
g(i) [ 1 D
j : 0 [ j < i
1 e
1−dij
21−dij 210.67k
[ 11 ie;0 [ j < i 1−dij 2
C 0 [ j < i 1−dij 210.67k
[ (er)10.67k.
Case 2 [s+1 [ i [ r]. Let dgi :=min{di − 1, i , di, i+1} (in particular,
dgr :=dr−1, r). It follows from (16), (17), (19), and d
g
i [ 1/2 that
g(i);1 ki−1
Kdi−1, i, ki−1L
2 [ Ds−1
j=0
1 e
1−dij
2 (1−dij) 10.67k Di−2
j=s
1 e
1−dij
2 (1−dij) 2k/dgi (1−dgi )
[ 1Di−2
j=0
1 e
1−dij
21−dij 2max{10.67k, 2k/dgi (1−dgi )}
[ 11 (i−1) e;0 [ j [ i−2 1−dij 2
;0 [ j [ i−2 1−dij 2max{10.67k, 2k/dgi (1−dgi )}
[ 1 re
dgi
2max{10.67dgi k, 2k/1−dgi }
[max{(2er)5.34k, (er2)
2k
1−1/2}
[ (e7.198r8)k.
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It is easy to verify that function f(x) :=(e/x)1/(1−x) decreases where 0 < x < x0
and increases where x0 < x [ 1/2 for x0 :=0.317... and that f(1/2)=(2e)2
< f(0.31).
If dgi=di−1, i then it is easily seen that
1 ki−1
Kdi−1, iki−1L
2 [ 1 e
di−1, i
2 2kdi−1, idi−1, i(1−di−1, i) [ 1 e
di−1, i
2 2k1−di−1, i
[ (5.01er)
2k
1−1/5.01r [ (5.01er)
2k
1−1/10.02 [ (e5.802r2.23)k
since r \ 2.
If dgi=di, i+1 then
1 ki−1
N(1−di−1, i) ki−1M
2 [ 2ki−1 [ 210.67k.
Thus we see that
g(i) [ (e7.198r8)k max{(e5.802r2.23)k, 210.67k} [ (e7.198r8 · e5.802r2.67)k [ (e13r10.67)k,
completing Case 2.
Therefore, combining Cases 1 and 2,
g(i) [ (max{(re)10.67, e13r10.67})k=e(10.67 log r+13) k.
Since k=Nb log nlog r M, we have that
g(i) [ n (1− c)(10.67 log r+13) b/log r [ n (1− c)(10.67 log 2+13) b/log 2 < n (1− c) 29.5b.
Thus Claim 1 and Lemma 4 have been proved. L
Remark. (i) Recall that, before Lemma 2, we defined the kr differently
from other ki’s (i < r). It is because we want the large kr of Lemma 4
whose magnitude is roughly nc, while other ki’s are O(log n), in order to
prove Conjecture 2.
(ii) Also note that, before Lemma 2, we defined the ki’s depending
on how small di, i+1 or di−1, i is. The difference between the case di−1, i < 1/2
and the case min{di, i+1, di−1, i} \ 1/2 is not very important (in fact, the ki’s
are G(k) in both cases). However, the difference between the two cases and
the case di, i+1 < 1/2 is quite important. There are two reasons why we used
such an artificial definition depending on di, i+1. The first reason can be
seen in the proof in Lemma 2 where we used a ki which was roughly
k/di, i+1 larger than k when di, i+1 is very small. For example, if we took
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ki=K32k/3L for di, i+1=0.001/r then the ith partite sets of complete (r+1)-
partite graphs guaranteed by Lemma 2 and by Lemma 4 are of size G(k/r)
and G(log n/r log r), which are unfortunately smaller than the desired k
and G(log n/log r), respectively. That is the reason why a ki should be
large depending on 1/di, i+1 when di, i+1 is small. Second, in the proof of
Lemma 4 (or Claim 1), we can find the reason why we should not use such
a large ki when di, i+1 is large. If we used ki’s larger than W(k) even when
di, i+1’s are large, some g(i) would be so large that we have (1 [ oi [) EL
/ki g(i) < 1 in (2-iv) of Lemma 2, where we cannot take a positive integer oi,
contradicting.
9. CALCULATION FOR THE CASE WHEN SOME dij IS SMALL
We modify Lemma 3 as follows:
Lemma 5 (Case When Some dij Is Small). There exist positive-valued
functions g0( · ), E0( · , · ), and n0( · , · , · ) such that every choice of a positive
integers r \ 2, positive numbers 0 < r < 1, 0 < g < g0(r), 0 < E < E0(r, g), and
a positive integer n \ n0(r, g, E) satisfies the following proposition:
Let G be an (r+1)-partite graph with partite sets C0, ..., Cr with rn [
L :=|C0 |=· · ·=|Cr | such that
(5-i) each pair {Ci, Cj} (0 [ i < j) is E-regular, and
(5-ii) ; j : j ] i (1−dij) < 1−g for all i \ 0, where we put dij :=d(Ci,
Cj)−g.
Further, we suppose that
(5-iii) d01 [ 1/5r and dij > 1/r for all i, j with {i, j} ] {0, 1},
(5-iv) for some s (2 [ s [ r),
{{i, j} | dij [ 12}={{0, 1}, {s, s+1}, {s+2, s+3}, ..., {r−1, r}} and
ds, s+1 \ ds+2, s+3 \ · · · \ dr−1, r
and
(5-v) there exist two integers k0, k1 (k0 [ k1) such that m(k0, k1; d01)
\ 0.99L and that
k0=# (1− c) b0 log nlog(1/d01)$ [ k1 [ # (1− c) b log nd01 log(1/d01)$,
for absolute constants b0 [ 0.017/d01 and b=0.03.
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Then there exist vertex sets M0, ..., Mr with Mj ¥ (
Cj
\ (1−2d01) kj
) (j=0, 1),
Mj ¥ ( Cj\ k) (1 [ j < r), and Mr ¥ ( Cr\ kr ) such that any two vertices in distinct
Mi’s are adjacent (0 [ i [ r) where
k :=# (1− c) b log n
log r
$ and kr :=NncM.
Proof. This is a consequence of Lemma3. All but (3-v) of the assump-
tions of Lemma 3 are satisfied. If (3-v) is satisfied, then Lemma 3 implies
this proof. So it suffices to show (3-v).
Since k is large and d01 [ 1/5r [ 1/10 < 1/4, using (17), we see that for
i, j (i ] j ¥ {0, 1}),
1 kj
N2(1−dij) kjM
2 [ 1 e
2(1−dij)
22(1−dij) kj [ 1 e
2d01
22d01kj
[ e2d01kj log(
e
2d01
) [ e2.27d01kj log(1/d01).
1 k0
N2(1−di0) k0M
2 [ e2.27d01k0 log(1/d01) [ n2.27d01b0(1− c).
1 k1
N2(1−di1) k1M
2 [ e2.27d01k1 log(1/d01) [ n2.27b(1− c).
By (5-iv), the same computation as Claim 1 yields that
g(i) < n29.5b(1− c)
for all 2 [ i [ r. We see that
# EL
or g(r)
$ \ Ern/n2.27(1− c)(d01b0+b)+29.5b(1− c)
=Ern/n(1− c)(2.27d01b0+32b)
\ Ern/n(1− c)(2.27 · 0.017+0.96)
> n/n(1− c) 0.999
> n/n(1− c)
=nc.
Thus for i < r,
EL
kioi g(i)
\ nc/O(log n)=nc−o(1) > 0,
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and
kr=# EL
or g(r)
$ \ nc.
Therefore (3-v) is satisfied and Lemma 3 completes the proof. L
10. PROOF OF THEOREM 2
Before proving Theorem 1, we show that Theorem 2 is deduced from
Proposition 3 and Lemmas 1, 4, 5. It suffices to prove Conjecture 2, which
is stronger than Conjecture 1.
As the case of r=1, Bolloba´s and Kohayakawa [6] easily gave an
11-line proof of the following proposition, using only a standard method.
Proposition 4 [6]. For all 0 < c < 1, and 0 < c < 1, every graph G of
sufficiently large order n with e(G) \ c( n2) contains a K2(s, KncL), where
s=s(n) :=#0.999(1− c) log n
log(1/c)
$.
In fact the coefficient 0.999 can be replaced with any positive absolute
constant less than 1.
Proposition 5. For all 0 < c < 1, and 0 < c < 1, every balanced bipartite
graph G of sufficiently large order 2n with e(G) \ cn2 contains K2(s, KncL),
where s=s(n) :=N0.999(1− c) log nlog(1/c)M. In other words,
m(s, KncL; c) [ n.
So we assume that r \ 2. Let G be a given graph on n vertices in
Theorem 2. By Lemma 1, G contains an (r+1)-partite subgraph with
partite sets C0, ..., Cr with |C0 |=· · ·=|Cr | > rn satisfying the conditions of
Lemma 1 for E < E0(r), r < r0(r, E). Let d(Ci0 , Cj0 ) be a smallest density
among all d(Ci, Cj)’s (0 [ i < j [ r). Proposition 3 implies that
d(Ci, Cj) > 1/r+0.9c(r−1) for all {i, j} ] {i0, j0}. (20)
We consider two cases depending on how small d(Ci0 , Cj0 ) is.
Case 1 [d(Ci, Cj) \ 1/5r]. Let (i0, j0)=(r−1, r). We apply Lemma 4.
First we check all the assumptions of Lemma 4. Obviously (4-i) holds. By
taking small E and g with respect to c and r, we see that
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C
j : j ] i
(1−dij)= C
j : j ] i
(1−d(Ci, Cj)+g)
[ r−(r−1+cr−5Er)+gr
=1−(c−g−5E) r
< 1−0.9cr
< 1−g,
yielding (4-ii). The assumption of this case and (25) implies (4-iii). Since
(4-ii) implies that if dij [ 1/2 then daj > 1/2 and dai > 1/2 for all a ¨ {i, j},
we can assume (4-iv) without loss of generality. Therefore Lemma 4 yields
the desired complete (r+1)-partite subgraph since cr < 1 implies that
1
log r >
1
log(1/c) . So in this case Theorem 2 holds for absolute constant b=0.03.
Case 2 [d(Ci, Dj) < 1/5r]. In this case, we apply Lemma 5 instead of
Lemma 4. Let (i0, j0)=(0, 1). We verify all of the assumptions of
Lemma 5. We see that (5-i), (5-ii), (5-iii), and (5-iv) are all satisfied by the
same argument as the previous case. Note that it follows from;j: j] 0 d(C0, Cj)
\ r−1+cr−5rE that
d01=d(C0, C1)−g
\ (r−1+cr−5rE)− C
j > 1
d(C0, Cj)−g
\ (r−1+cr−5rE)−(r−1)−g
=(c−5E) r−g
> 0.9cr.
Therefore
1
log(1/d01)
\
1
log(1/0.9cr)
\
1
log(1/1.8c)
>
1
log(1/c)
. (21)
Also we have that
d01 < 1/5r [ 1/10. (22)
Consider (5-v) and set k0=N(1− c) b0(log n/log(1/d01))M and k1=N(1− c)×
b log n/d01 log(1/d01)M. Thus it follows from (21) and (22) that
(1−2d01) k1 \ (1/d01−2) k−1 \ 7.9k. (23)
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Put b −0 :=min{0.999,
0.017
d01
} and b0 :=0.99b
−
0. Because of (22),
b0 \ 0.99 ·
0.017
1/10
> 0.16. (24)
We fix 0 < c < 1 and put cŒ=c+0.001(1− c). Proposition 4 derives that
0.99L \ 0.99rn \ m 1# (1− cŒ) b −0 log(0.99rn)
log(1/d01)
$, N(0.99rn)cŒM, d01 2
\ m 1# (1− c) 0.998b −0 log n
log(1/d01)
$, NncM, d01 2
\ m 1# (1− c) b0 log n
log(1/d01)
$, NncM, d01 2 \ m(k0, k1, d01).
Therefore (5-v) is verified. Hence Lemma 5 gives us a Kr+1(sŒ, mŒ, ..., mŒ,
mœ, aŒ) where sŒ \ (1−2d01) k0, mŒ \ k, mœ \ k1, aŒ \ NncM. It follows from
(21), (22), (23), and (24) that sŒ \ (1−2d01)(1− c) b0(log n/log(1/d01)) \
(1−2/10)(1−c) 0.16(log n/log(1/c))\ 0.12(1−c)(log n/log(1/c)), and mŒ\
k=N0.03(1− c) log n/log(1/c)M, and mœ \ (1−2d01) k1 \ 7k.
Therefore it is the desired subgraph for b=0.03 and so the proof of
Theorem 2 has been completed. L
It is interesting to note that in Case 2 there is a kind of trade-off between
the smallest partite set size sŒ and mœ. That is, if limnQ.(sŒ/log n)Q 0 as
cQ 0, then limnQ.(mœ/log n)Q. as cQ 0. It is easily shown that the
coefficient 0.12 of sŒ can be replaced with 0.999 for sufficiently small
0 < c < c0(r) and large n > n0(c, r).
11. PROOF OF THEOREM 1
First we note Fact 3. In fact, Ko˝va´ri et al. [14] presented their original
result in terms of bipartite graphs; this is called the problem of
Zarankiewicz.
Fact 3. There exist two positive-valued functions c( · ) and n0( · , · ) such
that, for any t > 0, 0 < c < c0(t), and n \ n0(c, t), any balanced bipartite
graph G of order 2n with e(G) \ cn2 contains a copy of K2(Ka(1)(1−t)×
log1/c nL).
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In other words, for any t > 0 if 0 < c < c0(t) is small enough and
n \ n0(c, t) is large enough then
m(k, k; c) [ n,
were k=Na(1)(1−t) log n/log(1/c)M.
Proof. The proof follows from the definition of a(1), since cn2 > 0.5c(2n2 )
and a(1)(1−0.9t)(log(2n)/log(1/0.5c)) > a(1)(1−t)(log n/log(1/c)) for
small c [ c0(t) and large n \ n0(c, t). L
We now complete the proof of Theorem 1.
Proof of Theorem 1. Theorem C(ii) states that a(r) [ 2. However, their
proof method clearly implies that a(r) [ a(1), using Fact 3. See the proof
of Theorem VI.3.1(ii) in [3]. So it suffices to show that a(r) \ a(1) for all
r \ 2.
This proof is almost the same as that for Theorem 2. Let r \ 2 and G be
a graph on n vertices and e(G)/( n2) \ 1−1/r+c. Our goal is to show that
for any 0 < c < 1/2 and r \ 2, there exist two functions c0( · , · ), n0( · , · , · )
such that if 0 < c < c0(r, c) and n \ n0(r, c, c) then any n-vertex graph G
with e(G)/( n2) \ 1−1/r+c contains a Kr+1(t) where t \
(1− c) a(1) log n
log(1/c) . By the
same way as the proof of Theorem 2, Lemma 1 gives us C0, ..., Cr with
|C0 |=· · ·=|Cr | > rn satisfying the conditions of Lemma 1 for E < E0(r),
r < r0(r, E). Let d(Ci0 , Cj0 ) be a smallest density among all d(Ci, Cj)’s
(0 [ i < j [ r). Proposition 3 implies that
d(Ci, Cj) > 1/r+0.9c(r−1) for all {i, j} ] {i0, j0}. (25)
We consider two cases.
Case 1. [d(Ci0 , Cj0 ) \ 1/5r]. By Case 1 of the proof of Theorem 2, we
have a Kr+1(NtM) where t :=
0.029 log n
log r . For small c [ r
−a(1)/0.029 < r−70, we see
that t \ a(1) log nlog(1/c) . Then we have the desired subgraph for c small enough.
Case 2. [d(Ci0 , Cj0 ) < 1/5r]. The difference between this case and
Case 2 of the proof of Theorem 2 is only in the way we pick k1. We take
k1=k0. Let (i0, j0)=(0, 1). In Lemma 5, all the assumptions but (5-v) are
easily checked.
First we suppose that d01 > c0.068. We put b0 :=0.17=0.017/(1/10)
[ 0.17/d01 because of (22). Since a(1)(1− c) \ 1 · (1−0.5)=0.5 > 0.171,
Fact 3 gives that
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0.99L \ 0.99rn \ m 1# (1− c) a(1) log(Ern)
log(1/d01)
$; d01 2
\ m 1#0.17(1− c) log n
log(1/d01)
$; d01 2=m(k0, k0; d01).
Thus (5-v) is verified. Lemma 5 gives us a Kr+1(sŒ, sŒ, mŒ, ..., mŒ) where
sŒ \ (1−2d01)(1− c)
0.17 log n
log(1/d01)
\ 11−2 · 1
10
2 (1− c) 0.17 log n
0.068 log(1/c)
\ 2(1− c)
log n
log(1/c)
\ (1− c)
a(1) log n
log(1/c)
and mŒ \ (1− c) 0.03 log nlog r , which yields the desired subgraph Kr+1(Ka(1)×
(1− c) log nlog(1/c)L) when c is small enough with respect to r.
Assume that d01 [ c0.068. Since small c gives 0.017/d01 \ 0.017/c0.068 \
2 \ a(1)(1− c), we take b0 :=a(1)(1− c). Obviously EL \ m(k0; d01) by the
definition of k0 and Fact 3. Thus (5-v) is verified. We apply Lemma 5 and
(21) for cŒ :=0.999c, and get a Kr+1(sŒ, sŒ, mŒ, ..., mŒ) where
sŒ \ (1−2d01)(1− cŒ)
a(1) log n
log(1/d01)
\ (1−2 · c0.068)(1− cŒ) a(1) log n
log(1/c)
\ (1− c)
a(1) log n
log(1/c)
and mŒ \ (1− c) 0.03 log nlog r , which yields the desired subgraph Kr+1(Ka(1)×
(1− c) log nlog(1/c)L) when c is small enough.
Therefore the proof of Theorem 1 has been completed. L
12. FURTHER OBSERVATIONS
We improved the lower bound of a(r, c, n) in Theorem D from 0.002 to
0.03 for all 0 < c < 1/r, since c < 1/r derives log nlog r >
log n
log(1/c) and Theorem 2
holds for b=0.03. Though it is clear that such constant factors can be
further improved, we did not attempt it since it was not in our purpose.
There is a trade-off between the maximum degree and the size of a
partite set. For example, as another extension of Theorem A, we can
present the following proposition. Compare it to Corollary 1.
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Proposition 6. For any integers r \ 1, D \ 0, and real c > 0, there exists
a b=b(r, D, c) > 0 such that if an n-vertex graph G has at least
11−1
r
+c2 1n
2
2
edges, then G contains a copy of any (r+1)-chromatic graph H of at most bn
vertices and of maximum degree D(H) [ D.
This proposition claims that if q(H) and D(H) are constant, then
ex(n, H) is asymptotically determined only by q(H) even when |V(H)|
has a linear order. Though we omit the details of the proof, it is easily
shown by applying the technique of Chva´tal et al. [7] to Lemma 1. Their
technique was extended in [13]. The case of r=1 was pointed out by
Alon et al. [1, Proposition 4.2].
In conclusion, we present the following conjecture.
Conjecture 3. a(1)=2.
By Theorem 1, if the above holds then a(r)=2 for all r \ 1.
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