In this paper we investigate penalized least squares methods in linear regression models with heteroscedastic error structure. It is demonstrated that the basic properties with respect to model selection and parameter estimation of bridge estimators, Lasso and adaptive Lasso do not change if the assumption of homoscedasticity is violated. However, these estimators do not have oracle properties in the sense of Fan and Li (2001) . In order to address this problem we introduce weighted penalized least squares methods and demonstrate their advantages by asymptotic theory and by means of a simulation study.
Introduction
Penalized least squares and penalized likelihood estimators have received much interest by many authors over the last 15 years because they provide an attractive methodology to select variables and estimate parameters in sparse linear models of the form
where Y i ∈ R, x i is a p-dimensional covariate, β 0 = (β 0,1 , . . . , β 0,p )
T the unknown (sparse) vector of parameters and the ε i are i.i.d. random variables. Frank and Friedman (1993) introduced the 1 so called 'bridge regression', which shrinks the estimates of the parameters in the (1.1) towards 0 using an objective function penalized by the L q -norm (q > 0), that is
The celebrated Lasso (Tibshirani (1996) ) corresponds to a bridge estimator with q = 1. Knight and Fu (2000) investigated the asymptotic behavior of bridge estimators in linear regression models. They established asymptotic normality of the estimators of the non-zero components of the parameter vector and showed that the bridge estimators set some parameters exactly to 0 with positive probability for 0 < q ≤ 1. This means that the estimators perform model selection and parameter estimation in a single step. In recent years many procedures with the latter property have been proposed in addition to bridge regression: the non-negative Garotte (Breiman (1995) ), the SCAD (Fan and Li (2001) ), least angle regression (Efron et al. (2004) ), the elastic net (Zou and Hastie (2005) ), the adaptive Lasso (Zou (2006) ) or the Dantzig selector (Candes and Tao (2007) ), which has similar properties as Lasso (James et al. (2009) ). All aforementioned procedures have the attractive feature that model selection and parameter estimation can be achieved by a single minimization problem with computational cost growing polynomially with the sample size, while classical subset selection via an information criterion like AIC (Akaike (1973) ), BIC (Schwarz (1978) ) or FIC (Claeskens and Hjort (2003) ) has exponentially growing computational cost. Moreover, there exist efficient algorithms to solve these minimization problems like LARS (Efron et al. (2004) ) or DASSO (James et al. (2009) ). Fan and Li (2001) argued that any reasonable estimator should be unbiased, continuous in the data, should estimate zero parameters as exactly zero with probability converging to one (consistency for model selection) and should have the same asymptotic variance as the ideal estimator in the correct model. They called this the 'oracle property' of an estimator, because such an estimator is asymptotically (point-wise) as efficient as an estimator which is assisted by a model selection oracle. In particular they proved the oracle property for the SCAD penalty. Knight and Fu (2000) showed that for 0 < q < 1 the bridge estimator has the oracle property using a particular tuned parameter λ n , while Zou (2006) demonstrated that the Lasso can not have it. This author showed the oracle property for the adaptive Lasso, which determines the estimator minimizing the objective function
|β j | |β j | γ (1.3) (hereβ = (β 1 , . . . ,β p )
T denotes a preliminary estimate of β 0 ). Fan and Peng (2004) , Kim et al. (2008) , Huang et al. (2008a) and Huang et al. (2008b) showed generalizations of the aforementioned results in the case where the number of parameters is increasing with the sample size.
2
The purpose of the present paper is to consider penalized least squares regression under some 'non standard' conditions. To our knowledge most of the literature concentrates on models of the form (1.1) with independent identically distributed errors and in this note we consider the corresponding problem in the case of heteroscedastic errors. We concentrate our analysis on the case of a fixed parameter dimension and generalize the asymptotic results of Knight and Fu (2000) and Zou (2006) for bridge estimators and the adaptive Lasso (we do not analyze bridge estimators for q > 1 because these do not perform model selection). In the next section we present the model, the estimators and introduce some notation. In Section 3 we derive the asymptotic properties of bridge estimators and the adaptive Lasso under heteroscedasticity, first if the estimators are tuned to conservative model selection and second if they are tuned to consistent model selection. However these estimators do not have the oracle property. Therefore, in Section 4 we introduce weighted penalized least squares methods, derive the asymptotic properties of the corresponding estimators and establish oracle properties for the bridge estimator with 0 < q < 1 and the adaptive Lasso. In Section 5 we illustrate the differences between procedures which do not take heteroscedasticity into account and the methods proposed in this paper by means of a simulation study and a data example. Finally, some technical details are given in an appendix.
Preliminaries
We consider the following (heteroscedastic) linear regression model
T is an n−dimensional vector of observed random variables, X is a
T n denote the rows of the matrix X and ε = (ε 1 , . . . , ε n ) is a vector of independent random variables with E [ε i ] = 0 and Var (ε i ) = 1 for i = 1, . . . , n. We assume that the model is sparse in the sense that that
T , where β 0 (1) ∈ R k and β 0 (2) = 0 ∈ R p−k , but it is not known which components of the vector β 0 vanish. Without loss of generality it is assumed that the k nonzero components are given by the vector β 0 (1) T . The matrix of covariates is partitioned according to β 0 , that is X = (X(1), X(2)), where X(1) ∈ R n×k and X(2) ∈ R n×(p−k) . The rows of X(j) are denoted by x 1 (j) T , . . . , x n (j) T for j = 1, 2. We assume that the matrix X is not random but note that for random covariates all results presented in this paper hold conditionally on X.
3
In the following we will investigate the estimators of the form
where β andβ denote preliminary estimates of the parameter β 0 and P (β,β) is a penalty function. We are particularly interested in the cases
corresponding to bridge regression (with the special case of Lasso for q = 1) and the the adaptive Lasso , respectively. The subscripts 'lse' and 'wlse' correspond to 'ordinary' and 'weighted' least squares regression, respectively. Note that for bridge regression with q < 1 the functions minimized above are not convex in β and there may exist multiple minimizing values. In that case the argmin is understood as an arbitrary minimizing value and all results stated here are valid for any such value. for some constant 0 < c < 1 (see e.g. Leeb and Pötscher (2005) ). If an estimator performs consistent or conservative model selection, respectively, depends on the choice of the tuning parameter λ n . A 'larger' value of λ n usually yields consistent model selection while a 'smaller' value yields conservative model selection. In the following sections we will present results for both cases of tuning separately.
Remark 2.1 In practice the parameter λ n has to be chosen by a data driven procedure. If the main purpose of the data analysis is the estimation of the parameters, λ n should be chosen to perform conservative model selection. This can be achieved by using cross-validation or generalized cross-validation (Craven and Wahba (1979) ) which is asymptotically equivalent to AIC (see e.g. Shao (1997) or Wang et al. (2007) ). If the main purpose of the data analysis is the identification of the relevant covariates, the regularizing parameter λ n should be chosen to perform consistent model selection, which can be achieved minimizing a BIC-like criterion (compare Wang et al. (2007) ).
Penalized least squares estimation
In this section we study the asymptotic behavior of the un-weighted estimators β lse in the linear regression model with heteroscedastic errors (2.1). In particular we extend the results obtained by Knight and Fu (2000) and Zou (2006) to the case of heteroscedasticity. Throughout this paper we will use the notation sgn(x) for the sign of x ∈ R with the convention sgn(0) = 0. For a vector v ∈ R p and a function f :
T and all inequalities between vectors are understood componentwise. By 1 p we denote a p-dimensional vector with all elements equal to 1. Our basic assumptions for the asymptotic analysis in this section are the following.
(i) The design matrix satisfies
where the limit
where the matrix B is partitioned in the same way as the matrix C.
The first two assumptions are posed in order to obtain positive definite limiting covariance matrices of the estimators. The third is needed for the Lindeberg condition to hold.
3.1 Conservative model selection Leeb and Pötscher (2008) showed that an estimator which performs consistent model selection must have an unbounded (scaled) risk function, while the optimal estimator in the true model has a bounded risk. Pötscher and Leeb (2009) showed that the asymptotic distribution of the Lasso and the SCAD can not be consistently estimated uniformly over the parameter space. The problems arising from this phenomenon are more pronounced for estimators tuned to consistent model selection. Therefore the (global) asymptotic behaviour of a penalized least squares estimator is different from that of an estimator in the true model although it satisfies an 'oracle property' in the sense of Fan and Li (2001) . Estimators which do perform conservative (but not consistent) model selection in the sense of (2.4) do not suffer from the drawback of an unbounded risk and estimators of the corresponding asymptotic distribution function are better than those for the asymptotic distribution of estimators tuned to consistent model selection. For these reasons we first study the behavior of the Lasso, the bridge regression and the adaptive Lasso estimator tuned to conservative model selection. The following result will be proved in the Appendix.
where the function V is given by
T with u(1) ∈ R k and u(2) ∈ R p−k and introduce a similar decomposition for the random variable
This yields that there is a positive probability that the Lasso estimates zero components of the parameter vector as exactly zero if λ 0 = 0, but this probability is usually strictly less than 1. Consequently, under heteroscedasticity the Lasso performs conservative model selection in the same way as in the homoscedastic case. The asymptotic covariance matrix of the Lasso estimator of the non-zero parameters is given by C −1
11 which is the same as for the ordinary least squares (OLS) estimator in heteroscedastic linear models. This covariance is not the best one achievable, because under heteroscedasticity the OLS estimator is dominated by a generalized LS estimator. Additionally the estimator is biased if λ 0 = 0. Lemma 3.3 Let the basic assumptions (i)-(iii) be satisfied and assume that q ∈ (0, 1).
(1) If λ n /n q/2 → λ 0 ≥ 0, then the bridge estimator β lse satisfies (3.1) where the function V is given by
(2) Assume additionally that there exists a sequence 0 < a n → ∞, such that the preliminary estimateβ is a continuous function of all data points and satisfies
where Z denotes a random vector with components having no pointmass in 0. If
then the adaptive Lasso estimator β lse satisfies (3.1) where the function V is given by
Remark 3.4
(1) With the same notation as in Remark 3.2 we obtain from the KKT conditions that the function V in part (1) of Lemma 3.3 is minimized at ( u(1) T , 0) T if and only if
and for each small δ > 0
Thus the bridge estimator also performs conservative model selection, whenever λ 0 > 0. Again the asymptotic covariance matrix is given by C −1
11 and is suboptimal, but in contrast to the Lasso estimator the estimator is unbiased.
(2) The canonical choice ofβ in the second part of Lemma 3.3 is the OLS estimator if p < n.
In this case we have a n = √ n (the best rate which is achievable) and Z ∼ N (0, C −1 BC −1 ).
In addition we have Z = W , because both random vectors are obtained as limits of the same quantity. Consequently, if γ = 1 the condition (3.3) becomes λ n → λ 0 . The function V defined in the second part of Lemma 3.3 is minimized at ( u(1)
If λ 0 is not too small and γ not too large this event has positive probability strictly less than one. So the adaptive Lasso performs conservative model selection but again the asymptotic covariance matrix is not the optimal one. Similar to bridge estimators with 0 < q < 1 the adaptive Lasso estimator is asymptotically unbiased.
In finite samples there may be more parameters than observations, that is p ≥ n. In this case the OLS estimator is no longer available but the estimator β lse in the second part of Lemma 3.3 can still be calculated. For this purpose one could use a penalized least squares estimator like a bridge estimator with q ≤ 1 tuned to perform conservative model selection as preliminary estimateβ. For the final calculation ofβ lse we use the convention that β j is set to 0 and is removed from the penalty function of the adaptive Lasso ifβ j = 0.
Consistent model selection
In this section we use a different tuning parameter λ n in order to obtain consistency in model selection of the considered estimators. Again our first result concerns the Lasso estimator. This result is a generalization of Lemma 3 of Zou (2006) . The proof follows along the same lines as in the homoscedastic case and is therefore omitted.
Lemma 3.5 Let the basic assumptions (i)-(iii) be satisfied and additionally λ n /n → 0, λ n / √ n → ∞. Then the Lasso estimator β lse satisfies
Remark 3.6 The function V defined in Lemma 3.5 is minimized in ( u(1), 0) if and only if
The second condition is equivalent to (3.4)
which is the so called strong irrepresentable condition (compare e.g. Zhao and Yu (2006) ). So Lemma 3.5 directly yields that in the case of heteroscedasticity the Lasso estimator is consistent for model selection if the strong irrepresentable condition (3.4) is satisfied. Moreover, the Lasso estimator is still consistent for parameter estimation but not with the optimal rate √ n. This means that the results from the homoscedastic case can be extended in a straightforward manner.
The following lemma presents the asymptotic properties of bridge estimators for 0 < q < 1 and the adaptive Lasso. The proof follows by similar arguments as given in Knight and Fu (2000) and Zou (2006) and is omitted for the sake of brevity.
Lemma 3.7 Let the basic assumptions (i)-(iii) be satisfied.
(1) If λ n / √ n → 0 and λ n /n q/2 → ∞, then the bridge estimator β lse satisfies (3.1), where the function V is given by
and W (1) ∼ N (0, B 11 ).
(2) Ifβ is a preliminary estimator of β 0 such that there exists a sequence 0 < a n → ∞ with a n (β − β 0 ) = O p (1), and λ n / √ n → 0, λ n / √ na γ n → ∞, then the adaptive Lasso estimator β lse satisfies (3.1), where the function V is given by (3.5).
Remark 3.8 Lemma 3.7 shows that bridge and adaptive Lasso estimators are able to perform consistent model selection and estimation of the non-zero parameters with the optimal rate simultaneously. The asymptotic distribution is again normal with covariance matrix C −1 11 B 11 C −1 11 . Both estimators are unbiased due to the assumption λ n / √ n → 0.
4 Weighted penalized least squares estimators
We have seen in the last section that the asymptotic variance of the estimator β lse is suboptimal, because with the additional knowledge of the non-vanishing components and variances σ 2 (x T i , β 0 ) the best linear unbiased estimator in model (2.1) would be
This estimator has asymptotic variance D −1 11 with D 11 = lim n→∞ X(1)
T Σ(β 0 ) −2 X(1)/n (provided that the limit exists). In order to construct an oracle estimator we use a preliminary estimator β to estimate σ(x T i , β 0 ) and apply a penalized least squares regression to identify the non zero components of β 0 . The resulting procedure is defined in (2.2). The goal of this section is to establish its model selection properties and the asymptotic normality of the estimator of the non-zero components with covariance matrix given by D −1 11 .
In order to derive these results we make the following basic assumptions.
where the matrix
is partitioned according to X(1) and X(2) (that is
(iii)' The variance function σ(·, β) is bounded away from zero for all β in a neighborhood of β 0 . Additionally σ(x, β) is two times differentiable with respect to β in a neighborhood of β 0 for all x and all second partial derivatives are bounded.
(iv)' There exists a sequence 0 < b n → ∞ such that b n /n 1/4 → ∞ and such that the preliminary
Assumptions (i)' and (ii)' are analogs of (i)-(iii) of Section 3 and are posed in order to obtain non-degenerate normal limit distributions of the estimators. (iii)' imposes sufficient smoothness of the function σ such that σ(x, β 0 ) can be well approximated by σ(x, β). (iv)' asserts that β is consistent for β 0 with a reasonable rate. If p < n one could use the OLS estimator for β and in this case we have b n = √ n. If p ≥ n (which may happen in finite samples) one could use the estimator β lse tuned to conservative model selection as shown in Lemma 3.1 and 3.3.
Conservative model selection
Again we first state our results for the estimator β wlse in the case where the tuning parameter λ n is chosen such that β wlse performs conservative model selection. We begin with a result for the scaled Lasso estimator which is proved in the Appendix.
Theorem 4.1 Let the basic assumptions (i)'-(iv)' be satisfied and additionally λ n / √ n → λ 0 ≥ 0. Then the weighted Lasso estimator β wlse converges weakly, i.e.
where the function V is given by 11 . So this estimator has the optimal asymptotic variance but is biased.
We now state corresponding results for scaled bridge estimators with 0 < q < 1 and the scaled adaptive Lasso estimator. Theorem 4.3 Let the basic assumptions (i)'-(iv)' be satisfied and assume that q ∈ (0, 1).
(1) If λ n /n q/2 → λ 0 ≥ 0, then the scaled bridge estimator β wlse satisfies (4.1) where the function V is given by
(2) Letβ denote an estimator of β 0 that is a continuous function of all data points such that
for some positive sequence a n → ∞ . If the distribution of the random vector Z has no point mass in 0 and λ n a γ n / √ n → λ 0 ≥ 0, then the scaled adaptive Lasso estimator β wlse satisfies (4.1), where the function V is given by
Theorem 4.3 shows that the scaled bridge estimator and scaled adaptive Lasso estimator both can be tuned to perform conservative model selection. In both cases the estimators of the nonzero parameters are unbiased and asymptotically normal distributed with optimal asymptotic variance D
−1
11 . The proof of Theorem 4.3 follows along the same lines as the one of Theorem 4.1 and is therefore omitted.
Consistent model selection
Finally, we provide results for weighted Lasso, bridge and adaptive Lasso estimators when tuned to perform consistent model selection. In particular, we demonstrate that in this case one obtains the optimal asymptotic covariance matrix D −1 11 for the estimators of the non-zero parameters. Therefore the weighted bridge estimators and the weighted adaptive Lasso satisfy an oracle property in the sense of Fan and Li (2001) . The proofs of the results are omitted, because they follow like that one of Theorem 4.1.
Theorem 4.4 Let the basic assumptions (i)'-(iv)' be satisfied.
(1) If λ n /n → 0, λ n / √ n → ∞, then the weighted Lasso estimator β wlse satisfies n λ n ( β wlse − β 0 )
(2) If q ∈ (0, 1), λ n / √ n → 0 and λ n /n q/2 → ∞, then the weighted bridge estimator β wlse satisfies (4.1) where the function V is given by
and W (1) ∼ N (0, D 11 ).
(3) Letβ be an estimator of β 0 such that there exists a sequence 0 < a n → ∞ so that a n (β−β 0 ) = O p (1). If λ n / √ n → 0 and λ n / √ na γ n → ∞, then the weighted adaptive Lasso estimator β wlse satisfies (4.1) where the function V is given by (4.2) and W (1) ∼ N (0, D 11 ).
Remark 4.5 As in Remark 3.4 one obtains that the weighted Lasso estimator is consistent for model selection if and only if
which corresponds to the strong irrepresentable condition (3.4) for the "classical" Lasso estimator.
In particular, the weighted Lasso does not have the optimal rate for parameter estimation.
Remark 4.6 The last theorem shows that weighted bridge estimators and the weighted adaptive Lasso estimator both can be tuned to perform consistent model selection and estimation of the non zero parameters with the optimal rate simultaneously. Moreover, the corresponding standardized estimator of the non-vanishing components is asymptotically unbiased and normal distributed with optimal covariance matrix D −1 11 .
Examples
In this section we compare the "classical" penalized estimates (which do not take scale information into account) with the procedures proposed in this paper by means of a small simulation study and a data example.
Simulation study
For the sake of brevity we concentrated on the Lasso and adaptive Lasso. These estimators can be calculated by convex optimization and we used the package "penalized" available for R on http://www.R-project.org (R Development Core Team (2008) ) to perform all computations.
In all examples the data were generated using a linear model (2.1). The errors ε were iid standard normal and the matrix Σ was a diagonal matrix with entries σ(x i , β 0 ) on the diagonal where σ was given by one of the following functions: The different factors were chosen in order to generate data with comparable variance in each of the four models. The tuning parameter λ n was chosen by fivefold generalized cross validation performed on a training data set. For the preliminary estimatorβ we used the OLS estimator and for β the un-weighted Lasso estimator. All reported results are based on 100 simulation runs.
We considered the same scenario as investigated by Zou (2006) . More precisely the design matrix was generated having independent normally distributed rows and the covariance between the i-th and j-th entry in each row was 0.5 |i−j| . The sample size was given by n = 60
At first we considered the parameter β = (3, 1.5, 2, 0, 0, 0, 0, 0). The average variance in the examples (a), (b) and (d) was given by about 55 and by about 60 in example (c) in this setup (note that Zou (2006) considered variances of similar size). The model selection performance of the estimators is presented in Table 1 , where we show the mean of the correctly zero and correctly non-zero estimated parameters. In the ideal case these should be 5 and 3, respectively. It can be seen from Table 1 that the adaptive Lasso always performs better model selection than the Lasso, in accordance with the asymptotic theory. The weighted Lasso performs very poor model selection in all models and the un-weighted Lasso does a better job. The model selection performance of the weighted and un-weighted adaptive Lasso are comparable. In Table 2 we present the mean squared error of the estimates for the non-vanishing components β 1 , β 2 , β 3 . In terms of this error the weighted versions of the estimators nearly always do a (in some cases substantially) better job than their un-weighted counterparts. This is in good accordance with the theory while the poor model selection performance of the weighted Lasso is a surprising fact.
As a second example we considered the vector β = (0. 85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85) in model (2.1) (the sample size is again n = 60). In this case the average variance in the examples (a), (b) and (d) was given by about 38 and by about 45 in example (c). The corresponding results for the correctly non-zero estimated parameters are presented in Table 3 (in the ideal case this should be 8) while Table 4 contains the average of the mean squared errors of the eight components of β. We see that in this example (which was also taken from Zou (2006) ) model selection is not a very challenging task. In fact with variance functions (a) and (b) all estimators perform perfect model selection. In model (c) only the weighted Lasso is perfect with respect to the criterion of model selection, which is in good agreement with its conservative behaviour in the first example. The weighted adaptive Lasso is nearly perfect in this model. In the last model both versions of Lasso perfectly select the model while the adaptive versions make a few mistakes. In terms of estimation error adaptive and non-adaptive Lasso perform comparable. Again the weighted versions yield substantially better estimation errors in all scenarios under consideration.
In some circumstances it might be difficult to specify a form of the variance function. In such cases we propose to estimate the function σ from the data (
..,n nonparametrically and use the weighted penalized least squares methodology on the basis of weightsσ(x T iβ ) in (2.2). In order to investigate the performance of the corresponding semi-parametric estimate in such a situation we calculated β wlse in the two scenarios considered in the previous paragraph using a local polynomial estimate (compare e.g. Wand and Jones (1995) ) of σ instead of the true function. The bandwidth for this estimator was chosen by the direct plug-in method of Ruppert et al. (1995) and a Gaussian kernel was used. The results are reported in Tables 5 and 6. Comparing Tables 1 and 5 we see that both weighted Lasso and weighted adaptive Lasso do a (0.85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85) Table 6 with Tables 2 and 4) the weighted Lasso and weighted adaptive Lasso with estimated variance function perform in some cases better and in some cases worse than their non weighted counterparts, thus not identifying a clear winner. However, in most cases the differences are not substantial. Obviously the weighted penalized least squares procedures with a correctly specified variance function yield smaller mean squared errors than the procedures where this function is estimated nonparametrically.
Data example
In this section we investigate the different properties of the estimators β lse and β wlse in a real data example. We use the diabetes data also considered in Efron et al. (2004) and analyzed with the unweighted Lasso. The data consist of a response variable Y which is a quantitative measure of diabetes progression one year after baseline and of ten covariates (age, sex, body mass index, average blood pressure and six blood serum measurements). It includes n = 442 observations. First we calculated the unweighted Lasso estimate β lse using a cross-validated (conservative) tuning parameter λ n . This solution excluded three covariates from the model (age and the blood serum measurements LDL and TCH). In a next step we calculated the resulting residuals which are plotted in the left panel of Figure 1 . This picture suggests a heteroscedastic nature of the residuals. In fact the hypothesis of homoscedastic residuals was rejected by the test of Dette and Munk (1998) which had a p-value of 0.006. Next we computed a local linear fit of the squared residuals in order to estimate the conditional variance σ(x . These look "more homoscedastic" than the unscaled residuals and the test of Dette and Munk (1998) has a p-value of 0.514, thus not rejecting the hypothesis of homoscedasticity. The weighted Lasso estimator β wlse was calculated by (2.2) on the basis of the "nonparametric" weightsσ(x T i β lse ) and the results are depicted in Table 7 . In contrast to β lse , the weighted Lasso only excludes one variable from the model, namely the blood serum HDL if λ n is chosen by cross-validation.
Conclusions
We have shown that the attractive properties of bridge estimators and the adaptive Lasso estimator regarding model selection and parameter estimation in linear models with iid errors persist if the errors are heteroscedastic. Nevertheless the asymptotic variance is suboptimal if one does not use a weighted penalized least squares criterion in contrast to the homoscedastic case. Therefore we proposed weighted penalized least squares estimators, where the parameters in the variance function are obtained from preliminary estimators. The resulting estimators have the same model selection properties as the classical estimators but additionally yield optimal asymptotic variances of the estimators corresponding to the non vanishing components. The asymptotic results are supported by a finite sample study. In the examples under consideration the weighted versions of the estimates usually yield a substantially smaller mean squared error. Moreover in most cases the new estimators -in particular the weighted adaptive Lasso -have model selection properties comparable with the estimators, which do not take scale information into account. All results are formulated for the case of a finite dimensional explanatory variable. The case where the dimension of the explanatory p = p n increases with n requires a completely different asymptotic analysis and is devoted to future research.
