then X is classified into class W1; otherwise X is classified into class W2.
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Where in this paper: log is the natural logarithm;
lB1 is the determinant of the covariance matrix of class i, i = 1, 2; B ' is the inverse of the covariance matrix of class i; X is the feature vector; A, is the mean feature vector of class i; (X -A,)T is the transpose of the column vector (X -A,).
Three nonparametric classifiers were used: (a) the minimum distance classifier with a Euclidean 
are the yellow and blue filtered intensities of the point (i, J) respectively. Column 4 of Table  III shows the results for the entire testing set. 
