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K urzfassung 
Wir stellen das System PLUS vor, ein planbasiertes graphisches Hilfesystem fiir Applikatio-
nen mit einer objektorientierten Benutzerschnittstelle. Es werden die Hilfekomponente 
InCome+, die Animationskomponente und der graphik-orient ierte Planeditor PlanEdit+ be-
schrieben. PlanEdit+ ermoglicht den interaktiven Aufbau der hierarchischen Planbasis, die 
die Grundlage fUr den Planerkennungsprozefi bildet. Eine zentrale Komponente der graphi-
schen Hilfe in unserem System stellt das Modul InCome+ dar, das den Interaktionskontext des 
Benutzers visualisiert und dariiberhinaus weitere Features wie semantische Undo- und Redo-
Moglichkeiten und einen kontext-sensitiven Tutor zur Verfiigung stellt. Als wesentliche Er-
weiterung der graphischen Benutzerunterstiitzung wird innerhalb von PLUS die Prasentation 
animierter Hilfe integriert. Es werden Benutzeraktionen simuliert , indem eine Animation iiber 
die aktuelle Benutzerschnit tstelle gelagert wird. Die Animationssequenz wird im Kontext der 
aktuell vom Benutzer verfolgten Aufgabe generiert. 
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1 Einleitung 
Zielsetzung des PLUS-Projektes ist die Entwicklung und Implementierung eines planbasierten Hil-
fesystems unter Verwendung und Umsetzung bestehender Forschungsergebnisse aus verschiedenen 
Bereichender Kiinstlichen Intelligenz. Dabei versteht man unter einem Plan eine Sequenz von Ak-
tionen, die zur Bearbeitung einer Aufgabe und somit zum Erreichen eines bestimmten Zieles abgear-
beitet werden miissen. 1m Gegensatz zu den bisherigen Hilfesystemen, die meist fiir Kommando-
orientierte Schnittstellen entwickelt wurden (siehe z.B. [6], [7], [18], [17], [2]), arbeitet PLUS in 
Applikationen, die dem Benutzer graphische Bedienoberfiachen zur Verfligung stellen, und deren In-
teraktion auf dem Prinzip eines benutzergeflihrten Dialoges mittels direkter Manipulation (vgl. [12], 
[13]) basiert - sogenannte "Direkt-Manipulative Benutzerschnittstellen" (DMI). 
Die Besonderheit solcher DMI-Umgebungen liegt in der groBen Flexibilitat des Benutzers bei der 
Ausfiihrung von Aktionen. Die zu einem Plan gehorenden Aktionen unterliegen i.a. weder einer 
strengen Reihenfolgebeziehung, noch ist ein enger zeitlicher Zusammenhang fiir ihre Ausfiihrung 
erforderlich. Der Benutzer kann mehrere Plane parallel verfolgen und beliebig zwischen ihnen hin-
und herspringen. Erleichtert diese Flexibilitat einerseits dem erfahrenen Anwender die Arbeit mit 
einem solchen System, so kann andererseits der im Umgang mit einer DMI-Oberfiache ungelibte 
Benutzer aufgrund der entstehenden Komplexitat leicht auf Probleme stoBen. Das im PLUS-Projekt 
zu entwikkelnde Hilfesystem solI dabei einen menschlichen Experten ersetzen, den ein Benutzer in 
einer solchen Situation urn Hilfe bitten wiirde, oder der ihm bei seiner Arbeit 'liber die Schulter 
schaut' und ihm gegebenenfalls Ratschlage gibt, sobald er ein ineffizientes oder fehlerhaftes Vorgehen 
erkennt. Wie ein solcher Experte ist unser Hilfesystem im Gegensatz zu Handbiichern oder einer 
statischen Online-Hilfe in der Lage, kontext-abhangig auf die Probleme des Benutzers einzugehen. 
Urn diesem Anspruch gerecht zu werden, solI unser Hilfesystem verschiedene Formen intelligenter 
Benutzerunterstiitzung bereitstellen - aktive, passive, implizite und kooperative Hilfe. 
Der Prototyp des PLUS Systems wurde in Small talk entwickelt. Die Konzeption und das De-
sign des Prototypen orientieren sich an modernen Programmentwurfsmethoden und Konzepten der 
objektorientierten Softwareentwicklung (siehe u.a. [19], [3]). 
Abschnitt 2 gibt einen Uberblick liber die Architektur des PLUS Systems und die Funktiona-
litat der einzelnen Komponenten. In Abschnitt 3 folgt eine Beschreibung des graphik-orientierten 
Planeditors PlanEdit+, der eine komfortable, interaktive Eingabe der hierarchischen Planbasis in 
einer objektorientierten Oberfiache ermoglicht. 
Urn dem Benutzer eine adaquate Unterstlitzung bei seiner Arbeit in einer graphischen Bedien-
oberfiache geben zu konnen, bietet PLUS seine Hilfe ebenfalls graphisch aufbereitet an. Diese gra-
phische Hilfe wird realisiert durch die Komponente InCome+, die in Abschnitt 4 beschrieben wird. 
In Abschnitt 5 wird gezeigt, wie animierte Hilfe als sinnvolle Erweiterung graphischer Benutzerun-
terstiitzung eingesetzt werden kann. 
2 Das System PLUS 
Das zentrale Modul eines planbasierten Hilfesystems ist der Planerkenner. Wahrend der Benutzer mit 
dem Anwendungssystem arbeitet, versucht der Planerkenner, die ausgefiihrten Aktionen auf Plane 
abzubilden, urn Annahmen beziiglich der yom Benutzer intendierten Ziele zu treffen. Diese Hypothe-
sen bilden die Grundlage, urn dem Benutzer verschiedene Arten von Hilfe anbieten zu konnen. 
Es existieren zwei grundlegend verschiedene Ansatze zur Realisierung planbasierter Systeme. Man 
kann unterscheiden zwischen Systemen, bei denen zur Laufzeit mittels eines Plangenerierungssystems 
Plane erzeugt werden, die als Grundlage fiir den Planerkenner dienen (vgl. z.B. [2]), und Systemen, 
dei denen eine vorgefertigte Planbasis die Grundlage fiir den ErkennungsprozeB bildet. Innerhalb 
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von PLUS wird der zweite Ansatz verfolgt. 
Urn eine adaquate Umsetzung der Erfordernisse, die an eine Planerkennung in einer DMI-Um-
gebung gestellt werden, zu gewahrleisten, wird in PLUS ein zweistufiger Planerkennungsproze:B ver-
wendet. Die erste Stufe verarbeitet die low-level-Events wie Mausaktionen und Tastatureingaben. 
Mit Hilfe dieser ersten Stufe der Planerkennung ist es moglich, bevorzugte Interaktionsstile des Be-
nutzers zu erkennen - verwendet er haufiger die Maus oder bevorzugt er 'short-paths' - und diese 
in einem einfachen Benutzermodell mitzuprotokollieren. Dieses Benutzermodell kann einerseits dazu 
verwendet werden, Hilfeinformation an die Gewohnheiten des Benutzers anzupassen, andererseits ist 
es auch moglich, auf fehlendes Wissen seitens des Benutzers bzgl. alternativer Interaktionskonzepte 
zu schlie:Ben und ihm eine entsprechende Hilfe anzubieten. Dariiberhinaus kann diese Ebene beispiels-
weise auch bei der Generierung von Hilfesequenzen dazu verwendet werden, die effektivste Interaktion 
zum Ausfiihren einer bestimmten Aktion zu bestimmen. Dieser zweistufige Ansatz hat den Vorteil , 
daB die Ebene der Events behandelt wird, ohne den eigentlichen Planerkennungsproze:B zu belasten. 
Man kann die erste Ebene als eine Art Kurzzeitgedachtnis auffassen, welches nur den momentanen 
Zustand der aktuellen Ereignisse kennt. 
Die Ergebnisse der erst en Planerkennungsstufe sind die yom Benutzer ausgefiihrten Applikations-
spezifischen Aktionen, die etwa als Items innerhalb von Pulldown-Meniis selektierbar sind. Diese 
Aktionen werden in einer Dialoghistorie gespeichert, die als Eingabe fiir die zweite Stufe des Plan-
erkennungsprozesses dient. Diese zweite Stufe wird durch das Modul PlanRecognizer+ realisiert. 
PlanRecognizer+ versucht mit Hilfe eines Spreading Activation Algorithmus, die in der Dialoghis-
torie gespeicherten Aktionen auf Plane in einer vorgefertigten hierarchischen Planbasis abzubilden. 
Eine Hierarchisierung der Planbasis ist unerlasslich, urn dem Benutzer adaquate Unterstiitzung 
auf einem geeigneten Abstraktionsniveau geben zu konnen, und urn einen effizienten Planerken-
nungsprozeB zu gewahrleisten. Da logisch zusammenhangende Aktionssequenzen sehr oft in ver-
schiedenen Planen als Teilsequenzen auftauchen, ist es naheliegend, diese als eigenstandige Plane zu 
definieren, und sie dann als Teilplane der entsprechenden abstrakteren Plane zu definieren. Dadurch 
ergibt sich eine Planhierarchie mit mehreren Ebenen. Diese sogenannte statische Planbasis wird 
miUels des graphik-orientierten Planeditors PlanEdit+ eingegeben (vgl. Abschnitt 3). 
Der Spreading Activation Algorithmus baut zur Laufzeit eine sogenannte dynamische Planba-
sis auf. Das in der dynamischen Planbasis enthaltene hypothetische Wissen iiber die aktuell yom 
Benutzer verfolgten Plane und Ziele wiederum dient zusammen mit einer Wissensbasis iiber allge-
meine Hilfe-Konzepte als Grundlage fiir die Hilfekomponenten und fiir InCome+ (vgl. Abb. 1, PLUS 
System-Architekur ). 
Aufgrund der graBen Flexibilitat des Benutzers bei der Bearbeitung seiner Aufgaben kann die 
Zahl der in der dynamischen Planbasis enthaltenen Hypothesen sehr schnell wachsen. Urn sie 
einzuschranken, verwenden wir eine Reihe von Fokussierungs-Techniken: 
• Mit Hilfe von Time Frames werden die in der dynamischen Planbasis enthaltenen Plane in ver-
schiedene Klassen unterteilt. Diese Klassifizierung wird beispielsweise dazu benutzt, dem Be-
nutzer bei einer Hilfeanforderung eine geeignete Auswahl der Planhypothesen zu prasentieren. 
• Fur jeden Plan konnen Cancel-Aktionen definiert werden, deren Ausfiihrung durch den Be-
nutzer zum sofortigen Verwerfen der jeweiligen Planhypothese fiihrt. Ein typisches Beispiel fiir 
eine Cancel-Aktion ist das Loschen eines Objektes, das in der Parameter-Liste eines Planes 
enthalten ist. 
• Plane konnen auf bestimmte Views l beschrankt werden. Wird ein View geschlossen, so konnen 
alle mit diesem View assoziierten Planhypothesen verworfen werden. 










Abbildung 1: PLUS System-Architektur 
Durch die Beschrankung der Anzahl der Planhypothesen ist der Einsatz dieser Fokussierungs-
Techniken auch ein wesentliches Hilfsmittel zum Erzielen einer annehmbaren Laufzeit, was einen 
wichtigen Aspekt fiir die Benutzer-Akzeptanz eines Hilfesystems darstellt. 
Die folgenden Abschnitte enthalten eine detailliertere Beschreibung der Komponenten Planediior, 
InCome+ und Animation. 
3 Der Planeditor 
Unsere Planhierarchie umfal3t 3 Typen von Objekten: Aktionen, Plane und Ziele. Sie ist wie folgt 
aufgebaut (vgl. Abb. 2): 
• Die unterste Ebene besteht aus den Aktionen, die der Benutzer bei semer Arbeit mit der 
Applikation ausfiihren kann. Aktionen konnen Teile von Planen sein. Diese Beziehung wird 
reprasentiert durch eine Kante zwischen einem Aktionsknoten und dem entsprechenden Plan-
knoten. 
• Ein Plan setzt sich zusammen aus einer Menge von Aktionen und/oder Teilzielen. Mit jedem 
Plan ist genau ein Ziel assoziiert, das durch die Ausfiihrung des Planes erreicht wird. 
• Ein Ziel kann auf verschiedenen Wegen erreicht werden, wobei jeder Weg einem Plan entspricht. 
Einige davon konnen suboptimal oder sogar falsch sein. Ziele konnen wie Aktionen Teile von 










Abbildung 2: Planhierarchie 
o 0 0 
Fiir die in der Planbasis enthaltenen Elemente konnen eine Reihe von Eigenschaften definiert 
werden. Dazu wurde die Planbeschreibungssprache GPL + entwickelt, mit deren Hilfe verschiedene 
eng mit einer DMI-Umgebung verkniipfte Probleme wie Optionaiitiit, multiple Selektion, Iteration, 
Parallelitiit sowie verschiedene Sichten auf Objekte abgebildet werden konnen. Daneben konnen allge-
mein bei Planerkennung auftretende Merkmale wie Parameter- und Zeit-Constraints, Plan-Abbruch 
und Plan-Interaktionen modelliert werden. GPL + bietet auBerdem die Moglichkeit , die einzelnen 
Elemente mit Hierarchie-Information zu versehen, urn so die Struktur der Planbasis zu defini eren. 
Aufgrund des Aufbaus unserer Planbasis - eine Objekt-Hierarchie mit spezifischen Eigenschaften 
pro Objekt - war es naheliegend, einerseits eine objektorientierte interne Implementation der Plan-
basis zu wahlen, und andererseits dem Plandesigner auch eine moglichst komfortable , objektorien-
tierte Eingabemoglichkeit zur Verfiigung zu stellen. Zu diesem Zweck wurcle cler graphik-orientierte 
Planeditor PlanEdit+ entwickelt, der den interaktiven Aufbau der hierarchischen Planbasis in einer 
DMI-Oberflache ermoglicht. 
A bb. 3 zeigt das Arbeitsfenster von PlanEdit+, in dem der groBte Teil der Interaktion stattfindet. 
Die Elemente der Planbasis werden als graphische Objekte dargestellt . Jedes Objekt besteht aus 
einem Icon, das den Typ des Elementes reprasentiert, und dem Namen des Elementes. In der Typ e 
Box in der unteren linken Ecke des Arbeitsfensters werden Icons fiir die drei verschiedenen in der Plan-
basis enthaltenen Elemente zur Verfiigung gestellt: Aktionen, Plane und Ziele. Diese Icons dienen 
als ' Reservoir' fiir das Erzeugen neuer Elemente. Die Eigenschaften der Elemente konnen in einer 
Reihe von Dialog-Boxen spezifiziert werden. Die Anordnung der Elemente im Arbeitsfenster ist be-
liebig, d.h. der Anordnung wird keine Bedeutung beziiglich der Struktur der Planbasis beigemessen. 
Eine graphische Unterstiitzung zur Visualisierung der Baumstruktur etwa durch die Einbeziehung 
von Kanten ware zwar wiinschenswert, allerdings lag der Hauptschwerpunkt der Arbeit im PLUS 
Proj ekt in der Entwicklung des Hilfesystems, so daB aufgrund der begrenzten personellen Resourcen 
bisher keine Weiterentwicklung der graphischen Aufbereitung der Planbasis erfolgen konnte. 
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Abbildung 3: PlanEdit+ Arbeitsfenster 
Da der Inhalt des Arbeitsfensters bei einer wachsenden Planbasis sehr schnell uniibersichtlich wird, 
wurde ein zweiter Fenster-Typ hinzugefiigt , der es ermoglicht, sich die Struktur bereits definierter 
Plane und Ziele separat anzusehen und Modifizierungen vorzunehmen (vgl. Abb, 4, Beispiel eines 
Plan-Fensters). 
1m Gegensatz zum Arbeitsfenster entspricht die Anordnung der Objekte innerhalb eines Plan-
Fensters der durch die zeitlichen Constraints definierten logischen Abfolge der entsprechenden Ele-
mente innerhalb des Planes. Die Elemente sind in chronologischer Folge von links nach rechts an-
geordnet. Fur Elemente, die iIi einer Spalte angeordnet sind, sind untereinander keine zeitlichen 
Constraints spezifiziert. 
Nach der vollstandigen Spezifikation der Planbasis mit PlanEdit+ wird ein entsprechendes Small-
talk-Modul zur Modellierung der internen, objektorientierten Reprasentation der statischen Planbasis 
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Abbildung 4: Verschiedene Fenstertypen 
4 Die Komponente InCome+ 
Eine zentrale Komponente der graphischen Hilfe im PLUS System ist der Interaction Control Ma-
nager InCome+ (vgl. [15], [5]). Er erzeugt eine graphische Visualisierung des aktuellen Interaktions-
. kontextes, der Dialoghistorie und der moglichen zukiinftigen Interaktionsschritte, die der Benutzer 
ausfuhren kann, urn bestimmte Ziele zu erreichen. InCome+ bietet somit dem Benutzer eine schnelle 
und hilfreiche Erinnerungsstiitze, urn zum Beispiel eine temporar unterbrochene Arbeit mit dem 
Computer wieder aufzunehmen. Es unterstiitzt den Benutzer beim Verlassen von Systemzustanden, 
die ihm nicht vertraut sind, und beim explorativen Agieren (vgl. [9]) , indem die nachsten moglichen 
Interaktionsschritte zum Erreichen eines Ziels visualisiert werden. InCome+ erfiillt folgende An-
forderungen : 
• Adaquate Visualisierung von Benutzerinteraktionen, 
• Darstellung verschiedener Abstraktionsebenen von Planen (interaktiv veranderbar), 
• Visualisierung moglicher zukiinftiger Interaktionen, 
• Graphische Navigationsfunktionen, 
• Darstellung von Planinteraktionen wie Planeinbettung, Planiiberlappung und Planunterbre-
chung, und 
• Semantische Undo/Redo Moglichkeiten. 
Die beiden Komponenten, auf die InCome+ zuriickgreift, sind der Planerkenner und die Planver-
vollstandigungskomponente. Die Planvervollstandigungskomponente generiert auf Anfrage gultige 
Aktionssequenzen fur Planhypothesen, die in der dynamischen Planbasis enthalten sind. Dabei 
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werden zeitliche Constraints erfiillt und anhand der Parameter-Constraints bekannte Parameterwerte 
propagiert. 
InCome+ wird fortlaufend iiber den PlanerkennungsprozeB informiert. Aus den eingehenden 
Daten generiert InCome+ eine interne Darstellung des Interaktionskontextes und visualisiert diese 
analog zu einem gerichteten Graphen auf dem Bildschirm. Die Instanzen der Objektklassen Plan, 
Aktion und Ziel sind durch Knoten dargestellt. Urn die Sequenz von Aktionen eines Plans widerzus-
piegeln, werden die Knoten eines Plans mit Pfeilen verbunden (siehe Abb. 5). 
Die Darstellung des Graphen reflektiert von oben nach unten die chronologische Reihenfolge 
der ausgefiihrten Aktionen. Da InCome+ nicht nur die bereits ausgefiihrten Aktionen und erkannten 
Plane visualisiert, sondern auch mogliche zukiinftige Interaktionen, werden zur Unterscheidung dieser 
beiden Klassen die dargestellten Knoten in unterschiedlicher Farbe visualisiert. 
! •. - - •. - ... 
::r"] : ~:.. .. ~ 
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Abbildung 5: Dargestellte Elemente in InCome+ 
In Abb. 5 sind die drei modellierten Objektklassen Aktion, Plan und Ziel sichtbar. Eine Aktion 
wird als einzelnes Blatt Papier, ein Plan als ein Stapel von Blattern visualisiert. Das zu einem 
Plan gehorende Ziel wird am Ende der Aktionssequenz des Plans durch eine stilisierte Zielfahne 
visualisiert. 
InCome+ prasentiert sich in einem eigenen Fenster. Die dargestellten Knoten sind maus-sensitiv. 
Die InCome+-spezifischen Aktionen werden in Pull-down Menus zusammengefaBt. 
Benutzeraktionen in InCome+ konnen in drei Kategorien aufgeteilt werden: 
• Graphische Navigation, 
• Hierarchische Navigation, und 
• Indirektes Interagieren mit der Applikation. 
Graphische Navigation enthalt Aktionen wie scrolling, overview und suchen von Knoten nach 
bestimmten Suchkriterien. Das Overview Fenster enthalt den gesamten visualisierten Graphen, der 
graphisch abstrahiert und in einer reduzierten GroBe dargestellt wird. Innerhalb des Overview Fen-
sters werden weitere navigatorische Aktionen angeboten wie indirektes und direktes Positionieren des 
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InCome+ Fensters. Zusatzlich kann die lineare Dialoghistorie in einem separaten Fenster angezeigt 
werden. In dieser Darstellung werden reversible Aktionen und in der Applikation gesetzte Jreezing-
points visuell hervorgehoben. In Abb. 6 ist im linken unteren Fenster die lineare Dialoghistorie 
sichtbar. Die ikonifiziert dargestellten und nach oben gerichteten Pfeile markieren reversible Aktio-
nen. 
fl [] InsEntryNet(S.C) 
~ ..... ... Newen~es~rC 
fl [] OlkStdBootPath(S 
~ ......... Standard boot 
f.1I [] CrStdBootPath(S,C) 
U ........ Standard boot path 
.... 
[] DetFsSize(S,C) 
.. .. ... File system size for 
file Navigation ..!:!Ierarchy 
Yiew Qption !!elp 
Abbildung 6: Lineare Historie und Overview 
Hierarchische Navigation erlaubt die Darstellung visualisierter Plane in verschiedenen Ab-
straktionsstufen . Durch die Modellierung der unterschiedlichen Planinteraktionen in der hierarchi-
schen Planbasis und deren Behandlung wahrend des Planerkennungsprozesses baut InCome+ eine 
Visualisierung auf, die die Planinteraktionen refiektiert (vgl. Abb. 7 und Abb. 8). Es werden Aktio-
nen zum Expandieren und zum Abstrahieren von Planen angeboten. In Abb. 7 iiberlappen sich die 
beiden Plane PrepBootParam(C,S) und PrepProtRoot(S,C) mit dem Plan Prep (C,S). 
Zusatzlich zu diesem stufenweisen vertikalen Bewegen in der Hierarchie wird eine analog zu einem 
Fish-Eye Objektiv arbeitende Funktion angeboten. Dabei wird jedes Objekt, welches nicht im In-
teressenbereich des Benutzers liegt, soweit wie moglich abstrahiert, ohne die Abstraktionsebene des 
fokussierten Bereichs zu verandern. 
Ein indirektes Interagieren mit der Applikation wird durch einen tutoriellen Modus und durch 
den Zugriff auf Undo- und Redo-Mechanismen der Applikation ermoglicht. 
Der Benutzer selektiert ein Ziel, zu dem er 'gefiihrt' werden mochte, und aktiviert den tutoriellen 
Modus. InCome+ erfragt daraufhin die optimale Aktionssequenz zum Erreichen des gewahlten Ziels 
von der Planvervollstandigungskomponente. Die erhaltene Aktionssequenz wird in einem separaten 
Fenster textuell in einer Art To-Do-List dem Benutzer visualisiert (vgl. Abb. 9). Von jetzt an 
beobachtet InCome+ die Interaktionsschritte des Benutzers und vergleicht diese mit der To-Do-List. 
Die anschlieBend vom Benutzer korrekt ausgefiihrten Aktionen der To-Do-List werden mit einer 
Markierung versehen. Nach jeder Aktion wird die To-Do-List entsprechend sortiert, damit sie die 
nun giiltige Aktionssequenz zum Erreichen des gewahlten Ziels refiektiert (vgl. Abb. 10). 
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Abbildung 7: Uberlappende Darstellung 
Abbildung 8: Planeinbindung 
Hat der Benutzer eine Aktion ausgefiihrt, die es unmeglich macht, das gewahlte Ziel zu erreichen, 
informiert ihn InCome+ iiber diesen Zustand. Kann die Aktion storniert werden oder kann der 
Systemzustand, der vor der Ausfiihrung der Aktion giiltig war, erreicht werden, zeigt InCome+ dem 
Benutzer die notwendigen Schritte zum direkten (via reversibler Aktionen) bzw. indirekten (via 
Zuriicksetzen auf freezing-points und eventuelles Redo von Aktionen) Stornieren der Aktion an. ) 
InCome+ bietet eine Schnittstelle zu den Undo-Mechanismen der Applikation an. Urn zwei ver-
schiedene Undo Prinzipien (funktionsorientiert vs. zustandsorientiert; siehe u.a. [10], [11], [20]) 
behandeln zu kennen, arbeitet InCome+ mit einem erweiterten funktionsorientierten Ansatz unter 
Verwendung von freezing-points (vgl. [9]), auf die mit Hilfe von Applikationsfunktionen zuriickgesetzt 
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werden kann. Durch die Darstellung des Interaktionskontextes auf einer abstrakteren Ebene als 
der Aktionsebene, ist der Benutzer in der Lage, Stornierungen auf einer semantischen Ebene (der 
Planebene) auszudriicken. Die Unterstiitzung eines Jreien Undos (siehe u.a. [10]) ist im jetzigen 
System nicht vorgesehen. 
ChkStd BootPath(S. q 
Check standard boot paths for C. 
CrStdBootPath(S. q 
Create standard boot path for C. 
I~::::,..······· · ··· ········· ·········· · · ······ ······ ··· ....... .. ............. ....................... . 
Abbildung 9: Tutorieller Modus 
CrStdBootPath(S.q 
Standard boot path for C created. 
Cr8ootRle(S. C) 
Create Boot FII~.~~:~: :~:.::: :::::::: :::::: ::::::: ::::::::: : :: ::::::: :::]BJ ... ::: r:·:··.·:I~~~.·.·:·:·1 : 
PrepRevUp 
Prepare reverse up demon. 
Abbildung 10: Tutorieller Modus mit bereits ausgefiihrten Aktionen 
5 Animierte Hilfe 
Einen weiteren Aspekt der graphischen Benutzerunterstiitzung stellt die Anbindung animierter Hilfe 
dar. Konventionelle Hilfesysteme und wissensbasierte Hilfesysteme stoBen mit einer rein textuellen 
Hilfe an ihre Grenzen, sobald der Benutzer Hilfe zur Durchfiihrung einzelner Interaktionsschritte einer 
Applikation benotigt, wenn es also urn die Beantwortung von Fragen oder Aufforderungen folgender 
Form geht: "Wie Juge ich Objekt A zum Container-Objekt B hinzu ?" oder "Zeige mir bittel wie ich 
nur die Objekte XI Y und Z angezeigt bekomme.". Ein generierter Hilfetext konnte moglicherweise 
lauten: "Bewege die Maus zu der Position des Objektes A und drucke die Zinke Maustaste nieder. 
Bewege nun mit niedergedruckter Taste die Maus zu der Position des Container-Objektes B . Lasse 
die Maustaste wieder los. II. Es wird deutlich, daB eine animierte Sequenz der Interaktionsschritte 
dem Benutzer eine adaquatere Unterstiitzung bietet. 
Innerhalb des PLUS-Projektes wird eine Animationskomponente entwickelt, die, im Gegensatz 
zur animierten Hilfe in den Systemen GAK (Graphical Animation from Knowledge, vgl. [8]) und 
Cartoonist (siehe [14]), einen starkeren Bezug zur moment an yom Benutzer verfolgten Aufgabe er-
reicht. Durch die Anbindung der Animationskomponente an den Planerkenner und die Planvervoll-
standigungskomponente, kann die Animationskomponente auf Anfrage gezielt fiir eine Planhypothese 
eine Sequenz von Animationsschritten generieren. 
Die Generierung der Animationsschritte erfolgt in zwei Phasen. In der ersten Phase komplettiert 
die Planvervollstandigungskomponente eine Planhypothese durch Generieren einer Aktionssequenz. 
Diese Aktionssequenz dient der Animationskomponente als Grundlage fiir die inkrementelle deduktive 
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Generierung der Animationsschritte (zweite Phase). Die Animationskomponente greift hierbei auf 
die in der Wissensbasis fiir jede Aktion definierten Vor- und Nachbedingungen zu. Eine inkrementelle 
Generierung ist notig, urn jeweils den neuen Bildschirmkontext beriicksichtigen zu konnen. 
Die Durchfiihrung der Animationsschritte erfolgt durch imitierte Mauseingaben, die von der Ani-
mationskoII).ponente erzeugt werden. Die so simulierten Mausaktionen werden der Benutzungsober-
flache so zugefiihrt, daB diese reagiert , als wiirden die Eingaben vom Benutzer stammen. 
Die Wissensbasis ist in die Teile aktionsspezijisches, animationsspezijisches, generisches und in-
terJacespezijisches Wissen untergliedert. Die Wissensbasis dient als eine Erweiterung der statischen 
Planbasis und ist nur durch die Teile des aktionsspezijischen und interJacespezijischen Wissens ap-
plikationsabhangig. 
Durch die Reprasentation von generischen Interface-Konzepten in der Wissensbasis, konnen auch 
navigatorische Animationsschritte generiert werden. So werden z.B. Animationssequenzen zum Ver-
schieben des sichtbaren Bereiches eines Fensters oder zum Hinzufiigen von Objekten, die in der 
aktuellen Darstellung ausgeblendet sind, in die momentane Visualisierung generiert. 
6 Implementation 
Der Prototyp des PLUS-Systems wurde in Smalltalk/V PM unter dem Betriebssystem OS/2 auf 
einem IBM PS/2 mit 8MB Hauptspeicher entwickelt. Die Konzeption und das Design des Prototypen 
orientiert sich an modernen Programmentwurfsmethoden und -konzepten (siehe u.a. [19], [3]). Dabei 
konnte die Struktur der objektorientierten Benutzungsoberflache (Presentation Manager) des OS/2 
Betriebssystems dank der sehr guten Einbettung des Smalltalk/V Systems ausgenutzt werden. 
7 Zusammenfassung und Ausblick 
In diesem Papier haben wir gezeigt, wie graphische Hilfe als adaquates Mittel zur Benutzerun-
terstiitzung eingesetzt werden kann. Dabei zeigt die Integration von Animation in ein Hilfesystem 
eine interessante Perspektive auf. Zusatzlich zur animierten Darstellung der Interaktionsschritte 
konnte eine automatisch generierte Animationssequenz zur Verdeutlichung der Handhabung des 
Eingabemediums erfolgen. 
Urn der Anforderung einer 'narrated animation' (siehe [1]) gerecht zu werden, ist an eine na-
tiirlichsprachliche Ausgabe gedacht, die zusatzlich die Animation kommentiert. Dabei sollten die 
Kommentare auch einen erklarenden Charakter besitzen (siehe u.a. in [16], [4]). 
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