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Using a finite-frequency recursive Green’s function tech-
nique, we calculate the dynamic magneto-conductance fluc-
tuations and oscillations in disordered mesoscopic normal
metal systems, incorporating inter-particle Coulomb interac-
tions within a self-consistent potential method. In a disor-
dered metal wire, we observe ergodic behavior in the dynamic
conductance fluctuations. At low ω, the real part of the con-
ductance fluctuations is essentially given by the dc universal
conductance fluctuations while the imaginary part increases
linearly from zero, but for ω greater than the Thouless energy
and temperature, the fluctuations decrease as ω−1/2. Simi-
lar frequency-dependent behavior is found for the Aharonov-
Bohm oscillations in a metal ring. However, the Al’tshuler-
Aronov-Spivak oscillations, which predominate at high tem-
peratures or in rings with many channels, are strongly sup-
pressed at high frequencies, leading to interesting crossover
effects in the ω-dependence of the magneto-conductance os-
cillations.
PACS numbers: 72.30.+q, 72.20.My, 71.55.Jv.
Quantum transport in mesoscopic normal metal sys-
tems has been extensively studied both experimentally
and theoretically in the last decade.1–10 Most of the work
has focused on interference effects in static (ω = 0) trans-
port properties, such as universal conductance fluctua-
tions (UCF) of order e2/h in wires and hc/e-periodic
Aharonov-Bohm oscillations in mesoscopic rings. Re-
cently, dynamic properties of these systems have begun
to be investigated.11–14 The dynamic response of meso-
scopic systems is of fundamental interest because the fre-
quency introduces another energy scale into the problem
which plays a role quite different from temperature, and
there are possible device applications, such as a meso-
scopic photovoltaic effect device.15
In this rapid communication, we present a theoreti-
cal investigation of dynamic magneto-conductance fluc-
tuations and oscillations in disordered mesoscopic nor-
mal metal systems, using the recently developed finite-
frequency Landauer-Bu¨ttiker formalism.11,12 An advan-
tage of this formalism is that the qualitative frequency
dependence can be understood by simple arguments.
Furthermore, this method can take into account the in-
ternal potential distribution in the sample due to the
dynamic response of the system by an approximate self-
consistent potential method.12
We consider the diffusive but phase-coherent transport
regime, where the elastic mean-free path is less than the
sample length L, but the temperature T is low enough
so that the inelastic mean-free path is much larger than
L. There are then three important energy scales in the
problem: kBT , h¯ω, and the Thouless energy Ec. Ec
is defined5 as the energy change necessary for electrons
traversing the sample to pick up a phase difference of
order unity. For diffusive transport, where the typical
path length S ∼ vFL
2/D,
Ec ≃ hvF /S ≃ hD/L
2 ≃ gc∆E, (1)
where D is the diffusion constant, ∆E is the level spacing
at EF , and gc is the dc conductance (in units of e
2/h). In-
teresting effects occur due to the interplay of these three
energy scales.
We find the following results: (1) In disordered wires
at T = 0, both the real and (for sufficiently large fre-
quencies) imaginary parts of the conductance fluctua-
tions δg(ω) show UCF for ω < Ec, and both fall as
ω−1/2 for ω ≫ Ec. These fluctuations are ergodic over all
frequencies investigated. (2) In disordered metal rings,
the hc/e Aharonov-Bohm (AB) conductance oscillations
with respect to magnetic field persist to high frequencies,
and have a frequency dependence similar to that of the
conductance fluctuations. The hc/2e Altshuler-Aronov-
Spivak (AAS) oscillations, which predominate at high
temperatures or in samples with many channels, show
a more rapid decrease with frequency;3 as a result, the
magneto-conductance oscillations may cross over from
AAS to AB behavior when the frequency is increased.
Following conventional treatments,16 we consider the
mesoscopic sample as a disordered region which scat-
ters electrons incident from semi-infinite ordered regions
(perfect “leads”). Using the recently developed finite-
frequency Landauer-Bu¨ttiker formula, the conductance
matrix for a multi-probe system of noninteracting elec-
trons, gαβ(ω) ≡< δIα(ω) > /δUβ(ω), where < Iα > is
the current in lead α and Uβ is the potential in lead β,
may be written as11,12
gαβ(ω) =
e2
h
∫
dE Tr{1αδαβ − s
†
αβ(E)sαβ(E + h¯ω)} (2)
×
f(E)− f(E + h¯ω)
h¯ω
,
where sαβ(E) is the scattering matrix for electrons of
energy E, and the trace over channels includes spin.
Eq. (2) is valid11,12 for ω ≪ 2pivF /L. Thus the dy-
namic conductance is related to the correlation of trans-
mission (or reflection) coefficients at energies differing
1
REVTEX 3.0 Das Sarma Group Preprint, 1994
by h¯ω. For a two-lead non-interacting mesoscopic sys-
tem (i.e. α, β = 1, 2) with a symmetric drop in po-
tential across the device, the measured conductance is
g(ω) = [g11(ω)− g12(ω)]/2.
We simulate the mesoscopic system using a tight-
binding model on a square lattice, with unit nearest-
neighbor hopping matrix element. The disorder is mod-
eled by an on-site random potential ranging from −W/2
to W/2. A magnetic field modifies the hopping term
by a Peierls phase factor. The retarded single particle
Green’s function G+ is calculated using the recursive
Green’s function algorithm.17,18 For an L × M system
(length L, width M), the transmission and reflection co-
efficients t ≡ s12 and r ≡ s11 are determined using the
following relations:2
rmn = i(vmvn)
1/2G+mn(0, 0)− δmn, (3a)
tmn = i(vmvn)
1/2G+mn(0, L)e
iknL, (3b)
where m,n = 1, 2, ...,M is the channel number, vm is the
group velocity for channelm, and kn is the wavevector for
channel n. In Fig. 1, we show the real (solid curve) and
imaginary (dashed curve) parts of the dynamic conduc-
tance of a 100× 4 wire versus frequency ω, calculated for
noninteracting electrons using Eqs. (2) and (3). Fig. 1 il-
lustrates the generic frequency dependence of a diffusive
metallic conductor: |Im[g]| increases linearly for small
frequencies, becoming comparable to e2/h when ω ∼ Ec;
Re[g] exhibits a weak-localization suppression at low fre-
quencies; both exhibit random fluctuations of order e2/h
on a frequency scale ∼ Ec, which decrease in ampli-
tude with increasing frequency. It should be mentioned
that the results shown in Fig. 1 at frequencies greater
than ωmax = 2pivF /L = 0.13 are, strictly speaking, be-
yond the range of validity of Eq. (2). However, since
sαβ(E) has no structure at this frequency scale for a dif-
fusive metallic conductor, we believe these results are
representative for the somewhat larger systems studied
experimentally,10,14 for which the Thouless energy and
the inverse ballistic transit time are separated by several
orders of magnitude.
The dynamic response of an interacting mesoscopic
system depends in detail on the inhomogeneities in
the local electric field, which must be determined self-
consistently from the external potentials and the dy-
namic charge distribution in the sample, in contrast to
the dc case, where inhomogeneities in the local electric
field are irrelevant in linear response. To lowest order,
the self-consistent potential due to the interactions in
the system can be approximated by a constant induced
potential resulting from the charge pileup in the system,
U ind0 = Q0/C, where C is the effective capacitance of the
mesoscopic wire or ring. Within this approximation, the
response of the interacting system gIαβ can be determined
from the admittances gαβ for the non-interacting system
as12
gIαβ(ω) = gαβ(ω)−
(i/ωC)
∑
γ gαγ(ω)
∑
δ gδβ(ω)
1 + (i/ωC)
∑
γδ gγδ(ω)
. (4)
In Fig. 1, the dynamic conductance of the interacting
system (C = 0) is compared to that of the noninter-
acting system (C = ∞). As is evident from Fig. 1,
the corrections to the dynamic conductance due to the
self-consistent potential are proportional to ω for small
frequencies,12 and are largest in magnitude when ω ∼ Ec,
where the fluctuations away from zero of the sums over
admittances in the second term of Eq. (4) are maximal.
The relevant capacitance scale determining the crossover
from strongly to weakly interacting behavior is set by the
dwell time τ of an electron in the system:12 if RC ≫ τ ,
interactions can be neglected; if RC ≪ τ , interactions en-
force charge neutrality. For a typical diffusive mesoscopic
conductor, such as the Ag ring of Ref. 14, the RC time is
estimated to be several orders of magnitude smaller than
the dwell time ∼ h/Ec, so effectively C = 0. As shown
in Fig. 1, the correction to the conductance due to self-
consistent charging effects can be considerable (of order
e2/h). However, we find no significant change in the
amplitude of the conductance fluctuations or oscillations
when the capacitive effect is incorporated. In the fol-
lowing, averaged quantities shown are for C = ∞, while
results for a single sample use C = 0.
Conductance fluctuations similar to those shown as a
function of ω in Fig. 1 are obtained when the other pa-
rameters of the system are varied. In Fig. 2, we show
the dynamic magneto-conductance fluctuations in disor-
dered mesoscopic wires at T = 0 calculated by averag-
ing over (a) an ensemble of samples, (b) magnetic field,
and (c) chemical potential. Regardless of the averaging
method, the results obtained were equivalent within our
statistical uncertainty (see Fig. 2), demonstrating the er-
godicity of the system. At low frequencies, ω ≪ Ec, the
root mean square value of the real part of the conduc-
tance fluctuations, Re[∆g], is given by the UCF value
(≈ 0.6e2/h), independent of sample size (as long as the
sample is in the quantum coherent transport regime, as
we have assumed), while Im[∆g] increases linearly and
saturates at the same universal value. In the high fre-
quency limit, ω ≫ Ec, ∆g ∼ ω
−1/2, as shown in Fig.
2. The ω-dependence of ∆g may be understood by sim-
ple qualitative arguments based on Eq. (2): gαβ is real
for ω = 0, but the product s†αβ(E)sαβ(E + h¯ω) (for a
single channel) acquires a complex phase of order unity
when h¯ω ∼ Ec, so Re[∆g] and Im[∆g] become compa-
rable at that frequency. For h¯ω ≫ Ec, the product
s†αβ(E)sαβ(E+h¯ω) has an arbitrary complex phase which
varies by an amount of order unity when E → E + Ec.
Standard random walk arguments applied to the integral
in Eq. (2), whose range is roughly from µ− ω to µ, then
give Re[∆g], Im[∆g] ∼ (Ec/ω)
1/2 for h¯ω ≫ Ec, kBT .
We now consider dynamic magneto-transport in meso-
scopic rings. In the dc case, it is well known that a mag-
netic flux placed through a mesoscopic ring generates pe-
riodic conductance oscillations with flux period hc/e [the
Aharonov-Bohm (AB) effect], and hc/2e [the Al’tshuler-
Aronov-Spivak (AAS) effect]. Both have been observed
2
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experimentally in mesoscopic rings.3,5,10 In Fig. 3, we
show the calculated conductance oscillations in a meso-
scopic ring of circumference 80 with 4 transverse chan-
nels (denoted 40 × 4) at ω ∼ Ec and T = 0. For these
parameters, the real and imaginary parts of the AB am-
plitude are comparable, and much greater than the AAS
amplitude. The root mean square AB and AAS ampli-
tudes for an ensemble of 20 100 × 4 rings at T = 0 are
shown in Fig. 4(a). The frequency dependence of the AB
amplitude19 is similar to that of the conductance fluctu-
ations (Fig. 2), while the AAS amplitude is smaller, and
has a more rapid decrease with frequency. Qualitatively,
this ω-dependence may be understood from Eq. (2): The
AB effect comes from the quantum interference of elec-
trons going through opposite branches of the ring; since
these paths have a random phase difference in zero field
even at ω = 0, it is not important that sαβ and s
†
αβ are
evaluated at different energies in Eq. (2) (except that this
makes the AB amplitude complex), and the frequency de-
pendence of the AB effect is therefore similar to that of
the conductance fluctuations. However, the AAS effect
comes from the interference of time-reversed paths encir-
cling the flux which have equal phases in zero field, so
that the AAS effect is insensitive to energy averaging at
ω = 0. But the finite frequency electric field breaks the
time-reversal symmetry of the paths contributing to the
AAS effect,4 leading to an ω−1/2 exp[−(ω/Ec)
1/2] sup-
pression of AAS oscillations at high frequencies.3 The
different frequency dependence of the AB and AAS am-
plitudes is particularly evident in Fig. 4(b), which is for a
single sample at T = 0.05 > Ec. The finite temperature
suppresses the AB effect by energy averaging, but not
the AAS effect, so that the two are comparable at ω = 0.
As the frequency is increased, the AAS effect is strongly
suppressed, but the AB effect is not expected to be sup-
pressed until ω > kBT , and appears to be constant (up to
fluctuations) in Fig. 4(b). This crossover from AAS oscil-
lations to AB oscillations demonstrates the qualitatively
different role of temperature and frequency in quantum
transport in mesoscopic systems.20 We point out that the
ω-dependence of the AB effect shown in Fig. 4(b) is con-
sistent with the experimental results in Ref. 14. However,
we find that the smallness of Im[A] relative to Re[A] at
frequencies greater than Ec is sample specific, and does
not persist in the ensemble average [Fig. 4(a)].
In summary, we have calculated the dynamic magneto-
conductance for disordered mesoscopic normal metal
wires and rings. In a metal wire, we find that the dy-
namic conductance fluctuations decrease as (Ec/ω)
1/2
when the frequency is much larger than the Thouless
energy and temperature; at lower frequency, the real
part of the conductance fluctuations is essentially given
by the dc universal conductance fluctuations while the
imaginary part increases linearly from zero. Similar
frequency-dependent behavior is found for the hc/e-
periodic Aharonov-Bohm oscillation amplitude in a metal
ring. For high enough temperatures, we find that the
oscillations may cross over from hc/2e period to hc/e
period with increasing ω. We find that incorporating in-
teractions through a self-consistent potential changes the
magneto-conductance of an individual mesocopic conduc-
tor considerably, but does not affect the magnitude of the
conductance fluctuations and oscillations.
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FIG. 1. Dynamic conductance of a 100× 4 wire versus fre-
quency ω. Both real (solid line for C = ∞, dash dot line for
C = 0) and imaginary (dashed line for C = ∞, dotted line
for C = 0) parts of the conductance are shown. The disorder
amplitude is W = 1, and Ec is estimated to be 0.03.
FIG. 2. Frequency-dependence of the conductance fluctua-
tions for 100×8 wires. Both real (filled symbols connected by
solid line) and imaginary (open symbols connected by dotted
line) are shown. Cirles are for 100 sample ensemble average;
Squares are for magnetic field average (α = 0 ∼ 0.1); Tri-
angles are for chemical potential avegrage (µ = −0.4 ∼ 0.4).
The dashed line indicates the ω−1/2 behavior. W = 1 and
Ec ≃ 0.03.
FIG. 3. The Aharonov-Bohm effect for a 40 × 4 ring at
finite frequency (ω = 0.02 ∼ Ec). Here the real part (solid
line) is offset by −4e2/h to compare with the imaginary part
(dotted line). The field in the anulus is 25% of that in the
hole.
FIG. 4. Frequency dependence of magneto-conductance
oscillation amplitudes in mesoscopic rings. W = 1 and
Ec ≃ 0.01. The circle is for the AB oscillations, triangle
for the AAS oscillations; The solid symbol is for the real part,
open symbol for the imaginary part. (a) Zero temperature,
20 sample ensemble average. The dashed line indicates ω−1/2
behavior; (b) T = 0.05, single sample, C = 0.
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