Visual interpretation of sign language gesture can be useful in accomplishing natural human robot interaction. This paper describes a sign language gesture based recognition, interpreting and imitation learning system using Indian Sign Language for performing Human Robot Interaction in real time. It permits us to construct a convenient sign language gesture based communication with humanoid robot. The classification, recognition, learning, interpretation process is carried out by extracting the features from Indian sign language (ISL) gestures. Chain code and fisher score is considered as a feature vector for classification and recognition process. It is to be done by the two statistical approaches namely known as Hidden Markov Model (HMM) technique and feed forward back propagation neural network (FNN) in order to achieve satisfactory recognition accuracy. The sensitivity, specificity and accuracy were found to be equal 98.60%, 97.64% and 97.52% respectively. It can be concluded that FNN gives fast and accurate recognition and it works as promising tool for recognition and interpretation of sign language gesture for human computer interaction. The overall accuracy of recognition and interpretation of the proposed system is 95.34%. Thus, this approach is suitable for automated real time human computer interaction tool.
INTRODUCTION
The growing commitment of the society in reducing the barriers to persons with disabilities, added to the advances of the computers and form recognition methods, has motivated the development of the present system that recognized, learn and interpret ate the Indian sign language gesture .Sign language gesture based recognition, learning and interpretation is one of the most promising areas in research appealing its huge applications [28] . An artificial intelligent framework is being built with sign language gesture in order to accelerate Human Robot Interaction accurately. We have chosen suitable recognition, learning, interpretation techniques for the establishment of gesture based communication with humanoid robot. According to the different researcher point of view, hidden markov model (HMM) is a very well acceptable method for gesture recognition. But, we find that it takes more time to recognize the sign language gesture. For this reason we are trying to find a different method which gives same accuracy to recognize, learn and interpret ate sign language gestures but within a very short period of time. Indian Sign Language (ISL) has its own grammatical and syntactical meaning in the linguistic form of signs. It implies a visual-spatial language which consists of hands, arms, and facial expression and head or body postures in such a manner that linguistic information could be provided significantly. The construction of Indian sign language (ISL) gesture [1, 28] can be defined by several parameters like shape of the hand, location of the hand movements in a straight or circular way, orientation of the hand, facial expressions, body or head posture and eye gaze. The sign language gestures primitives are being captured by Indian Sign Language symbols. It imparts a challenge in terms of its complex symbolic gestural representation and proper linguistic understanding. It would be used as a helping agent for interpreting the knowledge among hearing impaired people in their own community. It will increase their strength of conversation in an extreme extent. This paper tries to introduce the strategy for dealing with the dynamic hand gesture recognition, learning and interpretation with reduction of time which will really be helpful for designing a concrete human robot interaction (HRI) system. It incorporates the challenges to extract and interpret ate the dynamic feature from the continuous signals. The current prototype strongly supports the mimicry on humanoid robot in real time. The further expansion on recognition, learning and interpretation includes the translation system between verbal expression and sign language. This system would be useful for hearing impaired people for exchanging information among them through the human robot interaction (HRI) approach. This demands a real time gesture recognition system by translating sign language. The unique and novel techniques using neural network and HMM have been applied separately in our current system to recognize the Indian sign language (ISL) gestures and generate mimicry by the humanoid robot accordingly. Then we try to identify a suitable recognition, learning, interpretations system according to the time taken for recognizing learn, and interpreted the sign language gesture. The used procedure in this automatic recognition is based in the adequate modeled of the hand sign by Neural Network. For it, it has been realized the calculation of Fisher score, which is extracted of HMM [28, 31] . This HMM is fed with the chain code, determined from the band sign image. For this process, the first step has been arranged the capture of samples. It is necessary to create a database with hand sign pictures of the sign text of numerous persons, being the ideal infinite. In our case, it was enclosed for sixty different people (50 hand signs each one). Subsequently, it has been applied a image preprocessing, transforming the color image in a white and black one, with more reduced size, which defines the hand outline. With this outline, we are going to extract a series of parameter, associated in a vector that defines the contour of the hand sign with chain code [29, 32] , and it is classified and parameterized by HMM. From these HMM, some parameters are going to extract, based on the emission probability of the vectors, which are going to determine the score Fisher [28, 32] , for classifying it with Neural Network [33, 34, 39, 40] . This system will he supervised with a training process, in which is learned to differentiate some hand signs of other; and a other test process, where the models will be verified. This process is resumed in the following figure 1. In the second section the creation of the database. In the third, the applied image processing. Subsequently, the calculation of Fisher score by HMM. In the fifth section the neural network classifier. The sixth sections are all the realized experiments and finally the conclusions and references. Figure 1 shows the proposed system for recognizing and interpretation of sign language gesture for human robot interaction.
INDIAN SIGN LNGUAGE GESTURE ACQUISITION SYSTEM
The prime focus on recording Indian sign language gesture is to create a repository with dynamic ISL video (sequence of images) gestures from different kinds of Indian sign language class/word dictionary. Preliminarily, Indian sign language dynamic gestures have been recorded with fixed frame rate per second (10 fps) and with the fixed location of the camera from the object. The samples of Indian sign language gestures are to be used during the classification, learning and interpretation process. All the Indian sign language gestures include various kinds of hand motions. A capturing device SONY handy cam with 8 mega pixel resolutions is used for capturing videos of several Indian sign language gestures. One elementary approach for image processing tends to background uniformity where a dark background is chosen for dealing with gray scale images effectively. To have a controlled environment, the background uniformity has been kept while recording the videos in real time. This will reduce the computational complexity during background removal and increase recognition and interpretation accuracy in real time [15] . A single gesture video has been restricted to 20 frames. This is done by selecting 20 frames equally spaced in time from the original captured video. The background is chosen dark. Every ISL gesture implies some class or word which could be captured by waving both hands in a very appropriate manner [16] . For the enhancement of preprocessing Indian sign language gestures need fast and accurate movements of hands. Several operations have been accomplished in all the Indian sign language (ISL) videos before the classification process.
PREPROCESSING AND FEATURE EXTRACTION
Primarily, all the Indian sign language videos are split up into sequences of image frames (RGB). The frames are converted into grayscale images and the background is subtracted in order to reduce computational complexity. In this process are going to take the color images for transforming to binary images of hand sign shape (white and black) with a fixed height of 400 pixels, conserving the relation with respect the width. The following steps are; 1. Filter RGB image for eliminating the noise, hue, saturation effects.
2. Convert RGB image in YCBCR color image by eliminating the hue and saturation [40] . 3. Convert YCBCR image in grayscale by eliminating the hue and saturation [40] . 4. Filter grayscale image for eliminating the noise, hue and saturation. 5. Enhance contrast using histogram equalization [29] . To realize this process, it is equalized the histogram of the different levels of gray, under a lineal function, but without affecting to the darkest points, only for the clearest parts (the hand sign), marking differences among the shadow of the hand and the background; and the own hand. 6. Take the frame out to eliminate some border effects. 7. Convert image to binary image by Thresholding. The
Thresholding is computed by means of Otsu's method, which chooses the threshold to minimize the interclass variance of the Thresholding black and white pixels. With this step is finished for determining the hand as an object. 8. Morphologic operators [30] . It is applied the dilatation operations in a first place, and after the erosion, as effect to recover the conditions of size of the image. The elimination of the noise is other desired effect. The dilatation is going to unite the holes that can remain in the line of the contour. Subsequently the hand is filled as object, and finally recovers the original dimension, by means of the erosion, that is able to eliminate the possible noises happened by the own photo. 9. Reduction. The size of image is reduced in one quarter, for reducing the size of the final vector. 10. Calculation of the contour [31, 32] . It is calculated the hand contour, which determines the hand sign on the background of the image, with the particularity that the connection among pixels is alone one pixel, with a connectivity among neighbors of 8, that is chain code. 11. Adjustment of the wrist. The image is trimmed slightly with the intention to determine the side of the one that the hand sign arises. Adjustment of high of the image. Finally it is fixed the value of the height, maintaining the proportionality with regard to the width. In this way the information is not loosen, indistinctly that the hand sign is horizontal, vertical up or vertical downward. Figure 1 shows the process of image preprocessing and feature extraction step of proposed system. Figure 1 shows the proposed system for recognizing and interpretation of sign language gesture for human robot interaction. The feature extraction for hand gesture recognition is done using chain code and fisher score [17] . It provides tremendous flexibility towards scene illumination invariance property. The classification and interpretation policy includes robustness in changing the illumination conditions. The fisher score of dynamic gestures forms the feature vector based on the image feature. HMM and neural network are very robust and efficient algorithm which would be used to classify ISL dynamic gestures based on the pattern classification and recognizing technique. The algorithm is constituted with the chain code and fisher score of the local orientation of edges in an image. The chain code and fisher score will be treated as feature vector for motion classification of Indian sign language gestures. The algorithm is very fast and strong to compute the feature vectors of the sequence of images. Therefore, the calculation of direction of edges can be performed in real time applications. It offers advantage to scene illumination changes and even light condition changes. The edges of the sequences of images would be still same [18] . All the Indian sign language gestures have been captured in different lighting conditions. Another advantage of chain code and fisher score refers to the translation invariant property. It demonstrates that the same frames at different position of gestures would produce the same feature vectors. It is being done to calculate the chain code and fisher score of the local orientations for all the frames of the moving gestures. Translation of the frame in the gesture does not change the chain code and fisher score. The overall algorithm [37, 38] has been described to evaluate the feature vector for recognition, learning and interpretation system.
ISL RECOGNITION AND INTERPRETATION TECHNIQUE
The classification and interpretation process is done by two statistical techniques: HMM technique and neural network. Hidden Markov Model technique is followed by vector quantization technique with Linde Buzo Gray algorithm [38] . The HMM explains the construction of model which is needed to generate the observation sequences. Here we use a left-right HMM. The details of HMM is defined in the following manner [37] : In our research work we have generated 10 different HMM models for 21 different ISL gestures for classification and interpretation. Figure 1 shows the process of image processing, chain code calculation, fisher scores calculation, HMM, quantization, learning, recognizing and interpretation of sign language gesture.
Fisher Score calculation
Once it is obtained all the outline images of the hand signs, it is realized the calculation of Fisher score. This process comprises in three steps; a. Extraction of parameter from outline: chain code [29] . b. Creation HMM with chain code as input [31, 32] . c. Calculation of Fisher score from gradient of logarithm of the observation symbol probability distribution [28, 32] This vector of the contour hand sign is obtained with the mask of the figure 2, observing the position of each pixel with their adjacent one. This vector is formed by numbers from the 1 to the 8 that describes the outline of the hand sign. The information that is extracted, describes the sequence of the hand, accompanied by temporary information, because all the hand signs are acquired in the same order and sense. This information is very important for the recognizer based on HMM, therefore utilizes this information to distinguish the different hand signs. It is fixed a criterion of start for the obtaining of this vector, verifying first if is a vertical, horizontal since down or vertical since up hand sign, for this is not rotation invariant. It is begun for seeking write pixels with the following order of priority: first, the first column of the left (horizontal hand sign), the last row (vertical since down) or the first row (vertical since up). 
2 Transformation of Parameter with HMM
It is going to determine by the supervised classification of chain code using HMM, which is the maximum rate of success, for extrapolating the forward and backward parameter of HMM in the calculation of Fisher score. Therefore, the HMM employed is a Bakis, and is trained with the procedure of Baum-Welch, to maximize the probabilities of success [28] . Besides, 8 symbols by state have been utilized. The creation of the HMM models has two phases, the training and the test. Finally, the number of states (N) and the percentage of training samples have utilized like parameters to find the highest rate of success.
Fisher Score
Finally, it is proposed the transformation that provides the HMM probabilities relating to the approach of the Fisher score [28, 32] . With this goal, it intends to unite the probability given by the HMM to the given discrimination of the neural network, whose tie of union is this Fisher score. This score calculates the gradient with respect to the parameters of HMM, in particular, on the probabilities of emission of a vector of data x, while it is found in a certain state q Є {l,…….., N}, given by the matrix of symbol probability in state q(b q (x)), just as it is indicated in the following equation ;
If it is realized the derivate of the logarithm of the above probability, with the purpose to calculate its gradient, it is obtained the kernel of Fisher, whose expression comes given by;
Where in [28, 31, 32] , it has been found the approximations and the calculation of above equation. Besides, ζ (x, q) represents the number of times, that is localized in a state q, during the generation of a sequence, emitting a certain symbol x [28, 31] . ζ (q) represents the number of times that has been in q during the process of generation of the sequence [28, 31] . These values are obtained directly and of form effective, from the forward backward algorithm, applied to the HMM [28, 31] . The application of this score (U x ) to the neural network, comes given by the expression of the equation 2, utilizing the techniques of the natural gradient, from the following equation [1] ; U x = p(x, q) log p(x / q, λ) (Eq. 3)
Where U x define the direction of maximum slope of the logarithm of the probability to have a certain symbol in a state.
Feed forward back propagation Technique
The objective of this study is to classifying Fisher kernel data of sign language latter symbol using feed forward back propagation neural network and Levenberg-Marquardt (LM) as the training algorithm. LM algorithm has been used in this study due to the reason that the training process converges quickly as the solution is approached. For this study, sigmoid, hyperbolic tangent functions are applied in the learning process. Feed forward back propagation neural network use to classify sign language gesture according to fisher score characteristic [33, 34, 39, and 40] . Feed forward back propagation neural network is created by generalizing the gradient descent with momentum weight and bias learning rule to multiple layer networks and nonlinear differentiable transfer functions. Input vectors and the corresponding target vectors are used to train feed forward back propagation neural network. Neural network train until it can classify the defined pattern. The training algorithms use the gradient of the performance function to determine how to adjust the weights to minimize performance. The gradient is determined using a technique called back propagation, which involves performing computations backwards through the network. The back propagation computation is derived using the chain rule of calculus. In addition, the transfer functions of hidden and output layers are tan-sigmoid and tan-sigmoid, respectively.
Training and Testing:
The proposed network was trained with fisher score data cases. When the training process is completed for the training data, the last weights of the network were saved to be ready for the testing procedure. The time needed to train the training datasets was approximately 4.60 second. The testing process is done for 60 cases. These 60 cases are fed to the proposed network and their output is recorded.
VECTOR QUANTIZATION TECHNIQUE
A discrete HMM is taken into consideration for recognition process of Indian sign language gestures. The feature vector of chain code needs to be converted into a finite set of symbols from a codebook. The VQ technique plays a reference role in HMM based approach in order to convert continuous Indian sign language (ISL) gestural signals into a discrete sequence of symbols for discrete HMM. The VQ concept is entirely determined by a codeword which is composed by fixed prototype vectors. Fig 3 shows that the process of quantization has been divided into two parts. The first part is having the ability to produce a codebook and the
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second part attempts to update the codeword followed by training of all the vectors according to their finite vectors. Its strength lies in reducing the data redundancy and the distortion created among the quantized data and the original data. It is essentially required to propose a VQ method which would be genuinely used to minimize this distortion measure. In order to compute the minimum average distortion measure for a set of vectors an iterative algorithm is proposed by Linde, Buzo and Gray [22] which is known as LBG vector quantization designing algorithm. The algorithm illustrates the generation of optimal codebook (in our case codebook size is 16) for isolated ISL gestures. Fig 3 shows that the process of quantization, learning, recognizing and interpretation of sign language gesture. An underlying concept of learning gestures has been introduced for humanoid robot in order to perform several tasks eventually [27] . An integration of humanoid robot with Indian sign language gestures encounters an elegant way of communication through mimicry. The real time robotics simulation software, WEBOTS is adopted to generate HOAP-2 actions accurately. The way of learning process marks an intelligent behavior of HOAP-2 which sustains its learning capability in any type of environment. The learning process is dealt with the HOAP-2 robot controller which has been built intelligently. It is used to invoke Comma Separated Value (CSV) file in order to perform that gestures in real time. All the classified gestures bring out some useful information about all the joints of upper body of the humanoid robot.
RECOGNIZING AND INTERPRETATION BY HUMANOID ROBOT

Learning ISL gesture using HMM with vector quantization techniques
In order to learn the ISL gestures by humanoid robot the preprocessing technique is essentially needed for this purpose. It employs the following steps.  Capture the ISL gesture as an input gesture.  Apply an algorithm for extracting orientation histogram to construct feature vector.  From the feature vector of each gesture an initial codebook is to be generated. Then apply LBG algorithm to generate an optimized codebook.  Each row corresponds to a number of the codeword which helps to form a quantized vector used by hmm algorithm. In this preprocessing step we have generated 30 symbol sequences for each ISL gesture as each gesture is captured with equal number of frames. Next stage implies to train each gesture using Hidden Markov Model where parameters of the HMM can be determined efficiently. We calculated the transition probability and emission probability of HMM by the known states and known sequences. The training algorithm for each gesture measures the accurate transition and emission probability which are used for finding out the most probable sequence. It has been assumed 5 hidden states for each ISL gesture and made the state sequences in the distribution of 1 to 5 with total number sequence matches the codebook size. The observation sequence for each state has been represented by row vector with the calculated codebook of all the training samples. Each observation sequence for each training gesture corresponds to single row vector. Then apply algorithm for the estimation of transition and emission probability of each gesture model and preserve it for recognition purpose with unknown gesture. Every HMM model is uniquely attached with each gesture which is trained with different samples of each ISL gesture. This trained model is extensively used for recognition of new gesture. This new gesture would be tested through all the trained HMM model. The new gesture is to be declared as classified when it provided a maximum likelihood state with a trained gesture. Compute the percentage of each probable state for all the training samples which agrees with the likely state sequences of test gesture. The gesture is declared as classified with maximum percentage. Fig 3 shows the process of quantization, learning, recognizing and interpretation of sign language gesture using HMM and neural network. 
Learning ISL gesture using Neural Network
The objective of this study is to classifying Fisher kernel data of sign language gesture using feed forward back propagation neural network and Levenberg-Marquardt (LM) as the training algorithm. Feed forward back propagation neural network use to classify sign language gesture according to fisher score characteristic [33, 34, 39, and 40] . Fig 3 shows the process of quantization, learning, recognizing and interpretation of sign language gesture using neural network.
RESULT ANALYSIS
Only 21 ISL gestures are selected for our work. In our work the same gesture is performed by the ten different persons. 
CONCLUSION
In this work we have used Indian sign language gesture as a communicating agent between human and robot interaction. This is our first step to design a prototype of vision base human robot interaction (HRI) system for speech and hearing impaired persons. They can use the humanoid robot as his translator or as his helping agent where the persons could communicate with the robot through Indian sign language gesture. According to the observation we select neural network as a best recognition tool compatible with fisher score according to time taken and accuracy for recognizing gestures. However in the present work we are only implementing a mimicry action by the humanoid robot. We could in principle use these techniques for trying to recognize any other human gestures. However the complexity of classification will increase because of the ambiguity in normal human gestures. We have chosen ISL because of its rigid vocabulary which makes the classification simpler. The present work only recognizes a single gesture at a time. It will be challenging to recognize multiple gestures or sequence of gesture one after the other. The task in hand will be to separate out each gesture from the sequence of gestures and use our gesture recognition techniques as described in this paper. In this article a robust and novel automatic Indian sign language gesture recognition system has been presented. The overall accuracy of sign language recognition in the training, validation and testing mode are 98.60, 97.64 and 97.52%. We are concluding that that the proposed system gives fast and accurate Indian sign language gesture recognition. Given the encouraging test results, we are confident that an automatic sign language gesture recognition system can be developed.
