In this paper we propose the planar obnoxious facilities p-median problem. In the p-median problem the objective is to find p locations for facilities that minimize the weighted sum of distances between demand points and their closest facility. In the obnoxious version we add constraints that each facility must be located at least a certain distance from a partial set of demand points because they generate nuisance affecting these demand points. The resulting problem is extremely non-convex and traditional non-linear solvers such as SNOPT are not efficient. An efficient solution method based on Voronoi diagrams is proposed and tested. We also constructed the efficient frontiers of the test problems to assist the planers in making location decisions.
schools or hospitals which require a low noise level caused by a set of points or locating a telescope as far as possible from light sources. In most of these applications the nuisance propagates "by air"
and not along network links and thus are best modeled using Euclidean distances.
While facilities may cause nuisance to demand points, commercial facilities aim to provide the best service possible. The commonly used objective is minimizing the weighted sum of distances between demand points to their closest facility. This model is termed the p-median model (Daskin, 1995; Daskin and Maass, 2015; Kariv and Hakimi, 1979b ) also called the multi-source Weber problem (Brimberg et al., 2000; Kuenne and Soland, 1972) . Recent references for the planar p-median problem are (Drezner et al., 2016; Drezner and Salhi, 2017) . Recently, Drezner et al. (2018) proposed the single facility median problem, the Weber problem (Drezner et al., 2002; Love et al., 1988; Weber, 1909; Wesolowsky, 1993) , with a minimum distance D requirement between the facility and demand points. In this paper we investigate the multiple facility model in the plane that requires a minimum distance D between some demand points and facilities.
In many applications demand points are getting services from the facilities but the facilities are also "obnoxious" which means they also create nuisance to some or all demand points. This is addressed in many papers by having negative weights (for example, Drezner and Wesolowsky, 1991; Maranas and Floudas, 1993; Tellier and Polanski, 1989) in the Weber location problem (Weber, 1909) . In this paper we propose to treat obnoxious facilities by requiring a minimum distance between obnoxious facilities and some demand points. Two sets of points exist in the plane. The set N d includes points that generate demand w i > 0 for i ∈ N d , and the set N o includes points that the facility is obnoxious to them. The set of all points is N = N d ∪ N o . It is possible that N d = N o when all points generate demand and are also negatively affected by the facilities, or N d ∩ N o = ∅, and all possibilities in between. The objective is to minimize the total distance traveled between demand points in N d and their closest facility while locating the facilities at least a distance D from points in N o . This is a better approach than locating facilities with attraction and repulsion.
Let say that a demand point generates demand and is also negatively affected by the facilities.
Should the weight of such a demand point be reduced by some negative value? How do we quantify the weight reduction? It is more realistic to minimize the total cost (generated by points in N d ) to satisfy the demand but require a minimum distance between facilities and demand points in N o that are negatively affected by the facilities. Many other objectives such as squared Euclidean distance, p-center, competitive facilities locations can yield useful models by adding the minimum distance requirement.
A related field of research is location among forbidden regions. In forbidden regions models, a facility is not allowed to be located in some regions in the plane. Demand points may be located there and travel is allowed through such regions. Therefore, the distance measure is not altered.
Papers that consider forbidden regions solve problems with convex objectives (Aneja and Parlar, 1994; Batta et al., 1989; Butt and Cavalier, 1996; Hamacher and Schöbel, 1997; Katz and Cooper, 1981) . The optimal solution without forbidden regions can be found. If it is not in a forbidden region, this is the optimal solution. For convex problems it is shown that if the unconstrained solution is in a forbidden region, then the optimal solution is on the boundary of a forbidden region. This property does not necessarily hold for non-convex objectives. For example, the second best local optimum for the unconstrained problem may be feasible and better than all solutions on the boundaries of the forbidden regions.
The paper is organized as follows. In the next section we investigate the sensitivity of the solution to the value of the minimum distance D. In Section 3 we show how to identify the feasible domain. In Section 4 we detail the proposed solution algorithm. In Section 5 we test the solution algorithm and compare it to standard non-linear solvers on a set of test problems. In Section 6 we find and depict the efficient frontier. We conclude the paper and propose ideas for future research in Section 7.
The Effect of the value of D on the Solution Approach
In order to simplify the presentation we assume in the following discussion, unless specified otherwise, that N o = N d = N meaning that every point generates demand and is also negatively affected by the facilities. In Figure 1 increasing values of D are depicted. When D = 0, no distance constraints are included in the model and the obnoxious p-median problem is the standard one. When D is large, the whole convex hull of the demand points becomes infeasible and the solution is to locate the facilities at the periphery of the infeasible region.
The most challenging problem seems to be moderate values of D. As D increases, the feasible region decreases and becomes a union of disconnected areas. If a starting solution includes a facility in one of these disconnected feasible areas, standard non-linear procedures will not move such a facility to another feasible area. To get a "good" solution the feasible areas for the facilities need to be properly selected.
3 Finding the Feasible Areas is higher than the lower bound, the arc is divided into two arcs and the iterations continue until the difference between the best found solution and the lowest lower bound is less than > 0.
This approach is similar to many global optimization algorithms widely used to solve non-convex location problems: Big Square Small Square (Hansen et al., 1981) , Big Region Small Region (Hansen et al., 1995) , Big Triangle Small Triangle (Drezner and Suzuki, 2004; Suzuki, 2019) , Big Cube Small Cube (Schöbel and Scholz, 2010) , Big Segment Small Segment (Berman et al., 2011) . If the optimal location of the facility is not feasible (if it is feasible it is optimal for the constrained problem), then the optimal solution must be on a feasible arc of a circle. However, for multiple facilities this property does not necessarily hold because the problem is not convex. Some facilities may be located on feasible arcs and some may be located in "open" feasible areas. We therefore propose a different approach for heuristically solving the multiple facility version of this problem.
In order to find the distinct feasible areas we employ the concept of the Voronoi diagram (Aurenhammer et al., 2013; Okabe et al., 2000; Suzuki and Okabe, 1995; Voronoï, 1908) based on the points in N o . The plane is partitioned into triangles (termed Delaunay triangulation; Lee and Schachter, 1980) so that the centers of the triangles are equidistant from the three vertices of the triangles and are termed Voronoi points. These Voronoi points can be found by Mathematica (Wolfram, 1999) and other available software (Ohya et al., 1984; Sugihara and Iri, 1992) . Each point (a vertex of a triangle) is closest to a Voronoi point located at that triangle. There are V Voronoi points. Voronoi point V j is at distance D j from the closest demand point in N o for j = 1, . . . V . The Voronoi points can be sorted from the largest minimum distance down creating Shamos and Hoey (1975) 
D the circles do not intersect.
The area of the small triangle is √ 3D 2 sin 2 θ. The area of the part of the circle which is inside the triangle (non-feasible) is D 2 θ − D 2 sin θ cos θ. The area A of the feasible region is therefore
Assuming a small θ, θ ≈ sin θ ≈ √ 3
and thus by approximating equation (1): confirmed by simulating randomly generated one billion points.
The largest distance d max between the Voronoi point and the feasible area is
For D = 0.95 and n = 100 there are 10 Voronoi points satisfying 0.95 < D i < 0.95 × 1.05 = 0.9975 (see Table 1 ). These points are at most at distance 0.05 from the boundary of their feasible area and clearly appear as black points surrounded by a gray area in Figure 2 . Recall that the square size is 10 by 10, and such a distance is 
The Proposed Solution Algorithm
We propose to find all the Voronoi points, identify which ones are feasible, find the p feasible Voronoi points that yield the best value of the objective function, and use these points as a starting solution for non-linear solvers. (Daskin, 1995) .
Let d ij is the distance between demand point i and potential location (Voronoi point) j. We minimize the value of the objective function by the best selection of the set P of the p out of the m potential locations. The standard formulation for the discrete p-median problem is:
Let x j ∈ {0, 1} be a binary variable. x j = 1 if location j is selected and zero otherwise. For MBLP 0 ≤ y ij ≤ 1 are continuous variables for i ∈ N d , j = 1, . . . , m. For BLP y ij ∈ {0, 1}. The MBLP/BLP optimization problem is:
subject to:
For MBLP:
For BLP:
Note that this formulation can be used for any distance measure. In the solution y ij ∈ {0, 1} because for each demand point y ij = 1 for the closest facility and all others are zeros. If there is a tie in the minimum distance, y ij can be non-integer but the objective function is the same as the integer solution. Therefore, an equivalent formulation is to require that y ij are binary variables yielding a BLP formulation. The MBLP and BLP formulations were solved by CPLEX (CPLEX, IBM ILOG, 2009). The BLP performed faster and thus was used in the computational experiments.
We concentrate on medium values of D which are the most difficult to solve. We therefore ignore the possibility that a facility will be located outside the convex hull. It may be an issue if m is not much larger than p. It is of course an issue if m < p. It is possible to add all feasible intersection points which are outside the convex hull of demand points. However, this may increase the size of the BLP (5) so it will have to be solved heuristically rather than optimally.
Computational Experiments
In all the computational experiments it is assumed that Compiler with no parallel processing. They were run on a desktop with the Intel i7-6700 3.4GHz CPU processor and 16GB RAM.
To allow for easy replication in future comparisons, we tested randomly generated instances by the method proposed in Drezner et al. (2019a,b) . A sequence of integer numbers in the open range (0, 100,000) is generated. A starting seed r 1 , which is the first number in the sequence, is selected.
The sequence is generated by the following rule for k ≥ 1:
• Set θ = 12219r k .
• Set r k+1 = θ − θ 100000 × 100000, i.e., r k+1 is the remainder of dividing θ by 100000.
For the x coordinates we used r 1 = 97 and for the y-coordinates we used r 1 = 367. To define the coordinates in a 10 by 10 square, r k is divided by 10000.
The 50 Voronoi points (out of the V = 202 Voronoi points) with the largest values of D i for the n = 100 problem are depicted in Table 1 . These are all the Voronoi points whose D i ≥ 0.95 miles (in a 10 by 10 square mile). Recall that all Voronoi points for which D i ≥ D are feasible.
For the p-median problem we use all w i = 1. 1000 points are generated and the first n points selected. Three value of n were tested, n = 100, 500 , We first solved the unconstrained p-median for p = 2, 3, 4, 5, 10, 15, 20, and n = 100, 500, 1000 demand points, by the best available heuristic solution method (Drezner and Drezner, 2020) . Each instance was solved 10 times from randomly generated starting solutions and the best solution was found in all 10 replications for every instance. Then we found by solving BLP (5) the optimal obnoxious p median solutions when facilities are restricted to the set of feasible Voronoi points.
These solutions where used as starting solutions for applying SNOPT (Gill et al., 2005) once. The SNOPT results using the BLP results as starting solutions serve as bench mark values for the obnoxious p-median solutions.
We then applied SNOPT from 1000 randomly generated starting solutions for each instance.
This process took about 1000 times longer and yielded very poor results. These results of random starting solutions (feasible or not) are not reported. We therefore randomly generated 100,000 random points and selected a subset of these getting a set of feasible points for each n. We then solved the obnoxious p-median problem by SNOPT using randomly selected p points from the subset of feasible points as starting solutions. This approach produced significantly better results than those obtained by randomly generating 1000 starting solutions, whether feasible or not. However, run times are still 1000 longer than starting from Voronoi points.
The results of these experiments are depicted in Table 2 . Using the BLP (5) results as starting solutions performed best both in terms of run times and quality of results. Run times (not reported)
are about 1000 times shorter. The random results matched the BLP starting solution results in Table 1 . The feasible area has an area of about 5. Therefore, the probability that the generated feasible point is in that small area is about 10 −4 . Even when 1,000 random feasible points are generated, the chance that even one point is in such a feasible area is very low (9.5%). Therefore, if a good solution has some facilities located in such small areas, it is likely to be missed even when 1000 random feasible starting solutions are used. Even if a particular small area is selected, it is unlikely that the additional required areas for locating other facilities will all be selected as well.
When the Voronoi points are used, there is a candidate location in every feasible area and the BLP selects the best set of candidate locations. Note also that if the good solution has a point in a small area, the final location of this facility is very close to the Voronoi point, equation (3), and thus the value of the objective function changes very little and the "correct" feasible regions are likely to be selected by the BLP. For example, in Figure 6 the efficient frontiers for p = 2, 3, 4, 5, 10, 15, 20, n = 100 are depicted.
The Efficient Frontier
Suppose that the plan is to build p = 15 facilities. When no minimum distance constraints are imposed (D = 0, the black circle in the figure) , the objective function is 74.47 (see Table 2 ). When a minimum distance of D = 0.2 is required, the objective function increases a bit to 75.04 which can be easily justified. When the planner wishes not to exceed a cost of 80 (see Figure 6 ), a minimum distance D = 0.43 is possible yielding an objective of 79.81. D = 0.44 has an objective of 80.03.
If the planner is forced not to have facilities closer than D = 1 mile from the demand points, the objective function is almost doubled to 136.74, and for D = 1.1 it increases to 173.46. The planner has to apply his best judgment and select the best trade-off option.
Conclusions
In this paper we proposed the obnoxious facilities p-median problem. A minimum given distance D between facilities and a partial set of demand points is required. The objective is to find p locations for facilities that minimize the weighted sum of distances between demand points and their closest facility subject to the minimum distance requirement. The resulting problem is extremely nonconvex and traditional non-linear solvers applied in a multi-start approach do not perform well.
An efficient solution method based on Voronoi diagrams is proposed and tested. It significantly outperformed standard non-linear solvers both in run times and quality of the solutions.
We also constructed the efficient frontiers of the test problems to assist planners in making location decisions. As expected, when the minimum required distance between facilities and demand points increases, the objective function deteriorates. The planner can use the efficient frontier in order to select the best trade-off solution.
Suggestions for Future Research
The obnoxious p-median problem can be formulated for other distance measures such as Manhattan
( 1 ) distances, general p distances or location on the sphere. The methodology developed in this paper can be applied to such problems as long as the Voronoi points for such metrics can be obtained.
In a network environment we can replace the Voronoi points by the centers of links connecting demand points negatively affected by the facility that are at least 2D long. If such a link is less than 2D long, the whole link is infeasible.
Locating obnoxious facilities minimizing other objectives can also apply the Voronoi points approach. For example, the obnoxious p-center problem is defined in a similar fashion. In the standard p-center problem (Calik et al., 2015; Chen and Chen, 2009; Kariv and Hakimi, 1979a) , rather than minimizing the sum of the weighted distances to the closest facility, the objective is minimizing the maximum weighted distance to the closest facility. The BLP formulation is changed to minimizing L and adding constraints w i d ij y ij ≤ L. The MBLP formulation cannot be used because we must have y ij ∈ {0, 1}.
The conditional version of the problem (Berman and Simchi-Levi, 1990; Minieka, 1980; Ogryczak and Zawadzki, 2002) can be useful in many circumstances. This means that several facilities already exist in the area and p additional facilities need to be located. Each demand point receives its services from the closest facility which may already exist or is a new one. The objective is to minimize total cost subject to distance constraints. The BLP formulation is modified so that the existing facilities are assigned x j = 1 and are no longer variables, and the new facilities are restricted to the Voronoi points. An interesting variant is that some of the existing facilities violate the distance constraints and should be considered for removal.
