Introduction
Maximizing or minimizing heat transport plays a major role in many applications ranging from thermal isolation of buildings to microelectronics. Analyzing heat transport phenomena requires a distinction between radiation, convection, and conduction. The simultaneous occurrence of these three effects causes the slow and difficult nature of measurements of thermal conductivity. Thermal conductivity ( κ) is an important material parameter, since, combined with the Seebeck coefficient ( S) and electric conductivity ( σ) , it determines the thermoelectric figure of merit, ZT = ( S 2 σ) /κ , of materials [1] [2] [3] [4] [5] [6] [7] [8] . All three values have to be determined first, in order to enhance performance in thermoelectric applications. Preferably all three measurements should be conducted in the same setup and in the same temperature cycle in order to minimize the degradation effects of the sample under test conditions [9, 10] . While most current measurement systems support the simultaneous determination of S and σ , κ needs to be measured in a separate setup or a steady-state method, which slows down the whole procedure. Thus, the determination of κ creates a bottleneck in the characterization of thermoelectric properties.
Transient methods of measuring thermal conductivity have turned out to be more reliable than steadystate approaches. Steady-state measurement techniques are usually based on the determination and analysis of a temperature profile across the sample [11, 12] . The measurement times are rather long and the inherently large temperature gradient across the sample makes correction for convection and radiation effects rather difficult. Therefore, most of the modern measurement techniques are transient methods. New heat sources like laser or xenon flashes as well as lock-in techniques and new data logging methods are the basis for the more sophisticated transient measurement approaches used to date. These approaches can be divided into noncontact optical methods in which the heat input is controlled by light pulses, i.e. laser-/xenon-flash methods [13] [14] [15] or thermoreflectance-based [16] [17] [18] [19] techniques and methods in which the heat input is delivered electrically by the Joule heating of a conductor, i.e. the 3 ω method [20, 21] and its predecessors: hot-wire and hot-plate methods [22] .
It should be noted that all presently employed methods for measuring κ are performed at set sample temperatures. Temperature-dependent data of κ are not acquired during a continuous temperature run. This slows temperature-dependent measurements of κ down. Furthermore, all dedicated measurement approaches for determining κ are not compatible with simultaneous measurements of S and σ . The approach proposed here allows one to perform temperature runs, which speeds up the measurement time for acquiring κ(T ) data and is, in principle, compatible with Seebeck coefficient and electrical conductivity measurements, thus yielding a determination of temperature-dependent ZT data in one approach. The drawback is more elaborate data analysis though. However, this holds for almost all state-of-the-art approaches in which κ is extracted directly from the measurement data [18, 19, 23] .
Experimental setup
The setup is designed such that there is a choice between three different measurement modi for determining κ . These comprise two conventional steady-state methods: the comparative mode and the guarded heater mode. In addition, it is possible to use a dynamic or transient mode, which is a transient method based on periodic heat inputs at the ends of the sample. The idea of this transient approach is to combine the advantages of steady-state methods, in particular the direct determination of thermal conductivity ( κ), with those of dynamic methods, which have faster measurement times and the possibility of obtaining additional information on the product ( cρ) of specific heat capacity and mass density corresponding to a volumetric heat capacity. These improvements come at the cost of a more complex evaluation of the measurement data. Figure 1 schematically depicts the main components of the setup used. A sample of cylindrical shape is embedded between two heat-flux sensors. Each consists of a glass cylinder with three embedded thermocouples (type K thermocouple consisting of chromel and alumel), which measure the temperatures along its axis. The diameters of the cylinders of the heat-flux sensors and that of the sample preferably should match for obtaining the best results. The innermost thermometers, T 3 and T 4 , attached to the heat-flux sensors 1 and 2, respectively, also are in direct electric and thermal contact with the sample. The two heat-flux sensors are each connected to a separate heater, whose power input can be measured directly in 4-contact mode. The heaters 1 and 2 allow one to generate temperature gradients along the measurement bar. The setup is designed such that heater 1 may also be used in guarded heater mode. For this purpose, heater 1, on the one hand, has to be thermally insulated from its environment and, on the other hand, needs to be mounted onto the sensor in a mechanically stable way. These requirements are realized by using an additional heater as a guard heater mirroring the temperature of heater 1 and ensuring that heat flow from the heater is directed towards the sample. Heater 1 and its guard heater are connected using plastic plates made out of polytetrafluoroethylene and a spring, allowing compensation for thermal expansion as well as serving as thermal insulation. The temperature difference between the guard heater and heater 1 is monitored by a thermocouple and serves as the input signal for the guard heater control. Figure 1 . Schematic representation of the measurement setup. T1 to T6 denote thermocouples, which are used as thermometers. Another thermocouple is used between heater 1 and its guard heater to measure the temperature difference between them; the corresponding voltage output serves as input for the guard heater control. The entire setup is enclosed by heat shielding (not shown) and mounted onto a base plate (not shown) equipped with another heater and a cold finger to be able to access a temperature range between 100 K and 300 K.
In order to minimize radiation effects the whole measurement bar is surrounded by a copper shield reflecting thermal radiation from the sample back onto the sample and thus keeping radiative heat transport at a minimum. Moreover, ideally the temperature distributions of the shield and the measurement bar are equal, so that both are in thermal equilibrium and only radiative transport not perpendicular to the shield would influence the measurement. As the shielding consists of one material only, the ideal case requires the temperature distribution along the sample and along the heat-flux sensors to be linear. This requirement is fulfilled only if both have the same thermal conductivities. Thus, in general, for real measurements the ideal conditions are only approximately fulfilled. The whole measurement device is mounted on top of a base plate holding another heater system as well as a cold finger. It can be cooled by liquid nitrogen or liquid helium, allowing one to set and control the average temperature of the sample holder. A second radiation shield further minimizes the heat radiation to the environment, which is at ambient temperature.
Realization of steady-state measurements
A measurement in comparative mode can be conducted as follows. It is assumed that the thermal conductivity ( κ sensor ) of the two heat-flux sensors is known. The temperature differences along the axis of the heat-flux sensors (e.g., ∆T = T 1 − T 2 and ∆T = T 5 − T 6 ) and along the axis of the sample (e.g., ∆T = T 3 − T 4 ) are determined by the readings of the corresponding thermometers after a steady state has been reached. The gradients across the heat-flux sensors (( ∂T /∂x) sensor ) and the sample (( ∂T /∂x) sample ) are derived from these temperature differences and the distances between the corresponding thermometers. Assuming that the heat flow through the heat-flux sensors and the sample is the same, the thermal conductivity of the sample is derived by the following relationship:
The variation in the power inputs of heaters 1 and 2 allow one to apply different temperature gradients. The readings of the additional thermocouples on the two heat-flux sensors offer the possibility to verify to what extent the assumption behind Eq. (1) is fulfilled, i.e. whether indeed the gradient across each of the sensors is constant and whether the temperature gradients across both sensors are the same. In comparative mode the use of the guard heater is optional.
The guarded heater mode is an absolute method based on knowledge of the heat flux through the sample. Power inputs of the guard heater and heater 1 are applied such that both heaters are kept at the same desired temperature (which is larger than that of heater 2). The guard heater and the heat shield surrounding the sample ideally should ensure that the thermal flux is unidirectional from heater 1 to heater 2 and in the steady state the power applied to heater 2 corresponds directly to the heat flux through the sample towards heater 2. The heat-flux density is given by q = (I heater,1 · U heater,1 )/A, where I heater,1 U heater,1 is the power input of heater 1 in the steady state to keep the set temperature and A is the cross section of the sample. The temperature gradient across the sample is given by the temperature difference ∆T = T 3 − T 4 divided by the known sample length L . Inserting these expressions into Fourier's law, the thermal conductivity of the sample can be calculated in a straightforward manner:
It is worth noting that measurements in comparative mode and guarded heater mode can be performed simultaneously during the same measurement cycle, allowing one to compare the corresponding results easily. Furthermore, the leads of the innermost thermocouples for measuring T 3 and T 4 may also be used as contacts for measuring the electric conductivity ( σ) and the Seebeck coefficient ( S) . Thus, all three thermoelectric transport coefficients may be acquired in the same measurement run, which means the setup may also be used as a ZT-meter.
Realization of dynamic measurements

Conceptional ideas
Measurements of κ in dynamic or transient mode may be realized with the same setup. In addition to the sample's thermal conductivity ( κ) its volumetric heat capacity ( cρ) is determined as well. The additional information about the volumetric heat capacity is contained in the time dependence of the temperatures T 1 to
As the analysis of the transient data is based on the solution of a differential equation, namely the heat equation, according to Eq. (3), the initial conditions of the problem need to be accurately defined in order to be specific and quantitative. In other words, a reliable evaluation of the temperature data and extraction of the material parameters of interest require that heat-flux sensors and the sample are in a known defined state at the beginning of the measurement. Different initial conditions may be anticipated; these can be either a steady state along the measurement bar consisting of the two heat-flux sensors surrounding the sample or a periodic oscillation in time of the state along the measurement bar. During the measurement heat fluxes from both sides of the sensor-sample arrangement will be used to vary the temperatures detected by the six thermometers. The correlation between heat flux as input and temperature variations as response is determined by the material parameters of the measurement bar, in particular, the heat conductivities and heat capacities of both the sample and heat-flux sensors. Unfortunately, the heat flux cannot be determined directly by using the heater's power, since a guarding method might be too slow to handle fast temperature changes. Thus, the heat fluxes cannot be used as a boundary condition in the modeling required to extract the sample's thermal conductivity ( κ) and volumetric heat capacity ( cρ) . The temperature at each sensor is recorded as a function of time until no further information about the sample's properties can be gained from the measurements.
The volumetric heat capacity and thermal conductivity of the sample are extracted by fitting the measurement data to a numerical model of the heat-flux sensors and the sample. The model used in this work is based on the method of finite differences and uses the time-dependent temperatures measured at the two outermost thermocouples ( T 1 and T 6 ) and the respective material parameters heat conductivity ( κ) and volumetric heat capacity ( cρ) of the heat-flux sensors and the sample as input parameters. It facilitates the fitting procedure if the volumetric heat capacity and the thermal conductivity of the sensor material are known as a function of temperature. This represents no major obstacle, as these parameters are easily determined using a piece of sensor material instead of the sample, as in this case all three parts of the measurement bar are described by the same material parameters, and thus the number of free parameters in the fit is 2, similar to the case of a measurement bar with an arbitrary sample and known parameters for the sensor material. Therefore, we assume throughout the rest of the paper that the temperature-dependent material parameters of the sensor material are given and accurately known. In the fitting procedure the temperatures are calculated for discrete time steps on discrete grid points, are interpolated temporally and spatially to match the measurement conditions, and are compared with the measured values. The sum of the differences among all measurement points and the simulation results is defined as a cost function for an optimization algorithm and is minimized to obtain cρ and κ of the sample.
In the following, the numerical model, employed to calculate the temperature variations along the measurement bar, will be discussed. A number of methods exist to calculate the temperatures inside a onedimensional homogeneous bar for different boundary conditions both analytically and numerically in the form of finite differences. When using the measured temperature data for the outermost sensors as input parameters of the model, the boundary condition is not an analytic expression; thus, a numerical model has to be employed.
The measurement bar typically consists of at least two different materials, i.e. that of the sensors and that of the actual sample. Therefore, it cannot be regarded as homogeneous. Some modifications of standard numerical methods have to be implemented to allow for inhomogeneous material parameters as well as nonuniform spatial discretizations. The latter is needed to enable one to perform calculations for arbitrary sample and sensor sizes. The starting point for the derivation of the model is the heat conduction equation:
By separating the spatial and temporal parameters one obtains an expression that can be discretized in two steps:
In Eq. (4) the temporal discretization was carried out by using the forward difference quotient, whereas in the case of spatial discretization a central difference quotient was applied. This constellation is often known as the forward-time central-space (FTCS) scheme; the temporal discretization is identical to the explicit Euler method. The continuous variables for the spatial coordinate x and the time t have been replaced by discrete positions j and points in time m . The distance between two neighboring grid points k, l is given by ∆x k,l and the difference between two consecutive time steps by ∆t . In the case of spatial discretization two temporary grid points are introduced, which are only used in the first derivation step. The definition of the variables and grid points is depicted in Figure 2 . The temperatures are then calculated for all grid points and all time steps. As stated before, the initial conditions need to be known and the easiest way is to assume stationary conditions and obtain the initial temperatures by solving the stationary heat equation = −κ ∂T ∂x . For this purpose the two outermost temperatures are used again as boundary conditions. For time steps small enough the method is numerically stable. As an indication for the required time step length serves the following relationship [24] :
If this condition is not fulfilled, the FTCS scheme may yield unstable and oscillating solutions.
Measurement uncertainties for different excitation waveforms
As every real measurement is bound to have some degree of statistical uncertainty, the influence of measurement uncertainties of the thermometers T 1 to T 6 on the fitting results was investigated. To propagate the uncertainty from the temperature to the derived parameters a Monte-Carlo simulation was used, as proposed in Press et al. [25] . Here the measurement data are distorted with random artificial uncertainties and the fitting process is executed multiple times. The resulting distributions of κ and cρ are then analyzed and can lead to conclusions on the informational content of the measurement data. Figure 3 depicts the results of a series of simulations in which the waveform of the exciting heater power was varied. Figures 3a and 3b show waveforms with a single and a double step, respectively, on one heater, while the temperature of the other remained unaffected. The next approach was to investigate sinusoidal excitation on one heater (Figure 3c ), followed by simultaneous sinusoidal excitation on both heaters in an antiphase setup, which is shown in Figure 3d . The last investigated and depicted approach used two sinusoidal signals in phase and is shown in Figures 3e and 3f. Figures 3g and 3h visualize the values for κ and cρ, respectively, related to the original parameters κ 0 and cρ 0 . The two-step functions show almost no difference in the results for κ . In contrast, the uncertainty of the cρ parameter is larger for two steps than for a single step. This is a direct result of the average sample temperature being larger in the latter case. Moreover, a deviation from the average Monte-Carlo result to the fit result without random noise being added can be observed. The deviation can be explained by the oscillation of the boundary temperatures of the numeric model.
In the case of the sine function on one boundary, while the temperature on the other was kept constant, the uncertainty of κ is comparable to those of the step functions. However, the uncertainty of the cρ parameter is smaller, since the information about the thermal heat capacity is gained during temperature changes. Using a sine function the temperature is changed over the complete measurement duration; thus the informational content concerning cρ is very large. However, if two sine functions are used in antiphase constellation, the values for cρ show large deviations. In this case the heat flux through the sample is maximized and thus uncertainties with respect to κ are small. The temperatures inside the sample and the heat-flux sensors show nearly no phase shifts; thus the information on cρ is quite small and the corresponding uncertainty high. In the case of in phase excitation the net heat flow through the sample is zero. Thus, the error for κ is larger in this case, while, since the phase shifts are maximized, the uncertainties for cρ are small. The last wave form investigated, where a sine function was used for one end of the sample and the settling phase of the oscillation was considered, shows larger uncertainties in both parameters. This is, again, a direct result of the lower average temperatures in this case.
Based on this result, the mode where a sine was applied to one heater and the other heater is not used is considered to be the best approach, with regard to low uncertainties of the derived parameters κ and cρ .
Transient measurements over wide temperature ranges
The transient measurement method wins over common steady-state methods due to the significant reduction of measurement times. Even in the case of transient measurements, each measurement requires a well-defined starting point, i.e. an accurate knowledge of the temperature distribution along the sample. This can be obtained intuitively by just waiting for the bar to establish a steady state. However, when it comes to temperature dependent measurements ( κ(T )), this time-consuming equilibration procedure needs to be repeated for each temperature sampling point. In the following we describe an approach avoiding such long equilibration times in measurements of κ(T ) . This approach is characterized by a continuous increase in base temperatures instead of a stepwise fashion, which means that the material parameters κ and cρ of the heat-flux sensors and the sample are changing during the course of the measurement. The uncertainties were determined with Monte-Carlo simulations. The simulations using the sine waveform as input show the smallest errors for cρ . The first wave forms that were investigated were a single step (Figure 3a) and a double step (Figure 3b ) on one heater, while the temperature of the other heater was kept constant. Next a sinusoidal excitation on one heater (Figure 3c ), simultaneous sinusoidal excitation on both heaters (Figure 3d ) in antiphase constellation, and one where two sinusoidal signals were used in phase (Figure 3e and 3f) . Finally sinusoidal excitation was studied, which started at t = 0 instead of starting from a perfectly oscillating state. Figures 3g and 3h show the corresponding results for κ and cρ , respectively, in relation to the original parameters κ0 and cρ0 .
In principle, temperature-dependent parameters can be implemented in a numerical model; nevertheless, the complete fitting of a measurement over a large temperature range in a single run of the current fitting procedure remains challenging and turns out to be too complex. Since the overall measurement time is probably longer than the time needed for a single measurement step at a constant base temperature, the computation time for a single calculation of χ 2 rises as more measurement time has to be covered. Additionally, the number of simulations needed to complete the fit procedure also increases when the parameters of the sample are described by a piecewise interpolation between several nodes. This in turn increases the number of fit parameters. Figure 4 illustrates an alternative approach to evaluate the data, which will yield more reliable results. At first the input data are organized by division into several intervals ( p n ) . For each interval, the average sample temperature T n is determined. Subsequently each interval is fitted to the numerical model assuming that κ and cρ of the sample are temperature independent. The final temperature distribution of the simulation of the preceding interval is used as a starting point for all simulations succeeding the first interval. This method yields values for κ n and cρ n that are quite accurate within their respective interval p n ; on the other hand, these values are still prone to errors due to the assumption of a constant κ and cρ. To improve the accuracy another, third step is performed, in which each interval p n is fitted again, now using temperature-dependent values for κ and cρ , which are piecewise linearly interpolated between κ n−1 , κ n , κ n+1 and cρ n−1 , cρ n , cρ n+1 , respectively. After several iterations of this step the resulting parameters will converge in a self-consistent manner and the resulting curves can eventually be refined by adding intermediate grid points into the piecewise interpolation of κ and cρ. One has to be cautious that the number of grid points is not too large, as a certain number of measured temperatures is required at each κ or cρ point for an accurate determination of the values. Another iteration, repeating step 3, has to be conducted after the insertion of additional grid points. Figure 5 shows the results of an evaluation process as described above. Input data have been generated with the help of COMSOL (Multiphysics Modeling Software) (downloaded from https://www.comsol.de/) utilizing temperature-dependent thermal properties of the sample and the heat-flux sensors. The thermal parameters of the sensors therefore were presumed to be known. The use of sinusoidal heater power by heater 1 increases the sensitivity towards the cρ parameter. The base temperature undergoes a linear increase from 100 K to 300 K. Figure 5a depicts the temperatures of the six thermometers as a function of time; Figures 5b and 5c illustrate the fitted values for κ and cρ, respectively, at different stages of the evaluation process. It is shown that the use of temperature independent κ and cρ in the first step leads to deviations from the original values κ 0 and cρ 0 . However, after performing steps 2 to 4, both parameters converge nicely towards the original values.
As mentioned above, this approach enables large savings in time due to the absence of time-consuming waiting periods and the possibility to yield data over the course of the whole temperature sweep. Without this approach, the necessary waiting time of 5 h in the steady-state measurements of this work is demanded at each base temperature for the system to equilibrate. This illustrates the tremendous benefit delivered by our continuous approach, since those times are omitted completely (with exception of the first data point).
Furthermore, the continuous measurement allows for a finer temperature resolution of the extracted material parameters.
The price to pay is somewhat heavier, but with manageable computational duties in the data analysis. The fitting of the data depicted in Figure 5 took 15 min on a desktop processor using a single CPU core. 
Experimental results
First experiments using the new transient measurement show that the novel transient approach indeed works.
The material parameters κ sensor and (cρ) sensor of the sensor were determined by a separate measurement employing the 3 ω method and were used as fixed parameters in the analysis of the measurements described below. In a second experiment the thermal properties of a bismuth-antimony alloy (Bi 0.8 Sb 0.2 ) sample were investigated. The sample was prepared by cold pressing from ball-milled nanoparticles followed by a sintering step and exhibited an electrical conductivity of about 2 × 10 5 Sm −1 at ambient temperature [27] . A temperature sweep in transient mode was performed and the corresponding results for κ and cρ are depicted in Figure  7 . In the case of such an almost metallic, thermally well conducting sample the uncertainty of the measurement result is determined mainly by the accuracy achieved in the temperature measurements. Figure 7a shows that the results of the guarded heater method are in better agreement with those of the other methods than in case of the POM sample. However, the values obtained in comparative mode and transient mode show larger relative deviations than those obtained by the same methods from the POM sample. Also shown in Figure 7b are results for the thermal diffusivity of the same Bi 0:8 Sb 0:2 sample obtained by a commercial laser-flash analysis setup. However, the measurements could only be performed in different temperature ranges, i.e. the transient mode measurements in the low temperature range from 100 K to 300 K and the laser-flash analysis in the higher temperature range from 300 K to 500 K. The data at 300 K are in reasonable agreement and the temperature-dependent trends within the two sets of data points agree well.
Conclusion
We have presented a novel measurement setup for transient measurements of the thermal conductivity ( κ) and the volumetric heat capacity ( cρ) of bulk materials. The roots of this transient measurement approach date back as far as 1822, when Fourier suggested using sinusoidal heating as the boundary condition at one end of a sample in experiments for quantitative determination of thermal material properties. Refining this approach, in particular by employing efficient numerical algorithms and data management in the analysis, allows us to propose a fast measurement procedure in which temperature-dependent data κ(T ) and cρ(T ) may be obtained in a single continuous temperature sweep, avoiding long equilibration times during the entire measurement. The uncertainties of the measurement technique were estimated by Monte-Carlo simulations and the first experiments demonstrated the suitability of the approach for samples in a wide range of electric conductivities. Furthermore, the setup is designed in such a way that, in addition to transient measurements, also steady-state measurements of κcan be performed in comparative mode or guarded heater mode. In principle, the measurement bar containing the sample allows simultaneous measurements of the sample's Seebeck coefficient ( S) as well as its electrical conductivity ( σ) in the same measurement run as for κ, and thus the setup has the potential to be extended to a ZT-meter.
