Motivation {#Sec1}
==========

Let *Y* be a *random number* of cases in an observable set $\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathbb S} $$\end{document}$ of non-negative integers with unknown parameters *Θ ∈ {θ, ρ}* in a Poisson type chance mechanism where the infected cases are quickly removed by the health management even before the completion of data. The analysis of data has to be carefully done with a selection of an appropriate underlying probability distribution. The usual Poisson distribution is inappropriate to use because of the impact of removing infected cases on the incidence rate and the chance of observing a new case. The parameters *θ \> 0* and *ρ* ≥ 0 portray respectively the *incidence rate* and the impact level of *removing infected cases*. Consequently, both the random observation count *Y* and the incidence rate, *θ* become size/length biased. Published articles in the statistical literature deal with only the size/length bias on observation, *Y* in a marginal sense excluding the impact on the parameter (see pages 149--150 and the reference section of Johnson et al. \[[@CR3]\] for a full list of published articles on size/length biased sampling). There is no article in the literature discussing the sampling bias on the incidence rate, *θ.* The sampling bias on both the observation and the incidence rate should be dealt with simultaneously to be realistic in modeling the situation in which the infected cases are removed.

For this purpose, assume that the observation *Y* is proportional to a *sampling weight factor* $\documentclass[12pt]{minimal}
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                \begin{document}$$ w\left( {y,\rho, \theta } \right) = \frac{{\left( {1 + \rho y} \right)}}{{\left( {1 + \rho \theta } \right)}} $$\end{document}$. An insight for this weight factor arises from the following reasons. The observation *y* is impacted by the removal bias *ρ* ≥ 0 due to the removal. A scale shift on one in the weight factor is necessary to avoid degeneration of probabilities to zero when *ρ* = 0. The denominator (1 + *ρθ*) in the weight factor echoes the impact of the removal bias on the incidence parameter *θ* and it is a necessity for the expression in ([1](#Equ1){ref-type=""}) to be a bona fide probability distribution.

In this weighted Poisson sampling framework, when *ρ* = 0, it nullifies the impact of removing cases. When *ρ* = 1, it is called *size/length biased sampling.* That is found in count distribution literature. Since the seminal work of Cox \[[@CR2]\], many articles have appeared about size/length biased sampling. These articles considered only the bias in the observation, *Y,* but not the bias in the parameter. This article is the first one to suggest that the selection bias could influence the parameter(s) as much as the observation.

A new Poisson distribution in ([1](#Equ1){ref-type=""}) incorporates the chance mechanism of rare events in which the infected cases are removed. $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{*{20}{c}} {p\left( {y,\left| {\rho, \theta } \right.} \right) = \Pr \left[ {Y = y} \right] = \frac{{\left( {1 + \rho y} \right)}}{{\left( {1 + \rho \theta } \right)}}{e^{{ - \theta }}}{\theta^y}/y!} \hfill \\ {y = 0,1,2,...,\infty; 0 < \theta < \infty; 0 \leqslant \rho < \infty } \hfill \\ \end{array} $$\end{document}$$The probability distribution in ([1](#Equ1){ref-type=""}) is named the *spinned Poisson distribution* (SPD). Is expression in ([1](#Equ1){ref-type=""}) a bona fide probability distribution? The answer is affirmative. The following arguments prove it.

For the specified parameter space 0 \< *θ* \< ∞; 0 ≤ *ρ* \< ∞ and the sample space *y* = 0,1,2,...,∞, the right side of the expression ([1](#Equ1){ref-type=""}) has clearly non-negative valued functions. In addition, the sum of their non-negative values is equal to one and it is proved below. $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{*{20}{c}} {\sum\limits_{{y = 0}}^{\infty } {p\left( {y,\left| {\rho, \theta } \right.} \right)} } \hfill \\ { = \frac{1}{{\left( {1 + \rho \theta } \right)}}\sum\limits_{{y = 0}}^{\infty } {\left( {1 + \rho y} \right){e^{{ - \theta }}}{\theta^y}/y!} } \hfill \\ { = \left( {1 + \rho \theta \sum\limits_{{z = y - 1 = 0}}^{\infty } {{e^{{ - \theta }}}{\theta^z}/z!} } \right)} \hfill \\ { = \frac{1}{{\left( {1 + \rho \theta } \right)}}\left( {1 + \rho \theta } \right)} \hfill \\ { = 1} \hfill \\ \end{array} $$\end{document}$$

The SPD is versatile enough to describe data from engineering, finance and economics in which the removal of cases occurs before completing the data collection. For example, in finance studies, a defaulted homeowner may be removed from a potential home mortgage insurance list.

The SPD has several interesting statistical properties as explained below. The estimation of its parameters, assessment of its survival function, and the application of the hypothesis testing procedures for the SPD are of interest. Results are demonstrated, using Bailey's \[[@CR1]\] data on Nigeria's smallpox incidences in Section [3](#Sec3){ref-type="sec"}. The Table [1](#Tab1){ref-type="table"} displays data. The Fig. [1](#Fig1){ref-type="fig"} displays the relationship between 1/(1+rho\*Y) in terms of Y to capture their correlation (= the linear relationship). The Fig. [2](#Fig2){ref-type="fig"} displays the survival function of the fitted usual Poisson and the fitted spinned Poisson distributions along with the empirical survival function of the data in Table [1](#Tab1){ref-type="table"}. The Fig. [2](#Fig2){ref-type="fig"} helps to compare the goodness of fit test results. Table 1*Y* = the number of days waited to remove a smallpox case with the frequency *fY*→01234≥5N$\documentclass[12pt]{minimal}
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                \begin{document}$$ S_Y^2 $$\end{document}$*f*→764417192.143.69 Fig. 1Scatterplot of $\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{1}{{1 + \rho Y}} $$\end{document}$ versus Y Fig. 2Empirical, fitted Poisson and spinned Poisson survival functions

Main results: spinned Poisson distribution {#Sec2}
==========================================

In this section, several statistical properties are derived and interpreted. The expected value *μ* = *E*(*Y*) is obtained in a straightforward manner as stated below. That is, $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{*{20}{c}} {\mu = E(Y) = \sum\limits_{{y = 0}}^{\infty } {y\frac{{\left( {1 + \rho y} \right)}}{{\left( {1 + \rho \theta } \right)}}{e^{{ - \theta }}}{\theta^y}/y!} } \hfill \\ { = \frac{{\theta \left[ {1 + \rho + \rho \theta } \right]}}{{1 + \rho \theta }} = \theta \left[ {1 + \frac{\rho }{{1 + \rho \theta }}} \right]} \hfill \\ { = \theta + 1 - \frac{1}{{1 + \rho \theta }} \approx \theta + 1} \hfill \\ \end{array} $$\end{document}$$neglecting the fraction $\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{1}{{1 + \rho \theta }} < 1 $$\end{document}$. When the impact of removing infected cases is negligible (that is, *ρ* = 0), the mean in ([2](#Equ2){ref-type=""}) reduces to just the expected value, *θ* of the usual Poisson distribution. From ([2](#Equ2){ref-type=""}), note that $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \rho = \left( {\frac{\mu }{\theta } - 1} \right)/\left( {1 - \left[ {\mu - \theta } \right]} \right) $$\end{document}$$and it attests to a property that there are triangular relationships among the mean *μ*, parameters *θ* and *ρ*. In a similar manner the variance $$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\sigma^2} = E\left( {Y\left[ {Y - 1} \right]} \right) - \mu \left( {\mu - 1} \right) $$\end{document}$$is implicitly obtained as in $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{*{20}{c}} {E\left( {Y\left[ {Y - 1} \right]} \right)} \hfill \\ { = {\sigma^2} + \mu \left( {\mu - 1} \right)} \hfill \\ { = \left\{ {\begin{array}{*{20}{c}} {{\theta^2}} \\ {\theta \left[ {\mu + 1 - \frac{1}{{1 + \rho \theta }}} \right]} \\ \end{array}, if} \right.\begin{array}{*{20}{c}} {\rho = 0} \\ {\rho \ne 0} \\ \end{array} } \hfill \\ \end{array} . $$\end{document}$$The expression ([3.a](#Equ3){ref-type=""}) is the second factorial moment. The expression ([3.a](#Equ3){ref-type=""}) could be rewritten equivalently, for *ρ* ≠ 0, $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{*{20}{c}} {{\sigma^2} = {\rm var} (Y)} \hfill \\ { = \theta \left[ {\mu + \frac{{\rho \theta }}{{1 + \rho \theta }}} \right] - \mu \left( {\mu - 1} \right)} \hfill \\ { = \mu \left[ {\theta - \left( {\mu - 1} \right)} \right] + \frac{{\rho {\theta^2}}}{{1 + \rho \theta }}} \hfill \\ { = \frac{{\mu \left( {\frac{\mu }{\theta } - 1} \right)}}{\rho } + \frac{{\rho {\theta^2}}}{{1 + \rho \theta }}} \hfill \\ { = \left( {\mu - \theta } \right)\left[ {\frac{\mu }{{\rho \theta }} + \theta } \right]} \hfill \\ \end{array} . $$\end{document}$$The expression ([3.b](#Equ4){ref-type=""}) illustrates a mean-variance relationship like the one for the usual Poisson distribution in which the mean and variance are equal (that is, *σ* ^2^ = *μ*).

When there is negligible impact of removing the infected cases (that is, *ρ* = 0), the result in ([3.a](#Equ3){ref-type=""}) and ([3.b](#Equ4){ref-type=""}) reduce respectively to the second factorial moment and variance of the usual Poisson distribution. Otherwise, there is an intrinsic relationship among the incidence rate, impact of removing infected cases and the expected number of infected cases. That intrinsic relationship is $\documentclass[12pt]{minimal}
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                \begin{document}$$ \rho = \frac{{\mu \left( {\mu - \theta } \right)}}{{\theta \left[ {{\sigma^2} - \theta \left( {\mu - \theta } \right)} \right]}} $$\end{document}$. This result confirms that *ρ*→0 when *μ*→*θ*, a property of the usual Poisson distribution.

From ([1](#Equ1){ref-type=""}) note that $\documentclass[12pt]{minimal}
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                \begin{document}$$ p\left( {Y = 0,\left| {\rho, \theta } \right.} \right) = \frac{{{e^{{ - \theta }}}}}{{\left( {1 + \rho \theta } \right)}} $$\end{document}$ is the threshold probability for the event *Y* = 0. However, a recurrence relationship among the spinned Poisson probabilities exists and it is $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{*{20}{c}} {\left( {y + 1} \right)\left( {1 + \rho y} \right)p\left( {y + 1,\left| {\rho, \theta } \right.} \right)} \hfill \\ { = \theta \left( {1 + \rho \left[ {y + 1} \right]} \right)p\left( {y,\left| {\rho, \theta } \right.} \right)} \hfill \\ \end{array} . $$\end{document}$$The recurrence relationship in ([4](#Equ5){ref-type=""}) of the SPD implies that $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{*{20}{c}} {p\left( {Y = 1,\left| {\rho, \theta } \right.} \right)} \hfill \\ { = \theta \left( {1 + \rho } \right)p\left( {Y = 0,\left| {\rho, \theta } \right.} \right)} \hfill \\ {p\left( {Y = 2,\left| {\rho, \theta } \right.} \right)} \hfill \\ { = \frac{1}{{2\left( {1 + \rho } \right)}}\theta \left( {1 + 2\rho } \right)p\left( {Y = 1,\left| {\rho, \theta } \right.} \right),} \hfill \\ {p\left( {Y = 3,\left| {\rho, \theta } \right.} \right)} \hfill \\ { = \frac{1}{{3\left( {1 + 2\rho } \right)}}\theta \left( {1 + 3\rho } \right)p\left( {Y = 2,\left| {\rho, \theta } \right.} \right)} \hfill \\ \end{array} $$\end{document}$$and so on. These relationships point out that the data-collection mechanism that includes the removal of infected cases indeed imposes a sampling bias on both the observation and the incidence rate.

When the impact of removing infected cases turns out to be negligible (that is, *ρ* → 0), the SPD in ([1](#Equ1){ref-type=""}) reduces to the usual Poisson distribution $$\documentclass[12pt]{minimal}
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                \begin{document}$$ p\left( {y,\left| \theta \right.} \right) = \Pr \left[ {Y = y} \right] = {e^{{ - \theta }}}{\theta^y}/y!. $$\end{document}$$See Johnson et al. \[[@CR3]\] for properties of the usual Poisson distribution. Now, other properties of the SPD are derived.

First, note incidentally that the statistic $\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{1}{{1 + \rho Y}} $$\end{document}$ is an unbiased estimate of the parametric function $\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{*{20}{c}} {E\left( {\frac{1}{{1 + \rho Y}}} \right)} \hfill \\ { = \sum\limits_{{y = 0}}^{\infty } {\left( {\frac{1}{{1 + \rho y}}} \right)\frac{{\left( {1 + \rho y} \right)}}{{\left( {1 + \rho \theta } \right)}}{e^{{ - \theta }}}{\theta^y}/y!} .} \hfill \\ { = \frac{1}{{\left( {1 + \rho \theta } \right)}}} \hfill \\ \end{array} $$\end{document}$$

Furthermore, the variance of the statistic $\documentclass[12pt]{minimal}
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                \begin{document}$$ \sigma_j^2 $$\end{document}$ denote the mean and variance respectively of *j* = *U or V*. In this set up, note that *U* = 1 and *V* = 1+*ρY*. Hence, the variance of the statistic $\documentclass[12pt]{minimal}
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Consequently, an expression for computing the correlation coefficient between two sample statistics *Y* and $\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{1}{{1 + \rho Y}} $$\end{document}$ exhibits a trend between them. Their linear relationship is captured by the correlation coefficient. The plot and the correlation coefficient of the collected data reveal how much a deviation might have occurred from the usual Poisson distribution due to removing the infected cases before the completion of data collection.

The maximum likelihood estimate (MLE) of the correlation coefficient is $$\documentclass[12pt]{minimal}
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Consider a random sample *y* ~1~, *y* ~2~,\....,*y* ~*n*~ from the SPD in Eq. [1](#Equ1){ref-type=""}. The MLEs are asymptotically efficient. The log likelihood function is ln $\documentclass[12pt]{minimal}
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Next, an expression for the survival function of the SPD is derived. The cumulative distribution function of the usual Poisson distribution is expressed in terms of the cumulative chi-squared distribution function in Johnson et al. \[[@CR3]\], which is tabulated extensively in books. Following this line of thinking, a similar relationship between the cumulative distribution functions (CDF) of the SPD and the chi-squared distribution can be established. For this purpose, let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ CDF\left( {m,\theta, \rho } \right) = \Pr \left[ {Y \leqslant m} \right] $$\end{document}$ be CDF of the SPD for a pre-specified *m* in the sample space. Implicitly, the survival function $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ Sf\left( {m + 1,\theta, \rho } \right) = 1 - CDF\left( {m,\theta, \rho } \right) $$\end{document}$ of the spinned Poisson distribution is, after algebraic simplifications, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \begin{array}{*{20}{c}} {Sf\left( {m + 1,\theta, \rho } \right) = \Pr \left[ {Y \geqslant m + 1} \right] = 1 - \Pr \left[ {Y \leqslant m} \right]} \hfill \\ { = 1 - \frac{1}{{\left( {1 + \rho \theta } \right)}}\sum\limits_{{y = 0}}^m {\left( {1 + \rho y} \right){e^{{ - \theta }}}{\theta^y}/y!} } \hfill \\ { = 1 - \frac{1}{{\left( {1 + \rho \theta } \right)}}\left[ {\sum\limits_{{y = 0}}^m {{e^{{ - \theta }}}{\theta^y}/y!} + \rho \theta \sum\limits_{{z = y - 1 = 0}}^{{m - 1}} {z{e^{{ - \theta }}}{\theta^z}/z!} } \right]} \hfill \\ { = 1 - \frac{1}{{\left( {1 + \rho \theta } \right)}}\left[ {\Pr \left( {\chi_{{2\left( {m + 1} \right),df}}^2 > 2\theta } \right) + \rho \theta \Pr \left( {\chi_{{2m,df}}^2 > 2\theta } \right)} \right]} \hfill \\ { = \frac{{\left[ {CD{F_{{\chi_{{2\left( {m + 1} \right),df}}^2}}}\left( {2\theta } \right) + \rho \theta CD{F_{{\chi_{{2m,df}}^2}}}\left( {2\theta } \right)} \right]}}{{\left( {1 + \rho \theta } \right)}}} \hfill \\ \end{array} $$\end{document}$$in which $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ CD{F_{{\chi_{{2m,df}}^2}}}\left( {2\theta } \right) $$\end{document}$ denotes the cumulative chi-squared distribution function with 2 m degrees of freedom (df) and the percentile (2*θ*).

An *immediate removal* means that the number of days to remove a next infected case is *Y* = 0. The probability for an immediate removal to occur, with *m* = 0, is $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \begin{array}{*{20}{c}} {\Pr \left[ {Y = 0} \right]} \hfill \\ { = 1 - Sf\left[ {1,\theta, \rho } \right]} \hfill \\ { = CD{F_{{\chi_{{2,df}}^2}}}\left( {2\theta } \right)/\left( {1 + \rho \theta } \right)} \hfill \\ \end{array} . $$\end{document}$$The scenario, *ρ* = 0 is indicative of no impact of the removing the infected cases. Substituting *ρ* = *0* in ([12](#Equ13){ref-type=""}) and ([13](#Equ14){ref-type=""}), they reduce to the results for the usual Poisson distribution. On the contrary, the scenario, *ρ* = 1 is indicative of the presence of impact on the observation count *Y* and on the incidence rate *θ* due to removing the infected cases. Otherwise (that is when *ρ* \> 0), there is a *significant impact* on the observation and on the incidence rate due to removing infected cases. A hypothesis testing procedure about the impact parameter *ρ* is therefore worthwhile.

The likelihood ratio concept can be used to test the null hypothesis *H* ~*o*~: *ρ* = *ρ* ~*o*~ where *ρ* ~*o*~ is zero against a research/alternative hypothesis *H* ~1~: *ρ* = *ρ* ^\*^ ≠ *ρ* ~*o*~. Note that the likelihood ratio under the null hypothesis is $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{{{{\left( {1 + \delta } \right)}^2}}}{{\left( {1 + 2\delta } \right)}} $$\end{document}$ df (see Stuart and Ord \[[@CR4]\] for details of this equivalence). This means that the null hypothesis *H* ~*o*~: *ρ* = *ρ* ~*o*~ where *ρ* ~*o*~ is zero will be rejected in favor of the research/alternative hypothesis *H* ~1~: *ρ* ≠ *ρ* ~*o*~ if $$\documentclass[12pt]{minimal}
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The statistical power of the test statistic in ([14](#Equ15){ref-type=""}) can be examined with a selection of a specific value for *ρ* in the research/alternative hypothesis. Let *H* ~1~: *ρ* = *ρ* ^*\**^ ≠ *ρ* ~o~ in which *ρ* ~*o*~ is zero. It then suggests that the statistical power is the probability of rejecting the null hypothesis *H* ~*o*~: *ρ* = *ρ* ~o~ in favor of the research/alternative hypothesis *H* ~1~: *ρ* = *ρ* ^*\**^ ≠ *ρ* ~o~. That is, under the research hypothesis, the minus log likelihood ratio is $$\documentclass[12pt]{minimal}
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This non-central chi squared distribution with one df and non-centrality parameter $\documentclass[12pt]{minimal}
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Illustrations {#Sec3}
=============

In this section, the data consisting of smallpox cases that are displayed in Bailey \[1, p.105\] are considered for illustration of the results in Section [2](#Sec2){ref-type="sec"}. Bailey reported the number, *Y* of days waited to remove a smallpox case in a closed community of 100 individuals in Abakaliki, Nigeria (as in the Table [1](#Tab1){ref-type="table"} below). Two graphs and one table are included.
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {\widehat{\theta }_{{\rho = 0}}} \approx \overline y = 1.39 $$\end{document}$ ~.~ The graph of *Y* versus $\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{1}{{1 + \rho Y}} $$\end{document}$ in Fig. [1](#Fig1){ref-type="fig"} confirms the appropriateness of SPD for the given data. Their linear relationship is captured by the correlation coefficient and it is estimated to be $\documentclass[12pt]{minimal}
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                \begin{document}$$ \widehat{c}orr\left( {Y,\frac{1}{{1 + \rho Y}}} \right) = - 0.{79} $$\end{document}$ due to ([6](#Equ7){ref-type=""}) which is quite different from zero. If the data were to be simple Poisson with no sampling bias on *y* and no impact on the incidence rate due to the removal of infected cases, the configuration in Fig. [1](#Fig1){ref-type="fig"} would have been horizontal with zero correlation. But, it did not happen.

The cumulative distribution function, *CDF*(*m*, *θ*, *ρ*) = Pr\[*Y* ≤ *m*\] or implicitly its survival function, $\documentclass[12pt]{minimal}
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                \begin{document}$$ Sf\left( {m + 1,\theta, \rho } \right) = 1 - CDF\left( {m,\theta, \rho } \right) $$\end{document}$ of the spinned Poisson distribution is after algebraic simplifications, $$\documentclass[12pt]{minimal}
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                \begin{document}$$ CD{F_{{\chi_{{2m,df}}^2}}}\left( {1.86} \right) $$\end{document}$ is the cumulative chi-squared distribution function with 2 m df and percentile (1.86).

The Fig. [2](#Fig2){ref-type="fig"} illustrates a graphical comparison of the survival functions of the usual Poisson, spinned Poisson and empirical distributions of the data in Table [1](#Tab1){ref-type="table"}. The vertical and horizontal axes represent survival probability and *m* + 1 respectively. The survival function of the spinned Poisson survival function rather than the survival function of the usual Poisson distribution is closer to the empirical survival function.

The immediate removal occurs when the number of waiting days to remove an infected case is zero, meaning that *Y* = 0. The probability for an *immediate removal* situation to occur is $$\documentclass[12pt]{minimal}
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The null hypothesis is *H* ~*o*~: *ρ* = *ρ* ~*o*~ = 0 and the research/alternative hypothesis is *H* ~1~: *ρ* = *ρ\** = 1. These are now tested using the likelihood ratio test. Under the null hypothesis, the minus log likelihood ratio is $\documentclass[12pt]{minimal}
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                \begin{document}$$ - \ln {\Lambda_{{{{\hat{\rho }}_{{mle}}}}}} = 14.14 > {3}.{87} $$\end{document}$, notice that the null hypothesis *H* ~*o*~: *ρ* = *ρ* ~*o*~ = 0 is rejected with a 95% confidence level. Under the research hypothesis, the minus log likelihood ratio is $\documentclass[12pt]{minimal}
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                \begin{document}$$ \frac{{{{\left( {1 + {{\widehat{\delta }}_{{{\rho^{*}} = 1}}}} \right)}^2}}}{{\left( {1 + 2{{\widehat{\delta }}_{{{\rho^{*}} = 1}}}} \right)}} \approx 1.000069 $$\end{document}$ df. Using the likelihood ratio criterion, the statistical power of rejecting the null hypothesis in favor of the research hypothesis is calculated using Eq. [21](#Equ21){ref-type=""}. That is, $\documentclass[12pt]{minimal}
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                \begin{document}$$ Power = \Pr \left[ {\chi_{{0.991df}}^2 < 0.34} \right] = 0.{55} $$\end{document}$ when the research hypothesis *H* ~1~: *ρ* = *ρ\** = 1 is true.

Comments and conclusions {#Sec4}
========================

The results of this article are applicable to analyzing data from business, engineering, economics, and sociologic studies in which some cases are removed from the study population due to a screening criterion. The results based on the spinned Poisson distribution could become the foundation for performing further reliability or validity analysis. These and other aspects are currently under investigation and the findings will be reported later.
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