We demonstrate the advantages of feedforward loops using a Boolean network, which is one of the discrete dynamical models for transcriptional regulatory networks. After comparing the dynamical behaviors of network embedded feedback and feedforward loops, we found that feedforward loops can provide higher temporal order (coherence) with lower entropy (randomness) in a temporal program of gene expression. In addition, complexity of the state space that increases with longer length of attractors and greater number of attractors is also reduced for networks with more feedforward loops. Feedback loops show opposite effects on dynamics of the networks. These results suggest that feedforward loops are one of the favorable local structures in biomolecular and neuronal networks.
Introduction
Recent studies of natural complex networks [17] including transcriptional regulatory networks in cells have revealed at least three stastistical properties: long-tailed global connectivity distributions having a small number of highly connected nodes; small-world properties of short path lengths between any two nodes; and highly clustered connections among adjacent nodes [2, 7, 8, 9, 18, 20, 22, 24] . The last local structures called motifs consist of a few nodes * Corresponding author: chikoo@bio.kyutech.ac.jp and edges among the nodes which are found to be statistically significant, and can be regarded as functional modules [18, 20, 22] . Since feedback and feedforward loops are motif structures as well as basic and ubiquitous circuits in man-made systems, one can expect that transcriptional regulatory networks also have both feedback and feedforward loops; however, only the feedforward loops prevail [18, 20, 22] . Other biological networks such as signal transduction and neuronal networks also have similar tendencies, which suggests that feedforward loops are favored in complex biological networks. In general, although massive available network data demonstrate the statistical significance, it is unclear why feedforward loops are advantageous over feedback loops in dynamical systems.
Model and method

Boolean network
The dynamics of the Boolean networks [6, 21] is determined by the equation
where X(t) is a binary state, either 0 or 1, of node i at time t, B i (·) are Boolean functions [See [14, 25] . 
Inputs
Numerical condition
To investigate the effects of feedback and feedforward loops on the dyamics Boolean networks, we constructed many networks with varying numbers of independent feedback or feedforward loops, where both loops consisted of three nodes and three directed edges [See Fig. 1 and Table 2 ]. After embedding the specified number of loops, the rest of the directed edges were assigned at random.
In total, we constructed 9 ×10 4 Boolean networks [See Table 2 
Entropy and mutual information
We measured the entropy (randomness) and mutual information (coherence) of state variables to characterize the temporal (series) structure of state variables in the Boolean networks [3, 4, 5, 6] 
Figure 2: Flow of state variables from upstream nodes to downstream. Since the input connectivity for all nodes is 2 (=K in ), there are two pathways for mutual information in each node. The input sequence In i1 for the node i is the same as the output sequence of an upstream node Out j1 , and the output sequence of Out i for the node i is the same as the input sequence of a downstream node In k . When node i has multiple output connections, they have the same binary sequence because state variables in networks are subject to Eq.
(1).
Complexity of state space
To characterize the complexity of state space from initial states [See Fig. 3 
Path length
To obtain the structual properties of propagating pathway of the state variables, we measured two properties [4, 10, 11, 12 ]:
1. Path length, which is the average number directed edges in the shortest path from a node to all reachable nodes.
2. Average path length, which is the average number of the path lengths for all the nodes.
Results
In total, we obtained 5479157 attractors from 9 ×10 4 networks with 1.8 ×10 
Summary and discussion
We examined the effects of embedding loops on dynamical and topological properties. The networks with more feedback as well as feedforward loops exhibit longer path lengths. As for the dynamical properties, the networks with more feedback loops show a larger number of attractors and greater size of entropy and mutual information, demonstrating that feedback loops increase the complexity of the state space of the networks. In other words, the feedback loops behave as pattern generators of a temporal program of gene expression or entropy generators, and the resultant mutual information (coherence) is driven by the entropy. On the other hand, the networks with more feedforward loops show a smaller number of attractors and size of entropy but larger mutual information. The effects indicate that feedforward loops play a role of stabilizing the state space as well as organizing temporal patterns with less entropy.
The structure of feedback loops resembles that of a repressilator [16] , which is a synthetic genetic regulatory network consisting of three genes connected in a feedback loop. The repressilator shows selfsustained oscillations reminiscent of our results from Boolean networks with feedback loops. Other studies [13, 22, 24] demonstrate that feedforward loops can exhibit temporal and spatial order with differential equations. Our results are similar, as shown in Fig.  8 .
Control parameters for the dynamics of Boolean networks are input connectivity, K in , the size of network, the bias of Boolean functions, and output connectivity distributions [1, 15, 6] . In this report, we change only the connection style with the same amount of network resources [See Table 2 ]. Nevertheless, Figs. 6 -8 demonstrate that the internal connection style may well be regarded as a novel control parameter for the dynamics of Boolean networks.
Our results may provide a blueprint for the design of an artificial regulatory gene network [16, 23] , elucidate the role of loop structures in dynamical systems, and provide some insight into the prediction of relationships between complex network structures, behaviors, and functions. Since the currently available biological network data show resultant structures after evolutionary and/or developmental processes, our constructive approach [4, 5, 6, 10, 11, 12] is one of the promising ways for disentangling natural large-scale complex networks.
Average path length
Since we generated networks with random assignment of edges between nodes under fixed connectivity, K in = K out = 2, we can assume a tree-like structure of a nodes in a network (Fig. 9a) . With this assumption, it can be said that the number of downstream nodes increases exponentially, and the relationships between average path length L and network size N can be expressed as follows :
The average pathlength L can be obtained by transforming Eq. (5),
When the number of embedded loops increases, the average actual number of downstream nodes decreases (Fig. 9b) , leading to the reduction of the common ratio in Eq. (5). Using the reduced common ratio x where x takes 1 < x < 2, Eq. (5) changes to 2(x L − 1)
Similarly, Eq. (7) can be transformed into L = log x (x − 1)(N − 1) 2 + 1 . 
