Problems of regression smoothing and curve tting are addressed via predictive inference in a exible class of mixture models. Multi-dimensional density estimation using Dirichlet mixture models provides the theoretical basis for semi-parametric regression methods in which tted regression functions may be deduced as means of conditional predictive distributions. These Bayesian regression functions have features similar to generalised kernel regression estimates, but the formal analysis addresses problems of multivariate smoothing parameter estimation and the assessment of uncertainties about regression functions naturally. Computations are based on multi-dimensional versions of existing Markov chain simulation analysis of univariate Dirichlet mixture models.
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Introduction
A major concern of modern data analysis is the estimation of a smooth regression function g(x) = E(yjx) based on sampled data z i = (y i ; x i ); i = 1; 2; : : : ; n: Here y and x may be scalar or vector. Usually g is chosen with respect to some criterion that measures how close g(x) is to y on the average. For example, one such criterion is the expected mean squared error, E(y?g(x)jx) 2 , which is minimised when g(x) = E(yjx). Thus, if we can estimate the joint distribution of (y; x); or more directly the conditional distribution of (yjx), the problem is solved in principle by calculating g (x) .
Popular approaches to this class of smoothing problems are essentially non-parametric. Given data D = fy i ; x i ; i = 1; : : : ; ng, g(x) can be estimated by using one of several techniques, including lowess (Cleveland, 1979) , spline smoothing (Craven & Wahba, 1979; Silverman, 1985) , and kernel smoothing (Gasser & M uller, 1984) . The common assumption among these methods is that x 1 ; : : : ; x n are the design points of an experiment at which the observations y 1 ; : : :; y n are obtained, and that there is an unknown regression function g(x) satisfying y = g(x)+ (x), where g( ) and ( ) are systematic and residual components, respectively. Sensible models require the introduction of smoothness priors, or analogous constraints such as smoothness penalties, for the regression function and the error structure (Silverman, 1985) . Modeling must strike a balance between smoothness and exibility in re ecting local structure and changes in the apparent regression relationship. Di erent regions of the (x; y) space may exhibit completely di erent patterns of relationship. A simple idea underlying essentially all non-parametric regression approaches, and made explicit in our approach, is that of local linear regression; generally, we might seek models in which regression functions have, at least approxi-mately, the form g(x) = P j s j (x)m j (x) where the m j (x) are distinct linear functions of x and the s j (x) are probability weights that vary across the design space. The weights s j (x) should emphasise the appropriate component j by taking larger values for x in the locale corresponding to m j (x): A very simple idea is that a mean E(yjx) = g(x) of this form may derive from a joint distribution of mixture form, (x; y) P j p j (x; y); in which the conditional distributions p j (yjx) of the components have means m j (x): This is the basis of our approach. To develop an appropriately exible class of mixture distributions we use multivariate Dirichlet process mixtures of normals. Several authors, notably Ferguson (1973 Ferguson ( , 1983 , Antoniak (1974) , and Escobar & West (1991) , have discussed Bayesian methods of predictive inference in univariate Dirichlet mixture models, where non-parametric Bayesian inference relates quite closely, though with important di erences, to traditional kernel density estimation. The multivariate framework developed here o ers similar analogies with traditional kernel methods of regression smoothing, as is demonstrated below. We assume that the data pairs (x i ; y i ) are sampled from a joint distribution of x and y: This is not a very restrictive assumption for practical applications since the resulting methods can be applied without modi cation in curve tting problems with nonrandom design points. We illustrate how these mixture models lead to a natural and smooth estimate of g(x). The Bayesian framework directly involves estimation, and elimination of smoothing parameters, and, of course, formal assessments of uncertainties about estimated regression functions.
The underlying class of normal mixture models is introduced and brie y reviewed in Section 2, followed by general development of a Gibbs sampler simulation analysis and predictive inference in Section 3. Section 4 returns focus to the smoothing problem. In Section 5, we apply these ideas and tech-niques to an ozone data set appearing in Chambers, Cleveland, Kleiner & Tukey (1983) .
Dirichlet Process Mixtures of Normals
In this section we describe multivariate Dirichlet process mixtures of normal distributions, and key features of their structure in the context of multivariate density estimation. Estimation of the model will follow a Gibbs sampler implementation de ned in Section 3. Let z i , (i = 1; : : :; n) be p-vectors of random quantities assumed independently drawn from an uncertain distribution to be estimated. Mixture models are developed here for this problem; later, we partition each z vector as z = (y; x) and develop focus on the conditional predictive distributions for (yjx) deduced from the full joint mixture model of this section.
From a Bayesian perspective, density estimation may be viewed as a problem of predicting a further draw z = z n+1 ; hence any model must provide a means of computing the predictive distribution (zjD) for the future draw conditional on D = fz 1 ; : : : ; z n g: This requires an appropriate class of models. We use a mixture model z i P 1 j=1 w j F j for which we introduce a parsimonious parameterization and prior probability model by means of a Dirichlet process model. Write x for a unit point mass at x. A Dirichlet process D( G 0 ) (Antoniak, 1974) de nes a probability model on discrete distributions G = P 1 j=1 w j j by generating w j n Q j?1 i=1 (1 ? w i ) o Beta(1; ) and j G 0 , (j 1). Here is the total mass or precision, and G 0 is the prior expectation, E(G) = G 0 , of the Dirichlet process. Escobar & West (1991) follow Ferguson (1983) in using a Dirichlet process model to de ne a class of normal mixture models for univariate density estimation. Here we have one class of multivariate generalisations of this previous work, in which we assume the following hierarchical description:
In words, the discrete distribution G has a Dirichlet process prior with parameter G 0 ; given G; the parameters i are independently drawn from G; then, given i ; z i follows a multivariate normal distribution with moments given by components of i : An additional level may be added to this hierarchy to specify hyperpriors on the parameters and G 0 ; we do this in Section 3.1. In estimating the model we will never have to deal with the full mixture G. It will be possible to resample the i 's without recording all the terms of the in nite mixture. Details will be given in Section 3.
Marginalisation over G also implies that G 0 is the marginal prior for each of the i : This model can be extended to a richer class by putting a hyperprior on and the hyperparameters of G 0 ; see Escobar & West (1991) , and West & Cao (1993) , for such extensions in univariate models. One key feature of the model is that because of the discreteness of G it assigns positive probability to common values among the mean/variance parameters i : An important way of describing this is via the set of conditional priors for each i given the rest, i.e. i j (i) where, for each i = 1; : : :; n, (i) = ( 1 ; : : :; i?1 ; i+1 ; : : :; n ). We have ( i j (i) ) a n?1 G 0 ( i ) + a n?1 n X j=1;i6 =j
where j ( ) is the unit point mass at = j and a j = 1=( +j); j = 1; : : :; n.
Similarly, considering a further observation z n+1 with moments n+1 = f n+1 ; n+1 g we have
) a n G 0 ( n+1 ) + a n
In any set of n realised values (n+1) = ( 1 ; : : :; n ) there will be some k n distinct values, denoted by = ( 1 ; : : :; k ). Write n j for the number of occurrences i = j , j = 1; : : : ; k; so that n 1 + : : : + n k = n. Then we can express (2) as
Antoniak (1974) gives the prior for the number of distinct components k, which has the feature that, for large n relative to k; E(kj ; n) log(1 + n= ): This indicates that k is typically very small compared to n, so the model essentially implies the data are drawn from a mixture of a small number of normals. As k increases, the model analysis can achieve high delity to observed data, indicating its usefulness for data smoothing and interpolation that underlies its utility in density estimation.
A central part of the analysis of such models is the computation of posterior distributions for the i parameters. The joint posterior density for the elements of (n+1) given the data D = fz 1 ; : : : ; z n g is given by p(
where c > 0 is a normalising constant and f(z i j i ) is the likelihood component for i derived from the density of the normal distribution of z i j i : The role of is clear here. If is very large, then (4) reduces to the usual form of the Bayes theorem with G 0 being the prior of (n+1) ; as goes to zero, the i s are estimated by pooling the z i s and some neighboring z j s together.
With respect to density estimation, we are interested in the posterior predictive density of z = z n+1 , namely
The second density in the integrand here is the posterior in (4). The rst density in the integrand is p(zj
which, using (3), reduces to p(zj
where f(zj ) denotes the normal density for z with moments = f ; g:
At a theoretical level, consider (6) for practically important cases in which n is large compared to so that =n is negligible. Then p(zj
with ! j = n j =( + n) n j =n: This has the form of a kernel density estimate with kernel locations and corresponding variance matrices provided by the distinct draws from G 0 : This clari es structure, though application involves averaging this simple mixture with respect to the posterior for the i ; or, equivalently, the posterior for the n parameters i given in (4). Precise evaluation of (4) is di cult even for small sample sizes n. However, Markov chain simulation schemes can be developed to derive methods for approximately simulating the posterior p( (n+1) jD): Sampling the posterior in turn leads to Monte Carlo approximations to the predictive density p(zjD) and its features. Fundamental developments in univariate cases appear in Escobar (1994) , and these were extended by Escobar & West (1991) to problems of univariate density estimation. These original simulation schemes have since been re ned and updated by variations originally introduced by MacEachern (1994). Our approach here builds on the basic ideas of MacEachern (1994), with variations introduced due to our interest in using non-conjugate prior distributions, described below. Full technical details are given in the following sections; note also that some brief review and illustration of this approach are given in West, M uller & Escobar (1994) . 
Hyperparameters
The model is completed by stating distributions on the hyperparameters de ning the base measure of the Dirichlet process. Although other choices can be made, in this paper we specify G 0 as follows. Under G 0 , i and i are independent; i has a multivariate normal prior and i an inverse central Wishart prior. Here W p ( ; s; S) denotes a p-dimensional central Wishart distribution with s degrees of freedom and the p p positive de nite scale matrix S, having mean sS (Arnold, 1981, pp314-318) . Hence G 0 has independent margins i jm; B N( i ; m; B); 
Here m, B, s and S are the hyperparameters of the base prior distribution G 0 , which is a product of (7) and (8) Under the described model, posterior computations via Markov chain simulation are feasible. The univariate development in Escobar & West (1991) can be extended and modi ed to produce various conditional distributions described below. This exploits the conditional prior structure for the i identi ed in equation (1). In each expression of a conditional posterior distribution or density, we make explicit in conditioning the quantities assumed that may, at other points in the argument, be uncertain. Quantities s, a, A, q, R, c, C, a 0 and b 0 that are assumed speci ed in advance and hence globally known are not made explicit, for conciseness and clarity. By iterative resampling from the stated full conditionals we implement a Gibbs sampler. Among the many ne descriptions of the Gibbs sampling scheme are Gelfand & Smith (1990) and Smith & Roberts (1993) .
Augmenting the parameter vector by con guration indicators
We preface the discussion of the full conditionals by introducing a model elaboration which will signi cantly simplify the derivations. We will augment the parameter vector by latent data (con guration indicators S i ), leading to an extended, but much easier estimated model. This is a special case of the data augmentation scheme introduced in Tanner & Wong (1987) .
First, we note general expressions for conditional posterior distributions of individual i given values of the remaining parameters 
Here G (i) is the posterior of i under the prior G 0 updated by the likelihood from the single normal observation z i j i . The mixing weights q i;j are de ned by q i;0 / R f(z i j i )dG 0 ( i ) and q i;j / n i;j f(z i j i j ) for j = 1; : : : ; k i . Given the conditioning quantities in (9), the parameter i may be simulated from the determined density; for each j > 0, the sampled parameter is equal to an existing value i j with chance q i;j ; otherwise it is a new value generated from the speci ed base prior G 0 .
Although early implementations of the Dirichlet mixtures used (9) as the basis for simulation of posteriors, we prefer and develop an alternative, based on multivariate and non-conjugate extensions of work by MacEachern (1994) . MacEachern discusses the theoretical and computational advantages of his modi ed scheme in simpli ed versions of the univariate normal mixture context. The key feature, that of superior convergence properties relative to previous approaches, carries over to multivariate and non-conjugate problems, such as ours. Introduce the con guration vector S = (S 1 ; : : : ; S n ) where each S i takes a value in the set f1; : : : ; ng. We use these con guration indicators to identify common elements among the i ; in particular, S i = S i 0 = j if and only if observations z i and z i 0 share a common parameter i = i 0 = j . Then equation (9) implicitly determines conditional posterior probabilities for the con guration indicators S i , and these may be used to sequentially sample values of S. Given a complete con guration S, the posterior distributions for the parameters i and all hyperparameters tremendously simplify. Thus Markov chain simulation is carried out by successively sampling con guration indicators followed by parameters and hyperparameters, and iterating.
To elaborate, condition the data on a complete con guration S with exactly k distinct parameter values = ( i ; : : :; k ) and counts n j = #fi : S i = jg. Given S and k, the data are e ectively organised into k distinct groups; the n j observations in the jth such group are independent and normally distributed with mean and variance parameters j = f j ; j g; and the data are also conditionally independent across groups. Thus the con guration determines a one-way multivariate normal layout of the data. The general expression of the resulting posterior for all parameters and hyperparameters leads to the various conditional posteriors detailed below; this is p ( ; m; S; BjD; S; k; ) = We now exhibit various conditional distributions under (10) that are required for a Gibbs sampler implementation. The conditional posterior on S (and hence implicitly k) follows from (9). For the conditional posterior on we will refer to the appropriate literature.
Conditional posteriors for primary parameters
From the rst component of (10), the j are conditionally independent with posteriors arising from the normal one-way layout induced by the con guration. For each j = 1; : : : ; k, introduce the group sample means z j = n ?1 
Conditional posteriors for con guration S
The conditional posterior distributions used to update the con guration S = (S 1 ; : : :; S n ) are given detailed here. The strategy is to run through data indices i = 1; : : : ; n, at each step simulating a new con guration indicator for each observation in turn based on a previous complete con guration vector S (MacEachern, 1994 ). Thus we require conditional probabilities of the form pr(S i = jjD; j ; m; S; B; ; S 
where c is a common normalization constant appearing in (18) and (19). Index j = 0 with S i = 0 corresponds to i drawn as a new parameter from G 0 described in (7) and (8) 
here k+1 represents a new value simulated from the Wishart component of the base prior G 0 . Note that the integral in q i;0 = R f(z i j i )dG 0 ( i ) is only solved with respect to i . The average with respect to i is approximated by substituting a draw k+1 from the base measure. This approximation may be re ned by averaging several or many draws of the covariance matrix, or by developments in MacEachern & M uller (1994) . The probabilities q i;j are easily evaluated and normalized; each involves the evaluation of a multivariate normal density function. They may then be used to generate a set of con guration indicators for i = 1; : : : ; n based on the previous, existing con guration, parameters and hyperparameters. As mentioned, some of the rationale underlying this approach appears in MacEachern (1994); the major di erences in our context involve the multivariate extension and the use of a non-conjugate base prior form for G 0 . West, M uller & Escobar (1994) provide discussion of the use of non-conjugate prior forms, and of the potential pitfalls in use of conjugate priors.
3.6 A Gibbs sampling scheme Write = ( ; m; S; B; ; S; k) for the complete set of parameters whose posterior has just been described. Simulation analysis proceeds by sequentially drawing values 1 ; : : : ; N as follows. Assume a current value of : The next step in the Markov chain simulation produces a new value of via: (i) Drawing a new con guration via (18) and (19) based on the current values of parameters in (hence the current con guration){this implicitly determines a new value for k;
(ii) Based on this new con guration replacing the old, drawing new parameters via (11) and (12); and nally (iii) Drawing new hyperparameters m; S; B and via (13) through (17), inclusive, based on the latest parameters and corresponding con guration.
The Markov chain so determined produces sequences r that ultimately represent approximate draws from the posterior p( jD): We will discuss convergence issues in the following section. Assuming convergence, a set of N draws r leads to sampled predictive distributions p(zj r ) simply conditioning on the sampled parameters. Predictive inference formally based on p(zjD) requires the averaging of p(zj ) over p( jD) as implied in (5), namely p(zjD) N ?1 P r p(zj r ) where the summands are mixtures of few normals, the number of components varying with sampled con gurations. In addition to approximating the predictive density this way, the sampled densities p(zj r ) provide information relevant to assessing posterior uncertainty about this \ tted" or \estimated" density for future data, formally addressing the issues of uncertainty assessment in density estimation and regression.
Convergence
In this section we discuss convergence issues for the Gibbs sampler which we introduced to estimate the proposed model. The argument follows closely the discussion in MacEachern & M uller (1994) who consider convergence of more general MDP models. Let P( ; ) denote the transition probability de ned by one iteration of the Gibbs sampler if the current state of the chain is , and write for the posterior distribution.
For a class of Markov chain Monte Carlo methods including the Gibbs sampler, Tierney (1994, Theorem 1 and Corollary 2) shows that a su cient condition for convergence is that the transition probability P( ; :) be -irreducible, i.e. if P( ; ) is -irreducible then jjP n ( ; ) ? jj ! 0 for all . Here jj jj denotes total variation distance, and P n ( ; ) is the transition probability over n iterations when starting at . To show -irreducibility we need to show that for each subset A of the parameter space with (A) > 0 and for each parameter vector 2 there exists an integer n = n( ; A) 1 such that P n ( ; A) > 0. For each iteration of the Gibbs sampler we will consider the two sub-steps of (i) resampling the con guration vector S, and then (ii) resampling all other parameters conditional on S. The con guration vector S introduces a nite partition of the parameter space into subspaces s with equal con gurations.
There exists a con guration s with s (A) := (A \ s ) > 0. Since at each iteration the Gibbs sampler allows with positive probability to move to any other con guration, we can, for any initial , within sub-step (i) of one iteration of the Gibbs sampler change with positive probability to con guration s. In sub-step (ii) we only generate from distributions which are mutually absolutely continuous with respect to s . Both arguments together su ce to show that n( ; A) = 1.
For a practical implementation we require in addition to such convergence results some convergence diagnostics to indicate when the Gibbs sampling iterations could be terminated. In the implementation used in Section 5 we relied on a diagnostic proposed by Geweke (1992) which is based on comparing appropriately standardized ergodic averages from the earlier and the ending part of the simulated time series. Geweke (1992) gives a convergence diagnostic CD which should be approximately standard normal distributed when the chain has reached practical convergence.
Regression function estimation
We now make explicit the application of the discussed model to the regression estimation as laid out initially. Suppose z = z n+1 is partitioned into vectors x and y, so that z = (y; x), and that one primary goal is the assessment of the regression function E(yjx): The Bayesian approach focuses attention on the evaluation of the predictive expectation E(yjx; D).
Under the assumed structure, p(zj ) is a locally weighted mixture of small number of normals, and conditioning on x imply p(yjx; ) = s 0 (x)p 0 (yjx; ) + k X j=1 s j (x)f j (yjx; ); where p 0 is the conditional density of y given x based on the normalized base measure G 0 , and f j is the conditional normal density of y given x under the joint normal f(zj j ). The corresponding k +1 weights s j (x), j = 0; 1 : : : ; k are functions of the marginal densities of x under the base prior G 0 and the joint normals f j (zj j ), respectively.
Thus conditional on a given con guration (S; k), the corresponding regression function is E(yjx; ) = P k j=0 s j (x)m j (x) where m j (x) is the mean of the jth component distribution for y given x. This is a weighted sum of the component regressions m j (x) derived from the component normals. Note that m j (x) is a linear function of x in each case as the distributions involved are normals. They may be very di erent linear functions; the component distributions are, from the earlier development, distinct and may have quite di erent covariance structure, so that the \slopes" of the regressions m j (x) vary across j. The regression weights s j (x) determine that components m j (x) will be more highly weighted in predicting y when the value of the density f j (xj ) is relatively large; thus x values \close" to a particular component represented in implies that the regression function of that component dominates the predictions.
As discussed in Section 3.6, the Gibbs sampling analysis leads to sampled parameters r and hence to sampled conditional predictive distributions for yjx; r : The Monte Carlo average of these approximates the required conditional predictive distribution. Similarly, the arithmetic mean of simulated conditional means E(yjx; r ) approximates the required regression \estimate", and uncertainty about the regression can be assessed via similar estimates of conditional probabilities, variances and so forth.
Illustration
Some illustration is provided in analyses of a data set of Chambers, Cleveland, Kleiner, & Tukey (1983, pp346-347) . The data are n = 111 daily observations on the four meteorological variables ozone concentration (Z), radiation (R), wind speed (W), and temperature (T). We will use z i = (Z i ; R i ; W i ; T i ) to denote the i?th observation (i = 1; : : :n). Observations with missing values were excluded, and ozone was transformed to a cube root scale.
We start by simulating 20,000 passes of the simulation scheme described in Section 3 and estimating predictive densities by taking Monte Carlo averages in batches of 200 iterations. The chain was considered to have practically converged after 20,000 passes based on the convergence diagnostic CD proposed by Geweke (1992) .
Two bivariate margins of the estimated predictive distribution p(zjD) are shown in Figure 1 . Recall that the predictive distribution can be written as an average over conditional predictive distributions p(zj ; D) = p(zj ), where the average is taken over the posterior distribution on and the conditional predictive distributions are all nite mixtures of multivariate normals. Figure 2 graphs bivariate contours of p(zjD; 1800 ), i.e. bivariate margins of the estimated density conditional on the particular parameter vector imputed after 1800 iterations of the Markov chain. Integrating over the posterior on mixes over the uncertain locations i and covariance matrices i of the terms, as well as the number k of terms in the mixture. Once the predictive distribution p(zjD) is estimated, regression curves can be readily obtained as conditional expectations. Alternatively, Scott (1992) makes an argument for using a trace of the conditional modes to summarise bivariate data. Such modal regression curves are no more di cult to derive than the conditional expectations. Figure  3b shows an example. An attractive feature of our model based approach to density estimation is that it provides appropriate measures of uncertainty for such tted curves without resorting to asymptotic arguments. The posterior distribution p( jD) implies a posterior distribution on the whole regression curve. Some elements of this distribution are illustrated in Figure 4 . Higher dimensional regression surfaces are no more complicated to compute than the univariate regression curve. The surfaces in Figure 5 are three dimensional smoothing surfaces.
The amount of smoothing is closely related to the distribution on k, the number of distinct pairs f j ; j g: The prior distribution on k is determined by the parameter of the model. The particular hyperprior on applied in this example was a ?(1:0; 0:2) distribution (i.e. with E( ) = 5). Figure  6a compares this prior distribution with a Monte Carlo approximation to the posterior p( jD). To make an argument about the relative robustness with respect to the choice of hyperprior on , we replicated the whole simulation with ?(1:0; 0:05) (i.e. with E( ) = 50). The resulting posterior on is shown in Figure 6b . More informative priors on , however, would move inference towards more/fewer clusters. While { except for extreme cases { this would typically not lead to any discernible change in the predictive distribution, it would change posterior inference on the model parameters. We estimated the model with a ?(5; 1) prior on , and obtained almost indistinguishable predictive inference, but a posterior distribution on k, for example, which was shifted towards larger values.
The priors on other hyperparameters were chosen as follows. For the Wishart distributions on i , B ?1 and S the degrees of freedom parameters s; c and q were set at 10; the matrix parameters C and Q were diagonal matrices with diagonal elements (1; 10000; 100; 10), indicating only the scale of the respective variables. The hyperprior on m was taken as a multivariate normal with the same diagonal covariance matrix as C, again with the elements only indicating the scale of the variables. The hyper-mean a was set to a = (3; 180; 80; 10).
The Gibbs sampling scheme was initialized by setting all hyperparameters equal to their expected values under the respective hyperpriors. The con guration vector was initialized by setting k = n, i.e. putting each observation into a class by itself. The Gibbs sampler was started by drawing i , (i = 1; : : : ; n). Therefore no initial values for i were required. The algorithm was implemented as a C program on a DEC-station 3000/500x and took 8 minutes CPU time for the 20,000 Gibbs sampler iterations and the computations to build up Figures 1a and 5a. Most time was probably spent to evaluate the predictive distributions and expectations on the 50 50 grids for these two gures. For  Figures 1b and 5b 
