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Sufficiency of stationary policies for constrained continuous-time
Markov decision processes with total cost criteria
Yi Zhang ∗
Abstract: This paper, based on the compactness-continuity and finite value conditions, establishes
the sufficiency of the class of stationary policies out of the general class of history-dependent ones
for a constrained continuous-time Markov decision process in Borel state and action spaces with total
nonnegative cost criteria. The controlled process is not necessarily absorbing, the discount factor can
be identically equal to zero, and the transition rates can also be equal to zero, which account for
the major technical difficulties. Models with these features seemingly had not been handled in the
previous literature.
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undiscounted criteria. Constrained optimality.
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1 Introduction
This paper establishes the sufficiency of stationary policies out of the general class of history-dependent
ones for a constrained continuous-time Markov decision process (CTMDP) in Borel state and action
spaces with total nonnegative cost criteria, based on the compactness-continuity and finite value
conditions.
The majority of the previous literature on CTMDPs with the total cost criteria focuses on the
discounted case with a positive constant discount factor; see e.g., [5, 6, 10, 11, 16, 18, 19, 20, 21], where
the convex analytic approach is developed in [11, 19, 20], and the maximum principle is demonstrated
in [18]. Another powerful method was proposed by Feinberg in his pioneering work 1 [5] and further
extended in [6], which reduces the CTMDP to a discrete-time Markov decision process (DTMDP).
By reduction is meant that the performance vector of the CTMDP under any give policy can be
replicated by the performance vector of the transformed DTMDP under a corresponding policy, and
vice versa, so that each DTMDP-optimal policy corresponds to a CTMDP-optimal policy; and the
CTMDP problem has the same value as the DTMDP problem. Once such a reduction is possible,
one can refer to the optimality results about the transformed DTMDP for those about the original
continuous-time problem. Note that the Feinberg’s reduction method is valid without any specific
conditions, so long the discount factor is strictly positive, or the transition rates are separated from
zero; see [5, 6].
The situation when the discount factor for the CTMDP is (identically) zero becomes significantly
more complicated, and the theory for such constrained CTMDP problems is currently underdeveloped,
despite that such models find applications to e.g., epidemiology, where one aims at minimizing the
∗Department of Mathematical Sciences, University of Liverpool, Liverpool, L69 7ZL, U.K.. E-mail:
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1The idea of studying a CTMDP via a transformed DTMDP dates back at least to the 1970s, see [17, 22], where the
reduction is justified if one only considers policies that do not change actions between two consecutive state transitions,
under which the situations become much simpler. The first work on reducing a CTMDP with policies allowing the change
in actions between two state transitions seems to be [23], which is quite different from [5], and will be discussed below.
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total endemic time, which does not have an obvious monetary interpretation for discounting. If the
transition rates are not separated from zero, then it can happen that the performance vector of the
CTMDP under a non-stationary policy may not be replicated by any performance vectors of the
transformed DTMDP; see Example 6.3 of [13]. This obstacle remains even under the compactness-
continuity and finite value conditions imposed below. The authors of [13] intend to consider such
constrained CTMDP problems by focusing on a class of policies, to which the Feinberg’s reduction
method is still applicable. However, the sufficiency of that class of policies was left unproved; instead,
the authors of [13] only conjecture the following statement 2 to hold: “Consider a subset only consisting
of the states, at each of which there is at least one absorbing action (i.e., an action under which the
transition rate is zero), and each absorbing action is accompanied by at least one strictly positive
cost rate. Then under the compactness-continuity and the finite value conditions, it is sufficient for
the decision maker to concentrate on the class of policies under which, absorbing actions are never
selected whenever the process is in this given subset of states.”
The above claim is less transparent because, firstly, under a randomized policy that assigns, roughly
speaking, a positive probability to selecting some absorbing actions, the controlled transition rate could
be still positive, so that the process still might not be trapped in the given set; and secondly, it can
be the case that at an absorbing action, one cost rate becomes positive but very small with the other
cost rates being zero, whereas at the non-absorbing actions, all the cost rates are quite large.
The main contribution of this paper thus lies in that we prove the aforementioned claim. As a
direct consequence of that, we obtain the existence of a stationary optimal policy for the constrained
CTMDP problem with the total undiscounted criteria. In doing so, we actually show that the class
of stationary policies is sufficient for the concerned constrained CTMDP problem.
In relation to the relevant literature, which seems to be scarce, the sufficiency of stationary policies
for a constrained CTMDP with total undiscounted cost criteria was also considered in [12], where the
investigations follow a different approach and heavily rely on a strong absorbing assumption forcing
the controlled process to be absorbed at some cemetery within finite expected time under each policy,
and the cemetery is the only place where the transition rates can be zero. The approach in [12] is
not applicable to our setting. For an unconstrained CTMDP, under the same compactness-continuity
and finite value conditions as in the present paper, the sufficiency of the class of stationary policies
is shown in [9], which is based on a different reduction method originally proposed by Yushkevich in
[23]; see also [2], and the difference lies in that the reduction method in [9] gives a DTMDP model
with a complicated action space as a set of decision rules, so that a stationary policy for this DTMDP
model generally corresponds to a (non-stationary) Markov policy for the CTMDP model. To pass
from Markov policies to stationary policies, the dynamic programming argument is heavily applied in
[9], which is inconvenient for constrained problems.
The rest of this paper is organized as follows. We briefly describe the controlled process and state
the concerned optimal control problem in Section 2. The main statements are formulated in Section
3. Some preliminary definitions and lemmas are presented in Section 4 to serve the proofs of the main
results, which in turn are in Section 5.
2 Optimal control problem statement
Notations and conventions. In what follows, I stands for the indicator function, δx(·) is the Dirac
measure concentrated at x, and B(X) is the Borel σ-algebra of the topological space X. Below, unless
stated otherwise, the term of measurability is always understood in the Borel sense. The convention
of 00 := 0 is in use unless stated otherwise.
2The formal statement is given below after Theorem 3.1
2
Consider a constrained CTMDP problem, whose system parameters are the following elements
{S, A, q(·|x, a), (c1(x, a))i=0,1,...,N , α(x)},
where S is a nonempty Borel state space, i.e., a measurable subset of some complete separable metric
space, and A is a nonempty Borel action space. The transition rates are given by q(·|x, a), a signed
kernel on B(S) given (x, a) ∈ S×A such that q(ΓS \{x}|x, a) ≥ 0 for all ΓS ∈ B(S), and furthermore,
q(S|x, a) = 0 and
sup
x∈S,a∈A
qx(a) <∞,
where
qx(a) := −q({x}|x, a).
The boundedness in the transition rates is only needed for Lemma 4.3 below.
For the future reference, it is convenient to introduce
q˜(dy|x, a) := q(dy \ {x}|x, a).
The cost rates ci(x, a) ∈ [0,∞] are nonnegative extended-real-valued measurable functions on S ×A,
and the state-dependent discount factor α(x) ∈ [0,∞) is a nonnegative (and thus can be identically
zero-valued) measurable function on S.
We briefly describe the Kitaev’s construction of a CTMDP [15, 16] as follows. Let us take the
sample space Ω := S × ((0,∞] × S∞)
∞, where S∞ := S
⋃
{x∞} with the isolated point x∞ /∈ S. We
equip Ω with its Borel σ-algebra F . For each n ≥ 0, and any element ω := (x0, θ1, x1, θ2, . . . ) ∈ Ω, let
tn(ω) := tn−1(ω) + θn with t0(ω) := 0, and t∞(ω) := limn→∞ tn(ω). Obviously, tn(ω) are measurable
mappings on the sample space Ω. In what follows, we will omit the argument ω ∈ Ω from the
presentation for simplicity, and understand tn, xn, θn+1, and t∞ as the n-th jump moment, jump-
in state, holding time of xn, and the explosion moment. The pairs {tn, xn} form a marked point
process with the internal history {Ft}t≥0 (see Chapter 4 of [16]), which defines the stochastic process
{ξt, t ≥ 0} on (Ω,F) of interest by
ξt =
∑
n≥0
I{tn ≤ t < tn+1}xn + I{t∞ ≤ t}x∞, (1)
where x∞ is the cemetery point so that A(x∞) := {a∞} and qx∞(a∞) := 0 with a∞ /∈ A being some
isolated point. Below we denote A∞ := A
⋃
{a∞}.
Definition 2.1 A (randomized history-dependent) policy pi for the CTMDP is given by a sequence
(pin) such that, for each n = 0, 1, . . . , pin(da|x0, θ1, . . . , xn, s) is a stochastic kernel on B(A), and for
each ω = (x0, θ1, x1, θ2, . . . ) ∈ Ω, t > 0,
pi(da|ω, t) := I{t ≥ t∞}δa∞(da) +
∞∑
n=0
I{tn < t ≤ tn+1}pin(da|x0, θ1, . . . , xn, t− tn).
In other words, a policy pi is a predictable (with respect to the internal history {Ft}) stochastic kernel
from Ω × (0,∞) to A∞, see Theorem 4.19 in [16]. A policy is called Markov if it is in the form
pi(da|ω, t) = pi(da|ξt−(ω), t).
3
Under each policy pi := (pin), we define the following random measure on S × (0,∞)
νpi(dt, dy) :=
∫
A
q(dy \ {ξt−(ω)}|ξt−(ω), a)pi(da|ω, t)dt.
Suppose that an initial distribution γ on S is given. Then by Theorem 4.27 in [16], there exists a
unique probability (strategic) measure P piγ such that
P piγ (ξ0 ∈ dx) = γ(dx),
and with respect to P piγ , ν
pi is the dual predictable projection of the random measure of the marked
point process {tn, xn}. The process {ξt} defined by (1) under the probability measure P
pi
γ is called a
CTMDP. Under a Markov policy pi, the process {ξt} is a Markov jump process; see [8]. Below, when
γ(·) is a Dirac measure concentrated at x ∈ S, we use the denotation P pix . Expectations with respect
to P piγ and P
pi
x are denoted as E
pi
γ and E
pi
x , respectively.
Definition 2.2 A policy pi = (pin) is called (randomized) stationary if each of the stochastic kernels
pin reads
pin(da|x0, θ1, . . . , xn, t− tn) = pi(da|xn).
A stationary policy is further called deterministic if
pin(da|x0, θ1, . . . , xn, t− tn) = δf(xn)(da)
for some measurable mapping f from S to A.
Now let us define the total expected cost by
W (γ, pi, ci) := E
pi
γ
[∫ ∞
0
e−
∫ t
0 α(ξs)ds
∫
A
ci(ξt, a)pi(da|ω, t)dt
]
for each i = 0, 1, . . . , N , and the optimal control problem of interest reads
W (γ, pi, c0)→ min
pi
(2)
s.t. W (γ, pi, cj) ≤ dj ∀ j = 1, 2, . . . , N,
where dj ≥ 0, j = 1, 2, . . . , N, are real constants. When γ is the Dirac measure concentrated at the
point x, we write W (x, ·, ·) instead of W (δx, ·, ·).
Let the initial distribution γ on B(S) be fixed from now on, unless stated otherwise.
Definition 2.3 A policy pi is called feasible if it satisfies the constrained inequalities in (2). A feasible
policy pi∗ is called (constrained) optimal if W (γ, pi∗, c0) = infpiW (γ, pi, c0), where the infimum is taken
over the collection of all the feasible policies. A feasible policy pi is said to be with finite value if
W (γ, pi, c0) <∞. We say that a policy pi outperforms a policy pi
′ if W (γ, pi, ci) ≤W (γ, pi
′, ci) for each
i = 0, 1, . . . , N.
In what follows, to avoid the trivial case, we assume that there exists at least one feasible policy to
problem (2).
The main result of this paper, roughly speaking, is that under the compactness-continuity and
finite value conditions, for problem (2) it suffices to be restricted to the class of stationary policies in
a specific form, and, in fact, there exists a stationary (constrained) optimal policy.
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3 Main statements
Recall that the convention of 00 := 0 is used everywhere in this paper. We impose the standard
compactness-continuity condition as follows.
Condition 3.1 The following statements hold.
(a) A is compact.
(b) For any bounded continuous function f(x) on S,
∫
S
f(y)q(dy|x, a) is continuous in (x, a) ∈ S×A.
(c) qx(a) and
qx(a)
α(x)+qx(a)
are continuous in (x, a) ∈ S ×A, and α(x) is continuous in x ∈ S.
(d) ci(x, a), i = 0, 1, . . . , N , are lower semicontinuous in (x, a) ∈ S ×A.
Denote
W ∗ (x) := inf
pi
W
(
x, pi,
N∑
i=0
ci
)
. (3)
Condition 3.2 W ∗(x) <∞ for each x ∈ S.
Condition 3.2 is imposed to validate the relevant statements in [9]. 3
Consider the set
D := {x ∈ S :W ∗(x) = 0}. (4)
Under Conditions 3.1 and 3.2, the set D is measurable because W ∗ is lower semicontinuous in x ∈ S
by Proposition 5.8 of [9], which was stated assuming S to be an Euclidean space, andW ∗ to be locally
bounded; a careful inspection of the proofs therein reveals that these assumptions can be relaxed to
the setup in the present paper. Furthermore, there exists a deterministic stationary policy f∗ such
that
W ∗(x) =W (x, f∗,
N∑
i=0
ci) (5)
for each x ∈ S; see also Lemma 4.1 below. For the future reference, we note that
ci(x, f
∗(x)) = 0, i = 0, 1, . . . , N, (6)
for each x ∈ D. It is evident that for problem (2), one can be restricted to the class of policies pi = (pin),
which are locally stationary on the set D, i.e., for each n = 0, 1, . . . ,
pin(da|x0, θ1, . . . , xn, s) = δf∗(xn) ∀xn ∈ D. (7)
Theorem 3.1 Suppose Conditions 3.1 and 3.2 are satisfied, and let some feasible policy pi with finite
value and satisfying (7) be fixed. Then there exists a stationary policy ϕ, which outperforms pi, i.e.,
W (γ, ci, ϕ) ≤W (γ, ci, pi)
for each i = 0, 1, . . . , N.
3By the way, consider the set Sˆ1 := {x ∈ S1 : α(x) + supa∈A qx(a) = 0, infa∈A{qx(a) +
∑N
i=0 ci(x, a)} > 0}. One
can understand the set Sˆ1 as the collection of disaster states, where all the actions are absorbing, and they all lead to
at least one cost rate to be strictly positive. It is intuitively clear that once the process enters this set Sˆ1, it would be
trapped there with either an infeasible performance or an infinite value. More rigorously, Lemma 5.2 of [13] shows that
under Condition 3.1, for each feasible policy with finite value, the controlled process never visits the set Sˆ1 almost surely.
Hence, if Conditions 3.1 and 3.2 are satisfied, then Sˆ1 = ∅.
5
The proof of Theorem 3.1 and the one of Corollary 3.1 below are given in Section 5, which are based
on the preliminary results presented in Section 4.
Let us denote
B(x) := {a ∈ A : qx(a) = 0},
S1 :=
{
x ∈ S : α(x) + inf
a∈A
qx(a) = 0, inf
a∈A
(
qx(a) +
N∑
i=0
ci(x, a)
)
> 0
}
, (8)
which are measurable under Condition 3.1, see Proposition D.5 in [14].
The following statement was conjectured in [13], see Conjecture 3.1 therein.
The conjectured claim in [13]; see Conjecture 3.1 therein. Suppose Conditions 3.1 and 3.2 are
satisfied, and there exists some feasible policy pi with finite value for problem (2). Then for problem
(2) it suffices to be restricted to policies pi = (pin) that satisfy
pin(A \B(x)|x0, θ1, . . . , xn, s) = 1, ∀ xn ∈ S1, n = 0, 1, . . . , (9)
almost everywhere as a function in s ∈ [0,∞) with respect to the Lebesgue measure ds. ✷
The next corollary of Theorem 3.1 verifies the the above claim.
Corollary 3.1 Suppose Conditions 3.1 and 3.2 are satisfied, and let some feasible policy pi with finite
value and satisfying (7) be fixed. Then there exists a stationary policy ψ, which outperforms pi, and
satisfies that
ψ(B(x)|x) = 0
for each x ∈ S1.
The next corollary gives the solvability result for the concerned problem (2).
Corollary 3.2 Suppose Conditions 3.1 and 3.2 are satisfied, and there exists some feasible policy pi
with finite value for problem (2). Then there exists a stationary (constrained) optimal policy.
Proof. The statement immediately follows from Corollary 3.1 in the present paper and Theorem 3.4
of [13]; note that in Theorem 3.4 of [13], the optimality is understood only out of the class of policies
satisfying (9), whose sufficiency, however, was not proved therein. ✷
4 Preliminaries
For each policy pi, we define its occupancy measure on B(S ×A) by
Mpin (dx× da) := (qx(a) + α(x))Mˆ
pi
n (dx× da) (10)
for each n = 0, 1, . . . , where
Mˆpin (dx× da) := E
pi
γ
[∫ tn+1
tn
e−
∫ t
0
α(ξs)dsI{ξt ∈ dx}pi(da|ω, t)dt
]
.
Let the occupation measure of the policy pi be defined by
ηpi(dx× da) :=
∞∑
n=0
Mˆpin (dx× da).
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The occupation measure of the CTMDP is related and in general not equivalent to the occupation
measure of the transformed DTMDP, which we now describe.
Consider the DTMDP model with the total undiscounted cost criteria specified by the following
system parameters {
S, A,
q˜(dy|x, a)
α(x) + qx(a)
,
(
ci(x, a)
α(x) + qx(a)
)
i=0,1,...,N
}
, (11)
where the possibly substochastic kernel q˜(dy|x,a)
α(x)+qx(a)
is complemented by extending S with the isolated
cemetery point x∞ in the usual manner, and the convention of
0
0 := 0 is in use. Denote by ΠD the
space of policies for the DTMDP model (11), for which we use the notations x˜n, a˜n for the controlled
and controlling processes, and E˜piγ and P˜
pi
γ for the expectation and strategic measure constructed in
the canonical way; see [14]. We define the occupation measure of a policy p˜i ∈ ΠD for the DTMDP on
B(S ×A) by
η˜p˜i(dx× da) := E˜p˜iγ
[
∞∑
n=0
I{x˜n ∈ dx, a˜n ∈ da}
]
.
Under Condition 3.1, ci(x,a)
α(x)+qx(a)
are lower semicontinuous for each i = 0, 1, . . . , N , and the kernel
q˜(dy|x,a)
α(x)+qx(a)
is weakly continuous, see Lemma 5.5 of [13].
Lemma 4.1 Suppose Conditions 3.1 and 3.2 are satisfied. Then
inf
p˜i∈ΠD
E˜p˜ix
[ ∑N
i=0 ci(x˜n, a˜n)
α(x˜n) + qx˜n(a˜n)
]
= E˜f
∗
x
[ ∑N
i=0 ci(x˜n, a˜n)
α(x˜n) + qx˜n(a˜n)
]
=W ∗(x)
= inf
a∈A
{∑N
i=0 ci(x, a)
α(x) + qx(a)
+
∫
S
q˜(dy|x, a)
α(x) + qx(a)
W ∗(y)
}
=
∑N
i=0 ci(x, f
∗(x))
α(x) + qx(f∗(x))
+
∫
S
q˜(dy|x, f∗(x))
α(x) + qx(f∗(x))
W ∗(y)
for each x ∈ S. (Here the convention of 00 := 0 is in use, and W
∗ is defined by (3).)
Proof. This lemma follows from the theory of dynamic programming for DTMDPs and [9], see espe-
cially Section 5 therein. ✷
Let us recall
B(x) = {a ∈ A : qx(a) = 0},
S1 =
{
x ∈ S : α(x) + inf
a∈A
qx(a) = 0, inf
a∈A
(
qx(a) +
N∑
i=0
ci(x, a)
)
> 0
}
,
and define
S2 :=
{
x ∈ S : α(x) + inf
a∈A
(
qx(a) +
N∑
i=0
ci(x, a)
)
= 0
}
,
S3 :=
{
x ∈ S : α(x) + inf
a∈A
qx(a) > 0
}
,
which are measurable under Condition 3.1 by Proposition D.5 in [14]. Note that
S2 ⊆ D.
Observe that the measurable sets S1, S2 and S3 form a disjoint decomposition of S =
⋃3
i=1 Si.
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Lemma 4.2 Suppose Conditions 3.1 and 3.2 are satisfied, and consider the policy pi in Theorem 3.1,
which is thus feasible and with finite value. Then there exists some p˜i = (p˜in) ∈ ΠD for the DTMDP
(11) such that
p˜in = (da|x˜0, a˜0, . . . , x˜n) = δf∗(x˜n)(da)
for each x˜n ∈ D, and
(qx(a) + α(x))η
pi(dx× da) = η˜p˜i(dx× da)
on B((S \D)×A).
Proof. See Lemma 5.4 of [13] and its proof. ✷
Lemma 4.3 Suppose Conditions 3.1 and 3.2 are satisfied, and let some feasible policy pi with finite
value be fixed. Then restricted to the set S \D, the occupation measure ηpi(dx×A) is σ-finite.
Proof. The proof can be proceeded with obvious modifications as the one of Theorem 3.2 in [4], which
is about DTMDPs. ✷
Corollary 4.1 Suppose Conditions 3.1 and 3.2 are satisfied, and let some feasible policy pi with finite
value be fixed. Then there exists a stationary policy ϕ such that on B((S \D)×A)
ηpi(dx× da) = ϕ(da|x)ηpi(dx×A) (12)
and
ϕ(da|x) = δf∗(x)(da), ∀ x ∈ D.
Proof. This is an immediate consequence of Lemma 4.3. ✷
Lemma 4.4 Let p˜i ∈ ΠD be a policy for the DTMDP model (11) such that∫
S×A
η˜p˜i(dx× da)
ci(x, a)
α(x) + qx(a)
<∞
for each i = 0, 1, . . . , N. Suppose there exists a stationary policy ϕ˜ ∈ ΠD for the DTMDP model
satisfying η˜p˜i(dx × da) = η˜p˜i(dx × A)ϕ˜(da|x) on B((S \ D) × A), and ϕ˜(da|x) = δf∗(x)(da) for each
x ∈ D. Then
η˜ϕ˜(dx× da) ≤ η˜p˜i(dx× da)
on B((S \D)×A).
Proof. See Theorem 3.3 of [4]. ✷
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5 Proofs of the main statements
Proof of Theorem 3.1. Throughout this proof, we let the policy pi be fixed as in the statement of this
theorem, and the stationary policy ϕ be as in Corollary 4.1. We will show that this stationary policy
ϕ outperforms the given policy pi as follows.
If ηpi(S1 × A) = 0, then one can assume without loss of generality that ϕ(B(x)|x) < 1 almost
everywhere with respect to ηpi(dx×A) restricted to S1. Now consider the case of
ηpi(S1 ×A) > 0.
Note that
∞ > W (γ, pi,
N∑
i=0
ci) ≥
∫
S1×A
ηpi(dx× da)
N∑
i=0
ci(x, a) =
∫
S1
ηpi(dx×A)
∫
A
ϕ(da|x)
N∑
i=0
ci(x, a)
=
∞∑
n=0
Epiγ
[
Epiγ
[∫ tn+1
tn
∫
S1
I{xn ∈ dx}e
−
∑n−1
i=0 α(xi)θi+1−α(x)(t−tn)
∫
A
ϕ(da|x)
N∑
i=0
ci(x, a)dt
∣∣∣∣∣Fn
]]
=
∞∑
n=0
Epiγ
[∫
S1
I{xn ∈ dx}e
−
∑n−1
i=0 α(xi)θi+1
∫
A
ϕ(da|x)
N∑
i=0
ci(x, a) E
pi
γ [θn+1| Fn
]]
,
where Fn denotes the σ-algebra generated by (x0, θ1, . . . , xn), and the last equality is by the fact that
α(x) = 0 for each x ∈ S1. Suppose for contradiction that
ϕ(B(x)|x) = 1 (13)
on a measurable subset Γ1 ⊆ S1 of positive measure with respect to η
pi(dx× A) restricted to S1. On
Γ ⊆ S1 it holds that ∫
A
ϕ(da|x)
N∑
i=0
ci(x, a) ≥
∫
B(x)
ϕ(da|x)
N∑
i=0
ci(x, a) > 0
by the definition of the set S1; see (8). Furthermore, since η
pi(Γ1 × A) > 0 (by the definition of Γ1),
there exists some n = 0, 1, . . . such that P piγ (xn ∈ Γ1) > 0, and for this n it must hold that
Epiγ [θn+1|Fn] <∞
for almost all ω ∈ {ω ∈ Ω : xn(ω) ∈ Γ1} (with respect to the strategic measure P
pi
γ (dω)), for otherwise
it would contradict that the policy pi is feasible with finite value. This together with the fact of
B(x) = {a ∈ A : qx(a) = 0} implies that
ηpi({(x, a) : x ∈ Γ1, a ∈ A \B(x)}) > 0.
(Here the set in the bracket on the left hand side of the above inequality is measurable because so is
the set {(x, a) : x ∈ Γ1, a ∈ B(x)} as follows from the definition of B(x) and Theorem 3.1 of [7].) The
above inequality together with the fact following from (12) that∫
Γ1
ϕ(A \B(x)|x)ηpi(dx×A) = ηpi({(x, a) : x ∈ Γ1, a ∈ A \B(x)})
in turn leads to that ϕ(A\B(x)|x) > 0, or say equivalently, ϕ(B(x)|x) < 1 on some measurable subset
of Γ2 ⊂ Γ1 of positive measure with respect to η
pi(dx × A), which is a desired contradiction against
the relation in (13). As a consequence,
ϕ(B(x)|x) < 1
9
almost everywhere with respect to ηpi(dx × A) restricted to S1. In what follows, by modifying its
definition on a measurable subset of S1 of null measure with respect to η
pi(dx × A) if necessary, we
can regard without loss of generality 4 that
ϕ(B(x)|x) < 1 (14)
for each x ∈ S1.
Let the policy p˜i ∈ ΠD for the DTMDP model (11) be as in Lemma 4.2, so that in particular,
ηpi(dx× da)(qx(a) + α(x)) = η˜
p˜i(dx× da) (15)
on B((S \D)×A). Also define a stationary policy for the DTMDP (11) by
ϕ˜(da|x) :=
(qx(a) + α(x))ϕ(da|x)∫
A
(qx(a) + α(x))ϕ(da|x)
(16)
for all x ∈ S \D, recalling that
∫
A
(qx(a) + α(x))ϕ(da|x) > 0 for each x ∈ S \D = (S1
⋃
S3) \D due
to (14) and the definition of the set S3; whereas for all x ∈ D, we put
ϕ˜(da|x) := δf∗(x)(da)
with f∗ being the deterministic stationary policy as in (5).
We next verify that
η˜p˜i(dx×A)ϕ˜(da|x) = η˜p˜i(dx× da) (17)
on B((S \D)×A). Indeed, on B((S \D)×A),
η˜p˜i(dx×A)ϕ˜(da|x) =
∫
A
ηpi(dx× da)(qx(a) + α(x))ϕ˜(da|x)
=
∫
A
ηpi(dx×A)ϕ(db|x)(qx(b) + α(x))ϕ˜(da|x)
= ηpi(dx×A)
∫
A
ϕ(db|x)(qx(b) + α(x))
(qx(a) + α(x))ϕ(da|x)∫
A
(qx(a) + α(x))ϕ(da|x)
= ηpi(dx×A)ϕ(da|x)(qx(a) + α(x))
= ηpi(dx× da)(qx(a) + α(x))
= η˜p˜i(dx× da),
where the first equality is by (15), the second equality is by (12), and the third equality is by (16).
Observe that ∫
S×A
η˜p˜i(dx× da)
ci(x, a)
α(x) + qx(a)
=
∫
(S\D)×A
η˜p˜i(dx× da)
ci(x, a)
α(x) + qx(a)
+
∫
D
η˜p˜i(dx×A)
ci(x, f
∗(x))
α(x) + qx(f∗(x))
=
∫
((S1
⋃
S3)\D)×A
ηpi(dx× da)(α(x) + qx(a))
ci(x, a)
α(x) + qx(a)
≤
∫
S×A
ci(x, a)η
pi(dx× da) <∞
4This is because that the modified policy still exhibits all the properties as presented in Corollary 4.1.
10
for each i = 0, 1, . . . , N , where the second equality is by (6), (15), the fact of S2 ⊆ D, and the definition
of the set S3, and the last inequality is by that the policy pi is feasible of finite value. Thus, the policy
p˜i ∈ ΠD is of finite value for the DTMDP model (11) with the total undiscounted reward criteria.
Based on this fact and (17), one can refer to Lemma 4.4 for that
η˜ϕ˜(dx×A)ϕ˜(da|x) = η˜ϕ˜(dx× da) ≤ η˜p˜i(dx× da) (18)
on B((S \ D) × A), where the first equality holds automatically following from the definition of the
occupation measure for the DTMDP under the stationary policy ϕ˜.
Let us now establish
ηϕ(dx× da)(qx(a) + α(x)) = η˜
ϕ˜(dx× da) (19)
on B((S \D)×A). In fact, we will establish, by induction, the more detailed relation
Mϕn (dx× da) = P˜
ϕ˜
γ (x˜n ∈ dx, a˜n ∈ da) (20)
on B((S \D)× A) for each n = 0, 1, . . . , where Mϕn (dx × da) is the occupancy measure of ϕ defined
by (10), as follows. Consider n = 0. Then on B(S \D)
Mϕ0 (dx×A) =
∫
A
Eϕγ
[∫ t1
0
e−α(x)t(qx(a) + α(x))ϕ(da|x)I{x0 ∈ dx}dt
]
= Eϕγ
[∫ ∞
0
∫
A
(qx(a) + α(x))ϕ(da|x)e
−
∫
A
(qx(a)+α(x))ϕ(da|x)tI{x0 ∈ dx}dt
]
= γ(dx) = P˜ ϕ˜γ (x˜0 ∈ dx, a˜0 ∈ A), (21)
where the second to the last equality is by (14). Moreover, on B((S \D)×A),
P˜ ϕ˜γ (x˜0 ∈ dx, a˜0 ∈ da) = P˜
ϕ˜
γ (x˜0 ∈ dx, a˜0 ∈ A)ϕ˜(da|x) =M
ϕ
0 (dx×A)ϕ˜(da|x)
=
∫
A
Eϕγ
[∫ t1
0
e−α(x)t(qx(b) + α(x))ϕ(db|x)I{x0 ∈ dx}dt
]
(qx(a) + α(x))ϕ(da|x)∫
A
(qx(a) + α(x))ϕ(da|x)
= Eϕγ
[∫ t1
0
e−α(x)t(qx(a) + α(x))ϕ(da|x)I{x0 ∈ dx}dt
]
= Mϕ0 (dx× da), (22)
where the first equality is by the construction of the DTMDP, the second equality is by (21) and the
third equality is by (16). Thus relation (20) holds when n = 0. Assume (20) holds when n = k, and
consider the case of n = k + 1. On the one hand,
P˜ ϕ˜γ (x˜k+1 ∈ dx, a˜k+1 ∈ A) =
∫
S×A
q˜(dx|y, a)
qy(a) + α(y)
P˜ ϕ˜γ (x˜k ∈ dy, a˜k ∈ da)
=
∫
S×A
q˜(dx|y, a)
qy(a) + α(y)
Mϕk (dy × da) =
∫
S×A
q˜(dx|y, a)
qy(a) + α(y)
(qy(a) + α(y))Mˆ
ϕ
k (dy × da)
=
∫
S×A
q˜(dx|y, a)Mˆϕk (dy × da)
= Eϕγ
[
e−
∑k−1
i=0 α(xi)θi+1
∫
A
q˜(dx|xk, a)ϕ(da|xk) E
ϕ
γ
[∫ θk+1
0
e−α(xk)tdt
∣∣∣∣Fk
]]
= Eϕγ
[
e−
∑k−1
i=0 α(xi)θi+1
∫
A
q˜(dx|xk, a)ϕ(da|xk)
∫ ∞
0
e−α(xk)t−
∫
A
qxk(a)ϕ(da|xk)tdt
]
= Eϕγ
[
e−
∑k−1
i=0 α(xi)θi+1
∫
A
q˜(dx|xk, a)ϕ(da|xk)∫
A
qxk(a)ϕ(da|xk)
∫ ∞
0
e−α(xk)t
∫
A
qxk(a)ϕ(da|xk)e
−
∫
A
qxk(a)ϕ(da|xk)tdt
]
= Eϕγ
[
e−
∑k
i=0 α(xi)θi+1
∫
A
q˜(dx|xk, a)ϕ(da|xk)∫
A
(qxk(a))ϕ(da|xk)
]
,
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where the second equality is by the inductive supposition, the forth equality is by the convention of
0
0 := 0, which is also used in the other equalities, and the last equality holds because if∫
A
qxk(a)ϕ(da|xk) > 0,
then
∫
A
qxk(a)ϕ(da|xk)e
−
∫
A
qxk (a)ϕ(da|xk)t specifies the conditional density of θk+1 given (x0, θ1, . . . , xk)
so that ∫ ∞
0
e−α(xk)t
∫
A
qxk(a)ϕ(da|xk)e
−
∫
A
qxk(a)ϕ(da|xk)tdt] = Eϕγ
[
e−α(xk)θk+1
∣∣∣Fk] ;
whereas if ∫
A
qxk(a)ϕ(da|xk) = 0,
then
e−
∑k
i=0 α(xi)θi+1
∫
A
q˜(dx|xk, a)ϕ(da|xk)∫
A
(qxk(a))ϕ(da|xk)
= 0
= e−
∑k−1
i=0 α(xi)θi+1
∫
A
q˜(dx|xk, a)ϕ(da|xk)∫
A
qxk(a)ϕ(da|xk)
∫ ∞
0
e−α(xk)t
∫
A
qxk(a)ϕ(da|xk)e
−
∫
A
qxk (a)ϕ(da|xk)tdt.
On the other hand, on B(S \D),
Mϕk+1(dx×A)
= Eϕγ
[
I{xk+1 ∈ dx} e
−
∑k
i=0 α(xi)θi+1
Eϕγ
[∫ θk+2
0
e−α(xk+1)t
∫
A
(α(xk+1) + qxk+1(a))ϕ(da|xk+1)
∣∣∣∣Fk+1
]]
= Eϕγ
[
e−
∑k
i=0 α(xi)θi+1Eϕγ [I{xk+1 ∈ dx}| Fk, θk+1
]]
= Eϕγ
[
e−
∑k
i=0 α(xi)θi+1
∫
A
q˜(dx|xk, a)ϕ(da|xk)∫
A
(qxk(a))ϕ(da|xk)
]
,
where the second equality is by the fact that on the set S \D,∫
A
ϕ(da|xk+1)(α(xk+1) + qxk+1(a)) > 0,
for which we recall the relation (14) established earlier and the fact that infa∈A{α(x) + qx(a)} > 0 for
each x ∈ S3 by the definition of S3. Hence,
Mϕk+1(dx×A) = P˜
ϕ˜
γ (x˜k+1 ∈ dx, a˜k+1 ∈ A) (23)
on B(S \D). Based on (23), a rather similar calculation to the one for (22) shows
Mϕk+1(dx× da) = P˜
ϕ˜
γ (x˜k+1 ∈ dx, a˜k+1 ∈ da)
on B((S \D)×A). Thus (20) is proved by induction, and (19) follows.
By (18) and (19), we see
ηϕ(dx× da)(qx(a) + α(x)) ≤ η˜
p˜i(dx× da) = ηpi(dx× da)(qx(a) + α(x)) (24)
12
on B((S\D)×A), where the last equality is by (15). Since for each x ∈ S1\D,
∫
A
(α(x)+qx(a))ϕ(da|x) >
0 by (14), it follows from (24) and (12) that
ηϕ(dx×A) ≤ ηpi(dx×A) (25)
on B(S1 \D). Since α(x) + qx(a) > 0 for each x ∈ S3 \D, it follows from (24) and (25) that
ηpi(dx× da) = ηpi(dx×A)ϕ(da|x) ≤ ηϕ(dx×A)ϕ(da|x) = ηϕ(dx× da) (26)
on B((S \D)×A), where the first equality is by (12).
Finally, we verify that the policy ϕ outperforms the policy pi. In fact, for each i = 0, 1, . . . , N,
W (γ, pi, ci) =
∫
S×A
ηpi(dx× da)ci(x, a)
=
∫
(S\D)×A
ηpi(dx× da)ci(x, a) +
∫
D×A
ηpi(dx× da)ci(x, f
∗(x))
≥
∫
(S\D)×A
ηϕ(dx× da)ci(x, a) +
∫
D×A
ηϕ(dx× da)ci(x, f
∗(x))
=
∫
S×A
ηϕ(dx× da)ci(x, a)
= W (γ, ϕ, ci),
where the first inequality is by (26), and the fact that ci(x, f
∗(x)) = 0 for each x ∈ D as follows from
the definitions of the set D and the policy f∗. The proof is now completed. ✷
Proof of Corollary 3.1. Let the stationary policy ϕ be as in the statement of Theorem 3.1. Define a
stationary policy ψ by
ψ(da|x) :=
ϕ(da
⋂
(A \B(x))|x)
ϕ((A \B(x))|x)
for each x ∈ S1 \D (recall (14)), and
ψ(da|x) := ϕ(da|x)
elsewhere. We point out that ψ defined in the above is indeed a stochastic kernel. Indeed, this follows
from the fact that {(x, a) : qx(a) = 0} = {(x, a) : a ∈ B(x)} is measurable, which is by Corollary 18.8
of [1], and Proposition 7.29 of [3].
Note that under the stationary policy ψ, given the current state x ∈ S, the distribution of the next
jump-in state is the same as the one under the stationary policy ϕ, both being given by∫
A
q˜(dy|x, a)ψ(da|x)∫
A
qx(a)ψ(da|x)
=
∫
A
q˜(dy|x, a)ϕ(da|x)∫
A
qx(a)ϕ(da|x)
.
Also observe that for each x ∈ S1 \D and i = 0, 1, . . . , N,∫ ∞
0
∫
A
ci(x, a)ψ(da|x)e
−
∫
A
qx(a)ψ(da|x)tdt
=
∫ ∞
0
∫
A
ci(x, a)ϕ(da|x) −
∫
B(x) ci(x, a)ϕ(da|x)
ϕ(A \B(x)|x)
e
−
∫
A
qx(a)ϕ(da|x)t
1
ϕ(A\B(x)|x) dt
=
∫
A
ci(x, a)ϕ(da|x)
1∫
A
qx(a)ϕ(da|x)
−
∫
B(x)
ci(x, a)ϕ(da|x)
1∫
A
qx(a)ϕ(da|x)
≤
∫ ∞
0
∫
A
ci(x, a)ϕ(da|x)e
−
∫
A
qx(a)ϕ(da|x)tdt,
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where the last inequality follows from that ci(x, a) ≥ 0. In other words, under ψ the total expected
reward during the current sojourn time is not larger than the one under ϕ. The transition rate of the
controlled process under ψ differs from the one under ϕ when x ∈ S1 \D. However, this would not
affect the future total discounted cost because at x ∈ S1 \D, the discount factor satisfies α(x) = 0. ✷
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