In this paper, we consider code-division multiple-access (CDMA) communication over a binary input additive white Gaussian noise (AWGN) channel using random spreading. For a general class of symmetric distributions for spreading sequences, in the limit of a large number of users, we prove an upper bound to the capacity. The bound matches the formula obtained by Tanaka using the replica method. We also show concentration of various relevant quantities including mutual information and free energy. The mathematical methods are quite general and allow us to discuss extensions to other multiuser scenarios.
I. INTRODUCTION
C ODE-DIVISION MULTIPLE-ACCESS (CDMA) has been a successful scheme for reliable communication between multiple users and a common receiver. The scheme consists of users modulating their information sequence by a signature sequence (spreading sequence) of length and transmitting the resulting signal. The number is sometimes referred to as the spreading gain. The receiver obtains the sum of all the transmitted signals and the noise which is assumed to be white and Gaussian [additive white Gaussian noise (AWGN)].
The capacity region (for real-valued inputs) with input power constraints and optimal decoding has been given in [1] . There it is shown that the achievable rates depend only on the correlation matrix of the spreading sequences. If the spreading sequences are not orthogonal then the complexity of optimum detectors scales exponentially with the number of users. Therefore, in practice, low-complexity receivers like matched filter and linear minimum mean square error (MMSE) estimators are considered [2] .
Random spreading sequences were initially considered in [3] and [4] . The authors analyzed the spectral efficiency 1 for optimal decoding in the large-system limit N. Macris is with the School of Computer and Communication Sciences, EPFL, Lausanne CH-1015, Switzerland (e-mail: nicolas.macris@epfl.ch).
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K N using spectrum of large random matrices. The random spreading allows to obtain nice analytic formulas for various quantities like sum capacity, which provides qualitative insights to the problem. For some scenarios in practice, it is reasonable to assume random spreading. It models the scenario where the spreading sequences are pseudonoise sequences having length much larger than the symbol intervals. Then, the spreading sequence corresponding to each symbol interval behaves as a randomly chosen sequence. Random spreading also models the scenario where the signal is distorted by channel fading. In [5] and [6] , the authors analyzed the spectral efficiency for low-complexity detectors like matched filter and MMSE detector. In the large-system limit, they obtained analytical formulas for the spectral efficiency and showed that it concentrates with respect to the randomness in the spreading sequences. These claims follow from known results for the spectrum of large random covariance matrices. We can say that the system is reasonably well understood for Gaussian inputs.
In practice, however, the input of the user is restricted to a constellation, e.g., pulse amplitude modulation (PAM) and quadrature amplitude modulation (QAM). Not much is known in this case. A notable exception is the spectral efficiency for binary input in the case of high signal-to-noise ratio (SNR) [7] . The main reason for this disparity in understanding is that the random matrix tools which played a central role in the analysis for Gaussian inputs are not applicable here.
The work of Tanaka [8] is a breakthrough in the analysis of binary input CDMA system. Using the nonrigorous "replica method," developed for analyzing random spin systems in statistical mechanics, Tanaka computed the spectral efficiency for both optimal and suboptimal detectors and also computed the bit error rate (BER) for uncoded transmission for optimal as well as low-complexity suboptimal detectors. The analysis is extended in [9] to include the case of unequal powers and other constellations. The replica method, though nonrigorous, is believed to yield exact results for some models in statistical mechanics [10] , known an mean-field models. The CDMA system can be viewed as one such model and hence the conjectures are believed to be true. Some evidence to this belief is given by Montanari and Tse [11] . Using tools developed for sparse graph codes, they compute the spectral efficiency for a range . Here is the maximal value of such that no phase transition, as a function of SNR, occurs (see Section I-C). The formulas they obtain in this range match with the conjectured formula of Tanaka. Our main contributions in this paper are twofold. First, we prove that Tanaka's formula is an upper bound to the capacity for all values of the parameters and SNR (Theorem 6). Second, we prove various useful concentration theorems in the large-system limit. We already know from [11] that this upper 0018-9448/$26.00 © 2010 IEEE bound is an equality when . As explained in Section I-C, combining our upper bound with the method of [11] , we can extend the proof of the equality to at least for SNR larger than the critical value where the phase transition occurs. These remarks, together with the heuristic arguments from the replica method, convincingly suggest that our bound is tight in the sense that it should in fact be an equality for all values of and SNR.
A. Statistical Mechanics Approach
There is a natural connection between various communication systems and statistical mechanics of random spin systems, stemming from the fact that often in both systems there are a large number of degrees of freedom (bits or spins), interacting in a random environment. So far, there have been applications of two important but somewhat complementary approaches of statistical mechanics of random systems.
The first one is the very important but mathematically nonrigorous replica method. The merit of this approach is that it allows one to obtain explicit formulas for quantities of interest such as, conditional entropy, or error probability. The replica method has been applied to many scenarios in communication including channel and source coding using sparse graph codes, multiuser settings like broadcast channel (see, for example, [12] - [14] ) and the case of interest here [8] : randomly spread CDMA with binary inputs.
The second type of approach aims at a rigorous understanding of the replica formulas and has its origins in methods stemming from mathematical physics. For systems whose underlying degrees of freedom have Gaussian distribution (Gaussian input symbols or Gaussian spins in continuous spin systems) random matrix methods can successfully be employed. However, when the degrees of freedom are binary (binary information symbols or Ising spins) these seem to fail. Fortunately, in the latter case, the recently developed interpolation method by Guerra [15] - [18] has had a lot of success. 2 The basic idea of the interpolation method is to study a measure which interpolates between the posterior measure of the ideal decoder and a mean-field measure. The latter can be guessed from the replica formulas and from this perspective the replica method is a valuable tool. So far this program has been developed only for linear error correcting codes on sparse graphs and binary input symmetric channels [19] , [20] .
In this paper, we develop the interpolation method for the randomly spread CDMA system with binary inputs (in the largesystem limit). The situation is qualitatively different than the ones mentioned above in that the "underlying graph" is complete. Superficially, one might think that it is similar to the Sherrington-Kirkpatrick model which was the first one treated by the interpolation method. However, as we will see, the analysis of the randomly spread CDMA system is substantially different due to the structure of the interaction between the various degrees of freedom.
B. Communication Setup
In the following, we use uppercase letters, e.g., and , to denote random variables and their lowercase counterparts, e.g., and to denote the realizations.
The system consists of users sending binary information symbols to a common receiver. The user has a random signature sequence N , where is the realization of a random variable . The random variables are independent and identically distributed (i.i.d.) as . The random variables are assumed to be symmetric, i.e., . For each time division (or chip) interval , the received signal is given by K where are i.i.d. realizations of . Therefore, the noise power is . The variance of is assumed to be and the scaling factor is introduced so that the power (per symbol) of each user is normalized to .
We write for the matrix and for the corresponding random matrix. We use to denote the vector K and to denote the vector of random variables K . Similarly, and denote the -dimensional vectors N and N , respectively. The quantity of interest is
in the large-system limit, i.e., with K N fixed. The maximization is over and , . We refer to K as the capacity of the CDMA system. The spectral efficiency is related to the capacity as K . We will now show that even if the maximization is done over joint distributions , the maximum is attained for a uniform distribution. For any realization of , the mutual information is a concave functional of and thus so is its expected value. Moreover, the latter is invariant under the transformations
where . Combining these two facts, we deduce that the maximum in (1) is attained for the convex combination which is equal to the uniform distribution.
In the next few paragraphs, we discuss various settings for which it is justified to consider (1) as capacity. Following [5] , let us consider the case of "long spreading sequences," that is, sequences that extend over many symbol durations. If the spreading sequences are not used at the encoder, i.e., if the input distribution is not allowed to vary with the spreading sequences, then the capacity is given by (1) . However, if the input distribution is allowed to depend on the spreading sequences, then the capacity is given by
This requires that every user have the knowledge of the spreading sequences of all the users and have different code books for each spreading sequence realization. Moreover, for the continuous input case [5] , it was shown that the gain in capacity due to "dynamic" power allocation is negligible. Therefore, it is reasonable to assume that the input distribution is independent of the spreading sequences and hence the capacity is given by (1) .
In the traditional CDMA setting (see, e.g., [2] ), the spreading sequences are assigned to each user and do not change from symbol to symbol. Let be the spreading matrix. Then, the total capacity per user (or maximal achievable sum rate per user) is given by
However, if the spreading sequences that are used are generated randomly, then our concentration results state that for any input distribution , concentrates around its average . Hence, the capacity K plays a crucial role in this scenario also.
At this point, it is interesting to discuss the situation for the continuous input case. There it is known that the maximum of (3) is attained for a Gaussian input distribution independent of the spreading sequence realization [1] . Then, the concentration theorems suffice to prove that in the large-system limit, (3) asymptotically equals (1) . It is an open problem to decide if an analogous result holds in the binary input case. More precisely, is it true that the maximum of (3) is attained for the uniform input distribution irrespective of the spreading sequence realization?
Let us mention that (1) can also be interpreted as the capacity of a multiple-input-multiple-output (MIMO) system with transmit antennas and receive antennas. The matrix models the fading coefficients of the paths between the transmitter and the receiver and are known only to the receiver [21] , [22] . In this case, the information bits across various transmit antennas can be correlated, because all the antennas are located at the same sender. Therefore, need not be a product distribution, which implies that the capacity per antenna is given by (4) In our previous discussion, we have seen that the maximum is attained for the uniform distribution and hence (4) is equal to (1). Therefore, our results about the capacity of the CDMA system have similar implications to the MIMO channel.
Let us now collect a few formulas that will be useful in the rest of the paper. Let denote the input distribution. For any realization of spreading sequences , and output , the posterior probability distribution is given by
The distribution of the output is given by
where is interpreted as the input information vector. In the language of statistical mechanics, the bits play the role of Ising spins. The Hamiltonian for the state is given by . 3 The normalization factor (6) can be interpreted as the partition function. In view of this, it is not surprising that the free energy defined by (8) plays a crucial role. In fact, the free energy is related to the mutual information as (9) The equality follows from the fact that is the entropy of an -dimensional i.i.d. Gaussian noise vector with variance . The equality follows by using (7) for . Therefore K (10)
Of course, from our previous discussion, we know that the minimum is attained at K .
C. Tanaka's Formula for Binary Inputs
In this section, let us restrict the input distribution to be uniform, i.e., K . Let the spreading sequence distribution be symmetric with finite fourth moment. Using the formal 3 In statistical mechanics, the convention is to denote the Hamiltonian as H( x) = k y 0 N s xk . Here, for convenience, we include the negative sign also in the Hamiltonian.
replica method, Tanaka conjectured that the capacity of the CDMA system is given by
where the "replica symmetric capacity functional" is given by (12) The parameter is defined by (13) through a parameter 4 and is the standard Gaussian measure . The minimizer of (11) either belongs to or it must satisfy the fixed point condition (14) which is obtained from . To see this let us compute the derivative as follows: (15) We now use the following integration by parts formula for Gaussian random variables: (16) which is valid for any continuous function . Applying the above formula to the integral in (15) , we get The proof follows by using and
In the present problem, from statistical physics semiheuristic arguments, one expects a priori that replica symmetry is not broken because of a gauge symmetry [23, ch. 4] , [24] induced by channel symmetry. For this reason, Tanaka's formula is conjectured to be exact. Our upper bound (Theorem 6) on the capacity precisely coincides with the above formulas and strongly supports this conjecture.
The following discussion provides even stronger arguments for the general validity of Tanaka's formula.
The work of Montanari and Tse [11] provides strong support to the conjecture at least in a regime of without phase transitions (more precisely, for where is the maximal value of such that the solution of (14) remains unique). Fig. 1 illustrates the behavior of solutions of (14) for the two regimes. The authors first solve the case of sparse signature sequence (using the area theorem and the data processing inequality) in the limit . Then, the dense signature sequence (which is of interest here) is recovered by exchanging the and sparse dense limits. In this way, they obtain Tanaka's formula for . Let us now consider . For this regime, one finds a phase transition for a critical value (e.g., Fig. 1 ). As explained above [11] , using the data processing inequality, we obtain a bound on the derivative of the mutual information with respect to . Integrating this bound from to yields a lower bound for the capacity which matches our upper bound (Theorem 6).
D. Gaussian Inputs
In the case of continuous inputs , in (6) and (7), are replaced by . The capacity is maximized by a Gaussian prior N (17) and one can express it in terms of a determinant involving the correlation matrix of the spreading sequences. Using the exact spectral measure given by random matrix theory, Shamai and Verdu [5] obtained the rigorous result
where On the other hand, Tanaka applied the formal replica method to this case and found (11) with (19) where . The minimizer satisfies (20) Solving (20), we obtain and substituting this in (19) gives the equality between (18) and (19) . So at least for the case of Gaussian inputs we are already assured that the replica method finds the correct solution.
As we will show in Section VII-C, our methods also work in the case of Gaussian inputs and yield the upper bound.
E. Contributions and Organization of This Work
The main focus and challenge of this work is on the case of binary inputs for the communication setup described above, although the methods also work for many other constellations including Gaussian inputs. The main results are explained in Section II while the remaining sections are devoted to the proofs.
We prove concentration of the mutual information in the limit of and K N fixed (Theorems 1 and 3 in Section II-A). As we will see, the mathematical underpinning of this is the concentration of a more fundamental object, namely, the "free energy" of the associated spin system (Theorem 2). In fact, this turns out to be important in the proof of the bound on capacity. When the spreading coefficients are Gaussian, the main tool used is a powerful theorem [10, Th. 2.2.4], for the concentration of Lipschitz functions of many independent Gaussian variables, and this leads to subexponential concentration bounds. For more general spreading sequence distributions such tools do not suffice and we have to combine them with martingale arguments which lead to weaker algebraic bounds. Since the concentration proofs are mainly technical they are presented in Appendixes I-A and I-B.
Sections III and IV form the core of the paper. They detail the proof of the main Theorem 6 announced in Section II-D, namely the tight upper bound on capacity. We use ideas from the interpolation method combined with a nontrivial concentration theorem for the empirical average of soft bit estimates.
Section V shows that the average capacity is independent of the spreading sequence distribution at least for the case where it is symmetric and decays fast enough (Theorem 4 in Section II-B). This enables us to restrict ourselves to the case of Gaussian spreading sequences which is more amenable to analysis. The existence of the limit for the capacity is shown in Section VI.
Section VII discusses various extensions of this work. We sketch the treatment for unequal powers for each user as well as colored noise. As alluded to before the bound on capacity for the case of Gaussian inputs can also be obtained by the present method and we give some indications to this effect.
Appendixes I-IV contain the proofs of various technical calculations. Preliminary versions of the results obtained in this paper have been summarized in [25] and [26] .
II. MAIN RESULTS
In this section, we discuss the main results of this paper. For compactness, let us introduce the following notation. Let . We will treat as a function of . Then is a random variable depending on whose expectation is given by .
A. Concentration
In the case of a Gaussian input signal, the concentration can be deduced from the results on the concentration of the spectral density for large random matrices. But this approach breaks down for binary inputs.
Theorem 1 (Concentration of Capacity, Gaussian Spreading
Sequences): Consider a CDMA system with binary inputs and let the spreading sequence distribution be the standard Gaussian distribution. Given , there exists an integer independent of , such that for all K where and is independent of .
The constant is shown explicitly in the proof. The mathematical underpinning of this result is in fact a more general concentration result for the free energy (8) that will be of some use latter on.
Theorem 2 (Concentration of Free Energy, Gaussian
Spreading Sequences): Consider a CDMA system with binary inputs and let the spreading sequence distribution be the standard Gaussian distribution. Given , there exists an integer independent of , such that for all K where and is independent of .
We prove these theorems thanks to powerful probabilistic tools developed by Ledoux and Talagrand for Lipschitz functions of many Gaussian random variables. These tools are briefly reviewed in Appendix I-A for the convenience of the reader and the proofs of the theorems are presented in Appendix I-B. Unfortunately, the same tools do not apply directly to the case of other spreading sequences. However, in this case, the following weaker result can be obtained. To prove such estimates it is enough (by Chebycheff) to control second moments. For the mutual information, we simply have to adapt martingale arguments of Pastur and Shcherbina [27] and Shcherbina and Tirozzi [28] whereas the case of free energy is more complicated because of the additional randomness due to the Gaussian noise. We deal with these by combining martingale arguments and Lipschitz function techniques.
We wish to argue here that Theorem 2 suggests a method for proving the concentration of the BER for uncoded communication [8] given by
The maximum a posteriori (MAP) bit estimate is defined through the marginal of (5) as . Note that where we find it convenient to adopt the statistical mechanics notation for the average with respect to the posterior measure (5) . For example, the average (a soft bit estimate or "magnetization") can be obtained from the free energy by adding first an infinitesimal perturbation ("small external magnetic field") to the exponent in (5), namely K , and then differentiating the perturbed free energy 5 K However, one really needs to relate to the derivative of the free energy and this does not appear to be obvious. One way out is to introduce product measure of copies (also called "real replicas") of the posterior measure and then relate K K to a suitable derivative of the replicated free energy. Then, from the set of all moments, one can in principle reconstruct . Thus, one could try to deduce the concentration of the BER from the one for the free energy. However, the completion of this program requires a uniform, with respect the system size, control of the derivative of the free energy precisely at , which at the moment is still lacking. 6 
B. Independence With Respect to the Distribution of the Spreading Sequence
The replica method leads to the same formula for the capacity for all symmetric spreading sequence distributions with 5 We do not write explicitly the h dependence in the perturbed free energy 6 However, this can be done for Lebesgue almost every h equal second moment and finite fourth moment. Here we rigorously show a result of that flavor for the following class of distributions.
Class A: The distribution is symmetric, i.e., and has a rapidly decaying tail. More precisely, there exist positive constants and such that
In particular, the Gaussian and binary cases are included in this class, and also any compactly supported distribution. We believe that a better approximation of some of the error terms in our proofs would widen the class of distributions to the one predicted by replica method.
Theorem 4 (Independence of the Capacity): Consider a CDMA system with binary inputs. Let K denote the capacity for a spreading sequence distribution belonging to Class A. Let K denote the capacity for Gaussian spreading sequence distribution having the same second moment. Then
K K K
This theorem turns out to be very useful in order to obtain the bound on capacity because it allows us to make use of convenient integration by parts identities that have no clear counterpart in the non-Gaussian case. The proof of the theorem is given in Section V.
C. Existence of the Limit
The interpolation method can be used to show the existence of the limit for K .
Theorem 5 (Existence of the Limit): Consider a CDMA system with binary inputs and let the spreading sequence distribution belong to Class A. Let K denote its capacity. Then
The proof of this theorem is given in Section VI for Gaussian spreading sequences. The general case then follows from Theorem 4.
D. Tight Upper Bound on the Capacity
The main result of this paper is that Tanaka's formula (12) is an upper bound to the capacity for all values of .
Theorem 6 (Upper Bound on the Capacity): Consider a CDMA system with binary inputs and let the spreading sequence distribution belong to Class A. Let K denote its capacity. Then
where is given by (12) .
If we combine this result with an inequality in [11] , one can deduce that the equality holds for some regime of noise smaller than , shown in Fig. 1 . This value corresponds to the smallest noise variance for which (14) has multiple solutions.
Note that this equality is valid for all , whereas in [11] , the equality holds only for . Since the proof is rather complicated, we find it useful to give the main ideas in an informal way. The integral term in (12) suggests that we can replace the original system with a simpler system where the user bits are sent through independent Gaussian channels 7 given by (24) where and is an effective SNR. Of course, this argument is a bit naive because this effective system does not account for the extra terms in (12) , but it has the merit of identifying the correct interpolation.
We introduce an interpolating parameter such that the independent Gaussian channels correspond to and the original CDMA system corresponds to (see Fig. 2 ). It is convenient to denote the SNR of the original Gaussian channel as (that is ). Then, (13) becomes
We introduce two interpolating SNR functions and such that and (25) and (26) Here the parameter is the same as in (12) . It is to be considered, a priori, as fixed to any arbitrary value in : all the subsequent calculations are valid for any value. In the final step, one optimizes over in order to tighten the final bound.
The meaning of (26) is the following. In the interpolating -system, the effective SNR seen by each user has an effective -CDMA part and an independent channel part chosen such that the total SNR is fixed to the effective SNR of the CDMA system. There is a whole class of interpolating functions satisfying the above conditions but it turns out that we do not need to specify them more precisely except for the fact that is increasing and is decreasing and with continuous first derivatives. Subsequent calculations are independent of the particular choices of functions.
We now have two sets of channel outputs (from the CDMA with noise variance ) and (from the independent channels with noise variance ) and the interpolating communication system has a posterior distribution K N (27) Note that here we take without loss of generality K . By analyzing the mutual information of the interpolating system we can relate (the value) to the easily computed entropy of the independent 7 These are the single user decoupled channels discussed in [8] and [9] channel limit. The average over is now performed with respect to
These equations completely define the interpolating communication system. In order to carry out this program successfully, it turns out that we need a concentration result on empirical average of the "magnetization" K which, as explained in Section II-A, is closely related to the BER. Informally speaking, we need to prove that the fluctuations of are small. This involves the control of two types of fluctuations, and (by the triangle inequality). The control of these fluctuations is the object of Theorem 7 in Section III-C. There are technical complications that we have to deal with because such control of fluctuations is only possible away from phase transitions. For this reason, we have to add small appropriate perturbations to the measure (27) and give almost sure statements with respect to the strength of the perturbation. By being sufficiently careful with the order of limits the extra perturbation terms can be removed at the end of the calculations.
III. PROOF OF BOUND ON CAPACITY: THEOREM 6

A. Preliminaries
The interpolating communication system defined by the measure (27) allows us to compare the original CDMA system with the independent channel system. The distribution of is given by (28) . This distribution consists of a summation of K terms, each corresponding to different possible input sequence. Each of these terms contributes equally to the capacity (free energy). The reader can explicitly check this by making the change of variables , , and , which leave all standard Gaussians invariant. Hence, we can assume that a particular input sequence, say , is transmitted. The distribution of the received vectors with this assumption is N K N (29) For technical reasons that will become clear only in the next section, we consider a slightly more general interpolation system where the perturbation term
is added in the exponent of the measure (27) . Here are realizations of i.i.d. random variables which are distributed as . For the moment is arbitrary, but later, we will take . The choice of the perturbation term is not unique but this one suits our purpose. The important conditions that we need for the latter proofs is that it preserves the Nishimori (gauge) symmetry and that the perturbed free energy is a convex function of (see Section IV). This time it is convenient to perform a new change of variables and , where and we set for the average corresponding to the posterior measure (31) with the obvious normalization factor . We define the free energy (32) For , we recover the original free energy while for the statistical sums decouple and we have the explicit result 8 (33) 8 It is also straightforward to compute the full u dependence and see that it is O( p u), uniformly in K where denotes the collective expectation over the random variables appearing in the expression. In view of (9), in order to obtain the average capacity, it is sufficient to compute K (34) Note that to obtain the above formulas, we have exchanged and . This is allowed by dominated convergence since (30) , and thus the free energies, are bounded uniformly in for . There is no loss in generality in setting
for the input symbols. From now on in Sections III, IV, and VI, we stick to (35). We also use the shorthand notations Using , it easily follows that ( small) (36) Therefore, we can permute the two limits in (34) and compute K From now on we keep the limits in that order. By the fundamental theorem of calculus (37)
Our task is now reduced to estimating K This is done in Sections III-D and III-E. This requires a few preliminary results that are the object of Sections III-B and III-C.
B. Nishimori Identities
As already alluded to in the introduction the "magnetization" plays an important role where and are independent copies ("replicas") of the . This means that the joint distribution of is the product measure
The average with respect to this joint distribution is denoted (by a slight abuse of notation) with the same bracket . The important thing to notice is that the replicas are "coupled" through the common randomness .
Lemma 1 (Nishimori Identity [24] ): Consider the distributions of and defined as
Then
The above lemma in particular implies (40) Such identities are known as Nishimori identities in the statistical physics literature and are a consequence of a gauge symmetry satisfied by the measure . They have also been used in the context of communications (see [12] and [19] ). For completeness, a sketch of the proof is given in Appendix III.
The next two identities also follow from similar considerations.
Lemma 2 (Nishimori Identity): Let
Consider two replicas , corresponding to . We then have (41) and (42)
C. Concentration of Magnetization
A crucial feature of the calculation in the next paragraph is that (and ) concentrate. The usual signature of replica symmetry breaking is the absence of concentration for the overlap parameter . This theorem combined with the Nishimori identity "explains" why the replica symmetry is not broken.
We will also need the following corollary. Proof: Using Cauchy-Schwartz inequality, we get
Because of the concentration of the magnetization (Theorem 7), it suffices to prove that (43) for some constant independent of . The proof is given in Appendix IV.
D. Computation of
Let (44) where and Note that this computation involves an exchange of the -derivative with an integral, which is permitted because for finite and the following standard criterion can be applied. Let be a function that is jointly continuous in and whose (possibly indefinite) integral converges for each . If is jointly continuous in and converges uniformly in , then we have . 
E. End of Proof
We add and subtract the term from (37) and use the integral representation to obtain From (45), we can express as . We first take the limit , then (along some appropriate sequence), and then to obtain a formula for the free energy where the only nonexplicit contribution is . Since this is positive for all , we obtain a lower bound on the free energy which is equivalent to
. This bound holds for any , which in turn implies
K K
To prove the equality for the capacity, we need to show that if , where , then
. From Theorem 7, we know that N . Therefore, to prove the equality, it suffices to show that N .
IV. CONCENTRATION OF MAGNETIZATION
The goal of this section is to prove Theorem 7. The proof is organized in a succession of lemmas. By the same methods used for Theorem 2, we can prove the following.
Lemma 3 (Concentration of ):
There exists a strictly positive constant (which remains positive for all and ) such that K The perturbation term (30) has been chosen carefully so that the following holds.
Lemma 4 (Convexity of ):
When considered as a function of , is convex in . Proof: We simply evaluate the second derivative and show it is positive. We proceed by computing where we have defined Differentiating again, we get (51)
The quantity turns out to be very useful and satisfies two concentration properties.
Lemma 5 (Self-Averaging of ): For any fixed
Proof: From (51), we have
In the very last equality we use that the first derivative of is bounded for . Using Cauchy-Schwartz inequality for , we obtain the lemma.
Lemma 6 (Self-Averaging of ): For any fixed
Proof: From convexity of with respect to (Lemma 4), we have for any A similar lower bound holds with replaced by . Now, from Lemma 3, we know that the first two terms are . Thus, from the formula for the first derivative in the proof of Lemma 4 and the fact that the fluctuations of K K are K , we get
We will choose K . Note that we cannot assume that the difference of the two derivatives is small because the first derivative of the free energy is not uniformly continuous in (as , it may develop jumps at the phase transition points). The free energy itself is uniformly continuous. For this reason, if we integrate with respect to , using (36), we get Using the two last lemmas, we can prove Theorem 7.
Proof of Theorem 7: Combining the concentration lemmas, we get
For any function such that , we have More generally, the same thing holds if one takes a function depending on many replicas such as . Using integration by parts formula with respect to (52)
In the last two equalities, we used the Nishimori identity (40). By a similar calculation, we get (53) From (52) and (53), we get Now integrating with respect to and exchanging the integrals (by Fubini's theorem), we get
The limit of the left-hand side as therefore vanishes. Using Fatou-Lebesgue theorem this limit can be exchanged with the integral and we get the desired result. [Note that one can further exchange the limit with the -integral and obtain that the fluctuations of vanish for almost every .]
V. PROOF OF INDEPENDENCE FROM SPREADING SEQUENCE DISTRIBUTION: THEOREM 4
We consider a communication system with spreading values generated from a symmetric random variable whose distribution belongs to Class A. We compare the capacity of this system to the Gaussian case whose spreading sequence values are denoted by . The comparison is done through an interpolating system with respect to the two spreading sequences Let denote the matrix with entries and let denote the row of the matrix. By the fundamental theorem of calculus, the capacities are related by K K From (9), the derivative is equal to
As before, we can assume that the transmitted sequence is . It is convenient to first perform the change of variables and then perform the derivative. One finds (54) where is the average with respect to the normalized measure K We split (54) When we consider , the term corresponding to the expectation in (60) cancels with that of the first expectation in (59) and we get (61) It remains to be proved that both terms with the partial derivatives tend to zero as . This computation is rather lengthy and is deferred to Appendix II, but for the convenience of the reader, we point out the mechanism that is at work. On the expression for , one sees that when the and derivatives are performed, extra powers and are generated. Therefore, we get (62) and (63) Since one sums over terms, one finds that the final contributions are and .
VI. PROOF OF EXISTENCE OF LIMIT: THEOREM 5
The relation between the free energy and the capacity in (10) implies that it is sufficient to show the existence of limit for the average free energy K . The idea is to use Fekete's lemma [30, ch. 3] , which states that if a sequence is super additive, i.e., , then exists (provided is bounded). The relevant sequence for us is K . The aim is therefore to show that K K K for . As in the previous sections, working directly with this system is difficult and hence we perturb the Hamiltonian with as defined in (30) (64) Let us define the corresponding partition function as and the free energy as K K . The original free energy is obtained by substituting , i.e., K K . From the uniform continuity of K , it is sufficient to show the convergence of K for some close to zero. Even this turns out to be difficult and what we can show is the existence of the limit K for any . However, this is sufficient for us due to the following: from the continuity of the free energy with (36), we have K K K Since the limit of the integral exists, we have
This can be made as small as desired and hence the theorem follows. Let and let K K K . This assumption can be removed by considering their integer parts. But we will stick to this assumption to simplify the proof. Split the -dimensional spreading matrix into two parts of dimension and and denote these matrices by , respectively. Let be two spreading matrices with dimensions and . All the entries of these matrices are distributed as and the noise is Gaussian with variance . Similarly, split the noise vector where is of length and where is of length . Let us consider the following Hamiltonian:
Note that the all-one vectors appearing above are of different dimensions (the dimension is clear from the context). For a moment neglect the part of the Hamiltonian and consider the remaining part. At , we get the Hamiltonian corresponding to an CDMA system with spreading matrix . At , we get the Hamiltonian corresponding to two independent CDMA systems with spreading matrices of dimensions . As before we perturb the Hamiltonian with so that we can use the concentration results for the magnetization.
Let be the partition function with this Hamiltonian and the corresponding average free energy is given by K . Note that . Using integration by parts formula with respect to the spreading sequences, the derivative can be simplified as follows:
(66) The system with Hamiltonian has Nishimori symmetry and hence we can derive results similar to Theorem 7 and Lemma 1. In addition to these, we need one more Nishimori identity, given by Let K K K K Let be fixed. Using Theorem 7, for a.e., and a.e., , we can express the derivative as K Using N , we get K K Now using integration by parts formula with respect to the spreading sequences, and doing transformations similar to Section III-D2, we get for a.e., and a.e., K
After a few manipulations, the summation in the above equation can be expressed as Let us denote the above function as . The function satisfies and its derivative with respect to is given by (68) which is always nonpositive. Therefore, for all . Bringing the K in (67) to the left, we get for a.e., K Therefore, for a.e., , we get K Let be a constant. Then K which implies
This in turn implies that K K exists.
VII. EXTENSIONS
In this section, we briefly describe three variations for which our methods extend in a straightforward manner.
A. Unequal Powers
Suppose that the users transmit with unequal powers K with normalized average power K . We assume that the empirical distribution of the tends to a distribution and denote the corresponding expectation by . The interpolation method can be applied as before. We interpolate between the true communication system and a decoupled one where Let denote the diagonal matrix . The relevant posterior measure replacing (31) is now N (69) where and are related as in (25) . The whole analysis can again be performed in exactly the same manner with the proviso that the correct "order parameters" are now N and N . One finds in place of (50) where has the same form as before but with the new definition of . From the positivity of , we deduce the upper bound (23) on the capacity with given by
B. Colored Noise
Now consider the scenario where K with colored noise of finite memory. More precisely, we assume that the covariance matrix (depends on ) is circulant as and has well-defined (real) Fourier transform (the noise spectrum)
. The covariance matrix is real symmetric and thus can be diagonalized by an orthogonal matrix: with . As , the eigenvalues are well approximated by N . Multiplying the received signal by , the input-output relation becomes where The new noise vector is white with unit variance, but the spreading matrix is now correlated with (70) One may guess that this time the interpolation is done between the true system and the decoupled channels where this time Note that when the noise is white and we get back the defined in (13) . The interpolating system has the same posterior as in (31) 
but with and related by
The only difference in the subsequent analysis is in the algebraic manipulations for the term in Section III-D2. Indeed these require integrations by parts with respect to the spreading sequence which involve (70). The analog of (47) now becomes (71) This finally leads to the bound on capacity with given by
C. Gaussian Input
The interpolation method also works for nonbinary inputs. Here we consider the simplest case of Gaussian inputs with distribution (17) (which achieves the maximum of the mutual information for any symmetric ). Here we outline the necessary changes in the analysis.
The interpolation is done as explained in Section II-D except that (27) is multiplied by the Gaussian distribution (17) . In (28) , we also have to include this Gaussian factor and the sum over is replaced by an integral. Then, as in Section III-A, we do the change of variables and . The posterior measure used for the interpolation is given by
The quantity we have to compute is given by K The main difference is that now the expectation is with respect to the Gaussian vector . The algebra is done as in Section III except that
is not set to one, is replaced by , and the correct order parameters are K and K .
The interpolation method then yields in place of (50) where is the same function as before but with new definition of . Again the positivity of implies that the replica solution is an upper bound to the capacity.
VIII. CONCLUDING REMARKS
In this contribution, we have shown that the capacity of binary input CDMA system with random spreading is upper bounded by the formula conjectured by Tanaka using replica method. The approach we follow is by developing an interpolation method for this system. This idea has its origins in statistical mechanics and has been applied to Gaussian energy models. The current system is very much different from those models and the proof we develop is also significantly different. In fact, this model is closer to the Hopfield model for neural networks, for which the interpolation method is still an open problem.
We also show that the capacity and the free energy functions concentrate around their average in the large-system limit. In addition, we prove a weak concentration for the magnetization for a system which is slightly perturbed using a Gaussian field. It might be interesting to show a similar result for the CDMA system itself which has some implications towards proving the concentration of the BER. We also show the independence of the capacity from the spreading sequence distributions in the large-system limit.
We expect that the powerful probabilistic tools used here have applications for other similar situations in communication systems. We have shown some of the extensions here but there are many other cases like constellations other than binary, CDMA with LDPC coded communication to name a few, to which this method can be applied. In all these cases, we can prove an upper bound on the capacity. The most interesting and also important open problem is to prove the lower bound. This seems to be a difficult problem and again the standard techniques fail. Other important problems are proving the conjectures related to the BER of various decoders.
APPENDIX I CONCENTRATION PROOFS
A. Probabilistic Tools
Our proofs rely on a general concentration theorem for suitable Lipschitz functions of many Gaussian random variables [10] , [31, Th. 2.2.4] and this is why we need Gaussian signature sequences. In the version that we use here we need functions that are Lipschitz with respect to the Euclidean distance. More precisely, we say that a function is a Lipschitz function with constant if for all When another distance is used the function will still be Lipschitz but one has to carefully keep track of the possibly qualitatively different dependence. In our application, it will not be possible to apply directly this theorem because the relevant functions (capacity and free energy) are Lipschitz only on a subset . It turns out that the measure of the complement is negligible as . For the "good part" of the function supported on , we will use the following result of McShane and Whitney. In order to prove Theorems 1 and 2, it will be sufficient to find suitable sets with measure nearly equal to one (as ), on which the capacity and free energy have a Lipschitz constant .
B. Proofs of Theorems 1 and 2
For the proofs, it is convenient to reformulate the statements of the theorems as follows. Let be the -dimensional vector , be the matrix with elements . We set To see this use the change of variable followed by in the partition function summation (6) .
C. Proof of (74)
Let be a positive constant to be chosen later and define for all 
D. Proof of (75)
This case is more cumbersome but the ideas are the same. We choose the set as where and will be chosen appropriately later on. For Gaussian noise , therefore, from the union bound . Using Lemma 8, we obtain an estimate for the measure of
The goal is to apply Lemma 7 to defined on K NK . Clearly, , and by the same argument as before, we have . It remains to compute the Lipschitz constant. 
F. Proof of (77)
Let and be two spreading sequences both belonging to the appropriate . Let . Following similar steps as in the previous paragraph with the result can be read off
G. Proof of Theorem 3
The idea of this proof is based on [27] and [28] . Proof: Here, for simplicity of notation and without loss of generality, we assume the noise variance to be and the fourth moment of spreading sequences to be less than . For , let be the sigma algebra generated by , and set and Then K The goal is to bound each term in this sum by K . Let us recall that the relation between mutual information and free energy is given by (9) H where In the above expanded form, the first two terms do not involve and hence the concentration of these terms follows very easily. Therefore, in the rest of the proof, we consider the Hamiltonian with only the remaining two terms. From now on in the notation, we do not explicitly show the dependency of on and . To this end, we define the following three Hamiltonians:
where will play the role of an interpolating parameter. We also introduce the difference of free energies associated to the Hamiltonian and
In the last definition, the partition function is defined by the usual summation over all configurations . With these definitions, we have the representation where denotes expectation with respect to . Using convexity in the form of , it follows that where follows from the fact that . We claim that we can bound the last term as H H This follows from the fact that on the right-hand side, among the additional terms only the term corresponding to is nonzero which is also nonnegative. where denotes the function in (57) with replaced by . The expectation denotes expectation with respect to . Let denote the Gibbs measure with . Let denote the vector with replaced by . We now show that the term inside the integral decays with . We, therefore, start by computing the derivatives. The first derivative is given by 
Therefore, for the first term in (81) The expectation over can be bounded as N . Therefore, the last two terms contribute N N . For the first term after we have removed the terms with dependence, the Hamiltonian satisfies Nishimori symmetry. Therefore, we get the first term to be equal to The exponent is due the occurrence of three replicas in the (81) and the factor N is due to the factor KN in (81). Therefore N (84)
where we have assumed that belongs to Class A (Section II-B). Now summing this over all , we get (85)
Now consider the term . For this, we have to evaluate . After some manipulations, the derivative can be expressed as
We can prove along similar lines that .
APPENDIX III PROOFS OF NISHIMORI IDENTITIES
The proofs are based on a standard method used frequently in the Gauge theory of spin glasses [23, ch. 4] .
Proof of Lemma 1: The proof is similar to the proof of Lemma 2 and hence we only give a brief sketch here. We write explicitly the expression for and perform the gauge transformation , where is an arbitrary binary sequence. Since does not depend on , we sum over all such K sequences and obtain a lengthy expression. Exactly the same procedure is applied to and one gets another lengthy expression. Then, one can recognize that these two expressions are the same.
Proof of Lemma 2:
Proof of (41): We will prove it for and for general it is similar. Let the transmitted sequence be the all-one sequence, and the received vector be N . The proof follows by using gauge transformation. Let denote the dimensional vector . Then The equality is obtained by performing the gauge transformation , and and summing over all the K possibilities of . Now canceling the summation over with the denominator and then integrating, we get it to be equal to .
Proof of (42): The proof is complete if we show . We will prove this for and it is similar for other Now performing the gauge transformation , , and , we get This quantity can be shown to be equal to by noticing that the and play symmetric roles.
APPENDIX IV PROOF OF INEQUALITY (43)
For a given configuration of , N is a Gaussian random variable with mean and variance smaller than . Thus, for and independent of If , we have both the expectations to be less than some constant . Therefore, for any N N N Using the Markov inequality, we get N N (86)
Let denote the set K Using the union bound over for the bound (86), we get K N N For large enough there exists a constant such that N . Splitting the expectation into two parts corresponding to and and using Cauchy-Schwartz inequality, we get N
