Abstract-Usury laws cap the interest rates that lenders can charge. Using data from Prosper.com, an online lending marketplace, I investigate the effects of these laws. The key to my empirical strategy is that there was initially substantial variability in states' interest rate caps, ranging from 6% to 36%. A behind-the-scenes change in loan origination, however, suddenly increased the cap to 36%. The main findings of the study are that higher interest rate caps increase the probability that a loan will be funded, especially if the borrower was previously just "outside the money." I do not find, however, changes in loan amounts and default probability. The interest rate paid rises slightly, probably because online lending is substantially, yet imperfectly, integrated with the general credit market.
improved significantly over time. 4 More recent empirical studies have focused on the effects of access to credit at very high interest rates, also known as payday loans. The main findings of this work are that obtaining credit at high rates does not alleviate economic hardship but rather has adverse effects on loan repayments, the ability to pay for other services, and job performance (Melzer, 2011; Skiba & Tobacman, 2009; Carrell & Zinman, 2008) . A recent contribution to the debate is that of Benmelech and Moskowitz (2010) , who demonstrate that imposing interest rate restrictions hurts, rather than helps, the financially weak.
This paper contributes to the debate by exploiting an exogenous increase in the interest rate cap that has affected some online borrowers. Relying on an exogenous increase enables me to rule out alternative explanations for the effect of interest rate caps that are based on the endogenous formation of legislated caps. It also allows me to isolate generic time effects, because some borrowers are not affected by the change. Furthermore, I can eliminate selection problems that have plagued previous work on usury laws because the data used include virtually all information observed by lenders.
Economic theory suggests that interest rate caps may affect credit markets through various channels. First, higher caps make lending to higher-risk borrowers profitable by extending credit to some borrowers who had previously been denied credit. Second, because the riskiness of a loan depends on both its size and the identity of the borrower, higher caps may cause a given borrower to request a larger loan. Third, higher caps may increase the probability that borrowers default on loans, particularly if the caps had been preventing borrowers from agreeing to loan terms that they could not manage financially. Finally, theory suggests that interest rate caps can reduce the price paid for any given loan. For example, if lenders possess market power, then usury laws might decrease the interest rates charged, shifting the market toward the price that would be obtained in the absence of market power. Even if lenders have no market power, they may still be inelastic in their supply of credit. If so, the price of credit will rise with the cap simply because a greater number of borrowers requesting loans under the higher cap will drive up the demand for credit.
This study is based on recent data from Prosper.com, the largest online person-to-person loan marketplace in the United States. These data have allowed me to observe full details on the universe of Prosper's loan requests, loan originations, and loan repayments. Furthermore, Prosper's recent history provides an informative natural experiment. Prior to April 15, 2008, a Prosper borrower's interest rate cap was governed by his or her state's usury law, which generally varied between 6% and 36%. However on April 15, 2008, a formal change in Prosper's loan origination suddenly placed its borrowers' interest rate cap at 36% in all but one state (Texas). 5 In other words, borrowers in most states faced a sudden increase in interest rate cap, and borrowers in a few states faced no change-either because their cap remained lower than 36% after April 2008, or it had already been 36% before April 2008.
I use a differences-in-differences approach that entails comparing several outcome variables across time (before and after April 15, 2008) and across states (treated and control states). This strategy is richer than one might think at first glance because the states' initial conditions varied. Borrowers in some states saw their cap rise by only 11%, while others saw it rise by as much as 30%. I exploit this variation to estimate the effect of a change in the interest rate cap. Moreover, since the effect of an interest rate cap may depend on a borrower's riskiness, I can estimate effects that are heterogeneous in the riskiness of the borrower.
One major concern when studying the effects of interest rate caps is selection, because estimates of the effects may be confounded with the changing composition of borrowers. For example, an individual's decision to apply for a loan depends on his or her expectation that the loan will be funded. Moreover, if the probability that a loan is funded depends on the maximum interest rate the borrower is allowed to pay, then the composition of individuals applying for loans changes when the cap changes. I am able to control for selection, since virtually all of the information that potential lenders observe is recorded in the data. This is in contrast to previous studies in which loans were typically originated through in-person interviews of applicants, so that loan officers could observe a great deal of information that the econometrician missed.
My first cut of the data is a very simple comparison of outcomes before and after April 2008. Then I test the theoretical predictions while accounting for endogeneity and selection. In particular, I analyze whether a given loan is more likely to be funded if its borrower was previously risky enough to be restricted by his or her state's interest rate cap. As predicted by economic theory, I find that the largest increase in funding probability is experienced by borrowers who were previously just "outside the money" in their state. I also address the concern that the amount requested by a borrower might be endogenous to the interest rate cap by investigating whether borrowers request larger loans following an increase in the cap. My findings show that they mostly do not. In addition, 5 In Texas the maximum interest rate caps have remained at 10% and 18%, depending on the purpose of the loan. To the best of my knowledge, there was no legal reason preventing Prosper from increasing the maximum interest rate for Texas borrowers to 36%. One possible explanation for the decision to keep a lower cap is that Prosper, or Prosper's charting renting bank partner, had informal discussions with bank regulators in Texas and was concerned that circumventing Texas law was more politically risky than circumventing the laws of other states.
I analyze whether a given borrower pays a higher price for credit when the interest rate cap rises and find either 0 or small increases (no more than 90 basis points) in interest rates paid. Finally, for any given borrower, loan repayment patterns, such as default, do not change following an increase in interest rate caps.
The finding that relates interest rate caps to the price of credit is then used to determine whether the supply of credit on Prosper is perfectly elastic. This is done by investigating whether interest rates go up. Essentially no group of borrowers should pay more if the supply of credit were perfectly elastic. However, my results suggest that the supply of credit on Prosper is at least slightly inelastic. Furthermore, given the low concentration levels of lenders at Prosper, the explanation mentioned earlier of an increase in interest rates based on the lender's market power is not plausible. Because Prosper's borrowers constitute a tiny share of total U.S. borrowing, these findings suggest that Prosper is substantially, yet imperfectly, integrated into credit markets. This is not altogether surprising, because Prosper operates online and most of its lenders are individual rather than institutional investors.
The remainder of the paper is organized as follows. Section II introduces Prosper and describes the data. In section III, I describe my empirical strategy. In section IV, I present basic evidence from a simple first cut of the data. Section V presents a regression-based analysis, accounting for selection and endogeneity. In section VI, I examine the robustness of the findings, and section VII discusses these findings and presents conclusions.
II. Environment and Data
On Prosper's online platform, lenders and borrowers interact and originate fixed-rate unsecured consumer loans of $1,000 to $25,000. In order to borrow money, the borrower posts a listing indicating the amount requested and the maximum interest rate he or she is willing to pay, subject to usury limitations. Prosper adds verified financial information gathered from credit bureaus, and the borrower can also add nonverified information. Lenders browse listings and can bid on portions of them, knowing that a loan is originated only if it is fully funded. The loans are fully amortized in monthly payments over three years. Borrowers are subject to late fees and can suffer a substantial reduction in their credit score.
Prosper, being the lender issuing loans, originally had to comply with each state's small-loan usury laws. However, starting on April 15, 2008, a collaboration with a national bank allowed Prosper to increase the interest rate cap to 36%, regardless of the borrower's state of residence. 6 informed borrowers and lenders only on the day of the change as to its subsequent effects.
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The data contain information on listings, loans, loan repayments, and marketplace participants, all of which can be found on Prosper's web site and can be used by its participants. 7 On each listing, the data available include verified financial information obtained from credit reports generated by the credit bureaus and some nonverified information that the borrower provides. The verified information includes the borrower's credit grade letter (based on the person's credit score), past and current delinquencies, past and current negative public records, credit lines, and state of residence. 8 The nonverified information includes the borrower's purpose for the loan, employment status, income, and loan narrative. I also use the interest rate cap that applies to the loan and the monthly repayments. Most states have a fixed cap, but others let their cap fluctuate with the federal funds rate, and a few states condition the cap on the amount or purpose of the loan. 9 During its start-up period, Prosper improved lenders' ability to screen high-risk borrowers by changing the information 7 Questions and answers between lenders and borrowers are the only pieces of information that can be included in the listing's web page and are not observed in my data. The decision to post them is up to the borrower. 8 See online appendix A.1 for a detailed description of the variables included in the analysis. 9 For example, the interest rate restriction in California is 19.2% for loans up to $2,550 and 36% for loans in the range $2,550-$25,000. In Texas there is a limit of 18% on business loans and 10% on loans intended for other purposes. In Arkansas, the interest rate cap is set at 6% higher than the federal funds rate.
it provided (Freedman & Jin, 2011; Miller, 2010) . To avoid a period with any major changes, I focus on the period October 30, 2007 , to September 30, 2008 The cap increase on April 15, 2008, the event I exploit, is nicely centered in this period.
A graphic representation of the numbers of listings and loans originated with Prosper by month and risk category is given in figure 1 . 11 April 15, 2008 , is delineated by the vertical line. The monthly number of low-and medium-risk listings increases moderately, while the number of high-risk listings fluctuates. Also, the number of loans rises in 2008 until the April 15 change, and decreases slightly afterward for all borrowers' risk categories. Table 1 reports the descriptive statistics for the main variables. While nearly 70% of those requesting a loan were high-risk borrowers, only one-third of those whose loan request was funded were high risk. On average, a borrower requested nearly $7,500 and had a probability of 8.7% of being funded at an annual percentage rate (APR) of 18.56%. Three-quarters of the borrowers did not miss a single monthly repayment within the first eighteen months of the loan. Table  A .1 in the online appendix summarizes the variables provided by the borrowers. 10 The data cover repayments paid until March 2010. Thus, I use information about the first eighteen monthly repayments.
11 While Prosper assigns a credit grade letter to each borrower based on the score provided by the credit bureau, I bundle credit grade letters into three risk categories to simplify the analysis. I refer to borrowers with credit scores greater than 720 as low-risk borrowers, borrowers with credit scores of 640 to 719 as medium-risk borrowers, and borrowers with credit scores of 520 to 639 as high-risk borrowers. The table contains summary statistics of listing characteristics and various repayment variables. General variables are the numbers of loans and listings, presented separately for the full sample and for each of the three risk categories. Listing characteristics are variables that are included in the verified section of the listing, such as the amount requested by the borrower and the number of delinquencies the borrower faced in the past seven years. The loan outcome category includes the probability of being funded, a loan APR, and variables summarizing the borrower's repayments in the first eighteen payments. Repayment variables include an indicator of whether a borrower paid each of the first eighteen payments; an indicator of whether the borrower paid the eighteenth payment, the number of missing payments in the first eighteen payments (censored from above at 4); and the probability of default. The summary statistics for each variable are the mean, the standard deviation, and the 10th and 90th percentiles of its distribution.
III. Empirical Strategy
The empirical strategy used here exploits the exogenous shock to the maximum allowed interest rate that occurred on April 15, 2008, to identify its causal effects using a differences-in-differences approach. For my purposes, this change creates differences across both treated and nontreated states. The point at which the shock occurred adds another difference in the time dimension.
The change on April 15 creates a natural division of states into treatment and control groups. The control group includes the states that experienced no change in the cap. The treated states are divided into three groups based on the interest rate cap clusters shown in figure 2. States that had an interest rate cap of 24% to 25% are labeled as Low Intensity Treatment, and states with a cap of 16% to 21% and 6% to 12% are labeled as Medium and High Intensity Treatments, respectively. In addition, I include a set of week and a set of state indicators, thereby controlling for any effect that is constant within a week or within a state. Including a listing's characteristics also controls for other differences between listings. The resulting specification is where Y i is the outcome variable on which the treatment effect is estimated. After×Low (or Med. or High) Intensity Treat. i indicate whether listing i was posted after April 15, 2008, and whether the borrower resides in a treated state with a prechange interest rate restriction in the range of 24% to 25%, 16% to 21% or 6% to 12%. Week i and State i are vectors of week and state dummies. X i is a vector with the characteristics of the listing. The coefficients β 1 , β 2 , and β 3 are the average low-, medium-, and high-intensity treatment effects on the outcome variable Y .
Since economic theory suggests that the treatment effect may depend on the risk level associated with a borrower, 12 the baseline specification I use throughout the analysis is an extension of equation (1), which allows the treatment effects to be heterogenous in the risk category of the borrowers. 13 This enables me to exploit differences in time, state, and the risk category of borrowers to estimate the treatment effect of interest rate caps.
Most previous studies on the effects of usury laws that are based on individual-level data do not adequately account for selection: the dependence between the ceiling interest rate and the attributes of potential borrowers. As a result, a researcher may incorrectly conclude that an increase in the cap reduces a listing's funding probability. In reality, an elevated cap increases the funding probability but adversely changes the composition of listings. Unlike previous studies, my data include virtually all the information that lenders may have observed in the process of making their bidding 12 The treatment effect may also depend on the slope of the supply curve. I discuss this issue below. 13 The data are rich enough to allow for a greater degree of heterogeneity. Prosper assigns one of seven credit grade letters to each borrower, whereas my analysis is based on three risk categories, each consisting of several credit grade letters. I present the results for the analysis based on three risk categories because it involves fewer parameters of interest and provide the same qualitative insights as the analysis based on credit grade letters. Online appendix B presents the estimation results when treatment effects are heterogeneous in credit grade letters. Each panel presents the number of listings, number of loans, probability of funding, average amount requested, APR, and the probability of default in the first eighteen months.
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decision. Thus, controlling for the information on borrowers in a flexible way enables me to account for selection.
In the following sections of the paper, I focus on the effect of interest rate restrictions on the following four groups of outcome variables, listed next with the estimation method used:
1. The probability of a listing being funded. Since the dependent variable indicates whether a listing was funded, a probit model is appropriate for the estimation. 2. The amount a borrower requests. Since the amount requested is a continuous variable that ranges from $1,000 to $25,000, I use a two-sided tobit model. 3. The APR a borrower pays. Because the APR paid by a borrower is a continuous variable that is bound to be below the interest rate cap, it is most natural to use a one-sided tobit model. 4. The probability of default. Although the default variable is binary, a linear probability model is used for its analysis in order overcome the problem of separation. 14 This empirical strategy was used to test whether the Prosper marketplace is perfectly integrated with the consumer loan market. If Prosper were perfectly integrated, that is, facing a perfectly elastic supply curve, then the April 15 change would have been expected to redirect credit from other loan markets into the Prosper marketplace. Thus, I propose two tests for the null hypothesis that the supply curve of credit is perfectly elastic. One is based on the treatment effect on the APR, the other on the effect on the funding probability.
14 Since the dependent variable is binary, the first model that comes to mind is a probit model. Yet there was no variability in the default indicator variable in some of the categories that originated very few loans prior to April 15, 2008. As a result, the dependent variable of these loans is perfectly predicted by the treatment intensity and risk categories dummies. This problem is known as quasi-complete separation (Zorn, 2005) . Estimation of a probit model results in very high estimates for some parameters and their standard deviations. Hence, I use a linear probability model instead.
The intuition behind these tests is that a perfectly elastic supply curve implies a zero price effect of the April 15 change regardless of the treatment intensity and the risk category. It further implies that the funding probability is unchanged in categories that were unaffected by the treatment. Specifically, borrowers in the control group and those in treatment groups that were not bounded under the original cap should not have experienced a change in their funding probability. Nonetheless, these tests are limited because they do not distinguish between an upward-sloping supply curve and generic time effects that affect differently the risk categories within any treatment group.
IV. Basic Evidence
In considering differences over time and between treatment and control groups and in differentiating between risk categories, I focus on a narrow time window consisting of one month before and one month after the change. This reduces the potential effect of a generic time trend. I analyze both the control group and the group of borrowers that experienced the largest treatment: going from an interest rate cap in the 6% to 12% range to an interest rate cap of 36%. 15 Within each group, I consider the three risk categories and present the main variables of interest for each (number of listings and loans, the funding probability, the mean values of the amount requested, the price paid by the borrowers, and the default probability).
The results presented in table 2 reveal that the funding probability decreases in the control group for all risk categories, whereas a reverse pattern is exhibited in the treatment group. If the supply curve is upward sloping, then the differences in patterns between the treatment and control groups can be explained by a de facto shift in aggregate demand The table contains estimation results from a probit regression that explores the effect of interest rate restrictions on a dummy variable indicating whether a listing was funded. The set of control variables includes the characteristics of the loan request as well as week and state fixed effects. For each category, the funding probability in the five months prior to the experiment is presented as a benchmark. Marginal effects and standard errors clustered by state and week are presented.
that results from an increase in the maximum allowed rate in the treatment groups. These findings can also be interpreted as evidence for different time effects across the two groups. The average amount requested does not change significantly over time within any group. The APR observed in the control group changes slightly over time, but the APR observed in the treatment group rises in all risk categories. The higher APR might be the result of a change in the composition of borrowers, because high-risk borrowers with potentially different observed characteristics may have their loans funded under the elevated cap. While the default probability exhibits a mixed pattern in the control group, it jumps significantly in the treatment group.
V. Empirical Analysis
The comparison presented in section IV does not account for changes in the composition of listings posted under different interest rate caps. The analysis in this section is based on an extension of equation (1), which does allow the estimated treatment effects to be heterogenous in the three risk categories. 16 The vector of listing characteristics includes the financial information provided by Prosper with the effect of different variables relaxed to be nonlinear and the nonverified information provided by the borrower. Online appendixes A.1 to A.3 contain a detailed description of the variables that constitute the vector of the listing characteristics.
I first consider how the probability of a listing being funded is affected by the April 15 change by using a probit model in which the dependent variable is an indicator of whether a listing was funded. Table 3 presents the marginal effect of the estimated treatment effects. In addition to the regression results, the table displays the empirical funding probabilities 16 The estimation results obtained when the treatment effects are allowed to be heterogenous in the seven credit grades are presented in tables B.1 to B.4 in online appendix B. These results exhibit similar patterns to those presented here.
prior to the April 15 change as a benchmark. The coefficients should be interpreted as the expected increase in the funding probability. For example, increasing the cap from 24% or 25% to 36% increases the funding probability by up to 0.06. The increments in the funding probabilities of listings from the treatment groups with caps of 6% to 12% and 16% to 21% depend on the risk category and are bounded from above at 0.53 and 0.17, respectively. Table 3 provides two insights. First, the treatment effect is significantly positive in those categories that could have benefited from an increase in the cap, that is, categories with an interest rate restriction that was more binding than that of their counterpart control group categories. Second, the largest treatment effect within a treatment intensity group is the effect for those in a different risk category. Here I define a risk category to be restricted if the interest rate cap is lower than the average interest rate in the control group for the same risk category before the April 15 change. For example, high-and medium-risk borrowers were restricted under a cap of 16% to 21% because their average APR in the control group was 26% and 20.1%, respectively. This suggests that there are likely to be positive treatment effects for these risk categories as a result of the increase in the cap from 16% to 21%, to 36%. Furthermore, the finding that the largest treatment effects in different treatment groups are not estimated for the same risk category reflects the fact that the borrowers with the greatest share of their market interest rate falling between the original cap and 36% are not always the high-risk borrowers.
The amount that a borrower requests in a listing is a major determinant of the probability of getting funded. The regression results reveal that for the average listing, the funding probability decreases by 4.8 percentage points for a 1% increase in the amount requested. 17 Although I control for the requested amount in the funding probability analysis, it may be endogenous in the sense that borrowers will tailor the amount they request according to the interest rate cap. I address this possibility by estimating the treatment effect on the amount a borrower requests. I use a two-sided tobit model because the amount requested must be in the range of $1,000 to $25,000. Table 4 indicates that the treatment effects are not significant in eight of the nine categories analyzed. Nonetheless, I can still reject the null hypothesis of a zero treatment effect ( p-value = 0.001).
Next, I investigate the effect of the interest rate cap on the APR. One natural way to do this would be to use a loan's APR as the dependent variable. However, ignoring nonfunded listings generates a problem of selection on the dependent variable because the APR is bound to be below some value. Therefore, I use the information embodied in both loans and nonfunded listings. The dependent variable is the APR for loans and the interest rate cap for nonfunded listings. The model is a one-sided tobit model, implicitly assuming that the In this tobit regression, the dependent variable is the logarithm of the amount requested. The set of control variables includes the characteristics of the loan request as well as week and state fixed effects. For each category, the average amount requested in the five months prior to the experiment is a benchmark. Marginal effects and standard errors clustered by state and week are presented. In this tobit regression, the dependent variable is the APR. If a listing was not funded, I use its interest rate cap as a lower bound on the APR. The sample is restricted to loan requests that are predicted to be funded with a probability greater than 0.1. The set of control variables includes the characteristics of the loan request as well as week and state fixed effects. For each category, the average APR of loans originated over the five months prior to the experiment is presented as a benchmark. Marginal effects and standard errors clustered by state and week are presented. nonfunded listings would have been funded under a higher interest rate cap. Specifically, the cap on nonfunded listings is treated as a lower bound on the APR.
Given the high share of risky loan requests, a major concern is that the "true" APR distribution suffers from fat tails, which would make the estimates sensitive to the proportion and to the extent to which the listings are censored. I resolve this problem by choosing a predicted funding probability of 0.1 to be the threshold below which observations are eliminated. 18 The results in table 5 suggest that the treatment effects on the interest rate in general are close to 0. While the effect is 18 I use observations from before April 15, 2008, to estimate a probit model of the probability of a listing being funded. The model estimates are then used to predict the funding probability of listings posted before and after April 15. Focusing on listings with a funding probability greater than 0.1 eliminates 83,825 listings, of which only 2,656 were funded. I also experiment with values different from 0.1 for the threshold such as 0.05, 0.2, 0.3, and 0.4. I find that after eliminating listings with low funding probability, the estimated treatment effects in categories with very few observations are sensitive to the threshold chosen. The estimation results are nonetheless robust in those categories with more observations, mainly the lower-risk categories. The table contains the coefficients estimated in a linear probability model in which the dependent variable indicates a default loan. The set of control variables includes the characteristics of the loan request, week and state fixed effects, and the predicted funding probability. For each category, the default probability within the first eighteen months after origination for loans made over the five months prior to the experiment is the benchmark. Standard errors in parentheses are clustered by state and week. I use the Murphy-Topel adjustment to account for the fact that the funding probability, a generated regressor, is included as a regressor.
significantly positive in four out of the seven categories, none exceeds 0.9%. These findings imply that an increase in the cap is not likely to cause any change in the APR or, at most, only a minor increase.
The raw data presented in table 2 suggest that riskier loans are originated after the increase in the cap. I investigate whether, conditional on the observables, riskier loans are indeed originated after the change. Specifically, I consider two loans with identical characteristics-one originated before the change, and thus facing a lower cap, and the other originated after the change and facing a 36% interest rate cap. I then use information about the first eighteen payments for all originated loans. Because repayment history in general is complicated, I simplify the analysis by estimating the treatment effect on the default probability. In order to account for a selection of loans based on observables, I include each loan's predicted funding probability as a regressor, using the estimates presented in table 3. 19 A zero treatment effect can be expected because I condition on the characteristics of the loan and find that the interest rate is nearly unchanged. Table 6 presents estimates from a linear probability model. These results indicate that, conditional on observables, there is no association between loan riskiness and the interest rate cap. The only exception is in the category of medium-risk loans that experienced high treatment intensity. In this category, loan requests were not likely to be funded before the April 15 change (only ten of which were funded, and none defaulted). The treatment effect there is 0.17. Furthermore, I cannot reject the null hypothesis that all treatment effects are 0 ( p-value = 0.12).
I now invoke the positive correlation test that is common in the insurance markets literature in order to evaluate the extent of selection of borrowers based on variables that are The treatment effects shown here are restricted to be linear within each risk category, in contrast to the previous regressions presented where the effects were restricted to be constant within each treatment intensity category. The coefficients correspond to an increase of 10% in the interest rate restriction: for example, a 10% increase in the interest rate cap is expected to increase the funding probability of low-risk borrowers by 1.4 percentage points. Regression 1 is a probit regression; regressions 2 and 3 are tobit regressions; regression 4 is a linear regression. unobservable to lenders. The basic idea of this test is that conditional on observables, a positive correlation between the amount of insurance purchased and the ex post occurrence of insured risk implies information asymmetry. 20 Thus, the finding that, conditional on observables, there is no correlation between loan repayment and the interest rate cap suggests that selection on unobservables is not a problem in evaluating other effects of interest rate caps. 21 To test the null hypothesis that the supply curve is perfectly elastic, I implement the tests described in section III by using the estimated treatment. I conduct two tests. In the first test, I examine whether treatment effects for all risk categories in the treatment groups as well as changes in the APR in the control group are 0. 22 For the second one, I assume that lowrisk borrowers were not restricted in the low-and mediumtreatment intensity groups. I then perform a joint test for zero treatment effects in those nonrestricted categories and for a zero change in the funding probability in the control group. I reject both tests and conclude that the supply curve for credit is not perfectly elastic (the p-values of both tests are less than 0.001).
VI. Robustness Tests
In each section below, I describe a specific concern, the test conducted to address it, and the result. 23 
A. Linear Treatment Effects
My empirical approach estimates the fully nonlinear effects of a change in the interest rate cap. However, a disadvantage of this approach is that the treatment effect is assumed to be constant within a treatment group. I verified that the findings are robust to this assumption by estimating a linear treatment effect specification, that is, a specification in which 20 See Chiappori and Salanie (2000) for the original statement of the test. 21 Iyer et al. (2010) demonstrate that lenders in Prosper infer borrower's credit worthiness using the nonverified information provided by the borrower. This ability of the lenders to use nonverified information supports the finding presented here of no information asymmetry. 22 Given that lenders' HHI is 0.04% and that the largest lender is responsible for only 0.8% of the credit allocated, the explanation mentioned earlier for positive treatment effects on the APR that is based on lenders' market power is unconvincing. 23 Full results for the tests discussed in sections B to E are available on request.
the treatment effect of a cap increase from 6% to 36% is constrained to be exactly twice the effect of a cap increase from 21% to 36%. The results of estimating this linear treatment effect specification for each of the outcome variables are presented in table 7. The coefficients in the table are the estimated treatment effects for a 10% increase in the interest rate cap. According to the table, the funding probability of low-risk borrowers is not expected to significantly change following an increase in the cap, whereas the funding probability of highrisk borrowers is expected to increase by nearly 4 percentage points following a 10% increase in the cap. In addition, the estimated treatment effects reveal that the amount requested is expected to increase only for medium-risk borrowers and the APR to decrease slightly only for high-risk borrowers. The default probability is not expected to change for any of the risk categories. While there are a few differences here from the nonlinear specification estimates presented in tables 3 to 6, most of the insights carry through to the linear effect specification.
B. Generic Time Effects
The differences-in-differences method identifies causal effects if one assumes that, conditional on covariates, the time trend is similar across groups. However, the time trend may vary across states, and lenders may take this variation into account. For example, information regarding elevated financial stress in the auto industry that was revealed around April 2008 may have adversely affected Michigan borrowers. Thus, if the estimation is performed as if the time trend is state invariant, then the estimated treatment effects will underestimate the effect of the cap increase in Michigan from the original 25% to 36%. I suggest two ways to address this concern.
First, I enrich the specification with macro variables that can capture differences in time trends across states. I focus on variables that are posted regularly at the state level and are potentially reflected in the time trend if they are not included. These include the monthly unemployment rate, the change in the unemployment rate, and the quarterly per person number of bankruptcy filings. I then compare the estimates of the treatment effect on the funding probability in a specification that includes the macro variables with the estimates of the baseline specification (presented in table 3). I find that the two sets of estimates are almost identical and that among the three macrovariables included, only the coefficient on the bankruptcy variable is significant.
Second, in order for the treatment effects not to capture generic time trends, I focus on a narrow window around April 15, 2008 . If the window is narrow enough, the time effects will be redundant. However, too narrow a time window can bring about insufficient variation in the data needed to estimate the baseline specification. In addition, a reduction in the number of observations yields imprecise estimates. Thus, I use a time window of one month before and after April 15, 2008 . This time window has sufficient variation to allow me to estimate the baseline specification. While the estimates obtained in the restricted sample are noisier, the overall pattern is similar. Thus, I conclude that the state invariant time effect assumption is not restrictive.
C. Amount-Dependent Interest Rate Cap
While in most states the interest rate caps are fixed, certain states restrict their caps to being amount dependent. 24 As a result, the observed interest rate cap partially reflects borrowers' responses through adjusting the amount they request. 25 I resolve this problem by forming simulating instruments for the amount requested. My goal is to exploit the variation in state interest rate caps but not the variation generated by the endogenous decisions on the amount requested. Therefore, I instrument for the amount requested with the value of this variable if the decision about that amount were not affected by the interest rate cap. I do this using post-April 15 data, when no state had a cap that was amount dependent. 26 Addressing endogeneity in the amount requested is important, because borrowers from multi-cap states posted 22% (27%) of the listings (loans) in Prosper prior to April 15. Nonetheless, the use of simulated instruments changes the association of borrowers with their original treatment group for only 1.85% (1.32%) of the pre-April 15 listings (loans). Therefore, it is not surprising that the differences between the treatment effects estimated using simulated instruments and the treatment effects estimated in the baseline specification are tiny. 24 For example, the interest rate cap in California is 19.2% for loans of $1,000 to $2,550 and 36% for loans of higher amounts. Other states with amount-dependent caps are Arizona, Kentucky, Maine, Massachusetts, Minnesota, and New Hampshire. 25 This relationship between the amount requested and the interest cap creates a problem of endogeneity because these two variables are simultaneously determined. As a result, the cap is endogenous when the dependent variable is the amount requested. Furthermore, for the other dependent variables, a borrower may alter the amount he or she requests in order for a different cap to be applied, making the amount requested endogenous.
26 I estimate a tobit model to determine how loan request characteristics and state dummies affect the amount requested using only post-April 15 data (excluding borrowers from Texas) in which the cap is set to 36% for all borrowers. The model estimates allow predicting the amount requested by borrowers prior to this date. These simulated amounts are used to determine the cap to be applied prior to April 15 for borrowers from multi-cap states. Finally, I reestimate the baseline specification using the simulated amounts and interest rate caps.
D. Listing Reposting
Borrowers at Prosper are allowed to repost a listing if the auction on their previous listing has ended and it was not fully funded, or if they had withdrawn their listing before the auction had ended. A borrower who reposts a listing can change the content of the listing that he generated, including the amount requested, the maximum rate he is willing to pay, his photo, and his narrative. As a result, one might expect that the observed listings are heterogeneous with respect to a borrower's ability to optimally position his or her loan request. Although some borrowers have their first listing optimally positioned and phrased, others need to repost their listing several times to achieve optimality. To disentangle the effect of the interest rate cap from the effect of the borrower's ability to assemble an attractive listing, I account for this heterogeneity by focusing only on listings that are more likely to be optimally positioned. Specifically, I define a borrower's "repost episode" as the sequence of listings posted by the same borrower in which each (except for the first) is posted a short time after the previous listing has expired or has been withdrawn. I then include only the latest listing in each repost episode. I repeat the analysis for various thresholds, each constituting an upper limit on what defines a short time. 27 I estimate the baseline specification on the listing funding dummy as the dependent variable, restricting the sample to the latest listing in each repost episode. The estimated treatment effects are almost identical to those estimated using the full sample. This suggests that the findings are robust to this specific institutional detail.
E. Placebo Test
One might suspect that the driving force of the findings is not the increase in the interest rate cap that took place at Prosper but rather some other unobserved change. If this were the case, then the documented effects can be at most only partially attributed to the cap increase. In order to test whether a different change with similar effects has taken place, I conduct a placebo test. I use data from either before or after April 15, 2008, randomly draw a date, and estimate the baseline specification on the listing funding dummy as if the unobserved change had taken place on that date. 28 I conduct 200 repetitions of this procedure and find that, on average, only 0.69 of the nine estimated treatment effects on the funding probability are significant at the 5% level. Eight of the treatment effects are found to be significant when the change is 27 I experiment with 12, 24, 48, 72, 120, and 240 as the maximum number of hours between a listing expiration or withdrawal and posting of a listing by the same borrower. These figures define repost episodes. 28 Technically, I assign the value 1 to the variable After if a listing was posted after the randomly drawn date. Drawing a date that is very close to the beginning or the end of the sample period results in zero loans in some categories. As a result, the treatment effect on the funding probability for those categories cannot be estimated using a probit model. Hence, I restrict the unobserved change to occur on 12/15/2007-3/15/2008 or 5/15/2008-8/15/2008. assumed to occur on April 15, 2008. 29 A comparison of these two figures suggests that it is unlikely that another unobserved change drives the findings.
VII. Discussion and Conclusion
Access to credit is considered to be a major springboard for economic development. The historic evolution of usury laws has positioned them as a government intervention in credit markets that is required to protect consumers from excessively high interest rates. This paper uses detailed individual-level data to evaluate the validity of this claim in the online person-to-person credit market. I examine the effects of interest rate restrictions on the marketplace by analyzing a change that increased to 36% the maximum interest rate charged to a borrower in all but one U.S. state. The main challenges of my study are the selection of borrowers into the sample and the isolation of causal effects from generic time effects that are not related to the rate change. Borrowers can be selected into the sample based on information that is observed or unobserved by lenders. Selection based on observables is taken into account by incorporating the information that is available to lenders when making their lending decisions. Selection based on unobservables (asymmetric information) is not an issue, as the positive correlation test suggests. Isolating causal effects from generic time effects is accomplished by using a control group that did not experience a change in its interest rate cap. The major contribution of this research lies in its ability to identify the causal effects of interest rate restrictions.
This study produced four main findings:
1. Borrowers who were restricted under their original cap benefited from the increase in the cap, and the marginal borrower benefited most. 2. Any individual borrower was expected to pay at most only a slightly higher price for credit issued under a higher interest rate restriction. 3. Repayment patterns remained unchanged. 4. Prosper is substantially, yet imperfectly, integrated with other credit markets.
It is important to bear in mind that the experiment studied here is based on an increase in the interest rate cap in a single credit market rather than on a simultaneous increase in the cap in many credit markets. 30 Nonetheless, I show how it is possible to use the findings to hypothesize what the effects of a simultaneous change in the cap on loan repayment would be. Having the cap increased in a single credit market might have 29 The number of significant treatment effects estimated in the placebo test ranges from 0 to 3. Out of 200 repetitions performed, no significant treatment effect was found in 51.5% of the repetitions. In 31%, 14%, and 3.5% of the repetitions, the number of significant treatment effects are 1, 2 and 3, respectively.
30 A simultaneous change is defined as a change in an interest rate cap that occurs concurrently in many credit markets in the same direction and magnitude.
an adverse effect on the default probability in that credit market relative to the default probability in other credit markets. This would be so because a borrower facing higher future payments for a loan originated in the credit market with the higher cap would opt to default on this loan rather than on a loan with a lower cap, which is likely to be cheaper. Thus, the effect of a simultaneous change depends on how caps in different credit markets covary. If these caps are positively correlated across states, then a simultaneous increase in the caps is less likely to change the relative price of credit between credit markets within a state. Therefore, the treatment effect on the default probability that I estimate here (when the cap in other credit markets remain unchanged) constitutes an upper bound on the effect of a simultaneous increase on the default probability. However, if caps are negatively correlated or uncorrelated, then the effect of a simultaneous increase in the cap on the default probability in a single credit market would depend on changes in the relative price of credit in that credit market compared to its price in other credit markets.
To evaluate the extent to which regulation is correlated across credit markets, I use data on credit card interest rate caps and on individual bankruptcy exemptions. 31 I find weak correlations between the interest cap used in Prosper before the April 15 change and the credit card interest rate cap (0.093) and individual bankruptcy exemption (−0.028). 32 These weak correlations suggest that the effect of a simultaneous increase in the caps in many markets might differ from the effect estimated in this paper.
It should be emphasized that in a sense, the lenders on the Prosper website exhibit erroneous risk assessment. I assume that the conducts in which Prosper and the consumer credit market operate are similar and that the consumer credit market is efficient and hence assesses risk properly. Thus, the fact that 39.3% of the loan requests are claimed to be used for debt consolidation can be explained by cheaper credit being allocated in Proper because of missing risk assessment by Prosper's lenders. Still, as long as the risk of loan requests in the treatment and control groups is assessed with the same magnitude of error, the differences-in-differences approach guarantees that the findings here would hold even if the risk of borrowers at Prosper were assessed properly. 33 When examining the paper's findings, one must take into consideration the effects of the financial crisis that began at the end of 2007 and had significantly deepened by September 31 Gropp, Scholz, and White (1997) demonstrate the link between personal bankruptcy laws and credit prices. Data on credit card interest rate caps are taken from the American Bankers Association. Data on exemption were compiled by Mahoney (2012) based on the bankruptcy exemptions featured in Elias (2006) . Bankruptcy exemption data for each state indicate the average exemption that individuals from that state are entitled to if they choose to file for bankruptcy. Individual exemptions are calculated based on households' self-reported balance sheets from the 2005 Panel Survey of Income Dynamics. 32 Similarly, Benmelech and Moskowitz (2010) find a weak relationship between nineteenth-century usury and bankruptcy laws. 33 Note that this insight is carried through even if the magnitude of erroneous risk assessment is not persistent over time, as reflected by lenders' learning found in Freedman and Jin (2011) .
