The systematic method for calculating all point symmetries of partial differential equations (PDEs) with non-trivial Lie point symmetry algebras does not currently apply to linear PDEs. Consider any given locally solvable system of linear homogeneous PDEs, each of order 2 or higher, of general Kovalevskaya form. Suppose that its Lie point symmetry generators' characteristics are linear in the dependent variables, while those that are homogeneous of degree 1 in the dependent variables contain a finite number of arbitrary parameters (this is common for systems that arise from applications). Herein, every point symmetry is shown to be projectable/fibre-preserving: the transformed independent variables depend only on the original independent variables. Moreover, two (conditional) Lie-algebraic characterizations of the generators of scalings and superpositions of solutions are derived. One of them holds if the system cannot be decoupled (with a smooth, locally invertible, linear change of dependent variables). If any such characterization holds, every point symmetry maps the dependent variables to functions that are linear in the original dependent variables. The aforementioned systematic method is adapted to calculate these symmetries. This version of the method also applies to linearizable systems.
Introduction
Linear differential equations may admit point symmetries that Lie symmetry methods cannot find, or exploit; for introductions to some of these methods, see [1] [2] [3] . Consider, for example, the simple partial differential equation ( In addition to the scaling and superposition symmetries u → e ε u + η(y, z), where ε ∈ R and L[η] = 0, it has one Lie group of point symmetries, the scalings (y, z) → (e ε y, e 3ε z), where ε ∈ R. It follows directly that (1.1) is also invariant under the sign changes u → −u and (y, z) → (−y, −z), but it is not obvious that ( Nor is it clear that these transformations generate all the point symmetries of (1.1), which is proved in §6b. Some practical applications for symmetries such as (1.2) are described in §1a.
Denote by any given system of PDEs, and denote its Lie point symmetry algebra by L. The complete set of 's point symmetries is determined by a system of coupled, nonlinear PDEs that cannot usually be solved directly; an impression of the complexities involved is given in [4, 5] . Some generally applicable indirect solution methods are discussed in §2; however, they typically involve challenging ad hoc calculations.
Suppose that is locally solvable [2] and L is non-trivial (this is the case for many systems that arise from applications). If Γ is a point symmetry of , the push-forward X → Γ * X, X ∈ L, is an automorphism of L. This relationship amounts to a system of first-order PDEs that is parametrized by L's automorphisms. Under the assumption that L is finite-dimensional, Hydon [3, 6, 7] uses these necessary symmetry conditions as the basis of a simple, systematic method for calculating all of 's point symmetries.
Now suppose that is a linear homogeneous system of general Kovalevskaya form [2] . In this case, because L contains the generators of superpositions of solutions, it is infinite-dimensional and so the systematic method cannot be used. There is a partial generalization of the method that can already be applied (see §2b), but it is not systematic. In §3, Lie-algebraic characterizations of these superposition generators are derived. In §4, they are used to adapt the systematic method to and to linearizable systems. The functional form of 's point symmetries is also partially determined therein. Some of the main results, examples and conclusions are given in § §2, 6 and 7, respectively.
(a) Some applications for discrete point symmetries of linear partial differential equations Discrete symmetries can transform known solutions into new solutions. Symmetries such as (1.2) , that cannot be connected to the identity using a (local) Lie group of symmetries, can also simplify the classification of group-invariant solutions. For example, if such a symmetry interchanges two generators in an optimal system then only one of them is needed [2, 3] .
The performance of numerical methods can often be improved by exploiting symmetry; this is the premise of the lecture series [8] edited by Allgower et al., see also Budd & Collins [9] . For example, consider a boundary value problem (BVP) in which a system of linear differential equations, L[u] = 0, is posed on a symmetrical (bounded) domain Ω with boundary data (that need not exhibit any symmetry). Suppose that L[u] = 0 admits point symmetries that map Ω to itself, isometrically. Moreover, suppose that some of these symmetries commute with the linear operator L; this is called equivariance. 1 Bossavit [11] describes a systematic process of 'domain reduction', whereby this BVP is replaced with a series of sub-problems, each posed on one, smaller sub-domain called the 'symmetry cell'. Allgower et al. [12] describe an alternative approach called the 'symmetry reduction method': the BVP is discretized such that the indices of the nodes are invariant under a permutation group; the resulting matrix equations are then reduced systematically to blockdiagonal form. Both of these methods, and other symmetry-based methods, can substantially reduce the cost of computing a solution.
This kind of 'block-diagonalization' can also be accomplished without reference to domains or boundary/initial data. For instance, by diagonalizing certain reflection and discrete rotation symmetry operators [13] , Niederle & Nikitin [14] decouple the Dirac equation for a charged particle in an external field, for a range of symmetrical vector potentials. Additional uses for discrete symmetries of linear (and nonlinear) differential equations are described in ch. 11 of Hydon [3] .
Mathematical preliminaries and some of the main results
Denote by x = (x 1 , . . . , x N ) and u = (u 1 , . . . , u M ) the independent and dependent variables, respectively, in the locally solvable [2] system L[u(x)] = 0 of linear homogeneous differential equations. Let the system be of the general Kovalevskaya form [2] A point transformation (of an open subset of (x, u)-space) is a diffeomorphism of the form
In terms of the Jacobian matrix
the prolongation,Γ , of (2.2) to the order of L[u] = 0 is defined recursively according tõ
Diffeomorphism (2.2) is a symmetry of L[u] = 0 if and only if it maps solutions to solutions, that is
This amounts to a system of the same order as L[u] = 0, but comprising highly coupled, nonlinear PDEs. Kingston & Sophocleus [5] calculateΓ when M = 1 and N = 2, in order to derive the point symmetries and form-preserving transformations of certain classes of (1 + 1)-dimensional PDEs. It is evident from the complexity of these calculations, which grows rapidly with the order of
3) can only be solved directly in exceptional circumstances, e.g. [4] . Preliminary simplifications may be derived from the form-preserving transformations of any given class containing L[u] = 0. These transformations are typically easier to calculate than the point symmetries of L[u] = 0 (which are a subset of the form-preserving transformations), although this depends on the choice of class. For example, the form-preserving transformations of the parabolic second-order (1 + 1)-dimensional scalar PDEs are derived in §2 of Popovych et al. [15] .
The most generally applicable indirect method for solving (2.3) stems from this approach [16] .
Step 1 is to locate L[u] = 0 within a class of 'normalized' systems, whose form-preserving transformations (and therefore point symmetries) are necessarily equivalence transformations (projected to (x, u)-space). Crucially, these equivalence transformations are typically even easier to calculate than form-preserving transformations. The aim of step 2 is to obtain a normalized subclass, that still contains L[u] = 0, but which has a simpler equivalence group. Each successful repetition of step 2 yields a greater constraint on the point symmetries of L[u] = 0. In §4 of [17] , Bihlo & Popovych need only one iteration of this (heuristic) process to solve the barotropic vorticity equation's point symmetry condition.
Note that the form-preserving transformations of increasingly large classes have already been determined this way, with the aid of increasingly inclusive definitions of 'equivalence transformation' (which enable more arbitrary parameters to be gauged). See, for example, Vaneeva et al.'s use of generalized extended equivalence transformations, in the context of (1 + 1)-dimensional semilinear reaction-diffusion equations [18] .
While (2.3) is generally too complicated to be solved directly, and the indirect methods surveyed typically involve challenging ad hoc calculations, relatively simple necessary symmetry conditions can be derived easily from the Lie point symmetry algebra, L. By adapting the systematic routines devised by Hydon [3, 6, 7] , these conditions are used in this paper to partially determine the form of all point symmetries of L[u] = 0 and to solve (2.3).
(a) Some of the main results A basis of the Lie point symmetry algebra, L, can be calculated algorithmically [1] [2] [3] by linearizing (2.3) about the identity. According to theorem 2.1 in [19] , if L[u] = 0 is of (ordinary) Kovalevskaya form, order 2 or higher, this returns generators that are linear combinations of generators of the form
Suppose that a non-zero generator of the left-most type is returned. According to theorem 2. 
The following hypothesis has apparently only been verified for second-order linear scalar PDEs, with three or more independent variables if they are not parabolic; see theorem 4.4 in [20] . While the Laplace equation in two dimensions is a well-known exception (see [21, p. 206] ), it holds for many systems that arise from applications. 
In terms of smooth functions ξ i , η α β and η α , each X ∈ L has the form
This generates the one-parameter (local) Lie group of point symmetries 
Proof. Let If N = 1 then L is finite dimensional and lemma 2.4 is already the basis of a systematic method for solving point symmetry condition (2.3) [3, 6, 7] . Otherwise, the only generally applicable techniques for solving (2.3) are heuristic.
For example, instead of L in lemma 2.4, Bihlo & Popovych [17] suggest using ideals in the Lie symmetry algebra that are mapped to themselves by all automorphisms of L. In this way, one can avoid calculating all automorphisms when using the lemma to find symmetries (see §4). Worked examples are given in §3 of [17] and §4 of Dos Santos Cardoso-Bihlo & Popovych [22] .
In §4, the systematic routines from the original method are adapted to L[u] = 0, under the premise that I (1) is characterized by its Lie-algebraic properties. In §3, two such (conditional) characterizations are derived; here is the more practical one.
Theorem 2.5 (A Lie-algebraic characterization of I (1) ). Suppose that no point transformation of the form u
For any X ∈ L of this form,
Note that there exists a point transformation of the form
As well as describing how to solve (2.3), §4 contains the following result. 
Lie-algebraic characterizations of I and I (1)
This section clarifies some of the generic structure of L. Specifically, two conditional Lie-algebraic characterizations of I and I (1) are derived. Of course, any such characterization of I extends to I (1) , but note that the converse is also true:
Proof. Only the '⇐' direction is unclear. For a given constant λ, let X ∈ L, as given by (2.5), satisfy [Y, X] = λY for all Y ∈ I (1) . Equivalently, because L[u] = 0 is of maximal rank, there exists a differential operator Λ such that, in terms of the Kronecker delta δ α β , 
Lemma 2.2 implies that
is not abelian then I (1) may not have a Lie-algebraic characterization. In §3a,b, two new (conditional) Lie-algebraic characterizations of I (1) are derived. If any such characterization holds, the effect on the automorphisms of L is as follows.
Proof. For X ∈ C(u α ∂ u α ), apply θ to both sides of [X, u α ∂ u α ] = 0 in the light of lemma 3.1.
(a) A characterization for coupled systems
(3.1)
Proof. Let X ∈ L, as given by (2.5), satisfy (3.1). In particular,
Equivalently, because L[u] = 0 is of maximal rank, there exists a differential operator Λ such that the following identity holds,
Suppose that ξ i = 0. By considering first the highest order derivatives of h α with respect to x 1 in ΛL [h] , then successively lower order derivatives, Λ must vanish and therefore
β , proving the result in this case. Alternatively, suppose that ξ i is non-zero for at least one i. Repeating the considerations made earlier, Λ must now be an M × M invertible matrix. Therefore, after changing (locally) to canonical coordinates in which (in new independent variables)
Lie's algorithm now returns the generator
and
The existence of (smooth) non-zero solutions to (3.4) contradicts hypothesis 2.1.
The proof of theorem 2.5:
Proof. Suppose that (3.1) holds for a non-zero X ∈ L. By lemma 3.3, there exists a non-zero,
The rest of the theorem follows directly. 
(b) Is I (1) the 'maximal' abelian ideal in L?
If N > 1 then I (1) is infinite-dimensional, so it is natural to ask if it can be described as the 'maximal' abelian ideal in L. The proof of lemma 3.1 can be modified easily to show that I (1) is not a proper subset of an abelian subalgebra in L, and that the intersection of any non-zero abelian ideal in L with I (1) is non-zero. Therefore, the core question is: can there exist an abelian ideal in L that is not contained in I (1) , but which contains a non-zero, proper subset of I (1) 
Proof. The proof is essentially the same as lemma 3.3's; only the differences are listed here. Let X ∈ L, as given by (2.5), belong to an abelian ideal in L. Necessarily, ad 2 X = 0, while in particular
, proving the result in this case. Now suppose that ξ i is non-zero for at least one i. The counterparts to equations (3.2), (3.3) and (3.4), respectively, are
The following definition simplifies the characterization of I (1) as the maximal abelian ideal. Proof. Suppose there exists an abelian ideal in L that is not contained in I (1) . By lemma 3. 
Theorem 3.7. Suppose that no point transformation of the form u
is not contained in I (1) , nor is its internal vector space sum with I (1) abelian.
From automorphisms to point symmetries
Theorems 2.5 and 3.7 can now be used to infer properties of all point symmetries of L[u] = 0, and to calculate them using the systematic method described by Hydon in [3, 6, 7] .
The proof of theorem 2.6:
In the light of lemmas 2.4 and 3.5, for each
According to hypothesis 2.3, there exist smooth functions ξ j i and η α iβ such that
Introduce structure constants for
is characterized Lie-algebraically (theorems 2.5 and 3.7 give sufficient conditions). To determine all point symmetries (2.2) up to a superposition of solutions, invoke lemma 2.4 and theorem 2.6: setx =x(x), letû be homogeneous of degree 1 in u and use the systematic method [3, 6, 7] with
Accordingly, for each symmetry Γ given by (2.2), there exists an automorphism of exp(ε 1 X 1 ) · · · exp(ε R X R ), for real parameters ε 1 , . . . , ε R , each in a neighbourhood of zero [2] . Crucially, this simplification manifests itself before (4.1) and (4.2) are solved: B becomes
where the automorphism A j (ε j ) represents the adjoint action of exp(ε j X j ) on L. This is defined in terms of the usual matrix exponential function exp as
Step-by-step instructions for using this result to calculate all point symmetries systematically are as follows: 
where L[η] = 0 and each real parameter ε 1 , . . . , ε R belongs to a neighbourhood of zero.
Demonstrations of this routine are given in §6 and by Hydon in [3, 6, 7] . The parameter elimination process in step 1 is applied to the automorphisms of all real indecomposable Lie algebras of dimension five or less by Fisher et al. [23] .
Generalizations
Denote by y = (y 1 , . . . , y N ) and v = (v 1 , . . . , v M ) the independent and dependent variables, respectively, in any given system, [v(y)] = 0, that can be transformed by a diffeomorphism, ψ, into L[u(x)] = 0. Denote the Lie point symmetry algebra of [v] = 0 byL. In this section, the systematic method for calculating all point symmetries is applied to [v] = 0, using the fact that the push-forward ψ * provides an isomorphism fromL to L [1] . Necessary and sufficient conditions for the existence of linearizing transformations, as well as algorithms for constructing them, are derived by Bluman & Kumei [24] ; see also Bluman et al. [1] . These results can be used to identify the system L[u] = 0 without ψ, so it is assumed henceforth that this has been done. 
The following lemma can now be used to verify hypothesis 2.1.
Lemma 5.2. Hypothesis 2.1 is true if and only if
Proof. Routine calculations show that hypothesis 2.1 is true if and only if I (1) is an ideal in L; the result now follows directly becauseL and L are isomorphic.
Considering that ψ −1 * (I (1) ) is readily identifiable, if hypothesis 2.1 holds then hypothesis 2.3 can be verified or contradicted easily after a routine inspection ofL. Therefore, given that both hypotheses can generally be checked easily without knowing ψ or L, the following assumption is made. 
where ψ −1 * (I (1) ) is an abelian ideal inL of the form described in lemma 5.1. According to hypothesis 5.3, there exist smooth functions τ j i and ζ α i such that
Introduce structure constants for 
To calculate (5.1) up to composition with a symmetry of the form exp(ψ −1 * (η α (x)∂ u α )), where L[η] = 0, use the systematic method [3, 6, 7] with CL(ψ −1 * (u α ∂ u α )) instead ofL. Accordingly, there exists an automorphism of
If a basis ofL is chosen in which, for a given index l, 
To this end, the four-step process in §4 applies in essentially the same way: if
is not abelian then before, while or after solving (4.2), minimize the number of parameters by premultiplying B once by A 1 (ε 1 ), . . . , A R (ε R ). For a worked example, see §6d.
Examples
In this section, four examples demonstrate different aspects of the systematic method [3, 6, 7] . Recall that if M = 1 or if C(u α ∂ u α ) is abelian, the characterizations in theorems 2.5 and 3.7 hold automatically (so the method applies in the way described in §4 and 5). 
Here, a self-contained, manual calculation yields all point symmetries with minimal effort. The centralizer C(u α ∂ u α ) is spanned by X 1 = ∂ t and X 2 = u∂ u ; hence, to find all point symmetries (2.2) up to a linear superposition of solutions, (4.1) must be solved for an arbitrary 2 × 2 invertible The symmetry condition can now be formed and solved easily. Denote by J the determinant of the Jacobian matrix J = (D x ix j ). In this case, J = αA ,x = 0. The transformed first derivatives are (see [3, p. 137 
In this case,û
The transformed second derivative is now calculated recursively using (6.2). The coefficient of the (parametric) variable u ,tt in the symmetry condition
comes fromû ,xx . It is −B 2 ,x C e βt /αA ,x = 0, hence B ,x = 0. The remaining condition is simply
which is an identity in u. The u ,xx coefficient yields A = c 1 x + c 2 and α = c 2 1 , for some constants c 1 and c 2 . The u ,x coefficient gives C ,x = 0. The u coefficient is cubic in x: the x 3 , x 2 and remaining terms yield c 5 1 = 1, c 2 = 0 and β = 0, respectively. Therefore, up to a linear superposition of solutions, an arbitrary non-zero scaling of u, and an arbitrary translation of t, L[u] = 0 has no realpoint symmetries. However, solving over C yields one additional group of scalings, isomorphic to Z 5 and generated by Γ : (x, t, u) −→ (e 2πi/5 x, e 4πi/5 t, u).
(b) The point symmetries of a second-order hyperbolic partial differential equation
Consider the hyperbolic PDE (1.1). In this case, C(u α ∂ u α ) is spanned by X 1 = y∂ y + 3z∂ z and X 2 = u∂ u . In general, (4.1) is simpler when at least one generator is in canonical form. Therefore, use the coordinates (x, t) = (z/y 3 , ln |y|), so that X 1 = ∂ t . Up to a factor of e −2t ,
The point symmetries are calculated as in §6a: they have the form (6.1), the transformed first derivatives are given by (6.3), and the transformed second derivatives are calculated recursively using (6.2). Unlike in §6a, no preliminary simplifications are forthcoming, so computer algebra software is essential for constructing and solving the symmetry condition quickly and accurately. For example, Maple [25] can be used to prolong the transformation, to apply it to L[u] = 0 and then to eliminate u ,tt using L[u] = 0. Next, its 'coeff' command can isolate the coefficients of u and its derivatives. The coefficient of u ,xt is a quadratic for B ,x ; integrating yields B in terms of A, A ,x and an arbitrary constant. The u ,xx coefficient is now a nonlinear first-order ODE for A. The 'symgen' command reveals the infinitesimal generator √ x(9x − 1)∂ x , so the equation can be reduced to (an elementary) quadrature directly (see §2.5 of [2] ). The 'dsolve/Lie' package automates this process, returning A in terms of a second arbitrary constant. The u x coefficient is now a first-order nonlinear separable ODE for C; the 'dsolve/separable' package produces the solution in terms of a third arbitrary constant. The u t and u coefficients constrain the remaining parameters. Up to a linear superposition of solutions, an arbitrary non-zero scaling of u and an arbitrary translation of t, L[u(x, t)] = 0 has one-point symmetry:
Conjugating these symmetries by (x, t, u) → (e t , e 3t x, u) confirms the assertions made in §1 about (1.1). (c) The point symmetries of the Lamé-Navier equations
The displacement of isotropic matter in response to stress that is related linearly to its internal strain is modelled by the Lamé-Navier equations [26] ,
here, x = (x, y, z), u = (u, v, w) and λ, μ are the first and second Lamé moduli, respectively. To prevent (6.4) reducing to the Laplace equation, and to ensure strong ellipticity [2] , it is assumed that λ + μ = 0, μ > 0 and λ + 2μ > 0. In this example, the real point symmetries of (6.4) are calculated using the four-step method in §4. The Lie point symmetry algebra of (6.4) is described by Olver in §5 of [27] ; there are two cases to consider.
(i) Case 1: λ and μ arbitrary
The centralizer C(u α ∂ u α ) is spanned by the generators of translations, dilations and rotations 
C(X 4 )
(
where C(X 4 ) (2) = C(X 4 ) (1) and R (2) = N R (1) = {0}. Therefore,
The necessary automorphism condition By theorem 2.6, up to a superposition of solutions the point symmetries of (6.4) are of the form û(x, u),v(x, u),ŵ(x, u) ), In this caseΓ : u α ,ij → σ u α ,ij , so the symmetry condition holds identically. Up to a superposition of solutions all (real) point symmetries are of the form exp(ε 1 X 1 ) · · · exp(ε 8 X 8 )Γ , where Γ belongs to the group which is isomorphic to Z 2 ⊗ Z 2 and generated by Although these symmetries are evident from inspection, the fact that there are no others has been demonstrated simply and systematically.
(ii) Case 2: 3λ + 7μ = 0
In addition to X 1 , . . . , X 8 , C(X 4 ) is now spanned by the generators of inversions (see [27, p 158 ], but note that x k u k in the last term of equation 5.8 is misprinted as x k x k )
Again, it is clear from the form of X 1 , . . . , X 11 that the characterizations in theorems 2.5 and 3.7 hold, so the systematic method still applies. The non-zero structure constants c k i,j (i < j) in C(X 4 ) are (1) , which is isomorphic to so(4, 1), is spanned by
The outer automorphism factor group of C(X 4 ) (1) is isomorphic to Z 2 ; see §7 of Seligman [29] . Using this as a guide,B can be calculated easily (e.g., by using A 1 , . . . , A 11 early, and using the rotation matrices A 6 , A 7 and A 8 first). The result decomposes into an arbitrary product of the following automorphisms of C(X 4 ), ρ, ρ, 1, 1, 1, 1, 1, ρ, ρ 
Up to composition with exp(ε 4 X 4 )Γ 2 , this must be exp(π X 6 ) exp(X 2 ) exp(X 10 ) exp(X 2 ). As before, B 1 corresponds to the push-forwards of Γ 1 and Γ 2 only. Note that all point symmetries have now been classified, without recourse to the symmetry condition! Up to a superposition of solutions all point symmetries are of the form exp(ε 1 X 1 ) · · · exp(ε 11 X 11 )Γ , where Γ belongs to the group which is isomorphic to Z 2 ⊗ Z 2 ⊗ Z 2 and generated by Γ 1 , Γ 2 and Γ 3 . Fisher et al. [23] tabulate (the generators of)B for all real indecomposable Lie algebras of dimension five or less. They also describe how to construct the automorphisms of an irreducible direct sum of Lie algebras from those of the summands. According to the tables therein, after recognizing thatL = A 3,4 ⊕ A 1 where A 1 is the one-dimensional real Lie-algebra, there are two alternativesB 
Conclusion
For locally solvable systems of linear differential equations in general Kovalevskaya form (2.1), that meet a small number of easy-to-check criteria, the functional form of all point symmetries has been partially determined. Under the same conditions, the simple, systematic method [3, 6, 7] has been adapted to calculate these symmetries, as well as those of any system that can be converted into this form by a diffeomorphism. Invoking theorems 2.1 and 2.2 in [19] , these criteria are satisfied by any linear system of (ordinary) Kovalevskaya form with analytic coefficients, of order 2 or higher, such that (i) if it is second-order, no linear scalar ODE can be extracted from it and (ii) it cannot be decoupled with a smooth, invertible linear change of dependent variables. Symmetries of first-order systems of ODEs have not been considered, because the underdetermined nature of their point symmetry conditions conflicts with hypothesis 2.1 (which is clearly indispensable). However, the generalization of these results to systems that contain first-order PDEs is an outstanding problem.
If a Lie-algebra, g, is chosen arbitrarily, the set of vectors x ∈ g that satisfy ad 2 x (g) = {0}, which is invoked in theorem 3.7, is not necessarily a vector space. Nevertheless, it is characterized by its Lie-algebraic properties and it is therefore mapped to itself by any automorphism of g. As §3 and 4 demonstrate, 'fixed points' such as this, that are defined by polynomial equations in the adjoint endomorphism over a Lie-algebraically characterized set, can be a useful tool for calculating automorphisms of Lie algebras of finite or infinite dimensionality.
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