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Abstract
We consider the classical problem of sequential resource allocation where a decision maker must
repeatedly divide a budget between several resources, each with diminishing returns. This can be
recast as a specific stochastic optimization problem where the objective is to maximize the cumu-
lative reward, or equivalently to minimize the regret. We construct an algorithm that is adaptive to
the complexity of the problem, expressed in term of the regularity of the returns of the resources,
measured by the exponent in the Łojasiewicz inequality (or by their universal concavity parameter).
Our parameter-independent algorithm recovers the optimal rates for strongly-concave functions and
the classical fast rates of multi-armed bandit (for linear reward functions). Moreover, the algorithm
improves existing results on stochastic optimization in this regret minimization setting for interme-
diate cases.
Keywords: Stochastic optimization, online learning, adaptive algorithms, resource allocation
1. Introduction
In the classical resource allocation problem, a decision maker has a fixed amount of budget (money,
energy, work, etc.) to divide between several resources. Each of these resources is assumed to
produce a positive return for any amount of budget allocated to them, and zero return if no bud-
get is allocated to them (Samuelson and Nordhaus, 2005). The resource allocation problem is an
age-old problem that has been theoretically investigated by Koopman (1953) and that has attracted
much attention afterwards (Salehi et al., 2016; Devanur et al., 2019) due to its numerous appli-
cations (e.g., production planning or portfolio selection) described for example by Gross (1956)
and Katoh and Ibaraki (1998). Other applications include cases of computer scheduling, where
concurrent processes compete for common and shared resources. This is the exact same problem
encountered in load distribution or in project management where several tasks have to be done and
a fixed amount of money/time/workers has to be distributed between those tasks. Flexible Manu-
facturing Systems (FMS) are also an example of application domain of our problem (Colom, 2003)
and motivate our work. Resource allocation problems arise also in the domain of wireless commu-
nications systems, for example in the new 5G networks, due to the exponential growth of wireless
c© 2020 X. Fontaine, S. Mannor & V. Perchet.
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data (Zhang et al., 2018). Finally utility maximization in economics is also an important application
of the resource allocation problem, which explains that this problem has been particularly studied in
economics, where classical assumptions have been made for centuries (Smith, 1776). One of them is
the diminishing returns assumption that states that “adding more of one factor of production, while
holding all others constant, will at some point yield lower incremental per-unit returns”1. This nat-
ural assumption means that the reward or utility per invested unit decreases, and can be linked to
submodular optimization (Korula et al., 2018).
In this paper we consider the online resource allocation problem with diminishing returns. A
decision maker has to partition, at each stage, $1 between K resources. Each resource has an un-
known reward function which is assumed to be concave and increasing. As the problem is repeated
in time, the decision maker can gather information about the reward functions and sequentially
learn the optimal allocation. We assume that the reward itself is not observed precisely, but rather
a noisy version of the gradient is observed. As usually in sequential learning – or bandit – prob-
lems (Bubeck and Cesa-Bianchi, 2012), the natural objective is to maximize the cumulative reward,
or equivalently, to minimize the difference between the obtained allocation, namely the regret.
This problem is a generalization of linear resource allocation problems, widely studied in the
last decade (Lattimore et al., 2015; Dagan and Crammer, 2018), where the reward functions are
assumed to be linear, instead of being concave. Those approaches borrowed ideas from linear
bandits (Dani et al., 2008; Abbasi-Yadkori et al., 2011). Several UCB-style algorithms with nearly
optimal regret analysis have been proposed for the linear case. More general algorithms were also
developed to optimize an unknown convex function with bandit feedback (Agarwal et al., 2011;
Agrawal and Devanur, 2014, 2015) to get a generic O˜(√T )2 regret bound which is actually un-
avoidable with bandit feedback (Shamir, 2013). We consider instead that the decision maker has a
noisy gradient feedback, so that the regularity of the reward mappings can be leveraged to recover
faster rates (than
√
T ) of convergence when possible.
There are several recent works dealing with (adaptive) algorithms for first order stochastic con-
vex optimization. On the contrary to classical gradient-based methods, these algorithms are agnostic
and adaptive to some complexity parameters of the problem, such as the smoothness or strong con-
vexity parameters. For example, Iouditski and Nesterov (2014) proposed an adaptive algorithm to
optimize uniformly convex functions and Ramdas and Singh (2013b) generalized it with an epoch-
based Gradient Descent algorithm using active learning techniques, also to minimize uniformly con-
vex functions. Both obtain optimal bounds in O˜ (T−ρ/(2ρ−2)) for the function-error ‖f(xt)− f∗‖
where f is supposed to be ρ-uniformly convex (see Subsection 2.2 for a reminder on this regular-
ity concept). However those algorithms would only achieve a
√
T regret (or even a linear regret)
because they rely on a structure of phases of unnecessary lengths. So in that setting, regret mini-
mization appears to be much more challenging than function-error minimization. To be precise, we
actually consider an even weaker concept of regularity than uniform convexity: the Łojasiewicz in-
equality (Bierstone and Milman, 1988; Bolte et al., 2010). Our objective is to devise an algorithm
that can leverage this assumption, without the prior knowledge of the Łojasiewicz exponent, i.e., to
construct an adaptive algorithm unlike precedent approaches (Karimi et al., 2016).
High-level description of the algorithms and organization of the paper. The algorithm we are
going to introduce is based on the concept of dichotomy, or binary search, which has already been
1. See https://en.wikipedia.org/wiki/Diminishing_returns
2. The O˜(·) notation is used to hide poly-logarithmic factors.
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slightly investigated in stochastic optimization (Burnashev and Zigangirov, 1974; Castro and Nowak,
2008; Ramdas and Singh, 2013a). The specific case ofK = 2 resources is studied in Section 3. The
algorithm proposed is quite simple: it queries a point repeatedly, until it learns the sign of the gradi-
ent of the reward function, or at least with arbitrarily high probability. Then it proceeds to the next
step of a standard binary search.
We will then consider, in Section 4, the case ofK ≥ 3 resources by defining a binary tree of the
K resources and handling each decision using theK = 2 algorithm as a black-box. Our main result
can be stated as follows: if the base reward mappings of the resources are β-Łojasiewicz functions,
then our algorithm has a O˜(T−β/2) regret bound if β ≤ 2 and O˜(T−1) otherwise. We notice that
for β ≤ 2 we recover existing bounds (but for the more demanding regret instead of function-
error minimization) (Iouditski and Nesterov, 2014; Ramdas and Singh, 2013b) since a ρ-uniformly
convex function can be proven to be β-Łojasiewicz with β = ρ/(ρ − 1). We complement our
results with a lower bound that indicates the tightness of these bounds. Finally we corroborate our
theoretical findings with some experimental results, postponed to Appendix F.
Our main contributions are the design of an efficient algorithm to solve the resource allocation
problem with concave reward functions. We show that our algorithm is adaptive to the unknown
complexity parameters of the reward functions. Moreover we propose a unified analysis of this
algorithm for a large class of functions. It is interesting to notice that our algorithm can be seen as
a first-order convex minimization algorithm for separable loss functions. The setting of separable
loss functions is still common in practice, though not completely general. Furthermore we prove
that our algorithm outperforms other convex minimization algorithms for a broad class of functions.
Finally we exhibit links with bandit optimization and we recover classical bandit bounds within our
framework, highlighting the connection between bandits theory and convex optimization.
First, let us introduce in Section 2 the following general model and the different regularity
assumptions mentioned above.
2. Model and Assumptions
2.1. Problem Setting
Assume a decision maker has access to K ∈ N∗ different resources. We assume naturally that the
number of resources K is not too large (or infinite). At each time step t ∈ N∗, the agent has to split
a total budget of weight 1 and to allocate x
(t)
k to each resource k ∈ [K] which generates the reward
fk(xk(t)). Overall, at this stage, the reward of the decision maker is then
F (x(t)) =
∑
k∈[K]
fk(x
(t)
k ) with x
(t) = (x
(t)
1 , . . . , x
(t)
K ) ∈ ∆K ,
where the simplex∆K =
{
(p1, . . . , pK) ∈ RK+ ;
∑
k pk = 1
}
is the set of possible convex weights.
We note x⋆ ∈ ∆K the optimal allocation that maximizes F over ∆K ; the objective of the
decision maker is to maximize the cumulated reward, or equivalently to minimize the regret R(T ),
defined as the difference between the optimal reward F (x⋆) and the average reward over T ∈ N∗
stages:
R(T ) = F (x⋆)− 1
T
T∑
t=1
K∑
k=1
fk(x
(t)
k ) = max
x∈∆K
F (x)− 1
T
T∑
t=1
F (x(t)).
3
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The following diminishing return assumption on the reward functions fk is natural and ensures that
F is concave and continuous, ensuring the existence of x⋆.
Assumption 1 The reward functions fk : [0, 1] → R are concave, non-decreasing and fk(0) = 0.
Moreover we assume that they are differentiable, L-Lipschitz continuous and L′-smooth.
This assumption means that the more the decision maker invest in a resource, the greater the
revenue. Moreover, investing 0 gives nothing in return. Finally the marginal increase of revenue
decreases.
We now describe the feedback model. At each time step the decision maker observes a noisy
version of∇F (x(t)), which is equivalent here to observing each∇fk(x(t)k )+ζ(t)k , where ζ(t)k ∈ R is
some white bounded noise. The assumption of noisy gradients is classical in stochastic optimization
and is similarly relevant for our problem: this assumption is quite natural as the decision maker can
evaluate, locally and with some noise, how much a small increase/decrease of an allocation x
(t)
k
affects the reward.
Consequently, the decision maker faces the problem of stochastic optimization of a concave and
separable function over the simplex (yet with a cumulative regret minimization objective). Classical
stochastic gradient methods from stochastic convex optimization would guarantee that the average
regret decreases as O˜ ((K/T )1/2) in general and as O˜ (K/T ) if the fk are known to be strongly
concave. However, even without strong concavity, we claim that it is possible to obtain better regret
bounds than O˜ ((K/T )1/2) and, more importantly, to be adaptive to some complexity parameters.
The overarching objective is then to leverage the specific structure of this natural problem to
provide a generic algorithm that is naturally adaptive to some complexity measure of the prob-
lem. It will, for instance, interpolate between the non-strongly concave and the strongly-concave
rates without depending on the strong-concavity parameter, and recover the fast rate of classi-
cal multi-armed bandit (corresponding more or less to the case where the fk functions are lin-
ear). Existing algorithms for adaptive stochastic convex optimization (Ramdas and Singh, 2013b;
Iouditski and Nesterov, 2014) are not applicable in our case since they work for function-error min-
imization and not regret minimization (because of the prohibitively large stage lengths they are
using).
2.2. The complexity class
Asmentioned before, our algorithm will be adaptive to some general complexity parameter of the set
of functions F = {f1, . . . , fK}, which relies on the Łojasiewicz inequality (Bierstone and Milman,
1988; Bolte et al., 2010) that we state now, for concave functions (rather than convex).
Definition 1 A function f : Rd → R satisfies the Łojasiewicz inequality with respect to β ∈
[1,+∞) on its domain X ⊂ Rd if there exists a constant c > 0 such that
∀x ∈ X , max
x∗∈X
f(x∗)− f(x) ≤ c‖∇f(x)‖β .
Given two functions f, g : [0, 1] → R, we say that they satisfy pair-wisely the Łojasiewicz in-
equality with respect to β ∈ [1,+∞) if the function (z 7→ f(z) + g(x− z)) satisfies the Ło-
jasiewicz inequality on [0, x] with respect to β for every x ∈ [0, 1].
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It remains to define the finest class of complexity of a set of functions F . It is defined with
respect to binary trees, whose nodes and leaves are labeled by functions. The trees we consider are
constructed as follows. Starting from a finite binary tree of depth ⌈log2(|F|)⌉, its leaves are labeled
with the different functions in F (and 0 for the remaining leaves if |F| is not a power of 2). The
parent node of fleft and fright is then labeled by the function x 7→ maxz≤x fleft(z) + fright(x− z).
We say now that F satisfies inductively the Łojasiewicz inequality for β ≥ 1 if in any binary
tree labeled as above, any two siblings3 satisfy pair-wisely the Łojasiewicz inequality for β.
Since the previous definition is quite intricate we can focus on some easier insightful sub-cases:
Uniformly concave functions (Iouditski and Nesterov, 2014) A function f : Rd → R is uniformly-
concave with parameters ρ ≥ 2 and µ > 0 if and only if for all x, y ∈ Rd and for all α ∈ [0, 1],
f(αx+ (1− α)y) ≥ αf(x) + (1− α)f(y) + µ
2
α(1 − α) [αρ−1 + (1− α)ρ−1] ‖x− y‖ρ .
If all functions fk are (ρk, µk)-uniformly convex, then the relevant complexity parameter (for
the rate of convergence) is βF =
ρF
ρF−1
where ρF := maxk ρk.
Tsybakov Noise Condition (TNC) (Ramdas and Singh, 2013b) A function f : Rd → R satisfies
the global TNC if with parameters κ ≥ 2 and µ > 0 if and only if for all x, y ∈ Rd,
|f(x)− f(y)| ≥ µ‖x− y‖κ.
If all functions fk satisfies (κk, µk)-TNC, then the relevant complexity parameter (for the rate
of convergence) is βF =
κF
κF−1
where κF := maxk κk.
More details about the Łojasiewicz inequality (as well as examples and counter-examples) and
its links with uniform convexity can be found in Appendix A. Additional examples of class of
functions satisfying inductively the Łojasiewicz inequality can be found in Appendix B.
One could ask why the class of Łojasiewicz functions is interesting. A result of Łojasiewicz
(1965) shows that all analytic functions satisfy the (local) Łojasiewicz inequality with a parameter
β > 1. This is a strong result motivating our interest for the class of functions satisfying the
Łojasiewicz inequality. More precisely we prove the following proposition in Appendix B.
Proposition 2 If the functions {f1, . . . , fK} are real analytic and strictly concave then the class
F satisfy inductively the Łojasiewicz inequality with a parameter βF > 1.
In the following section, we introduce a generic, parameter free algorithm that is adaptive to
the complexity βF ∈ [1,+∞) of the problem. Note that βF is not necessarily known by the agent
and therefore the fact that the algorithm is adaptive to the parameter is particularly interesting. The
simplest case K = 2 provides many insights and will be used as a sub-routine for more resources.
Therefore, we will first focus on this case.
3. To be precise, we could only require that this property holds for any siblings that are not children of the root. For
those two, we only need that the mapping fleft(z) + fright(1− z) satisfies the local Łojasiewicz inequality.
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3. Stochastic Gradient Feedback forK = 2
We first focus on only K = 2 resources. In this case, we rewrite the reward function F as
F (x) = f1(x1) + f2(x2) = f1(x1) + f2(1− x1).
For the sake of clarity we simply note x = x1 and we define g(x) , F (x) − F (x⋆). Note that
g(x⋆) = 0 and that g is a non-positive concave function. Using these notations, at each time step t
the agent chooses x(t) ∈ [0, 1], suffers |g(x(t))| and observes g′(x(t)) + εt where εt ∈ [−1, 1] i.i.d.
3.1. Description of the main algorithm
The basic algorithm we follow to optimize g is a binary search. Each query point x (for example
x = 1/2) is sampled repeatedly and sufficiently enough (as long as 0 belongs to some confidence
interval) to guarantee that the sign of g′(x) is known with arbitrarily high probability, at least 1− δ.
Algorithm 1 Binary search algorithm
Require: T time horizon, δ confidence parameter
1: Search interval I0 ← [0, 1] ; t← 1 ; j ← 1
2: while t ≤ T do
3: xj ← center(Ij−1); Sj ← 0; Nj ← 0
4: while 0 ∈
[
Sj
Nj
±
√
2 log( 2T
δ
)
Nj
]
do
5: Sample xj and get Xt, noisy value of ∇g(xj)
6: S ← Sj +Xt, Nj ← Nj + 1
7: end while
8: if
Sj
Nj
>
√
2 log( 2T
δ
)
Nj
then
9: Ij ← [xj ,max(Ij−1)]
10: else
11: Ij ← [min(Ij−1), xj ]
12: end if
13: t← t+Nj ; j ← j + 1
14: end while
15: return xj
Algorithm 1 is not conceptually difficult (but its detailed analysis of performances is however):
it is just a binary search where each query point is sampled enough time to be sure on which “direc-
tion” the search should proceed next. Indeed, because of the concavity and monotone assumptions
on f1 and f2, if x < x
⋆ then
x < x⋆ ⇐⇒ ∇g(x) = ∇f1(x)−∇f2(1− x) < 0 .
By getting enough noisy samples of ∇g(x), it is possible to decide, based on its sign, whether x⋆
lies on the right or the left of x. If xj is the j-th point queried by the binary search (and letting
jmax be the total number of different queries), we get that the binary search is successful with high
probability, i.e., that with probability at least 1 − δT for each j ∈ {1, . . . , jmax}, |xj − x⋆| ≤ 2−j .
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We also call Nj the actual number of samples of xj which is bounded by 8 log(2T/δ)/|g′(xj)2| by
Lemma 3, whose proof can be found in Appendix E.
Lemma 3 Let x ∈ [−1, 1] and δ ∈ (0, 1). For any random variable X ∈ [x − 1, x + 1] of
expectation x, at most Nx =
8
x2
log (2T/δ) i.i.d. samples X1,X2, . . . ,Xn are needed to figure out
the sign of x with probability at least 1− δ. Indeed, one just need stop sampling as soon as
0 6∈
[
1
n
n∑
t=1
Xt ±
√
2 log(2T/δ)
n
]
and determine the sign of x is positive if 1n
∑n
t=1Xt ≥
√
2 log(2T/δ)
n and negative otherwise.
The regret of the algorithm then rewrites as
R(T ) =
1
T
T∑
t=1
|g(x(t))| = 1
T
jmax∑
j=1
Nj|g(xj)| ≤ 8
T
log(2T/δ)
jmax∑
j=1
|g(xj)|
g′(xj)2
. (1)
Our analysis of the algorithm performances are based on the control of the last sum in Equation (1).
3.2. Strongly concave functions
First, we consider the case where the functions f1 and f2 are strongly concave.
Theorem 4 If the algorithm is run with δ = 2/T 2 and if g is a L′-smooth and α-strongly concave
function on [0, 1], then there exists a universal positive constant κ such that
ER(T ) ≤ κ
α
log(T )
T
.
This results shows that our algorithm reaches the same rates as the stochastic gradient descent in
the smooth and strongly concave case. The proof is delayed to Appendix C for the sake of fluency.
3.3. Analysis in the non-strongly concave case
We now consider the case where g is only concave, without being necessarily strongly concave.
Theorem 5 Assume that g satisfies the local Łojasiewicz inequality w.r.t. β ≥ 1 and c > 0 and
that the algorithm is run with δ = 2/T 2. Then there exists a universal constant κ > 0 such that
in the case where β > 2, E[R(T )] ≤ κc
2/βL1−2/β
1− 22/β−1
log(T )
T
;
in the case where β ≤ 2, E[R(T )] ≤ κ · c
(
log(T )2
T
)β/2
.
The proof of Theorem 5 relies on bouding the sum in Equation (1), which can be recast as a
constrained minimization problem. It is postponed to Appendix C for clarity reasons.
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3.4. Lower bounds
We now provide a lower bound for our problem that indicates that our rates of convergence are
optimal up to poly(log(T )) terms. For β ≥ 2, it is trivial to see that no algorithm can have a regret
smaller than Ω(1/T ), hence we shall focus on β ∈ [1, 2].
Theorem 6 Given the horizon T fixed, for any algorithm, there exists a pair of functions f1 and f2
that are concave, non-decreasing and such that fi(0) = 0, such that
ER(T ) ≥ cβT−
β
2
where cβ > 0 is some constant independent of T .
The proof and arguments are rather classical now (Shamir, 2013; Bach and Perchet, 2016): we
exhibit two pairs of functions whose gradients are 1/
√
T -close with respect to the uniform norm.
As no algorithm can distinguish between them with arbitrarily high probability, the regret will scale
more or less as the difference between those functions which is as expected of the order of T−β/2.
More details can be found in Appendix C.
3.5. The specific case of linear (or dominating) resources - the Multi-Armed Bandit case
We focus in this section on the specific case where the resources have linear efficiency, meaning that
fi(x) = αix for some unknown parameter αi ≥ 0. In that case, the optimal allocation of resource
consists in putting all the weights to the resource with the highest parameter αi.
More generally, if f ′1(1) ≥ f ′2(0), then one can easily check that the optimal allocation consists
in putting again all the weight to the first resource (and, actually, the converse statement is also true).
It happens that in this specific case, the learning is fast as it can be seen as a particular instance
of Theorem 5 in the case where β > 2. Indeed, let us assume that argmaxx∈Rg(x) > 1, meaning
that maxx∈[0,1] g(x) = g(1), so that, by concavity of g it holds that g
′(x) ≥ g′(1) > 0 thus g is
increasing on [0, 1]. In particular, this implies that for every β > 2:
∀x ∈ [0, 1], g(1) − g(x) = |g(x)| ≤ g(0) ≤ g(0)
g′(1)β
g′(1)β ≤ g(0)
g′(1)β
g′(x)β = c|g′(x)|β,
showing that g verifies the Łojasiewicz inequality for every β > 2 and with constant c = g(0)/g′(1)β .
As a consequence, Theorem 5 applies and we obtain fast rates of convergence in O (log(T )/T ).
However, we propose in the following an alternative analysis of the algorithm for that specific
case. Recall that regret can be bounded as
R(T ) =
8
T
log(2T/δ)
jmax∑
j=1
|g(xj)|
g′(xj)2
=
8
T
log(2T/δ)
jmax∑
j=1
|g(1− 1/2j)|
g′(1− 1/2j)2 .
We now notice that∣∣∣g (1− 2−j) ∣∣∣ = g(1) − g (1− 2−j) = ∫ 1
1−1/2j
g′(x) dx ≤ 2−jg′ (1− 2−j) .
8
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And finally we obtain the following bound on the regret:
R(T ) ≤ 8
T
log(2T/δ)
jmax∑
j=1
1
2j
1
g′(1)
≤ 8
T
log(2T/δ)
g′(1)
≤ 24
∆
log(T )
T
since g′(1 − 1/2j) > g′(1) and with the choice of δ = 2/T 2. We have noted ∆ , g′(1) in order
to enlighten the similarity with the multi-armed bandit problems with 2 arms. We have indeed
g′(1) = f ′1(1)− f ′2(0) > 0 which can be seen as the gap between both arms. It is especially true in
the linear case where fi(x) = αix as ∆ = |α1 − α2| and the gap between arms is by definition of
the multi-armed bandit problem |f(1)− f(0)| = |α1 − α2|.
4. Stochastic gradient feedback andK ≥ 3 resources
We now consider the case with more than 2 resources. The generic algorithm still relies on binary
searches as in the previous section with K = 2 resources, but we have to imbricate them in a
tree-like structure to be able to leverage the Łojasiewicz inequality assumption. The goal of this
section is to present our algorithm and to prove the following theorem, which is a generalization of
Theorem 5.
Theorem 7 Assume that F = {f1, f2, . . . , fk} satisfies inductively the Łojasiewicz inequality w.r.t.
the parameters βF ≥ 1 and c > 0. Then there exists a universal constant κ > 0 such that our
algorithm, run with with δ = 2/T 2, ensures
in the case βF > 2, then E[R(T )] ≤ κc
2/βFL1−2/βF
1− 22/βF−1 K
log(T )log2(K)
T
;
in the case βF ≤ 2, then E[R(T )] ≤ κ · cK
(
log(T )log2(K)+1
T
)βF/2
.
Let us first mention why the following natural extension of the algorithm for K = 2 does not
work. Assume that the algorithm would sample repeatedly a point x ∈ ∆K until the different
confidence intervals around the gradient ∇fk(xk) do not overlap. When this happens with only
2 resources, then it is known that the optimal x⋆ allocates more weight to the resource with the
highest gradient and less weight to the resource with the lowest gradient. This property only holds
partially for K ≥ 3 resources. Given x ∈ ∆K , even if we have a (perfect) ranking of gradient
∇f1(x1) > . . . > ∇fK(xK) we can only infer that x⋆1 ≥ x1 and x⋆K ≤ xK . For intermediate
gradients we cannot (without additional assumptions) infer the relative position of x⋆j and xj .
To circumvent this issue, we are going to build a binary tree, whose leaves are labeled arbitrarily
from {f1, . . . , fK} and we are going to run inductively the algorithm for K = 2 resources at each
node, i.e., between its children fleft and fright. The main difficulty is that we no longer have unbiased
samples of the gradients of those functions (but only those located at the leaves).
4.1. Insights on the main algorithm
To be more precise, recall we aim at maximizing the mapping (and controlling the regret)
F (x) =
K∑
k=1
fk(xk) with x = (x1, . . . , xK) ∈ ∆K .
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As we have a working procedure to handle only K = 2 resources, we will adopt a divide-and-
conquer strategy by diving the mapping F into two sub-mapping F
(1)
1 and F
(1)
2 defined by
F
(1)
1 (x) =
⌈K/2⌉∑
k=1
fk(xk) and F
(1)
2 (x) =
K∑
k=⌈K/2⌉+1
fk(xk).
Since the original mapping F is separable, we can reduce the optimization of F over the simplex
∆K to the optimization of a sum of two functions over the simplex of dimension 1 (thus going back
to the case of K = 2 resources). Indeed,
max
‖x‖1=1
F (x) = max
z∈[0,1]
(
max
‖x‖1=z
F
(1)
1 (x) + max
‖x‖1=1−z
F
(1)
2 (x)
)
, max
z∈[0,1]
H
(1)
1 (z) +H
(1)
2 (1− z) .
Nowwe aim to apply the machinery ofK = 2 resources to the reward mappingsH
(1)
1 andH
(1)
2 . The
major issue is that we do not have directly access to the gradients ∇H(1)1 (z) and ∇H(1)2 (1 − z) of
those functions because they are defined via an optimization problem. However, can apply again the
divide-and-conquer approach to H
(1)
1 and compute its gradient using the envelope theorem (Afriat,
1971). Indeed, divide again F
(1)
1 into the two following mappings F
(2)
1 and F
(2)
2 defined by
F
(2)
1 (x) =
⌈K/4⌉∑
k=1
fk(xk) and F
(2)
2 (x) =
⌈K/2⌉∑
k=⌈K/4⌉+1
fk(xk).
Then as above, we can rewrite the optimization problem defining H
(1)
1 as another optimization
problem over [0, z] by noting that
H
(1)
1 (z) = max
‖x‖1=z
F
(1)
1 (x) = max
ω∈[0,z]
(
max
‖x‖1=ω
F
(2)
1 (x) + max
‖x‖1=z−ω
F
(2)
2 (x)
)
, max
ω∈[0,z]
H
(2)
1 (ω) +H
(2)
2 (z − ω) .
The envelope theorem now gives the following lemma (whose proof is immediate and omitted).
Lemma 8 Let ω∗z ∈ [0, z] be the maximizer of H(2)1 (ω) +H(2)2 (z − ω), then
∇H(1)1 (z) =

∇H(2)1 (ω∗z) = ∇H(2)2 (z − ω∗z) if ω∗z ∈ (0, z)
∇H(2)2 (z) if ω∗z = 0
∇H(2)1 (z) if ω∗z = z
.
Recall that gradients of H
(1)
1 (z) and H
(1)
2 (1 − z) were needed to apply the K = 2 machinery to
the optimization of F once this problem is rewritten as maxzH
(1)
1 (z) + H
(1)
2 (1 − z). Lemma 8
provides them, as the gradient of yet other functions H
(2)
1 and/or H
(2)
2 . Notice that if K = 4, then
those two functions are actually the two basis functions f1 and f2, so the agent has direct access to
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their gradient (up to some noise). It only remains to find the point ω∗z which is done with the binary
search introduced in the previous section.
If K > 4, the gradient of H
(2)
1 (and, of course, of H
(2)
2 ) is not directly accessible, but we
can again divide H
(2)
1 into two other functions H
(3)
1 and H
(3)
2 . Then the gradient of H
(2)
1 will be
expressed, via Lemma 8, as gradients of H
(3)
1 and/or H
(3)
2 at some specific point (again, found by
binary searches as in K = 2). We can repeat this process as long as H
(k)
1 and H
(k)
2 are not basis
functions in F and F can be “divided” to compute recursively the gradients of eachH(k)j up toH(1)1
and H
(1)
2 , up to the noise and some estimation errors that must be controlled.
4.2. The Generic Algorithm
A more detailed version of our generic algorithm, with the notations required for the proof can
be found in Appendix D. To give some intuitions, consider a binary tree whose root is labeled by
the function F (x) =
∑K
k=1 fk(xk) , F
(0)
1 (x) that we want to maximize. We are going to label
recursively the nodes of this tree by functions and the leaves of this tree are going to be the elements
of F . Denote by F (i)j the function created at the nodes of depth i, with j an increasing index from
the left to the right of the tree. If F
(i)
j (x) is not a leaf, i.e., not an element of F , then there exist two
indices k1 < k2 such that F
(i)
j (x) =
∑k2
k=k1
fk(xk) and we define
F
(i+1)
2j−1 (x) =
⌊(k1+k2)/2⌋∑
k=k1
fk(xk) and F
(i+1)
2j (x) =
k2∑
k=⌊(k1+k2)/2⌋+1
fk(xk).
If K is not a power of 2 we can add artificial functions with value 0 in order to obtain a balanced
tree. The optimization of F
(i)
j can be done recursively since
max
‖x‖1=zn
F
(i)
j (x) = max
zn+1∈[0,zn]
(
max
‖x‖1=zn+1
F
(i+1)
2j−1 (x) + max
‖x‖1=zn−zn+1
F
(i+1)
2j (x)
)
.
In order to clarify notations we also define the following mappings as in Section 4.1:
Definition 9 For every i and j in the constructed binary tree of functions, we define
H
(i)
j (z) , max
‖x‖1=z
F
(i)
j (x) and G
(i)
j (z; y) , H
(i+1)
2j−1 (z) +H
(i+1)
2j (y − z).
We also note D(i)j (v) the binary search whose goal is to optimize the function G
(i)
j (· ; v). With these
notations, it holds that for all zn ∈ [0, 1],
H
(i)
j (zn) = max
zn+1∈[0,zn]
G
(i)
j (zn+1; zn) = max
zn+1∈[0,zn]
H
(i+1)
2j−1 (zn+1) +H
(i+1)
2j (zn − zn+1),
and the gradient of H
(i)
j (z) can be expressed in terms of those of H
(i+1)
2j−1 and H
(i+1)
2j by Lemma 8.
As a consequence, the gradients of H
(i)
j can be recursively approximated using estimates
of the gradients of their children (in the binary tree). Indeed, assume that one has access to ε-
approximations of ∇H(i+1)2j−1 and ∇H(i+1)2j . Then Lemma 8 directly implies that a ε-approximation
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of its gradient ∇H(i)j (z) can be computed by a binary search on [0, z]. Moreover, notice that if a
binary search is optimizing H
(i)
j on [0, z] and is currently querying the point ω, then the level of
approximation required (and automatically set to) is equal to |∇H(i+1)2j−1 (ω)−∇H(i+1)2j (z−ω)|. This
is the crucial property that allows a control on the regret.
The main algorithm can now be simply summarized as performing a binary search for the max-
imization of H
(1)
1 (z) +H
(1)
2 (1− z) using recursive estimates of ∇H(1)1 and ∇H(1)2 .
4.3. Main ideas of the proof of Theorem 7
The full analysis of Theorem 7 is too involved to be detailed thoroughly here. The detailed proof
is provided in Appendix D. We provide nevertheless a very natural intuition in the case of strongly
concave mappings or β > 2, as well as the main ingredients of the general proof.
Recall that in the case where β > 2, the average regret of the algorithm for K = 2 scales
as log(T )/T . As a consequence, running a binary search induces a cumulative regret of the order
of log(T ). The generic algorithm is defined recursively over a binary tree of depth log2(K) and
each function in the tree is defined by a binary search over its children. So at the end, to perform
a binary search over H
(1)
1 (z) +H
(1)
2 (1 − z), the algorithm imbricates log2(K) binary searches to
compute gradients. The error made by these binary searches cumulate (multiplicatively) ending up
in a cumulative regret term of the order of log(T )log2(K).
For β < 2, the analysis is more intricate, but the main idea is the same one; to compute a
gradient, log2(K) binary searches must be imbricated and their errors cumulate to give Theorem 7.
We give here some of the main ingredients of the proof. As explained in Appendix D we can
associate a regret for each binary search, and we call R
(i)
j (v) the regret associated to the binary
search D
(i)
j (v). Since we have more than 2 resources we have to imbricate the binary searches in
a recursive manner in order to get access to the gradients of the functions H
(i)
j . This will lead to a
regret R
(i)
j (v) for the binary search D
(i)
j (v) that will recursively depend on the regrets of the binary
searches corresponding to the children (in the tree) of D
(i)
j (v). An important part of the proof of
Theorem 7 is therefore devoted to proving the following proposition.
Proposition 10 The regret R(i)j (v) of the binary search D
(i)
j (v) is bounded by:
R
(i)
j (v) ≤
rmax∑
r=1
8 log(2T/δ)
∣∣∣g(i)j (wr; v)∣∣∣∣∣∣∇g(i)j (wr; v)∣∣∣2 log(T )
log2(K)−1−i +R
(i+1)
2j−1 (wr) +R
(i+1)
2j (v − wr),
where {w1, . . . , wrmax} are the different samples ofD(i)j (v) and g(i)j (· ; v)
.
= G
(i)
j (· ; v)−maxz G(i)j (z; v).
The goal of the remaining of the proof of Theorem 7 is to bound R
(0)
1 (1). The very natural
way to do it is to use the previous proposition with the Łojasiewicz inequality to obtain a simple
recurrence relation between the successive values of R
(i)
j . The end of the proof is then similar to
the proofs done in the case K = 2. Besides we can note that the statement of Proposition 10 shows
clearly that adding more levels to the tree results in an increase of the exponent of the log(T ) factor.
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5. Conclusion
We have considered the problem of multi-resource allocation under the classical assumption of
diminishing returns. This appears to be a concave optimization problem and we proposed an algo-
rithm based on imbricated binary searches to solve it. Our algorithm is particularly interesting in the
sense that it is fully adaptive to all parameters of the problem (strong convexity, smoothness, Ło-
jasiewicz exponent, etc.). Our analysis provides meaningful upper bound for the regret that matches
the lower bounds, up to logarithmic factors. The experiments we conducted (see Appendix F) vali-
date as expected the theoretical guarantees of our algorithm, as empirically regret seems to decrease
polynomially with T with the right exponent.
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Appendix A. Additional results on the Łojasiewicz inequality
We give here more detailed about the Łojasiewicz inequality. In this section we state all the results
for convex functions. Their equivalents for concave functions are easily obtained by symmetry. The
first one is the fact that every uniformly convex function verifies the Łojasiewicz inequality.
Definition 11 A function f : Rd → R satisfies the Łojasiewicz inequality if
∀x ∈ X , f(x)− min
x∗∈X
f(x∗) ≤ µ‖∇f(x)‖β.
Definition 12 A function f : Rd → R is uniformly-convex with parameters ρ ≥ 2 and µ > 0 if
and only if for all x, y ∈ Rd and for all α ∈ [0, 1],
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y)− µ
2
α(1− α) [αρ−1 + (1− α)ρ−1] ‖x− y‖ρ .
Proposition 13 If f is a differentiable (ρ, µ)-uniformly convex function then it satisfies the Ło-
jasiewicz inequality with parameters β = ρ/(ρ− 1) and c =
(
2
µ
)1/(ρ−1) ρ− 1
ρρ/(ρ−1)
.
Proof A characterization of differentiable uniformly convex function (see for example (Iouditski and Nesterov,
2014)) gives that for all x, y ∈ Rd
f(y) ≥ f(x) + 〈∇f(x), y − x〉+ 1
2
µ ‖x− y‖ρ .
Consequently, noting f(x∗) = inf f(x),
f(x∗) ≥ inf
y
{
f(x) + 〈∇f(x), y − x〉+ 1
2
µ ‖x− y‖ρ
}
︸ ︷︷ ︸
g(y)
.
We now want to minimize the function g which is a strictly convex function. We have
∇g(y) = ∇f(x) + µ
2
ρ ‖x− y‖ρ−2 (y − x).
g reaches its minimum for ∇g(y) = 0 and ∇f(x) = −µ
2
ρ ‖x− y‖ρ−2 (y − x). This gives
f(x∗) ≥ f(x) + µ
2
‖x− y‖ρ (1− ρ).
Since ‖∇f(x)‖ = µρ
2
‖x− y‖ρ−1 we obtain
f(x)− f(x⋆) ≤ (ρ− 1)µ
2
(
2
µρ
‖∇f(x)‖
)ρ/(ρ−1)
≤
(
2
µ
)1/(ρ−1) ρ− 1
ρρ/(ρ−1)
‖∇f(x)‖ρ/(ρ−1) .
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In particular a µ-strongly convex function verifies the Łojasiewicz inequality with β = 2 and c =
1/(2µ).
We now prove a similar link between the Tsybakov Noise condition (TNC) and the Łojasiewicz equa-
tion.
Proposition 14 If f is a convex differentiable function locally satisfying the TNC with parameters
κ and µ then it satisfies the Łojasiewicz equation with parameters κ/(κ − 1) and µ−1/(κ−1).
Proof Let x, y ∈ Rd. Since f is convex we have, noting x∗ = argminf ,
f(y) ≥ f(x) + 〈∇f(x), y − x〉
f(x)− f(x∗) ≤ 〈∇f(x), x− x∗〉
f(x)− f(x∗) ≤ ‖∇f(x)‖ ‖x− x∗‖ .
The TNC gives f(x)−f(x∗) ≥ µ ‖x− x∗‖κ, which means that ‖x− x∗‖ ≤ µ−1/κ (f(x)− f(x∗))1/κ
and consequently,
f(x)− f(x∗) ≤ ‖∇f(x)‖µ−1/κ (f(x)− f(x∗))1/κ
(f(x)− f(x∗))1−1/κ ≤ µ−1/κ ‖∇f(x)‖
(f(x)− f(x∗)) ≤ µ−1/(κ−1) ‖∇f(x)‖κ/(κ−1) .
This concludes the proof.
We now show that the two classes of uniformly convex functions and Łojasiewicz functions
are distinct by giving examples of functions that verify the Łojasiewicz inequality and that are not
uniformly convex.
Example 1 The function f : (x, y) ∈ R2 7→ (x − y)2 verifies the Łojasiewicz inequality but is not
uniformly convex on R2.
Proof ∇f(x, y) = 2(x − y, y − x)⊤ and ‖∇f(x, y)‖2 = 8(x − y)2 = 8f(x, y). Consequently,
since f is minimal at 0, f verifies the Łojasiewicz inequality for β = 2 and c = 1/8.
Let a = (0, 0) and b = (1, 1). If f is uniformly convex on R2 with parameters ρ and µ then, for
α = 1/2,
f(a/2 + b/2) ≤ f(a)/2 + f(b)/2− µ/4(21−ρ) ‖a− b‖ρ
0 ≤ −µ/4(21−ρ)
√
2
ρ
.
This is a contradiction since µ > 0 and ρ ≥ 2.
Example 2 The function g : (x, y, z) ∈ ∆3 7→ (x − 1)2 + 2(1 − y) + 2(1 − z) is not uniformly
convex on the simplex ∆3 but verifies the Łojasiewicz inequality.
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Proof g is constant on the set {x = 0} (since y + z = 1). And therefore g is not uniformly convex
(take two distinct points in {x = 0}).
We have ∇g(x, y, z) = (2x − 2,−2,−2)⊤ and ‖∇g(x, y, z)‖2 = 4((x − 1)2 + 2) ≥ 8. Since
y+z = 1−x on∆3, we have g(x, y, z) = (x−1)2+4−2(1−x) = x2+3. Consequentlymin g = 3.
Hence g(x, y, z) −min g = x2 ≤ 1 ≤ ‖∇g(x, y, z)‖2 and g verifies the Łojasiewicz inequality on
∆3.
We conclude this section by giving additional examples of functions verifying the Łojasiewicz in-
equality.
Example 3 If h : x ∈ RK 7→ ‖x − x⋆‖α with α ≥ 1. Then h verifies the Łojasiewicz inequality
with respect to the parameters β = α/(α− 1) and c = √K .
The last example is stated in the concave case because it is an important case of application of
our initial problem.
Example 4 Let f1, . . . , fK be such that fk(x) = −akx2 + bkx with bk ≥ 2ak ≥ 0. Then F =∑
k fk(xk) satisfies the Łojasiewicz inequality with β = 2 if at least one ak is positive. Otherwise,
the inequality is satisfied on ∆K for any β ≥ 1 (with a different constant for each β).
Proof Indeed, let x ∈ ∆K . If there exists at least one positive ak, then F is quadratic, so if we
denote by x⋆ its maximum and H its Hessian (it is the diagonal matrix with −ak on coordinate k),
we have
F (x)− F (x⋆) = (x− x⋆)⊤H(x− x⋆) and ∇F (x) = 2H(x− x⋆).
Hence F satisfies the Łojasiewicz conditions with β = 2 and c = 1/(4mink ak). If all fk are linear,
then F (x∗)− F (x) ≤ maxj bj −minj bj and ‖∇F (x)‖ = ‖b‖. Given any β ≥ 1, it holds that
F (x∗)− F (x) ≤ cβ‖∇F (x)‖β = cβ‖b‖β with cβ = (max
j
bj −min
j
bj)/‖b‖β .
Appendix B. Additional results on the complexity class
In this appendix we want to give more precisions on the class of functions we are considering. We
give more intuition and we prove some results on examples of classes satisfying our assumption.
Finally we will state some properties of the functions of this tree.
B.1. Motivations and examples of sets of functions F satisfying inductively the
Łojasiewicz inequality
First, we recall the definition of the local TNC inequality, around the minimum x∗ of a function f
with vanishing gradient. More precisely, f satisfies locally the TNC if
∀x ∈ X , f(x)− min
x∗∈X
f(x∗) ≥ µ‖x− x∗‖κ,
where in the above the x∗ on the r.h.s. is the minimizer of f the closer to x (in case where f has
non-unique minimizer).
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Uniform convexity, TNC and Łojasiewicz inequality are connected since it is well known that
if a function f is uniformly convex, it satisfies both the local TNC and the Łojasiewicz inequality.
Those two concepts are actually equivalent for convex mappings.
The most precise complexity parameter is therefore induced by the Łojasiewicz inequality; how-
ever, the mappings fk considered are increasing on [0, 1] hence ∇f(x∗) might be non-zero and the
concept of Łojasiewicz inequality is not appropriate; this is the reason why we need to define the
concept of funtions that satisfy pair-wisely the Łojasiewicz inequality (see Subsection 2.2).
We provide now examples of functions that satisfy inductively the Łojasiewicz inequality. In
particular, a set of functions of cardinality 2 satisfies inductively the Łojasiewicz inequality if and
only if these functions satisfy it pair-wisely. Another crucial property of our construction is that
if fleft and fright are concave, non-decreasing and zero at 0, then these three properties also hold
for their parent x 7→ maxz≤x fleft(z) + fright(x − z). As a consequence, if these three properties
hold at the leaves, they will hold at all nodes of the tree. See Proposition 15 for similar alternative
statements.
Proposition 15 Assume that F = {f1, . . . , fK} is finite then F satisfies inductively the Ło-
jasiewicz inequality with respect to some βF ∈ [1,+∞). Moreover,
1. if fk are all concave, non-decreasing and fk(0) = 0, then all functions created inductively in
the tree satisfy the same assumption.
2. If fk are all ρ-uniformly concave, then so are all the functions created and F satisfies induc-
tively the Łojasiewicz inequality for βF ≥ ρρ−1 .
3. If fk satisfies the global κ-TNC, then so are all the functions created and F satisfies induc-
tively the Łojasiewicz inequality for βF ≥ κκ−1 .
4. If fk satisfies the global β-Łojasiewicz inequality, then so are all the functions created and F
satisfies inductively the Łojasiewicz inequality for βF ≥ β.
5. If fk are concave, then F satisfies inductively the Łojasiewicz inequality w.r.t. βF = 1.
6. If fk are linear then F satisfies inductively the Łojasiewicz inequality w.r.t. any βF ≥ 1.
7. More specifically, if F is a finite subset of the following class of functions
Cα :=
{
x 7→ θ(γ − x)α − θγα ; θ ∈ R−, γ ≥ 1
}
, if α > 1
then F satisfies inductively the Łojasiewicz inequality with respect to β = αα−1 .
Proof
1. We just need to prove that the mapping x 7→ H(x) = maxz≤x f1(z) + f2(x − z) =
maxz≤xG(z;x) satisfies the same assumption as f1 and f2, the main question being con-
cavity. Given x1, x2, λ ∈ [0, 1], let us denote by z1 the point where G(· ;x1) attains its
maximum (and similarly z2 where G(· ;x2) attains its maximum). Then the following holds
H(λx1 + (1− λ)x2) ≥ f1(λz1 + (1− λ)z2) + f1(λx1 + (1− λ)x2 − λz1 − (1− λ)z2)
≥ λf1(z1) + (1− λ)f1(z2) + λf2(x1 − z1) + (1− λ)f2(x2 − z2)
= λH(x1) + (1− λ)H(x2)
so that concavity is ensured. The fact that H(0) = 0 and H(·) is non-decreasing are trivial.
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2. Let us prove that the mapping (x 7→ H(x) = max 0 ≤ z ≤ xf1(z) + f2(x− z)) is also ρ-
uniformly concave.
Let α ∈ (0, 1). Let (x, y) ∈ R2. Let us denote by zx the point in (0, x) such that H(x) =
f1(zx) + f2(x− zx) and by zy the point in (0, y) such that H(y) = f1(zy) + f2(y− zy). We
have
αH(x) + (1 − α)H(y) = αf1(zx) + αf2(x− zx) + (1− α)f1(zy) + (1− α)f2(y − zy)
≤ f1(αzx + (1− α)zy)− µ
2
α(1− α) (αρ−1 + (1− α)ρ−1) ‖zx − zy‖ρ
+ f2(α(x− zx) + (1− α)(y − zy))
− µ
2
α(1− α) (αρ−1 + (1− α)ρ−1) ‖x− zx − y + zy‖ρ
≤ H(αx+ (1− α)y)− µ
2
α(1− α)(‖x− y‖ /2)ρ
where we used the fact that f1 and f2 are ρ-uniformly concave, and the definition of H(αx+
(1− α)y), and that aρ + bρ ≥ ((a+ b)/2)ρ, for a, b ≥ 0.
This proves that H is (ρ, µ/2ρ)-uniformly convex. Finally Proposition 13 shows that F sat-
isfies inductively the Łojasiewicz inequality for βF ≥ ρ/(ρ− 1).
3. Let us use the same notations as in the previous proof. We want to show that H satisfies the
global TNC equation.
Let us suppose that x ≥ y. We will show first that zx ≥ zy. Let us consider the functions
Gx : z 7→ f1(z) + f2(x− z) and Gy : z 7→ f1(z) + f2(y − z).
• If zy = 0, zx ≥ zy.
• If zy = y, then ∇Gy(y) = ∇f1(y) − ∇f2(0) ≥ 0. Then ∇Gx(y) = ∇f1(y) −
∇f2(x − y) ≥ ∇f1(y) − ∇f2(0) ≥ 0 since −∇f2 is non-decreasing by concavity of
f2. Consequently the maximum of Gx is reached for z ≥ y and zx ≥ zy.
• If zy ∈ (0, y). Then ∇Gx(zy) = ∇f1(zy)−∇f2(x − zy) ≥ ∇f1(zy)−∇f2(y − zy).
Consequently ∇Gx(zy) ≥ ∇Gy(zy) and ∇Gy(zy) = 0. Therefore zx ≥ zy.
We use the exact same proof to show that x − zx ≥ y − zy (by inverting the roles of f1 and
f2).
Using the global κ-TNC for f1 we get, since it is non-decreasing,
f1(zx)− f1(zy) ≥ µ ‖zx − zy‖κ
and similarly for f2:
f2(x− zx)− f2(y − zy) ≥ µ ‖x− zx − y + zy‖κ .
Summing these inequalities gives
H(x)−H(y) ≥ µ/2κ ‖x− y‖κ .
This shows that H satisfies the global TNC equation for parameters κ and µ/2κ.
Proposition 14 finally shows that F inductively satisfies the Łojasiewicz equation for param-
eter βF ≥ κ/(κ− 1).
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4. We still use the same notations as before. We want to show that H satisfies the global Ło-
jasiewicz equation.
|H(x)−H(y)| = |f1(zx) + f2(x− zx)− f1(zy)− f2(y − zy)|
≤ |f1(zx)− f1(zy)|+ |f2(x− zx)− f2(y − zy)|
≤ µ ‖∇f1(zx)−∇f1(zy)‖β + µ ‖∇f2(x− zx)−∇f2(y − zy)‖β
In the case where zx /∈ {0, x}, we have ∇H(x) = ∇f1(zx) = ∇f2(x − zx). If zx = 0,
∇H(x) = ∇f2(x) > ∇f1(0) and if zx = x, ∇H(x) = ∇f1(x) > ∇f2(0). Let us suppose
(without loss of generality) that x ≥ y.
• zx = 0, then zy = 0 (cf previous item) and∇f2(x− zx) = ∇H(x) and∇f2(y− zy) =
∇H(y) and consequently |H(x)−H(y)| ≤ µ ‖∇H(x)−∇H(y)‖β .
• zx > 0 so that∇H(x) = ∇f1(zx) and∇H(y) ≥ ∇f1(zy), meaning that ‖∇f1(zx)−∇f1(zy)‖ ≤
‖∇H(y)−∇H(x)‖, and a similar analysis shows that ‖∇f1(x− zx)−∇f1(y − zy)‖ ≤
‖∇H(y)−∇H(x)‖.
This means finally that H satisfies the Łojasiewicz equation with parameters β and 2µ.
5. This point is actually a direct consequence of the following Lemma 29.
6. If f1 and f2 are linear, then x 7→ maxz ≤ xf1(z) + f2(x − z) is either equal to f1 or to f2
(depending on which one is the biggest). Hence it is linear.
7. Assume that fi = θi(γi − x)α − θiγαi for some parameter γi > 1 and θi < 0. Then easy
computations show that H is equal to either f1 or f2 on a small interval near 0 (depending on
the size of∇fi(0)) and thenH(x) = θ0(γ0−x)α−c0 for some parameters θ0 < 0 and γ0 > 1.
As a consequence, H is defined piecewisely by functions in Cα, a property that will propagate
in the binary tree used in the definition of inductive satisfiability of Łojasiewicz inequality.
The fact that those functions satisfies the Łojasiewicz inequality with respect to β = αα−1 has
already been proved in Example 3.
B.2. Some properties of the functions of the tree
We present now some properties of the functions defined in the labeled tree constructed in the
previous section. We begin by a technical and useful lemma.
Lemma 16 Let f and g be two differentiable concave functions on [0, 1]. For x ∈ [0, 1] define
φx : z ∈ [0, x] 7→ f(z) + g(x− z). And zx .= argmaxz∈[0,x]φx(z). We have the following results:
• φx is concave;
• ∀ 0 ≤ x ≤ y ≤ 1, zx ≤ zy and x − zx ≤ y − zy. In particular the function x 7→ zx is
1-Lipschitz continuous.
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Proof The fact that φx is concave is immediate since f and g are concave functions.
If 0 ≤ x ≤ y ≤ 1, we have g′(y − zx) ≤ g′(x − zx) since y − zx ≥ x − zx and g′ is non-
increasing (because g is concave). Consequently, φ′y(zx) = f
′(zx) − g′(y − zx) ≥ φ′x(zx). If
zx = 0, zy ≥ zx is immediate. Otherwise, zx > 0 and φ′(zx) ≥ 0. This shows that φ′y(zx) ≥ 0 and
consequently, that the maximum zy of the concave function φy is reached after zx. And zy ≥ zx.
The last inequality is obtained in a symmetrical manner by considering the function ψx : z ∈
[0, x] 7→ f(x− z)+ g(x) whose maximum is reached at z = x− zx. This gives x− zx ≤ y− zy.
We now proove two simples lemmas.
Lemma 17 If f and g are two concave L-Lipschitz continous and differentiable functions, then
H : x 7→ maxz∈[0,x] f(z) + g(x − z) is L-Lipschitz continuous.
Proof With the notations of the previous lemma, we have H(x) = φx(zx) for all x ∈ [0, 1].
Let x, y ∈ [0, 1]. Without loss of generality we can suppose that x ≤ y. We have
|H(x)−H(y)| = |f(zx) + g(x − zx)− f(zy)− g(y − zy)|
≤ L|zx − zy|+ L|x− zx − (y − zy|
≤ L(zy − zx) + L(y − zy − x+ zx)
≤ L|y − x|.
We have used the conclusion of Lemma 16 in the third line.
Lemma 18 If f and g are two concave L′-smooth and differentiable functions, then H : x 7→
maxz∈[0,x] f(z) + g(x − z) is L′-smooth.
Proof Let x, y ∈ [0, 1]. Without loss of generality we can suppose that x ≤ y. We treat the case
where φx ∈ (0, x) and φy ∈ (0, y). The other (extremal) cases can be treated similarly. The envelop
theorem gives that ∇H(x) = ∇f(zx) and ∇H(y) = ∇f(zy). Therefore |∇H(x) − ∇H(y)| =
|∇f(zx)−∇f(zy)| ≤ L′|zx − zy| ≤ L′|x− y| with Lemma 16.
Proposition 15 and Lemmas 17 and 18 show directly the following proposition:
Proposition 19 If the functions f1, . . . , fK are concave differentiable L-Lipschitz continuous and
L′-smooth then all functions created in the tree are also concave differentiable L-Lipschitz contin-
uous and L′-smooth.
B.3. Proof of Proposition 2
We begin by proving the following lemma:
Lemma 20 If f and g are strictly concave real analytic functions thenH : x 7→ max0≤z≤x f(z)+
g(x− z) is also a strictly concave real analytic function.
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Proof The fact thatH is strictly concave comes from Proposition 15. Since f and g are real analytic
functions we can write
f(x) =
∑
n≥0
anx
n and g(x) =
∑
n≥0
bnx
n.
Let us consider the function φx : z 7→ f(z) + g(x − z) for z ∈ [0, x]. Now, for all 0 ≤ z ≤ x, we
have
φx(z) = f(z) + g(x− z)
=
∑
n≥0
anz
n +
∑
n≥0
bn(x− z)n
=
∑
n≥0
anz
n +
∑
n≥0
bn
n∑
k=0
(
n
k
)
xn−k(−1)kzk
=
∑
k≥0
akz
k +
∑
k≥0
∑
n≥k
bn(−1)kxn−k
 zk
=
∑
k≥0
ck(x)z
k,
with ck(x) = ak +
∑
n≥k bn(−1)kxn−k.
Since f and g are concave, φx is also concave. Let zx
.
= argmaxz∈[0,x]φx(z). We have H(x) =
φx(zx) If zx ∈ (0, x) then ∇φx(zx) = 0 because φx is concave. Consequently
∑
k≥0 ck+1(x)(k +
1)zkx = 0.
Let us consider the function Ψ : (x, z) 7→ ∑k≥0 ck+1(x)(k + 1)zkx = ∇φx(z). Provided that
∇zΨ(x, zx) is invertible then zx is unique and is an analytic function of x thanks to the analytic im-
plicit function theorem (Berger, 1977). Since f and g are strictly concave the invertibility condition
is satisfied since ∇zΨ(x, zx) = f ′′(z) + g′′(x− z), and the result is proved.
Proof of Proposition 2. Let us show that F satisfies inductively the Łojasiewicz inequality. Let f
and g be two siblings of the tree defined in Appendix B. Inductively applying Lemma 20 shows that
(x 7→ max0≤z≤x f(z) + g(x − z) is a strictly concave real analytic function. Since a real analytic
function verifies the Łojasiewicz inequality (Łojasiewicz, 1965), the result is proved. We set β to
be the maximum of all Łojasiewicz exponents in the tree.
Appendix C. Analysis of the algorithm withK = 2 resources
C.1. Proof of Theorem 4
Proof Let j ∈ [jmax]. By concavity of g, we have that −g(xj) ≤ |g′(xj)||x⋆ − xj |. Since g is
negative, this means that |g(xj)| ≤ |g′(xj)||x⋆ − xj |.
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Since g is of class C2 and α-strongly concave,
〈g′(xj)− g′(x⋆)|xj − x⋆〉 ≤ −α ‖xj − x⋆‖2
−α ‖xj − x⋆‖2 ≥ 〈g′(xj)− g′(x⋆)|xj − x⋆〉 ≥ −|g′(xj)| ‖xj − x⋆‖
|g′(xj)| ≥ α ‖xj − x⋆‖ .
Then
|g(xj)|
g′(xj)2
≤ |g
′(xj)||x⋆ − xj|
g′(xj)2
=
|x⋆ − xj|
|g′(xj)| ≤
1
α
.
Consequently we have
R(T ) ≤ jmax
Tα
.
We have for all j ∈ [jmax], Nj = 2 log(2T/δ) 1
g′(xj)2
. Then
T = 8 log(2T/δ)
jmax∑
j=1
1
g′(xj)2
≥ 8 log(2T/δ)
jmax∑
j=1
1
L′2(xj − x⋆)2
≥ 8 log(2T/δ) 1
L′2(xjmax − x⋆)2
≥ 8 log(2T/δ)4
jmax
L′2
.
where we used the fact that g′ isL′-Lipschitz continuous. Therefore jmax ≤ log4
(
TL′2
8 log(2T/δ)
)
.
log(T ). And finally
R(T ) = O
(
1
α
log(T )
T
)
.
C.2. Proof of Theorem 5, when β > 2
Proof Let x ∈ [0, 1]. We know that |g(x)| ≤ c|g′(x)|β .
Then
1
|g′(x)|2 ≤
c2/β
|g(x)|2/β
, and
|g(x)|
|g′(x)|2 ≤ c
2/β |g(x)|1−2/β .
Since g is L-Lipschitz on [0, 1], we have |g(x) − g(x⋆)| ≤ L|x − x⋆|. Since g(x⋆) = 0 then
|g(x)|
|g′(x)|2 ≤ c
2/βL1−2/β |x− x⋆|1−2/β .
For j ∈ [jmax], |g(xj)||g′(xj)|2
≤ c2/βL1−2/β
(
1
21−2/β
)j
, because |x⋆ − xj | ≤ 2−j , as a conse-
quence of the binary search. Since 1− 2/β > 0,
jmax∑
j=1
(
1
21−2/β
)j
<
1
1− 22/β−1 .
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Finally we have, using that δ = 2/T 2,
R(T ) =
8
T
log(2T/δ)
jmax∑
j=1
|g(xj)|
|g′(xj)|2
≤ 24c
2/βL1−2/β
1− 22/β−1
log(T )
T
.
C.3. Proof of Theorem 5, when β < 2
Proof We know that
R(T ) =
1
T
jmax∑
j=1
|g(xj)|Nj
= 8 log(2T/δ)
1
T
jmax∑
j=1
|g(xj)|
h2j
≤ 8 log(2T/δ) 1
T
jmax∑
j=1
|g(xj)|
g′(xj)2
.
where hj ≥ gj is such that Nj = 8 log(2/δ)
h2j
. We note
R
.
=
TR(T )
8 log(2T/δ)
=
jmax∑
j=1
|g(xj)|
h2j
.
By hypothesis, ∀x ∈ [0, 1], |g(x)| ≤ c|g′(x)|β . Moreover Lemma 29 gives |g(xj)| ≤ |g′(xj)||xj −
x⋆| ≤ |g′(xj)|2−j .
If we note gj
.
= |g′(xj)| we obtain
R ≤
jmax∑
j=1
min
(
cgβj ,
gj
2j
) 1
h2j
.
Let us now note
T ′
.
=
T
8 log(2T/δ)
.
We have the constraint
T ′ =
jmax∑
j=1
1
h2j
.
Our goal is to bound R. In order to do that, one way is to consider the functional
F : (g1, . . . , gjmax) ∈ R∗+jmax 7→
jmax∑
j=1
min
(
cgβj ,
gj
2j
)
/h2j
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and to maximize it under the constraints
T ′ =
jmax∑
j=1
1
h2j
and gj ≤ hj .
Therefore the maximum of the previous problem is smaller than the one of maximizing
Fˆ : (h1, . . . , hjmax) ∈ R∗+jmax 7→
jmax∑
j=1
min
(
chβ−2j ,
1
hj2j
)
and to maximize it under the constraints
T ′ =
jmax∑
j=1
1
h2j
.
For the sake of simplicity we identify gj with hj . The maximization problem can be done with
Karush-Kuhn-Tucker conditions: introducing the Lagrangian
L(g1, . . . , gjmax , λ) = F(g1, . . . , gjmax) + λ
T ′ − jmax∑
j=1
1
h2j

we obtain
∂L
∂gj
=

c(β − 2)gβ−3j +
2λ
g3j
, if gj < gˆj
− 1
2jgj
+
2λ
g3j
, if gj > gˆj
,where gˆj =
(
1
2jc
)1/(β−1)
.
gˆj is the point where the two quantities in the min are equal. And finallygj =
(
2λ
c(2− β)
)1/β
, if gj < gˆj
gj = 2λ · 2j , if gj > gˆj .
We note J1 .= {j ∈ [jmax], gj > gˆj} and J2 .= {j ∈ [jmax], gj < gˆj}. We have
F(g1, . . . , gjmax) =
∑
j∈J1
1
2jgj︸ ︷︷ ︸
F1
+
∑
j∈J2
cgβ−2j︸ ︷︷ ︸
F2
.
We note as well
T1
.
=
∑
j∈J1
1
g2j
and T2
.
=
∑
j∈J2
1
g2j
such that T ′ = T1 + T2.
on J2:
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Since gj < gˆj on J2, noting g2 .=
(
2λ
c(2− β)
)1/β
= gj ,
T2 =
∑
j∈J2
1
g2j
= |J2| 1
g22
> |J2| 1
gˆ2j
for all j ∈ J2
In particular,
T ′ ≥ T2 > |J2|
(
1
c24j2,max
)−1/(β−1)
≥ |J2|
(
c24|J2|
)1/(β−1)
≥
(
4|J2|
)1/(β−1)
because c can be chosen greater than 1. This gives |J2| ≤ β − 1
log(4)
log(T ).
And we know that
T2 =
∑
j∈J2
1
g2j
= |J2|
(
2λ
c(2 − β)
)−2/β
.
This gives
2λ
c(2− β) =
(
T2
|J2|
)−β/2
.
We can now compute the cost of J2:
F2 =
∑
j∈J2
cgβ−2j
= |J2|c
(
2λ
c(2− β)
)(β−2)/β
= |J2|c
(
T2
|J2|
)1−β/2
= cT
1−β/2
2 |J2|β/2
≤ cT 1−β/22
(
β − 1
log(4)
log(T ′)
)β/2
. cT ′
(
log(T ′)
T ′
)β/2
.
on J1:
We know that ∀j ∈ J1, gj = 2λ 2j . This gives
T1 =
∑
j∈J1
1
g2j
=
1
4λ2
∑
j∈J1
1
4j
2λ =
√∑
j∈J1
4−j
T1
2λ ≤
√
4 · 4−j1,min
3T1
.
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Since j ∈ J1, we know that gj ≥ gˆj and 2λ 2j ≥
(
1
2jc
)1/(β−1)
, and 2λ ≥ c−1/(β−1)(2j)−β/(β−1).
With j = j1,min we obtain
c−1/(β−1)(2j1,min)−β/(β−1) ≤
√
4 · 4−j1,min
3T1√
3
2
(
2j1,min
)−1/(β−1)
c−1/(β−1) ≤ 1√
T1
c−24−j1,min . T 1−β1 .
And we have
F1 =
∑
j∈J1
1
2j 2λ 2j
=
1
2λ
∑
j∈J1
1
4j
= 2λT1
.
√
T12
−j1,min
. cT 1−β/21 . cT
′1−β/2.
Finally we have shown that R . cT ′
(
log(T ′)
T ′
)β/2
and consequently
TR(T )
8 log(2T/δ)
. c
T
8 log(2T/δ)
(
log(T ′)
T ′
)β/2
R(T ) . c (8 log(2T/δ))β/2
(
log(T )
T
)β/2
.
And using the fact that β < 2 and δ = 2/T 2, we have
R(T ) . c
(
log(T )2
T
)β/2
.
C.4. Proof of Theorem 5, when β = 2
Proof As in the previous proof, we want to bound
R =
jmax∑
j=1
|g(xj)|
g′(xj)2
≤
jmax∑
j=1
min
(
c,
1
gj2j
)
.
Let us note gˆj
.
=
1
c2j
, we have to distinguish two cases:
if gj > gˆj , then min
(
c,
1
gj2j
)
=
1
2jgj
if gj < gˆj , then min
(
c,
1
gj2j
)
= c.
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We note J1 .= {j ∈ [jmax], gj > gˆj} and J2 .= {j ∈ [jmax], gj < gˆj}.
We have
R ≤
∑
j∈J1
1
2jgj︸ ︷︷ ︸
R1
+
∑
j∈J2
c
︸ ︷︷ ︸
R2
.
We note as well
T1
.
=
∑
j∈J1
1
g2j
and T2
.
=
∑
j∈J2
1
g2j
such that T ′ = T1 + T2.
on J2:
T2 =
∑
j∈J2
1
g2j
>
∑
j∈J2
1
gˆ2j
≥
∑
j∈J2
c24j ≥ 4j2,max .
Which gives j2,max ≤ log(T ). Finally,
R2 =
∑
j∈J2
c ≤ cj2,max ≤ c log(T ).
on J1:
We want to maximize R1 =
∑
j∈J1
1
2jgj
under the constraint T1 =
∑
j∈J1
1
g2j
.
Karush-Kuhn-Tucker conditions give the existence of λ > 0 such that for all j ∈ J1, gj =
2λ · 2j . As in the previous proof this shows that R1 = 2λT1. We can show as well that, if j ∈ J1,
2λ ≤ 2√
3
2−j1,min√
T1
.
And since j ∈ J1, gj > 1
c2j
and then 2λ 2j >
1
c2j
which means
2λ >
1
c4j1,min
.
Putting these inequalities together gives√
T1 ≤ 2c√
3
2j1,min .
Finally,
R1 = 2λT1 ≤ 2√
3
2−j1,min√
T1
T1 ≤ 4c
3
.
This shows that
R(T ) . c log(2T/δ)
log(T )
T
. c
log(T )2
T
.
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C.5. Proof of Theorem 6
Proof The proof is very similar to the one of Shamir (2013) (see also (Bach and Perchet, 2016)) so
we only provide the main different ingredients.
Given T and β, we are going to construct 2 pairs of functions f1, f2 and f˜1, f˜2 such that
‖fi − f˜i‖∞ ≤ cβ√
T
and ‖∇fi −∇f˜i‖∞ ≤ cβ√
T
.
As a consequence, using only T samples4, it is impossible to distinguish between the pair f1, f2
and the pair f˜1, f˜2. And the regret incurred by any algorithm is then lower-bounded (up to some
constant) by
min
x
max{g⋆ − g(x) ; g˜⋆ − g˜(x)}
where we have defined g(x) = f1(x) + f2(1− x) and g⋆ = maxx g(x) and similarly for g˜.
To define all those functions, we first introduce g and g˜ defined as follows, where γ is a param-
eter to be fixed later.
g : x 7→
−x
β/(β−1) if x ≤ γ
− β
β − 1γ
1/(β−1)x+
1
β − 1γ
β/(β−1) otherwise
and
g˜ : x 7→
−|x− γ|
−β/(β−1) if x ≤ 2γ
− β
β − 1γ
1/(β−1)x+
β + 1
β − 1γ
β/(β−1) otherwise.
The functions have the form of Proposition 15 near 0 and then are linear with the same slope.
Proposition 15 ensures that g1 and g2 verify the Łojasiewicz inequality for the parameter β. The
functions g1 and g2 are concave non-positive functions, reaching their respective maxima at 0 and
γ.
We also introduce a third function h defined by
h : x 7→

(γ − x)β/(β−1) − xβ/(β−1) if γ2 ≤ x ≤ γ
2
β
β − 1(
γ
2 )
1/(β−1)(γ2 − x) if x ≤ γ2
− β
β − 1γ
1/(β−1)x+
1
β − 1γ
β/(β−1) if x ≥ γ
The functions fi and f˜i are then defined as
f1(x) = 0 and f˜1(x) = g˜(x)− g(x) + h(x)− g˜(0)− g(0) + h(0)
f2(x) = g(1 − x)− g(1) and f˜2(x) = g(1 − x)− h(1 − x)− g(1) + h(1)
It immediately follows that f1(x) + f2(1 − x) is equal to g(x) and similarly f˜1(x) + f˜2(1 − x) is
equal to g˜(x) (both up to some additive constant).
4. Formally, we just need to control the ℓ∞ distance between the gradients, as we assume that the feedbacks of the
decision maker are noisy gradients. But we could have assumed that he also observes noisy evaluations of f1(x1)
and f2(x2). This is why we also want to control the ℓ∞ distance between the functions fi and f˜i.
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We observe that for all x ∈ [0, 1]:
∇g(x) =

− β
β − 1x
1/(β−1) if x ≤ γ
− β
β − 1γ
1/(β−1) otherwise
and
∇g˜(x) =

− β
β − 1sign(x− γ)|x− γ|
1/(β−1) if x ≤ 2γ
− β
β − 1γ
1/(β−1) otherwise
Similarly, we can easily compute the gradient of h:
∇h(x) =

− ββ−1
(
(γ − x)1/(β−1) + x1/(β−1)
)
if γ2 ≤ x ≤ γ
−2 β
β − 1(
γ
2 )
1/(β−1) if x ≤ γ2
− β
β − 1γ
1/(β−1) if x ≥ γ
We want to bound ‖∇g −∇g˜‖∞ as it is clear that ‖∇h‖∞ ≤ ββ−1γ1/(β−1).
• For x ≤ γ,
|∇g(x)−∇g˜(x)| = β
β − 1
∣∣∣−x1/(β−1) − (γ − x)1/(β−1)∣∣∣
=
β
β − 1
∣∣∣x1/(β−1) + (γ − x)1/(β−1)∣∣∣
≤ β
β − 1
(
x1/(β−1) + (γ − x)1/(β−1)
)
≤ 2 β
β − 1γ
1/(β−1).
• For γ ≤ x ≤ 2γ,
|∇g(x)−∇g˜(x)| = β
β − 1
∣∣∣(x− γ)1/(β−1) − x1/(β−1)∣∣∣
≤ β
β − 1
∣∣∣(x− γ)1/(β−1)∣∣∣+ ∣∣∣x1/(β−1)∣∣∣
≤ (1 + 21/(β−1)) β
(β − 1)γ
1/(β−1)
• For x ≥ 2γ, |∇g(x) −∇g˜(x)| = 0.
Finally we also have that ‖∇g −∇g˜‖∞ . γ1/(β−1) , where the notation . hides a multiplicative
constant factor.
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Combining the control on ‖∇g −∇g˜‖∞ and ‖∇h‖∞, we finally get that∥∥∥∇f1 −∇f˜1∥∥∥
∞
. γ1/(β−1) and
∥∥∥∇f2 −∇f˜2∥∥∥
∞
. γ1/(β−1).
As a consequence, the specific choice of γ = T (1−β)/2 ensures that γ1/(β−1) ≤ 1/√T and thus the
mappings fi are indistinguishable from f˜i,
Finally, we get
R(T ) ≥ T min
x
max(|g(x)|, |g˜(x)|) ≥ Tg(γ/2) & γβ/(β−1) & T−β/2.
Appendix D. Analysis of the algorithm withK > 2 resources
In this section we present a detailed description of the maximization algorithm introduced in Sec-
tion 4 as well as a thorough analysis of its complexity.
D.1. Detailed description of the algorithm
The goal of the algorithm is to maximize the following function on the simplex ∆K :
F (x) =
K∑
k=1
fk(xk) with x = (x1, . . . , xK) ∈ ∆K .
As mentioned in the main text, the idea is to use a divide and conquer strategy in order to be able to
use the procedure of K = 2 resources explained in Section 3. The overall idea is to separate arms
recursively into two bundles, creating the aforementioned tree whose root is F and whose leaves
are the fk. We explain in this section the algorithm with more details, introducing the relevant
definitions and notations for the proof.
We will denote by F
(i)
j the function created at the nodes of depth i, with j an increasing index
from the left to the right of the tree; in particular F
(0)
1 = F =
∑K
k=1 fk(xk). This is the function
we want to maximize.
Definition 21 Starting from F (0)1 = F =
∑K
k=1 fk(xk), the functions F
(i)
j are constructed induc-
tively as follows. If F (i)j (x) =
∑k2
k=k1
fk(xk) is not a leaf (i.e., k1 < k2) we define
F
(i+1)
2j−1 (x) =
⌊(k1+k2)/2⌋∑
k=k1
fk(xk) and F
(i+1)
2j (x) =
k2∑
k=⌊(k1+k2)/2⌋+1
fk(xk).
The optimization of F
(i)
j can be done recursively since
max
‖x‖1=zn
F
(i)
j (x) = max
zn+1∈[0,zn]
(
max
‖x‖1=zn+1
F
(i+1)
2j−1 (x) + max
‖x‖1=zn−zn+1
F
(i+1)
2j (x)
)
.
The recursion ends at nodes that are parents of leaves, where the optimization problem is reduced
to the case of K = 2 resources studied in the previous section.
For the sake of notations, we introduce the following functions.
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Definition 22 For every i and j in the constructed binary tree of functions,
H
(i)
j (z) , max
‖x‖1=z
F
(i)
j (x) and G
(i)
j (z; y) , H
(i+1)
2j−1 (z) +H
(i+1)
2j (y − z).
With these notations, it holds that for all zn ∈ [0, 1],
H
(i)
j (zn) = max
zn+1∈[0,zn]
G
(i)
j (zn+1; zn) = max
zn+1∈[0,zn]
H
(i+1)
2j−1 (zn+1) +H
(i+1)
2j (zn − zn+1).
The computation of H
(i)
j (zn) is made with similar techniques than in the case K = 2 of Sec-
tion 3. The idea will be to imbricate several binary searches to get estimates of the functions∇H(i)j .
More precisely, to maximize the function
(
u 7→ G(i)j (u; zn)
)
a binary search is run over [0, zn],
starting at u1 = zn/2:
Definition 23 We note D(i)j (v) the binary search run to maximize
(
w 7→ G(i)j (w; v)
)
. We define
z⋆
(i)
j (v) as argmax G
(i)
j (· ; v) and we also call T (i)j (v) the total number of queries used byD(i)j (v).
Inductively, the binary search D
(i)
j (v) searches on the left or on the right of um, depending
on the sign of ∇G(i)j (um; zn). As it holds that, by definition, ∇G(i)j (um; zn) = ∇H(i+1)2j−1 (um) −
∇H(i+1)2j (zn − um), we need to further estimate ∇H(i+1)2j−1 (um) and ∇H(i+1)2j (zn − um).
This is done using the following properties relating the different gradients of H
(i)
j . They are
direct consequences of the envelop theorem (see Lemma 8) because
H
(i)
j (u) = max
‖x‖1=u
F
(i)
j (x) = max
v∈[0,u]
H
(i+1)
2j−1 (v) +H
(i+1)
2j (u− v).
As a consequence, if v⋆ denotes the point where the maximum is reached and it belongs to (0, u),
then
∇H(i)j (u) = ∇H(i+1)2j−1 (v⋆) = ∇H(i+1)2j (u− v⋆). (2)
If v⋆ = 0, then ∇H(i)j (u) = ∇H(i+1)2j (u− v⋆), i.e., the first inequality might only be an inequality.
On the other hand, if v⋆ = u, then ∇H(i)j (u) = ∇H(i+1)2j−1 (v⋆). This is the central tool that will let
us compute the gradients of all the nodes of the tree, from the leaves to the root.
Thanks to the envelop theorem and Equation (2) we are able to compute the gradients∇G(i)j (v;u)
for all nodes in the tree. This is done recursively by imbricating dichotomies.
The goal of the binary searches D
(i+1)
2j−1 (v) and D
(i+1)
2j (u − v) is to compute an approximate
value of ∇G(i)j (v;u). Indeed we have
∇G(i)j (v;u) = ∇H(i+1)2j−1 (v)−∇H(i+1)2j (u− v),
and to computeH
(i+1)
2j−1 (v) (respectively∇H(i+1)2j (u−v)) we need to run the binary searchD(i+1)2j−1 (v)
(respectively D
(i+1)
2j (u − v)). Let us denote by ∇̂G(i)j (v;u) the approximate value of ∇G(i)j (v;u)
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computed at the end of the binary searches D
(i+1)
2j−1 (v) and D
(i+1)
2j (u− v), that compute themselves
∇̂H(i+1)2j−1 (v), approximation of∇H(i+1)2j−1 (v) and ∇̂H(i+1)2j (u−v), approximation of∇H(i+1)2j (u−v).
The envelop theorem gives that ∇H(i+1)2j−1 (v) = ∇H(i+2)4j−3 (w⋆) = ∇H(i+2)4j−2 (v − w⋆) where
w⋆ = argmaxG
(i+1)
2j−1 (w; v). Therefore in order to compute ∇̂H(i+1)2j−1 (v) we run the binary search
D
(i+1)
2j−1 (v) that aims at maximizing the function
(
w 7→ G(i+1)2j−1 (w; v)
)
. At iteration N ofD
(i+1)
2j−1 (v),
we have
|∇G(i+1)2j−1 (wN ; v)| = |∇H(i+2)4j−3 (wN )−∇H(i+2)4j−2 (v − wN )|.
We use the following estimate for ∇H(i+1)2j−1 (v):
∇̂H(i+1)2j−1 (v)
.
=
1
2
(
∇H(i+2)4j−3 (wN ) +∇H(i+2)4j−2 (v − wN )
)
.
Since w⋆ ∈ (wN , v − wN ) (or (v − wN , wN )), we have that
|∇̂H(i+1)2j−1 (v)−∇H(i+1)2j−1 (v)| ≤
1
2
|∇G(i+1)2j−1 (wN ; v)|.
Consequently we can say that with high probability,
∇G(i)j (v;u) ∈
[
∇̂G(i)j (v;u)− α, ∇̂G(i)j (v;u) + α
]
where
α =
1
2
(
|∇G(i+1)2j−1 (wN ; v)|+ |∇G(i+1)2j (v − wN ; v)|
)
.
In order to be sure that the algorithm does not make an error on the sign of ∇G(i)j (v;u) (as in Sec-
tion 3) we have to run the binary searchesD
(i+1)
2j−1 (v) andD
(i+1)
2j (u−v) until 0 /∈
[
∇̂G(i)j (v;u) − α, ∇̂G(i)j (v;u) + α
]
which is the case as soon as α < |∇G(i)j (v;u)|. Therefore we decide to stop the binary D(i+1)2j−1 (v)
when |∇G(i+1)2j−1 (wN ; v)| < |∇G(i)j (v;u)| and to stop the binary D(i+1)2j (u− v) when |∇G(i+1)2j (v−
wN ; v)| < |∇G(i)j (v;u)|.
This leads to the following lemma:
Lemma 24 During the binary search D(i+1)2j−1 (v) we have, for all point w tested by this binary
search,
|∇G(i+1)2j−1 (w; v)| ≥ |∇G(i)j (v)|.
And during the binary search D(i+1)2j (v) we have, for all point w tested by this binary search,
|∇G(i+1)2j (v − w; v)| ≥ |∇G(i)j (v)|.
D.2. Analysis of the Algorithm
The rates of convergence of Theorem 7 are obtained by introducing a decomposition of the overall
regret incurred by each binary search recursively run by the algorithm.
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Definition 25 We define R(i)j (v) the regret induced by the binary search D
(i)
j (v) as the regret suf-
fered when optimizing the function
(
w 7→ G(i)j (w; v)
)
.
This notion of subregret is crucial for our induction since the regret of the algorithm after T samples
satisfies R(T ) = R
(0)
0 (1)/T .
The main ingredient of the proof of Theorem 7 is the following Proposition which gives a bound
on the subregret R
(i)
j (v) depending on the subregrets below it.
Proposition 26 If D(i)j (v) is a node at distance p from the bottom of the binary tree we have:
R
(i)
j (v) ≤
rmax∑
r=1
8 log(2T/δ)
∣∣∣g(i)j (wr; v)∣∣∣∣∣∣∇g(i)j (wr; v)∣∣∣2 log(T )
p +R
(i+1)
2j−1 (wr) +R
(i+1)
2j (v − wr).
Where rmax the number of different samples ofD
(i)
j (v) and g
(i)
j (· ; v)
.
= G
(i)
j (· ; v)−G(i)j (z⋆(i)j (v); v).
We have also rmax ≤ log2(T ).
This proposition is a direct consequence of the following two lemmas that are proven in Ap-
pendix E: Lemma 27 gives an expression to compute the subregret R
(i)
j (v) and Lemma 28 gives a
bound on the number of samples needed to compute ∇G(i)j (w; v) at a given precision.
Lemma 27 The subregret R(i)j (v) verifies
R
(i)
j (v) =
T
(i)
j (v)∑
t=1
(∣∣∣G(i)j (z(i)j (t); v) −G(i)j (z⋆(i)j (v); v))∣∣∣)
+
∑
z∈{z
(i)
j (t),t=1,...,T
(i)
j (v)}
R
(i+1)
2j−1 (z) +R
(i+1)
2j (v − z)
where z⋆(i)j (v) is the point where G
(i)
j (· ; v) reaches its maximum and where the successive points
tested by the binary search D(i)j (v) are the (not necessarily distinct) z
(i)
j (t).
Lemma 28 A point w tested by the binary search D(i)j (v) has to be sampled at most a number of
times equal to
8 log(2T/δ)
log(T )p∣∣∣∇G(i)j (w; v)∣∣∣2 ,
where p is the distance of the node D(i)j (v) to the bottom of the binary tree: p = log2(K)− 1− i.
Finally it now remains to control the different ratios
∣∣∣g(i)j (wr; v)∣∣∣/∣∣∣∇g(i)j (wr; v)∣∣∣2, using the
Łojasiewicz inequality and techniques similar to the case of K = 2. The main difference is the
binary tree we construct that imbricates binary searches. The overall idea is that each layer of that
tree adds a multiplicative factor of log(T ).
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D.3. Proof of Theorem 7 with β > 2
Proof Let us first bound a sub-regret R
(i)
j (v) for i 6= 0. Proposition 26 gives with p the distance
from D
(i)
j (v) to the bottom of the tree,
R
(i)
j (v) ≤
log2(T )∑
m=1
8 log(2T/δ)
∣∣∣g(i)j (wm; v)∣∣∣∣∣∣∇g(i)j (wm; v)∣∣∣2 log2(T )
p
+R
(i+1)
2j−1 (wm) +R
(i+1)
2j (v − wm).
For the sake of simplicity we will note g = g
(i)
j (· ; v), and we will begin by bounding
R = log(T )p
log2(T )∑
m=1
|g(wm)|
|∇g(wm)|2
.
We use the Łojasiewicz inequality to obtain that |g(wm)| ≤ c|∇g(wm)|β . This gives
R ≤ c2/β log2(T )p
log2(T )∑
m=1
|g(wm)|1−2/β
We are now in a similar situation as in the proof of Theorem 5 in the case where β > 2. Using
the fact that |g(wm)| ≤ L2−m, we have
R ≤ 1
1− 22/β−1 c
2/βL1−2/β log2(T )
p.
Let us note C
.
=
1
1− 22/β−1 c
2/βL1−2/β . We have R ≤ C log2(T )p.
We use now Proposition 26 which shows that
R
(i)
j (v) ≤ 8 log(2T/δ) · C log2(T )p +
log2(T )∑
m=1
R
(i+1)
2j−1 (wm) +
log2(T )∑
m=1
R
(i+1)
2j (v − wm).
Let us now define the sequence Ap = 2Ap−1 + 1 for p ≥ 1, and A0 = 1. The bound we have just
shown let us show by recurrence that
R
(i)
j (v) ≤ 8 log(2T/δ) · ApC log(T )p.
Lemma 30 shows that Ap = 2
p+1 − 1 ≤ 2p+1. Moreover for i = 0, we have p = log2(K) − 1.
Consequently for i = 0, Ap ≤ K .
With the choice of δ = 2/T 2 we have finally that
R(T ) =
R
(0)
1 (1)
T
≤ 8 ·KC log(T )
log2(K)
T
.
1
1− 22/β−1 c
2/βL1−2/βK
log(T )log2(K)
T
.
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D.4. Proof of Theorem 7 with β = 2
Proof
Let us first bound a sub-regret R
(i)
j (v) for i 6= 0. Proposition 26 gives with p the distance from
D
(i)
j (v) to the bottom of the tree,
R
(i)
j (v) ≤
log2(T )∑
m=1
8 log(2T/δ)
∣∣∣g(i)j (wm; v)∣∣∣∣∣∣∇g(i)j (wm; v)∣∣∣2 log2(T )
p +R
(i+1)
2j−1 (wm) +R
(i+1)
2j (v − wm).
For the sake of simplicity we will note g = g
(i)
j (· ; v) and and we will begin by bounding
R =
log(T )∑
m=1
|g(wm)|
|∇g(wm)|2
log(T )p.
Łojasiewicz inequality gives |g(wm)| ≤ c|∇g(wm)|2, leading to
R ≤
log(T )∑
m=1
c log(T )p ≤ c log(T )p+1.
An immediate recurrence gives that, as in the case where β > 2,
R
(i)
j (v) ≤ 8Apc log(2T/δ) log(T )p+1.
And finally we have, noting g
.
= g
(0)
1 (· ; 1) and p = log2(K)− 1
R
(0)
1 (1) ≤ 8Apc log(2T/δ) log(T )logd(K).
Giving finally, with the choice δ = 2/T 2 and since Ap ≤ K for p = log2(K)− 1,
R(T ) = 8Apc log(2T/δ)
R
T
≤ 24cK log(T )
log2(K)+1
T
.
D.5. Proof of Theorem 7 with β < 2
Proof Let us first bound a sub-regret R
(i)
j (v) for i 6= 0. Proposition 26 gives with p the distance
from D
(i)
j (v) to the bottom of the tree,
R
(i)
j (v) ≤
log(T )∑
m=1
8 log(2T/δ)
∣∣∣g(i)j (wm; v)∣∣∣∣∣∣∇g(i)j (wm; v)∣∣∣2 log(T )
p +R
(i+1)
2j−1 (wm) +R
(i+1)
2j (v − wm).
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For the sake of simplicity we will note g = g
(i)
j (· ; v) and we will begin by bounding
R =
log2(T )∑
m=1
|g(wm)|
|∇g(wm)|2
log(T )p.
Łojasiewicz inequality gives |g(wm)| ≤ c|∇g(wm)|β , leading to
R ≤
log2(T )∑
m=1
c|∇g(wm)|β−2 log2(T )p.
We want to prove by recurrence that, with p = log2(K)− 1− i and Ap defined in Section D.3.
R
(i)
j (v) ≤ 8 log(2T/δ)cAp
rmax∑
r=1
∣∣∣∇G(i)j (wr; v)∣∣∣β−2 log2(T )p. (3)
The result is true for p = 0 using what has be done previously. Suppose that it holds at level i + 1
in the tree. Then, Proposition 26 shows that
R
(i)
j (v) ≤
rmax∑
r=1
8 log(2T/δ)
∣∣∣g(i)j (wr; v)∣∣∣∣∣∣∇G(i)j (wr; v)∣∣∣2 log(T )
p +R
(i+1)
2j−1 (wr) +R
(i+1)
2j (v − wr)
≤ 8 log(2T/δ)
(
log2(T )
p
rmax∑
r=1
c
∣∣∣∇G(i)j (wr)∣∣∣β−2 + rmax∑
r=1
cAp−1
smax∑
s=1
∣∣∣∇G(i+1)2j−1 (xs;wr)∣∣∣β−2 log2(T )p−1
+
rmax∑
r=1
cAp−1
smax∑
s=1
∣∣∣∇G(i+1)2j (x˜s; v −wr)∣∣∣β−2 log2(T )p−1).
We have noted by xs and x˜s the points tested by the binary searchesD
(i+1)
2j−1 (wr) andD
(i+1)
2j (v−wr)
and smax ≤ log2(T ) the number of points tested by those binary searches. We now use the fact that
β − 2 < 0 and Lemma 24 shows that
∣∣∣∇G(i+1)2j−1 (xs;wm)∣∣∣ ≥ ∣∣∣∇G(i)j (wr)∣∣∣, giving
R
(i)
j (v) ≤ (1 + 2Ap−1)c · 8 log(2T/δ)
rmax∑
r=1
∣∣∣∇G(i)j (wr; v)∣∣∣β−2 log2(T )p,
proving Equation (3). And finally we have, as in the proof of Theorem 5, noting g
.
= g
(0)
1 (· ; 1),
R
(0)
1 (1) ≤ Kc · 8 log(2T/δ)
rmax∑
r=1
|∇g(ur)|β−2 log(T )log2(K)−1.
We note now gr
.
= |∇g(ur)| and we have the constraint, with T ′ = T
8 log(2T/δ) log(T )log2(K)−1
T ′ =
rmax∑
r=1
1
g2r
.
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We want to maximize R
.
=
∑rmax
r=1 g
β−2
r under the above constraint.
In order to do that we introduce the following Lagrangian function:
L : (g1, . . . , grmax , λ) 7→
rmax∑
r=1
gβ−2r + λ
(
T ′ −
rmax∑
r=1
1
g2r
)
.
The Karush-Kuhn-Tucker theorem gives
0 =
∂L
∂gr
(g1, . . . , grmax , λ)
0 = (β − 2)gβ−3r + λ
(
2g−3r
)
0 = (β − 2)gβr + 2λ
gr =
(
2λ
2− β
)1/β
.
The expression of T ′ gives
T ′ =
rmax∑
r=1
g−2r
T ′ =
rmax∑
r=1
(
2λ
2− β
)−2/β
λ−2/β =
T ′∑rmax
r=1 (1− β/2)2/β
λ = T ′−β/2rβ/2max(1− β/2).
We can now bound R:
R ≤
rmax∑
r=1
gβ−2r
≤
rmax∑
r=1
(
2λ
2− β
)1−2/β
≤ rmax(1− β/2)2/β−1λ1−2/β
≤ rmax(1− β/2)2/β−1
(
T ′−β/2rβ/2max(1− β/2)
)1−2/β
≤ rβ/2maxT ′1−β/2.
Now we use the fact that R(T ) =
R
(0)
1 (1)
T
and R
(0)
1 (1) ≤ Kc · 8 log(2T/δ) log(T )log2(K)−1R.
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Taking δ = 2/T 2, we have log(2T/δ) = 3 log(T ). We have, since rmax ≤ log(T ),
R(T ) ≤ 1
T
Kc · 8 log(2T/δ) log(T )log2(K)−1R
≤ 24Kc
T
log(T )log2(K)R
≤ 24Kc
T
log(T )log2(K)rβ/2maxT
′1−β/2
≤ 24Kc
T
log(T )log2(K) log(T )β/2
(
T
24 log(T )log2(K)
)1−β/2
≤ 24β/2Kc
(
log(T )log2(K)+1
T
)β/2
.
Appendix E. Proof of Technical and Simple Results
E.1. A simple lemma
We start with a simple lemma that will be useful in the following proofs.
Lemma 29 For all x ∈ [0, 1], we have |g(x)| ≤ |g′(x)||x⋆ − x|.
Proof Since g is non-positive and g(x⋆) = 0, we have for all x ∈ [0, 1]:
|g(x)| = −g(x) = g(x⋆)− g(x) =
∫ x⋆
x
g′(y) dy.
Let us distinguish two cases depending on x < x⋆ or x > x⋆.
• x < x⋆: since g′ is non-increasing (because g is concave) we have for all y ∈ [x, x⋆],
g′(y) ≤ g′(x) and therefore
|g(x)| ≤ |x⋆ − x|g′(x) = |g′(x)||x⋆ − x|.
We have indeed g′(x) ≥ 0 because x < x⋆.
• x > x⋆: similarly we have for all y ∈ [x⋆, x], g′(y) ≥ g′(x) and therefore
|g(x)| = −
∫ x
x⋆
g′(y) dy ≤ |x⋆ − x|(−g′(x)) = |g′(x)||x⋆ − x|.
We have indeed g′(x) ≤ 0 because x > x⋆ and g′ non-increasing.
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E.2. Proof of Lemma 3
Proof This lemma is just a consequence of Hoeffding inequality. Indeed, it implies that, at stage
n ∈ N,
P
{∣∣∣ 1
n
n∑
t=1
Xt − x
∣∣∣ ≥
√
2 log(2Tδ )
n
}
≤ δ
T
,
thus with probability at least 1 − δ, x belongs to
[
1
Nx
∑Nx
t=1Xt ±
√
2 log( 2T
δ
)
Nx
]
and the sign of x is
never mistakenly determined.
On the other hand, at stageNx, it holds on the same event that
1
Nx
∑Nx
t=1Xt is
x
2 -close to x, thus
0 no longer belongs to the interval
[
1
Nx
∑Nx
t=1Xt ±
√
2 log( 2T
δ
)
Nx
]
.
E.3. A simple arithmetic lemma
We state and prove here a simple arithmetic lemma useful in the proof of Theorem 7.
Lemma 30 Let (un)n∈N ∈ NN defined as follows: u0 = 1 and un+1 = 2un + 1. Then
∀n ∈ N, un = 2n+1 − 1.
Proof Let consider the sequence vn = un + 1. We have v0 = 2 and vn+1 = 2vn. Consequently
vn = 2 · 2n = 2n+1.
E.4. Proof of Proposition 26
Proof The statement of Proposition 26 is a restatement of Lemma 27 using the fact that each differ-
ent point of the binary searchD
(i)
j (v) is sampled a number of times equal to 8 log(2T/δ)
log(T )p∣∣∣∇G(i)j (w; v)∣∣∣2
thanks to Lemma 28. The fact that rmax ≤ log2(T ) comes from the fact that running a binary search
to a precision smaller than 1/LT does not give improved bound on the regret since the reward func-
tions are L-Lipschitz continuous. Therefore the binary searches are stopped after more than log2(T )
samples.
E.4.1. PROOF OF LEMMA 27
Proof The regret of the binary search D
(i)
j (v) is the sum for all steps t ∈ [T (i)j (v)] of the sum of
two terms: the difference of the function values ofG
(i)
j (· ; v) between the optimal value z⋆(i)j (v) and
z
(i)
j (t) and the sub-regrets R
(i+1)
2j−1 (z
(i)
j (t)) and R
(i+1)
2j (v− z(i)j (t)) of the binary searches that are the
children of D
(i)
j (v).
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E.4.2. PROOF OF LEMMA 28
Proof The binary search D
(i)
j (v) aims at minimizing the function (w 7→ G(i)j (w; v)). Let us note
w1, . . . , wm, . . . the values that are tested by this binary search. During the binary search the signs
of the values of ∇G(i)j (wm; v) are needed. In order to compute them the algorithm runs sub-binary
searches (unless D
(i)
j (v) is a leaf) D
(i+1)
2j−1 (wm) and D
(i+1)
2j (v − wm).
Let us now prove the result by recurrence on the distance p ofD
(i)
j to the closest leaf of the tree.
• p = 0: D(i)j is a leaf. The point wm needs to be sampled 8 log(2T/δ)/
∣∣∣∇g(i)j (wm)∣∣∣2 (this has
been shown in Section 3).
• p ∈ N∗: the point wm has to be sampled a number of times equal to the number of iterations
of D
(i+1)
2j−1 (wm) and D
(i+1)
2j (v − wm). Let us therefore compute the number of samples used
by D
(i+1)
2j−1 (wm). This binary search is at distance p − 1 of the closest leaf. Therefore by
hypothesis recurrence each point xk will be sampled a number of times equal to
Nk = 8 log(2T/δ)
log(T )p−1∣∣∣∇G(i+1)2j−1 (xk)∣∣∣2 .
Now Lemma 24 shows that
∣∣∣∇G(i+1)2j−1 (xk)∣∣∣ ≥ ∣∣∣∇G(i)j (wm)∣∣∣. This gives
Nk ≤ 8 log(2T/δ) log(T )
p−1∣∣∣∇G(i)j (wm)∣∣∣ .
The same reasoning applies for the binary search D
(i+1)
2j (v − wm), which is run in parallel
to D
(i+1)
2j−1 (wm). Since there are at most log2(T ) different points xk that are tested during the
binary search D
(i+1)
2j−1 (wm), we have a final number of iterations for wm which is
8 log(2T/δ)
log(T )p∣∣∣∇G(i)j (wm)∣∣∣ .
This proves the result for the step p.
• Finally the recurrence is complete and the result is shown.
Appendix F. Experiments
In this section, we illustrate the performances of our algorithm on generated data with K = 2
resources. We have considered different possible values for the parameter β ∈ [1,∞).
In the case where β = 2 we have considered the following functions:
f1 : x 7→ 5
6
− 5
48
(2− x)3 and f2 : x 7→ 6655
384
− 5
48
(
11
5
− x
)3
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such that g(x) = −(x − 0.4)2. g verifies the Łojasiewicz inequality with β = 2 and the functions
f1 and f2 are concave, non-decreasing and take value 0 at 0.
We have computed the cumulated regret of our algorithm in various settings corresponding to
different values of β and we have plotted the two references rates: the lower bound T−β/2 (even
if the functions considered in our examples are not those used to prove the lower bound), and the
upper bound (T/ log2(T ))−β/2.
Our experimental results on Figures 1, 2, 3 and 4 indicate that our algorithm has the correct
expected behavior, as its regret is “squeezed” between T−β/2 and (T/ log2(T ))−β/2 for β ≤ 2 and
between T−1 and log(T )/T for β ≥ 2. Moreover, the log− log scale also illustrates that −β/2 is
indeed the correct speed of convergence for functions that satisfy the Łojasiewicz inequality with
respect to β ∈ [1, 2].
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Figure 1: Regret, Upper-bound and Lower bound for β = 1.5
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Figure 2: Regret, Upper-bound and Lower bound for β = 1.75
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Figure 3: Regret, Upper-bound and Lower bound for β = 2
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Figure 4: Regret, Upper-bound and Lower bound for β = 2.5
We plot in Figure 5 the regret curves obtained for different values of the parameter β. This
validates the fact that the convergence rates increase with the value of β as proved theoretically.
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Figure 5: Regret as a Function of T for different values of β
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