Analyses involving data from many locations throughout the world have now been conducted to assess the association between air pollution and mortality. To date, six independent analyses of mortality data for Philadelphia, Pennsylvania, have been reported. In this new analysis of Philadelphia data for [1974][1975][1976][1977][1978][1979][1980][1981][1982][1983][1984][1985][1986][1987][1988], Poisson regression models were developed to estimate the increased risk of daily mortality associated with air pollution while controlling for longer-term time trends and season and for weather. Model development was based on prior understanding of the effects of these factors on mortality and on consideration of model fit. The authors found moderate correlations of daily concentrations of total suspended particles (TSP), sulfur dioxide (SO 2 ), nitrogen dioxide (N0 2 ), and carbon monoxide (CO), and only slight correlations of ozone (O3) with other pollutants. When included individually in the model, the means of current and previous days' levels of TSP, SO 2 , and 0 3 had statistically significant effects on total mortality; pollutant increases of an interquartile range (34.5 /xg/m 3 , 12.9 ppb, and 20.2 ppb, respectively) were associated with increases in mortality of around 1% for TSP and SO 2 , and of around 2% for O 3 . The effects of TSP and SO 2 were diminished when both pollutants were simultaneously included in the model, whether pairwise or in the full multi-pollutant model. These analyses confirm the association between TSP and mortality found in previous studies in Philadelphia and show that the association is robust to consideration of other pollutants in the model. Am J Epidemiol 1997; 146: 750-62.
Combustion of fossil fuels releases particles and also oxides of sulfur and nitrogen, which may form secondary particles. Earlier in this century, a series of episodes of excess mortality at times of extremely high levels of air pollution provided indisputable evidence that air pollution can cause death (1) . As levels of air pollution were reduced in many western countries, the focus of research and of public health concern shifted to morbidity. However, recent studies of daily variation in mortality, facilitated by new techniques for data analysis, have shown statistically significant positive associations between measures of particle concentration and daily mortality counts for some regions in the United States (2) . Similar positive reports have been published based on data from locations in other countries including Athens, Greece (3, 4) , Eastern Germany (5), Beijing, China (6) , and Sao Paulo, Brazil (7) . The findings of the more recent epidemiologic studies on air pollution and mortality have been controversial and concerns have been raised about the methods of the studies and the interpretation of findings. There has been a specific concern that the association of particulate matter with mortality could reflect uncontrolled effects of weather or of other pollutants.
In 1994, the Health Effects Institute initiated the Particle Epidemiology Evaluation Project to address key uncertainties related to the association of particulate air pollution with mortality. The present paper arose from this project, adding a comprehensive analysis of data for Philadelphia, 1974 Philadelphia, -1988 , to a previously published analysis of Philadelphia data, 1973-1980 (8) . Philadelphia was selected because of the availability of data on total suspended particles (TSP) concentrations over an extended period, and because of the prominence given to previous reports on mortality in Philadelphia, with the initial such report by Schwartz and Dockery (10) having been subsequently followed by others (11) (12) (13) (14) (15) (table 1 ). The findings of these studies have differed but, as noted in discussions by Samet (16) and Dockery and Schwartz (17) , the data analyzed and methods used have varied substantially. In the present analysis, we attempted to control for the effects of temporal factors, weather, and other pollutants in order to estimate the independent effect of TSP on mortality.
MATERIALS AND METHODS
Data for this analysis were taken from public use databases on mortality, air pollution, and weather. We obtained National Weather Center data from Dr. Laurence S. Kalkstein of the Center for Climatic Research, University of Delaware, Newark, Delaware. These included four daily readings of temperature and dew point which we averaged for each day. The air pollution data were extracted from the Aerometric Information Retrieval Service (AIRS) database of the US Environmental Protection Agency. For this analysis, we selected all available data from January 1,1974 through December 31, 1988 for total suspended particles (TSP), sulfur dioxide (SO 2 ), nitrogen dioxide (NO 2 ), carbon monoxide (CO), and ozone (O 3 ). All available air pollutant data were used, and we averaged the values for each day. The number of TSP monitors operating in any one year varied from 7 to 16, with an average of 13. Daily measurements were available from two of these monitors which operated throughout the whole period; the other monitors gave measurements every sixth day. For the other pollutants, all monitors provided daily measurements with numbers averaging around 9 for SO 2 , 4 for NO 2 , 8 for CO, and 6 for O 3 .
We obtained mortality data excluding deaths from external causes for Philadelphia residents from the National Center for Health Statistics. We divided the data into counts for three age groups: <65 years, 65-74 years, and s75 years. We also stratified by cause of death according to the codes of the International Classification of Diseases (ICD) 8th and 9th revisions (ICD-8 and ICD-9). The causes of death were cardiovascular diseases (ICD 390-448), respiratory diseases, and "other." The respiratory disease group included deaths from chronic obstructive pulmonary disease (COPD) and related disorders (ICD-8  490-493, 519.3, ICD-9 490-496), influenza (ICD-8  470-474, ICD-9 487), and pneumonia (ICD-8 480-486, ICD-9 480-486, 507) . We used this grouping because death from COPD commonly results from respiratory infection and morbidity, and mortality from COPD and respiratory infections typically vary in parallel (18) .
Poisson regression model
Because mortality data are counts, it is appropriate to use log-linear (or Poisson) regression to assess associations with air pollution. We applied generalized additive models (GAMs) (19) extending Poisson regression to model the log mean mortality, log{E(Y)}, as a sum of terms representing each of the covariates; some relations were modeled as linear and others as nonlinear smooth functions. To control for unmeasured time-related variables, we used smooth functions of time (smoothing splines) to represent longterm trends in mortality mainly related to cardiovascular diseases, and seasonal and shorter term effects related to respiratory infections. For a smooth function, we specified the amount of smoothness as the approximate number of degrees of freedom (df) to be assigned to that particular term. A linear function has one degree of freedom; increasing degrees of freedom increase flexibility in describing patterns in the data. Modeling mortality as a smooth function of time with q degrees of freedom over n days is approximately equivalent to including q indicator variables, one for each time period of n/q days.
The models were fitted by maximum likelihood under the Poisson model (maximum quasi-likelihood (20) ) with the assumption of constant over-dispersion over time. As a result, an estimate of the over-dispersion parameter, <j), is obtained which measures the degree of variation in addition to that expected for Poisson data. The value of <j> is of interest in its own right; larger values mean that less variation has been accounted for by the model. Values less than one can indicate a model with too many predictors.
Akaike's information criterion
We have compared plausible competing models using an approximation to Akaike's information criterion (AIC) as a guide (19) (20) (21) . This can be expressed as the deviance penalized for the number of parameters p to be estimated:
The AIC is an estimate of expected prediction error (19) , and in the comparison of two equally plausible models, the one with lower AIC is preferred.
Modeling strategy
We systematically developed the model for total mortality (table 1), and then later applied the same model to the cause-specific mortality counts. First, we fitted the simplest model with a constant mean for each age group. We then incorporated nonlinear time effects, deciding on the degree of smoothing at each stage on the basis of AIC values. Next we incorporated weather terms into the model by first investigating nonlinear relations and then deciding on a simpler parametric form. We used the AIC to guide the choice of lags of pollutant variables. We fitted models with different combinations of pollutants to assess the stability of effects of individual pollutants. Finally, we investigated seasonal and age interactions with pollutant effects, and then fitted the final model to the mortality count series corresponding to each of the cause-of-death categories.
Because there were missing values of some predictor variables on some days, we restricted analyses to days with no missing values across the full set of lags considered at each stage in the model development (table 2). All analyses were carried out using S-PLUS (Statistical Sciences, Inc., Seattle, Washington).
RESULTS
The data set included daily counts of mortality, temperature, dew point temperature, and the five pollutants (table 3). Figure 1 shows plots of the (squarerooted) pollutant variables which have been temporally smoothed along with the daily residuals from these smooths. Long-term trends of decline in the levels of TSP, SO 2 , NO 2 , and CO are evident; by contrast, levels of O 3 have risen slightly across the 15 years of the study. Strong seasonal variation of O 3 is evident. Levels of SO 2 and CO also tend to vary by season and are highest in the winter.
The average number of daily deaths across the study interval was approximately 47 (table 4). Nearly half of these deaths were due to cardiovascular diseases; the number of respiratory disease deaths was far lower. Contributions of the three cause-of-death groupings to total mortality varied with age. The proportions of cardiovascular and respiratory disease deaths in the oldest age group (55.1 and 6.8 percent, respectively) were approximately double those in the youngest age group (28.2 and 3.6 percent, respectively). in the younger age group while rising in the oldest category. A decline of cardiovascular deaths and an increase in respiratory deaths are evident. There is a seasonal pattern of increased mortality in the winter in all mortality groups, and this pattern becomes stronger with increasing age.
Controlling for long-term trends
Using generalized additive models, we controlled for age-specific longer-term temporal variations in mortality, which are not likely to have been related to changes in air pollution levels. We first fitted the simplest model, which allows only a constant mean for each age group ( 
Controlling for weather
We then introduced the weather variables into the above model. We fitted models with simultaneous smooth terms (10 df) for temperature on the current day and up to 6 days previously and found that the effect of current day's temperature was different from that of previous days. We included both the current day's temperature and the mean temperature of the previous 3 days in the model. The fitted smooths (10 df) of these temperature variables are shown in figure  3 . Hot temperatures were associated with increased mortality on the current day, while mortality increased with lower temperatures on previous days and was unaffected by cold weather on the current day. For the previous days' mean temperature relation, there was a clear linear effect of temperature <80°F (<26.7°C) and a separate linear effect at >80°F (>26.7°C). A less clear cut-point was evident at around 70°F (21.1°C) for current day's temperature, so we approximated the smooths by these four linear terms (table  2) . Next we added dew point temperature to the model while retaining the other variables. We included linear terms for the current day's dew point and for the mean of the previous 3 days, because there was no indication of non-linearity. In the model with dew point, current day's temperature <70°F (<21.1°C) had a negligible effect and we removed the term from the model. We investigated differing weather effects by age group and by season, but found no convincing evidence of any interaction. Introducing weather variables into the model further reduced the over-dispersion estimate (table 2) .
Assessing pollutant effects
Pollutant levels may be correlated with each other because of common sources of the pollutants and shared influence of weather factors. We computed Pearson correlations between weather-and timeadjusted pollution variables and found moderately strong and positive correlations among TSP, SO 2 , NO 2 , and CO (table 5). The correlations of O 3 with the other pollutants were lower and varied by season, being positive in the summer and negative in the winter.
To decide which lags of pollutant values to use, we fitted models including the individual pollutants and also all pollutants together with the same lag. The AIC values by lag of these fitted models are summarized in figure 4 . Individually, for TSP and SO 2 , the current day's values were most predictive; for O 3 , it was the previous day, and for CO, it was 3 days previously; NO 2 alone did not have predictive power at any lag. Including all pollutants together, current days' values were best, and an exploratory analysis indicated that means of the current and previous days' pollutant values were most predictive. Because CO seemed to have predictive ability at greater lags, we also included the mean of the lag 3 and 4 values of this pollutant, denoted as LCO. It was suggested that this lag structure could be due to day-of-week effects, but pollutant coefficients were unchanged when day-of-week indicator variables were included in the model. The LCO values were not correlated with other pollutant variables. Final air pollution models Table 6 provides the results of fitting models with different combinations of pollutants. When the pollutants were considered individually, positive effects were evident for TSP, SO 2 , LCO, and O 3 . In these analyses, there was a consistent effect of O 3 and of LCO, but not of current CO levels. The effect of TSP dropped by about one-third with the inclusion of SO 2 in the model, increased with the addition of NO 2 , and did not change with the addition of the other pollutants. The estimated effect of SO 2 was similarly reduced with the inclusion of TSP and increased with the addition of NO 2 . Nitrogen dioxide had no effect unless SO 2 or TSP were also considered, in which models the estimated effects were negative. When all pollutants except CO were included in the model, the estimated individual pollutant effects were all statistically significant.
Seasonal interactions. Because pollutant levels vary substantially by season, as do other factors, we investigated the possibility of different pollutant effects by season (table 2). In figure 5 , we show approximate 95 percent confidence intervals of the pollutant effects for the entire year and for each season. These estimates were obtained by fitting two models; the first has a single all-year coefficient for each pollutant (model P 2 ) and the second model has four separate seasonal coefficients (model P 3 ). We found little evidence of different pollutant effects by season, even when the pollutants were considered individually.
Age interactions. Because older people tend to be more frail and to have a higher prevalence of cardiorespiratory conditions, it is plausible that they may have increased sensitivity to pollutant effects. Figure 6 shows approximate 95 percent confidence intervals for the pollutant effects resulting from two models (table  2) : one with a single coefficient for each pollutant (model P 2 ), and the other allowing separate effects for each age group (model P 4 ). Overall, we found no evidence of modification of pollutant effects by age. Considering pollutants individually, however, revealed an increasing effect of TSP with age.
Effects by cause of death. Based on the preceding analyses, our final model for total mortality included separate effects of TSP for the three age groups, and overall effects of SO 2 , NO 2 , LCO, and O 3 (table 1, model P 5 ). We fitted the same model to the mortality counts for the three cause-of-death groups, and the resulting estimated changes in mean mortality for an increase of one pollutant interquartile range are shown in table 7. Approximate 95 percent confidence intervals for the pollutant effects are illustrated in figure 7 . The estimated effects within cause-of-death groups appear consistent with those for total mortality. The increasing effect of TSP by age for each cause-ofdeath group was particularly evident. TSP has a larger estimated effect for respiratory deaths.
DISCUSSION
The association of air pollution with mortality in Philadelphia has been addressed in a number of investigations that have differing data and analytic methods (table 1). In this and previous analyses of Philadelphia data, we have found a positive association of TSP with mortality in statistical models that have considered a number of plausible alternative approaches for variable selection and specification (8, 9) . The association has proved robust to the approach used to control for temporal factors and weather, and, in this analysis, we have shown that the association of mortality with TSP persists with the inclusion of other pollutants in the model. We also found that the effect of TSP varied by age. The values of the estimated over-dispersion parameter for the final models indicated little extraPoisson variability. Comparison of the various Philadelphia models is not straightforward (table 1) as data sets and analytic methods differ substantially. For example, only temperature was considered by Moolgavkar et al. (12, 14) , while others used multiple weather variables (table 1) . There was no consistency across the studies in the approach of controlling for temporal factors. Nonetheless, with the exception of Li and Roth (11), all investigations reported positive associations of air pollutants with mortality, although interpretations as to the findings for paniculate pollution varied.
In the first of the recent analyses, Schwartz and Dockery (10) applied Poisson regression, accounting for long-term trends by including a quadratic time trend, year indicators, and seasonal indicators common to all age groups. They found statistically significant effects of TSP and SO 2 when included separately in the model; however, when considered simultaneously, the effect of SO 2 was reduced and was not significant, whereas the estimated TSP effect dropped about 20 percent and remained significant. As in the current analysis, they found a greater effect of TSP for ages older than 65 years and for deaths related to respiratory causes.
Moolgavkar et al. (12) analyzed Philadelphia data for a longer time period-1973 through 1988-and considered O 3 in addition to TSP and SO 2 . Separate analyses were conducted by season. They noted that the air pollutant concentrations had relatively high correlations, and concluded that the association seen between air pollution and mortality might not be attributable to particles specifically, but possibly to O 3 in the summer and to SO 2 in the other seasons. Moolgavkar and Luebeck (14) then extended these analyses by considering NO 2 . In contrast to our multipollutant analysis of Philadelphia data for the same years, those investigators found significant effects of NO 2 in the spring, summer, and fall, and of O 3 only in the summer. Moolgavkar and Luebeck did not include CO in the model; CO and NO 2 were moderately correlated in our data (table 5 ) and the differing findings could reflect inclusion or exclusion of CO, approaches used to control for time trends and weather, or other differences between the models. Two other groups also have analyzed Philadelphia data for the same period. Li and Roth (11) used data for 1973 through 1990 and also considered the pollutants TSP, SO 2 and O 3 . They investigated how different methods of analysis can affect estimated pollutant effects, and concluded that findings were highly dependent on the choice of statistical model and the subset of mortality data considered. They concluded that they could not identify an independent effect of TSP. These same data were analyzed by Wyzga and Lipfert (13) . Their report also addressed how estimates of pollutant effects varied as model assumptions were changed. They considered a variety of approaches for smoothing the data, alternate selection of lag structure, and weather-pollutant interactions. They pointed to a need for additional analyses and the difficulty of reaching conclusions about the effects of air pollution variables based on regression models because of the sensitivity of findings to modeling assumptions.
Cifuentes and Lave (15) have analyzed Philadelphia data for 1983 through 1988, also considering the pollutants TSP, SO 2 , and O 3 . In their models, they found that the effect of TSP was generally statistically significant, whereas the effects of SO 2 and O 3 were not. Results were similar to those of Schwartz and Dockery (10), even though a different time period was considered.
In our earlier report (8), we independently reanalyzed the same Philadelphia data previously analyzed by Schwartz and Dockery, and produced results that closely mirrored those of the original investigators (10) . Our current analyses of the Philadelphia data set extend the previous work by expanding the duration of the time series, including additional pollutants, and applying potentially more informative modeling approaches. We were successful in reducing the esti- mated unexplained variation (over-dispersion) from 25 percent to 7 percent by modeling mortality on time alone, and then to 5 percent by including weather terms in the model (table 2) . In previous analyses of the Philadelphia data for 1973 through 1980, the final estimates for the over-dispersion parameter were 1.25 or greater (8) . This additional reduction of the overdispersion was achieved by using age-specific adjustments for long-term trends. The remaining excess variation may be due to the use of only three age classes, whereas mortality rate varies as a smooth function of age. Including all age groups in a single model in this way also leads to more precise estimates because strength is gained across the age groups in estimating common parameters.
The new models showed a lesser effect of TSP than found by Schwartz and Dockery (10) (table 1) . This may reflect the differences in handling age in the two models, but other differences also are apparent between the models. By varying the degrees of freedom allocated to the smooth function from 1 df (linear) to 160 df, we found that the TSP effect varied smoothly from 2 percent to 1 percent. There are several potential explanations for the finding that estimates of the TSP effect made with more flexible models were lower than estimates from previous analyses. On the one hand, the models could actually overadjust ignoring relevant longer-term information about the TSP effect. On the other hand, some of the apparent effect in previous analyses may have been due to time or weather effects that were taken into account in the models with more degrees of freedom.
The new analyses were designed to more carefully control weather effects than did our earlier approach, and to reflect a systematic exploration of the relations between weather and mortality. We found that the effects of hotter and colder temperatures varied between the current and previous days. We also examined more systematically the possible modification of the effect of air pollution on mortality by season and by age group (figures 5 and 6). Having more fully adjusted for long-term temporal variations and weather, we found little or no evidence of different pollution effects by season, as suggested by Moolgavkar et al. (12) and as we found previously for 1973 through 1980 (9) .
We also investigated more completely the interrelations and effects of the full set of TSP, SO 2 , NO 2 , CO, and O 3 . Our analyses demonstrated a strong independent effect of O 3 , which was consistent across seasons and across different models for the other pollutants (table 6 and figure 5). We also found a relatively strong independent effect of CO levels on the previous 3-4 days, with an increase of one interquartile range (790 parts per billion) associated with a 1 percent increase in mortality. This effect of lagged CO levels cannot be explained in terms of a known biologic mechanism (22) , because the physiologic effects of CO on the cardiovascular system are immediate. Among the remaining intercorrelated pollutants-TSP, SO 2 , and NO 2 -the first two were each strongly associated with mortality, even after they were adjusted for lagged CO and O 3 ; the third was not. When all three were fit together, each of these pollutants showed a statistically significant association with mortality, although the NO 2 coefficient became negative (table 6 ). This reversal of sign likely reflects the correlations among the pollutant variables and should not be misinterpreted as representing an apparent protective effect of NO 2 . Including multiple correlated variables with the same model may result in such implausible effects. Our specification of weather models differs substantially from the approaches of others (table 1) and raises concern for uncontrolled confounding by weather in these analyses. Given the strong association between TSP and SO 2 , it is not possible, based solely on these Philadelphia data, to identify one or the other pollutant as the principal cause of increased mortality. These new models confirm that air pollution is associated with increased mortality in Philadelphia. This general conclusion has proved robust, and has been repeated by different groups of investigators using diverse analytic approaches, and applied to data from Philadelphia and from other locations. Our own work has explored the full range of options that might reasonably be pursued in analyzing time-series data for air pollution and mortality. Some methodological issues still need exploration: the extent of mortality displacement or "harvesting," and the consequences of measurement error for estimates of a pollutant effect based on ecologic studies.
There are inherent limitations of this ecologic, timeseries analysis. We obtained data on all criteria pollutants relevant to mortality, but these measures, including TSP, may only be surrogates for the toxic agents, such as acid particles. Burton et al. (23) have demonstrated that sulfate particles comprise a large proportion of TSP in Philadelphia. Concentrations of the combustion-related pollutants were moderately correlated, and we noted that the effect of TSP showed some sensitivity to the inclusion of other pollutants in the model. Any interpretation of the multivariate models must consider the biologic plausibility of the model assumptions and ability of the model to disentangle the effects of correlated pollutants. The univariate and the multi-pollutant models might be considered as offering bounding estimates of the potential effects of individual pollutants. However, this interpretation does not consider that measurement error could be different across pollutants. There is also the possibility of incomplete adjustment of confounding. Simple generalizations cannot be offered concerning the consequences of measurement error and residual confounding in complex data sets with multiple correlated variables.
There are public health implications of the findings in Philadelphia. We and others have shown effects of air pollution on daily mortality counts at concentrations of pollutants that are found throughout the world and considered "acceptable" according to a number of air quality guidelines and standards. Further investigation is needed into whether the short-term associations represent the times of death of highly susceptible persons advancing by a few days, or an effect on a longer time frame. The evidence from several cohort studies suggests that long-term effects of pollution could lead to shortening of life (24, 25) . We caution against using the model coefficients from this analysis directly to estimate the potential consequences of lowering concentrations of the individual pollutants through regulatory measures; the pollutant concentrations are correlated and the estimates of their effects depend on modeling assumptions.
