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Abstract
This thesis is about estimating parameters using an array of spatially dis-
tributed sensors. The material is presented in the context of radar array
processing, but the analysis could be of interest in a wide range of appli-
cations such as communications, sonar, radio astronomy, seismology, and
medical diagnosis. The main theme of the thesis is to analyze the fundamen-
tal limitations on estimation performance in sensor array signal processing.
To this end, lower bounds on the estimation accuracy as well as the perfor-
mance of the maximum likelihood (ML) and weighted least-squares (WLS)
estimators are studied.
The focus in the ﬁrst part of the thesis is on asymptotic analyses. It
deals with the problem of estimating the directions of arrival (DOAs) and
Doppler frequencies with a sensor array. This problem can also be viewed
as a two-dimensional (2-D) frequency estimation problem. The ML and
WLS estimators for this problem amount to multidimensional, highly non-
linear optimization problems which would be expensive to solve in real-time
in a radar system. Therefore, simpliﬁcations of this problem are of great
interest. It is shown in this thesis that, under some circumstances, the 2-D
problem decouples into 1-D problems. This means a dramatic reduction in
computational complexity with insigniﬁcant loss of accuracy.
The second part contains a performance analysis of the ML DOA estima-
tor under conditions of low signal-to-noise ratio (SNR) and a small number
of data samples. It is well known that the ML estimator exhibits a threshold
eﬀect, i.e. a rapid deterioration of estimation accuracy below a certain SNR.
This eﬀect is caused by outliers and is not captured by standard analysis
tools. In this thesis, approximations to the mean square estimation error
and probability of outlier are derived that can be used to predict the thresh-
old region performance of the ML estimator with high accuracy. Moreover,
these approximations alleviate the need for time-consuming computer simu-
lations when evaluating the ML performance.
Keywords: Sensor arrays, direction of arrival, Doppler frequency,
two-dimensional frequency estimation, radar, lower bounds, sparse arrays,
threshold eﬀect, maximum likelihood, weighted least squares.
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Notation
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AAH
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.
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M such that g−1n |an| ≤M for all n.
an = op(gn) The random variable an is of smaller order in proba-
bility than gn, i.e. for every  > 0
limn→∞ P (g−1n |an| > ) = 0
xii
an = Op(gn) The random variable an is at most of order in proba-
bility gn, i.e. for every  > 0 there exists a real number
M such that P (|an| ≥Mgn) ≤  for all n.
x ∈ N (µ,C) The random vector x is distributed as a normal ran-
dom vector with mean µ and covariance matrix C.
x ∈ AsN (µ,C) The random vector x is asymptotically distributed as
a normal random vector with mean µ and covariance
matrix C.
δt,s The Kronecker delta; δt,s =
{
1 t = s
0 t 	= s
argmin
x
f(x) The minimizing argument of the function f(x).
argmax
x
f(x) The maximizing argument of the function f(x).
log(x) The natural logarithm of x.
N⋃
n=1
An Union of the events An, n = 1, . . . , N .
N⋂
n=1
An Intersection of the events An, n = 1, . . . , N .
xiii
xiv
Chapter 1
General Introduction
1.1 Background
This thesis is about estimating unknown parameters using an array of spa-
tially distributed sensors. Sensor arrays are used in a wide range of appli-
cations such as radar, passive sensors, sonar, communications, seismology,
radio astronomy, medical diagnosis and chemical analysis. Sensor array sig-
nal processing has received tremendous interest in the literature over the past
few decades, see e.g. [Far92, Hay95, HLE93, HRKV92, JD93, KV96, MM80,
Nic87, Tre02] and the references therein. The motivation behind the work
presented in this thesis stems from radar applications, but the models and
techniques treated could be applicable to a wide range of applications.
More speciﬁcally, this thesis deals with the problem of estimating the
spatial and temporal frequencies of plane waves impinging on an array of
antenna elements. This may also be viewed as a two-dimensional (2-D) fre-
quency estimation problem. In radar applications the spatial frequency is
related to the direction of arrival (DOA) from an object that is backscat-
tering a fraction of the transmitted electromagnetic energy. The temporal
frequency, or the Doppler frequency, is related to the relative speed between
the object and the radar platform via the well known Doppler eﬀect.
In this chapter, a brief introduction to radar systems is ﬁrst given. A
parameterized mathematical model for the output of a sensor array is then
derived. Further, we discuss diﬀerent signal and noise models that are per-
tinent to the problems considered in this thesis. We also give a concise
overview of the basic estimation methods used in sensor array signal pro-
cessing and lower bounds on the estimation accuracy. The outline and the
contributions of the thesis are then summarized. Finally, some suggestions
for future research are provided.
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1.2 Pulsed Doppler Radar
In this section, a brief introduction to radar systems is given, with particular
emphasis on the aspects that are important for reading this thesis. The
interested reader is referred to [Bar88, NRC91, Sko86, Sko89] for a more
comprehensive treatment.
Radar systems are used for detecting objects and estimating their po-
sitions by transmitting electromagnetic signals and analyzing the backscat-
tered signals from the objects. Estimation of a object’s range is enabled by
transmitting short pulses and/or coded waveforms. A pulsed Doppler radar
transmits a coherent burst of short pulses of a certain carrier frequency.
The electromagnetic energy is concentrated to a particular spatial sector by
transmitting with a focused beam. The beam can be created by a continuous
aperture, e.g. a parabolic reﬂector, or an array of antenna elements.
An object in the radar’s ﬁeld of view backscatters a fraction of the trans-
mitted energy, which is related to the object’s radar cross section (RCS) and
the distance between the radar and the object. If the object or the radar
platform is in motion, there will be a Doppler shift of the carrier frequency,
proportional to the radial velocity between the object and the radar. An
object’s DOA is traditionally determined by scanning a narrow beam over
the search volume and monitoring the received signal energy. If the energy
exceeds a certain threshold value, an object is detected and the DOA is given
by the pointing direction of the beam. The distance to the object can be de-
termined from the round trip delay of the transmitted pulse and the Doppler
frequency may be estimated from the phase shift between successive pulses.
Beam scanning can be achieved either mechanically by a rotating reﬂector
antenna or electronically by a phased array. A phased array consists of
many small antenna elements with a phase shifter behind each element. By
progressively shifting the phase from one array element to the next, a beam
is formed in a direction determined by the size of the phase shift. The main
advantage with electronic beam steering is that it provides high agility and
ﬂexibility.
Phased arrays have been used in radar systems since the 1950s. More
recently, radar systems employing digital arrays have emerged. In a digital
array, there is a receiver and an A/D converter behind each antenna element.
Figure 1.1 depicts a signal processing view of the receiving part of a phased
array and digital array system, respectively. For more details on phased
arrays, the interested reader is referred to [Mai94].
In a digital array the beam steering can be performed by digital sig-
nal processors by simply multiplying the signal from each antenna element
by a complex weight and then summing. Digital arrays provide even more
2
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Antenna elements
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Figure 1.1: Phased and digital arrays.
ﬂexibility than phased arrays since the complex weights need not produce
simple, progressive phase shifts. For instance, directional interference can be
rejected by computing weights such that the array beampattern has a null
in the interference direction. More generally, a digital array provides the
signal processors with spatial samples that can be used in more advanced
parameter estimation methods.
In this thesis, radar systems employing multiple receive antenna elements
are considered. It is assumed that several digital outputs are available from
the antenna array, either from analog subarrays or from each antenna el-
ement. Thus, the receive antenna performs spatial sampling of impinging
electromagnetic wavefronts. This enables digital signal processing in the
spatial dimension.
The received signals are down-converted to baseband, matched ﬁltered
on a pulse-to-pulse basis and sampled by means of A/D converters. The
samples thus obtained correspond to diﬀerent distances to potential objects
and are often referred to as range bins. This multidimensional data set can
be visualized as a data cube, see Figure 1.2. Usually, we focus on a partic-
ular range bin and thus consider a 2-D space-time slice in the data cube,
as illustrated in Figure 1.2. This slice consists of the spatial samples for all
pulses at the current range bin. Within this 2-D subset we can perform spa-
tial processing over the antenna elements and temporal processing over the
pulses. The processing can be performed by joint 2-D methods or decoupled
1-D methods.
Once residing in the 2-D space-time slice, the ﬁrst problem is to decide
if one or several objects are present in the selected range bin. If a detection
is declared, diﬀerent signal parameter estimates are produced that carry
information about the objects. Such parameters include DOA, range, RCS,
3
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Figure 1.2: The radar data cube.
Doppler frequency, etc. Object parameter estimates are then fed to a Kalman
ﬁlter bank used for tracking of the detected objects. In this thesis only
the estimation problem is considered. More speciﬁcally we are interested in
ﬁnding estimates of the DOAs and Doppler frequencies. Thus, we assume
that the number of objects within a particular range bin has been estimated
by some method, see e.g. [VOK91, WK85, Eri02].
The Doppler frequencies and DOAs are traditionally determined by per-
forming temporal and spatial Fourier transforms respectively. In eﬀect, a
parabolic reﬂector antenna can be viewed as an analog spatial Fourier trans-
form. The estimates are obtained from the peak in the corresponding peri-
odograms. In radar terminology these processing stages are termed Doppler
ﬁlter bank and beamformer respectively. However, it is well known that
Fourier methods have a resolution that is limited to the inverse of the data
length. For the problem at hand, this translates to a Doppler resolution
limited to the ﬁlter width in the Doppler ﬁlter bank, and angular resolution
limited to the antenna beamwidth.
The limited resolution of Fourier based estimation methods is essentially
due to that they are designed to estimate the parameters of one object at
a time. Therefore, these methods will have poor resolution in a multiple
object scenario. By utilizing a properly parameterized mathematical model
of the multiple object scenario, the resolution can be improved dramatically
(at least in theory). Estimation methods based on these more reﬁned models
are often referred to as model-based signal processing1.
Although model-based methods can also be applied to phased arrays and
reﬂector antennas [DL97], a digital array is required to take full advantage of
the potential of these methods. It is of great interest to study model-based
signal processing methods that do not suﬀer from the resolution limitations
1One may think of the Fourier methods as model-based methods for single object
scenarios.
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of the traditional methods used in radar systems.
1.3 Sensor Arrays
In this section, a brief description of the data model used for the sensor array
processing problem is given. A more detailed account can be found in ,e.g.,
[JD93, MM80, SM97, Tre02]. First we will present the basic spatial data
model. This is a fairly general model that can be used in many applica-
tions. We then turn our attention to signal and noise models which are more
application speciﬁc.
1.3.1 Spatial Data Model
Consider the scenario in Figure 1.3, in which K sensors receive waveforms
from M point sources that are emitting, or backscattering, electromagnetic
energy. The sources are assumed to be in the far ﬁeld of the array, so that the
Source 1
Source 2
Source M
Sensor 1
Sensor 2
Sensor K
…
…
Figure 1.3: A sensor array receiving plane wavefronts.
wavefronts at the array can be considered to be planar. The sensors could
be arranged arbitrarily in 3-dimensional space, but for ease of exposition it
is assumed that the array and the sources are coplanar. This means that
the directions to the sources can be characterized by the azimuthal angle
5
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only. Furthermore, it is assumed that the signal waveforms are narrowband
around a known carrier frequency.
We now derive a parameterized mathematical model of the sensor array
outputs. To this end, consider an emitter signal x¯r(t) and express it as a
modulated carrier according to
x¯r(t) = α(t) cos[ωct + φ(t)], (1.1)
where α(t) is the amplitude, ωc the carrier frequency and φ(t) the phase. By
narrowband we mean that α(t) and φ(t) vary slowly relative to the propaga-
tion time τ across the array, i.e.
α(t− τ) ≈ α(t) and φ(t− τ) ≈ φ(t). (1.2)
The analytic signal representation of x¯r(t) is given by
x¯(t) = α(t)ejφ(t)ejωct. (1.3)
The information about the direction to an emitter is contained in the time-
delays of the propagating wave between the diﬀerent sensors. The narrow-
band assumption implies that
x¯(t− τ) = α(t− τ)ejφ(t−τ)ejωc(t−τ) ≈ α(t)ejφ(t)e−jωcτejωct
= e−jωcτ x¯(t). (1.4)
This means that the narrowband assumption allows a time-delay of the signal
to be modeled as a simple phase-shift of the carrier frequency. In each in-
dividual sensor, the received signal is demodulated by multiplying x¯(t) with
e−jωct. The signal
x(t) = α(t)ejφ(t) (1.5)
thus obtained, is referred to as the complex baseband signal.
Now, let x(t) be the continuous-time complex baseband signal at some
reference point. Without loss of generality, this reference point is assigned to
the position of the ﬁrst sensor. The noise-free output from the k-th sensor is
modeled by
yk(t) = hk ∗ x(t− τk), (1.6)
where hk is the impulse response of the k-th sensor, (∗) denotes convolution
and τk is the travel time of the wavefront from the reference point to the k-th
sensor. This travel time is a function of the DOA, θ, of the wavefront, i.e.
6
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τk = τk(θ). The narrowband assumption implies that the Fourier transform,
Hk, of hk is constant over the signal bandwidth. Under this assumption we
get
yk(t) = Hk(θ)e
−jωcτk(θ)x(t), (1.7)
where the argument θ in Hk(θ) accounts for a possible variation of the ampli-
tude and phase response with the DOA θ. The sensor outputs are collected
in the complex K × 1 vector
y(t) =
 y1(t)...
yK(t)
 = a(θ)x(t), (1.8)
where
a(θ) =
 H1(θ)e
−jωcτ1(θ)
...
HK(θ)e
−jωcτK(θ)
 . (1.9)
The complex K × 1 vector a(θ) is referred to as the steering vector. It
represents the array response to a unit wavefront from the DOA θ. The
collection of vectors a(θ) as θ varies over the parameter space of interest is
termed the array manifold. The array manifold is assumed to be known. In
practice, this means that the array has to be calibrated. The array manifold
is said to be unambiguous if, for any collection of K distinct DOAs, the
corresponding steering vectors are linearly independent. This property is
important for guaranteeing unique estimates.
The sensors are assumed to be linear systems. Therefore, the above
model for a single signal is readily extended to the case of M signals using
superposition:
y(t) =
M∑
m=1
a(θm)xm(t) = A(θ)x(t), (1.10)
where
A(θ) =
[
a(θ1) . . . a(θM)
]
and x =
 x1(t)...
xM(t)
 . (1.11)
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Due to noise, modeling errors, etc, the model in (1.10) can never explain the
observed data exactly. To account for these eﬀects, we include an additive
noise term n(t) in the array output model:
y(t) = A(θ)x(t) + n(t). (1.12)
Via suitable receiver equipment and A/D converters, a set of N temporal
samples of the K-vector y(t) is assumed to be available. Similar to the
antenna characteristics, the eﬀect of receiver ﬁlters etc. can be included
in the steering vectors, as long as the model is still linear. The temporal
samples are denoted (with some abuse of notation) y(n), and are taken at
discrete time instants tn, n = 1, . . . , N . In the case of uniform sampling,
tn = (n − 1)Ts, where Ts is the sampling time. The samples collected at a
particular time instant in the vector y(n) are often referred to as a snapshot.
To illustrate the parameterization of the array manifold, consider a uni-
form linear array (ULA) with K identical sensors and uniform spacing, d.
The DOA, θ, is deﬁned as the angle relative the normal of the array axis.
The normal of the array axis is also referred to as boresight or broadside.
From Figure 1.4 it is readily seen that the propagation delay, τk, between the
ﬁrst and the k-th sensor is given by
τk =
(k − 1)d sin θ
c
, k = 1, . . . , K, (1.13)
where c is the propagation speed. If we assume that the individual sensors
are isotropic and have unity gain, i.e. Hk(θ) = 1, k = 1, . . . , K, the steering
vector is given by
a(θ) =
[
1 e−j2π
d
λ
sin θ . . . e−j2π(K−1)
d
λ
sin θ
]T
, (1.14)
where (·)T denotes transpose and λ = 2πc/ωc is the wavelength.
The simplest attempt to ﬁnd the DOA of a source is through conventional
beamforming. In this approach, a beam is steered in one direction at a
time by applying progressive phase shifts to the sensors outputs in order to
compensate for the propagation delays of the incident wavefront. The array
beampattern, B(θ1, θ2), is deﬁned as the complex gain of a beamformer, when
steered in a direction θ1, to an input plane wave from direction θ2, i.e.
B(θ1, θ2) = a
H(θ1)a(θ2), (1.15)
where (·)H denotes complex conjugate transpose. Note that for a ULA, (1.15)
corresponds to the Discrete Fourier Transform (DFT) of the sequence ak(θ2),
8
1.3. SENSOR ARRAYS
plan
e wa
vefr
ont
 k 1 d sin 
 k 1 d
y t1 ) y tk )


Figure 1.4: A plane wavefront impinging on a ULA.
evaluated at the spatial frequency φ1 = 2π
d
λ
sin θ1. As an example, Figure 1.5
shows the magnitude of the beampattern for a ULA with 12 sensors when
the array is steered to boresight. Apart from the sin θ-dependence, the plot
resembles the periodogram for estimating a temporal frequency from time
series data. The beampattern exhibits a mainlobe at boresight and multiple
sidelobes. The width of the mainlobe provides a measure of the ability of
the array to resolve two diﬀerent planewaves. Actually, the beampattern has
a profound impact on the achievable performance of any DOA estimation
algorithm, see [Mes92].
A common deﬁnition of resolution is that the mainlobe peak of one source
falls at or outside the ﬁrst null in the beampattern of the other source.
This is referred to as the Rayleigh resolution limit, and is thus given by half
the null-to-null beamwidth. This resolution limit is with respect to conven-
tional beamforming. This does not mean that two point sources within a
beamwidth cannot be resolved with model-based techniques. DOA estima-
tion algorithms that are able to resolve point sources within a beamwidth
are therefore sometimes called superresolution techniques. Another common
deﬁnition of beamwidth is the half-power or 3 dB beamwidth, which is de-
ﬁned as the width between the points where the squared magnitude of the
beampattern has dropped to one half of its maximum value.
For a ULA to be unambiguous, it can be shown that the sensor spacing
9
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Figure 1.5: Magnitude in dB of the array beampattern for a ULA with 12
sensors, d = λ/2.
d must be less than λ/2 if θ ∈ [−π/2, π/2]. If d ≥ λ/2 spatial aliasing will
occur. This will manifest as additional lobes with the same height as the main
lobe. These lobes are called grating lobes, and they introduce ambiguities in
terms of the position of the maximum peak in the beampattern. Figure
1.6 shows the beampattern for a ULA when the sensor spacing is d = 2λ.
Clearly, even in this noise-free case, it is impossible to tell if the true DOA is
−90◦,−30◦, 0◦, 30◦ or 90◦. However, by employing nonuniform sampling the
grating lobes can be suppressed. This is the topic of the next section.
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Figure 1.6: Magnitude in dB of the array beampattern for a ULA with 12
sensors, d = 2λ.
10
1.3. SENSOR ARRAYS
1.3.2 Sparse Arrays
The achievable DOA estimation accuracy depends to a great extent on the
array aperture. Large arrays can provide very accurate estimates. However,
a large fully populated array is expensive to implement, both in terms of
receiver hardware and computational complexity. A way to reduce the cost
while maintaining accurate DOA estimates is to reduce the number of an-
tenna elements without decreasing the array size. Such arrays are referred
to as sparse arrays. The price paid for the reduction of the number of ele-
ments is near-ambiguities in the array beampattern, which may lead to large
estimation errors. By using nonuniform spacing the ambiguity problems can
be reduced. The challenge in sparse array design is then to devise methods
for ﬁnding array structures that yield high accuracy and yet are robust to
ambiguity errors. The research on sparse arrays has been active since the
1950’s. See [LL66] for a summary of the early work in this area.
Sparse arrays may be classiﬁed into thinned arrays and random arrays.
When designing thinned arrays, the array elements are ﬁrst placed on a
regular grid e.g. a ULA. The sparse array is then obtained by removing a
certain number of the elements. In random arrays, the element positions are
more or less random. The randomness can be a part of the design procedure
or it can be the reality of the application. An example of the latter is when
sonobuoys are dropped into the water from an airplane with little control
over where they land.
A particular class of thinned arrays that has received a lot of attention
in the literature is the so called minimum redundancy array (MRA) [Mof68].
Most estimation algorithms are based on exploiting the structure of the spa-
tial covariance matrix. For a ULA with λ/2 element spacing this matrix con-
tains the spatial covariance lags of all multiples (i.e. 0, 1, . . . , K − 1) of λ/2.
However, some lags occur many times in the covariance matrix. For instance,
the lag λ/2 is obtained from the element pairs 0 ·1, 1 ·2, . . . , (K−2) · (K−1).
The idea behind the minimum redundancy array is to minimize the number
of element pairs that have the same spatial covariance lag. In order to be able
to estimate all lags in the covariance matrix of the corresponding ULA, there
must be at least one element pair for each lag. It has been shown in [Bra62]
that zero redundancy is possible only for arrays with K ≤ 4 elements. For
larger arrays one has to search for minimum redundancy with some numeri-
cal method. For large arrays this becomes very computationally demanding.
The element spacings of MRAs for K ≤ 17 elements have been tabulated
in [LST93]. Another class of thinned arrays are the so called non-redundant
arrays. In these arrays, zero redundancy is obtained by accepting that some
spatial covariance lags are missing. This means that the number of element
11
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pairs that equals a particular lag is either one or zero.
In Figure 1.7 we show the normalized beampatterns, i.e. |B(θ1, 0)|/K,
for a 10 element ULA and MRA respectively. The ULA has a λ/2 element
spacing and the element positions of the MRA are given by {0 · 1 · 3 · 6 · 13 ·
20 · 27 · 31 · 35 · 36} × λ/2. Clearly, the MRA has a narrower mainlobe but
higher sidelobes than the ULA. These properties of the MRA suggest a high
estimation accuracy at high SNR, but a risk of ambiguity errors at low SNR.
More examples of MRAs are given in Part II of the thesis.
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Figure 1.7: Magnitude in dB of the normalized array beampatterns for a
ULA (left) and an MRA (right) with 10 elements
1.3.3 Signal and Noise Models
The sensor array model derived so far has been quite general. We will now
be more radar speciﬁc. The spatial model a(θ) will not be discussed in more
detail at this stage. Instead, we turn our attention to the temporal model
x(t). Two commonly employed models for x(t) in the sensor array processing
literature are the stochastic and deterministic models. In the stochastic
signal model, x(t) is modeled as the realization of a stationary, zero mean
(usually Gaussian) stochastic process. If the process is modeled as Gaussian,
the parameters that need to be determined are the elements in the signal
covariance matrix. In the deterministic signal model, each sample of x(t) is
regarded as an unknown, deterministic parameter that needs to be estimated.
One may also think of the deterministic model as having conditioned on a
particular realization of a random x(t). Therefore, the models are sometimes
also referred to as unconditional and conditional models. A third model,
12
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that will be extensively studied herein, is a parameterized deterministic signal
model. In this model, each sample x(t) needs not to be estimated, but the
signal is instead described by a relatively small number of parameters. It
is suﬃcient to estimate these parameters in order to completely determine
the signal. An example of a parameterized signal model is a known signal
waveform with unknown amplitude and phase.
In radar systems modeling, a stochastic signal model is suitable for objects
with rapidly ﬂuctuating RCS and for modeling noise jammers. Commonly
used models for the statistical distribution of radar objects’ RCS are the
so called Swerling cases, see e.g. [NRC91]. If the RCS is constant during a
coherent processing interval, a suitable model is the parameterized determin-
istic signal model since the complex baseband signal will then be a complex
sinusoid. This is due to that when a moving object is illuminated by a radar,
the reﬂected signal return experiences a Doppler shift which is proportional
to the relative radial speed between the object and the radar platform. The
Doppler shift implies that the complex envelope of the received object signal
after matched ﬁltering is a phasor that rotates from pulse to pulse at a rate
given by the Doppler frequency. Thus, a suitable model for the return signal
at baseband, xm(t), of the m-th object is a cisoid, xm(t) = bme
jωmt, with un-
known complex amplitude, bm, (alternatively, real amplitude and phase) and
frequency, ωm. The diﬀerent time samples t = t1, . . . , tN then correspond to
the diﬀerent pulses for a particular range bin.
We now turn our attention to noise models. There are a number of noise
sources in a radar system, e.g. thermal noise generated in the receivers and
external noise such as sky noise. Another eﬀect that could be accounted for
in the noise term is unwanted echoes from the ground, sea, rain, buildings,
etc. This is called clutter. The noise will also include any other unmodeled
signals, such as intentional jamming. Whereas the thermal noise can be
assumed temporally and spatially white, this is not the case for clutter and
jamming. If the radar platform is not moving, the clutter return signal will be
centered around zero Doppler frequency. It can then be removed relatively
easily by a bandstop ﬁlter, often called MTI (Moving Target Indication)
ﬁlter. If the radar platform is moving, the situation is considerably more
diﬃcult. The Doppler frequency of the ground echoes will then be diﬀerent
in diﬀerent directions. One way to deal with this problem is to apply a space-
time ﬁlter, that removes the clutter. The technique of adaptively suppressing
clutter in moving radar systems is often called STAP (Space-Time Adaptive
Processing), and has been an intense research area the last decade, see e.g.
[War94, Kle98] and the references therein.
One way to deal with colored noise is to use so called secondary data to
estimate the color. Secondary data are samples which are free from target
13
CHAPTER 1. GENERAL INTRODUCTION
signals and only contain noise and interference. The data set which is used in
the estimation of the target parameters is referred to as primary data. If the
secondary data contain noise and interference with the same statistics as the
primary data, they can be used to pre-whiten the primary data. This will
then bring back the estimation problem to the white noise case. For such a
scheme to be successful, a large amount of secondary data may be necessary.
In a pulsed Doppler radar, secondary data may be obtained from range bins
adjacent to the primary bin under consideration.
In some applications the amount of secondary data may not be suﬃcient
for a successful pre-whitening. For example, due to spatial inhomogeneity of
the clutter, there may not be suﬃciently many range bins available to obtain
an accurate estimate of the spatial covariance matrix. One could then resort
to a model of the primary data that accommodates colored noise. The noise
parameters then need to be estimated along with the signal parameters,
explicitly or implicitly. Sometimes, some structure must be imposed on the
correlation of the noise for the estimation problem to be identiﬁable, see e.g.
[SS92].
In this thesis we will adopt the Gaussian model for the noise. While
this model is reasonable for thermal noise and some jammers, it is at most
only approximately true for clutter. Clutter is often modeled with more
heavy-tailed distributions than the Gaussian, such as the Weibull, log-normal
and K-distributions (see e.g. [NRC91]). The main reason for using the
Gaussian model is simplicity. However, an estimator can also be applied to
non-Gaussian data even if it was derived under the Gaussian assumption.
Actually, it often turns out that the asymptotic variance of the estimation
error depends only on the second order properties (powers and correlations)
of the noise, see e.g. [Eri02].
1.4 The Estimation Problem
We now return to the model of the discrete-time received signal vector from
a sensor array as given in (1.12):
y(n) = A(θ)x(n) + n(n), n = 1, . . . , N. (1.16)
It is sometimes convenient to put this model in matrix form according to
Y = A(θ)X+N, (1.17)
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where
Y =
[
y(1) . . . y(N)
]
(1.18)
X =
[
x(1) . . . x(N)
]
(1.19)
N =
[
n(1) . . . n(N)
]
. (1.20)
The problem of primary interest in this thesis is, given the noisy observations
Y, to estimate the DOAs θ. The ﬁrst part of the thesis is also concerned with
estimating the Doppler frequencies, ω, when x(n) is parameterized according
to x(n) = Bs(ω, n), where B is a diagonal matrix containing the complex
amplitudes, and s(ω, n) is vector of complex exponentials. However, for ease
of exposition, we do not consider this case here in the general introduction.
An immense amount of research literature devoted to this and related
problems has been published over the last 30 years. However, it has not been
until recently that a textbook that covers most of this area has been published
[Tre02]. A more concise overview can be found in [KV96]. Herein, we will
only give a brief presentation of the issues that are important for reading this
thesis. The interested reader is referred to the above cited references for more
details. Before we present some diﬀerent methods for DOA estimation, we
will provide the reader with some basic estimation theory. More details can
be found in textbooks on estimation theory and statistical signal processing
such as [Tre68, Leh83, Kay93].
1.4.1 Estimation Accuracy
The fundamental question addressed herein is: given the data model in
(1.16), how accurately can we estimate θ ? For ease of notation, we con-
sider θ to be a scalar parameter at this stage. A desirable property of an
estimator, θˆ, of θ is that it is unbiased, i.e. that E[θˆ] = θ. This is usually
a very tough requirement. A weaker property is consistency which means
that θˆ → θ as N → ∞. If the convergence is “with probability one”, the
estimator is said to be strongly consistent. If the convergence is “in proba-
bility”, the estimator is said to be weakly consistent. It can be shown that
if an estimator is strongly consistent, it is asymptotically unbiased.
A natural deﬁnition of the estimation accuracy is the mean square error
(MSE) deﬁned as
MSE(θˆ) = E
[
(θˆ − θ)2
]
, (1.21)
where E [·] denotes expectation. The MSE can be divided into bias and
variance according to
MSE(θˆ) = Var[ θˆ ] + Bias2[ θˆ ]. (1.22)
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Unfortunately, the bias usually depends on the unknown parameter that is
to be estimated, rendering an estimator based on minimization of the MSE
usually unrealizable.
A way to study the fundamental limitations in an estimation problem is
to study lower bounds on the estimation accuracy. Lower bounds are useful
tools for system feasibility studies and evaluation of estimation algorithms.
They put fundamental limits on the ultimate estimation performance that
can be achieved by any algorithm. In radar and sensor array system design
there are many diﬀerent design parameters that interact with one another.
In addition, there are many diﬀerent criteria to take into account when de-
signing these complex systems, such as cost, accuracy, robustness, etc. These
interactions will inevitably lead to trade-oﬀs when designing estimation algo-
rithms. Using performance bounds, an understanding of how diﬀerent design
parameters aﬀect the achievable estimation accuracy can be obtained with-
out having to resort to extensive, time-consuming computer simulations. At
best, the dependence of the attainable estimation accuracy upon pertinent
design parameters are readily seen by direct inspection of mathematical for-
mulae. In order to arrive at such simple solutions, one often has to make
a number of simplifying assumptions. Although these assumptions are not
always fulﬁlled in practice, the bounds can still be expected to lower bound
actual performance.
For a lower bound to be useful, it should be as tight as possible, i.e. there
should exist an estimation algorithm whose accuracy is reasonably close to
the bound. If an estimator has been found that achieves a lower bound,
there is no use in putting more work trying to ﬁnd an estimator with better
accuracy. If, on the other hand, there is a gap between the performance of
an estimator and the lower bound, the situation is more diﬃcult. Then, we
cannot tell if there exists a better estimator, we just have not found it, or if
a tighter bound can be found.
By far the most used bound is the Crame´r-Rao bound (CRB) [Fis22,
Rao45, Cra46]. The CRB states that for any unbiased estimator θˆ,
Var[ θˆ ] ≥ 1
−E
[
∂2 log p(Y; θ)
∂θ2
] , (1.23)
where p(Y; θ) is the likelihood function of the observed data, and the deriva-
tive is evaluated at the true value of θ. The likelihood function is the prob-
ability density function (PDF) of Y, when it is viewed as a function of θ for
a ﬁxed Y. It is a measure of how likely it is that the observed data Y were
generated by the model with parameter value θ. For the CRB to hold, the
PDF must satisfy some regularity conditions, see e.g. [Tre68, Leh83, Kay93].
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The denominator in (1.23) is referred to as the Fisher information of the
data.
For a vector parameter, θ, the CRB is given by
E
[
(θˆ − θ)(θˆ − θ)T
]
≥ J−1, (1.24)
where
{J(θ)}mn = −E
[
∂2 log p(Y; θ)
∂θm∂θn
]
(1.25)
and the notation A ≥ B means that A − B is positive semideﬁnite. The
matrix J(θ) is called the Fisher information matrix (FIM).
An estimator that has an error variance equal to the CRB is called eﬃ-
cient. In general, it is hard to ﬁnd such an estimator. However, it is often
possible to ﬁnd an estimator that attains the CRB asymptotically as N →∞.
Such as estimator is said to be asymptotically eﬃcient.
An estimator that is closely related to the CRB is the maximum likelihood
(ML) estimator. As the name suggests, this estimator is obtained by ﬁnding
the maximizing argument of the likelihood function, p(Y; θ). An interpreta-
tion of this method is then that it ﬁnds the parameter value that most likely
generated the observed data. It can be shown that if an eﬃcient estimator
exists, this estimator is the ML estimator. Furthermore, it can be shown
that under certain regularity conditions (see e.g. [Tre68, Leh83, Kay93]), the
ML estimator is consistent and asymptotically eﬃcient.
The main reasons for the widespread use of the CRB are that it is rela-
tively easy to compute, and that there exists an estimator that (normally)
attains it asymptotically. The CRB is thus an asymptotically tight lower
bound. However, for ﬁnite samples there is usually no guarantee that the
CRB is tight. Actually, it is well known that the ML estimator usually
exhibits a so called threshold eﬀect. For few samples, or low SNR, the es-
timation error at some point starts to increase vary rapidly. This eﬀect is
not visible in the CRB. Hence, below this threshold, the estimation error
variance of the ML estimator is much higher than the CRB.
The reason for this behavior of the ML estimator is that in nonlinear
estimation problems, the likelihood function is often multimodal. In the
asymptotic region, the estimates are close to the true value of the unknown
parameter. This means that they are within the “mainlobe” of the likelihood
function. Below the threshold, noise may cause “ambiguity” or “sidelobe”
peaks to have higher magnitude than the “mainlobe” peak. This results in
a dramatic increase of the estimation error. According to (1.23), the CRB
is related to the curvature of the likelihood function at the true parameter
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value. An ambiguity peak in the likelihood function far away from the true
parameter value has no inﬂuence on the CRB. Therefore, the threshold eﬀect
is not captured by the CRB.
A natural question to ask is then: do better estimators than the ML esti-
mator exist, or do better bounds than the CRB exist? To the ﬁrst question
there is no general answer, at least to the author’s knowledge. The answer
to the second question is yes. A number of bounds have been developed over
the years that are tighter than the CRB below the threshold. The most pop-
ular among these bounds are the Barankin [Bar49], Ziv-Zakai [ZZ69], and
Weiss-Weinstein bounds [WW85]. Although these bounds do capture the
threshold eﬀect, they do not perfectly predict the estimation error of the ML
DOA estimator. In Part II of this thesis, we present an extensive study of
the threshold region performance of the ML estimator.
1.4.2 Estimation Methods
In this section, we give a brief overview of diﬀerent DOA estimation algo-
rithms. More details can be found in e.g. [Tre02].
Beamforming Methods
As mentioned previously, a natural approach to ﬁnd the DOA of a single
source is to scan a beam over the search volume and monitor the received
output power. The DOA estimate is then taken as the pointing direction that
corresponds to the peak output power. The beam is formed by compensating
for the time delay between diﬀerent sensors that a plane wave experiences
as it travels across the array. If the source signal is narrowband, the time
delay amounts to a simple phase shift. Mathematically, the beamforming can
be expressed as a multiplication of the received signal vector with a weight
vector w according to
z(t) = wH(θ)y(t), t = 1, . . . , N. (1.26)
The output power, averaged over the N snapshots, is then given by
P (θ) =
1
N
N∑
t=1
|wH(θ)y(t)|2 = wH(θ)Rˆw(θ), (1.27)
where
Rˆ =
1
N
N∑
t=1
y(t)yH(t) (1.28)
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is the sample covariance matrix. Depending on how the weight vector w is
determined, diﬀerent beamforming methods result. Here, we will present two
commonly used methods: the conventional and the Capon beamformers. A
more extensive treatment of various beamforming methods can be found in
[VB88].
Conventional Beamformer In the conventional beamforming method,
the weight vector is chosen so as to maximize the output power when the
beam is steered to the true direction, θ. This is a spatially matched ﬁlter,
for which the solution in spatially white noise is given by
wBF(θ) =
a(θ)
|a(θ)| . (1.29)
Since the true direction is unknown, a number of hypothesized directions are
evaluated, and the one for which the output power is the maximum is taken
as the DOA estimate. This scheme amounts to ﬁnding the maximum in the
beamformer spectrum, PBF, which is obtained by inserting (1.29) into (1.27)
PBF(θ) =
aH(θ)Rˆa(θ)
aH(θ)a(θ)
. (1.30)
This spectrum is a spatial analog of the Fourier based spectral methods
used in times series analysis [SM97]. In the case of a ULA with a steering
vector according to (1.14) the beamformer spectrum in (1.30), when viewed
as a function of φ = 2πd sin(θ)/λ, is equivalent to the classical periodogram.
This means that the conventional beamformer also suﬀers from the limited
resolution of Fourier methods. For the DOA estimation problem, this means
that the resolution of the conventional beamformer cannot be better than
the array beamwidth, no matter how many snapshots we collect or how high
the SNR is.
Capon’s Beamformer The limited resolution of the conventional beam-
former is essentially due to spectral leakage between closely spaced sources.
A way to alleviate this problem was proposed by Capon in [Cap69]. The idea
behind this approach is to minimize the output power from the beamformer,
while protecting the gain in the look direction, i.e.
min
w
P (w)
subject to wHa(θ) = 1. (1.31)
This method is also frequently referred to as the minimum variance dis-
tortionless response (MVDR) beamformer. The solution to the constrained
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optimization problem in (1.31) is readily obtained using the method of La-
grange multipliers. The result is
wCAP =
Rˆ
−1
a(θ)
aH(θ)Rˆ
−1
a(θ)
, (1.32)
which yields the Capon spectrum according to
PCAP(θ) =
1
aH(θ)Rˆ
−1
a(θ)
. (1.33)
The Capon beamformer tries to null any source that is not in the look direc-
tion. This results in an improved resolution as compared to the conventional
beamformer. The resolution depends on SNR, but not (much) on the number
of snapshots. However, the resolution capability of the Capon beamformer
is still rather poor.
Maximum Likelihood Methods
The ML method is a standard technique in statistical estimation theory.
In order to apply the maximum likelihood method, the likelihood function
of the observed data needs to be determined. Depending on how the source
signals are modeled, two main ML methods have been developed for the DOA
estimation problem. If the source signals are modeled as Gaussian stochastic
processes, we obtain the stochastic ML (SML) method. If the signals are
considered as deterministic parameters that need to be estimated along with
the DOAs, the so-called deterministic ML (DML) estimator results.
The Stochastic Maximum Likelihood Method This method is based
on the assumption that the source signals are zero-mean, complex Gaussian
stochastic processes. The information about the source parameters is then
contained in the covariance matrix of the received data. More speciﬁcally, the
signals, x(n), and noise, n(n), are assumed to be independent, zero-mean,
complex Gaussian random processes with second-order moments
E
[
x(m)xH(n)
]
= Pδmn E
[
n(m)nH(n)
]
= σ2Iδmn
E
[
x(m)xT (n)
]
= 0 E
[
n(m)nT (n)
]
= 0, (1.34)
where P is the unknown signal covariance matrix and δmn represents the
Kronecker delta. Thus, the signals are assumed to be temporally white, and
the noise is assumed to be spatially and temporally white. From (1.16) and
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the assumptions stated above we obtain the data covariance matrix according
to
E
[
y(m)yH(n)
]
= R δmn =
(
A(θ)PAH(θ) + σ2I
)
δmn (1.35)
E
[
y(m)yT (n)
]
= 0. (1.36)
The unknown parameters in this model are the DOAs in θ, the elements
in the signal covariance matrix, P, and the noise variance, σ2. With the
assumptions above, the likelihood function of the observed data will be that
of the complex K-variate Gaussian distribution, see e.g. [Goo63]. The like-
lihood function of a single snapshot is then given by
p(y;θ,P, σ2) =
1
πK |R| exp
[−yHR−1y], (1.37)
where | · | denotes the determinant of a matrix. Since the snapshots are inde-
pendent and identically distributed, the likelihood function of all snapshots
in Y is given by
p(Y;θ,P, σ2) =
N∏
n=1
1
πK |R| exp
[−yH(n)R−1y(n)]. (1.38)
Maximizing the likelihood function is equivalent to minimizing the negative
log-likelihood function, given by
− log[p(Y;θ,P, σ2)] = KN log π + N log |R|+
N∑
n=1
yH(n)R−1y(n).
(1.39)
The stochastic ML estimator is then obtained solving the following optimiza-
tion problem (ignoring the constant term and normalizing by N)
[θˆ, Pˆ, σˆ2] = arg min
θ,P,σ2
VSML(θ,P, σ
2), (1.40)
where
VSML(θ,P, σ
2) = log |R|+ 1
N
N∑
n=1
yH(n)R−1y(n)
= log |R|+ Tr
{
R−1Rˆ
}
. (1.41)
If no other structure is imposed on P than being Hermitian, the total num-
ber of parameters to estimate in this problem is M2 + M + 1. Since this
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optimization problem is highly nonlinear, it becomes computationally very
demanding when M > 1. The problem can be simpliﬁed by concentrating
the ML criterion function with respect to P and σ2. This means that only
a search over the unknown DOA parameters is necessary; thereby reducing
the dimension of the optimization problem to M . The concentrated form is
given by [Bo¨h86, SN95]
VSML(θ) = log
∣∣∣A(θ)Pˆ(θ)AH(θ) + σˆ2(θ)I∣∣∣ , (1.42)
where
Pˆ(θ) = A†(θ)
[
Rˆ− σˆ2(θ)I]A†H(θ), (1.43)
σˆ2(θ) =
1
K −MTr
{
P⊥A(θ)Rˆ
}
. (1.44)
Here, A† is the pseudo-inverse of A and P⊥A is the orthogonal projection onto
the null space of AH , i.e.
A† = (AHA)−1AH (1.45)
P⊥A = I−AA†. (1.46)
Even though the SML method was derived under the assumption of Gaussian
data, it can certainly be applied to non-Gaussian data as well. An interesting
property is that the asymptotic accuracy of the SML estimator depends only
on the second-order (powers and correlations) of the signals, irrespective of
their actual distribution [SN90b, OVK92].
The Deterministic Maximum Likelihood Method In the DMLmethod,
no assumptions on the distribution of the signals are made. Each sample of
the signals is instead considered as an unknown parameter that needs to be
estimated. The noise is still considered to be a zero-mean, complex Gaussian
random process. The information about the source parameters is then con-
tained in the mean of the received data. The ﬁrst- and second-order moments
are in this case given by
E [y(n)] = A(θ)x(n) (1.47)
E
[
(y(m)− E [y(m)])(y(n)− E [y(n)])H] = σ2Iδmn (1.48)
E
[
(y(m)− E [y(m)])(y(n)− E [y(n)])T ] = 0. (1.49)
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The unknown parameters in this model are the DOAs, θ, the signal samples
in X, and the noise variance, σ2. The PDF of the N snapshots is given by
p(Y;θ,X, σ2) =
N∏
n=1
1
|πσ2I| exp
[−σ−2{y(n)−A(θ)x(n)}H{y(n)−A(θ)x(n)}].
(1.50)
The negative log-likelihood function then takes the form
− log[p(Y;θ,X, σ2)] = KN log(πσ2) + 1
σ2
‖Y −A(θ)X‖2F , (1.51)
where ‖ · ‖F is the Frobenius norm of a matrix. The DML criterion function
can also be concentrated with respect to the signal and noise parameters.
This results in that the DML DOA estimator is given by [Bo¨h84, Wax85]
θˆ = argmin
θ
VDML(θ), (1.52)
where
VDML(θ) = Tr
{
P⊥A(θ)Rˆ
}
. (1.53)
Hence, the ML estimator under the deterministic signal model is also ob-
tained by ﬁnding the minimum of a multidimensional, nonlinear function.
Both the SML and DML estimators have excellent performance, but they are
computationally demanding. This motivates the need for estimators having
performance and computational complexity between those of the beamform-
ing and ML methods. One such class of estimators is brieﬂy described in the
following.
Subspace Methods
A class of estimators that has become very popular are the so-called subspace
methods. These methods have very good performance at a reasonable com-
putational cost. The great interest was sparked by the introduction of the
MUSIC (Multiple Signal Classiﬁcation) algorithm in [Sch79]. The subspace
methods rest on a geometrical interpretation of the data model in (1.16).
If the number of signals is less than the number of sensors, the signal part
will reside in subspace of the full complex K-dimensional vector space. In
the MUSIC algorithm, a pseudo-spectrum is formed that is a measure of
the distance between the array manifold and the orthogonal complement of
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the signal subspace, called the noise subspace. The DOA estimates are then
obtained by locating the peaks in this pseudo-spectrum.
Another popular subspace method that is only applicable to certain array
geometries is the ESPRIT (Estimation of Signal Parameters via Rotational
Invariance Techniques) algorithm [RPK86]. Later, it was discovered that
many methods can be cast in a common subspace ﬁtting framework [VO91].
Among these are the beamforming, DML, MUSIC, and ESPRIT methods.
Based on these insights, a subspace method called WSF (Weighted Subspace
Fitting) was derived that has the same asymptotic accuracy as the SML
method, but at a lower computational cost.
Since we do not deal with subspace methods in this thesis, no details are
given here. The interested reader is referred to the above cited references for
further reading.
Estimating the Number of Sources
All methods considered herein, except the beamforming methods, require
knowledge of the number of sources. Since this knowledge is normally not
available a priori, this number has to be estimated. Common methods when
using subspace methods are the AIC (An Information Criterion) and MDL
(Minimum Description Length) methods2 [WK85]. These methods are sep-
arated from the DOA estimation problem. Another approach is to jointly
estimate the number of sources and their DOAs. Example of such approaches
are given in [WZ89, Wax91, OVSN93]. We do not deal with the problem of
estimating the number of sources in this thesis, but assume, whenever re-
quired, that this number is known.
1.5 Motivation and Aim of the Thesis
Model-based signal processing and digital arrays have the potential of signif-
icantly improving the performance of modern radar systems. However, this
comes at the expense of increased costs and complexity, both in terms of
hardware and computational requirements. Furthermore, the performance
of model-based methods are sensitive to modeling errors, requiring accurate
system calibration. These facts have severely limited the introduction of
these techniques into real world applications. Reduction of hardware and
computational complexity is therefore an issue of utmost importance.
2More precisely, these methods estimate the signal subspace dimension which is equal
to the number of non-coherent sources
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Two diﬀerent aspects of reducing the complexity have been the motivation
behind the work presented in this thesis:
• Reducing computational complexity by simplifying estimation algo-
rithms. This is the motivation behind Part I of this thesis.
• Reducing hardware (and computational) complexity by reducing the
number of antenna elements. This is the motivation behind Part II of
this thesis.
The focus of this thesis is on the fundamental limitations on the achiev-
able performance rather than on proposing algorithms for practical imple-
mentation. To this end, we study lower bounds on the achievable estimation
accuracy and the theoretical performance of the best known estimators. The
results could be useful for feasibility studies and in the early stages of system
design. Although practical aspects such as algorithm design and hardware
implementation issues are not the primary focus, they are indeed motivations
behind the work presented herein.
In the ﬁrst part of the thesis it is demonstrated how the DOA and Doppler
estimation algorithms can be simpliﬁed by adopting a decoupled approach.
The second part has its origin from demands on reducing hardware com-
plexity by reducing the number of antenna elements. In order to maintain
accurate DOA estimation, this reduction is performed without decreasing
the array aperture.
These types of complexity reductions may have a substantial inﬂuence
on the estimation performance. It is therefore important to have adequate
tools to analyze these types of complexity/performance trade-oﬀs. The focus
of this thesis is on performance analysis pertaining to the two types of com-
plexity reductions mentioned above. The ﬁrst part of the thesis is concerned
with performance analysis of joint and decoupled DOA/Doppler estimation.
In the second part a performance analysis of DOA estimation is presented
that is focused on incorporating the eﬀect of ambiguity errors into the anal-
ysis. This is of particular importance when dealing with sparse arrays, since
an intrinsic property of such arrays are high sidelobes or near-ambiguities.
These high sidelobes may cause large estimation errors which set limits to
the degree of sparsity that can be tolerated.
1.6 Outline and Contributions
The thesis is divided into two self-contained parts. Both parts are concerned
with the achievable performance of parameter estimators in sensor array sig-
nal processing. The ﬁrst part is about joint and decoupled angle-frequency
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estimation, whereas the second deals only with the angle estimation prob-
lem. These problems can be viewed as 2-D and 1-D frequency estimation
problems, respectively. However, the major diﬀerence between the two parts
is in the focus of the performance analysis. The results in Part I are mainly
of asymptotic nature, i.e. the amount of data is assumed to be large. In
this asymptotic region conventional performance analysis techniques such as
Taylor expansions and CRBs are useful tools. In Part I CRBs and asymp-
totic analyses of the maximum likelihood estimators are developed for the
angle-frequency estimation problem.
In many practical situations the amount of data may not be suﬃcient
for the asymptotic assumptions to be valid. In such scenarios asymptotic
analyses usually give too optimistic performance predictions. It is therefore
of great interest to develop tools that can be used to predict the perfor-
mance also in the non-asymptotic region. A prominent feature of non-linear
estimation in the non-asymptotic region is the threshold eﬀect. In part II of
this thesis a performance analysis of the maximum likelihood DOA estimator
that takes the threshold eﬀect into account is developed. Finding the ﬁnite
sample properties of non-linear estimators has generally been considered to
be a diﬃcult problem. Yet, it is shown in this thesis that an analysis based
on very simple ideas can be used to predict the non-asymptotic performance
of the ML DOA estimator with high accuracy.
The main contributions of this thesis are summarized chapter-wise in the
following outline. Edited versions of Chapters 2 – 7 will be published as one
chapter in the book [HGC].
Chapter 2
The ﬁrst chapter in Part I gives a brief background to the problem of angle-
frequency estimation and a review of the research literature in the area.
Further, it includes problem formulation and a discussion on the assumptions
that we make. The chapter ends by showing the close connection to 2-D
frequency estimation.
Chapter 3
In this chapter joint angle-frequency estimation using a 2-D model is con-
sidered. The results presented in Chapter 3 and 4 are extensions of related
work that has been previously reported by other authors. The extensions
are to multiple sources, more general noise models, and relaxed restrictions
on sampling and asymptotics.
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Firstly, a general CRB for parameterized signals in colored noise is pre-
sented. This CRB is then used to derive the CRB for joint angle-frequency
estimation using the 2-D model. Asymptotic CRBs are then derived, assum-
ing the amount of data is large in one of the frequency dimensions. It is
shown that the multi-source CRB in this case decouples to the single source
CRB. Maximum likelihood and weighted least squares techniques for joint
angle-frequency estimation are then reviewed. It is shown that these estima-
tors have excellent performance but are computationally very expensive.
Chapter 4
Recognizing the computational complexity of the 2-D estimators, a decoupled
1-D/1-D model is studied in Chapter 4. Firstly, the ﬁnite and asymptotic
CRBs for the 1-D/1-D model are presented. A decoupled weighted least-
squares (WLS) estimator based on the 1-D/1-D model is then proposed. It
is shown that the multi-source 1-D/1-D WLS estimator can achieve the single
source 2-D CRB asymptotically. It is suﬃcient that the amount of data is
large in only one of the frequency dimensions for the estimator to achieve
the 2-D CRB in both dimensions. In order to achieve this, the estimation
must be performed in the right order. The frequency dimension in which
the amount of data is large must be processed ﬁrst. In this dimension,
the sources are resolvable and, subsequently, the estimation in the other
frequency dimension can be performed for one source at a time. The result
is a tremendous reduction in computational complexity as compared to the
full 2-D frequency estimation problem. Yet, under the stated assumptions,
the performance loss is insigniﬁcant. This result is the main contribution of
Chapter 4.
Chapter 5
The methods presented in Chapter 3 and 4 are all implicit in nature. The
parameter estimates are deﬁned as the minimizing arguments of some non-
linear criterion function. In practice, ﬁnding the minimum is far from trivial,
especially when the number of parameters is large. The presented objective
functions are all of the nonlinear least squares type. In Chapter 5 a computa-
tionally attractive and reasonably reliable procedure to solve such problems
is described. The technique is based on local numerical optimization, initial-
ized using the so-called RELAX procedure.
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Chapter 6
Chapter 6 concludes the ﬁrst part of the thesis by presenting some numer-
ical examples and simulation results in order to corroborate the theoretical
analysis presented in the preceding chapters.
Chapter 7
Chapter 7 concludes the ﬁrst part of the thesis by giving a summary of the
main ﬁndings in Chapter 3 – Chapter 6.
Chapter 8
In the second part of the thesis the threshold region performance of the
maximum likelihood DOA estimator is analyzed. Both the deterministic and
stochastic maximum likelihood estimators are considered. Chapter 8 provides
an introduction to Part II by explaining the threshold eﬀect and reviewing the
research literature in the area. Further, the contributions presented in this
thesis are compared with previous and present-day work by other authors.
Chapter 9
For the case of a single signal in white Gaussian noise, the ML estimator is
equivalent to the conventional beamformer. This case is studied in Chapter
9. Approximations to the probability of outlier and MSE are derived. It is
veriﬁed by simulations that the derived approximations provide an accurate
characterization of the threshold region performance of the ML estimators. It
is also shown that for a single snapshot the ML estimator under the stochastic
signal model is not statistically eﬃcient as the SNR tends to inﬁnity due to
the eﬀect of outliers.
Chapter 10
The results in Chapter 9 are extended in Chapter 10 to multiple sources. The
basic ideas behind the approximations of the MSE and probability of outlier
remain the same but the technical details become considerably more intricate.
Finding the desired probabilities amounts to computing tail probabilities of
the distribution of quadratic forms.
The main contribution of Chapter 9 and 10 is that together they provide
a comprehensive treatment of the threshold region performance of ML DOA
estimation. Although similar ideas and analyses have appeared previously for
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simpler cases and other applications, to the author’s knowledge, no extensive
study of the problem considered herein has been published before. Several
authors have used bounding techniques to characterize the threshold region
performance in DOA estimation. Indeed, these techniques do set a limit to
the ultimate accuracy that can be achieved, but often the bounds are not
tight i.e. no estimator that reaches these bounds is known. It can therefore
be argued that the performance of the ML estimator is, in a sense, of more
practical interest since it is often used as a benchmark estimator.
Chapter 11
The second part of the thesis ends with two application examples. In the
ﬁrst example the single-source performance of an interferometric-like DOA
estimation system consisting of two widely separated ULAs is investigated.
Several authors have treated various, more narrow, aspects of this type of
array structure. The purpose with this example is to explore further the fun-
damental limitations in DOA estimation with this particular array structure.
It includes a discussion on optimal Bayesian estimation and performance
bounds and how they relate to their classical counterparts. The example
provides some further insights into estimation problems that are prone to
ambiguities.
In the second example a novel criterion for optimizing the element po-
sitions in sparse arrays is proposed. Previous approaches to this problem
include minimization of the CRB and optimization of various antenna pat-
tern characteristics. A problem with the CRB approach is that it is a local
measure that does not capture the eﬀect of near-ambiguities. A deﬁciency
with the antenna pattern approach is that the connection to the resulting
estimation accuracy may not always be clear. Herein, the threshold in the
Weiss-Weinstein lower bound is used as optimization criterion. This criterion
has the desirable property that it is a measure of achievable estimation ac-
curacy taking the threshold eﬀect into account. An interesting result of the
optimization is that the optimal array has a nearly identical lower bound to
the so called minimum redundancy array, which was devised from completely
diﬀerent ideas.
Chapter 12
Chapter 12 ends the thesis by summarizing the main results of Part II.
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1.7 Topics for Future Research
We end this chapter with some suggestions for future research topics that
are intimately related to the material presented in the thesis.
Noise Models
The noise models employed in this thesis may not be realistic in all applica-
tions. In Part I, the space-time noise covariance matrix is assumed to have
a Kronecker structure. As discussed in Chapter 2, this may not be a real-
istic assumption in a scenario involving clutter and jamming. A topic for
future research is to investigate if this imposed structure can be relaxed. A
recent contribution to this area is [MS02], where the asymptotic CRB for 2-D
frequency estimation is derived assuming a block Toeplitz structure on the
space-time noise covariance matrix. Another recent contribution is [CF02],
where an asymptotic analysis of least squares estimation of real 2-D sinusoids
in colored noise is performed.
One of the most severe interference sources in a radar system is clut-
ter. Clutter has a rich structure and an interesting research topic is to de-
velop structured models for the clutter that could be used in the estimation
methods presented herein. This would alleviate the requirements on a large
amount of secondary data.
In Part II, spatio-temporally white noise is assumed throughout. It would
be interesting to extend the results in Part II to colored noise. In [Ric03] the
case of a single deterministic signal in white noise is extended to the case of
colored noise and access to secondary data.
Threshold Region Performance of Angle-Frequency Estimation
A natural extension of the work presented in this thesis is to apply the
threshold region analysis in Part II to the estimation problem in Part I.
Lower Bounds on Estimation Accuracy
It would be nice to bridge the gap between the MSE approximation of the
ML estimator derived in Part II and the lower bounds available today. It is
unclear if tighter bounds can be found or if estimators with better threshold
region performance than the ML estimator exist for the multi-source problem.
The connection between the MSE approximation and the Weiss-Weinstein
and Ziv-Zakai lower bounds should be established. Maybe this could provide
new insights that lead to improved bounds. Bayesian bounds for the multi-
source problem is also a topic for future research.
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Optimization of Element Positions in Sparse Arrays
The MSE approximation could be used to optimize the element positions
in sparse arrays in a similar way that we used the Weiss-Weinstein bound
in Chapter 11. This has the potential of being a faster and more accurate
method. More importantly, it could be applied to the multi-source problem.
Instead of optimizing the accuracy for a single source, we could e.g. optimize
the resolution capability of the array.
Further Analysis of the Stochastic ML DOA Estimator
We show in Part II that the SML estimator is statistically ineﬃcient for high
SNR in the case of a single signal and a single snapshot. Simulation results
indicate that this observation also holds for multiple signals and multiple
snapshots. However, we have not veriﬁed this theoretically. To our knowl-
edge, no high SNR analysis of the SML estimator, when applied to stochastic
signals, has been reported in the literature3.
The analysis of the threshold region performance of the SML estimator
in the case of multiple sources is not complete. The distribution of the
concentrated SML criterion function remains to be computed. It would also
be desired to ﬁnd a way to concentrate the SML criterion so that positive
semi-deﬁnite estimates of the signal covariance matrix can be guaranteed.
How to treat the nuisance parameters in the MSE approximation for the
case of correlated signals also deserves some more attention.
3In [Vib93] a high SNR analysis of the SML estimator when applied to a deterministic
signal model was performed.
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Chapter 2
Introduction
2.1 Background and Overview
The ﬁrst part of this thesis is concerned with the problem of estimating the
directions of arrival (DOAs) and Doppler frequencies of multiple targets with
a pulsed Doppler radar employing an array antenna. This can also be viewed
as a two-dimensional (2-D) frequency estimation problem. Estimating the
frequencies of 2-D sinusoids has received considerable interest in the litera-
ture, see e.g. [Kay80, McC82, DM84, Hua92, RZZ94, LvdVD98, Eri02]. This
problem ﬁnds applications in many ﬁelds such as sonar, radar, geophysics,
radio astronomy, radio communications, and medical imaging. The mate-
rial herein is presented in the context of pulsed Doppler radar, although the
results are generally applicable to separable 2-D data models.
We consider the case where an array of spatially distributed sensors re-
ceives sinusoidal return signals from distant sources. Our main objective
herein is to estimate the temporal and spatial frequencies of the source sig-
nals. The temporal frequency is related to the relative speed between a source
and the radar platform via the well known Doppler eﬀect. The spatial fre-
quency is related to the source’s direction of arrival via the inter-element
phase shifts that are present when a narrowband wavefront is incident upon
the array.
The chief systematic approach to solving parameter estimation problems
is the maximum likelihood (ML) method. Under fairly general assumptions,
the ML approach is known to produce asymptotically unbiased and statis-
tically eﬃcient estimates, see e.g. [Kay93]. The latter means that the ML
estimates asymptotically achieve the Crame´r-Rao bound (CRB), which is a
lower bound on the error variance of any unbiased estimator. The CRB for
the full 2-D data model is derived in Chapter 3, followed by a simpliﬁed
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expression, which is valid for a large number data samples (either tempo-
rally or spatially). The exact ML estimator (MLE) is also derived, as well as
an asymptotically eﬃcient approximation based on nonlinear weighted least
squares (WLS). Unfortunately, for the problem at hand, the ML and WLS
approaches result in multidimensional, nonlinear searches; which may be
computationally prohibitive in a real-time application. Therefore, in prac-
tice, one must often resort to simpler suboptimal procedures. One such
simpliﬁcation is to formulate the 2-D problem as two 1-D problems, i.e., to
consider a decoupled data model. This is the topic of Chapter 4. A natural
ﬁrst question to ask is: what is the price in estimation accuracy of using the
simpler 1-D/1-D data model? The CRB on the DOA and Doppler frequency
estimation errors are derived for the decoupled data model, and shown to
agree asymptotically with the corresponding bound for the full 2-D model.
Furthermore, these asymptotic bounds for the multi-source case are shown
to agree with the bounds for the single-source case. Consequently, a 1-D/1-D
estimator that achieves the 2-D CRB in large samples is presented. Issues
related to the implementation of the WLS estimators are also discussed. Fi-
nally, the ﬁrst part of the thesis ends with some numerical examples and
simulation results to corroborate the theoretical analysis.
2.2 Literature
An edited version of the material presented in the ﬁrst part of this thesis will
also be published as a book chapter in [AVE]. Parts of the material have
previously been published in [Ath99, Ath01a]. The results presented herein
are extensions of related work that has been reported previously by other
authors. The re-formulation of the 2-D DOA/Doppler estimation problem
as two sequential 1-D problems was ﬁrst presented in [SS98]. Consistent and
asymptotically eﬃcient 1-D and 2-D MLEs with corresponding CRBs were
derived. It was found that the 1-D and 2-D estimators have the same asymp-
totic performance. These results rely on assumptions of temporally white and
spatially colored noise. However, they considered only the case of a single
source. In this thesis we will extend some of the results in [SS98] to the case
of multiple sources and also allow for temporally colored noise. More specif-
ically, the space-time noise covariance is assumed to have a Kronecker struc-
ture. Other approaches to simplifying a 2-D frequency estimation problem
into 1-D problems have been reported in e.g. [Hua92, RZZ93, SSM93, ZLS97].
In [ZF96] a related discussion about CRBs for spatio-temporal versus
spatial-only processing was presented. Therein, it was shown that the CRB
for a multi-source spatio-temporal model equals the CRB for a single-source
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spatial model if the “source matrices” (covariance matrix of the source signals
and the derivatives) are diagonal. These results are based on assumptions of
spatio-temporally white noise. In this thesis we extend this result to colored
noise, and show that it holds asymptotically when the source signals are
complex sinusoids.
Additional results regarding the 2-D CRB and MLE include [War95],
where the 2-D DOA/Doppler CRB and MLE were derived for the case of
a single target in arbitrarily colored noise. CRB, least-squares (LS) and
ML estimation in the context of 2-D frequency estimation have been treated
in [Hua92, Cla93, RZZ94, LSZ96, KM96]; where the case of multiple sig-
nals in spatio-temporally white noise was considered. However, the ﬁnite
sample multi-source CRBs are complicated and do not oﬀer much insight.
More easily interpretable, asymptotic results were given in [Cla93], where
the asymptotic 2-D CRB was derived, as the amount of data tends to inﬁn-
ity in both frequency dimensions. Uniform sampling was assumed in both
dimensions. However, in some applications, it is reasonable to expect that
the amount of data is large in only one dimension. For instance, in a radar
system employing an array antenna, it is usually more costly to use many
antenna elements than to use many pulses. In addition, the sampling is, in
many applications, not uniform. Nonuniform sampling is a means of com-
batting ambiguities that occur when the sampling is sparse. In this thesis we
generalize the results of [Cla93] to nonuniform sampling and colored noise.
Furthermore, we relax the condition that the amount of data is large in both
dimensions and show that it is suﬃcient with one dimension, provided the
processing is performed in the right order.
In [LSZ96, DN02] it was shown that the frequency dimensions are uncou-
pled also for ﬁnite samples. However, they used a more general signal model
in which the matrix of signal amplitudes is full. For the problem considered
in this thesis, the matrix of signal amplitudes is diagonal. This mean that
to each DOA there corresponds only one Doppler frequency, and vice versa.
A full matrix implies that each DOA corresponds to all Doppler frequencies
and vice versa, see further the next subsection. In such a mixed-up scenario
there is apparently nothing to gain using a 2-D model over 1-D models. This
agrees with the observations in [ZF96] and [LR93] that nothing can be gained
by using spatio-temporal processing if the signals are coherent. Herein we
show that for a signal model with a diagonal signal amplitude matrix, the
performance gain when using the full 2-D model can be substantial in ﬁnite
samples.
We would also like to note an interesting relationship with the DOA
CRB for signals with known waveforms derived in [LR93, LHSV95]. Therein
it was shown that the multi-source CRB equals the single-source CRB if
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the signals are uncorrelated. For the problem treated here, the signals are
neither known nor uncorrelated. However, when the amount of temporal data
is large the signals are almost uncorrelated and the waveforms estimates are
very accurate. Therefore, as will be shown later on, the multi-source CRB
will reach the single-source bound asymptotically also in our problem.
Recently, there has been an increased interest in asymptotic analysis of
the 2-D frequency estimation problem. A number of publications have ap-
peared. Here, we will only mention the most relevant to the work presented
in this thesis. In [MS02], the asymptotic 2-D CRB is derived for the case of
stationary colored noise. This implies a Toeplitz-block-Toeplitz structure of
the space-time covariance matrix. Further assumptions in [MS02] are that
the sampling is uniform and that the amount of data tends to inﬁnity in
both frequency dimensions. In [KN01, Eri02, CF02, MS02] the asymptotic
distributions of 2-D nonlinear LS estimators in colored noise are derived.
These analyses are also valid for non-Gaussian noise. For Gaussian noise,
the estimators are shown to be asymptotically eﬃcient.
To summarize, the main contribution of Part I in this thesis is an asymp-
totic analysis which shows that it is possible to obtain 2-D eﬃcient estimates
in both frequency dimensions when the amount of data is large in only one
dimension. For this to hold, the processing must be performed in the right
order, i.e. the “asymptotic dimension” should be processed ﬁrst. Further-
more, we show that not only the frequency dimensions decouple, but also
the diﬀerent sources. This means that, under the stated assumptions, the
single-source 2-D CRB can be attained in a multi-source scenario using two
1-D estimators. Moreover, the 1-D M -source estimator in the second stage
reduces to M single-source estimators, where M is the number of sources.
2.3 Problem Formulation
In this section we present the data model, set the notation, and state the
assumptions that our results are based upon. Consider a pulsed Doppler
radar system employing an array antenna with K sensors. Within a coherent
processing interval the radar transmits a series of N pulses. During this time
the RCSs of the targets in the ﬁeld of view are assumed to be constant. The
pulse-to-pulse return baseband signals are modeled as complex sinusoids. It
is assumed that the targets are in the far-ﬁeld of the array and that the
received signal waveforms are narrowband relative to the carrier frequency
and array size. The array output for a particular range bin, in which M
targets are present, can then be modeled by the K × 1 vector
y(n) = A(θ)Bs(ω, n) + n(n), n = 1, . . . , N, (2.1)
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where
A(θ) =
[
a(θ1) . . . a(θM)
]
(2.2)
B = diag
[
b1 . . . bM
]
(2.3)
s(ω, n) =
[
ejω1tn . . . ejωM tn
]T
. (2.4)
Here, a(θm) is the complex K × 1 steering vector that models the array
response to a unit waveform from the DOA θm, which is deﬁned to be the
angle w.r.t. boresight of the array. The notation diag[ b1 . . . bM ] means
a diagonal matrix with bm as the m-th diagonal element. Furthermore, bm
denotes the complex amplitude and ωm the Doppler frequency of the m-
th source. The complex K × 1 vector n(n) accounts for receiver noise as
well as modelling errors and unmodeled signals such as jammers and clutter.
Parameter estimates will be denoted θˆm, ωˆm, and bˆm respectively. The model
in (2.1) can be put in matrix form according to
Y = A(θ)BS(ω) +N, (2.5)
where
Y =
[
y(1) . . . y(N)
]
(2.6)
S(ω) =
[
s(ω, 1) . . . s(ω, N)
]
(2.7)
N =
[
n(1) . . . n(N)
]
. (2.8)
The chief problem of interest herein is the estimation of the DOAs and
Doppler frequencies given the noisy observationsY. The complex amplitudes
and the noise parameters are also unknown. However, these parameters are
decoupled from the estimation of the DOAs and Doppler frequencies, and
since they are usually not of great interest in radar systems, we treat them
as nuisance parameters. The number of signals is assumed to be known, or
estimated by some method. Estimation of the number of signals has been
treated in e.g. [WK85, VOK91, Eri02]. In the 2-D problem, it is assumed
that the {ωm, θm} pairs for diﬀerent targets are distinct, while a somewhat
more restrictive assumption is required in the 1/D-1/D problem, see Section
4.3. The noise is assumed to be multivariate complex Gaussian distributed
with zero mean and second order moments
E[n(n)nH(l)] = cnlQ (2.9)
E[n(n)nT (l)] = 0 ∀ n, l. (2.10)
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The K × K matrix Q models the spatial correlation of the noise, whereas
the temporal correlation is included in the N ×N matrix C:
C =
 c11 . . . c1N... ...
cN1 . . . cNN
 (2.11)
The structure implied by (2.9) means that the covariance matrix of the vec-
torized noise matrix takes the form
E[ vec(N) vecH(N)] = C⊗Q , (2.12)
where vec(N) is formed by stacking the columns of N and ⊗ denotes the
Kronecker matrix product [Bre78]. Now, Y contains 2NK real-valued ob-
servations, whereas C and Q together contain N2 + K2 real parameters
(assuming only the Hermitian property is exploited). It is therefore not pos-
sible to estimate both C and Q from data. If more structure is imposed, for
example that C is Toeplitz due to the noise being stationary, the number of
free parameters reduces. We will not discuss this any further here, but simply
assume a uniquely identiﬁable parameterization. More precisely, if N > K,
C must be known, whereas Q is assumed known if K > N . Knowledge of C
or Q is normally not available a priori, but estimates may be obtained from
so called secondary data, i.e. data which are free from target signals and only
contain noise and interference with the same statistics as the primary data
set. In pulsed Doppler radar, secondary data may be obtained from range
bins adjacent to the primary bin under consideration.
The noise parameterization or the possible knowledge of C or Q does not
aﬀect the CRB on the signal parameters as long as the noise parameterization
is independent of the signal parameters and the model is identiﬁable. This
is due to the fact that the Fisher information matrix (FIM) then becomes
block-diagonal w.r.t. the signal and noise parameters.
The imposed Kronecker structure on the space-time covariance matrix
may not be realistic in all applications. Consider a case that is realistic for
an airborne radar system. The noise term is assumed to be composed of
three terms; thermal noise, jamming, and clutter. A reasonable assumption
on the structure of the thermal noise covariance is that it is spatio-temporally
white, while the jamming covariance can be considered temporally white but
spatially colored. In [War94] it was shown that the clutter space-time covari-
ance matrix can be modeled as a sum of the contributions of diﬀerent clutter
patches where each term in the sum has a Kronecker structure. However,
this does not imply that the sum has a Kronecker structure. Therefore, in
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this case, the noise term will not have a space-time covariance matrix with
a Kronecker structure
A motivation for assuming a Kronecker structure could instead be, be-
sides computational simplicity, that it accommodates spatially or temporally
colored noise in the same model. As alluded to above, the covariance matrix
cannot be estimated anyway if both C and Q are unknown, and no other
structure is imposed. Therefore, we will in the sequel assume that either
C or Q is known. The dimension in which the covariance is known is then
reduced to the white noise case by pre-whitening.
It is further assumed that the array manifold is unambiguous, i.e. that
steering vectors a(θm) corresponding to distinct DOAs θm, m = 1, . . . ,M
are linearly independent. This is necessary for the DOAs to be uniquely
identiﬁable from the data (actually, if the ωms are all distinct, one can relax
this assumption). For the asymptotic properties of estimators to apply, it
is required that a(θ) possesses bounded derivatives up to third order. The
ﬁrst-order derivative is denoted as
dθ(θm) =
∂a(θ)
∂θ
∣∣∣∣
θ=θm
, (2.13)
and the matrix of steering vector derivatives is
Dθ = [dθ(θ1), . . . ,dθ(θM)] . (2.14)
When deriving the CRB expressions, it is convenient to introduce a row-wise
slicing of the signal matrix:
SN(ω) = S
T (ω) = [sN(ω1), . . . , sN(ωM)] (2.15)
sN(ωm) = [s(ωm, 1), . . . , s(ωm, N)]
T . (2.16)
The corresponding derivatives are denoted as
dω(ωm) =
∂sN(ω)
∂ω
∣∣∣∣
ω=ωm
(2.17)
Dω = [dω(ω1), . . . ,dω(ωM)] . (2.18)
The argument of the various vectors and matrices will frequently be dropped,
when there is no risk of confusion.
Later on, the asymptotic estimation performance as K →∞ and N →∞
will be investigated. The results for the K →∞ case rely on the assumption
that the following matrices
lim
K→∞
1
K
AHA, lim
K→∞
1
K2
AHDθ, lim
K→∞
1
K3
DHθ Dθ (2.19)
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exist and are diagonal. A similar assumption appeared in [Vib95]. A natural
question to ask is, for which class of array conﬁgurations are these assump-
tions satisﬁed? This question is far from trivial. It is easy to verify, however,
that they are satisﬁed for ULAs. We will not pursue this topic further, but
adopt (2.19) when dealing with the case of large K. A similar assumption
involving SN and Dω is necessary in the case of large N , see Section 3.3. The
latter is valid when the temporal sampling is uniform.
A comment on the validity of the data model is in order. Letting K →∞
may cause the data model to become invalid since the assumptions about
far-ﬁeld and narrowband emitters are violated. Also, the array gain will
tend to inﬁnity. It should be understood that the asymptotic analysis is
merely a mathematical tool to obtain tractable solutions. We will ﬁnd by
simulation that the asymptotic results are valid with good approximation
also for reasonably sized arrays, for which the model is not unrealistic.
We would like to end this introduction by explicitly showing the close
connection to 2-D frequency estimation. First assume that a ULA with
omnidirectional elements that have unity gain is employed. The steering
vector can then according to (1.14) be expressed as
a(θ) =
[
ejφ1 ejφ2 . . . ejφK
]T
, (2.20)
where φk  −2π(k − 1)d sin(θ)/λ. If we further assume uniform temporal
sampling, i.e. tn = n, n = 1, . . . , N , the received signal vector can according
to (2.1) be written as
y(n) =
M∑
m=1
bma(θm)e
jωmn + n(n), n = 1, . . . , N. (2.21)
The k-th element in y(n) is then given by
yk(n) =
M∑
m=1
bme
j(φmk+ωmn) + nk(n), k = 1, . . . , K, n = 1, . . . , N.
(2.22)
In this model, {φm, ωm} are 2-D frequencies. This model is often used in 2-D
frequency estimation, see e.g. [Hua92, LSZ96, MS02]. Another model that
occurs is, see e.g. [RZZ94, LSZ96],
yk(n) =
L∑
=1
M∑
m=1
bme
j(φk+ωmn) + nk(n), k = 1, . . . , K, n = 1, . . . , N.
(2.23)
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For the case of L = M , this model corresponds to the model in (2.1) with
a full B matrix. We deal only with the case of diagonal B in the thesis.
However, the model employed herein is more general than the one in (2.22),
since we allow nonuniform sampling and a more general form of the steering
vector according to
a(θ) =
[
H1(θ) e
j 2πd1 sin(θ)/λ . . . HK(θ) e
j 2πdK sin(θ)/λ
]T
, (2.24)
where dk, k = 1, . . . , K, are the element positions.
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Chapter 3
Estimation Using the 2-D Model
In this chapter we will present performance bounds and methods assuming
the full 2-D data model is exploited. This is clearly advantageous from a
performance point of view, but leads to computationally expensive estima-
tion methods. Therefore, the next chapter is devoted to methods based on
decoupled 1-D data models.
3.1 General CRB for Parameterized Signals
In order to have a benchmark, the presentation begins by studying the achiev-
able performance. We ﬁrst derive the CRB for a general nonlinear signal
parameterization, and later specialize to the case of DOA/Doppler estima-
tion which is of major concern herein. Therefore, let each of the M source
signals be uniquely described by a known, parameter dependent, complex
function x(αm, n) , m = 1, . . . ,M , where αm is an r-dimensional column
vector of signal parameters for the m-th source, functionally independent of
the DOAs. The number of signal parameters per source, r, is ﬁnite. Note
that this corresponds to a deterministic, parameter dependent signal model.
Examples are the sinusoidal signal model and polynomial phase signals.
Now, the K-vector, y(n), of sensor outputs, observed in additive noise,
n(t), is modeled by the following generalization of (2.1)
y(n) = A(θ)x(α, n) + n(n) , n = 1, . . . , N , (3.1)
where
x(α, n) = [x(α1, n), . . . , x(αM , n)]
T . (3.2)
Collect the observations in the KN -vector yN
yN = vec(Y) =
[
yT (1), . . . ,yT (N)
]T
. (3.3)
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Since the signal is deterministic and the noise is complex Gaussian with
covariance matrix given by (2.12), yN is distributed as
yN ∈ N (m(θ,α),C⊗Q) , (3.4)
where the mean vector is given by
m(θ,α) =
[
(A(θ)x(α, 1))T , . . . , (A(θ)x(α, N))T
]T
. (3.5)
The likelihood function is therefore given by (see e.g. [Kay93, Section 15.7])
p(yN ;η) =
1
πKN |C⊗Q| exp
{−(yN −m)H(C⊗Q)−1(yN −m)} , (3.6)
where η is a real vector representing the unknown parameters. Since the
noise covariance matrix does not depend on the signal parameters, the FIM
has a block diagonal structure. This implies that the CRB for the signal
parameters is the same whether or not the noise covariance is known (of
course, all unknown parameters must be uniquely identiﬁable). Estimation
of the noise properties will therefore be ignored in this section, and only
the FIM and CRB for the signal parameters will be derived. Thus, let the
unknown parameter vector be
η =
[
α1,1 . . . αM,1 . . . α1,r . . . αM,r θ1 . . . θM
]T
,
where αk,l is the l-th parameter in αk. The following general expression for
the (r, s)-th element of the FIM is obtained from [Kay93, Section 15.7]
Jrs = 2Re
{
∂mH(θ,α)
∂ηr
(C⊗Q)−1 ∂m(θ,α)
∂ηs
}
. (3.7)
It is now straightforward to derive the following.
Theorem 3.1 The CRB for η is
E[(ηˆ − η)(ηˆ − η)T ] ≥ J−1 (3.8)
where ηˆ represents any unbiased estimator of η, and the notation A ≥ B
means that A−B is positive semideﬁnite. The FIM has the block structure
J =

J1,1 . . . J1,r J1,r+1
...
. . .
...
...
JT1,r . . . Jr,r Jr,r+1
JT1,r+1 . . . J
T
r,r+1 Jr+1,r+1
 ,
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where the blocks are given by
Jk,l = 2Re
[
(X′k
H
C−1X′l) (AHQ−1A)
]
, k, l = 1 . . . r ,
Jk,r+1 = 2Re
[
(X′k
H
C−1X) (AHQ−1Dθ)
]
, k = 1 . . . r ,
Jr+1,r+1 = 2Re
[
(XHC−1X) (DHθ Q−1Dθ)
]
.
Here,  denotes element-wise matrix multiplication (Hadamard product),
and, further, the following deﬁnitions are utilized
X =
[
x1 . . . xM
]
X′k =
[
∂x1
∂α1,k
. . .
∂xM
∂αM,k
]
,
and
xk =
[
x(αk, 1) . . . x(αk, N)
]T
.
The matrix A is the steering matrix corresponding to the true directions of
arrival, and Dθ the matrix of steering vector derivatives (2.14).
Proof: Straightforward calculations using (3.7). The details for the case
C = I are given in [Eri02].
3.2 CRB for the 2-D Model
The above result applies to a general parameterization of the emitter signals.
We will now return to the application of main concern herein. Thus, let the
signal be given as x(α, n) = Bs(ω, n), i.e., the data model according to (2.1)
is
y(n) = A(θ)Bs(ω, n) + n(n) , n = 1, . . . , N. (3.9)
Since we are mainly concerned with estimation of the DOA and Doppler
parameters, only the bound for these estimates will be presented. The corre-
sponding result for the complex amplitudes can be deduced from the proof.
Theorem 3.2 Let ωˆ and θˆ be unbiased estimates of the DOA and Doppler
parameters. Then it holds that
E
[
ωˆ − ω
θˆ − θ
] [
ωˆ − ω
θˆ − θ
]T
≥
[
Cωω Cωθ
CTωθ Cθθ
]
. (3.10)
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The blocks in the above matrix are given by
Cωω =
(
2RTωP
⊥
Rθ
Rω
)−1
(3.11)
Cθθ =
(
2RTθ P
⊥
RωRθ
)−1
(3.12)
Cωθ = −
(
2RTωP
⊥
Rθ
Rω
)−1
(R†θRω)
T , (3.13)
where
P⊥Rθ = I−RθR†θ, R†θ = (RTθ Rθ)−1RTθ (3.14)
P⊥Rω = I−RωR†ω, R†ω = (RTωRω)−1RTω . (3.15)
and the following deﬁnitions have been utilized
Rω =
[
Re[P⊥ΥΥωB]
Im[P⊥ΥΥωB]
]
, Rθ =
[
Re[P⊥ΥΥθB]
Im[P⊥ΥΥθB]
]
, (3.16)
where
P⊥Υ = I−Υ(ΥHΥ)−1ΥH (3.17)
Υ = (C−1/2SN)  (Q−1/2A) (3.18)
Υω = (C
−1/2Dω)  (Q−1/2A) (3.19)
Υθ = (C
−1/2SN)  (Q−1/2Dθ). (3.20)
Here,  denotes the Khatri-Rao product (column-wise Kronecker product, see
[Bre78]) and M1/2 denotes a Hermitian square-root factor of the matrix M,
i.e. M = M1/2M1/2 and M−1 = M−1/2M−1/2. Furthermore, the signal
matrix SN = S
T and the corresponding matrix of derivatives Dω are deﬁned
in (2.15)–(2.18).
Proof: See Appendix 3A.
3.3 Asymptotic CRB for the 2-D Model
Although explicit expressions for the bounds on the DOA and Doppler esti-
mation errors are given above, they might appear somewhat unwieldy. As we
will see, much simpler results are obtained in the large sample case, assuming
either K or N to be large.
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Large Number of Antenna Elements
The ﬁrst case considered assumes that K is “large enough”. The following
additional assumptions are necessary to simplify the bound:
• The matrices limK→∞ 1KAHA, limK→∞ 1K2AHDθ, limK→∞ 1K3DHθ Dθ
exist and are all diagonal. This is valid, for example, for a ULA.
• The noise is spatially white and (possibly) temporally colored,
i.e. Q = I.
We then have the following result:
Theorem 3.3 For K → ∞, the 2-D DOA and Doppler CRB matrices Cθθ
and Cωω are both diagonal and Cωθ = 0. The m-th diagonal elements are
obtained by evaluating the expressions
cθ =
1
2|b|2 sHNC−1sN dHθ P⊥a dθ
(3.21)
cω =
1
2|b|2 dHω C−1/2P⊥C−1/2sNC−1/2dω aHa
(3.22)
at the true parameter values ωm, θm and bm. Here, the projection matrices
are deﬁned as P⊥a = I − aa
H
aHa
and P⊥
C−1/2sN
= I − C
−1/2sNsHNC
−1/2
sHNC
−1sN
. The
asymptotic bounds for θˆm and ωˆm are equal to the corresponding expressions
for the single-source case.
Proof: See Appendix 3B.
As one could expect, the asymptotic bound for θˆm is equal to the single-source
bound. This is because the array aperture increases without limit as K →∞.
What is perhaps more surprising is that the bound on ωˆm also reduces to
the single-source case, although no assumption on N is made. Apparently,
it is suﬃcient to resolve the sources in one dimension to also decouple the
problem in the other dimension. As we will see later, the asymptotic 2-D
CRB expressions are in fact attainable also using the decoupled 1-D/1-D
signal model.
Large Number of Pulses
We now turn to the dual case N → ∞. The extra assumptions above are
now replaced by:
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• The matrices limN→∞ 1NSHNSN , limN→∞ 1N2DHω SN , limN→∞ 1N3DHω Dω
exist and are all diagonal. This is true for uniformly sampled data.
• The noise is (possibly) spatially colored but temporally white,
i.e. C = I.
Theorem 3.4 For N → ∞, the 2-D DOA and Doppler CRB matrices Cθθ
and Cωω are both diagonal and Cωθ = 0. The m-th diagonal elements are
obtained by evaluating the expressions
cθ =
1
2|b|2 sHNsN dHθ Q−1/2P⊥Q−1/2aQ−1/2dθ
(3.23)
cω =
1
2|b|2dHω P⊥sNdω aHQ−1a
(3.24)
at the true parameter values ωm, θm and bm. The asymptotic bounds for θˆm
and ωˆm are equal to the corresponding expressions for the single target case.
Proof: See Appendix 3B.
Also in this case, the asymptotic CRB reduces to the single target case. It
is interesting to note that the asymptotic CRB expressions for the case of
large K and large N coincide when the noise is both spatially and temporally
white.
Simpler expressions for the asymptotic 2-D CRB can be obtained if we
consider the special case of a ULA with one-half wavelength element sepa-
ration, uniform temporal sampling and spatio-temporally white noise. From
the theorems above the following expressions are readily obtained
cθ =
6σ2
NK (K2 − 1) |b|2 ·
1
π2 cos2 θ
(3.25)
cω =
6σ2
NK (N2 − 1) |b|2 , (3.26)
where σ2 is the noise variance. In this form, it is easy to see how perti-
nent system design parameters aﬀect the ultimate estimation accuracy. Note
that these expressions are consistent with the early results in [Bre61, Ban71,
RB74] on the CRB for (spatial or temporal) frequency estimation of a single
signal.
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3.4 2-D Maximum Likelihood Estimation
To apply the ML method we need the likelihood function of the observed
data. The estimates are then obtained as the parameter values that maximize
this function. An interpretation of this method is that the estimates are the
parameter values that make the observed data most probable. The likelihood
function for a general signal model is given in (3.6)
p(yN ;η) =
1
πKN |C⊗Q| exp
{−(yN −m)H(C⊗Q)−1(yN −m)} , (3.27)
where, here, m = vec(ABS). As alluded to previously, it is not possible to
estimate both C and Q jointly with the signal parameters. We will therefore
ﬁrst consider the case of known noise color, and then the case where N > K
and only C is known. The analogous case where K > N and Q is known
can be obtained in a similar manner.
Known noise color
Let us ﬁrst assume that C and Q are known (possibly up to scaling). One
can then pre-whiten the data by the transformation
yNW = (C⊗Q)−1/2yN = (C−1/2 ⊗Q−1/2)yN . (3.28)
Using the properties of Kronecker products [Bre78], it is easy to see that
(3.28) can eﬃciently be implemented as
yNW = vec
(
Q−1/2YC−T/2
)
. (3.29)
After the pre-whitening operation, the noise becomes temporally and spa-
tially white. To keep the notation simple, we will therefore take C = σ2I
and Q = I, and keep in mind that the signal model needs to be modiﬁed
when the noise is colored (see further Section 3.5). The unknown parameters
are then θ, ω, σ2, and b  Diag{B}. Maximizing the likelihood function is
equivalent to minimizing the negative log-likelihood function, which in this
case reduces to
VML(ω,θ,b, σ
2) = − log p(yN ;ω,θ,b, σ2)
= KN log(πσ2) +
1
σ2
N∑
n=1
[y(n)−A(θ)Bs(ω, n)]H [y(n)−A(θ)Bs(ω, n)]
= KN log(πσ2) +
1
σ2
Tr
{
[Y −A(θ)BS(ω)]H [Y −A(θ)BS(ω)]}
= KN log(πσ2) +
1
σ2
‖Y −A(θ)BS(ω)‖2F , (3.30)
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where Y and S(ω) are deﬁned in (2.6)–(2.7) and ‖·‖F denotes the Frobenius
matrix norm. For ﬁxed ω,θ,b; the minimum of VML w.r.t. σ
2 is easily found
as
σˆ2 =
1
KN
‖Y −A(θ)BS(ω)‖2F . (3.31)
This estimate can then be substituted back into (3.30) (see [GP73] for moti-
vation of such an operation). Thus,
VML(ω,θ,b) = KN log
( π
KN
‖Y −A(θ)BS(ω)‖2F
)
+ KN. (3.32)
Minimizing this expression w.r.t. the unknown parameters is equivalent to
minimizing
VML(ω,θ,b) = ‖Y −A(θ)BS(ω)‖2F , (3.33)
where the notation VML(ω,θ,b) has been retained for convenience. We note
in passing that minimizing (3.33) yields the MLE of ω,θ and b also if σ2 is
known. Using the formula [Bre78]
vec [A(θ)BS(ω)] =
[
ST (ω) A(θ)]Diag{B}, (3.34)
we can write (3.33) as
VML(ω,θ,b) = ‖ vec [Y −A(θ)BS(ω)]‖2F
=
∥∥ vec(Y)− [ST (ω) A(θ)]Diag{B}∥∥2
F
= ‖yN −Υ(ω,θ)b‖2F , (3.35)
where
Υ(ω,θ) = ST (ω) A(θ). (3.36)
In this form, VML(ω,θ,b) is readily minimized w.r.t. b for ﬁxed ω and θ,
yielding
bˆ =
(
ΥHΥ
)−1
ΥHyN . (3.37)
Substituting into (3.35), results in the ﬁnal expression
VML(ω,θ) =
∥∥P⊥Υ(ω,θ)yN∥∥2F , (3.38)
where
P⊥Υ(ω,θ) = I−Υ
(
ΥHΥ
)−1
ΥH . (3.39)
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The ML solution for DOA/Doppler estimation is thus given by the solution
to the 2-D nonlinear LS problem{
ωˆ, θˆ
}
= argmin
ω,θ
∥∥P⊥Υ(ω,θ)yN∥∥2F . (3.40)
Although this optimization problem is actually 2M -dimensional, we call it
2-D since it is a joint problem in two frequency dimensions, namely the
spatial (DOA) and temporal (Doppler) frequencies. This is in contrast to
the 1-D problems (which are M -dimensional optimization problems), where
the estimation is performed in one of the frequency dimensions.
Known temporal noise covariance
Let us now turn to the more diﬃcult case of colored noise, where C is known
but Q is to be estimated. From (3.6), the negative log-likelihood function is
in this case obtained as
VML(ω,θ,b,Q) = N log |Q|
+ [yN − vec(ABS)]H (C⊗Q)−1 [yN − vec(ABS)] , (3.41)
where parameter-independent terms have been ignored, and we have used
that [Bre78]
|C⊗Q| = |C|K |Q|N . (3.42)
Again, applying formulas from [Bre78] involving the vectorization operator
and the Kronecker product, one ﬁnds that
VML(ω,θ,b,Q) = N log |Q|+ Tr
{
Q−1(Y −ABS)C−T (Y −ABS)H}.
(3.43)
Minimizing (3.43) w.r.t. Q (see e.g. [MKB79, HS92, SS98]) results in
Qˆ =
1
N
(Y −ABS)C−T (Y −ABS)H . (3.44)
Substituting back into (3.43) we obtain the MLE in the form
{ωˆ, θˆ, bˆ} = arg min
ω,θ,b
∣∣(Y −ABS)C−T (Y −ABS)H∣∣ . (3.45)
Unfortunately, no explicit solution of (3.45) with respect to b is known,
so in this case one must resort to a nonlinear optimization over 4M real
parameters. Reducing this to 2M is the motivation for the next method.
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3.5 2-D Weighted Least Squares
The weighted least squares (WLS) principle is a common suboptimal tech-
nique in statistical signal processing [Kay93]. In our case, the criterion can
be motivated by the second term of (3.43), which is expressed as
VWLS(ω,θ,b) = Tr
{
WQ(Y −ABS)WC(Y −ABS)H
}
= ‖W1/2Q (Y −ABS)W1/2C ‖2F . (3.46)
Here, WQ and WC are arbitrary positive deﬁnite weighting matrices. The
WLS approach itself makes no assumptions about the distribution or corre-
lation of the data, so (3.46) can simply be motivated as selecting the model
that ﬁts the observed data best, in a (possibly weighted) least squares sense.
However, from (3.43) we know that ML and WLS are equivalent under the
stated assumptions on the noise, provided the weighting matrices are chosen
as WQ = Q
−1 and WC = C−T . Clearly, this requires the noise properties to
be known. However, an interesting fact is that the optimal weighting matri-
ces can be replaced by consistent estimates without changing the asymptotic
properties of the WLS estimates. In essence, this is because the estima-
tion of the parameters of a deterministic signal is decoupled from estimating
the noise properties, i.e. the corresponding FIM is block diagonal [Kay93].
This means that asymptotically eﬃcient estimates can be obtained using
estimated noise properties. As previously explained, Q and C cannot be
simultaneously estimated, unless some further structure is imposed. Thus,
following the case presented above, it will be assumed that C is known and
N > K. The analogous case where instead Q is known is omitted.
Now, it is clear that any positive deﬁnite weighting matrices can be used
to provide consistent, but not eﬃcient, preliminary estimates of ω,θ and b
[Eri02]. These are then used to yield consistent estimates of the unknown
noise properties, e.g. by (3.44). Finally, eﬃcient signal parameter estimates
are obtained by again minimizing (3.46), but this time using the approxi-
mately optimal weighting. According to [Eri02], a reasonable choice of spatial
weighting, especially for low signal to noise ratios, is
WQ =
(
Rˆ+ αI
)−1
, (3.47)
where Rˆ is the sample spatial covariance matrix of the data, deﬁned by
Rˆ =
1
N
YYH , (3.48)
and αI, α relatively small, is a regularization which makes Rˆ better con-
ditioned. The regularization technique is in the array processing literature
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often referred to as “diagonal loading”, [Car88]. If this matrix is used as
weighting, the resulting estimates will “almost” be asymptotically eﬃcient
for low to moderate signal to noise ratios. For very high signal to noise ratios,
when Rˆ signiﬁcantly deviates from Q, care has to be taken so that the use
of WQ as deﬁned in Equation (3.47) does not result in a cancellation of the
interesting source signals [Cox73]. This, together with a variance reduction,
is the motivation for employing regularization.
Let us now elaborate on the minimization of (3.46). The WLS prob-
lem is brought back to the unweighted LS criterion (3.33) by absorbing the
weighting matrices into the data and the signal model. Deﬁning
YW = W
1/2
Q YW
1/2
C (3.49)
AW = W
1/2
Q A (3.50)
SW = SW
1/2
C (3.51)
(3.52)
results in the formulation
VWLS(ω,θ,b) = ‖YW −AWBSW‖2F . (3.53)
Therefore, the signal parameter estimates are obtained similar to (3.37) and
(3.40) as
bˆ =
(
ΥHWΥW
)−1
ΥHWyNW (3.54){
ωˆ, θˆ
}
= argmin
ω,θ
∥∥P⊥ΥW (ω,θ)yNW∥∥2F (3.55)
yNW = vec (YW ) (3.56)
ΥW = S
T
W AW . (3.57)
The 2-D WLS approach is now summarized as follows:
1. Solve (3.55) using column-weighting (3.47) and row-weighting
WC = C
−T .
2. Using the signal parameter estimates from Step 1, compute (3.54) and
then (3.44).
3. Solve (3.55) again, using WQ = Qˆ
−1
.
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3.6 Performance
The methods considered so far exploit the full 2-D data model, leading to
high computational complexity. The resulting estimation accuracy is there-
fore of great interest. Unfortunately, exact expressions for the estimation
error variance are not known, and would be overwhelmingly complicated.
The standard approach is then to resort to an asymptotic analysis of the
estimators. We will only consider the case of large N , the dual case of large
K being similar. We will use a result from [Eri02] where consistency and the
asymptotic distribution of the 2-D WLS estimator were derived under the
following assumptions:
1. Each source is described by a unique {θ, ω} pair.
2. The number of sources satisﬁes M ≤ K/2.
3. The sequence of noise samples are zero mean, temporally independent,
i.e. C = I, and have bounded fourth order moments.
4. The temporal sampling is uniform, i.e. t = 1, . . . , N .
In the case of Gaussian distributed noise and a weighting matrix given by
WQ = Qˆ
−1, where Qˆ is a consistent estimate of Q, the estimator was shown
to be asymptotically eﬃcient as N →∞. We can then make use of Theorem
3.4 to obtain a simple, explicit expression for the variance of the asymptotic
distribution of the estimation error. The result is
E[(θˆm − θm)2] = 1
2N |b|2dHθ Q−1/2P⊥Q−1/2aQ−1/2dθ
(3.58)
E[(ωˆm − ωm)2] = 6
N3 |b|2 dHω P⊥sNdω aHQ−1a
(3.59)
(evaluated at bm, ωm and θm).
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3A Derivation of the 2-D CRB
In this section, we derive the CRB on the DOA and Doppler parameters
using the full 2-D model in 2.1. To this end, we use the general CRB for
parameterized signals given in Theorem 3.1. The parameter vector is given
by
η = [ b¯T b˜T ωT θT ]T (3A.1)
where b¯  Re[b] and b˜  Im[b]. From Theorem 3.1 the FIM can be written
as
J =

Jb¯b¯ Jb¯b˜ Jb¯ω Jb¯θ
JT
b¯b˜
J
b˜b˜
J
b˜ω
Jb˜θ
JT
b¯ω
JT
b˜ω
Jωω Jωθ
JT
b¯θ
JT
b˜θ
JTωθ Jθθ
 , (3A.2)
where
Jb¯b¯ = 2Re
[
(SHNC
−1SN) (AHQ−1A)
]
(3A.3)
Jb¯b˜ = −2Im
[
(SHNC
−1SN) (AHQ−1A)
]
(3A.4)
Jb¯ω = 2Re
[
(SHNC
−1DωB) (AHQ−1A)
]
(3A.5)
Jb¯θ = 2Re
[
(SHNC
−1SNB) (AHQ−1Dθ)
]
(3A.6)
Jb˜b˜ = 2Re
[
(SHNC
−1SN) (AHQ−1A)
]
(3A.7)
Jb˜ω = 2Im
[
(SHNC
−1DωB) (AHQ−1A)
]
(3A.8)
Jb˜θ = 2Im
[
(SHNC
−1SNB) (AHQ−1Dθ)
]
(3A.9)
Jωω = 2Re
[
(BHDHω C
−1DωB) (AHQ−1A)
]
(3A.10)
Jωθ = 2Re
[
(BHDHω C
−1SNB) (AHQ−1Dθ)
]
(3A.11)
Jθθ = 2Re
[
(BHSHNC
−1SNB) (DHθ Q−1Dθ)
]
. (3A.12)
Deﬁne
Jbb 
[
Jb¯b¯ Jb¯b˜
JT
b¯b˜
Jb˜b˜
]
, J1 
[
Jb¯ω Jb¯θ
Jb˜ω Jb˜θ
]
, J2 
[
Jωω Jωθ
JTωθ Jθθ
]
. (3A.13)
The FIM can then be written as
J =
[
Jbb J1
JT1 J2
]
. (3A.14)
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We are interested in the CRB matrix for the DOAs and Doppler frequencies.
This is given by the lower right 2M × 2M block of the inverse of the FIM.
Using a rule for the inverse of a partitioned matrix this is given by[
Cωω Cωθ
CTωθ Cθθ
]
=
(
J2 − JT1 J−1bb J1
)−1
. (3A.15)
Now, deﬁne the following
E  2(SHNC−1DωB) (AHQ−1A) = E¯+ jE˜ (3A.16)
F  2(SHNC−1SNB) (AHQ−1Dθ) = F¯+ jF˜ (3A.17)
H  2(SHNC−1SN) (AHQ−1A) = H¯+ jH˜ (3A.18)
G  H−1 = G¯+ jG˜. (3A.19)
We then have
Jbb =
[
H¯ −H˜
H˜ H¯
]
, J1 =
[
E¯ F¯
E˜ F˜
]
. (3A.20)
From Appendix E, result R4 in [SN89] it follows that
J−1bb =
[
G¯ −G˜
G˜ G¯
]
. (3A.21)
Some straightforward calculations then lead to
JT1 J
−1
bb J1 = Re
{[
EHH−1E EHH−1F
(EHH−1F)T FHH−1F
]}
. (3A.22)
Substituting into (3A.15) we obtain[
Cωω Cωθ
CTωθ Cθθ
]
=
[
Jωω − Re[EHH−1E] Jωθ − Re[EHH−1F]
JTωθ − Re[EHH−1F]T Jθθ − Re[FHH−1F]
]−1
.
(3A.23)
Deﬁning
Φ  Jωω − Re[EHH−1E] (3A.24)
Ψ  Jθθ − Re[FHH−1F] (3A.25)
∆  Jωθ − Re[EHH−1F], (3A.26)
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and using standard rules for the inverse of a partitioned matrix, we obtain
Cωω =
(
Φ−∆Ψ−1∆T )−1 (3A.27)
Cθθ =
(
Ψ−∆TΦ−1∆)−1 (3A.28)
Cωθ = −
(
Φ−∆Ψ−1∆T )−1 ∆Ψ−1. (3A.29)
To simplify these expressions, deﬁne
Υ = (C−1/2SN)  (Q−1/2A) (3A.30)
Υω = (C
−1/2Dω)  (Q−1/2A) (3A.31)
Υθ = (C
−1/2SN)  (Q−1/2Dθ), (3A.32)
and note that
(UHW) (VHZ) = (U V)H (W  Z) (3A.33)
for matrices with compatible dimensions. Substituting the deﬁnitions in
(3A.30)–(3A.32) into (3A.16)–(3A.18) and using (3A.33) we obtain
E = 2ΥHΥωB, F = 2Υ
HΥθB, H = 2Υ
HΥ. (3A.34)
Similarly,
Jωω = 2Re
[
BHΥHω ΥωB
]
(3A.35)
Jθθ = 2Re
[
BHΥHθ ΥθB
]
(3A.36)
Jωθ = 2Re
[
BHΥHω ΥθB
]
. (3A.37)
Inserting (3A.34)–(3A.37) into (3A.24)–(3A.26) then gives
Φ = 2Re
[
BHΥHω P
⊥
ΥΥωB
]
(3A.38)
Ψ = 2Re
[
BHΥHθ P
⊥
ΥΥθB
]
(3A.39)
∆ = 2Re
[
BHΥHω P
⊥
ΥΥθB
]
(3A.40)
where
P⊥Υ = I−Υ(ΥHΥ)−1ΥH . (3A.41)
The CRB matrices are then obtained by substituting (3A.38)–(3A.40) into
(3A.27)–(3A.29). Compact expressions can be obtained if we deﬁne
Rω =
[
Re[P⊥ΥΥωB]
Im[P⊥ΥΥωB]
]
, Rθ =
[
Re[P⊥ΥΥθB]
Im[P⊥ΥΥθB]
]
. (3A.42)
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This leads to
Cωω =
[
2
(
RTωRω −RTωRθ(RTθ Rθ)−1RTθ Rω
)]−1
=
(
2RTωP
⊥
Rθ
Rω
)−1
(3A.43)
where P⊥Rθ = I−Rθ(RTθ Rθ)−1RTθ . Similarly,
Cθθ =
(
2RTθ P
⊥
RωRθ
)−1
(3A.44)
Cωθ = −
(
2RTωP
⊥
Rθ
Rω
)−1
(R†θRω)
T . (3A.45)
This completes the proof of Theorem 3.2.
3B Derivation of the Asymptotic 2-D CRBs
In this section, we derive the asymptotic CRBs given in Theorem 3.3 and
3.4 respectively. In order to obtain a well deﬁned CRB in the limit a proper
normalization of the CRB matrix is crucial. We start with the case of large
number of antennas and then give the case of large number of pulses.
Large Number of Antenna Elements
Starting from (3A.27)-(3A.28) we derive the asymptotic normalized CRBs
C¯θθ = lim
K→∞
K3Cθθ = lim
K→∞
[
1
K3
Ψ− 1
K2
∆T
(
1
K
Φ
)−1
1
K2
∆
]−1
=
(
Ψ¯− ∆¯T Φ¯−1∆¯
)−1
, (3B.1)
and
C¯ωω = lim
K→∞
KCωω = lim
K→∞
[
1
K
Φ− 1
K2
∆
(
1
K3
Ψ
)−1
1
K2
∆T
]−1
=
(
Φ¯− ∆¯Ψ¯−1∆¯T
)−1
, (3B.2)
where
Φ¯ = lim
K→∞
1
K
Φ, Ψ¯ = lim
K→∞
1
K3
Ψ, ∆¯ = lim
K→∞
1
K2
∆. (3B.3)
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According to the assumptions, all the asymptotic normalized matrices given
above exist and are diagonal. For example, from the deﬁnition above and
(3A.24), Φ¯ is given by
Φ¯ = lim
K→∞
2Re
[
(BHDHω C
−1DωB) ( 1
K
AHA)
−
(
(BHDHω C
−1SN) ( 1
K
AHA)
)(
(SHNC
−1SN) ( 1
K
AHA)
)−1
×
(
(SHNC
−1DωB) ( 1
K
AHA)
)]
. (3B.4)
According to the assumptions, limK→∞ 1KA
HA is diagonal and, due to the
Hadamard products in (3B.4), Φ¯ will be diagonal. The matrix operations in
(3B.4) can thus be replaced by their scalar counterparts. The m-th diagonal
element in Φ¯ is then easily found as
{Φ¯}mm = lim
K→∞
1
K
2Re
[
|b|2dHω C−1dωaHa−
|b|2dHω C−1sNaHasHNC−1dωaHa
sHNC
−1sNaHa
]
= lim
K→∞
1
K
2|b|2aHadHω C−1/2
(
I− C
−1/2sNsHNC
−1/2
sHNC
−1sN
)
C−1/2dω
= lim
K→∞
1
K
2|b|2aHadHω C−1/2P⊥C−1/2sNC
−1/2dω , (3B.5)
where the arguments of bm,dω(ωm), a(θm) and sN(ωm) have been suppressed
for brevity. By similar arguments, Ψ¯ and ∆¯ are also diagonal, with diagonal
elements given by
{Ψ¯}mm = lim
K→∞
1
K3
2|b|2sHNC−1sNdHθ P⊥a dθ (3B.6)
{∆¯}mm = lim
K→∞
1
K2
2Re
[|b|2dHω C−1sNaHdθ − |b|2dHω C−1sNaHdθ]
= 0. (3B.7)
Thus, we obtain
C¯θθ = Ψ¯
−1
, C¯ωω = Φ¯
−1
, and lim
K→∞
Cωθ = 0. (3B.8)
The m-th diagonal elements in C¯θθ and C¯ωω are given by
{C¯θθ}mm = lim
K→∞
K3
1
2|b|2sHNC−1sNdHθ P⊥a dθ
(3B.9)
{C¯ωω}mm = lim
K→∞
K
1
2|b|2aHadHω C−1/2P⊥C−1/2sNC−1/2dω
. (3B.10)
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This means that for suﬃciently large K, the DOA and Doppler CRBs are
given by
cθ =
1
2|b|2sHNC−1sNdHθ P⊥a dθ
(3B.11)
cω =
1
2|b|2aHadHω C−1/2P⊥C−1/2sNC−1/2dω
. (3B.12)
Clearly, the single-source bound will be the same as this asymptotic bound
since a diagonal element in the diagonal matrices above is the same as if only
one source was present.
Large Number of Pulses
When N →∞, diﬀerent normalizations of the asymptotic CRB matrices are
required. Thus we derive the following asymptotic normalized CRBs
C¯θθ = lim
N→∞
NCθθ = lim
N→∞
[
1
N
Ψ− 1
N2
∆T
(
1
N3
Φ
)−1
1
N2
∆
]−1
=
(
Ψ¯− ∆¯T Φ¯−1∆¯
)−1
(3B.13)
and
C¯ωω = lim
N→∞
N3Cωω = lim
N→∞
[
1
N3
Φ− 1
N2
∆
(
1
N
Ψ
)−1
1
N2
∆T
]−1
=
(
Φ¯− ∆¯Ψ¯−1∆¯T
)−1
(3B.14)
where we now have the normalizations
Φ¯ = lim
N→∞
1
N3
Φ, Ψ¯ = lim
N→∞
1
N
Ψ, ∆¯ = lim
N→∞
1
N2
∆. (3B.15)
By similar arguments as in the case of K →∞, the matrices above exist and
are diagonal. Proceeding as in (3B.4)–(3B.7) yields (in this case, the ﬁrst
factors in the Hadamard products are diagonal)
Φ¯ = lim
N→∞
2Re
[
(BH
1
N3
DHω DωB) (AHQ−1A)
−
(
(BH
1
N2
DHω SN) (AHQ−1A)
)(
(
1
N
SHNSN) (AHQ−1A)
)−1
×
(
(
1
N2
SHNDωB) (AHQ−1A)
)]
, (3B.16)
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with diagonal elements
{Φ¯}mm = lim
N→∞
1
N3
2Re
[
|b|2dHω dωaHQ−1a
− |b|
2dHω sNa
HQ−1asHNdωa
HQ−1a
sHNsNa
HQ−1a
]
= lim
N→∞
1
N3
2|b|2dHω P⊥sNdω aHQ−1a. (3B.17)
Furthermore,
{Ψ¯}mm = lim
N→∞
1
N
2Re
[
|b|2sHNsNdHθ Q−1dθ
− |b|
2sHNsNd
H
θ Q
−1asHNsNa
HQ−1dθ
sHNsNa
HQ−1a
]
= lim
N→∞
1
N
2|b|2 sHNsN dHθ Q−1/2P⊥Q−1/2aQ−1/2dθ, (3B.18)
{∆¯}mm = lim
N→∞
1
N2
2Re
[|b|2dHω sNaHQ−1dθ − |b|2dHω sNaHQ−1dθ] = 0.
(3B.19)
Thus, we obtain
C¯θθ = Ψ¯
−1
, C¯ωω = Φ¯
−1
, and lim
N→∞
Cωθ = 0. (3B.20)
The m-th diagonal elements in C¯θθ and C¯ωω are given by
{C¯θθ}mm = lim
N→∞
N
1
2|b|2 sHNsN dHθ Q−1/2P⊥Q−1/2aQ−1/2dθ
(3B.21)
{C¯ωω}mm = lim
N→∞
N3
1
2|b|2dHω P⊥sNdω aHQ−1a
. (3B.22)
This means that for suﬃciently large N the DOA and Doppler CRBs are
given by
cθ =
1
2|b|2 sHNsN dHθ Q−1/2P⊥Q−1/2aQ−1/2dθ
(3B.23)
cω =
1
2|b|2dHω P⊥sNdω aHQ−1a
. (3B.24)
Using the same argument as in the K → ∞ case, this asymptotic bound
will be the same as the single target bound. This completes the proof of
Theorems 3.3 and 3.4. 
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Chapter 4
Estimation Using a Decoupled
1-D/1-D Model
The underlying idea in the 1-D/1-D approach is to perform the 2-D estima-
tion in two steps. This is possible by ﬁrst relaxing the parameterization in
one of the dimensions. Although this increases the number of free parame-
ters, we shall see that the loss in estimation accuracy can be made negligible
in large samples. The idea was ﬁrst presented in [SS98] for the case of a
single source, and we extend it here to multiple sources.
4.1 CRB for the 1-D Models
To begin with, we investigate the achievable performance, as dictated by the
CRB, using the decoupled model.
Spatial Data Model
Relaxing the temporal signal parameterization, the 1-D DOA model is ex-
pressed as in (1.12)
y(n) = A(θ)x(n) + n(n), n = 1, . . . , N . (4.1)
The signal samples x(n), n = 1, . . . , N , are considered deterministic param-
eters to be estimated along with θ. Since the Doppler parameterization is
not utilized, the DOA parameters are uniquely determined by (4.1) only if
they are distinct. Also, the number of signals, M , must be less than the
number of sensors, K. As before, the FIM is block diagonal, so that the
CRB on θ and x(n) does not depend on the parameterization of the noise
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covariance. However, using the decoupled model (4.1) it is no longer possible
to estimate the spatial covariance Q. Thus, only C can be unknown in this
case, and therefore K > N is assumed. The CRB for the case of white noise
was derived in [SN89]. The extension to colored noise is immediate using the
pre-whitening approach, and results in
Theorem 4.1 Let θˆ be an unbiased estimator of θ in (4.1). Assume that Q
is known, M < K, N < K (if C ∝ I the latter condition is not needed); and
that θm 	= θl for m 	= l. Then, the CRB for the DOA parameters is given by
E[(θˆ − θ)(θˆ − θ)T ] ≥ Cθ
Cθ =
(
2Re
[
(XHNC
−1XN) (DHθ Q−1/2P⊥Q−1/2AQ−1/2Dθ)
])−1
,
(4.2)
where
XN =
 x1(1) · · · xM(1)... ...
x1(N) · · · xM(N)
 . (4.3)
Proof: If the noise parameterization is functionally independent of the signal
parameters the FIM will be block-diagonal with respect to the signal and
noise parameters. Therefore, the CRB on the signal parameters is the same
whether the noise covariance is known or not. Without loss of generality,
we can therefore assume that the noise covariance matrix is known. The
theorem then follows by applying the CRB for the white noise case in [SN89]
to the pre-whitened data model
YW = Q
−1/2YC−T/2 = AW (θ)XW +NW .
Temporal Data Model
Similar to (4.1), the unstructured 1-D Doppler model is given by
y(n) = Γs(ω, n) + n(n), n = 1, . . . , N . (4.4)
where, now, the elements of the complex K ×M matrix Γ are regarded as
free parameters. By symmetry, we obtain the dual result of Theorem 4.1 as:
Theorem 4.2 Let C be known and assume that M < N , K < N (if Q ∝ I
the latter condition is not needed); and that ωm 	= ωl for m 	= l. The CRB
for the Doppler parameters in the model (4.4) is then
E[(ωˆ − ω)(ωˆ − ω)T ] ≥ Cω
Cω =
(
2Re
[
(DHω C
−1/2PC−1/2SNC
−1/2Dω) (ΓHQ−1Γ)
])−1
.
(4.5)
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4.2 Asymptotic CRB for the 1-D Models
We now prove that, under some circumstances, the 2-D CRB can be attained
using the decoupled 1-D/1-D models.
1-D DOA CRB, K →∞
In the spatial 1-D model, the signal matrix X is composed of free parameters
that need to be estimated along with the DOA . Since X is M × N , this
matrix can only be consistently estimated as K → ∞. Thus, this model is
suitable for the case of large number of antennas:
Theorem 4.3 Let the assumptions of Theorem 3.3 hold, and assume that
the DOAs are distinct. Then, for K →∞, the decoupled DOA CRB (4.2) is
identical to the asymptotic (K →∞) 2-D CRB given by (3.21).
Proof: Follows from the fact that the matrix DHθ P
⊥
ADθ, appearing in (4.2)
(with Q = I), is asymptotically diagonal with elements dHθ P
⊥
a dθ.
1-D Doppler CRB, N →∞
By the same arguments as above, the decoupled Doppler model (4.4) is suit-
able for the case of large number of temporal samples.
Theorem 4.4 Let the assumptions of Theorem 3.4 hold, and assume that
the ωms are distinct. Then, for N → ∞, the decoupled Doppler CRB (4.5)
is identical to the asymptotic (N →∞) 2-D CRB given by (3.24).
The interesting conclusion from the above results is that 2-D optimal
performance using the decoupled signal model might be possible, but the
estimates must be obtained in the right order! More precisely, for large K
one must determine θˆ and an unstructured estimate of X ﬁrst. We shall
see later that 2-D optimal estimation of ωˆ is also possible, by ﬁtting the
temporal model X = BS(ω) to the preliminary estimate Xˆ. Similarly, when
N is large it is necessary to instead estimate ω in the ﬁrst step. Optimal
DOA estimates can then be obtained by ﬁtting the spatial signal model to
the unstructured estimate of Γ.
We have seen that the single-source asymptotic 1-D and 2-D CRBs and
the multi-source asymptotic 1-D and 2-D CRBs are all identical. Thus, there
are two types of decoupling. As the amount of data tends to inﬁnity in one
of the frequency dimensions, both the sources and the frequency dimensions
decouple.
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4.3 1-D/1-D Weighted Least Squares
Having concluded that it is possible to obtain asymptotically 2-D optimal
estimates using the decoupled signal model, we now search for means to
achieve this performance. The derivation is performed for the Doppler model
(4.4), repeated below for convenience. The corresponding method based on
(4.1) is then directly obtained by symmetry. Now, consider the decoupled
temporal signal model
y(n) = Γs(ω, n) + n(n) , (4.6)
where n(n) is assumed to be temporally white. The parsimonious parame-
terization of Γ would be
Γ = A(θ)B =
M∑
m=1
a(θm)bm . (4.7)
In the 1-D/1-D approach, ω and Γ are ﬁrst estimated ignoring the struc-
ture of Γ. Then, the DOA parameters are found by imposing (4.7) to the
preliminary estimate Γˆ in a second step. Since the mapping from the pa-
rameters of the unstructured Γ (e.g. the real and imaginary parts of the
matrix elements) to θ and b is many-to-one, the resulting estimates of θ and
b are suboptimal. However, by employing the extended invariance principle
(EXIP) of [SS89], we retain the asymptotic (for large N) eﬃciency.
If n(n) is temporally and spatially white, the exact ML estimate of Γ
and ω can be found by a nonlinear LS ﬁt. Though the exact ML method
also is tractable in the spatially colored noise case, here we will consider the
asymptotically equivalent WLS approach. Thus, the unstructured spatial
data matrix and the Doppler frequencies are found by solving
{ωˆ, Γˆ} = argmin
ω,Γ
Tr
{
[Y − ΓS(ω)]HWQ[Y − ΓS(ω)]
}
, (4.8)
where WQ is the spatial weighting matrix. If Q = E[n(n)n
H(n)] is known,
(4.8) yields the exact ML estimates when WQ = Q
−1 is employed. For the
case of unknown noise color, we propose a two-step approach below similar
to that of Section 3.5.
Absorbing the weighting matrix into Y and Γ, (4.8) is conveniently
rewritten as
{ωˆ, ΓˆW} = argmin
ω,Γ
‖YW − ΓWS(ω)‖2F (4.9)
YW = W
1/2
Q Y (4.10)
ΓW = W
1/2
Q Γ . (4.11)
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For ﬁxed ω, the WLS estimate of Γ is now found as
Γˆ = W
−1/2
Q ΓˆW = YS
H(ω)
[
S(ω)SH(ω)
]−1
. (4.12)
Substituting (4.12) into (4.9), the Doppler frequencies are determined by
solving
ωˆ = argmin
ω
∥∥∥YW − ΓˆWS∥∥∥2
F
= argmin
ω
∥∥∥W1/2Q YP⊥SH∥∥∥2
F
, (4.13)
where P⊥SH = I − SH
(
SSH
)−1
S. Although (4.13) is again a complicated
nonlinear optimization, the dimension has been reduced from 2M parameters
in (3.55) to M in (4.13).
It remains to determine the θ and b parameters. According to the EXIP
principle, these are again determined by WLS, with the weighting given by
the FIM for the problem at hand. Similar to [SS98], where only the case of
M = 1 was considered, the unstructured model is re-written as
vec (YW ) = (S
T ⊗ I)γ + vec(N) , (4.14)
where γ = vec(Γ). We will consider this as a plain linear regression in
γ, ignoring the fact that the parameters ω of S are also unknown. This
is justiﬁed by the high accuracy of ωˆ (variance proportional to 1/N3) as
compared to that of Γˆ (variance proportional to 1/N). Applying [Kay93,
Section 15.7], we derive the FIM for estimation of γ as
F(γ) =
(
SSH
)T ⊗Q−1  N I⊗Q−1 , (4.15)
where the approximation is valid for large N . The EXIP principle now
dictates
{θˆ, bˆ} = argmin
θ,b
vecH
(
Γˆ−A(θ)B
) (
I⊗Q−1) vec(Γˆ−A(θ)B) . (4.16)
By the properties of the Kronecker product, this can be re-written as
{θˆ, bˆ} = argmin
θ,b
Tr
{
[Γˆ−A(θ)B]HWQ[Γˆ−A(θ)B]
}
, (4.17)
with WQ = Q
−1. Using that B is diagonal results in
{θˆ, bˆ} = argmin
θ,b
M∑
m=1
[Γˆm − a(θm)bm]HWQ[Γˆm − a(θm)bm] , (4.18)
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where Γˆm is the m-th column of Γˆ. Thus, the estimation of the M DOA pa-
rameters separates into M 1-D problems. Concentrating (4.18) with respect
to bm yields
bˆm =
aH(θm)WQΓˆm
aH(θm)WQa(θm)
(4.19)
and, after straightforward manipulations,
θˆm = argmax
θ
|aH(θ)WQΓˆm|2
aH(θ)WQa(θ)
, m = 1, . . . ,M. (4.20)
Hence, the m-th DOA is estimated by weighted beamforming, applied to the
m-th column of Γˆ. Note that the 2-D problem has decoupled not only into
two 1-D problems, but also that the M -D DOA search has decoupled into M
1-D searches. This is a tremendous reduction in computational complexity.
In the case of spatially white noise, or, equivalently, known Q, the esti-
mator is now completely speciﬁed. In the case of unknown Q, the following
2-step approach is proposed:
1. Solve (4.13) using column-weighting (3.47).
2. Given preliminary ω estimates, compute Γˆ from (4.12), and update the
spatial weighting by
WQ =
(
1
N
(Y − ΓˆS(ωˆ))(Y − ΓˆS(ωˆ))H
)−1
. (4.21)
3. Solve (4.13) again, using the asymptotically optimal weighting.
4. Compute (4.12) and (4.21) again, and solve (4.20) for the DOA param-
eters.
Given the signiﬁcantly reduced complexity as compared to the full 2-D
approach, the following result is remarkable.
Theorem 4.5 Let ωˆ and θˆ be determined by the above outlined 1-D/1-D
estimator. Assume that the ωms are distinct and that the temporal sampling
is uniform, i.e.
s(ω, t) =
[
ejω1t . . . ejωM t
]T
, t = 1, . . . , N.
Assume further that the noise is temporally white and spatially colored with
covariance matrix Q. Assume that the array manifold is unambiguous and
has bounded derivatives up to third order. Then, ωˆ and θˆ are both consistent
and asymptotically 2-D eﬃcient as N →∞.
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Proof: Follows essentially from the EXIP principle [SS89], but it must
be proved that the estimation of ω does not aﬀect the FIM for γ. We will
not use the EXIP principle here to prove the theorem. Instead, we will use
standard Taylor expansion techniques to derive the asymptotic properties of
the proposed estimator. Since the proof is lengthy, the details are deferred
to Appendix 4A.
The 1-D Doppler estimator
Consistency
To show consistency of the Doppler estimator in (4.13) express the crite-
rion function as
J(ω) 
∥∥W1/2YP⊥SH∥∥2F = Tr{YWP⊥SHYHW}, (4.22)
where YW = W
1/2Y and the Q subscript on the weighting matrix has been
dropped for brevity. Introduce a row-wise slicing of the weighted data matrix
according to
YW =
 y˘W1...
y˘WK
 (4.23)
where the 1 × N vector y˘Wk is the k-th row in YW . The criterion function
can then be written as
J(ω) =
K∑
k=1
y˘WkP
⊥
SH y˘
H
Wk. (4.24)
Now, each term in the sum in (4.24) is the criterion function for a single
channel ML frequency estimator, since each vector y˘Wk contains a sum of
cisoids in temporally white noise. The asymptotic properties of this estimator
has been studied in [RZ93], where it was shown that it is strongly consistent.
Hence, the minimizing argument of each term in the sum in (4.24) tends to
ω0 w.p.1 as N → ∞. It then follows that the minimizing argument of the
sum tends to ω0 w.p.1 as N → ∞. This proves consistency of the Doppler
estimator in (4.13). Given that we can estimate ω consistently it follows that
Γˆ = YSH(ωˆ)
[
S(ωˆ)SH(ωˆ)
]−1
→ YSH(ω0)
[
S(ω0)S
H(ω0)
]−1 → Γ (4.25)
Qˆ =
1
N
(Y − ΓˆS(ωˆ))(Y − ΓˆS(ωˆ))H
→ 1
N
(Y − ΓS(ω0))(Y − ΓS(ω0))H → Q (4.26)
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w.p.1 as N → ∞. Hence, all unknown parameters in (4.6) are consistently
estimated.
Asymptotic eﬃciency
Since we have a consistent estimate of Q available we can write
W = Q−1 + W˜ with ‖W˜‖ = op(1), (4.27)
where op(gN) denotes a random variable that converges to zero in probability
at a rate faster than gN → 0, see [Ful96]. The WLS criterion function can
then be written as
J(ω) = Tr
{
P⊥SHY
HWY
}
= Tr
{
P⊥SHY
HQ−1Y
}
+ Tr
{
P⊥SHY
HW˜Y
}
. (4.28)
A Taylor expansion of the gradient of the criterion function shows that the
asymptotic distribution of the estimates is governed by the behavior of the
gradient and the Hessian as N →∞, see [Lju99, Section 9.2]. Since ‖W˜‖ =
op(1), it is clear that the second term in (4.28) has a negligible (for large
N) gradient and Hessian as compared to the ﬁrst term. Thus, replacing W
with Q will not change the asymptotic distribution of the Doppler estimates.
Therefore, we can study the asymptotic distribution of
J(ω) = Tr
{
P⊥SHY
HQ−1Y
}
= Tr
{
YQP
⊥
SHY
H
Q
}
, (4.29)
where YQ = Q
−1/2Y. Since the noise in YQ is spatially white, (4.29) is also
the criterion function for the ML estimator.
Now, the model in (4.6) is a dual model of the standard DOA estimation
model. To see this, take the transpose of (4.6)
YT = ST (ω)ΓT +NT (4.30)
and compare it with the standard DOA estimation model
Y = A(θ)X+N. (4.31)
Hence, by replacing frequencies with DOAs and temporal samples with spa-
tial samples we obtain the standard DOA estimation model. Therefore,
studying the performance of ML frequency estimation as N →∞ is equiva-
lent to the case of ML DOA estimation as K →∞. The latter case has been
studied in [Vib95] under the assumption of spatio-temporally white noise. It
was shown that the ML DOA estimator is asymptotically eﬃcient as K →∞.
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Since the noise in YQ is white and the uniform temporal sampling satisﬁes
the assumption in [Vib95], it follows that the Doppler estimator considered
here is asymptotically 1-D eﬃcient as N →∞. It was shown in the previous
chapter that the 1-D and 2-D Doppler CRBs are asymptotically equivalent
as N →∞. It then follows that the Doppler estimator also is asymptotically
2-D eﬃcient.
The 1-D DOA estimator
Consistency
Next, we prove consistency (in probability) for the DOA estimator in
(4.20). The estimate of the k-th DOA can be expressed as
θˆk(ωˆ) = argmax
θk
∣∣∣aHk WΓˆk(ωˆ)∣∣∣2
aHk Wak
= argmax
θk
Tr
{
PW1/2akW
1/2Γˆk(ωˆ)Γˆ
H
k (ωˆ)W
1/2
}
= argmin
θk
Tr
{
P⊥
W1/2ak
W1/2Γˆk(ωˆ)Γˆ
H
k (ωˆ)W
1/2
}
= argmin
θk
V (θk, ωˆ), (4.32)
where
ak = a(θk)
PW1/2ak = W
1/2aka
H
k W
1/2/(aHk Wak)
P⊥
W1/2ak
= I−PW1/2ak
V (θk, ωˆ) = Tr
{
P⊥
W1/2ak
W1/2Γˆk(ωˆ)Γˆ
H
k (ωˆ)W
1/2
}
. (4.33)
In Appendix 4A, eq. (4A.30) it is shown that
Γˆk(ωˆ) = b0ka0k + Op(1/
√
N), (4.34)
where a0k  a(θ0k) and Op(gN) denotes a random variable that converges to
zero in probability at the same rate as gN → 0, see [Ful96]. This implies
Γˆk(ωˆ)Γˆ
H
k (ωˆ) = |b0k|2a0kaH0k + Op(1/
√
N). (4.35)
The criterion function V (θk, ωˆ) converges in probability, uniformly in θk, to
the limit function V (θk), where
V (θk) = |b0k|2aH0kW1/2P⊥W1/2akW
1/2a0k (4.36)
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as N →∞. To show this, consider the diﬀerence
sup
θk
∣∣∣Tr{P⊥W1/2akW1/2Γˆk(ωˆ)ΓˆHk (ωˆ)W1/2}
−Tr
{
|b0k|2P⊥W1/2akW1/2a0kaH0kW1/2
}∣∣∣
= sup
θk
∣∣∣Tr{P⊥W1/2akW1/2 (Γˆk(ωˆ)ΓˆHk (ωˆ)− |b0k|2a0kaH0k)W1/2}∣∣∣
≤ sup
θk
∥∥∥W1/2P⊥W1/2akW1/2∥∥∥F ∥∥∥Γˆk(ωˆ)ΓˆHk (ωˆ)− |b0k|2a0kaH0k∥∥∥F . (4.37)
Since ‖W1/2P⊥
W1/2ak
W1/2‖ is bounded and Γˆk(ωˆ)ΓˆHk (ωˆ) → |b0k|2a0kaH0k in
probability, the right hand side of (4.37) converges to zero in probability.
Clearly, V (θk) is minimized when ak = c a0k for some scalar c. This implies
that θk = θ0k provided that the array manifold is unambiguous. It then
follows that θˆk is a consistent estimate of θk (in probability).
Asymptotic eﬃciency
Next, we derive the asymptotic distribution of the 1-D DOA estimator in
(4.20) and show that the variance of this distribution equals the asymptotic
2-D CRB. We compute the asymptotic distribution of the normalized DOA
estimation error,
√
N(θˆ − θ0), using standard Taylor expansion techniques,
see e.g. [Lju99, Section 9.2]. Since V ′(θˆ, ωˆ) = 0, we have
√
N V ′(θ0, ωˆ) + V ′′(θ0, ωˆ)
√
N(θˆ − θ0) + 1
2
V ′′′(θ∗, ωˆ)
√
N(θˆ − θ0)2 = 0
(4.38)
for some θ∗ between θ0 and θˆ. The k subscript has been dropped for brevity.
In Appendix 4A it is shown that the derivatives in (4.38) are of the following
orders
V ′(θ0, ωˆ) = Op(1/
√
N) (4.39)
V ′′(θ0, ωˆ) = Op(1) (4.40)
V ′′′(θ∗, ωˆ) = Op(1). (4.41)
Since
√
N V ′(θ0, ωˆ) and V ′′(θ0, ωˆ) are bounded, (4.38) implies that√
N(θˆ − θ0) must be bounded, i.e.
θˆ − θ0 = Op(1/
√
N), (4.42)
which in turn means that the third term in (4.38) can be neglected in the
asymptotic analysis. Next, we show that replacing ωˆ with ω0 does not change
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the asymptotic distribution of
√
N(θˆ− θ0). In Appendix 4A it is shown that
V ′(θ0, ωˆ) = V ′(θ0,ω0) + op(1/
√
N) (4.43)
V ′′(θ0, ωˆ) = V ′′(θ0,ω0) + op(1). (4.44)
Inserting this into (4.38) yields
√
NV ′(θ0,ω0) + op(1) + [V ′′(θ0,ω0) + op(1)]
√
N(θˆ − θ0) = 0. (4.45)
It is easily seen from this expression that the terms associated with replacing
ωˆ with ω0 can be neglected in the asymptotic analysis. For large N we thus
have
√
N(θˆ − θ0) = −
√
NV ′(θ0,ω0)
V ′′(θ0,ω0)
+ op(1) = −
√
NV ′(θ0,ω0)
H
+ op(1), (4.46)
where
H = lim
N→∞
V ′′(θ0,ω0) (4.47)
in probability. From (4A.40) in Appendix 4A it follows that
√
NV ′(θ0k,ω0)
is asymptotically normal, and hence from (4.46) that
√
N(θˆ − θ0) is asymp-
totically normal. The limiting distribution is thus given by
√
N(θˆ − θ0) ∈ AsN (0, Q/H2), (4.48)
where
Q = lim
N→∞
NE
[
(V ′(θ0,ω0))2
]
. (4.49)
In Appendix 4A it is shown that
Q = H = 2|b0|2dH0 Q−1/2P⊥Q−1/2a0Q−1/2d0 (4.50)
so that the variance of the limiting distribution of
√
N(θˆ − θ0) is given by
Q
H2
=
1
2|b0|2dH0 Q−1/2P⊥Q−1/2a0Q−1/2d0
. (4.51)
Except for the normalization factor 1/N , this expressions equals the asymp-
totic 2-D CRB given in Theorem 3.4, since sHNsN = N when the sampling is
uniform.
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Strictly speaking, we have not shown that the limiting variance of the
estimation error equals the CRB, only that the variance of the limiting dis-
tribution equals the CRB. This issue is more subtle and the interested reader
is referred to [Ben93] and [Lju99, Appendix 9B] for a detailed discussion. 
Perhaps the most unexpected result is that the DOA parameter estimates
are also asymptotically eﬃcient, although the spatial parameterization was
relaxed in the ﬁrst step. The reason is that the “Doppler ﬁltering” involved
in forming Γˆ eﬀectively separates the contribution from each source, for large
enough N , which results in eﬃciency of the simple beamformer (4.20). Al-
though the results presented above are applicable for large N and exploiting
the temporal dimension ﬁrst, a similar method that starts by estimating θ is
simply derived using symmetry. The resulting method will be asymptotically
eﬃcient for large K.
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4A Asymptotic Analysis of the 1-D/1-D Es-
timator
In this appendix, the details required for the proof of Theorem 4.5 are given.
Asymptotic expressions for the criterion function V (θk, ωˆ) and its derivatives
w.r.t. θk are computed. The appendix is divided into two parts. In the ﬁrst
part, the asymptotic variance of the gradient, Q in (4.49), is computed. In
the second part, the asymptotic Hessian, H in (4.47), is computed.
In the asymptotic analysis we will need the following results, which are
formulated as a Lemma.
Lemma 4.1
N∑
t=1
tqe−jωt =
{
O(N q) ω 	= 0
O(N q+1) ω = 0
(4A.1)
N∑
t=1
n(t)tqe−jωt = Op(N q+1/2) ∀ω (4A.2)
ωˆ − ω0 = Op(1/N
√
N) (4A.3)
where ωˆ − ω0 is the Doppler frequency estimation error of the estimator in
(4.13).
Proof To show (4A.1), we use the fact that for ω 	= 0
N∑
t=1
e−jωt =
1− e−jNω
ejω − 1 . (4A.4)
Repeated diﬀerentiation w.r.t. ω on both sides in this expression then shows
(4A.1) for ω 	= 0. For ω = 0 we use the following formula on p. 175 in
[RW90]
N∑
t=1
tq =
N q+1
q + 1
+
N q
2
+ . . . = O(N q+1) (4A.5)
and (4A.1) follows.
To show (4A.2), deﬁne
SN =
N∑
t=1
nk(t)t
qe−jωt, (4A.6)
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where nk(t) is the k-th element in n(t), and compute the variance of SN (note
that SN is zero mean)
E [SNS
∗
N ] = E
[
N∑
t=1
N∑
u=1
nk(t)n
∗
k(u)t
quqe−jω(t−u)
]
=
N∑
t=1
E [nk(t)n
∗
k(t)] t
2q
= σ2
N∑
t=1
t2q = O(N2q+1) (4A.7)
using that the noise is temporally white and (4A.1). Applying Chebyshev’s
inequality (see e.g. [Ful96, Section 5.1]) then gives that SN = Op(N
q+1/2),
and (4A.2) follows.
(4A.3) follows from Lemma 3.1 in [RZ93] and (4A.2). 
Calculation of Q
Diﬀerentiating the criterion function in (4.33) w.r.t. θk gives
V ′(θk, ωˆ) =
∂V (θk, ωˆ)
∂θk
= Tr
{
∂P⊥
W1/2ak
∂θk
W1/2Γˆk(ωˆ)Γˆ
H
k (ωˆ)W
1/2
}
. (4A.8)
Diﬀerentiating the projection matrix (see e.g. [VO91]) yields
∂P⊥
W1/2ak
∂θk
= −P⊥
W1/2ak
W1/2dk(a
H
k Wak)
−1aHk W
1/2 − (. . .)H , (4A.9)
where the notation (. . .)H means that the same expression appears again
with complex conjugate transpose. Substituting into (4A.8) gives
V ′(θk, ωˆ) = −2Re
{
(aHk Wak)
−1aHk WΓˆk(ωˆ)Γˆ
H
k (ωˆ)W
1/2P⊥
W1/2ak
W1/2dk
}
.
(4A.10)
Since Γk = b0ka0k we have P
⊥
W1/2a0k
W1/2Γk = 0. Deﬁning Γ˜k = Γˆk − Γk we
get
ΓˆkΓˆ
H
k W
1/2P⊥
W1/2a0k
= (Γk + Γ˜k)Γˆ
H
k W
1/2P⊥
W1/2a0k
= ΓkΓˆ
H
k W
1/2P⊥
W1/2a0k
+ Γ˜k(Γk + Γ˜k)
HW1/2P⊥
W1/2a0k
= ΓkΓˆ
H
k W
1/2P⊥
W1/2a0k
+ Γ˜kΓ˜
H
k W
1/2P⊥
W1/2a0k
= ΓkΓˆ
H
k W
1/2P⊥
W1/2a0k
+ op(|Γ˜k|). (4A.11)
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Thus,
V ′(θ0k, ωˆ) = −2Re
{
(aH0kWa0k)
−1aH0kWΓkΓˆ
H
k (ωˆ)W
1/2P⊥
W1/2a0k
W1/2d0k
}
+ op(|Γ˜k(ωˆ)|)
= −2Re
{
b0kΓˆ
H
k (ωˆ)W
1/2P⊥
W1/2a0k
W1/2d0k
}
+ op(|Γ˜k(ωˆ)|)
= −2Re
{
b0kd
H
0kW
1/2P⊥
W1/2a0k
W1/2Γˆk(ωˆ)
}
+ op(|Γ˜k(ωˆ)|).
(4A.12)
Next, in order to ﬁnd a simple asymptotic expression for Γˆk(ωˆ), we analyze
the asymptotic behavior of
Γˆ(ωˆ) = YSH(ωˆ)
[
S(ωˆ)SH(ωˆ)
]−1
. (4A.13)
The (m,n)-th element smn in the matrix S(ωˆ)S
H(ωˆ) is given by
smn =
N∑
t=1
ej(ωˆm−ωˆn)t =
{
N m = n
−ejN(ωˆm−ωˆn) − 1
e−j(ωˆm−ωˆn) − 1 m 	= n.
(4A.14)
Decompose S(ωˆ)SH(ωˆ) into a sum of the diagonal part and the oﬀ-diagonal
part according to
S(ωˆ)SH(ωˆ) = NI+RN(ωˆ), (4A.15)
where
RN(ωˆ) =

0 s12 · · · s1M
s21 0
...
...
. . .
...
sM1 · · · · · · 0
 (4A.16)
so that
[
S(ωˆ)SH(ωˆ)
]−1
=
1
N
(
I+
1
N
RN(ωˆ)
)−1
. (4A.17)
It easy to show that(
I+
1
N
RN(ωˆ)
)−1
= I− 1
N
RN(ωˆ) +
1
N2
RN(ωˆ)
2 − . . . (4A.18)
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by the following multiplication(
I+
1
N
RN
)(
I− 1
N
RN +
1
N2
R2N − . . .
)
=
I− 1
N
RN +
1
N
RN +
1
N2
R2N −
1
N2
R2N − . . . = I (4A.19)
provided ‖ 1
N
RN‖ is suﬃciently small for the sum to converge. We thus have
Γˆ(ωˆ) =
1
N
YSH(ωˆ)[1 + Op(1/N)], (4A.20)
since ‖RN(ωˆ)‖ is of order Op(1) because the Doppler frequencies are assumed
to be distinct. Deﬁne g(ωˆk) to be the k-th column of
1
N
YSH(ωˆ), i.e.
g(ωˆk) =
1
N
N∑
t=1
y(t)e−jωˆkt. (4A.21)
It then follows that
Γˆk(ωˆ) = g(ωˆk) [1 + Op(1/N)] . (4A.22)
Recalling that
y(t) = A(θ0)B0s(ω0, t) + n(t) =
M∑
m=1
b0ma0me
jω0mt + n(t), (4A.23)
we obtain
g(ωˆk) =
1
N
N∑
t=1
(
M∑
m=1
b0ma0me
jω0mt + n(t)
)
e−jωˆkt
= b0ka0k
1
N
N∑
t=1
ej(ω0k−ωˆk)t +
M∑
m=1
m=k
b0ma0m
1
N
N∑
t=1
ej(ω0m−ωˆk)t +
1
N
N∑
t=1
n(t)e−jωˆkt = g1 + g2 + g3. (4A.24)
We have divided g(ωˆk) into three parts: g1 which stems from the signal of
interest, g2 which accounts for all other signals, and g3 which represents
the contribution from the noise. The asymptotic behavior of these diﬀerent
terms is now analyzed using the Taylor expansion
e−jωˆkt = e−jω0kt − j(ωˆk − ω0k)te−jω0kt + . . . . (4A.25)
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From Lemma 4.1 it follows that each additional higher order term in this ex-
pansion contributes with an additional factor t(ωˆk−ω0k) under the
∑
t sum.
This will decrease the order of the sum by O(N)Op(1/N
√
N) = Op(1/
√
N).
These higher order terms can therefore be neglected in the asymptotic anal-
ysis. Consequently,
g1 = b0ka0k
1
N
N − j (ωˆk − ω0k)︸ ︷︷ ︸
Op
(
1
N
√
N
)
N∑
t=1
t︸︷︷︸
O(N2)
+ . . .
 = b0ka0k
(
1 + Op(1/
√
N)
)
(4A.26)
g2 =
M∑
m=1
m=k
b0ma0m
1
N

N∑
t=1
ej(ω0m−ω0k)t︸ ︷︷ ︸
O(1)
−j (ωˆk − ω0k)︸ ︷︷ ︸
Op
(
1
N
√
N
)
N∑
t=1
tej(ω0m−ω0k)t︸ ︷︷ ︸
O(N)
+ . . .

= Op(1/N) (4A.27)
g3 =
1
N

N∑
t=1
n(t)e−jω0kt︸ ︷︷ ︸
Op(
√
N)
−j (ωˆk − ω0k)︸ ︷︷ ︸
Op
(
1
N
√
N
)
N∑
t=1
n(t)te−jω0kt︸ ︷︷ ︸
Op(N
√
N)
+ . . .

=
1
N
N∑
t=1
n(t)e−jω0kt + Op(1/N). (4A.28)
Substituting these expression into (4A.24) yields
g(ωˆk) = b0ka0k
(
1 + Op(1/
√
N)
)
+
1
N
N∑
t=1
n(t)e−jω0kt + Op(1/N). (4A.29)
These results are now used for computing asymptotic expressions for
P⊥
W1/2a0k
W1/2Γˆk(ωˆ) and Γ˜k(ωˆ) which are needed for computing an asymp-
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totic expression for V ′(θ0k, ωˆ). Combining (4A.22) and (4A.29) we obtain
Γˆk(ωˆ) =
[
b0ka0k
(
1 + Op(1/
√
N)
)
+
1
N
N∑
t=1
n(t)e−jω0kt + Op(1/N)
]
× [1 + Op(1/N)]
= b0ka0k
(
1 + Op(1/
√
N)
)
+
1
N
N∑
t=1
n(t)e−jω0kt + Op(1/N)
(4A.30)
and, since P⊥
W1/2a0k
W1/2a0k = 0,
P⊥
W1/2a0k
W1/2Γˆk(ωˆ) = P
⊥
W1/2a0k
W1/2
1
N
N∑
t=1
n(t)e−jω0kt + Op(1/N).
(4A.31)
Using (4A.2), (4A.30) and the deﬁnition of Γ˜k(ωˆ) we obtain
Γ˜k(ωˆ) = Γˆk(ωˆ)− b0ka0k = Op(1/
√
N). (4A.32)
Substituting (4A.31) and (4A.32) into (4A.12) gives
V ′(θ0k, ωˆ) = −2Re
{
b0kd
H
0kW
1/2P⊥
W1/2a0k
W1/2
1
N
N∑
t=1
n(t)e−jω0kt
}
+ op(1/
√
N). (4A.33)
Now, since
W = Q−1 + op(1) and
1
N
N∑
t=1
n(t)e−jω0kt = Op(1/
√
N) (4A.34)
we obtain
V ′(θ0k, ωˆ) = −2Re
{
b0kd
H
0kQ
−1/2P⊥
Q−1/2a0k
Q−1/2
1
N
N∑
t=1
n(t)e−jω0kt
}
+ op(1/
√
N). (4A.35)
It can be seen from this expression that V ′(θ0k, ωˆ) is of order Op(1/
√
N)
which proves (4.39). To show (4.43), we compare (4A.35) with
V ′(θ0k,ω0) = −2Re
{
b0kd
H
0kW
1/2P⊥
W1/2a0k
W1/2Γˆk(ω0)
}
+ op(|Γ˜k(ω0)|).
(4A.36)
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Using
Γˆ(ω0) = YS
H(ω0)
[
S(ω0)S
H(ω0)
]−1
= [A(θ0)B0S(ω0) + E]S
H(ω0)
[
S(ω0)S
H(ω0)
]−1
= A(θ0)B0 + ES
H(ω0)
[
S(ω0)S
H(ω0)
]−1
= A(θ0)B0 +
1
N
ESH(ω0) [1 + O(1/N)] , (4A.37)
we have that
Γˆk(ω0) = b0ka0k +
1
N
N∑
t=1
n(t)e−jω0kt [1 + O(1/N)]
= b0ka0k +
1
N
N∑
t=1
n(t)e−jω0kt + Op(1/N
√
N), (4A.38)
and
Γ˜k(ω0) = Γˆk(ω0)− Γk
= b0ka0k +
1
N
N∑
t=1
n(t)e−jω0kt [1 + O(1/N)]− b0ka0k
= Op(1/
√
N). (4A.39)
Substituting (4A.38) and (4A.39) into (4A.36) gives
V ′(θ0k,ω0) = −2Re
{
b0kd
H
0kW
1/2P⊥
W1/2a0k
W1/2
1
N
N∑
t=1
n(t)e−jω0kt
}
+ op(1/
√
N)
= −2Re
{
b0kd
H
0kQ
−1/2P⊥
Q−1/2a0k
Q−1/2
1
N
N∑
t=1
n(t)e−jω0kt
}
+ op(1/
√
N). (4A.40)
Comparing (4A.35) and (4A.40) we see that
V ′(θ0k, ωˆ) = V ′(θ0k,ω0) + op(1/
√
N), (4A.41)
which proves (4.43).
We are now ready to compute the ﬁnal expression for Q. Since the ﬁrst
term in (4A.40) is of order Op(1/
√
N), the op(1/
√
N) term can be ignored
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when computing Q. Thus, for suﬃciently large N we have
NE
[
(V ′(θ0k,ω0))2
]
=
=
4
N
E
[
Re
{
b0kd
H
0kQ
−1/2P⊥
Q−1/2a0k
Q−1/2
N∑
t=1
n(t)e−jω0kt
}
× Re
{
b0kd
H
0kQ
−1/2P⊥
Q−1/2a0k
Q−1/2
N∑
u=1
n(u)e−jω0ku
}]
=
2
N
E
[
Re
{
|b0k|2dH0kQ−1/2P⊥Q−1/2a0kQ
−1/2
N∑
t=1
n(t)e−jω0kt
×
N∑
u=1
nH(u)ejω0kuQ−1/2P⊥
Q−1/2a0k
Q−1/2d0k
}]
+
2
N
E
[
Re
{
b20kd
H
0kQ
−1/2P⊥
Q−1/2a0k
Q−1/2
N∑
t=1
n(t)e−jω0kt
×
N∑
u=1
nT (u)e−jω0kuQ−T/2P⊥TQ−1/2a0kQ
−T/2d∗0k
}]
. (4A.42)
Since,
N∑
t=1
N∑
u=1
E[n(t)nH(u)]ejω0k(u−t) =
N∑
t=1
E[n(t)nH(t)] = NQ (4A.43)
and E[n(t)nT (u)] = 0, we obtain the ﬁnal expression for Q according to
Q = lim
N→∞
N E [(V ′(θ0k,ω0))2] = 2|b0k|2dH0kQ−1/2P⊥Q−1/2a0kQ
−1/2d0k.
(4A.44)
This proves Q in (4.50).
Calculation of H
Diﬀerentiating the criterion function in (4.33) w.r.t. θk twice gives
V ′′(θk, ωˆ) = Tr
{
∂2P⊥
W1/2ak
∂θ2k
W1/2Γˆk(ωˆ)Γˆ
H
k (ωˆ)W
1/2
}
. (4A.45)
From (4A.30) and (4A.38) we have that
Γˆk(ωˆ) = b0ka0k + op(1) (4A.46)
Γˆk(ω0) = b0ka0k + op(1) (4A.47)
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so that
Γˆk(ωˆ) = Γˆk(ω0) + op(1) (4A.48)
and
Γˆk(ωˆ)Γˆ
H
k (ωˆ) = Γˆk(ω0)Γˆ
H
k (ω0) + op(1) (4A.49)
which shows that
V ′′(θk, ωˆ) = V ′′(θk,ω0) + op(1) (4A.50)
and (4.44) follows. Deﬁning aW = W
1/2a0k and dW = W
1/2d0k we obtain
from [VO91]
∂2P⊥
W1/2ak
∂θ2k
∣∣∣∣∣
θk=θ0k
= P⊥aWdWa
†
WdWa
†
W + a
†H
W d
H
WP
⊥
aW
dWa
†
W
−P⊥aWd2Wa†W −P⊥aWdW (aHWaW )−1dHWP⊥aW +P⊥aWdWa†WdWa†W
+(. . .)H , (4A.51)
where a†W = (a
H
WaW )
−1aHW and
d2W = W
1/2 ∂
2a(θk)
∂θ2k
∣∣∣∣
θk=θ0k
. (4A.52)
If the derivatives up to second order of the array manifold are bounded,
we conclude that V ′′(θ0k,ω0) is bounded since Γˆk(ω0)Γˆ
H
k (ω0) is bounded.
Similarly, we conclude that
V ′′′(θ∗k,ω0) = Tr
{
∂3P⊥
W1/2ak
∂θ3k
∣∣∣∣∣
θk=θ∗k
W1/2Γˆk(ω0)Γˆ
H
k (ω0)W
1/2
}
(4A.53)
for some θ∗k between θ0k and θˆk, is bounded if the derivatives up to third
order of the array manifold are bounded. We have thus shown (4.40) and
(4.41). From (4A.38) we have
lim
N→∞
Γˆk(ω0) = b0ka0k (4A.54)
in probability. Hence,
lim
N→∞
Γˆk(ω0)Γˆ
H
k (ω0) = |b0k|2a0kaH0k (4A.55)
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in probability. Deﬁning aQ = Q
−1/2a0k and dQ = Q−1/2d0k the terms in
H = limN→∞ V ′′(θ0k,ω0) are given by
lim
N→∞
Tr
{
P⊥aWdWa
†
WdWa
†
WW
1/2Γˆk(ω0)Γˆ
H
k (ω0)W
1/2
}
=
= Tr
{
|b0k|2P⊥aQdQa†QdQaHQ
}
= |b0k|2aHQP⊥aQdQa†QdQaHQ = 0
lim
N→∞
Tr
{
a†HW d
H
WP
⊥
aW
dWa
†
WW
1/2Γˆk(ω0)Γˆ
H
k (ω0)W
1/2
}
=
= Tr
{
|b0k|2a†HQ dHQP⊥aQdQaHQ
}
= |b0k|2dHQP⊥aQdQ
lim
N→∞
Tr
{
P⊥aWd
2
Wa
†
WW
1/2Γˆk(ω0)Γˆ
H
k (ω0)W
1/2
}
=
= Tr
{
|b0k|2P⊥aQd2QaHQ
}
= |b0k|2aHQP⊥aQd2Q = 0
lim
N→∞
Tr
{
P⊥aWdW (a
H
WaW )
−1dHWP
⊥
aW
W1/2Γˆk(ω0)Γˆ
H
k (ω0)W
1/2
}
=
= Tr
{
|b0k|2P⊥aQdQ(aHQaQ)−1dHQP⊥aQaQaHQ
}
= 0
lim
N→∞
Tr
{
P⊥aWdWa
†
WdWa
†
WW
1/2Γˆk(ω0)Γˆ
H
k (ω0)W
1/2
}
=
= Tr
{
|b0k|2P⊥aQdQa†QdQaHQ
}
= |b0k|2aHQP⊥aQdQa†QdQ = 0
so that
H = lim
N→∞
V ′′(θ0k,ω0) = 2|b0k|2dHQP⊥aQdQ
= 2|b0k|2dH0kQ−1/2P⊥Q−1/2a0kQ
−1/2d0k (4A.56)
which proves H in (4.50). 
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Chapter 5
Computing the Estimates
The methods presented herein are all implicit in nature. The parameter es-
timates are deﬁned as the minimizing arguments of some nonlinear criterion
function. In practice, ﬁnding the minimum is far from trivial, especially
when the number of parameters is large. The presented objective func-
tions are all of the nonlinear least squares type. We will in the following
suggest a computationally attractive and reasonably reliable procedure to
solve such problems. The technique is based on local numerical optimization
(e.g. Gauss-Newton [DS83]), initialized using the so-called RELAX proce-
dure [LZS93]. In addition to solving the optimization problem, the number
of targets, M , must also be determined in any practical situation. Methods
for estimating M are proposed in, e.g., [Shu83, Bo¨h95, CH96, Eri01, Eri02],
and will not be further explored here.
5.1 Local Optimization
The 2-D ML criterion in (3.40) can be eﬃciently implemented by ﬁrst per-
forming a QR decomposition of Υ according to
Υ =
[
Q1 Q2
] [ R1
0
]
, (5.1)
and then computing the ML criterion function as
V2D =
∥∥yN −Q1 (QH1 yN)∥∥2F . (5.2)
Since only Q1 is needed for computing the criterion function an “economy
size” QR decomposition can be used. This least squares criterion can then be
minimized using some numerical optimization method, e.g. Gauss-Newton.
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Similarly, the 1-D Doppler problem in (4.13) can be implemented by ﬁrst
performing a QR decomposition of SH according to
SH =
[
Q1 Q2
] [ R1
0
]
, (5.3)
and then minimizing the least squares criterion
VDoppler =
∥∥Y − (YQ1)QH1 ∥∥2F . (5.4)
The subsequent DOA estimator is then implemented by minimizing
VDOA =
∥∥∥Γˆm − aHΓˆma/(aHa)∥∥∥2
F
, m = 1, . . . ,M. (5.5)
For each m, this is done by a coarse grid search (FFT in the case of a ULA)
followed by a local optimization. The computational complexity of the above
nonlinear LS problems can be further reduced by explicitly exploiting the
structure of separable least squares, see e.g. [GP73, Kau75, RW80].
5.2 Computing Initial Estimates
We will use the RELAX method to ﬁnd initial estimates for the WLS estima-
tor. RELAX is closely related to the Alternating Projection (AP) algorithm
[ZW88]. The diﬀerence is that RELAX updates the parameters of only one
target at the time, whereas AP updates the nonlinear (e.g. Doppler) param-
eter of one target and the linear (“amplitude”) parameters of all targets at
the same time.
We will only give the details for the 1-D problem (4.9). The extension to
the 2-D case is obvious, but involves sequentially searching over two param-
eters (DOA and Doppler) for each target. To stress the dependence on the
target parameters, (4.9) is expressed as
V (ΓW ,ω) = ‖YW − ΓWS(ω)‖2F =
∥∥∥∥∥YW −
M∑
m=1
Γms(ωm)
∥∥∥∥∥
2
F
. (5.6)
The RELAX idea is now simply to minimize (5.6) sequentially with respect
to one signal at the time, while keeping the parameters of the other signals
ﬁxed. For the l-th signal we thus solve
{Γˆl, ωˆl} = argmin
Γl,ωl
‖Yl − Γls(ωl)‖2F , (5.7)
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where
Yl = YW −
∑
m=l
Γˆms(ωˆm) (5.8)
and Γˆm, ωˆm, m 	= l, are the current estimates of the other targets’ signal
parameters. Solving (5.7) explicitly with respect to Γl results in an optimiza-
tion of the single parameter ωl only:
ωˆl = argmax
ωl
‖YlsH(ωl)‖2 (5.9)
Γˆl = Yls
H(ωˆl)/N . (5.10)
Noting that the vector Yls
H(ωˆl) is composed of the DFT of the rows of Yl,
the peak of ‖YlsH(ωl)‖2 can eﬃciently be localized using FFT (with zero
padding), followed by a local optimization. The whole procedure is initialized
by assuming that the number of targets is M˜ = 1 and solving for Γˆ1 and
ωˆ1. Next, the number of anticipated targets is increased to M˜ = 2, and the
RELAX search computes Γˆ1, ωˆ1 and Γˆ2, ωˆ2 iteratively until convergence.
Next, M˜ = 3 and so on, until the correct number of targets M˜ = M is
reached. It is clear that such an approach ﬁts very well with a sequential
detection test for determining the number of targets, see e.g. [Eri02].
The full RELAX procedure is summarized as follows:
1. Initialize by M˜ = 1 and Y1 = YW .
2. Compute ωˆM˜ and ΓˆM˜ from (5.9)–(5.10).
3. For M˜ ′ = 2, 3, . . . , M˜ , execute Step 4:
4. For l = 1, 2, . . . , M˜ ′, compute
Yl = YW −
M˜ ′∑
m=1,m=l
Γˆms(ωˆm)
ωˆl = argmax
ωl
‖YlsH(ωl)‖2
Γˆl = Yls
H(ωˆl)/N .
Repeat this step until convergence.
5. If M˜ < M ; let M˜ = M˜ + 1, compute YM˜ according to (5.8) and goto
2.
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The above scheme only involves local optimization over a single parameter.
The convergence is usually substantially faster by replacing Steps 3-4 by a
Newton-type search over the full parameter vector [ω1, . . . , ωM˜ ]
T . However,
the probability of ﬁnding the global optimum can sometimes be increased by
doing at least one iteration of Steps 3-4 before switching to a local optimiza-
tion.
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Numerical Examples and Simulations
In this chapter we present some numerical examples and results of Monte
Carlo simulations. The purpose is twofold. On the one hand we want to
corroborate the theoretical analysis presented in the preceding sections. On
the other hand the theoretical analysis says nothing about how large N or K
have to be in order to achieve the asymptotic regime. We will present some
representative examples that will provide insight into this issue.
6.1 Crame´r-Rao Bounds
First we will study how the 2-D and 1-D CRBs compare to the asymptotic
bound as the number of samples increases. We will only consider the case
of increasing number of pulses since the dual case of increasing number of
antennas is obtained by replacing the roles of DOA and Doppler.
In the ﬁrst example we study a scenario with two sources in spatio-
temporally white Gaussian noise with variance σ2 = 1. The source pa-
rameters are θ1 = 20
◦, θ2 = 23◦, ω1 = 0.40, ω2 = 0.55, b1 = b2 = 0.3 + j0.5.
The array employed is a 16 element ULA with λ/2 element separation. The
null-to-null beamwidth of this array is ∆θ ≈ 14◦ and the Rayleigh resolution
limit is thus 7◦. Figure 6.1 shows the diﬀerent CRBs on the DOA root mean
square errors (RMSEs) as a function of the number of pulses N . The 1-D
MLE cannot reach the 1-D CRB as N → ∞ since the number of parame-
ters grows with N . Therefore, we also plot the asymptotic variance of the
MLE as given in [SN90a]. We observe that the 2-D CRB given by (3.11)
coincides with the asymptotic or, equivalently, the single-source CRB given
by (3.21) when N is suﬃciently large. The number of required pulses to
resolve the sources in Doppler according to the Rayleigh resolution limit is
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2π/(ω2 − ω1) ≈ 42. We observe from the plot that this is roughly the point
where the 2-D CRB enters the asymptotic region and achieves the single-
source bound. The 1-D CRB given by (4.2), however, does not attain the
single-source bound no matter how large N is. The source DOA separation
is much less than the spatial Rayleigh resolution limit and increasing N does
not improve the spatial resolution. In this case the achievable performance
when employing the 2-D model is much better than with a single 1-D model.
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Figure 6.1: DOA CRBs as a function of the number of pulses, two sources
and a 16 element ULA. The model parameters are σ2 = 1, θ1 = 20
◦, θ2 =
23◦, ω1 = 0.40, ω2 = 0.55, b1 = b2 = 0.3 + j0.5.
As we have previously seen, estimating with a two-step 1-D/1-D model
can achieve the same asymptotic performance as with the full 2-D model, but
only if the estimates are obtained in the right order. Since N is increasing
in the present case, the Doppler parameters must be estimated ﬁrst. The
Doppler CRBs are plotted in Figure 6.2. In this case also the 1-D CRB
reaches the single-source bound since the Doppler resolution is improved
when increasing N . The corresponding MLE will reach the CRB as N →∞
since the number of parameters does not grow with N in the 1-D Doppler
model.
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Figure 6.2: Doppler CRBs as a function of the number of pulses, two sources
and a 16 element ULA. The model parameters are σ2 = 1, θ1 = 20
◦, θ2 =
23◦, ω1 = 0.40, ω2 = 0.55, b1 = b2 = 0.3 + j0.5.
6.2 Performance of the WLS Estimators
We now turn our attention to the actual performance of the 2-D and 1-D/1-D
WLS estimators described previously. Since the ﬁnite sample performance is
not available in analytical form we have to resort to Monte Carlo simulations.
We will study an example where we employ a ULA with 8 antenna ele-
ments spaced one-half wavelength apart. The null-to-null beamwidth of this
array is 29◦ and the Rayleigh resolution limit is thus 14.5◦. There are two
sources present with parameters θ1 = 18
◦, θ2 = 24◦, ω1 = 0.20, ω2 = 0.10, b1 =
b2 = 2. The 2-D and 1-D/1-D WLS estimators were implemented and their
RMSEs as a function of the number of pulses N were computed by means
of Monte Carlo simulations. In order to avoid the eﬀect of getting caught in
a local maximum in search for the global maximum, we ﬁrst initialized the
search with the true source parameters. In practice, these are of course not
known and some other initialization must be used. In order to compare with
a more practical method we also implemented the RELAX procedure for the
1-D/1-D WLS estimator described in Section 5.2. The 2-D WLS estimator
was then initialized with the estimates obtained from the 1-D/1-D WLS esti-
mator. The local optimization was performed using a Gauss-Newton search.
First we consider the case of spatio-temporally white noise and then study
the case of spatially colored and temporally white noise. In the latter case,
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the spatial color is produced by a directional interference (jammer).
White Noise
The results for spatio-temporally white Gaussian noise with variance σ2 = 1
are depicted in Figures 6.3 and 6.4. Figure 6.3 shows the DOA estimation
performance of the WLS estimators versus the number of pulses N . The
pertinent CRBs are also shown in the plot. The 2-D WLS initialized with
true parameter values provides excellent estimates; the RMSE is close the
2-D CRB for all N . The 1-D/1-D WLS estimator is equally good for large
N but less accurate when N is small. We can observe a threshold below
which the RELAX method failed to produce initial values within the region
of attraction of the global optimum. For large N , however, the resulting esti-
mation performance is the same as when initializing with the true parameter
values. Indeed, all the estimators reach the single-source CRB when N is
suﬃciently large. It is interesting to note that this occurs when N ≈ 60
which corresponds to the Doppler Rayleigh resolution limit being equal to
the source Doppler separation. Figure 6.4 shows the results for the Doppler
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Figure 6.3: DOA estimation performance and CRBs versus the number of
pulses, two sources, 8 element ULA, white noise. The source parameters are
θ1 = 18
◦, θ2 = 24◦, ω1 = 0.20, ω2 = 0.10, b1 = b2 = 2.
estimates. The relative performances between the estimators are the same
as for the DOA estimates.
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Figure 6.4: Doppler estimation performance and CRBs versus the number of
pulses, two sources, 8 element ULA, white noise. The source parameters are
θ1 = 18
◦, θ2 = 24◦, ω1 = 0.20, ω2 = 0.10, b1 = b2 = 2.
Spatially Colored Noise
Next we consider the case of spatially colored and temporally white noise.
We use the same scenario as in the white noise case with the exception of
the presence of a directional interference with a DOA of θj = 35
◦. The inter-
ference signal is zero mean, temporally white Gaussian noise with variance
σ2j = 100. The spatial noise covariance is thus Q = σ
2
ja(θj)a(θj)
H + I.
The 2-D and 1-D/1-D WLS estimators were implemented using the 2-step
approaches described in Subsections 3.5 and 4.3 respectively. Also in this case
we considered the two cases of initialization with the true parameter values
and the RELAX procedure. The DOA and Doppler estimation performance
along with the CRBs are plotted versus the number of pulses, N , in Figures
6.5 and 6.6 respectively. The performance of the WLS estimators, relative to
the CRBs, is somewhat worse for small N compared to the white noise case;
whereas for large N the diﬀerence is negligible. This is expected since for
small N the estimate of the noise covariance is poor. For large N the noise
covariance is as good as known and the problem reduces to the white noise
case by pre-whitening.
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Figure 6.5: DOA estimation performance and CRBs versus the number of
pulses, two sources, 8 element ULA. The source parameters are θ1 = 18
◦, θ2 =
24◦, ω1 = 0.20, ω2 = 0.10, b1 = b2 = 2. White noise plus a jammer at θj = 35◦
with power σ2j = 100.
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Figure 6.6: Doppler estimation performance and CRBs versus the number of
pulses, two sources, 8 element ULA. The source parameters are θ1 = 18
◦, θ2 =
24◦, ω1 = 0.20, ω2 = 0.10, b1 = b2 = 2. White noise plus a jammer at θj = 35◦
with power σ2j = 100.
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Conclusions
In the ﬁrst part of the thesis we have studied the problem of DOA and
Doppler estimation with a pulsed Doppler radar system employing an array of
antennas. This is an application of 2-D frequency estimation with DOA and
Doppler corresponding to spatial and temporal frequencies, respectively. The
focus has been on comparing the performance of joint and decoupled MLEs
and the corresponding CRBs. We have shown that the joint DOA/Doppler
problem decouples if the number of pulses or antenna elements is suﬃciently
large. Not only do the frequency dimensions decouple, but also the diﬀer-
ent sources. Thus, single-source performance is achievable in multi-source
scenarios, if the amount of data is suﬃciently large in at least one of the fre-
quency dimensions. In order to achieve this, the estimation must performed
in the right order. The frequency dimension in which the amount of data is
large must be processed ﬁrst. In this dimension, the sources are resolvable
and, subsequently, the estimation in the other frequency dimension can be
performed for one source at a time. The result is a tremendous reduction in
computational complexity as compared to the full 2-D frequency estimation
problem. Yet, under the stated assumptions the performance loss is insignif-
icant. Numerical examples and results of Monte Carlo simulations indicated
that the mentioned decouplings are valid when the sources are resolvable in
one dimension according to the Rayleigh resolution limit.
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Part II
Performance Analysis of DOA
Estimation in the Threshold
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Chapter 8
Introduction
The ﬁrst part of this thesis deals with asymptotic analysis of DOA and
Doppler estimation with sensor arrays. The tools used in this analysis are
CRBs and Taylor expansions. With these tools we are able to show that the
ML estimator attains the CRB if the amount of measured data is suﬃciently
large. In practical applications there are of course constraints on how many
sensors one can aﬀord and how long time there is available for collecting
data.
The cost of a sensor array processing system depends to a great extent
on the number of sensors, both in terms of hardware and computational
requirements. Therefore, it is desirable to keep the number of sensors to
a minimum while maintaining the system requirements. Likewise, the data
collection time is also a limited resource since a real-world environment is
often non-stationary. For instance, in radar applications the diﬀerent targets
are moving, the interference environment is changing and the background
clutter is spatially inhomogeneous. Therefore, one is often limited to short
measuring times in order to obtain a stationary data set and to be able to
track the changing environment. Another parameter that may violate the
asymptotic assumptions is a low SNR. A radar system often operates at
low SNR — typically small targets are to be detected in a heavy clutter
background and severe interference scenario.
A few words about asymptotics are in order. Due to averaging of the noise
and, in many cases, coherent processing gain of the signals, a long measur-
ing time results in a high integrated SNR. Therefore we can interchangeably
speak of the asymptotic region as having high SNR or many data samples.
In general, one may say that the asymptotic assumptions are usually valid
whenever the estimation error is small. However, as we will see later when an-
alyzing the deterministic and stochastic DOA estimators, this equivalence is
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not always clear-cut. See [Asy98] for a further discussion about asymptotics.
Although asymptotic analysis is useful in many aspects, it does not pro-
vide a full picture of the achievable estimation performance of a sensor array
system. It is also important to obtain an understanding of the inherent lim-
itations in an estimation problem under conditions of low SNR and/or small
number of data samples. Indeed, it is well known that nonlinear estimators
typically exhibit a so called threshold eﬀect, i.e. there is a point where the
estimator more or less breaks down and yields very large errors.
The system design parameters that govern where the threshold regime
sets in are often diﬀerent from the ones that determine the performance in
the asymptotic region. As will be shown in the sequel, the threshold in the
DOA estimation problem is determined by the sidelobe level in the array
beampattern, whereas the asymptotic accuracy depends only on the shape
of the mainlobe. In fact, there is a trade-oﬀ between these two parameters.
The more the sensors are spread out, the narrower is the mainlobe, but at
the expense of high sidelobes. Therefore, designing such a system based only
on asymptotic analysis would result in poor threshold performance.
In this part of the thesis we will develop a model of the threshold region
performance of the ML DOA estimator. Actually, the basic principles behind
the approach adopted herein could be used to model the threshold behavior of
any estimator that is the minimizer of some multimodal criterion function.
We will treat the ML estimation problems for both the deterministic and
stochastic signal models. In order to make the presentation clearer we start
with the simplest case ﬁrst, which is that of a single source. Then we extend
the analysis to multiple sources. The basic ideas carry over to the multi-
source problem in a straightforward manner, but the technical details become
considerably more intricate. Before we present the analysis, let us ﬁrst give
a little more background on the ubiquitous threshold eﬀect.
8.1 The Threshold Eﬀect
The threshold eﬀect of nonlinear estimators and detectors is a well known
phenomenon, see e.g. [Woo53, WJ65, Tre68, RB74]. In Figure 8.1 we try to
illustrate the threshold behavior of the ML DOA estimator. The plot shows
the MSE of the ML estimator and the CRB as a function of the SNR on a log-
log scale. We can distinguish three diﬀerent regions of operation. For high
SNR the ML estimator attains the CRB. This is called the asymptotic region.
When decreasing the SNR, at some point the MSE starts to rapidly deviate
from the CRB. We call this point the threshold and the range of SNRs around
it we refer to as the threshold region. For very low SNR the ML estimates
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are practically uniformly distributed across the entire parameter space and,
thus, provide no information. We call this the no information region. In this
region, the MSE is equal to the a priori variance.
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Figure 8.1: Diﬀerent regions of operations of the ML DOA estimator.
Evidently, the CRB cannot predict the rapid deterioration of the ML
performance below the threshold. This is due to the fact that the CRB is a
local bound that depends essentially on the shape of the mainlobe in the ML
criterion function, whereas the threshold eﬀect is caused by large errors far
away from the mainlobe. We call these large errors outliers. Figure 8.2 shows
how an outlier may occur for the case of a single source in white Gaussian
noise. The ML estimator is then equivalent to ﬁnding the maximum in the
conventional beamformer spectrum. The left plot shows the array beampat-
tern in the absence of noise. The beampattern has its global maximum at
the true DOA which is zero. The right plot shows the beamformer spectrum
when noise is present. In this case the global maximum is at a sidelobe peak;
an outlier has occurred.
Clearly, the probability of outlier is related to the noise power and the
sidelobe level in the array beampattern. Arrays having high sidelobes are
more prone to deliver outliers than arrays with low sidelobes. Therefore, the
threshold eﬀect is more prominent for sparse arrays than for ULAs with a
half-wavelength element separation. For a sparse array, the threshold can
occur at a relatively high SNR. Thus, the threshold eﬀect sets a limit to the
degree of sparsity that can be tolerated. These issues are dealt with in more
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Figure 8.2: The left plot shows the array beampattern in the absence of
noise. The right plot shows the beamformer spectrum when noise is present.
This example is for an 8 element sparse array with element positions {0 1 2
11 15 18 21 23} λ/2, where λ is the wavelength.
detail in Chapter 11.
8.2 Performance Bounds
We have seen that the CRB cannot be used to predict the threshold eﬀect of
the ML estimator. As alluded to previously, the reason for this is that it is
a local bound that only considers small deviations from the true parameter
values. Several other lower bounds have been developed over the years that
take the eﬀect of large errors into account. With these bounds it is possible
predict the threshold eﬀect. Examples of such bounds are the Barankin
[Bar49], Ziv-Zakai [ZZ69], and Weiss-Weinstein [WW85] bounds.
The Crame´r-Rao and Barankin bounds belong to the “classical” bounds,
which treat the parameters as unknown deterministic quantities. They pro-
vide lower bounds on the MSE of the parameter estimates for each possible
value of the parameter. In order not to obtain the trivial bound of zero,
some restriction must be imposed on the estimator. The restriction that
these bounds impose is that the estimator must be unbiased.
Another class of bounds are Bayesian bounds, which assume that the pa-
rameters are random variables with known prior distributions. They provide
bounds on the global MSE averaged over the prior distributions. There are
no restrictions on the estimators which they apply to. In contrast to classical
estimation theory, Bayesian theory provides an explicit solution for the min-
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imum mean square error (MMSE) estimator, which is the conditional mean
estimator [Kay93]. There is also a version of the CRB that applies to random
parameters, called the Bayesian CRB, see [Tre68]. For a thorough treatment
of Bayesian bounds in parameter estimation, see [Bel95].
A crucial issue with regard to using lower bounds for predicting the
threshold behavior is if they are tight, i.e. if there actually exists an estimator
that can attain the bound. The MSE of the Bayesian MMSE estimator is of
course a tight lower bound under the Bayesian framework, and the original
formulation of the Barankin bound is also the greatest lower bound under
the appropriate assumptions. Unfortunately, these bounds are impractical to
compute for all but the simplest of problems. Therefore, other lower bounds
have been developed that are more practical to compute, such as the Weiss-
Weinstein and Ziv-Zakai bounds, and a simpler form of the Barankin bound
in [MH71].
Several authors have applied these bounds to the DOA estimation prob-
lem, see [Ver87, DeL93, NV94, Ngu94, Bel95, BET96, ZS98, AE00, Ath01b,
BS01]. The Weiss-Weinstein and Ziv-Zakai bounds appear to give a rea-
sonable prediction of the performance of the ML estimator in the threshold
region for a single source. The simpliﬁed versions of the Barankin bound ap-
pears to be weaker. However, care has to be taken when interpreting Bayesian
bounds, since they can be strongly inﬂuenced by the parameter values which
produce the largest errors. This makes it diﬃcult to apply these bounds to
the multi-source DOA estimation problem. If, for example, two sources are
present, the estimation error will be very large when the DOA separation
is small whereas the error will be small if the separation is large. Since the
Bayesian MSE is averaged over all parameter values, it will be dominated by
the MSE for small source separations.
A way to overcome this problem is to condition on a particular DOA
separation and evaluate the bound for this separation. However, this intro-
duces information that is not normally available a priori which would lead
to a weak bound. In [NV94, Ngu94] the Weiss-Weinstein bound was imple-
mented for a two-source DOA estimation problem. Simulations showed that
this bound was far too optimistic in predicting the MSE of the ML estimator
in the threshold region. Another way could be to adjust the prior distribu-
tion in order to compensate for the strong dependence of the error on the
parameter values. We will not pursue these issues any further in this thesis.
The diﬃculty in applying these bounds to accurately estimate the threshold
of the ML estimator for the two-source problem was also noted in [Tre02,
Section 8.12.2].
We may identify two tracks to study the fundamental limitations in an
estimation problem. On the one hand we can study diﬀerent performance
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bounds that are more or less tight. On the other hand we can study the
performance of the best estimator that we know of. Usually, this estimator
is the ML estimator. In this part of the thesis the main focus is on the
performance of the ML estimator. The reasons for this are summarized in
the following list
• Tight (and computable) lower bounds for the multi-source DOA esti-
mation problem are not available in the literature.
• For the single source problem, there is still a gap between the best lower
bound that we know of and the performance of the ML estimator.
• To the author’s knowledge, no estimator with better threshold perfor-
mance than the ML estimator is known. Therefore, the MSE of the ML
estimator might serve as a “practical” lower bound. In Chapter 11 we
will show an example in which the performance of the ML estimator is
very close to that of the MMSE estimator.
• There seems to be no general analysis available in the literature that
provides an accurate characterization of the threshold region perfor-
mance of the ML DOA estimator.
• Developing models for the MSE of the ML estimator may provide new
insights that are not obvious to interpret in lower bounds.
• Lower bounds like the Weiss-Weinstein and Barankin bounds are far
from trivial to implement. For example, they require maximization
over a set of “test points”, and if these are not chosen judiciously one
may encounter numerical problems.
• Bayesian bounds, which appear to be the tightest ones, require that
prior distributions are assigned to all unknown parameters. It is not
obvious how to assign such prior distributions.
Although the main focus of this part of the thesis is on modeling the MSE
of the ML estimator, we will also, on several occasions, include discussions on
bounds. It is interesting to compare the performance predictions the bounds
provide with the MSE approximations that we will develop in the sequel.
8.3 Outline and Contributions
Part II of the thesis is organized as follows. First, we will develop a model
for the performance of the ML DOA estimator for the single source case.
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We then generalize this analysis to account for multiple sources. The thesis
ends with two self-contained sections with application examples that provide
further insights into the problem of DOA estimation in the threshold region.
These examples deal with the single source problem.
In the ﬁrst example, we study an interferometric-like DOA estimation
system consisting of two widely separated subarrays. A discussion on Bayes-
optimal DOA estimation is included and we argue that the ML estimator
can be considered as “nearly” optimal for this problem also when taking the
threshold eﬀect into account.
In the second example, we use the Weiss-Weinstein lower bound to op-
timize the element positions in sparse arrays. Even if this bound is not
perfectly tight, one might conjecture that the relevant system design param-
eters have similar impact on the actual performance as they have on the
bound.
The main contribution of the second part of this thesis is that it provides
an extensive study of the threshold properties of the ML DOA estimator. The
asymptotic properties of this estimator are fairly well known. It has been
shown that the stochastic ML (SML) estimator achieves the corresponding
CRB as the number of snapshots tends to inﬁnity in [SN90b]. In [Vib93]
it was shown that the SML estimator when applied to deterministic signals
reaches the deterministic CRB as the SNR tends to inﬁnity. However, a high
SNR analysis of the SML estimator when applied to stochastic signals seems
to be lacking in the literature. As for the deterministic ML (DML) method,
it was shown to be asymptotically eﬃcient as the SNR [Vib93] or number of
sensors [Vib95] tends to inﬁnity. Furthermore, it has been shown that the
DML estimator does not achieve the CRB as the number of snapshots tends
to inﬁnity, unless the number of sensors also tends to inﬁnity [SN89]. The
threshold region properties of the ML DOA estimators appears to be a less
explored area. To quote [Asy98], the ﬁnite-sample (or SNR, etc.) behavior
of most detection or estimation methods is terra incognita.
The basic idea behind the threshold region analysis presented herein dates
back to [Tre68]. This concept was applied successfully in [RB74] for pre-
dicting the threshold behavior of ML frequency estimation of a single tone.
Because of the duality between frequency and DOA estimation one can also
apply the analysis in [RB74] to this problem. However, there are a couple
of simplistic assumptions in [RB74] that are not appropriate for DOA esti-
mation with sensor arrays, especially when nonuniform arrays are employed.
Furthermore, their analysis is not applicable to the multi-source problem.
In [Ver87, VH91], the approach of [RB74] was implemented for the single
source DOA estimation problem, and was found to deliver overly optimistic
performance predictions. An improvement was suggested by an empirical
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modiﬁcation of the method in [RB74]. For the particular problem setup in
[Ver87, VH91] the results were accurate.
In this thesis, we provide a more theoretically well-founded approach
than the one in [Ver87, VH91]. It is a reﬁned version of the approach in
[RB74] that is also applicable to nonuniform arrays and the multi-source
problem. We published the results on the ML threshold analysis in [Ath02a,
Ath02b, Ath02c]. Independently, and about the same time, a very similar
analysis for a matched-ﬁeld problem in sonar signal processing was published
in [Xu01, Xu02]. An important diﬀerence is that [Xu01, Xu02] treats the case
of one signal that has multiple parameters, whereas in [Ath02b] we treat the
case of multiple sources and one parameter per source. We also treat the case
of deterministic signals, which is not covered in [Xu01, Xu02]. Very recently,
[Ric03] applied the same analysis to handle colored noise and secondary data
for the case of a single deterministic signal. The results presented in Section
10.4 on the threshold analysis of the SML estimator for the multi-source
problem have not been published elsewhere.
The main contribution of the application example in Section 11.1 is that
it provides some further insights into DOA estimation using two separated
subarrays. Several authors have treated various, more narrow, aspects of this
problem. In [ZS98] the CRB was compared with the Weiss-Weinstein bound,
in [LvdVD99, WZ98, ZW00] estimation algorithms speciﬁcally designed to
resolve ambiguities were presented and in [Bom00] the ML estimator and
the Barankin bound were computed for this array structure. This section
is an extended version of [AE00], and a continuation of this work has been
presented in [ES02].
Finally, in the last section, we propose a method for optimizing the ele-
ment positions in sparse linear arrays. Diﬀerent approaches to optimizing the
element positions with respect to DOA estimation accuracy have been taken
in the literature. In [AGGS96, GB97], the element positions of non-uniform
linear arrays were optimized by minimization of the CRB. A problem with
this approach is that high sidelobes have no eﬀect on the CRB.
Various approaches have been proposed to account for the eﬀect of high
sidelobes. In [VE99] the mainlobe area was minimized subject to a peak
sidelobe constraint and in [AS00] competitive criteria involving maximum
aperture and identiﬁability were considered. Although these approaches are
intuitively appealing, there is no explicit connection between these ambigu-
ity/aperture trade-oﬀs and the resulting MSE. Herein, we propose a novel
criterion for optimizing the element positions of sparse linear arrays. The
criterion used is the SNR threshold of the Weiss-Weinstein lower bound. In
this way we take near ambiguities into account while having an immediate
link to the attainable MSE. An interesting result is that the array obtained
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from the optimization and the so called minimum redundancy array [Mof68]
have nearly identical Weiss-Weinstein lower bounds for the single source case.
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Chapter 9
ML DOA Estimation of a Single
Source
In this chapter we will present an analysis of the threshold region performance
of the ML DOA estimator for the single source case. We will consider this
case in somewhat more detail than the multi-source problem. The reason for
this is twofold:
1. It is easier to provide pedagogical clarity in the single source case since
the multi-source problem is technically more awkward.
2. Validating the theoretical analysis with Monte Carlo simulations is very
time-consuming for the multi-source problem. The single source prob-
lem permits us to study more aspects of the inherent limitations in the
DOA estimation problem since time constraints are not that restrictive.
9.1 Data Model And Problem Formulation
Consider an array with K sensors receiving a single narrowband signal from
a far-ﬁeld source. For simplicity, assume that the array and the source are
coplanar so that the DOA can be characterized by the azimuthal angle only.
The complex baseband array output is modeled by the K × 1 vector
x(t) = a(θ0)s(t) + n(t), t = 1, . . . , N (9.1)
where a(θ0) is the K×1 array steering vector that models the array response
to a unit waveform from the DOA θ0, measured relative to the array bore-
sight. The sensors are assumed to be omnidirectional with unity gain. The
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array steering vector then takes the form
a(θ) =
[
e−jπd1 sin θ . . . e−jπdK sin θ
]T
, (9.2)
where dk, k = 1, . . . , K are the sensor positions in units of half wavelengths.
Furthermore, N denotes the number of snapshots, s(t) is the complex am-
plitude at baseband of the impinging wavefront and n(t) is an additive noise
term. The noise n(t) is assumed to be a stationary, zero mean, complex
Gaussian process with second order moments
E[n(t)nH(τ)] = σ2nI δt,τ (9.3)
E[n(t)nT (τ)] = 0 ∀ t, τ, (9.4)
where δt,τ is the Kronecker delta. Thus, the noise is assumed to be spatio-
temporally white with variance σ2n.
Two diﬀerent models for the signal, s(t), will be considered; the stochastic
and deterministic models. In the stochastic model, the signal is assumed to
be a stationary, zero mean, complex Gaussian process with second order
moments
E [s(t)s∗(τ)] = σ2sδt,τ (9.5)
E [s(t)s(τ)] = 0 ∀ t, τ. (9.6)
The signal is thus assumed temporally white with variance σ2s . Furthermore,
it is assumed that the signal and the noises are statistically independent.
In the deterministic model, the signal samples {s(t)}Nt=1 are regarded as un-
known, deterministic parameters that have to be estimated. The signal is
considered nonrandom, i.e. the sequence {s(t)}Nt=1 is frozen in all realizations
of {x(t)}Nt=1, only {n(t)}Nt=1 varies. Under the stochastic model assumption,
the signal is random, i.e. also the sequence {s(t)}Nt=1 varies from realization
to realization. One may also think of the deterministic model as having con-
ditioned on a particular realization of a random s(t). Therefore, the models
are also sometimes referred to as unconditional and conditional models, see
[SN90b].
The problem considered herein is; given the noisy measurements x(t), t =
1, . . . , N , to estimate the DOA of the far-ﬁeld source. For mathematical con-
venience, the estimation of u0  sin θ0 will be considered. More speciﬁcally,
our aim is to develop analysis tools that are able to accurately characterize
the performance of the ML estimator in the threshold region, where tradi-
tional tools such as the CRB are too optimistic. When designing a DOA
estimation system, it is usually desired to operate above threshold. It is
therefore important to be able to determine whether a speciﬁc design will
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make the system operate above threshold or not. This is of particular inter-
est in sparse array design where the threshold eﬀect is more prominent, since
such arrays will have high sidelobes due to the spatial undersampling.
It is easy to show that ML estimation of u0, under the stochastic or
deterministic model assumption, amounts to ﬁnding the maximum of the
beamformer spectrum1
V (u) =
1
N
N∑
t=1
|aH(u)x(t)|2 = aH(u)Rˆa(u), (9.7)
where Rˆ = 1
N
∑N
t=1 x(t)x
H(t) is the sample covariance matrix and u  sin θ.
The ML estimator is thus the same under the stochastic and deterministic
models for the case of a single source in white Gaussian noise. However,
the performance analysis will be diﬀerent since the measured data in Rˆ have
diﬀerent statistical properties under the two models.
A property of the array that is intrinsic to the performance of any DOA
estimation algorithm is the beampattern, deﬁned by
g(u, u0) = a
H(u)a(u0) =
K∑
k=1
ejπdk(u−u0). (9.8)
The beampattern thus represents the complex gain as a function of u of a
beamformer steered toward the direction u0. Usually, we are mostly inter-
ested in the modulus of the beampattern. Therefore, it should be understood
that whenever we speak of the beampattern in the sequel, we mean |g(u, u0)|.
The beampattern is characterized by a mainlobe and a number of sidelobes.
The beamformer spectrum can be seen as a noise-corrupted version of the
beampattern. When the SNR is high, the ML estimate will be close to the
beampattern’s mainlobe peak. At low SNR, however, the noise may cause
a sidelobe to become of greater magnitude than the mainlobe. In this case,
the ML estimator will pick the sidelobe peak as the estimate, yielding a large
estimation error. Such estimates are termed outliers and they are the cause
of the threshold eﬀect.
9.2 Approximation of the MSE
In this section, an approximation to the MSE of the ML estimator that
takes the threshold eﬀect into account is derived. The basic idea behind the
1For the deterministic model it is trivial (just replace A with a in (1.53)). For the
stochastic model, this requires that |a(u)| is independent of u, see [Vib95]. Evidently, this
holds for the steering vector in (9.2). In Section 11.1.4 we show it for the case of known
SNR. However, it turns out that the form of the estimator is independent of the SNR.
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approximation is to divide the MSE into two parts. The ﬁrst part is due to
small errors close to the true value. These local errors are well described by
standard analysis tools, such as the CRB and Taylor expansions. The second
part is due to outliers from the sidelobe region. Since the CRB and Taylor
expansions are local in nature, large errors from outliers will not be captured
by such an analysis.
By the total probability theorem, the MSE can be written as a sum of
two parts according to
E [(uˆ− u0)2] =Pr[ no outlier ] E [(uˆ− u0)2| no outlier ]
+ Pr[ outlier ] E [(uˆ− u0)2| outlier ], (9.9)
where “outlier” denotes the event that the global maximum in the beam-
former spectrum is outside the mainlobe area (e.g. the null-to-null beam-
width). The idea to divide the MSE in this manner is not new, see e.g.
[Tre68, RB74]. In [Tre68, RB74] it was assumed that the distribution of the
estimates is uniform when an outlier occurs, since the signal has little inﬂu-
ence. Although this is a reasonable assumption in the no information region,
it is a crude approximation in the threshold region. In Figure 9.1 we plot the
beampattern of a four element minimum redundancy array (MRA) together
with a histogram of 2 · 105 ML estimates for an SNR value in the threshold
region. Clearly, the histogram has the same shape as the beampattern. It
should therefore be possible to obtain a more accurate approximation of the
MSE in the threshold region if knowledge of the beampattern was incorpo-
rated.
In order to obtain a more reﬁned, and yet simple, approximation of the
MSE and probability of outlier we approximate the continuous beampattern
with a discretized version according to
g˜(u, u0) =
Np∑
n=0
g(un, u0)δ(u− un). (9.10)
A reasonable approximation is to sample the continuous beampattern at the
peaks. We then let u0 be the mainlobe peak and un, n = 1, . . . , Np, be the
sidelobe peaks. Invoking the total probability theorem again, we obtain for
the second term in (9.9)
Pr[ outlier ] E [(uˆ− u0)2| outlier ] =
N∑
n=1
Pr[ sidelobe n] E [(uˆ− u0)2| sidelobe n], (9.11)
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Figure 9.1: Beampattern for a 4 element MRA and histogram of DOA esti-
mates. Deterministic model, 1 snapshot, SNR = 1 dB.
where the notation “sidelobe n” means the event that the n-th sidelobe peak
in the discretized beamformer spectrum is of greater magnitude than all other
peaks. The conditional MSE when an outlier comes from the n-th sidelobe
peak is simply given by
E [(uˆ− u0)2| sidelobe n] = (un − u0)2. (9.12)
This, in eﬀect, means that we have ignored the local variations around the
sidelobe peaks.
In order to obtain a good approximation to the MSE also at high SNR,
the local errors around the true direction need to be considered. To achieve
this, the MSE conditioned on the event that no outliers have occurred will
be approximated by the CRB. The approximation to the total MSE thus
becomes
E [(uˆ− u0)2] = Pr[ no outlier ] CRB +
Np∑
n=1
Pr[ sidelobe n] (un − u0)2.
(9.13)
This approximation is actually quite general since nothing speciﬁc to the
ML estimator has been used in its derivation. It could be applied to any
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estimation algorithm that ﬁnds its estimates by searching for the maximum
(or minimum) of some cost function. If the estimator is not asymptotically
eﬃcient, the CRB in (9.13) should be replaced with the asymptotic variance
of the estimator (if known). The problem speciﬁc quantities are the outlier
probabilities, which will depend on the statistics of the cost function, and
the CRB which will depend on the data model.
The CRB for the deterministic model has been derived in [SN89]. For a
single source (and the assumptions in Section 2) this can be written as
CRB =
1
2π2SU
, (9.14)
where
S  K
σ2n
N∑
t=1
|s(t)|2 (9.15)
U  1
K
K∑
m=1
(
dm − 1
K
K∑
n=1
dn
)2
. (9.16)
Here, S may be interpreted as the total SNR integrated over the spatial
and temporal samples and U as the variance of the element positions. The
stochastic CRB has been derived in [SN90b], which for a single source can
be expressed as
CRB =
K · SNR + 1
2π2NK2SNR2U
, (9.17)
where
SNR  σ2s/σ2n. (9.18)
Note that the deterministic and stochastic CRB coincide for high SNR if one
lets σ2s =
1
N
∑N
t=1 |s(t)|2.
9.3 Probability of Outlier
This section presents derivations of the outlier probabilities needed for ob-
taining the MSE approximation in (9.13). These probabilities also have an
interest in their own, since the MSE may not be the only performance mea-
sure to consider. In fact, in some applications the probability of outlier may
be a more relevant measure than the MSE. One might consider an outlier
as an unacceptable event and that the actual size of the error, in this event,
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is immaterial. In such a case, a measure of local accuracy (e.g. the CRB)
together with the probability of outlier may provide more adequate informa-
tion. Still, it is interesting to obtain an accurate MSE approximation since,
by predicting the threshold, we can tell under which conditions we can rely
on asymptotic results. Herein, we develop models for all these quantities and
it is the user’s choice which one to pick for a particular application.
Now, the probability of outlier is the probability of the union of events
that one of the sidelobe peaks is higher than the mainlobe peak, i.e.
Po = Pr
[
Np⋃
n=1
{V (un) > V (u0)}
]
, (9.19)
where Po denotes the probability of outlier. Since the events {V (un) > V (u0)}
are not disjoint, exact computation of this probability is a diﬃcult, if not im-
possible, task. However, recall the following rule from elementary probability
theory [GS92]
Pr
[
Np⋃
n=1
An
]
=
∑
n
Pr[An]−
∑
n<m
Pr[An ∩ Am] +
∑
n<m<k
Pr[An ∩ Am ∩ Ak]
+ (−1)Np+1 Pr[A1 ∩ A2 ∩ · · · ∩ ANp ], (9.20)
where An, n = 1, . . . , Np, are events and
∑
n<m sums over all unordered pairs
(n,m) for n < m. Actually, the probability on the left hand side is upper
bounded by the ﬁrst sum on the right hand side. This inequality is in the
literature referred to as the union bound or Boole’s inequality.
If we let An be the event {V (un) > V (u0)}, we see that the other sums in
(9.20) contain probabilities of events that two or more sidelobe peaks simul-
taneously are higher than the mainlobe peak. At high SNR it is very unlikely
that a sidelobe peak is higher than the mainlobe peak. The event that two
or more sidelobe peaks simultaneously are higher than the mainlobe peak is
then even more unlikely. In this case, the ﬁrst sum in (9.20) would be a good
approximation to the probability on the left hand side. In fact, as we will
demonstrate later, this approximation is good also in the threshold region.
Not until the SNR is so low that we are in the no information region, does the
approximation degrade. Since the estimator is more or less useless anyway
in this region, we have no interest in modeling the performance under such
conditions. Therefore, we will not try ﬁnd a more accurate approximation.
Hence, we approximate the probability of outlier in (9.19) by
Po ≈
Np∑
n=1
Pn, (9.21)
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where
Pn  Pr [V (un) > V (u0)] . (9.22)
We call the approximation in (9.21) the union bound approximation of the
probability of outlier.
Let us digress brieﬂy and note an interesting connection to detection
theory. We can interpret our estimation problem as an Np-ary detection
problem commonly encountered in e.g. communication theory. The peaks
in the beampattern then correspond to receiver outputs matched to diﬀer-
ent signal waveforms. The mainlobe peak corresponds to the output of the
receiver matched to the transmitted signal. Furthermore, the probability of
outlier in the estimation problem corresponds to the probability of error in
the detection problem. The individual probabilities, Pn, are in communi-
cation theory often referred to as the pairwise error probabilities. We will
also use this term in the sequel when referring to the probabilities in our
estimation problem.
The next probability that needs to be computed is Pr[ sidelobe n], i.e. the
probability that the global maximum in the discretized beamformer spectrum
is at the n-th sidelobe peak in the beampattern. This probability is also dif-
ﬁcult to compute exactly. Again, a union bound will be used to approximate
this probability. The sought probability can be expressed as
Pr[ sidelobe n] = 1− Pr
 Np⋃
k=0
k =n
{V (uk) > V (un)}
 . (9.23)
Now, the probability on the right hand side is approximated by its union
bound according to
Pr
 Np⋃
k=0
k =n
{V (uk) > V (un)}
 ≈ Np∑
k=0
k =n
Pr [V (uk) > V (un)]
≈ Pr [V (u0) > V (un)] , (9.24)
where only the dominant term in the sum has been retained. This term is
the probability that the mainlobe is higher than sidelobe n, which is much
higher than the probabilities that one of the other sidelobes is higher than
sidelobe n. Using these approximations, we obtain
Pr[ sidelobe n] ≈ 1− Pr [V (u0) > V (un)] = Pn. (9.25)
118
9.3. PROBABILITY OF OUTLIER
Thus, the problem has been reduced to computing the pairwise error prob-
abilities, Pn, n = 1, . . . , Np. Returning to the MSE approximation in (9.13),
this can now be written as
E [(uˆ− u0)2] ≈
(
1−
Np∑
n=1
Pn
)
CRB +
Np∑
n=1
Pn (un − u0)2. (9.26)
This is the ﬁnal expression for MSE approximation that will be used in the
rest of this chapter.
In order to compute Pn, let y0 and yn denote the beamformer outputs
when steered to the directions u0 and un respectively, i.e.
y0(t) = a
H(u0)x(t) = Ks(t) + a
H
0 n(t) (9.27)
yn(t) = a
H(un)x(t) = a
H
n a0s(t) + a
H
n n(t), (9.28)
where, for brevity, a0  a(u0) and an  a(un). Using (9.7), (9.22), (9.27)
and (9.28) we obtain
Pn = Pr
[
N∑
t=1
(|y0(t)|2 − |yn(t)|2) < 0
]
. (9.29)
Since y0 and yn are linear transformations of the same complex, Gaussian
random vector x, they are jointly Gaussian random variables. The transfor-
mation is not orthogonal (except when un is at a null in the beampattern),
which means that y0 and yn are correlated. In order to compute this probabil-
ity, we will use a result from Appendix B in [Pro95]. Therein, the probability
that a Hermitian quadratic form in complex Gaussian random variables is
less than zero is computed. The sum in (9.29) is a special case of such a
quadratic form. The moments of y0 and yn will be diﬀerent under the de-
terministic and stochastic model assumptions, giving diﬀerent probabilities.
The next two subsections will present the resulting probabilities for the two
models.
9.3.1 Deterministic Signal Model
Under the deterministic signal model, the means of y0 and yn are
E [y0] = Ks(t) (9.30)
E [yn] = a
H
n a0s(t), (9.31)
while the second order moments are given by
Var[y0] = Var[yn] = Kσ
2
n (9.32)
Cov[y0, yn] = a
H
0 anσ
2
n. (9.33)
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Applying the results from [Pro95], we obtain the following expression for Pn
after some straightforward algebra
Pn = Q
(√
S
2
(
1−
√
1− r2n
)
,
√
S
2
(
1 +
√
1− r2n
))
− e−S/2
[
I0
(
rnS
2
)
− 1
22N−1
I0
(
rnS
2
)N−1∑
m=0
(
2N − 1
m
)
− 1
22N−1
N−1∑
m=1
Im
(
rnS
2
)((
1 +
√
1− r2n
rn
)m
−
(
1−√1− r2n
rn
)m)
×
N−1−m∑
k=0
(
2N − 1
k
)]
, (9.34)
where
Q(α, β) =
∫ ∞
β
te−(t
2+α2)/2I0(αt) dt (9.35)
is Marcum’s Q function and
Im(x) =
(x/2)m√
πΓ(m + 1
2
)
∫ π
0
ex cos θ sin2m θ dθ =
∞∑
k=0
(x/2)2k+m
k!Γ(m + k + 1)
(9.36)
is the modiﬁed Bessel function of the ﬁrst kind and order m. Furthermore,
S was deﬁned in (9.15) and
rn 
|aH0 an|
K
, (9.37)
which may be interpreted as the relative sidelobe level.
Although the expression for Pn might appear somewhat unwieldy, it de-
pends only on three characteristic quantities: the integrated SNR, S, the
relative sidelobe level, rn, and the number of snapshots, N.
A simpler expression is obtained if we consider the special case of a single
snapshot. Equation (9.34) then simpliﬁes to
Pn = Q
(√
S
2
(
1−
√
1− r2n
)
,
√
S
2
(
1 +
√
1− r2n
))
− 1
2
e−S/2I0
(
rnS
2
)
(9.38)
A fairly accurate approximation of this expression is given by [Ath02a]
Pn ≈ 1
2
e−S/2I0
(
rnS
2
)
. (9.39)
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9.3.2 Stochastic signal model
In the stochastic model, both y0 and yn are zero mean. The second order
moments are given by
E [y0y
∗
0] = K
2σ2s + Kσ
2
n (9.40)
E [yny
∗
n] = |aHn a0|2σ2s + Kσ2n (9.41)
E [y0y
∗
n] = Ka
H
n a0σ
2
s + a
H
n a0σ
2
n. (9.42)
Results from [Pro95] can be used again to obtain Pn according to
Pn =
1
(1 + qn)2N−1
N−1∑
m=0
(
2N − 1
m
)
qmn , (9.43)
where
qn =
√
1 +
4σ2n(Kσ
2
s + σ
2
n)
K2σ4s(1− r2n)
+ 1√
1 +
4σ2n(Kσ
2
s + σ
2
n)
K2σ4s(1− r2n)
− 1
. (9.44)
A simpler expression is obtained if we study the special case of a single
snapshot:
Pn =
1
2
(
1−
(
1 +
4σ2n(Kσ
2
s + σ
2
n)
K2σ4s(1− r2n)
)−1/2)
. (9.45)
An interesting, and somewhat unexpected, property of the stochastic ML
estimator appears if we study the behavior of Pn for high SNR. For σ
2
s  σ2n,
(9.43) reduces to
Pn =
(
2N − 1
N − 1
)
· 1
[K(1− r2n) SNR]N
, (9.46)
where SNR = σ2s/σ
2
n. Hence, Pn decreases as 1/SNR
N for suﬃciently high
SNR. For the case of a single snapshot, i.e. N = 1, (9.46) becomes
Pn =
1
K(1− r2n)SNR
. (9.47)
Furthermore, we make the approximation, 1 −∑n Pn ≈ 1, which is very
accurate for high SNR. Substituting into (9.26), the MSE approximation for
high SNR becomes
E [(uˆ− u0)2] ≈ CRB + 1
K · SNR
Np∑
n=1
(un − u0)2
1− r2n
. (9.48)
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The stochastic CRB is proportional to 1/SNR at high SNR according to
(9.17). Hence, the outlier terms in (9.48) cannot be neglected when letting
SNR→∞. Therefore, the MSE will never reach the CRB when SNR→∞.
The stochastic ML estimator is thus not asymptotically eﬃcient as SNR →
∞ for the case of a single snapshot. For N > 1, the outlier contribution
to the MSE decreases as 1/SNRN and can thus be neglected when letting
SNR → ∞. In this case, the eﬃciency of the ML estimator hinges upon
whether the local errors are small enough to reach the CRB.
Somewhat surprisingly, we have found in simulations that not even the
local errors appear to reach the CRB for high SNR. The distance between
the ML MSE and the CRB seems to decrease inverse proportionally to the
number of snapshots for high SNR. We have not veriﬁed this observation
theoretically, nor have we found any other work that derives the high SNR
asymptotics for the ML estimator under the stochastic signal model. We
leave this as a topic for future research.
9.4 Simulation Results
In this section we will present some results of Monte Carlo simulations of
the ML estimator under the deterministic and stochastic signal models. The
results will be compared with the approximations that we described in the
previous section. Our objectives are to justify the theoretical models we
have developed and to gain some further insights into the threshold region
behavior of the ML estimator.
The ML estimator was implemented by ﬁrst computing the beamformer
spectrum according to (9.7) on a coarse grid. Subsequently, a ﬁne grid search
was performed around each local maximum found in the ﬁrst step. The ﬁnal
estimate was then obtained as the DOA corresponding to the maximum peak
after the ﬁne searches. The ﬁne searches are needed for two reasons. Firstly,
in order to locate the true maximum in the underlying continuous beam-
former spectrum, the peaks must be sampled very close to their maxima. If
the sampling is too coarse, there is a risk of picking the wrong peak if two
peaks have similar magnitude. Secondly, we do not want the ﬁnite sampling
grid to be the factor that bounds the variance of the estimator. Therefore,
the sampling grid must be a fraction of the CRB if the error variance is ever
going to reach the CRB.
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9.4.1 Deterministic signal model
We will present the results for the deterministic case in a number of examples
that illustrate various aspects of the threshold region behavior of the ML
estimator. Since the threshold eﬀect is most prominent for sparse arrays,
we will use a particular sparse array structure called minimum redundancy
arrays (MRAs) [Mof68] in the examples. In all examples we will use the 8
element MRA with element positions (normalized by λ/2) given by
{0 1 2 11 15 18 21 23}. The modulus of the normalized beampattern, given
by
|g¯(u, u0)| = |aH(u)a(u0)|/K, (9.49)
is plotted in Figure 9.9, when steered to boresight (i.e. u0 = 0). For com-
parison purpose we also plot the normalized beampattern of the 8 element
ULA with λ/2 element spacing. The null-to-null beamwidth is 0.12 for the
MRA and 0.50 for the ULA. The peak sidelobe level of the MRA is -5.7 dB
whereas the ULA has its peak sidelobe at -13 dB.
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Figure 9.2: Beampattern for an 8 element MRA and ULA.
Example 9.1: Figure 9.3 shows a plot of the pairwise error probability, Pn,
as a function of the integrated SNR, S, for the case of a single snapshot. The
true DOA is u0 = 0 and Pn is computed for un = 0.10, which corresponds
to the sidelobe peak closest to the mainlobe in the beampattern of the 8
element MRA. The relative sidelobe level, rn, is -5.7 dB. The solid curve
shows Pn according to the exact expression in (9.34) and the dashed curve
123
CHAPTER 9. ML DOA ESTIMATION OF A SINGLE SOURCE
the approximation in (9.39). The dots show the result of a Monte Carlo
simulation with 107 trials for S < 15 dB and 108 trials for S > 15 dB. The
agreement between the analytical expression in (9.34) and the simulation
results is good, which is expected since no approximations were made in the
derivation of this probability. We can also observe that the approximation
in (9.39) is fairly accurate. 
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Figure 9.3: Pairwise error probability vs integrated SNR for the 8 element
MRA; deterministic model, one snapshot.
Example 9.2: Figure 9.4 shows a plot of the pairwise error probability,
Pn, as a function of the number of snapshots, N , a for constant signal,
s(t) = 0.5ejπ/4, and noise variance σ2n = 1. Otherwise, the same array
and simulation parameters as in the previous example were used. The solid
curve shows Pn according to (9.34) and the markers show the result of a
Monte Carlo simulation with 107 trials. The ﬁgure shows that the analytical
calculation of Pn is also correct for multiple snapshots. 
Example 9.3: In order to check the accuracy of the union bound and MSE
approximations in (9.5) and (9.26), respectively, we performed a Monte Carlo
simulation of the ML estimator. Figure 9.5 shows the probability of outlier
and MSE for diﬀerent values of the integrated SNR. We used the same array
as in the other examples and we show the case of a single snapshot. The
number of Monte Carlo trials was 2 · 105 for S < 15 dB and 106 for S > 15
dB. An outlier was deﬁned as an estimate outside the ﬁrst null on either side
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Figure 9.4: Pairwise error probability vs the number of snapshots for the 8
element MRA; deterministic model, s(t) = 0.5ejπ/4, σ2n = 1.
of the mainlobe. We see that the union bound approximation is good for
high SNR and poor for low SNR. Comparing with the MSE plot below we
see that the union bound approximation is accurate in the threshold region.
The bottom plot in Figure 9.5 shows that the derived MSE approximation
is very accurate in modeling the performance of the ML estimator. Only in
the no information region does the approximation deviate from the simulation
results. This is obviously due to that the union bound is not tight in this
region. However, we do not consider this discrepancy as a deﬁciency of the
MSE approximation, since the estimator is more or less useless anyway in
this region.
We also compared the MSE approximation and simulation with the
Crame´r-Rao and Barankin bounds. The CRB was given in (9.14) and the
Barankin bound was computed according to [TK99]. As expected, the CRB
is attained for high SNR but does not predict the threshold eﬀect. This is
done by the Barankin bound, but the prediction of the SNR threshold is far
too optimistic. 
Example 9.4: It is interesting to compare the MSE of an MRA with that
of an ULA when both arrays have the same number of elements. Figure 9.6
shows the result from a simulation with the same 8 element MRA used before
and an 8 element ULA with λ/2 element separation. The solid curves are
the MSE approximations, the dashed are the corresponding CRBs, and the
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markers are the results from Monte Carlo simulations with 2 ·105 trials. The
number of snapshots in these simulations was one. As expected, the MRA
has lower MSE for high SNR, but a poorer threshold performance. Note that
the MSE of the MRA is an order of magnitude lower than that of the ULA
for high SNR. This comes at the price of an increased SNR threshold by 3
dB (when deﬁned as the point of departure from the corresponding CRB).
Example 9.5: In this example, we illustrate how the diﬀerent sidelobes
contribute to the overall MSE. The n-th sidelobe contributes with
Pn(un−u0)2 to the MSE approximation in (9.26). These terms are shown for
all sidelobes of the 8 element MRA in the left plot in Figure 9.7. The dashed
curve is the total MSE. The right plot shows the accumulated MSE as we
include more and more sidelobes in the second sum in (9.26). The sidelobes
have been ordered in magnitude. We can observe that the position of the
threshold is to a great extent determined by the highest sidelobe. Including
more sidelobes in the approximation moves the threshold slightly, but its
main eﬀect is to increase the MSE. 
Example 9.6: Finally, we show in Figure 9.8 how the pairwise error prob-
ability, Pn, depends on the relative sidelobe level, rn. The solid curve shows
Pn versus rn according to the analytical expression in (9.34) and the mark-
ers show the result from a Monte Carlo simulation with 107 trials and one
snapshot. The signal sample was s = 1.8ejπ/4, and the noise variance σ2 = 1.

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Figure 9.5: Monte Carlo simulation of the single source ML DOA estimator
under the deterministic signal model. An 8 element MRA was employed and
we show the result for a single snapshot. The simulation results are compared
with the analytical calculations. The number of Monte Carlo trials was 2·105
for S < 15 dB and 106 for S > 15 dB. Top: The union bound approximation
of the probability of outlier in (9.21) is compared with simulations for diﬀer-
ent values of the integrated SNR. Bottom: The MSE approximation in (9.26)
is compared with simulations and the Barankin and Crame´r-Rao bounds.
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Figure 9.6: MSE vs integrated SNR for an 8 element MRA and ULA, re-
spectively; deterministic model, 1 snapshot.
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Figure 9.7: MSE contributions from the sidelobes of the 8 element MRA;
deterministic model, 1 snapshot. Left: MSE contribution from each sidelobe
(solid) and total MSE (dashed). Right: Accumulated MSE as more sidelobes
are included in the second sum in (9.26).
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Figure 9.8: Pairwise error probability vs relative sidelobe level rn; determin-
istic model, 1 snapshot, s = 1.8ejπ/4, σ2 = 1.
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9.4.2 Stochastic signal model
In this section we present some results of Monte Carlo simulations in order
to support the analytical calculations for the stochastic signal model. This
time, we will use a 4 element MRA with normalized element positions given
by [0 1 4 6]. The normalized beampattern for this array is plotted in Figure
9.9 together with the 4 element ULA. The null-to-null beamwidth is 0.44 for
the MRA and 1.0 for the ULA. The peak sidelobe level of the MRA is -5.3
dB whereas the ULA has its peak sidelobe at -11 dB.
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Figure 9.9: Beampattern for a 4 element MRA and ULA.
Figure 9.10 illustrates the accuracy of the union bound and MSE approx-
imations for the stochastic signal model with 50 snapshots. The number of
Monte Carlo trials was 106. Similar to the deterministic case, the approxi-
mations are accurate in the threshold and asymptotic regions, but poor in
the no information region. In this case the Barankin bound also provides an
overly optimistic prediction of the SNR threshold.
In order to check the accuracy of the approximations for fewer snapshots,
we re-ran the previous simulation for 1, 2, 3, and 10 snapshots. The result is
shown in Figure 9.11. For the case of one snapshot we can observe that the
threshold eﬀect is always present, even at very high SNR. Thus, as we have
already shown theoretically, the estimator does not attain the CRB when
the SNR is increased and we have only a single snapshot. The discrepancy
between the simulations and the MSE approximation is due to that the union
bound approximation is not so accurate for one snapshot under the stochastic
model.
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It is clear from the ﬁgure that the MSE and union bound approximations
become more accurate when we increase the number of snapshots. This is
natural since it is hard to characterize a stochastic signal with only a few
samples. Even if we have a very high SNR, the outcome of the individual sig-
nal samples can be very small since the Gaussian PDF still has a considerable
probability mass around zero.
We can also observe that the MSE does not quite reach the CRB for high
SNR even when the number of snapshots is more than one. This eﬀect is not
caused by outliers, but is due to the local errors not being small enough to
attain the CRB. Clearly, the oﬀset from the CRB decreases when the number
of snapshots increases.
In the ﬁnal plot in Figure 9.12, we show the MSE versus the number
of snapshots when the SNR is ﬁxed at 3 dB. The number of Monte Carlo
trials was 106. In this case we also get good agreement between the MSE
approximation and the simulations.
As a ﬁnal remark, we would like to comment on the bias of the estimators.
The MSE can be divided into a variance and a bias part according to
MSE(uˆ) = Var(uˆ) + Bias2(uˆ). (9.50)
The Crame´r-Rao and Barankin bounds are bounds on the variance of any un-
biased estimator. In the threshold region most estimators are biased. How-
ever, we have investigated the bias of the estimators in the Monte Carlo
simulations and we found that in all cases the squared bias was negligible
compared to the variance.
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Figure 9.10: Monte Carlo simulation of the single source ML DOA estimator
under the stochastic signal model. A 4 element MRA was employed and
we show the result for 50 snapshots. The simulation results are compared
with the analytical calculations. The number of Monte Carlo trials was 106.
Top: The union bound approximation of the probability of outlier in (9.21)
is compared with simulations for diﬀerent values of the SNR. Bottom: The
MSE approximation in (9.26) is compared with simulations and the Barankin
and Crame´r-Rao bounds.
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Figure 9.11: MSE and probability of outlier vs SNR, stochastic model for
various numbers of snapshots.
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Figure 9.12: MSE vs number of snapshots, stochastic model, SNR = 3 dB.
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Chapter 10
ML DOA Estimation of Multiple
Sources
In this chapter we will generalize the analysis in the previous chapter to
the case of multiple sources. The basic ideas behind the previous analysis
carry over to the multi-source problem in a straightforward manner, but the
technical details become more intricate.
10.1 Data Model and Problem Formulation
Generalizing the model in (9.1) to multiple sources is immediate:
x(t) = A(θ)s(t) + n(t), t = 1, . . . , N, (10.1)
where A(θ) = [ a(θ1) . . . a(θM) ], s(t) = [ s1(t) . . . sM(t) ]
T , and M
is the number of sources. The zero subscripts on the true DOAs have been
dropped for brevity. We assume that the number of sources is known, or has
been estimated by some method. As in the single source problem we will
study both the stochastic and deterministic models for the signals, sm(t).
It is convenient to express the model in (10.1) in matrix form according
to
X = A(θ)S+N, (10.2)
where
X =
[
x(1) . . . x(N)
]
(10.3)
S =
[
s(1) . . . s(N)
]
(10.4)
N =
[
n(1) . . . n(N)
]
. (10.5)
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In this case we also consider the estimation of uk = sin θk, k = 1, . . . ,M, for
mathematical convenience.
10.2 Approximation of the MSE and Proba-
bility of Outlier
We will extend the MSE approximation for a single source to multiple sources
simply by considering one dimension at a time in the multidimensional ML
criterion function. First assume that the criterion function is parameterized
by the DOAs only, i.e., there are no nuisance parameters that need to be
considered. Such nuisance parameters could be, e.g., signal and noise powers.
As we later will see, this assumption is valid for the deterministic ML criterion
function, but not, in general, for the stochastic ML criterion.
Now, let V¯ (u) denote the “asymptotic” ML criterion function. By asymp-
totic we mean high SNR or many snapshots, i.e., the noise should not have
any eﬀect on the positions of the peaks in the criterion function. We will
return to more exact deﬁnitions of V¯ (u) when we study the diﬀerent signal
models. Furthermore, let un = [un1, . . . , unM ]
T denote the n-th local maxi-
mum of V¯ (u) and u0 = [u01, . . . , u0M ]
T the global maximum corresponding
to the true value of u. We may also refer to these maxima as sidelobe and
mainlobe peaks, respectively. To obtain an MSE approximation for the k-th
DOA, we simply project the peaks in the multidimensional criterion function
onto its k-th dimension. We thus obtain
E [(uˆ0k − u0k)2] ≈
(
1−
Np∑
n=1
Pn
)
CRB +
Np∑
n=1
Pn (unk − u0k)2 , (10.6)
where now
Pn  Pr[V (un) > V (u0)] (10.7)
is the multidimensional extension of the pairwise error probability in (9.22).
Note that we have used same union bound approximation of the probability
of outlier in (10.7) as in the single source case, i.e.
Po ≈
Np∑
n=1
Pn. (10.8)
In the following sections we will provide the details that are required for
evaluating the approximations of the MSE and probability of outlier. In the
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multi-source problem, the ML estimators are diﬀerent under the determin-
istic and stochastic signal models. We will therefore treat these two cases
in diﬀerent sections. We start with the deterministic ML (DML) estimator
and then present the results for the stochastic ML (SML) estimator. Re-
sults of Monte Carlo simulation will also be provided that corroborates the
theoretical analysis.
10.3 Deterministic Maximum Likelihood
The ML estimator under the deterministic signal model is given by [Bo¨h84,
Wax85]
uˆ = argmax
u
V (u), (10.9)
where
V (u) = Tr
{
ΠA(u)Rˆ
}
. (10.10)
Here, ΠA(u) = A(u)
[
AH(u)A(u)
]−1
AH(u) is the orthogonal projection
matrix onto the column space of A and Rˆ = XXH/N is the sample covari-
ance matrix. Under the deterministic signal model, we let the “asymptotic”
ML criterion, V¯ (u), be the ML criterion function in the absence of noise.
From (10.2) and (10.10) the deterministic part of the ML criterion is given
by
V¯ (u) =
1
N
Tr
{
ΠA(u)A(u0)SS
HAH(u0)
}
=
1
N
∥∥[A(u)(AH(u)A(u))−1/2]HA(u0)S∥∥2F . (10.11)
We can interpret V¯ (u) as a multidimensional generalization of the array
beampattern. The columns of A(u)(AH(u)A(u))−1/2 contain M orthogo-
nalized beams. According to (10.11), V¯ (u) is obtained as the average output
power from a matching operation between these beams and the received sig-
nal vectors in A(u0)S.
The CRB under the deterministic signal model is given by [SN89]
CRB(u) =
σ2
2N
[
Re
{
(DHΠ⊥A(u)D) (SSH)T/N
}]−1
, (10.12)
where Π⊥A(u) = I−ΠA(u).
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10.3.1 Pairwise Error Probability
The MSE approximation derived for the single source problem was easily
generalized to multiple sources by considering one dimension at a time in
the multidimensional criterion function. Now, the real challenge in analyz-
ing the multi-source problem emerges when computing the pairwise error
probabilities Pn. In this section, we will present a closed-form expression
for the pairwise error probabilities given as an inﬁnite series. Unfortunately,
there are some practical problems associated with this expression. There-
fore, we will subsequently present an accurate approximation to the desired
probabilities that is more suitable for practical implementation.
Similar to the single source problem, we will show that ﬁnding the pair-
wise error probabilities amounts to computing the distribution of a quadratic
form. In fact, anticipating the next section, the stochastic ML criterion can
also be expressed as a quadratic form. Thus, we have a common framework
that encompasses all cases considered in this part of the thesis.
To arrive at a quadratic form for the DML criterion function we use the
following property of the trace operator [Lu¨t96]
Tr{ABCD} = vecT (DT )(CT ⊗A) vec(B). (10.13)
The DML criterion can then be written as
V (u) = Tr
{
ΠARˆ
}
=
1
N
Tr
{
ΠAXX
H
}
=
1
N
vecH(X)(IN ⊗ΠA) vec(X) = 1
N
yHΩy
where IN is the N × N identity matrix, y  vec(X), and Ω  IN ⊗ ΠA.
From (10.7) we can then express the pairwise error probability as
Pn = Pr[y
HΨy < 0], (10.14)
where
Ψ  Ω(u0)−Ω(un) = IN ⊗ [ΠA(u0)−ΠA(un)] . (10.15)
Thus, in order to compute Pn, we need to compute the distribution of the
quadratic form q = yHΨy. It is a noncentral, indeﬁnite quadratic form in
complex Gaussian random variables. It is noncentral since E [y] 	= 0, and
indeﬁnite since q can be either positive or negative.
Much attention has been given in the literature to compute the distribu-
tions of various quadratic forms, see e.g. [JK70, MP92] and the references
therein. Most results, however, are concerned with restricted cases, such
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as positive deﬁnite, central quadratic forms or real-valued variables. Rela-
tively little attention has been paid to the general case encountered here.
In [PR96, Rap96, ML00] series expansions are derived for the distribution
of noncentral, indeﬁnite quadratic forms in complex Gaussian variables. We
will use the result from [Rap96] to compute the pairwise error probability.
However, before we present the result we need some preliminaries.
When computing the distribution of quadratic forms it is convenient to
ﬁrst reduce it to a diagonal form in independent variables with unit variance.
To this end, let
σ2Ψ = UDUH (10.16)
be the eigendecomposition of σ2Ψ. Here, D is a diagonal matrix with the
eigenvalues on the diagonal and U contains the corresponding eigenvectors
as columns. By making the transformation
w =
1
σ
UHy, (10.17)
the quadratic form can be expressed as
z = wHDw =
KN∑
k=1
dk|wk|2, (10.18)
where dk are the eigenvalues of σ
2Ψ and wk is the corresponding element in
w. The moments of w are
µ  E [w] = 1
σ
UH vec(AS) (10.19)
E
[
(w − µ)(w − µ)H] = IKN . (10.20)
Thus, the quadratic form has been written as a linear combination of non-
central independent χ2 random variables. The number of degrees of freedom
of the χ2 variables is determined by the multiplicities of the eigenvalues dk
and the noncentrality parameters are determined by the elements in µ.
Next, we will show that it is possible to reduce the representation of the
quadratic form in (10.18) to a function of the eigenelements of the single
snapshot problem. To see this, let us ﬁrst deﬁne
Q = ΠA(u0)−ΠA(un), (10.21)
which is the matrix we would have in the quadratic form if we had only a
single snapshot. Let the eigendecomposition of σ2Q be given by
σ2Q = EΛEH . (10.22)
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Assume that the nonzero eigenvalues of σ2Q are distinct. We do not give a
formal proof here that this is the case, but we simply state that in all the
scenarios we have studied this has been a valid assumption. Accounting for
possible multiple eigenvalues of σ2Q is not diﬃcult, but it complicates the
notation.
Now, since Ψ = IN ⊗ Q, there is a simple relationship between the
eigendecompositions of Ψ and Q. It is well known that if λA and λB are
eigenvalues of A and B, respectively, with associated eigenvectors vA and
vB; then λAλB is an eigenvalue of A⊗B with eigenvector vA ⊗ vB [Lu¨t96].
Hence, the eigenvalues of Ψ will be same as those of Q with the exception
that each eigenvalue will occur with multiplicity N . Therefore,
U = IN ⊗ E, D = IN ⊗Λ. (10.23)
The parameters that determine the quadratic form representation in (10.18)
can now be expressed in terms of the eigendecomposition of σ2Q, which is
a smaller matrix than σ2Ψ if N > 1. The eigenvalues dk are equal to λk,
where λk are the eigenvalues of σ
2Q, and they each have multiplicity N .
Furthermore, the mean vector µ in (10.19) can be written as
µ =
1
σ
(
IN ⊗ EH
)
vec(AS) =
1
σ
vec(EHAS). (10.24)
Exact Expression
We are now ready to apply the result in [Rap96] to get the pairwise error
probability.
Theorem 10.1 Deﬁne Q  ΠA(u0)−ΠA(un) and let the eigendecomposi-
tion of σ2Q be given by
σ2Q = EΛEH , (10.25)
where the eigenvectors and eigenvalues have been ordered so that
Λ = diag(λ1, . . . , λL 0 . . . 0) where L is the number of nonzero eigenvalues,
which are assumed to be distinct. Furthermore, deﬁne
µ2j 
1
σ2
N∑
n=1
|EHj As(n)|2, j = 1, . . . , L, (10.26)
where Ej is the j-th column of E. The pairwise error probability is then given
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by
Pn = Pr[V (un) > V (u0)] = 1− exp
[
−
L∑
j=1
µ2j
]
×
∑
{k:λk>0}
(−λk)−N
∞∑
m=N−1
1
m!(m−N + 1)!
(
−µ
2
k
λk
)m−N+1
g
(m)
k .
(10.27)
Here, g
(m)
k is given by
g
(m)
k =
m−1∑
=0
(
m− 1

)
g
()
k [ln gk]
(m−), (10.28)
where
g
(0)
k = −λk exp
 L∑
j=1
j =k
µ2j
αkj
 L∏
j=1
1
αNkj
, (10.29)
and
[ln gk]
(m) =
L∑
j=1
j =k
m!λmj µ
2
j
αm+1kj
+ N
L∑
j=1
(m− 1)!λmj
αmkj
, (10.30)
where αkj = 1− λj/λk for k 	= j and αkk  −1.
Proof: See [Rap96].
Approximate Expression
The expression in Theorem 10.1 has some practical limitations. It takes a
long time to compute the expression in (10.28) and, more seriously, we have
also experienced numerical problems for several relevant cases. These are
due to the series being composed of sums and diﬀerences of extremely large
numbers being multiplied by extremely small numbers. The exponentials
sometimes caused numbers in the series to become larger than the maximum
ﬂoating point number representable on the computer. These problems were
even more pronounced when we implemented the related result in [ML00].
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Recognizing the numerical problems with the series expansion, a natural
approach is to resort to some approximation that is more suitable for practi-
cal implementation. A common approach when computing the distribution
of quadratic forms is to ﬁrst compute the moment generating function analyt-
ically, and then use numerical integration for the inversion. Having reduced
the quadratic form into its diagonal form as in the previous section, it is a
simple matter to compute its moment generating function. The result is (see
e.g. [Tur60, MP92] for details)
M(s) =E [exp(sq)] =
exp
(
L∑
k=1
µ2kλks
1− λks
)
L∏
k=1
(1− λks)N
, (10.31)
where the same deﬁnitions as in Theorem 10.1 have been utilized. The prob-
ability density function (PDF) of q is then obtained by inverting the moment
generating function using the Laplace inversion theorem. By integrating the
PDF we can then obtain the pairwise error probability. Numerical proce-
dures for this approach have been presented in [Ric80, Hel86, ML00, MLP02,
Ath02b]. Although we found this approach eﬃcient and numerically reliable,
we will use another approach here that we have found even more eﬃcient.
A very accurate technique used in statistics for approximating distribu-
tions is the so called saddlepoint method introduced by [Dan54]. For a review
of saddlepoint methods in statistics, see [Rei88]. Here, we will use a form
of saddlepoint approximation presented in [Kuo99]. The approximation is
based on the cumulant generating function, which is the natural logarithm
of the moment generating function. From (10.31) we obtain the cumulant
generating function as
K(s) = logM(s) =
L∑
k=1
µ2kλks
1− λks −N
L∑
k=1
log(1− λks). (10.32)
To compute the saddlepoint approximation we also need the ﬁrst two deriva-
tives of the cumulant generating function. From (10.32) we obtain
K ′(s) =
L∑
k=1
µ2kλk
(1− λks)2 + N
L∑
k=1
λk
1− λks, (10.33)
K ′′(s) =
L∑
k=1
2µ2kλ
2
k
(1− λks)3 + N
L∑
k=1
λ2k
(1− λks)2 . (10.34)
142
10.3. DETERMINISTIC MAXIMUM LIKELIHOOD
Now, the saddlepoint approximation of the cumulative distribution function
(CDF) according to [Kuo99] is given by
F (x) = Pr[q ≤ x] = Φ
(
w +
1
w
log
( v
w
))
(10.35)
where
Φ(x) =
1√
2π
∫ x
−∞
e−t
2/2dt (10.36)
w = sign(s0)
√
2(s0x−K(s0)) (10.37)
v = s0
√
K ′′(s0). (10.38)
Here, s0 is the so called saddlepoint satisfying the equation
K ′(s0) = x, (10.39)
which can be numerically solved easily. It was shown in [Dan54] that this
equation has a unique real root in the convergence region of the moment gen-
erating function. To ensure convergence of the moment generating function
we pick the root in the interval
1
min(λ−k )
< s0 <
1
max(λ+k )
, (10.40)
where λ−k and λ
+
k denote the negative and positive eigenvalues, respectively.
The pairwise error probability is then obtained from
Pn = F (0). (10.41)
10.3.2 Simulations
In this section, we will present the results of some Monte Carlo simulations
in order to support the theoretical analysis presented in the previous section.
However, ﬁrst let us brieﬂy digress into a couple of delicate issues that are
more important in this study than is usually the case.
Estimator Implementation
The DML estimator is obtained by maximizing the criterion function in
(10.10) or, equivalently, by minimizing
V˜ (u) = Tr
{
Π⊥A(u)Rˆ
}
, (10.42)
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which is more suitable for practical implementation. In the sequel we want
to validate the theoretical model of the MSE and probability of outlier by
means of Monte Carlo simulations. For such a validation to be of any value
it is very important to ascertain that we ﬁnd the actual global minimum and
not a local minimum when implementing the DML estimator. Note that our
aim here is to validate the theoretical models of the previous section and not
to design a practical estimator for operation in a real system. In such a case
other considerations can be important.
In order to ensure that we ﬁnd the global minimum, the DML estimator is
implemented by ﬁrst performing a coarse grid search over the DML criterion
function to ﬁnd the approximate locations of all local minima. From every
local minimum a Newton optimization is then performed to reﬁne the initial
local estimates. The ﬁnal estimate is then obtained from the lowest value
after the Newton searches. The Newton searches are needed, because if there
are local minima of similar magnitude it is essential to locate the position of
the minima accurately in order to choose the true global minimum.
In the local optimization we used a damped Newton algorithm, in which
the estimate is iteratively calculated as
uk+1 = uk − µkH−1F′, (10.43)
where uk is the estimate at iteration k and µk is the step length. Furthermore,
H is the Hessian matrix whose elements are given by
{H}ij = ∂
2V (u)
∂ui∂uj
, (10.44)
and
F =
[
∂V (u)
∂u1
· · · ∂V (u)
∂uM
]T
(10.45)
is the gradient vector. For details on how to compute the Hessian and gradi-
ent, see [OVSN93]. The step length, µk, was chosen according to the scheme
described in [OVSN93]. First we choose a µ < 1 and take µk = µ
i for the
smallest integer i ≥ 0 that causes an adequate decrease in the criterion func-
tion. The iterations in (10.43) continue until one of the following stopping
criteria is fulﬁlled:
• |H−1F′| is less than a speciﬁed tolerance. This tolerance is chosen as
some fraction of the CRB in order to obtain suﬃcient accuracy.
• No improvement can be found along the search direction (µk smaller
than a tolerance).
• A maximum number of iterations has been reached.
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Number of Required Monte Carlo Trials
The estimator implementation described in the previous section is computa-
tionally expensive since it involves a grid search followed by several Newton
searches. In addition to this we want to model outliers, which occur with very
low probability. Therefore, to obtain conﬁdence in our simulation results, a
large number of Monte Carlo trials is required. Consequently, validating the
theoretical models of the previous section is very time-consuming. In order
to minimize this time, we want to get a rough estimate of the number of
Monte Carlo trials that are required for getting reliable results.
We conﬁne ourselves here to a very simple analysis rather than a rigorous
one. To get a simple analysis we make a cruder approximation of the MSE
than the one in (10.6). Assume that for low SNR the estimates are uniformly
distributed on [−1, 1], resulting in a variance = 22/12 = 1/3. Assume further
that 1−∑n Pn ≈ 1. We then obtain a rough estimate of the MSE according
to
MSE ≈ CRB + 1
3
Po . (10.46)
Incidentally, this approximation also permits us to estimate the threshold in
a simple manner. The threshold is roughly where the “small error MSE”
equals the “outlier MSE”, i.e. the threshold occurs approximately where
Po = 3CRB. This equation can be solved numerically to ﬁnd for which
values of SNR, number of snapshots, etc the threshold occurs.
We are now interested in estimating the MSE using a Monte Carlo simu-
lation with a number of trials, say L. We estimate the MSE and probability
of outlier from the Monte Carlo simulation according to
M̂SE =
1
L
L∑
=1
(uˆ − u0)2, (10.47)
P̂o = Lo/L, (10.48)
where uˆ is the DOA estimate obtained in the -th trial and Lo is the number
of times uˆ is outside the “mainlobe” in the asymptotic criterion function.
The estimation error in M̂SE is composed of two parts. The ﬁrst part comes
from the local errors and the second from the outliers. Since the outliers
are rare events, this is the most diﬃcult part to estimate with a limited
number of trials. It is therefore reasonable to assume that the uncertainty in
M̂SE is only due to the uncertainty in P̂o. In the analysis here, we therefore
approximate M̂SE by
M̂SE = CRB +
1
3
P̂o (10.49)
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According to [Kay98, Appendix 2A], P̂o is approximately Gaussian for
large number of trials with mean = Po and variance = Po(1 − Po)/L. The
relative error e = (P̂o − Po)/Po then has the asymptotic PDF
e ∈ AsN
(
0,
1− Po
LPo
)
. (10.50)
Suppose we want |e| to be less than  with probability α. We then obtain
 = Q−1
(
1− α
2
)√
1− Po
LPo
, (10.51)
where Q−1 is the inverse function of
Q(x) =
1√
2π
∫ ∞
x
e−t
2/2dt. (10.52)
We can now calculate a 100(1− α)% conﬁdence interval for P̂o according to
Po −  < P̂o < Po +  (10.53)
where  is given by (10.51).
In Figure 10.1 we plot the MSE (solid curve) according to (10.46) versus
SNR and its corresponding 95% conﬁdence interval (dashed curve) according
to the analysis presented above. It is the same example for which we will
later present the results of Monte Carlo simulations. The left plot is for 104
trials, which apparently gives rather poor conﬁdence in the threshold region.
The right plot is for 105 trials which should provide fairly accurate results
also close to the threshold.
It should be noted that the number of Monte Carlo trials is most critical
close to the threshold. From Figure 10.1 we can observe that the estimation
error of the MSE is largest close to the threshold. For very low SNR, the
estimate of Po is accurate even with a moderate number of trials since the
probability of outlier is fairly high in this region. For very high SNR, the
estimate of Po is very poor since this probability is extremely low in this
region. However, since Po is then extremely low, it has almost no inﬂuence
on the MSE and it does not matter how accurately we estimate it. In the
threshold region, Po is low, but high enough to aﬀect the MSE. Therefore,
more Monte Carlo trials are needed in the threshold region.
A Monte Carlo simulation with the DML estimator described previously
took about 14 hours for each SNR value when using 105 trials and imple-
mented in Matlab on a 1 GHz computer. In contrast, computing the MSE
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Figure 10.1: MSE (solid curve) and 95% conﬁdence interval (dashed curves)
for estimated MSE using Monte Carlo simulations with 104 trials (left plot)
and 105 trials (right plot), respectively.
approximation using the saddlepoint method described in the previous sec-
tion is done in a split second. This demonstrates a clear advantage with
having a model of the threshold region performance rather than having to
perform time-consuming Monte Carlo simulations.
Simulation Results
We will now present the results of some Monte Carlo simulations of the
threshold region performance of the DML estimator and compare it to the
performance predictions obtained from the theoretical models that we have
just derived. As in the single source case, we will evaluate the models with
sparse arrays since the threshold eﬀect is most salient for such arrays.
First, we would like to validate the analytical calculation of the pairwise
error probability, Pn. An example with an 8 element MRA with element
positions, in units of λ/2, given by {0 1 2 11 15 18 21 23} and two sources at
u0 = [0.2 0.4] was implemented. The two source signals were constant and
equal, i.e. s1(n) = s2(n) = s. The number of snapshots was N = 5.
Figure 10.2 shows the results of a simulation of the pairwise error proba-
bility, Pn, versus SNR = |s|2/σ2 for un = [0.20 − 0.37], which is the position
of the highest “sidelobe peak” in the asymptotic ML criterion function. The
dots show the result of a Monte Carlo simulation with 107 trials and the
solid curve is the result obtained using the saddlepoint approximation of Pn.
Clearly, the agreement between the simulation results and the theoretical
analysis is satisfactory.
The next example illustrates the accuracy of the approximations of the
probability of outlier and MSE. Figure 10.3 shows the results from an example
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Figure 10.2: Pn for un = [0.20 − 0.37] vs SNR for an example with two
sources at u0 = [0.2 0.4] and an 8 element MRA; deterministic signal model,
5 snapshots, 107 Monte Carlo trials.
with a 4 element MRA with element positions {0 1 4 6} and two sources at
u0 = [0 0.2]. Thus, according to Section 9.4.2, the source separation is
slightly less than half the null-to-null beamwidth of this array. Again, the
two source signals were constant and equal, i.e. s1(n) = s2(n) = s, but this
time with 7 snapshots. The number of Monte Carlo trials was 105.
The top plot in Figure 10.3 shows the probability of outlier versus SNR
per space-time sample, obtained from the simulations and union bound ap-
proximation in (10.8), respectively. The estimates of probability of outlier
from the simulations were obtained by counting the number of estimates out-
side the “mainlobe” region of the ML criterion function, and dividing by the
total number of trials.
The bottom plot shows the MSE versus SNR per space-time sample for
the source at u = 0 obtained from the simulation and equation (10.6) respec-
tively. The DML estimator was implemented according to Section 10.3.2.
The dashed line is the CRB from [SN89], which does not indicate any thresh-
old eﬀect. We did not implement the Barankin bound for the multi-source
problem, since this bound was not a good predictor of the ML performance
for the single source case, and there is no reason to expect that it would
be better for the multi-source case. The ﬁgure clearly shows that our the-
oretical models of the threshold region performance under the deterministic
signal model are accurate also for the multi-source problem.
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Figure 10.3: Monte Carlo simulation of the multi-source ML DOA estimator
under the deterministic signal model. A 4 element MRA was employed and
there were two sources at u0 = [0 0.2]. The number of snapshots was 7. The
simulation results are compared with the analytical calculations. The number
of Monte Carlo trials was 105. Top: The union bound approximation of the
probability of outlier in (10.8) is compared with simulations for diﬀerent
values of the SNR. Bottom: The MSE approximation in (10.6) is compared
with simulations and the Crame´r-Rao bound.
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10.4 Stochastic Maximum Likelihood
Under the stochastic signal model, the ML criterion function to be minimized
is given by (see Section 1.4.2)
V (u,P, σ2) = log |R|+ Tr
{
R−1Rˆ
}
, (10.54)
where
R(u,P, σ2) = A(u)PAH(u) + σ2I. (10.55)
A complication with the criterion function in (10.54) is that it depends on
the nuisance parameters in P and σ2. This makes the optimization problem
considerably more diﬃcult. However, as stated in [Bo¨h86] and proved later
in [SN95] the criterion function can be concentrated with respect to P and
σ2. According to the above cited references, the ML estimates of P and σ2
are obtained by inserting the ML estimates of u in the following expressions:
Pˆ(u) = A†(u)
[
Rˆ− σˆ2(u)I
]
A†H(u), (10.56)
σˆ2(u) =
1
K −MTr
{
P⊥A(u)Rˆ
}
. (10.57)
The concentrated form of the SML criterion function is then obtained by
substituting these expressions back into (10.54). This gives
V (u) = log
∣∣∣A(u)Pˆ(u)AH(u) + σˆ2(u)I∣∣∣ . (10.58)
Unfortunately, there is a problem with this concentrated form of the cri-
terion function. The estimate of the signal covariance matrix in (10.56) was
derived by minimizing the unconcentrated criterion function with respect to
P over the set of Hermitian matrices. Therefore, there is no guarantee that
the resulting estimate is positive semi-deﬁnite, as it should be. Whenever Pˆ
in (10.56) is positive semi-deﬁnite, the DOA estimates based on the uncon-
centrated and concentrated criterion functions, respectively, coincide [Bre88].
However, if Pˆ is indeﬁnite, they may diﬀer.
In the case of a non-singular signal covariance matrix P (i.e. non-coherent
sources) this is no problem when the number of snapshots is large. The rea-
son for this is that Pˆ is a consistent estimate of P as N →∞, which means
that Pˆ will be positive deﬁnite for suﬃciently large N . In the case of coher-
ent sources, the approach of [SOVM96] may be adopted. Therein, an ML
estimator based on a square-root parameterization of the signal covariance
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matrix subject to a rank constraint was derived. However, for large N , the
diﬀerence between this and the ordinary ML estimator was found to be small.
Apparently, there seems to be no problem with indeﬁnite signal covariance
matrix estimates in the asymptotic regime. Unfortunately, this is not the case
in the threshold region. As we later will see, when Pˆ is indeﬁnite it is very
likely that the DOA estimate will be an outlier. Conversely, if an outlier has
occurred, it is very likely that it was based on an indeﬁnite Pˆ. Therefore, the
estimator that minimizes the concentrated SML criterion function in (10.58)
will have signiﬁcantly poorer threshold region performance than the one that
minimizes the unconcentrated criterion function in (10.54).
The concentrated criterion is easier to minimize than the unconcentrated
one, since it depends on fewer parameters. On the other hand, as we just men-
tioned, it has poorer threshold region performance. Furthermore, it seems
more diﬃcult to analyze the statistical distribution of the concentrated cri-
terion than the unconcentrated one due its complicated dependence on the
measured data. As we will show later, the unconcentrated criterion can be
expressed as a quadratic form and, hence, we can use an analysis similar to
the one that we used for the deterministic case.
Our initial idea was to derive approximations of the MSE and probability
of outlier for the unconcentrated criterion and then to validate the theory
with Monte Carlo simulations using the concentrated criterion. Evidently,
this is not a viable approach. We can then identify two approaches to follow:
• Accept the poorer threshold region performance of the estimator based
on the concentrated criterion, and develop the theory for this case.
Unfortunately, we were not able to ﬁnd the pairwise error probabilities
that are associated with this criterion.
• Develop the theory for the estimator based on the unconcentrated cri-
terion and use the same estimator in the Monte Carlo simulations.
Unfortunately, this approach also presents problems. Although we are
able to develop the theory, the estimator in its general form is too com-
plex to use in a suﬃcient number of Monte Carlo trials for a reliable
validation.
Due to the these diﬃculties we are not able provide a complete picture of
the threshold region performance of the SML estimator. We must be content
with an analysis of a couple of special cases. These are:
1. Unconcentrated criterion function with the assumption that P and σ2
are known.
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2. Unconcentrated criterion with unknown P and σ2, but the sources are
known to be uncorrelated, i.e. P is diagonal.
The ﬁrst case is not particularly realistic in radar applications, whereas the
second one is. However, we will ﬁnd that the performances in these cases
are very similar. We will also compare these cases with the case of the
concentrated criterion through simulations. A discussion on the diﬃculties
with the case of unconcentrated criterion and correlated sources will also be
given. All in all, we dare to say that this section will at least provide a decent
understanding of the threshold region performance of the SML estimator.
10.4.1 Pairwise Error Probability
Similarly to the case of the DML estimator, we will ﬁrst express the ML
criterion function as a quadratic form. Let η be the parameter vector that
contains the unknown parameters. In the case of known P and σ2, this is
simply η = u. In the case of unknown, but diagonal, P and σ2, it is given
by η = [ uT P1 · · · PM σ2 ]T , where P1, . . . , PM are the signal powers.
From (10.54) the probability that the criterion function at a point ηn is lower
than the criterion function at the true value η0 can be expressed as
Pn  Pr[V (ηn) < V (η0)]
= Pr
[
Tr
{[
R−1n −R−10
]
Rˆ
}
< log
∣∣R−1n R0∣∣] , (10.59)
where R0  R(η0) and Rn  R(ηn). Deﬁning Q  R−1n −R−10 this can be
written as
Pn = Pr
[
Tr
{
QXXH
}
< N log
∣∣R−1n R0∣∣] . (10.60)
Using (10.13) we obtain
Pn = Pr
[
vecH(X)(IN ⊗Q) vec(X) < N log
∣∣R−1n R0∣∣]
= Pr
[
yHΨy < N log
∣∣R−1n R0∣∣] , (10.61)
where Ψ  IN ⊗ Q and y  vec(X). Similarly to the DML case we have
arrived at an expression involving a quadratic form in complex Gaussian
random variables.
The quadratic form obtained in the SML case has some properties that
are diﬀerent from the DML case. In the SML case the quadratic form is
central since E [y] = 0. This will allow the PDF of the quadratic form to
be expressed as a ﬁnite sum as compared to the inﬁnite sum in (10.27) for
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the DML case. The reason for this is that a nonzero mean of the quadratic
form implies essential singularities in its moment generating function. The
PDF of the quadratic form is given by the inverse Laplace transform of the
moment generating function. This can be obtained, e.g., by residue calculus.
Due to the essential singularities, the Laurent series expansion will be an
inﬁnite series. In the zero-mean case, however, there are only ﬁnite-order
poles leading to a ﬁnite sum expression for the residues. Another property
that diﬀers from the DML case is that the covariance of y is not the identity
matrix, but is given by E
[
yyH
]
= IN ⊗ R0. In both the DML and SML
cases the quadratic form is indeﬁnite.
Exact Probability
First we will present a closed form expression for the pairwise error proba-
bility, Pn, given as a ﬁnite sum. In some cases, this expression is not very
practical. Therefore, an accurate approximation of Pn is given in the next
section.
Theorem 10.2 Let di, i = 1, . . . ,m, be the distinct eigenvalues of R0R
−1
n
that satisfy di 	= 1 and denote the corresponding multiplicities by ni. Let
γi  (di − 1)/2 be ordered such that γ1 > . . . > γp > 0 > γp+1 > . . . > γm.
Assume ﬁrst that |R0| < |Rn| and deﬁne
λi =
{
γi, i = 1, . . . , p
−γi, i = p + 1, . . . ,m (10.62)
ci =
λ
−2Nni+N
∑m
k=1 nk
i
(Nni − 1)! 2Nni
[ p∏
k=1
(λi + λk)
Nnk
][ m∏
k=p+1
k =i
(λi − λk)Nnk
](10.63)
Furthermore, deﬁne
B
(β)
i =
β−1∑
β′=0
(
β − 1
β′
)
A
(β−1−β′)
i
β′−1∑
β′′=0
(
β′ − 1
β′′
)
A
(β′−1−β′′)
i
β′′−1∑
β′′′=0
. . . A
(0)
i
(10.64)
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where
A
(v)
i = v!
m∑
k=p+1
k =i
Nnk(2λk)
v+1λv+1i
(λi − λk)v+1
+ (−1)v+1v!
p∑
k=1
Nnk(2λk)
v+1λv+1i
(λi + λk)v+1
, v ≥ 0.
(10.65)
Then, the pairwise error probability is given by
Pn = F (N log |R0R−1n |), (10.66)
where
F (x) =
m∑
i=p+1
ci
Nni−1∑
β=0
(
Nni − 1
β
)
(−1)Nni−1−β(2λi)Nni−β(Nni − 1− β)!
× B(β)i ex/2λi
Nni−1−β∑
k=0
(−x)k
k!(2λi)k
. (10.67)
If |Rn| < |R0|, then change the deﬁnition of γi to γi  (1 − di)/2. The
pairwise error probability is in this case given by
Pn = 1− F (−N log |R0R−1n |). (10.68)
Proof: See Appendix 10A
Approximate Probability
Although the pairwise error probability as given in Theorem 10.2 is in closed
form, this expression has some practical limitations. When the number of
snapshots is small the expression is fast to compute and also numerically
reliable. However, for a large number of snapshots the recursion in (10.64)
takes a long time to compute, and the ﬁnal expression is also sensitive to
round-oﬀ errors since it involves diﬀerences between very large numbers. For
the examples to be presented later, the expression in Theorem 10.2 works
ﬁne up to approximately 12 snapshots.
For larger numbers of snapshots, one must resort to some approximation
that is more practical to compute. A fast and accurate approximation based
on numerical integration was given in [Imh61]. However, since we found
the saddlepoint method, described previously in Section 10.3.1 for the DML
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problem, to be even faster and more accurate, we will adopt this approach
here.
In order to apply the saddlepoint method we need the moment generating
function of the quadratic form
q = yHΨy. (10.69)
Deﬁning
Σ = E
[
yyH
]
= IN ⊗R0, (10.70)
we obtain the moment generating function as [MP92]
M(s) = E [exp(sq)] =
1
L∏
k=1
(1− λks)rk
, (10.71)
where λk, k = 1, . . . , L, are the distinct eigenvalues of ΣΨ and rk is the
multiplicity of λk. The cumulant generating function is given by
K(s) = logM(s) = −
L∑
k=1
rk log(1− λks), (10.72)
and its ﬁrst two derivatives are easily found as
K ′(s) =
L∑
k=1
rkλk
1− λks, (10.73)
K ′′(s) =
L∑
k=1
rkλ
2
k
(1− λks)2 . (10.74)
The saddlepoint approximation of the CDF is then given by
F˜ (x) = Φ
(
w +
1
w
log
( v
w
))
, (10.75)
where
Φ(x) =
∫ x
−∞
1√
2π
e−t
2/2dt, (10.76)
w = sign(s0)
√
2(s0x−K(s0)), (10.77)
v = s0
√
K ′′(s0). (10.78)
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The saddlepoint s0 is obtained by numerically ﬁnding a solution to
K ′(s0) = x (10.79)
in the interval
1
min(λ−k )
< s0 <
1
max(λ+k )
, (10.80)
where λ−k and λ
+
k denote the negative and positive eigenvalues, respectively.
The pairwise error probability is then obtained from
Pn = F˜ (N log
∣∣R−1n R0∣∣). (10.81)
10.4.2 MSE Approximation
In this section we will discuss how to apply the MSE approximation to the
SML estimation problem. The ﬁrst issue is the deﬁnition of the “asymptotic”
criterion function, V¯ (η), that should be used in the MSE approximation in
(10.6). We cannot use the noise-free criterion function as we did in the DML
case, since this would make R singular. Instead, we will replace Rˆ in (10.54)
with
R0 = A(u0)P0A
H(u0) + σ
2
0I, (10.82)
where the zero subscripts indicate the true parameter values. With this
deﬁnition, V¯ (η), is equal to the limiting criterion function as N →∞.
The next issues are which CRB to use and how to deal with the nuisance
parameters in P and σ2 when applying the MSE approximation to the DOA
estimates. These issues depend on the assumptions we make, and we discuss
one case at a time in the following paragraphs.
Unconcentrated criterion, known P and σ2
In this case, the only unknown parameters are the DOAs in u. Therefore, the
problem is similar to the DML case and we can use the same MSE approxi-
mation. The only thing that diﬀers from the DML case are the pairwise error
probabilities and the CRB. The pairwise error probabilities are obtained from
Theorem 10.2, and we take the CRB from [Tre02, Section 8.4.3], reproduced
below for convenience
CRB(u) =
1
2N
[
Re
{
(PAHR−1AP) (DHR−1D)T
+ (PAHR−1D) (PAHR−1D)T }]−1. (10.83)
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Unconcentrated criterion, uncorrelated signals, unknown P and σ2
In this case we need to deal with the nuisance parameters in P and σ2. The
SML criterion function is a multidimensional function with a multimodal
structure in the DOA hyperplane. The multimodality is due to the highly
nonlinear dependence of the criterion function on the DOA parameters. How-
ever, P and σ2 enter the criterion function in a nicer way than the DOAs,
since R is linear in P and σ2. Actually, we have found by numerical investiga-
tion of the SML criterion function that the multimodal structure is limited to
the DOA hyperplane only. Furthermore, in the case of uncorrelated signals,
we have found that the positions of the DOA mainlobe and sidelobe peaks
in the asymptotic criterion remain approximately the same when varying P
and σ2.
In order to support this claim, we will show some plots of the unconcen-
trated SML criterion function for an example with two sources. The unknown
parameters are in this case η = [ u1 u2 P1 P2 σ
2 ]T . It is diﬃcult to vi-
sualize a function in such high dimensions. Therefore, we show in Figure
10.4 diﬀerent slices of the high-dimensional unconcentrated SML criterion
function. The diﬀerent plots show V (η) when varying two parameters while
keeping the others ﬁxed. The top left plot shows V (P1, P2) for ﬁxed u1, u2,
and σ2. Clearly, there is no modal structure in these dimensions. The top
right plot shows V (P1, u1) for ﬁxed u2, P2, and σ
2. We see the familiar main-
lobe/sidelobe structure in the DOA dimension, but no such behavior in the
signal power dimension. Furthermore, we observe that the mainlobe/sidelobe
structure remains the same when varying the signal power. The bottom left
plot shows V (u1, σ
2) for ﬁxed u2, P1, and P2. The observations made for the
previous plot hold also for this one. Finally, the bottom right plot shows
V (P1, σ
2) for ﬁxed u1, u2, and P2. This surface has no ambiguity structure.
The observations that the mainlobe/sidelobe structure is limited to the
DOA dimensions, and that this structure is fairly unaﬀected by the values of
the other parameters simplify matters to a great extent. We then need only
to consider the DOA sidelobe structure when using the MSE approximation.
Therefore, we can use the same MSE approximation as in the previous cases.
We evaluate Pn for ηn = [ un P0 σ
2
0 ]
T , where P0 and σ
2
0 are the true
values of P and σ2. Furthermore, we need to use the CRB for uncorrelated
signals which is given by [Tre02, Section 8.4.2]
CRB(u) =
[
Juu − JuαJ−1ααJTuα
]−1
, (10.84)
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where
Juu = 2N Re
{
(PAHR−1D) (PAHR−1D)T
+ (PAHR−1AP) (DHR−1D)T }, (10.85)
Juα =
[
Jus Jun
]
, (10.86)
Jαα =
[
Jss J
T
sn
Jsn Jnn
]
, (10.87)
Jus = 2N Re
{
(PAHR−1A) (AHR−1D)T}, (10.88)
Jun = 2N Re
{
Diag{PAHR−2D}}, (10.89)
Jss = N
[
(AHR−1A) (AHR−1A)T] , (10.90)
Jsn = N Diag{AHR−2A}, (10.91)
Jnn = N Tr{R−2}. (10.92)
Unconcentrated criterion, correlated signals, unknown P and σ2
This is the most diﬃcult case, since when the signals are correlated the
positions of the DOA sidelobe peaks will change with the signal correlation.
The full dimension of the SML criterion must then be taken into account
when applying the MSE approximation. The pairwise error probabilities are
still given by Theorem 10.2, but care has to be taken at which points the
parameters should be evaluated at. Although the MSE approximation would
probably work also for this case, it would be very diﬃcult to validate such
a model with Monte Carlo simulations with the computing power available
today. It would require on the order of 105 Monte Carlo trials1, where each
trial would involve a search for the global minimum in a high-dimensional
function with a complicated multimodal structure.
Concentrated criterion
This case is equivalent to ﬁrst case in the sense that the criterion function
depends only the DOA parameters. Therefore we can use the MSE approxi-
mation used before. However, as alluded to previously, the minimizer of the
concentrated criterion is not necessarily the same as the minimizer of the
unconcentrated criterion. In fact, we will later see that when using the con-
centrated criterion the threshold will be signiﬁcantly higher than when using
1This figure is of course scenario dependent. In the examples that will be presented
later in the simulations section, 105 trials are required for a reasonably reliable validation.
See further Section 10.3.2.
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the unconcentrated one. This behavior could be predicted if we computed
the pairwise error probabilities for the concentrated criterion. Unfortunately,
this appears to be a diﬃcult task and we leave that as an open research prob-
lem. Nevertheless, it is interesting to compare the threshold region perfor-
mance of this estimator with the one based on the unconcentrated criterion.
Therefore, we will also include this case in the simulations.
10.4.3 Simulation Results
In this section we will present the results of some Monte Carlo simulations in
order to illustrate how accurately we can model the threshold region perfor-
mance of the SML estimator. As we have seen, some diﬀerent cases appear
depending on how we treat the nuisance parameters in P and σ2. Of course,
this will have an impact also on the implementation of the estimator. In the
following, we will present simulation results for all the cases discussed above
except for the case of unconcentrated criterion, correlated signals, unknown
P and σ2. In all cases the estimates are obtained using ﬁrst a coarse grid
search followed by a Newton search from each local minimum as described
in Section 10.3.2.
Let us describe the standard example we have used in all simulations that
we will present in the sequel. The same four element minimum redundancy
array is used as in the DML examples. We consider a scenario with two
sources having DOAs u0 = [−0.1 0.1]. The source signals have equal powers
and are uncorrelated. The SNR is deﬁned as SNR = P/σ2, where P is the
signal power. In the plots of the MSE we will compare the results of Monte
Carlo simulations with the MSE approximation and the CRB.
Pairwise Error Probability
Before we show results from Monte Carlo simulations of the MSE, we would
like to ﬁrst check the analytical calculation of the pairwise error probabilities
in Section 10.4.1. Figure 10.5 shows the result from a Monte Carlo simulation
of Pn versus SNR for a case where u0 = [−0.1 0.1] and un = [−0.015 0.67].
This corresponds to the pairwise error probability for the global minimum
and the lowest local minimum in the asymptotic likelihood function when
P and σ2 are known. The pairwise error probabilities were evaluated at the
true values of P and σ2. The number of trials was 107 and the number
of snapshots was 5. We can observe that there is a perfect match between
the simulation and the analytical calculation. No diﬀerence between the
exact expression in Theorem 10.2 and the saddlepoint approximation could
be observed.
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Unconcentrated criterion, known P and σ2
Figure 10.6 shows the MSE obtained from our approximation and a Monte
Carlo simulation with 105 trials. The CRB is also included for comparison.
The MSE is plotted versus the SNR and the number of snapshots was 12.
We see that the MSE approximation is not as accurate as in the DML case.
However, the MSE approximation predicts the SNR threshold very accu-
rately. The discrepancy between the MSE approximation and the simulation
result is due to that the MSE does not attain the CRB for high SNR. If we
knew the high SNR variance of the SML estimator, the MSE approximation
would be very accurate. As usual the MSE approximation is poor in the no
information region due to the union bound approximation.
In Figure 10.7 we show a scatter plot of all 105 estimates for SNR = -1.6
dB, which is in the threshold region. A contour plot of the criterion function
is also drawn. We see that most estimates are in the mainlobe region, and
that the outliers are clustered around the sidelobe peaks. A color 3-D view
of this plot is printed on the cover of this thesis.
In Figure 10.8 we show the result when varying the number of snapshots,
keeping the SNR ﬁxed at 5 dB. The number of Monte Carlo trials was 105.
Also in this case we get a good prediction of the threshold, but the MSE
approximation is not as tight as in the DML case. The MSE has not quite
reached the CRB for 25 snapshots, but from the ﬁgure it appears likely that
it would if the number of snapshots was increased further.
Unconcentrated criterion, uncorrelated signals, unknown P and σ2
In Figure 10.9 we show the result when P and σ2 are unknown but the signals
are known to be uncorrelated. The number of snapshots was 12 and Monte
Carlo trials 105. We observe from the ﬁgure that the result is very similar to
the previous case.
In this example, the criterion function to be minimized is 5-dimensional.
Repeating a grid search in the full dimension and Newton searches from all
local minima 105 times is a formidable task for most computers of today.
However, as we showed previously, the DOA sidelobe structure remains ap-
proximately the same when the other parameters are varied. Therefore, we
ﬁxed the values of P1, P2, and σ
2 and performed the grid search over u1 and u2
only. We used the sample variances of the actual outcomes of s(t) and n(t) as
the ﬁxed values of P1, P2, and σ
2 when the DOA grid search was performed.
Of course, these values are not known in any practical situation, but our
purpose here is to model the fundamental performance limitations of the ML
estimator and not to design a practical implementation. Newton-searches
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from all local minima were then performed in the full 5-D space.
Concentrated criterion
We now turn to the case of the concentrated criterion. The result is shown in
Figure 10.10. The number of snapshots was 12 and Monte Carlo trials 105.
In the MSE approximation we used the probabilities in Theorem 10.2 and
the CRB for unstructured (besides Hermitian) P given in [SN90b]. In this
case, the MSE approximation does not provide an accurate model for the
threshold behavior of the concentrated SML estimator. As alluded to pre-
viously, this is due to that minimizing the unconcentrated and concentrated
criteria is equivalent only if the estimate of the signal covariance matrix, Pˆ,
is positive semi-deﬁnite. Apparently, this cannot be the case here since the
threshold region performance is signiﬁcantly poorer when using the concen-
trated criterion.
We kept track of all indeﬁnite Pˆs and two relevant statistics are dis-
played in Figure 10.11. The left plot shows the percentage outliers among
those DOA estimates that were based on an indeﬁnite Pˆ. An outlier was
deﬁned as an estimate outside the mainlobe area. Clearly, almost every time
an indeﬁnite Pˆ was obtained, it resulted in an outlier when estimating the
DOAs. The right plot shows the percentage indeﬁnite estimates among those
outcomes that resulted in a DOA outlier. We observe that about 90% of all
outliers were based on an indeﬁnite Pˆ. Hence, we conclude that there is a
strong connection between the threshold behavior when using the concen-
trated criterion and the deﬁniteness of Pˆ.
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Figure 10.4: Diﬀerent slices of the 5-dimensional unconcentrated stochastic
ML criterion function for an example with two sources at u = [−0.1 0.1] and
a 4 element MRA; P1 = P2 = 5, σ
2 = 1, N = 20. Top left: V as a function of
P1 and P2 for u = [−0.1 0.1], σ2 = 1. Top right: V as a function of P1 and
u1 for u2 = 0.1, P2 = 5, σ
2 = 1. Bottom left: V as a function of σ2 and u1
for u2 = 0.1, P1 = P2 = 5. Bottom right: V as a function of P1 and σ
2 for
u = [−0.1 0.1], P2 = 5.
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Figure 10.5: Pairwise error probability vs SNR per space-time sample for
an example with two sources and a 4 element MRA. u0 = [−0.1 0.1],un =
[−0.015 0.67], N = 5, σ2 = 1, SNR = P
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Figure 10.6: MSE vs SNR per space-time sample for an example with two
sources and a 4 element MRA; unconcentrated criterion, known P and σ2,
12 snapshots.
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Figure 10.7: The SML criterion function and scatter plot of 105 estimates for
an example with two sources and a 4 element MRA; unconcentrated criterion,
known P and σ2, 12 snapshots, SNR = -1.6 dB.
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Figure 10.8: MSE vs number of snapshots per space-time sample for an
example with two sources and a 4 element MRA; unconcentrated criterion,
known P and σ2, SNR = 5 dB.
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Figure 10.9: MSE vs SNR per space-time sample for an example with two
sources and a 4 element MRA; unconcentrated criterion, uncorrelated signals,
unknown P and σ2, 12 snapshots.
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Figure 10.10: MSE vs SNR per space-time sample for an example with two
sources and a 4 element MRA; concentrated criterion, 12 snapshots.
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Figure 10.11: Percentage outliers among indeﬁnite estimates of the signal co-
variance matrix and percentage indeﬁnite signal covariance matrix estimates
among the outliers. Concentrated SML estimator.
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10A Proof of Theorem 10.2
To compute the pairwise error probability Pn we will use a result ﬁrst pre-
sented in [Box54] and developed further in [Imh61] and [MP92, Section 4.3b].
Therein the PDF of central, indeﬁnite quadratic forms in real Gaussian vari-
ables is derived. In order to use this result, we ﬁrst need to do some prepro-
cessing to get the model in a form that matches that of the cited references.
To this end, we ﬁrst express the quadratic form in complex variables in
(10.61) as a quadratic form in real variables. Assume ﬁrst that |R0| < |Rn|
and deﬁne
z =
[
Re{y}
Im{y}
]
, T =
[
Re{Ψ} −Im{Ψ}
Im{Ψ} Re{Ψ}
]
. (10A.1)
The quadratic form in (10.61) can then be expressed as
q  yHΨy = zTTz, (10A.2)
where, now, the random vector z is real. The moments of z are
E [z] = 0, (10A.3)
E
[
zzT
]
= Σ =
1
2
[
Re{IN ⊗R0} −Im{IN ⊗R0}
Im{IN ⊗R0} Re{IN ⊗R0}
]
. (10A.4)
Now, let the eigendecomposition of Σ1/2TΣ1/2 be
Σ1/2TΣ1/2 = UΓUT . (10A.5)
The transformation
w = UTΣ−1/2z (10A.6)
then brings the quadratic form into the canonical form
q =
2KN∑
j=1
γ˜jw
2
j , (10A.7)
where γ˜j, j = 1, . . . , 2KN, are the eigenvalues of Σ
1/2TΣ1/2 and wj is the
corresponding element in w. The moments of w are
E [w] = 0 (10A.8)
E
[
wwT
]
= I. (10A.9)
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Thus, the quadratic form has been written as a linear combination of inde-
pendent χ2 variables. Due to the structure of the quadratic form, some of
the eigenvalues will be zero and some will be equal. The quadratic form can
then be written as a linear combination of a reduced number of indepen-
dent χ2 variables with degrees of freedom given by the multiplicity of the
corresponding eigenvalue, i.e.
q ∼
m∑
j=1
γjχ
2
αj
. (10A.10)
Here, γj, j = 1, . . . ,m, are the distinct non-zero eigenvalues, αj is the multi-
plicity of the j-th eigenvalue. Furthermore, χ2n denotes a χ
2 random variable
with n degrees of freedom, and ∼ means that the left and right hand sides
have the same distribution. The result in the above cited references is based
on the assumption that all multiplicities of the eigenvalues are even num-
bers. To show that this is the case for the eigendecomposition in (10A.5) we
present the following result, which relates the eigenvalues γj to the eigenval-
ues of R0R
−1
n .
Lemma 10.1 Let di, i = 1, . . . ,m, be the distinct eigenvalues of R0R
−1
n that
satisfy di 	= 1, and denote the corresponding multiplicities by ni. Assume
that |R0| < |Rn|. Then, the m distinct, non-zero eigenvalues of Σ1/2TΣ1/2
are given by γi = (di − 1)/2 and they occur with multiplicities 2Nni.
Proof: First, we show the relationship between the eigenvalues of the complex
Hermitian matrixΨ and the real symmetric matrix T. Let ξ be an eigenvalue
and e be the corresponding eigenvector of Ψ. Then, by deﬁnition,
Ψe = ξe (10A.11)
so that
Re{Ψe} = ξRe{e} (10A.12)
Im{Ψe} = ξIm{e}, (10A.13)
since the eigenvalues of Ψ are real (Ψ being Hermitian). We will now show
that
v1 =
[
Re{e}
Im{e}
]
and v2 =
[
Im{e}
−Re{e}
]
(10A.14)
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are both eigenvectors of T with the same eigenvalue ξ. Using the deﬁnition
of T in (10A.1) we obtain
Tv1 =
[
Re{Ψ} −Im{Ψ}
Im{Ψ} Re{Ψ}
] [
Re{e}
Im{e}
]
=
[
Re{Ψ}Re{e} − Im{Ψ}Im{e}
Im{Ψ}Re{e}+Re{Ψ}Im{e}
]
=
[
Re{Ψe}
Im{Ψe}
]
= ξ
[
Re{e}
Im{e}
]
= ξv1. (10A.15)
A similar calculation shows that Tv2 = ξv2. Hence, v1 and v2 are eigenvec-
tors of T with eigenvalue ξ. It then follows that T has the same eigenvalues
as Ψ, but with double multiplicity.
Next, we show the relationship between the eigenvalues of Σ1/2TΣ1/2
and those of R0R
−1
n . It is easy to show by a similarity transformation that
Σ1/2TΣ1/2 and ΣT have the same eigenvalues. From (10A.1) and (10A.3)
we obtain
ΣT =
1
2
[
Re{IN ⊗R0} −Im{IN ⊗R0}
Im{IN ⊗R0} Re{IN ⊗R0}
] [
Re{Ψ} −Im{Ψ}
Im{Ψ} Re{Ψ}
]
=
1
2
[
Re{(IN ⊗R0)Ψ} −Im{(IN ⊗R0)Ψ}
Im{(IN ⊗R0)Ψ} Re{(IN ⊗R0)Ψ}
]
=
1
2
[
Re{IN ⊗ (R0R−1n − IK)} −Im{IN ⊗ (R0R−1n − IK)}
Im{IN ⊗ (R0R−1n − IK)} Re{IN ⊗ (R0R−1n − IK)}
]
.
(10A.16)
The structure of ΣT is therefore the same as that of T (regarding real and
imaginary parts). From the previous calculations we can therefore conclude
that ΣT has the same eigenvalues as IN ⊗ (R0R−1n − IK)/2, but occurring
with double multiplicity. The eigenvalues of IN ⊗ (R0R−1n − IK)/2 are those
of (R0R
−1
n − IK)/2 occurring with multiplicity Nni. Finally, the eigenvalues
of R0R
−1
n − IK are dj − 1, where dj are the eigenvalues of R0R−1n . The
assertion in the lemma follows. 
We are now in the position to apply the result in [MP92, Section 4.3b].
Let the m distinct non-zero eigenvalues of Σ1/2TΣ1/2 be ordered such that
γ1 > . . . > γp > 0 > γp+1 > . . . > γm. The quadratic form can then be
written as
q ∼ λ1χ22Nn1 + . . . + λpχ22Nnp − λp+1χ22Nnp+1 − . . .− λmχ22Nnm
(10A.17)
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where
λi =
{
γi, i = 1, . . . , p
−γi, i = p + 1, . . . ,m (10A.18)
and 2Nni is the multiplicity of γi. From [MP92, Section 4.3b] the PDF of
the quadratic form q in (10A.17) is now obtained as
f(q) =
m∑
i=p+1
cie
q/2λi
Nni−1∑
β=0
(
Nni − 1
β
)
qNni−1−βB(β)i , q < 0,
(10A.19)
where ci and B
(β)
i are deﬁned in (10.63) and (10.64), respectively. The PDF
for q ≥ 0 is also given in [MP92, Section 4.3b], but we do not need it here
since we have arranged the calculations so that we need only integrate the
PDF over negative q. The CDF of the quadratic form is now obtained by
integrating the PDF. The result is
F (x) = Pr[q ≤ x] =
∫ x
−∞
f(q)dq
=
m∑
i=p+1
ci
Nni−1∑
β=0
(
Nni − 1
β
)
B
(β)
i
∫ x
−∞
qNni−1−βeq/2λi dq, x < 0.
(10A.20)
Using [GR94]∫ ∞
u
tne−µtdt = e−uµ
n∑
k=0
n!
k!
uk
µn−k+1
, u > 0,Re{µ} > 0, (10A.21)
we obtain (10.67). From (10.61), (10A.2), and (10A.20) we have
Pn = Pr[q < N log |R0R−1n |] = F (N log |R0R−1n |). (10A.22)
We need to check that log |R0R−1n | < 0 since the CDF in (10A.20) is valid
only for negative arguments. Since, by assumption, |R0| < |Rn| it follows
immediately that log |R0R−1n | = log(|R0|/|Rn|) < 0.
For the case |Rn| < |R0| we write the pairwise error probability as
Pn = Pr
[
Tr
{[
R−1n −R−10
]
Rˆ
}
< log
∣∣R0R−1n ∣∣]
= 1− Pr
[
Tr
{[
R−10 −R−1n
]
Rˆ
}
< − log ∣∣R0R−1n ∣∣]
= 1− F (−N log ∣∣R0R−1n ∣∣) , (10A.23)
where, now, − log |R0R−1n | < 0. Otherwise, the only thing that diﬀers in the
proof of the |Rn| < |R0| case is that the eigenvalues of Σ1/2TΣ1/2 will be
(1− di)/2. This completes the proof of Theorem 10.2. 
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Application Examples
In this chapter we present two application examples which are concerned
with DOA estimation using sparse arrays. The inherently high sidelobes of
such arrays make them prone to ambiguities in the estimation. Therefore,
analyzing the threshold eﬀect is particularly important for this class of ar-
rays. The examples are edited versions of previously published conference
papers, [AE00, Ath01b], and are presented here in two self-contained sec-
tions. Since these papers were published before we developed the general
analysis presented in the preceding chapters, the focus in this chapter is on
lower bounds. However, in the ﬁrst example we also present an analysis that
is similar to the previous one, but is only applicable to a particular array
structure.
11.1 DOA Estimation Using Separated Sub-
arrays
The ﬁrst example is concerned with DOA estimation with a particular class of
sparse linear arrays, characterized by two widely separated subarrays. Since
a large array aperture is obtained with a small number of elements, this
structure can provide very accurate angle estimates at a reasonable cost, but
at the expense of near-ambiguities. The fundamental limitations in DOA
estimation with this class of arrays are investigated. We evaluate the perfor-
mance of DOA estimation algorithms and compare with theoretical bounds,
taking the eﬀects of near-ambiguities into account.
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11.1.1 Introduction
Sensor arrays are used for DOA estimation in a wide range of applications
such as radar, passive sensors for jammer localization, sonar, wireless com-
munications, seismic analysis and medical imaging. The perhaps most im-
portant parameter when designing sensor arrays is the array size. Large
arrays with many sensors can provide very accurate DOA estimates. The
cost of such a system, however, grows with the number of sensors, both in
terms of receiver hardware and computational complexity. A way to reduce
the cost while maintaining accurate DOA estimates is to reduce the number
of sensors without decreasing the array size. In such sparse arrays, the dis-
tance between adjacent sensors will exceed half a wavelength of the impinging
wavefronts. This will lead to grating lobes, or near-ambiguities, in the array
beampattern. These grating lobes may produce large estimation errors if po-
tential ambiguities are not resolved. In order for sparse arrays to be useful for
DOA estimation, the probability of unresolved ambiguities must be very low.
This can be achieved by careful array design (see, e.g., [VE99]) or by using
estimation algorithms that are speciﬁcally designed to resolve the potential
ambiguities. DOA estimation algorithms designed to resolve ambiguities are
often based on a combination of two estimates, one coarse non-ambiguous
and one ﬁne ambiguous estimate [Bag89, JR81, LvdVD99, WZ98, ZW00].
The coarse estimate is used to disambiguate the ﬁne estimate to obtain a
ﬁne non-ambiguous estimate. Other ways of achieving disambiguation in-
clude frequency diversity [Bom00] and multiple target tracking [WT00].
In this example we focus on a particular class of sparse linear arrays. The
array is an interferometric-like system composed of two spatially separated
subarrays. The distance between the phase centers of the subarrays is D.
There is a spatial gap between the subarrays that is very large compared to
the usual inter-sensor spacing of half a wavelength, see Figure 11.1. This will
lead to a large number of grating lobes in the array beampattern with mag-
nitudes close to the magnitude of the mainbeam. Each subarray is a ULA,
with a distance d ≤ λ/2 between adjacent sensors, where λ is the wavelength
of the impinging wavefront. One might question the choice of such an array
structure. As will be shown later, it is nearly optimal from an estimation
point of view when the SNR is high. At low SNR, this geometry is a poor
choice, since the high sidelobes will give large errors. However, incorporating
implementation and manufacturing aspects, this structure appears attractive
for many applications. The regular structure of the subarrays means that
they can be mass produced at low cost. These subarrays can then for in-
stance be placed far apart on the hull of a vessel to provide a large baseline
for very accurate DOA estimation. Of course, one could use more than two
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separated subarrays, which would be good for the disambiguation. How-
ever, for simplicity and ease of exposition only the case of two subarrays is
considered herein.
Figure 11.1: Array conﬁguration
Figure 11.2 shows the array beampattern for two subarrays separated
a distance 33λ/2 between the phase centers of the subarrays. There are
4 sensors in each subarray. The shape of the beampattern illustrates the
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Figure 11.2: Array beampattern in dB
diﬃculty in using this sensor arrangement for DOA estimation. The narrow
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mainlobe indicates that a high accuracy can be achieved, but the many and
high sidelobes indicate a great risk for large errors.
The array beampattern is the product of the array factor and the subarray
beampattern. The array factor is the beampattern that would result from
two isotropic sensors placed at the phase centers of the subarrays. This
pattern has grating lobes of identical heights as the mainlobe. The subarrays
have the eﬀect of reducing the grating lobes in the overall beampattern by
multiplying the array factor with the subarray beampattern. In Chapter 1,
a grating lobe was deﬁned as a lobe of the same height as the mainlobe that
appears due to spatial aliasing. In this sense, the overall beampattern in
Figure 11.2 has no grating lobes, since the sidelobe peaks are slightly lower
than the main peak due to multiplication by the subarray pattern. Still, we
call these lobes grating lobes since the reason for their appearance is spatial
aliasing. If the grating lobes were of exactly the same height as the mainlobe,
it would be impossible to resolve the ambiguities without a priori information
about the DOA. One way to interpret DOA estimation with an array that
has such a structure is that the long baseline between the subarrays gives a
very accurate but ambiguous DOA estimate. The individual subarrays can
then be used to determine which of the many peaks in the large baseline
beampattern that is the correct one.
Relation to Previous Work
Several authors have treated various, more narrow, aspects of the present
problem, either treating performance bounds, or presenting speciﬁc algo-
rithms for array structures similar to the one considered here. In [ZS98] the
Crame´r-Rao Bound (CRB) was compared with the Weiss-Weinstein Bound
(WWB), in [LvdVD99, WZ98, ZW00] estimation algorithms speciﬁcally de-
signed to resolve ambiguities were presented, and in [BS01] the Maximum
Likelihood (ML) estimator and the Barankin bound were computed for sep-
arated subarrays. A recent study on two or more separated subarrays has
been reported in [Zat03].
Aim of Present Work
The aim of the work presented herein is to explore further the fundamental
limitations in ambiguity prone DOA estimation with this particular array
structure. To this end, optimal DOA estimation is developed and compared
with performance bounds. A simple approximate expression for the ultimate
estimation accuracy that can be achieved with this class of arrays is also
derived.
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11.1.2 Data Model and Problem Formulation
We consider the problem of ﬁnding the DOA of a single signal impinging on
an array structure as depicted in Figure 11.1. For mathematical convenience
we consider estimation of u  sin θ, where θ is deﬁned to be the angle w.r.t.
boresight1 of the array. The array output at time t is modeled by the 2K×1
complex vector
x(t) = a(u)s(t) + n(t), t = 1, . . . , N (11.1)
where a(u) is a 2K×1 steering vector that models the array response to a unit
waveform from direction u, K is the number of sensors in one subarray, N is
the number of snapshots, s(t) is the complex amplitude at time t at baseband
of the impinging wavefront and n(t) is the noise. The signal s(t) and noise
n(t) are assumed independent and they are modeled as white (spatially and
temporally), zero mean, circular complex Gaussian random variables with
second order moments
E
[|s(t)|2] = S (11.2)
E[n(t)nH(s)] = I δt,s (11.3)
E[n(t)nT (s)] = 0 ∀ t, s (11.4)
where S is assumed to be known. The signal variance S thus corresponds
to the Signal-to-Noise-Ratio (SNR) per space-time sample since the noise
variance is normalized to unity. Although the assumption that S is known
may be unrealistic, we will later ﬁnd that this is not particularly restrictive
in this example. The two subarrays are assumed to be ideal and identical
with omnidirectional antenna elements. The subarray steering vectors are
then given by
a1(u) = a2(u) =
[
1 e−j2πdnu . . . e−j(K−1)2πdnu
]T
,
(11.5)
where dn  d/λ is the inter-sensor spacing in units of wavelengths. The
steering vector for the whole array is then given by
a(u) =
[
a1(u)
e−j2πDnu a1(u)
]
, (11.6)
where Dn  D/λ. With these assumptions we obtain the following model
for the data covariance matrix
R = E
[
x(t)xH(t)
]
= Sa(u)aH(u) + I. (11.7)
1Boresight means perpendicular to the array axis.
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The problem considered in this example is to estimate u = sin θ based
on the noisy observations X 
[
x(1) . . . x(N)
]
. Particular attention is
paid to the problem of near ambiguities due to the grating lobes in the array
beampattern. First, we seek lower bounds on the estimation error variance
that take the eﬀects of near ambiguities into account.
11.1.3 Performance Bounds
This section is concerned with lower bounds on estimation accuracy. It is
shown that the CRB is not suitable for predicting the attainable performance
of DOA estimation with separated subarrays. Indeed, the CRB would suggest
that the variance could be made arbitrarily small just by using a suﬃciently
large separation. Therefore, other bounds that are available in the literature
are applied to the present problem. Both classical and Bayesian bounds are
treated, and it is argued that they can be compared with one another under
certain circumstances.
Classical and Bayesian Mean Square Errors
In the following, both classical and Bayesian bounds will be treated. Nor-
mally, it makes no sense to compare classical and Bayesian bounds, since the
underlying experiments are inherently diﬀerent. For the problem at hand,
however, some circumstances make such a comparison meaningful. These
circumstances will be explained in more detail later. We seek lower bounds
on the classical MSE
CMSE(uˆ, u) = EX
[
(uˆ− u)2] = ∫ (uˆ− u)2 p(X;u)dX (11.8)
and the Bayesian MSE
BMSE(uˆ) = EX,u
[
(uˆ− u)2] = ∫∫ (uˆ− u)2 p(X, u)dXdu
=
∫∫
(uˆ− u)2 p(X|u)p(u)dXdu (11.9)
where E denotes expectation and uˆ is an estimate of u based on the observa-
tions X =
[
x(1) . . . x(N)
]
. The likelihood function p(X;u) is the PDF
of X as a function of the deterministic parameter u and p(X, u) is the joint
PDF of X and the random parameter u. The density p(X|u) is the PDF of
X conditioned on u and p(u) is the prior PDF of the random parameter u.
Although p(X;u) and p(X|u) have diﬀerent interpretations, they will have
identical mathematical forms, a fact that we will make use of later on. By
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dX we mean dx(1) dx(2) · · · dx(N). We will also refer to the classical MSE
as the local MSE, since it represents the MSE for a particular value of u.
Accordingly, the Bayesian MSE will be referred to as the global MSE since
it is an average of the local MSE over the prior PDF.
Obviously, some constraint must be imposed on the estimator when the
bound on the CMSE is considered. Otherwise, the trivial bound of zero
would be obtained if we simply let uˆ = u. Usually, bounds on the CMSE
are restricted to the class of unbiased estimators. For the DOA estimation
problem, an unbiased estimator cannot exist since the parameter support
is ﬁnite [ZZ69]. However, we have found in simulations that for the cases
of interest in this example, the squared bias is very small compared to the
variance. Therefore, we will not discuss the issue of bias any further herein.
The A Priori Distribution
Throughout this chapter, when treating u as random parameter, a uniform
prior PDF on [−u0, u0] will be assigned to u. This corresponds to a cosine
distribution of the DOA
p(θ) =
1
2u0
cos θ |θ| ≤ arcsinu0 (11.10)
which means that DOAs close to boresight are more likely than DOAs near
endﬁre2. Although the reason for assigning a uniform prior PDF to u was
mathematical convenience rather than physical considerations, some justi-
ﬁcation can be given. One could e.g. argue that in some applications the
array boresight is mechanically aimed at a certain direction where targets
are most likely to appear in a given scenario. Another motivation could
be that in a practical sensor array the individual sensors usually have a di-
rectional beampattern. Although this variation in array gain has not been
accounted for in the data model, it can provide justiﬁcation for the assumed
prior distribution.
Handling Edge Eﬀects
If the inter-sensor spacing is λ/2 and u0 = 1, edge eﬀects may cause troubles
in evaluation of the Bayesian MSE. If u is slightly less than +1, it may be
estimated as a value slightly greater than -1 due to the cyclical nature of the
beampattern. This may cause the estimated MSE to become “unfairly” large.
One way to get around this problem is to “unwrap” the estimation error by
calculating it modulo-2. This re-deﬁnition of the estimation error requires
2Endfire means parallel to the array axis.
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that the bounds are modiﬁed accordingly, see [BB00] for a modiﬁcation of
the Ziv-Zakai bound to this case. We will not take this approach herein.
Instead, the problem is avoided by ascertaining that these types of errors
never occur. The problem is the nature of exp(−j2πdnu) in the array steering
vector when dnu is close to 0.5. Clearly, it is diﬃcult to tell the diﬀerence
between exp[jπ(1− )] and exp[−jπ(1− )], where  is a small number, from
noisy observations. If the phase error is measured modulo 2π, it will be very
small, if not it will be close to 2π. By assuring that dnu never comes close
to 0.5, we can avoid this problem. This can be achieved either by letting
dn < 0.5, which corresponds to spatial oversampling, or by letting u0 < 1,
i.e. constraining the parameter range by the prior PDF.
General Optimal Estimation
In the classical case, there is no general procedure for ﬁnding the minimum
variance unbiased estimator. In the Bayesian case however, it is well known
[Tre68] that the Minimum MSE (MMSE) estimator is given by the mean of
the posterior PDF
uˆ = E[u|X] =
∫
up(u|X)du. (11.11)
The MSE of this estimator is thus a tight lower bound. Since evaluation
of this MSE is computationally intractable, a number of bounds which are
easier to compute have been reported in the literature. In this chapter we will
study the Weiss-Weinstein bound (WWB) which we will compare with other
bounds and results from Monte Carlo simulations. The subsequent sections
will provide expressions for the Crame´r-Rao, Barankin and Weiss-Weinstein
bounds for the problem at hand. The chapter ends with a comparison of
these diﬀerent bounds.
The Crame´r-Rao Bound
Two diﬀerent CRBs will be used to illustrate diﬀerent modes of operation.
Above the ambiguity threshold, the data from the subarrays can be combined
(spatially) coherently to obtain DOA estimates based on the full aperture.
We call the CRB for this case the coherent CRB and denote it BC . Below
the ambiguity threshold, the data from the subarrays can be combined only
incoherently. In this case we assume that we have available two independent
DOA estimates, one from each subarray, making use only of the subarray
aperture. We call the CRB for this case the incoherent CRB and denote it
BI . In Appendix 11A it is shown that the coherent and incoherent CRBs are
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given by
BC =
3(2SK + 1)
8π2NS2K2 (d2n (K
2 − 1) + 3D2n)
≈ 3
4π2NKS (d2nK
2 + 3D2n)
BI =
3(SK + 1)
4π2d2nNS
2K2
(
K2 − 1) ≈ 34π2d2nNSK3 . (11.12)
The coherent CRB is thus a factor 1 + 3D2n/d
2
nK
2 lower than the incoherent
CRB. If 3D2n/d
2
nK
2  1 this factor is 3D2/L2 where L = Kd is the eﬀective
length of a subarray. This means that if the SNR is suﬃcient for neglecting
ambiguity errors, the standard deviation of the estimation error using sepa-
rated subarrays is reduced by a factor which is proportional to the distance
between the subarray phase centers divided by the eﬀective length of one
subarray.
The Barankin Bound
The Barankin bound (BB) for an underwater matched-ﬁeld processing prob-
lem with a model similar to the one considered here has been derived in
[TK99]. We use their result adapted to our model. The BB for the classical
MSE of any unbiased estimator of u from the data vector x is given by
CMSE ≥ BB = h (B− 11T )−1 hT (11.13)
where 1 is a column vector of ones and h is the 1× T row vector
h =
[
u1 − u · · · uT − u
]
, (11.14)
where ui, i = 1, . . . , T are referred to as test points. They represent perturba-
tions in the true parameter value u. If the test points are selected judiciously,
the number of test points T can be relatively few. The test points should be
chosen so as to maximize the right hand side of (11.13) in order to obtain
as tight a bound as possible. A common choice is to pick the test points
as the parameter values that correspond to ambiguity peaks in the criterion
function, see e.g. [MS69]. We therefore choose the test points as the values of
u corresponding to the mainlobe and the nearest grating lobes. The original
formulation of the BB is actually more general. For details concerning this
general form, see [Bar49]. The elements of the B matrix is given by
Bij = E [L(X, ui, u)L(X, uj, u)] i, j = 1, . . . , T, (11.15)
where L(X, ui, u) is the likelihood ratio
L(X, ui, u) =
p(X|ui)
p(X|u) . (11.16)
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The elements in the B matrix can be shown to be given by [TK99]
Bij =
( |R(u)|
|R(ui)| · |R(uj)| · |R−1(ui) +R−1(uj)−R−1(u)|
)N
, (11.17)
which can be simpliﬁed to
Bij =
[
1 + 4SK
(1 + 2SK)2
+ 2(1 + 2SK)Re
{
a˜H a˜ia˜
H
i a˜ja˜
H
j a˜
}
+
∣∣a˜H a˜i∣∣2 + ∣∣a˜H a˜j∣∣2 − (1 + 4SK) ∣∣a˜Hi a˜j∣∣2]−N , (11.18)
where
a˜i =
√
S
1 + 2SK
a(ui). (11.19)
The Barankin bound can then be evaluated by substituting (11.18) into
(11.13).
The Weiss-Weinstein Bound
The WWB states that [WW85]
BMSE ≥WWB = hΓ−1hT , (11.20)
where h is the 1× T row vector of test points
h =
[
h1 · · · hT
]
(11.21)
and
Γ = E[wwT ], (11.22)
where
wi 
L1/2(X;u + hi, u)− L1/2(X;u− hi, u)
E[L1/2(X;u + hi, u)]
, (11.23)
is the i-th element in the T × 1 real random vector w. The likelihood ratio
L(X;u + h, u) is given by
L(X;u + h, u)  p(X, u + h)
p(X, u)
. (11.24)
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The original formulation of the WWB is actually more general. For details
concerning this general form, see [WW85]. Again, the test points are chosen
from the grating lobe positions in the array beampattern.
In [DeL93], the WWB on azimuth and elevation estimation using a gen-
eral planar array is derived. A slight modiﬁcation of those calculations gives
that the (i, j)-th element in Γ for the problem at hand is given by
Γij = 2
C(hi, hj)− C(hi,−hj)
C(hi, 0)C(hj, 0)
, (11.25)
where
C(hi, hj) = A(hi, hj)B(hi, hj). (11.26)
Here,
A(hi, hj) =
[
1 +
(2KS)2
4(2KS + 1)
(
1−
∣∣aH(hi)a(hj)∣∣2
4K2
)]−N
, (11.27)
B(hi, hj) = 1− 1
2u0
max {|hi|, |hj|, |hi − hj|} . (11.28)
The Bayesian Crame´r-Rao Bound
The Bayesian CRB requires some regularity conditions which are not satisﬁed
when a uniform prior PDF is assigned to u (the prior PDF is not twice
diﬀerentiable). However, by smoothing the edges of the uniform distribution
one can show [NV94] that the Bayesian CRB approaches the classical CRB
at high SNR. We will therefore use the classical CRB when we compare with
other bounds and with simulations.
Comparison of Bounds
In this section, the diﬀerent bounds described in the previous sections will be
compared. As noted in the introduction, comparing classical and Bayesian
bounds is usually not meaningful. There are, however, some circumstances
in the present study that make such a comparison meaningful. The key is
that the local MSE is approximately independent of u. From (11.12) it is
seen that the CRB is independent of u. Later on, we will ﬁnd by simulation
that also the optimal Bayesian estimator will have a local MSE which is
approximately independent of u, when it is evaluated in the classical sense.
By this we mean that the Bayesian philosophy is used to derive the optimal
estimator. This estimator is then evaluated in a Monte Carlo simulation as
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if u were deterministic, i.e. u is ﬁxed from trial to trial. The local (classical)
MSE is then computed for this particular value of u. This property, that the
local MSE is independent of u, means that it does not matter if we evaluate
the performance of an estimator in the classical or in the Bayesian sense. To
see this, compare the local MSE
CMSE(uˆ, u) =
∫
(uˆ− u)2 p(X;u) dX (11.29)
with the global (Bayesian) MSE
BMSE(uˆ) =
∫∫
(uˆ− u)2 p(X|u) p(u) dX du =
∫
CMSE(uˆ, u) p(u) du
(11.30)
since p(X;u) and p(X|u) have identical mathematical forms. Now, if
CMSE(uˆ, u) is independent of u we obtain
BMSE(uˆ) = CMSE(uˆ)
∫
p(u)du = CMSE(uˆ). (11.31)
Although there might be some philosophical controversy in comparing classi-
cal and Bayesian estimators, the above calculations show that the local and
global MSEs are the same if the local MSE is independent of the parame-
ter value. Therefore, the MSE of the Bayesian MMSE estimator is also a
lower bound on the MSE for the class of classical estimators that have an
MSE which is independent of the parameter value. Suppose now that the
Bayesian MMSE estimator, when evaluated in the classical sense, has a local
MSE which is independent of the parameter value. If this is the case, this
estimator is also the MMSE estimator in the classical sense for the class of
estimators that have an MSE which is independent of the parameter value.
In the next chapter, we will ﬁnd by simulation that the Bayesian MMSE es-
timator has a local MSE that is approximately independent of u if the SNR
is suﬃciently high and if the edge eﬀects discussed in a previous section are
neglected.
In Figure 11.3, the BB, WWB, the incoherent and coherent CRBs are
plotted versus the subarray separation Dn. For small subarray separation,
the BB, WWB and coherent CRB coincide. In this region, ambiguity errors
have no eﬀect on the bounds. The MSE decreases as the subarray separation
increases up to a certain point when ambiguous estimates begin to aﬀect the
bounds. We call this point the ambiguity threshold. Beyond this point the
MSE starts to increase since ambiguous estimates occur more often. This
eﬀect is captured by the BB and WWB, but not by the CRB. At very large
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subarray separation, the BB and WWB approach the incoherent CRB. In
this region, only the envelope of the array beampattern provides useful in-
formation. It is interesting to note that there is indeed an optimal subarray
separation that minimizes the MSE. A system that is able to operate just
to the left of this threshold is the optimal design and provides a signiﬁcant
reduction of the MSE compared to a standard ULA with corresponding num-
ber of sensors. It can also be seen from the ﬁgure that the WWB is a much
tighter bound than the BB. Therefore, the BB is not considered any further
in this chapter. In the next section, the Bayesian MMSE estimator is imple-
mented and its MSE is compared with the WWB in order to investigate the
tightness of the WWB.
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Figure 11.3: Bounds on MSE vs subarray separation
11.1.4 Performance of Estimators
In this chapter, the optimal Bayesian estimator for the problem at hand is
derived. We also develop the Maximum A Posteriori (MAP) estimator and
show its relation to the classical ML estimator and the conventional beam-
former. A simple, approximate expression for the MSE of the MAP estimator
is also derived. The performance of the diﬀerent estimators are evaluated by
means of Monte Carlo simulations. This is compared to the performance
predicted by the approximation of the MAP MSE and the bounds treated in
the previous section.
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Optimal Bayesian Estimation
The optimal (in the Bayesian MSE sense) MMSE estimator is given by the
mean of the posterior PDF (see e.g. [Tre68])
uˆ = E[u|X] =
∫
U
up(u|X)du (11.32)
To compute the MMSE estimator, the posterior PDF of the parameter u
given the data X is needed. From Bayes’ rule we have
p(u|X) = p(X|u)p(u)
p(X)
=
p(X|u)p(u)∫
U
p(X|u)p(u)du
. (11.33)
We assume u has a uniform prior PDF on [−u0, u0] so that p(u) = 1/(2u0)
for −u0 ≤ u ≤ u0 and p(u) = 0 elsewhere. The posterior PDF then simpliﬁes
to
p(u|X) = p(X|u)∫ u0
−u0
p(X|u)du
(11.34)
The MAP estimator is thus identical in form to the ML estimator when the
prior PDF is uniform. It also follows that the MMSE estimator is given by
uˆMMSE =
∫
U
up(X|u)du∫
U
p(X|u)du
(11.35)
which is recognized as the center of gravity of the conditional density p(X|u).
This conditional PDF p(X|u) is in the white Gaussian case given by
p(X|u) =
N∏
t=1
1
π2K |R| exp
[−xH(t)R−1x(t)]
=
1
π2KN |R|N exp
[
−
N∑
t=1
xH(t)R−1x(t)
]
(11.36)
where |R| denotes the determinant of R. Applying the matrix inversion
lemma [Lu¨t96] to (11.7) gives
R−1 = I− S
1 + 2SK
aaH (11.37)
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so that
N∑
t=1
xH(t)R−1x(t) = N Tr{Rˆ} − NS
2SK + 1
aHRˆa (11.38)
where Tr{·} denotes the trace of a matrix and
Rˆ =
1
N
N∑
n=1
x(n)xH(n) (11.39)
is the sample covariance matrix. To compute the determinant of R we use
the rule |IM +AAH | = |IN +AHA| for an M ×N matrix A [Lu¨t96]. This
gives
|R| = |I2K + SaaH | = |1 + SaHa| = 2SK + 1 (11.40)
The conditional density p(X|u) then reduces to
p(X|u) =
exp
[
−NTr(Rˆ)
]
π2KN(2SK + 1)N
exp
[
2SKN
2SK + 1
V (u)
]
, (11.41)
where
V (u) =
aH(u)Rˆa(u)
aH(u)a(u)
=
aH(u)Rˆa(u)
2K
(11.42)
is the conventional beamformer spectrum. The only quantity in the posterior
PDF that depends on u is V (u). Therefore, the ML and MAP estimators are
identical to a conventional beamforming estimator in this case. Combining
(11.35) and (11.41) we ﬁnd that the MMSE estimator is given by
uˆMMSE =
∫
U
u exp
[
2SKN
2SK + 1
V (u)
]
du∫
U
exp
[
2SKN
2SK + 1
V (u)
]
du
(11.43)
The MMSE estimator is thus given by the center of gravity of exp
[
2SKN
2SK+1
V (u)
]
.
Notice that the MAP estimator is independent of S, and that the dependence
of the MMSE estimator on S is weak if 2SK  1. The assumption that S
is known is therefore not particularly restrictive for the single signal case.
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Performance Evaluation
Next, we investigate the performances of the MMSE and MAP estimators,
and compare them with the WWB and CRB. First, we show in a simu-
lation example that the local MSE of the MAP and MMSE estimators is
approximately independent of u. This was the justiﬁcation for comparing
classical and Bayesian bounds in the previous chapter. Figure 11.4 shows
the local MSE for the MAP and MMSE estimators versus u. To avoid the
edge eﬀects described previously, the normalized distance between the sen-
sors in a subarray was dn = 0.4. Clearly, the local MSE is independent of
u. It should be noted that it is not true that the local MSE is independent
of u for very low SNR. As an example of this, consider a case where the
SNR is so low that uˆ is uniformly distributed between -1 and 1 irrespective
of what the actual true value of u is. Now, if the true value is u = 0 we
have that E[(uˆ − 0)2] = E[uˆ2] = 1/3. If, however, u = 1 we have that
E[(uˆ− 1)2] = E[uˆ2] + 1 = 4/3. Therefore, in this case, the local MSE cannot
be equal to the global MSE. The requirement for the local MSE to be inde-
pendent of u is that the SNR is suﬃciently high so that the estimates come
from the mainlobe or its nearest grating lobes. If this is not the case, the
estimates obtained are useless anyway, so this is not considered as a practical
problem.
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Figure 11.4: MSE of MAP and MMSE estimators vs u.
Figure 11.5 shows the MSE obtained by Monte Carlo simulations as a
function of the distance Dn between the phase centers of the two subarrays.
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For small subarray separation, it can be seen that CRB and WWB both are
tight bounds. Beyond the ambiguity threshold however, there is gap between
the WWB and the MSE of the MMSE estimator, which is the greatest lower
bound. The WWB is thus not a tight bound in the ambiguity region. Com-
paring the MSE of the MAP and MMSE estimators we see that they have
the same accuracy in the ambiguity free region, and that the diﬀerence in
the ambiguity region is small. The location of the ambiguity threshold is
the same for the MAP and MMSE estimators. The performance of the MAP
estimator is thus very close to the performance of the optimal MMSE estima-
tor in the region where a working system would be desired to operate. Since
the MAP estimator is equivalent to a conventional beamformer in this case,
we conclude that the beamformer, for all practical purposes, is the optimal
estimator for this problem.
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Figure 11.5: MSE of MAP and MMSE as a function of the distance between
the subarray phase centers compared with WWB and CRB
Approximate MSE of the MAP Estimator
We have seen that the WWB is not a tight bound. The MSE of the MMSE
estimator is a tight bound, but to the author’s knowledge there exists no
closed form expression for its computation. It would be desirable to have a
simple, closed form expression for this MSE that could provide insights into
array design trade-oﬀs without having to resort to time-consuming Monte
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Carlo simulations. We have already noted that the MAP estimator has
essentially the same MSE as the MMSE estimator in the region where a
working system would be designed to operate. Next, we derive a simple
approximation for the MSE of the MAP estimator that accurately predicts
the ultimate estimation accuracy that can be achieved with this class of
arrays. Although not strictly a lower bound, we will show by simulation that
this approximation is accurate enough as a tool for analyzing the fundamental
limitations in DOA estimation with separated subarrays.
Derivation of the MSE
The approach we take is similar to the one reported in [HL00], where an
approximate expression for the ML MSE has been derived heuristically for
the problem of Doppler frequency estimation of a coherent pulse train. Since
the MAP estimator is identical in form to the ML estimator if we assume
a uniform prior PDF, this approximation can be applied also to the MAP
estimator.
One way to interpret the array beampattern in Figure 11.2, is that the
MAP (ML, beamformer) criterion function for coherent estimation is mod-
ulated by the criterion function for incoherent estimation. The peak of the
“incoherent” envelope, or subarray pattern, will determine which of the nar-
rower “coherent” peaks, or grating lobes, that will produce the MAP esti-
mate. Ambiguous estimates will occur when ﬂuctuations in the position of
the peak of the subarray pattern cause the global maximum in the overall
beampattern to appear at a grating lobe. For large number of snapshots or
high SNR, the peak of the subarray pattern is assumed to be distributed
according to
p(uˆ|u0) = 1√
2πBI
exp
[
− 1
2BI
(uˆ− u0)2
]
(11.44)
This is motivated by general ML theory which states that the ML estimator
is asymptotically Gaussian distributed with mean equal to the true value and
variance equal to the CRB [Tre68]. Since ML, MAP and beamforming all are
equivalent estimators in the present problem, this is a reasonable assumption.
The probability of choosing the k-th peak in the array beampattern can then
be expressed as
Pk =
∫ u0+(2k+1)/2Dn
u0+(2k−1)/2Dn
1√
2πBI
exp
[
− 1
2BI
(u− u0)2
]
du (11.45)
where 1/Dn is the distance between the grating lobes. The numbering of k
is such that k = 0 corresponds to the true peak in the array beampattern,
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k = 1 corresponds to the ﬁrst grating lobe to the right of the true peak, etc.
These probabilities can be expressed in terms of the complimentary error
function according to
Pk = erfc
(
(2k − 1)
2Dn
√
BI
)
− erfc
(
(2k + 1)
2Dn
√
BI
)
(11.46)
where
erfc(x) =
∫ ∞
x
1√
2π
e−t
2/2dt (11.47)
If the true peak is chosen, the MSE is given by the coherent CRB. If the k-th
grating lobe is chosen, the contribution to the MSE is approximately (k/Dn)
2.
The local MSE is then approximated by a sum of all MSE contributions,
weighted by their respective probabilities of occurrence
MSE(uˆ) ≈ P0BC + 2
D2n
M∑
k=1
k2Pk, (11.48)
where M is the number of grating lobes included in the approximation. Since
nothing depends on u in (11.48), averaging the local MSE over the prior PDF
has no eﬀect. The approximation of the local MSE in (11.48) is therefore
also a valid approximation of the global MSE.
Interpretation of the MAP MSE
The approximation (11.48) provides valuable insights into the nature of the
ambiguity eﬀects on the MSE. Figure 11.7 shows the individual terms in
(11.48) as a function of the subarray separation. For comparison purposes,
the coherent CRB and the total MSE using all terms in (11.48) is included.
It can be seen that the contribution of the mainlobe follows essentially the
coherent CRB. For large separation, the mainlobe contribution starts to devi-
ate from the CRB. This is due to that the probability of mainlobe estimates
becomes appreciably below one. For small subarray separation, there is a
good match between the total MSE and the CRB. In this region, there is
no contribution from the grating lobes. At the threshold, the ﬁrst grating
lobe starts to give signiﬁcant contribution and, at wider separation, also the
second grating lobe begins to produce ambiguous estimates.
Further Simpliﬁcation of the MAP MSE
We are interested in ﬁnding a good approximation of the MSE in the vicinity
of the threshold. From Figure 11.7 we conclude that only the mainlobe and
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Figure 11.6: MSE contributions from the mainlobe and diﬀerent grating
lobes. K = 4, N = 20, dn = 0.5, S = 2
the ﬁrst grating lobe has signiﬁcant contribution to the total MSE at the
threshold. We also note that P0 ≈ 1 in this region. These observations
together with the following approximation [Tre68]
erfc(x) ≈ 1√
2πx
e−x
2/2 x > 0, (11.49)
leads to the following expression
MSE(uˆ) ≈ BC +
√
8BI
π
1
Dn
exp
[
− 1
8BID2n
]
(11.50)
where BC and BI are given in (11.12). Figure 11.7 shows the approximations
in eq. (11.48) and (11.50) labeled Approximation 1 and Approximation 2 re-
spectively. Clearly, the further approximations that took us to (11.50) were
reasonable, since there is no visible diﬀerence between the two approxima-
tions except at large subarray separations. If the approximations are to be
used for determining the ambiguity threshold, the simpler approximation in
(11.50) is just as accurate as the one in (11.48). The ambiguity threshold can
easily be obtained by ﬁnding the minimum of (11.50). Included in the plot
is also the result from Monte Carlo simulation (also shown in Figure 11.5)
of the MAP MSE. The MSE approximations derived are very good at pre-
dicting the MSE of the MAP estimator. Since the MAP MSE is very close
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Figure 11.7: Approximations of MAP MSE compared with simulations
to the MMSE, we conclude that the approximations derived can be used to
predict the ultimate estimation accuracy that can be achieved with this class
of arrays.
As a last comparison, Figure 11.8 shows the MSE as a function of SNR for
a ﬁxed subarray separation. One can discern diﬀerent SNR regions where the
estimates have diﬀerent nature. At high SNR, there are no unresolved am-
biguities and the coherent CRB is reached. There is an ambiguity threshold
also in this plot. Below this threshold the MSE increases to the incoherent
CRB. At low SNR, only the envelope of the full array beampattern gives
useful information. At very low SNR, the data provide no information and
the MSE reaches the variance of the prior PDF. In this region, the MSE
approximation is not good since the large estimation errors are not caused
by grating lobes. The observant reader notes that points for the MMSE es-
timator are missing at high SNR. This is due to the extremely high dynamic
range of the posterior PDF. Double precision in the computations was not
suﬃcient to implement the MMSE estimator at these SNR values.
11.1.5 Conclusions
We have investigated the fundamental limitations in DOA estimation with
a sensor array consisting of two spatially separated subarrays. Particular
attention was paid to ambiguity errors caused by grating lobes in the ar-
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ray beampattern. It was shown by simulation that the beamformer has
essentially the same performance as the optimal MMSE estimator. A simple
approximation of the beamformer’s MSE that takes ambiguity errors into ac-
count was derived. This approximation provides valuable insights into how
diﬀerent array design parameters aﬀect the attainable estimation accuracy.
11A Derivation of CRB for separated sub-
arrays
The CRB based on the Gaussian signal model has been derived in [SN90b].
For the case of a single signal this reduces to
BC =
1
2NS2dHP⊥a daHR
−1a
(11A.1)
where
d =
∂a(θ)
∂u
P⊥a = I− aaH/aHa = I−
1
2K
aaH (11A.2)
Taking the derivative of the steering vector in (11.6) w.r.t. θ gives
d = −j2πb a (11A.3)
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where ba denotes element-wise multiplication of the elements in the vectors
b and a and
b 
[
0 dn . . . (K − 1)dn Dn Dn + dn . . . Dn + (K − 1)dn
]T
(11A.4)
Denoting the elements in b by bk we have
dHP⊥a d = 4π
2
(
bT  aH) (b a)− 2π2
K
(
bT  aH) aaH (b a)
= 4π
2K∑
k=1
b2k −
2π2
K
(
2K∑
k=1
bk
)2
=
2π2
3
K
(
d2n
(
K2 − 1)+ 3D2n)
(11A.5)
Applying the matrix inversion lemma to (11.7) gives
R−1 = I− S
1 + 2SK
aaH (11A.6)
so that
aHR−1a = 2K − S
1 + 2SK
aHaaHa =
2K
1 + 2SK
(11A.7)
Substituting (11A.5) and (11A.7) into (11A.1) then gives
BC =
3(2SK + 1)
8π2NS2K2 (d2n (K
2 − 1) + 3D2n)
(11A.8)
If 2KS  1 and K2  1 this reduces to
BC ≈ 3
4π2NKS (d2nK
2 + 3D2n)
(11A.9)
The incoherent CRB, BI , is given by the CRB for one subarray divided
by two, since it is assumed that two independent estimates are obtained from
the two subarrays. Thus,
BI =
1
4NS2dH1 P
⊥
a1
d1aH1 R
−1a1
, (11A.10)
where
d1 =
∂a1(θ)
∂u
= −j2πb1  a1, (11A.11)
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and
b1 =
[
0 dn . . . (K − 1)dn
]
. (11A.12)
In a similar fashion as for the coherent CRB we obtain
dH1 P
⊥
a1
d1 = 4π
K∑
k=1
b21k −
2π2
K
(
K∑
k=1
b1k
)2
=
π2d2nK(K
2 − 1)
3
(11A.13)
and
aH1 R
−1a1 =
K
1 + KS
(11A.14)
so that
BI =
3(SK + 1)
4π2d2nNS
2K2
(
K2 − 1) (11A.15)
If 2KS  1 and K2  1 this reduces to
BI ≈ 3
4π2d2nNSK
3
(11A.16)
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11.2 Optimization of Element Positions in
Sparse Arrays
In this example we propose a method for optimizing the element positions in
sparse linear arrays. Due to their high sidelobes, sparse arrays are plagued
by the threshold eﬀect. It is therefore important to acknowledge this eﬀect
in any sparse array design. We propose herein a novel criterion based on the
SNR threshold in the Weiss-Weinstein bound (WWB).
11.2.1 Introduction
The DOA estimation accuracy depends to a great extent on the array size.
Large arrays can thus provide very accurate estimates. DOA estimation for
arrays with many elements are, however, expensive to implement, both in
terms of receiver hardware and computational complexity.
For non-ambiguous DOA estimation with ULAs, the inter-element spac-
ings should not exceed half a wavelength of the impinging wavefronts. In
sparse arrays, elements are spaced further apart in order to obtain a large
aperture with few elements. Sparse arrays thus have the potential of very
accurate DOA estimation at a low cost. The price paid is the risk of obtain-
ing ambiguous estimates, caused by grating lobes in the array beampattern.
To reduce such grating lobes, non-uniform element spacing is employed. An
important problem is then to determine which element positions yield the
most accurate DOA estimates.
Diﬀerent approaches to optimizing the element positions with respect to
DOA estimation accuracy have been taken in the literature. In [AGGS96,
GB97], the element positions of non-uniform linear arrays (NULAs) were
optimized by minimization of the CRB. A problem with this approach is that
the CRB is a local bound that does not take into account large estimation
errors caused by near ambiguities. For the single signal problem this means
that only the curvature of the mainlobe is considered; high sidelobes have
no eﬀect. At low SNR, these sidelobes may cause large estimation errors,
rendering the CRB a far too optimistic bound in this case.
Various approaches have been proposed to account for near ambiguities.
In [VE99] the mainlobe area was minimized subject to a peak sidelobe con-
straint and in [AS00] competitive criteria involving maximum aperture and
identiﬁability were considered. Although these approaches are intuitively
appealing, there is no explicit connection between these ambiguity/aperture
trade-oﬀs and the resulting mean square estimation error.
In this section, another approach is taken. A lower bound on the mean
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square estimation error that takes ambiguity errors into account is used to
optimize the element positions of a NULA with ﬁxed aperture. The bound
used is the Weiss-Weinstein Bound (WWB), which was ﬁrst presented in
[WW85] and subsequently applied to DOA estimation in e.g. [Ver87, DeL93,
NV94, ZS98, AE00].
11.2.2 Problem Formulation
Consider a linear array of K sensors receiving a single planar wavefront
from the DOA θ measured relative to the array boresight. For mathematical
convenience, the estimation of u  sin θ is considered. The element positions,
denoted by dk, k = 1, . . . , K are normalized by the standard spacing λ/2
where λ is the wavelength, i.e. dk = 2d˜k/λ where d˜k is the physical distance.
In the sequel, diﬀerent linear array geometries, keeping the array length D
(normalized by λ/2) ﬁxed, will be studied. Without loss of generality, the
end elements d1 and dK are ﬁxed at 0 and D respectively. Assuming an
ideal array with omnidirectional elements, the array output at time t can be
modeled by the K × 1 complex vector
x(t) = a(u)s(t) + n(t), t = 1, . . . , N (11A.17)
where
a(u) =
[
1 e−jπd2u . . . e−jπdK−1u e−jπDu
]T
is the K × 1 array steering vector. Furthermore, s(t) denotes the impinging
signal at baseband, n(t) is an additive noise term and N denotes the number
of temporal snapshots. The signal s(t) and noises n(t) are assumed inde-
pendent and are modeled as white (spatially and temporally), zero mean,
circular complex Gaussian random variables with second order moments
E
[|s(t)|2] = SNR and E [n(t)nH(t)] = I. (11A.18)
The signal variance is thus equal to the SNR per space-time sample since the
noise variance has been normalized to unity. The SNR is further assumed to
be known.
The problem considered in this example is, given the noisy observations
x(t), t = 1, . . . , N , to determine the element positions d2, . . . , dK−1 that
maximize the DOA estimation performance. A crucial issue that is addressed
herein is how to deﬁne DOA estimation performance when the estimation is
prone to ambiguities.
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11.2.3 Optimization Method
The DOA estimation performance is often evaluated by means of the CRB.
This bound is relatively easy to compute but is a local bound that does not
take into account large errors that may be caused by near ambiguities. Var-
ious global bounds have been proposed in the literature. These are more
tedious to compute but, on the other hand, they provide insights into how
ambiguity errors aﬀect the overall estimation error. One such bound is the
Weiss-Weinstein Bound (WWB) [WW85]. This is a lower bound on the
Mean Square Error (MSE) that rests on the Bayesian framework of esti-
mation. This means that the parameter of interest is considered to be a
random variable with known prior distribution. Throughout this section, a
uniform distribution on [−1, 1] is assigned to u. For details concerning the
computation of the WWB for DOA estimation, see [DeL93].
To illustrate the diﬀerence between the WWB and the CRB, Figure 11.9
shows the CRB and WWB as a function of SNR for a particular NULA with
8 elements3. At high SNR, the WWB and CRB coincide since, in this region,
ambiguous estimates do not occur. Below a certain SNR threshold the WWB
increases rapidly. At this threshold, ambiguous estimates from grating lobes
begin to yield contribution to the total MSE which is comparable to that of
the mainlobe. This threshold eﬀect is not captured by the CRB.
There are two main factors to consider when deciding upon an optimiza-
tion criterion. On the one hand, the elements should be spread out as much
as possible in order to get the lowest possible CRB. This implies good accu-
racy at high SNR. On the other hand, such a design will have a high SNR
threshold. Since the array length is ﬁxed, the diﬀerence in the CRB for dif-
ferent arrays will be relatively small. Therefore, we focus mainly on the SNR
threshold.
The basic ideas behind the optimization procedure are as follows:
1. Generate a large number of diﬀerent arrays with random element po-
sitions.
2. Compute the WWB as a function of SNR for each array.
3. Identify a reduced set of arrays with the lowest SNR thresholds.
4. The element positions of these arrays are used as starting points in
a numerical optimization routine to improve the best arrays from the
previous step.
3Since the WWB is a Bayesian bound, a direct comparison with the CRB is not mean-
ingful in general. However, according to the discussion in Section 11.1.3, such a comparison
can be justified in this case.
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Figure 11.9: CRB and WWB as a function of SNR for a NULA.
5. The optimal element positions are then taken from the best array after
the numerical optimization.
The SNR threshold can be deﬁned in diﬀerent ways, e.g. where the WWB
exceeds the CRB by a certain amount or the maximum of the second deriva-
tive of the WWB curve. Unfortunately, we do not have an analytical expres-
sions for the SNR threshold available. Furthermore, importance was attached
to analyzing as many random arrays as possible within a limited computing
time. Therefore, a somewhat simpliﬁed procedure was implemented:
• The WWB as a function of SNR was computed for 103 diﬀerent arrays.
The array with the lowest SNR threshold of these arrays was identiﬁed
simply by looking at the plots of the WWB versus SNR. This array had
a threshold at about SNR = -5 dB. Then, the WWB at SNR = −5 dB
was computed for 106 random arrays.
• The 10 arrays with the lowest WWB at SNR = - 5 dB were selected
for numerical optimization.
• The element positions of these arrays were used as starting points when
minimizing the WWB with respect to element positions at SNR = -5
dB. The “fminsearch” routine in Matlab’s Optimization Toolbox was
used for this purpose.
• The array with the lowest WWB after the numerical optimization was
then considered to be the optimal array.
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A side-eﬀect of this pragmatic approach is that we actually minimize the
WWB for a ﬁxed SNR and not the SNR threshold itself. However, since
this ﬁxed SNR is close to the threshold of the “best” array, we consider this
an almost equivalent approach. In a way, it is a desired side-eﬀect since we
assure that we obtain also a low MSE; not just a low threshold.
There is no guarantee that the global optimum is found with this pro-
cedure. If a very large number of random arrays are generated, however, it
is likely that the obtained solution is “suﬃciently optimal” for any practical
purposes.
The optimization procedure was evaluated by generating 106 eight-element
linear arrays with random element positions and D = 23, N = 16. The ele-
ment positions were generated according to a uniform distribution on [0, D].
Figure 11.10 shows the WWB as a function of SNR for the arrays which
had the lowest and highest WWB at SNR = -5 dB. In order to show the
 Histogram of WWB
at SNR = - 5 dB
Figure 11.10: WWB for the best and worst array and a histogram of WWB
at SNR = -5 dB.
statistical nature of the WWB of the randomly generated arrays, there is
also a histogram of the WWB at SNR = -5 dB for all the arrays in the plot.
The histogram has been rotated 90◦ compared to the standard orientation
of a histogram. It can be seen from the ﬁgure that the diﬀerence between
the WWB for the best and the worst array is quite large. The positions of
the array elements thus have a great inﬂuence on the attainable estimation
performance. The element positions of the 10 best arrays were then used
as starting points in a numerical optimization routine to minimize the MSE
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at SNR = -5 dB. Finally, the optimal element positions are taken from the
array with the lowest MSE at this SNR. The numerical optimization reduced
the minimum MSE from -44.8 dB to -45.2 dB.
Hitherto, the element positions were considered as continuous variables.
This implies an inﬁnite number of possible arrays with diﬀerent element
positions. On the other hand, constraining the element positions to a discrete
grid leads to a ﬁnite number of possible diﬀerent arrays. Therefore, it should
be possible to compute the WWB for all these possible arrays if the number
of grid points and array elements are not too large. A common approach
is to start with a ULA with λ/2 element spacing and the required length.
Then, a given number of elements are removed from the full array in order
to produce the sparse array. These arrays are often called thinned arrays.
In the present example, the two end elements are ﬁxed. Thus, there are 22
element positions to choose 6 positions from. The number of diﬀerent ways
to pick 6 elements out of 22 is equal to
(
22
6
)
= 74 613. This is a reasonable
number of arrays for being able to compute the WWB for all of these arrays
on a standard PC. The WWB at SNR = -5 dB was computed for all these
74 613 arrays and the result is illustrated in Figure 11.11. The WWB vs
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Figure 11.11: WWB for the best array using continuous and discrete element
positions respectively.
SNR for the arrays with the lowest WWB at SNR = -5 dB using continuous
and discrete positions respectively is shown. Clearly, the diﬀerence between
the two is insigniﬁcant.
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11.2.4 Comparison with other arrays
The arrays obtained from the optimization procedure described in the previ-
ous section were compared with a couple of other array conﬁgurations that
have been studied in the literature. For such a comparison to be fair, all
arrays had the same length and the same number of elements. A type of
thinned array that has been widely studied is the so called minimum redun-
dancy array [Mof68]. Another array conﬁguration that also has been studied
is two separated subarrays where each subarray is a ULA with λ/2 inter-
element spacing, see e.g. [ZS98, BS01, ES02, Zat03] and Section 11.1. The
array geometry that minimizes the CRB for one source and NULAs with ﬁxed
length is given by two point clusters at the array end points [GB97]. Due
to mutual coupling eﬀects and mechanical considerations, the element spac-
ing cannot be too small. The separated subarrays conﬁguration can thus be
viewed as a realizable approximation of the CRB-optimal geometry. Figure
11.12 shows the element positions for the arrays under consideration. The
beampatterns of the minimum redundancy array and the optimal thinned
array are compared in Figure 11.13.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Optimized array, continuous positions
Optimized array, discrete positions
Minimum redundancy array
Separated subarrays
Element positions [λ/2]
Figure 11.12: Element positions
In Figure 11.14, the WWB of the best thinned array obtained from the
numerical optimization is compared with the WWB of a minimum redun-
dancy array. There is practically no diﬀerence between the WWB for the
two arrays. Recall that the diﬀerence between the WWB for the arrays
obtained from minimization over continuous and discrete element positions
respectively was very small. Therefore, it is concluded that the minimum
redundancy array is nearly optimal under the criterion used in this example.
Figure 11.15 shows WWB vs SNR for the array obtained from optimiza-
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Figure 11.13: Array beampatterns
tion over continuous element positions and the separated subarray structure.
The separated subarray structure has a considerably higher SNR threshold
and somewhat lower WWB at high SNR as compared to the optimal ar-
ray. This is expected, since the separated subarray structure has a narrower
mainlobe but higher sidelobes, due to concentration of the elements near the
array endpoints.
Common engineering practice suggests that low sidelobes are important
for ambiguity-free DOA estimation. In order to investigate the adequacy of
this in the current setting, Figure 11.16 displays a 2-D histogram of the WWB
at SNR = -5 dB and the peak sidelobe in the beam pattern for each of the
106 arrays as a contour plot. Some interesting conclusions can be drawn from
Figure 11.16. For most arrays, high peak sidelobe means high WWB. A few
ridges can be discerned in the contour plot. These are probably due to the
peak sidelobe being at diﬀerent distances from the mainlobe. An ambiguous
estimate from a sidelobe far from the mainlobe gives a greater contribution to
the MSE than from a sidelobe close to the mainlobe. A interesting property
appears if we scrutinize the lowest contour of the histogram. Apparently, if
only the best arrays are considered, there seems to be no relationship between
the peak sidelobe and the WWB, at least as long as the peak sidelobe does
not exceed -3 dB (relative to the mainlobe). Inspection of the corresponding
beampatterns revealed that for the arrays with low WWB and high peak
sidelobe, the peak sidelobe is relatively close to the mainlobe. Obviously, as
far as the MSE is concerned, a higher peak sidelobe can be tolerated if it is
close to the mainlobe.
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Figure 11.14: WWB for minimum redundancy array and the best thinned
array.
11.2.5 Conclusions
A novel criterion for optimizing the element positions of sparse linear arrays
has been presented. The criterion used was the ambiguity threshold of the
Weiss-Weinstein Bound (WWB). This is a lower bound on the mean square
DOA estimation error that takes into account large errors caused by ambigu-
ities. An optimization procedure was implemented in order to ﬁnd the array
with lowest ambiguity threshold. The WWB for this array was compared
with a minimum redundancy array and a separated subarrays structure. It
was found that the optimal array and the minimum-redundancy array had
nearly identical WWB.
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Figure 11.15: WWB for optimized array, continuous positions and separated
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Figure 11.16: 2-D histogram of WWB at SNR = -5 dB and peak sidelobe,
displayed as a contour plot.
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Conclusions
In the second part of this thesis we have developed a theory for predicting
the threshold region performance of the ML DOA estimator. We treated the
cases of deterministic and stochastic source signals for the single and multi-
source estimation problems. Approximations of the MSE and probability of
outlier were derived for the diﬀerent cases of interest. Results of Monte Carlo
simulations showed that these approximations could accurately predict the
threshold region performance of the ML estimator.
The MSE approximation is based on a simple application of the total
probability theorem. The diﬃculties arise when the probabilities of ambigu-
ous estimates are to be computed. We found that these calculations can be
treated in a common framework, since in all cases the calculations lead to
computing the distribution of quadratic forms in complex Gaussian random
variables. Closed form expressions for these probabilities were obtained, as
well as fast and accurate approximations for cases when these expression
were not practical to implement. As compared to Monte Carlo simulations,
the analysis developed herein is a time-eﬃcient alternative to evaluate the
ML performance.
For the special case of a single stochastic source signal and a single
snapshot, we showed that the ML estimator is not statistically eﬃcient as
SNR→∞ due to the eﬀect of outliers. Furthermore, results of Monte Carlo
simulations indicated that this is also the case for multiple snapshots. How-
ever, in this case the ineﬃciency is due to the local errors not being small
enough to reach the CRB.
We also presented two examples concerning DOA estimation with sparse
arrays. In the ﬁrst example we studied an interferometric-like system com-
posed of two separated subarrays. We derived the Bayes-optimal estimator
for this problem and compared it to other estimators as well as lower bounds
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on the estimation performance. We found that the conventional beamformer,
the ML, and the Bayesian MAP and MMSE estimators had essentially the
same performance in this example. A simple expression for the MSE of the
MAP estimator was then derived. This was shown to be in good agreement
with results of Monte Carlo simulations.
In the second example we used the Weiss-Weinstein lower bound to opti-
mize the element positions of sparse linear arrays. By minimizing the lower
bound on the MSE close to the SNR threshold we obtained an array con-
ﬁguration that has high asymptotic estimation accuracy and yet is robust
to ambiguity errors. The array obtained from the optimization was com-
pared with a minimum redundancy array with the same length and the same
number of elements. We found that these arrays have nearly identical Weiss-
Weinstein lower bounds.
We have identiﬁed some topics for future research. Our observation that
the stochastic ML estimator appears to be statistically ineﬃcient for high
SNR needs to be veriﬁed analytically. We have only showed it for the special
case of a single source and a single snapshot. The theory for the multi-
source stochastic ML estimator can be developed further. In particular, the
probabilities associated with the concentrated likelihood function remains to
be computed.
The quest for tight and computable lower bounds on estimation accuracy
is still ongoing. It would be interesting if some connections between exist-
ing bounds and the approximations developed herein could be established.
Maybe this could lead to new insights and improved bounds.
Finally, it would be interesting to apply the MSE approximations to the
problem of optimizing the element positions in sparse arrays. In particular,
an optimization criterion involving the capability of resolving two sources
would be interesting to investigate.
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