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Abstract—Signiﬁcant progress has recently been made in loss-
less image compression using discrete wavelet transforms. The
overall performance of these schemes may be further improved
by properly designing efﬁcient entropy coders. In this letter, a
new technique is introduced for the implementation of context-
based adaptive arithmetic entropy coding. This technique is based
on the prediction of the value of the current transform coefﬁcient,
using a weighted least squares method, in order to achieve
appropriate context selection for arithmetic coding. Experimental
results illustrate and evaluate the performance of the proposed
technique.
Index Terms—Image coding, lossless coding.
I. INTRODUCTION
T
HE performance of arithmetic coders depends mainly on
the estimation of the probability model that the coder will
use. If the probability model accurately reﬂects the statistical
properties of the input, arithmetic coding will approach the
entropy of the source. Different probability models will give
different compression performance for the same data and thus
the probabilities that an adaptive model assigns may change as
each symbol is transmitted, based on the symbol frequencies
seen so far in the message. A drawback of arithmetic coding of
images using the above adaptive model is that it does not take
into account the high amount of correlation between adjacent
pixels. That is, each pixel is encoded using a probabilistic
model adapted to all pixel values seen so far on the image. In
this work, to alleviate this disadvantage a method similar to
the one in [8] is adopted, with which, for every new coefﬁcient
to be encoded, the model is updated more than once, making
the probabilistic model more adaptive to recent pixels.
Every transform coefﬁcient is put into one of several classes
(buckets) depending on the weighted values of a set of
previously entropy coded coefﬁcients. To each context type
corresponds a different probability model and thus each sub-
band coefﬁcient is compressed with an entropy coder following
the appropriate model. The key issue is then how to ﬁnd an
efﬁcient context based classiﬁcation.
In our work, the magnitude-set variable-length-integer rep-
resentation (proposed in [1] and shown in Table I) is employed
to represent the transform coefﬁcients. According to this, every
coefﬁcient is classiﬁed into one of a set of ranges called
Manuscript received December 23, 1998. The associate editor coordinating
the review of this manuscript and approving it for publication was Prof. R.
M. Mersereau.
The authors are with the Information Processing Laboratory, Aris-
totle University of Thessaloniki, Thessaloniki 540 06, Greece (e-mail:
strintzi@vergina.eng.auth.gr).
Publisher Item Identiﬁer S 1070-9908(99)04960-3.
TABLE I
DEFINITION OF MAGNITUDE-SET VARIABLE-LENGTH-INTEGER
(MS ￿ VL I) REPRESENTATION
magnitude sets followed by the sign bit and the magnitude
difference bits. For example, the numbers 15 and are
transmitted with the number triads and
respectively.
This letter is organized as follows: In Section II the un-
weighted and the weighted least squares error methods are de-
veloped to determine the prediction of the current coefﬁcient.
Section III presents experimental results, and conclusions are
drawn in Section IV.
II. PREDICTION AND CONTEXT SELECTION
A. Weight Optimization via Linear Regression
The magnitude set of the current pixel is estimated using
the weighted values of coefﬁcients that have already been
entropy encoded in the current band, in the sister band(s) and in
the parent band, in the pyramid structure. Experimental results
have proved that the magnitude sets of the coefﬁcients shown
in Fig. 1, which differ in shape for every subband LH, HL, and
HH, sufﬁce for an accurate prediction of the magnitude set
of the current pixel. Therefore, we can write for each subband:
(1)
1070–9908/99$10.00 ã 1999 IEEETRIANTAFYLLIDIS AND STRINTZIS: LOSSLESS IMAGE COMPRESSION 169
Fig. 1. Prediction of current coefﬁcient.
The weights are determined via linear regression so that
are least squares estimates of Subscripts
are directional short notations for west, northwest, north and
northeast respectively, indicates the th parent
pixel and indicate the corresponding pixels or pixel in the
sister bands.
Let the matrix have rows (where are
the dimensions of the image to be coded) and eight columns.
Each row consists of all the previously encoded magnitude
sets used for the estimation of the current magnitude set,
i.e., the subscript of each element of the matrix indicates the
current coefﬁcient and the superscript indicates one of the eight
previously encoded magnitude sets used for the estimation of
the current coefﬁcient. Further, we form a vector composed
of all magnitude sets, i.e., the subscript of each element of the
vector indicates the current coefﬁcient.
. . .
. . .
. . .
. . .
. . .
. . .
(2)
Then, the vector of the optimal weights is [6]
(3)
where is the weighted linear regression matrix which may
be chosen to be either the unity matrix ([4], unweighted linear
regression) or a user-deﬁned appropriate weighted matrix
(weighted linear regression).
TABLE II
NUMBER OF BYTES AND B/PIXEL NEEDED FOR ENTROPY
CODING WITH OPTIMAL WEIGHTS CALCULATED VIA LINEAR
REGRESSION WITH MATRIX W W W = I I I (METHOD I) OR W W W
WEIGHTED (METHOD II) COMPARED TO S + PE NTROPY CODING
B. Weight Optimization via Appropriate
Weighted Linear Regression
In this case, instead of using a simple unweighted linear
regression algorithm, a more sophisticated method is imple-
mented to ﬁnd the best weights for the estimation of the current
coefﬁcient. Experiments have shown that the larger errors in
estimating the transformed coefﬁcients occur on the edges of
the transformed image. As a result, the most appropriate matrix
must have higher weights in the positions which correspond
to the edges of the transformed image.
III. EXPERIMENTAL RESULTS
The above context-based arithmetic entropy coding tech-
nique was compared to the method used in the widely regarded
as state-of-the-art algorithm of S P [1]. Our experiments
may be summarized as follows.
Step 1: Apply the S P transform for the initial decorre-
lation of the selected image.
Step 2: Apply the algorithm of unweighted or weighted
least squares method for the prediction of the
magnitude sets.
Step 3: Classify the magnitude sets of each coefﬁcient into
one of several buckets depending on the weighted
values of the selected set of previously entropy
coded coefﬁcients.
Step 4: Apply adaptive arithmetic entropy coding [9] to
each bucket. Aiming to better adaptivity, for every
new coefﬁcient to be encoded, the model is updated
three times instead of once. The sign and magnitude
difference are also arithmetically coded but using
a ﬁxed (instead of adaptive) uniform distribution
model, in order to increase the computational efﬁ-
ciency.
The arithmetic entropy coder proposed, was applied to
standard black and white, 8 b/pixel, images following an S P
transform [1]. Table II presents the results of the unweighted or
weighted least squares methods compared to that of the S P
entropy coder.
IV. CONCLUSIONS
A method was presented for the implementation of an
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uses unweighted or weighted least squares techniques to
determine the weights used so as to estimate the magnitude set
of the current coefﬁcient, based on a selected set of magnitude
sets of pixels which have been previously coded. Experiments
show that the use of the weighted least squares algorithm
leads to better results, and consistently outperforms the entropy
coder proposed by the state-of-the-art method S P in [1].
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