We exhibit and study various regularity properties of the sequence (R(n)) n 1 which counts the number of different representations of the positive integer n in the Fibonacci numeration system. The regularity properties in question are observed by representing the sequence as a two-dimensional array consisting of an infinite number of rows
Introduction and Preliminaries
Let (f k ) k 0 denote the Fibonacci sequence with f 0 = f 1 = 1 and f k+1 = f k + f k−1 for k 1. We denote by {0, 1} * the set of all words w = w 1 w 2 · · · w k with w i ∈ {0, 1}. To each w = w 1 w 2 · · · w k ∈ {0, 1} * with w 1 = 1 we associate a positive integer n w defined by n w = w 1 f k + w 2 f k−1 + · · · + w k−1 f 2 + w k f 1 .
We say that w is a representation of n w in the Fibonacci base. It is well-known that each positive integer n has one or more representations when expressed in the Fibonacci numeration system. One way of obtaining such a representation is by applying the 'greedy algorithm. ' This gives rise to a representation of n of the form w = w 1 w 2 · · · w k with the property that w i w i+1 = 11 for each 1 i k − 1. Such a representation of n is necessarily unique and is called the Zeckendorff representation of n, and denoted z(n) [13] . For example, applying the greedy algorithm to n = 50 we obtain 50 = 34 + 13 + 3 = f 8 + f 6 + f 3 which gives rise to the representation z(50) = 10100100. A {0, 1}-word w beginning in 1 and having no occurrences of 11 will be called a Zeckendorff word.
Other representations arise from the fact that an occurrence of 100 in a given representation of n in the Fibonacci base may be replaced by 011 to obtain another representation of n in the Fibonacci base, and conversely. Hence z(n) is the largest representation of n with respect to the lexicographic order. A number n has a unique representation in the Fibonacci base if and only if z(n) is a prefix of the infinite word (10) ∞ = 10101010 . . . or equivalently if and only if n = f k − 1 for some k 2. The multiplicities of representations of numbers in the Fibonacci base (or in other linear numeration systems) have been studied by numerous authors fom many different points of view (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 13] ).
We are interested in the sequence R(n) which counts the number of distinct representations of n in the Fibonacci base. More precisely, given n ∈ Z >0 we set Fib (n) = {w = w 1 w 2 · · · w k ∈ {0, 1} * |w 1 = 1 and n w = n} and put R(n) = #Fib(n). For w ∈ Fib(n) we write R(w) for R(n w ). Our work is largely motivated by a recent paper of J. Berstel in which he obtains a matrix formula for R(n) in terms of the Zeckendorff representation of n (see Proposition 4.1 in [2] ). More precisely we were particularly intrigued by a final remark in the paper in which the author writes: "As already mentioned, the behavior of R(n) is rather irregular as a function of n". In this paper we exhibit and study certain regularity properties of the sequence R(n) which were discovered by representing the sequence as a two-dimensional array (shown in Fig. 1 ) consisting of an infinite number of rows L 1 , L 2 , L 3 , . . . where the kth row L k contains f k−1 terms of the sequence. 1 1 In L 10 the entry 0 denotes the value 10. The sequence (R(n)) n 1 is simply the concatenation of the blocks L k so
A first 'regularity' property observed is that each row L k is of the form W k 1 where W k is a palindrome. A second and more interesting property (perhaps not immediately evident from the above figure) is that for each positive integer m, and for each k 2m, the number of occurrences of m in row L k is a constant (denoted rk(m)) depending only on m. For instance, we observe in Fig. 1 that 3 occurs 4 times in each line L k for k 6, so that rk(3) = 4. The function rk(m) measures the number of distinct 'basic' Zeckendorff words having exactly m equivalent representations under the congruence generated by 011 ≡ 100. More precisely, if a Zeckendorff word w ends in a prefix u of the infinite word (10) ∞ , then removing this prefix does not affect the number of equivalent representations, i.e., R(w) = R(wu −1 ). Thus rk(m) counts the number of distinct Zeckendorff words w having exactly m equivalent representations and which do not end in a prefix of (10) ∞ . We call such words m-basis words. We will study various number theoretic properties of the function rk(m) including a connection with the Euler -function. We begin in Section 2 with a decomposition of R(n) and a recursive combinatorial construction for the above two-dimensional representation of R(n). That is we give a recipe for generating the kth row L k from earlier rows L j with j < k. In Section 3 we explain the underlying palindrome structure of each row L k mentioned above. Sections 4 and 5 are devoted to studying the structure and number of distinct m-basis words. In this context we introduce the notion of a Fibonacci tower. We obtain formulas for rk(m) in terms of the Euler -function and conversely show that (m) can be computed from the function rk. Section 6 we consider a different decomposition of R(n) and an alternate recursive algorithm for generating R(n). With respect to this second decomposition of R(n), it is also natural to consider another sequence, which we denote (d(n)) n 0 and which gives the coefficients in the power series expansion of the infinite product
A different algorithm for generating the coefficients d(n) was originally discovered by Tamura [12] but remains unpublished.
A first algorithm for generating the sequence R(n)
For each w ∈ Fib(n) we have |z(n)| − |w| ∈ {0, 1}. Thus we define
For example, it follows from Example 1 that R 1 (50) = 4 and R 0 (50) = 2.
For w ∈ Fib(n) we write R 1 (w) and R 0 (w) for R 1 (n w ) and R 0 (n w ), respectively. We will often make use of the following basic lemma whose proof is omitted as it is a straightforward consequence of the above definitions: Lemma 1. Lett w be a Zeckendorff word. Then:
If w = vu with v ∈ {0, 1} * and u a prefix of (10) 
We next give a recursive combinatorial construction for the sequence R(n). We begin with a recursive construction of a sequence (x n ) n 1 ∈ N ∞ which we shall see coincides with the sequence R 0 (n). In order to define the sequence (x n ) we arrange it schematically as shown below in a two-dimensional array consisting of an infinite collection of rows so that each row k 0 contains f k entries of the sequence (x n ) (see Fig. 2 As a consequence of our construction, we deduce that: • The first entry in row k is x f k+1 . Hence x n is in row k, if and only if |z(n)| = k + 1.
• If x n is in row k, then the entry below x n in row k + 1 is x n+f k .
In order to define our recursive construction of the sequence (x n ), it is useful to partition each row k (k 3) into four parts we call A k , B k , C k , and D k as follows: For k 2, we have x n ∈ A k+1 if and only if f k+2 n < f k+2 + f k−2 . It follows that x n is in A k+1 if and only if it has three or more entries above it in the same column. We set x n ∈ B k+1 if and only if f k+2 + f k−2 n < f k+2 + f k−1 . Thus x n is in B k+1 if and only if it has exactly two entries above it in the same column. We set x n ∈ C k+1 if and only if f k+2 + f k−1 n < f k+2 + f k . Thus x n is in C k+1 if and only if it has exactly one entry above it in the same column. We set x n ∈ D k+1 if and only if f k+2 + f k n < f k+3 . Thus x n is in D k+1 if and only if it has no entry above it in the same column.
It follows from our definition of A k , B k , C k , and D k that an entry x n ∈ A k if and only if z(n) begins in 10000, x n ∈ B k if and only if z(n) begins in 10001, x n ∈ C k if and only if z(n) begins in 1001, and x n ∈ D k if and only if z(n) begins in 101. Moreover x n belongs to row k if and only if x n+f k+1 belongs to C k+1 ∪ D k+1 .
We now define the sequence (x n ) recursively: we first put x 1 = x 2 = x 4 = 0 and x 3 = 1. This defines rows 0, 1 and 2. Having defined rows 0, 1, 2, . . . , k for k 2, we now describe how to obtain row k + 1 from prior rows. We consider three cases:
Case 1: If x n belongs to A k+1 , then the column containing x n has at least three entries above x n :
. . .
and we set
Case 2: If x n belongs to B k+1 then the column containing x n has two entries above x n :
Case 3: If x n belongs to C k+1 ∪ D k+1 then x n−f k+1 belongs to row k and we set
in other words C k+1 ∪ D k+1 is obtained by simply copying row k.
These recursive rules define the sequence (x n ) shown in Fig. 3 below: 2 Proposition 1. R 0 (n) = x n for each n 1.
Proof. Clearly R 0 (1) = R 0 (2) = R 0 (4) = 0, and R 0 (3) = 1. To show that R 0 (n) = x n for n 4, it suffices to show that R 0 (n) satisfies the same recursive conditions which defined (x n ) in Cases 1-3 above. In doing so we will make repeated use of Lemma 1. Case 1: Suppose x n belongs to A k+1 . Then we can write z(n) = 10 l w for some l 4 and for some Zeckendorff word w. Then
as required by (2.1). Case 2: Suppose next x n belongs to B k+1 . Then we can write z(n) = 1000w for some Zeckendorff word w.
Then 2 A similar schematic representation appears in [1] in what the authors call 'the Fibonacci graph' which divides the plane into bounded diamond shape regions having 6 edges and 6 nodes. Each node is assigned a frequency. The representation in Fig. 3 corresponds to the node frequencies of the Fibonacci graph.
as required by (2.2). Case 3: Suppose x n belongs to C k+1 ∪ D k+1 . In this case according to (2.3) we must show that R 0 (n) = R 0 (n − f k+1 ). We proceed by induction on k. The result is readily verified for k 2.
We consider two sub-cases; the first (which does not require induction hypothesis) is when z(n) = 10010w for some {0, 1}-word w. In this case we have
The second sub-case is when z(n) = 10w for some Zeckendorff word w. In this case
The inductive hypothesis applies to the next to last equality since x n−f k+2 is in row k − 1 and hence f k n − f k+2 < f k+1 which implies that
Having constructed the sequence R 0 (n) we use Lemma 1 to compute the sequence R(n).
is obtained from the previous chart by concatenating the C k for k 3. Putting L k = C k+2 we obtain the schematic representation of (R(n)) given in Fig. 1 .
We end this section by making a few observations; the first three are immediate, while the latter two will be expanded upon in the following sections:
• For each integer m 1, there exists a positive integer rk(m) such that for each k 2m, the integer m occurs exactly rk(m) times in level L k . For instance, in each row L k for k 6, the value 3 is assumed exactly 4 times, so that rk(3) = 4. Similarly, in each row L k for k 8, the value 4 is assumed exactly 6 times, so that rk(4) = 6.
The underlying palindrome structure of R(n)
Proposition 2. The sequence (R(n)) n 1 can be factored in the form
Proof. We saw in the previous section that
where L k has length f k−1 and the first and last entries of
by exchanging 0s and 1s. Since z(n) begins in 10, it follows that z(n) begins in 01, and thus deleting the first 0 in z(n) we obtain that 0 −1 z(n) ∈ Fib(n) for some positive integern.
To show that W k is a palindrome it suffices to show • R(n) = R(n).
• n − f k = f k+1 − 2 −n, i.e., the entries R(n) and R(n) are located the same distance away from the 'center' of W k . The first point is clear since the number of elements congruent to z(n) under the relation 011 ≡ 100 (which is R(n)) is equal to the number of elements congruent to z(n) under the same relation (which is R(n)). The second point follows from the following computation: n +n can be represented as 11 · · · 1 k in the Fibonacci base. Hence
and therefore z(n +n + 2) = 1000 · · · 0 k+2 whence n +n + 2 = f k+2 = f k+1 + f k as required.
Basis words and rank
Let m 1. The next two sections are devoted to studying the structure of all Zeckendorff words z(n) such that R(n) = m. We begin by giving a matrix formulation of Lemma 1 which will in turn allow us to recover a recent result of Berstel in [2] for computing R(n) from the Zeckendorff representation of n.
Lemma 2. Let w be a Zeckendorff word. Then
Using the identities
we deduce that for any Zeckendorff word w
This yields the following result due to Berstel: 3 Proposition 3 (Berstel [2] ). Let w = 10 r 1 10 r 2 · · · 10 r k with r j 1. Then 
Lemma 3.
For each m 2 the longest m-basis word has length 2m. 3 The matrices occurring in Berstel's formulation of the same result differ slightly from ours as a consequence of notational differences. 4 In [7] such words are called relational words, a term stemming from earlier terminology introduced in [1] related to the Fibonacci graph. Hence 10 2m−1 is a m-basis word of length 2m. We next claim that any m-basis word w is of length less than or equal to 2m. The proof is by induction on m. In case m = 2, then the only basis words are 100 and 1000. Next suppose that for all 2 m < m, each m -basis word is of length less than or equal to 2m , and let w be a m-basis word. If w is of the form w = 10 k , then it is easy to see that k 2m − 1, since otherwise R(w) > m. So we can suppose w is of the form w = 10 k w for some Zeckendorff word w . We now use Lemma 2 and consider three cases: (a) k = 1, (b) k = 2, and (c) k 3. Since the arguments in each case are essentially identical, we consider only the first case. In this case we see that
Since w is a m -basis word, by induction hypothesis we have that the length of w is less than or equal to 2m which in turn is less than or equal to 2m − 2. Hence the length of w is less than or equal to 2m. Recall that each L k may be written as L k = W k 1 where W k is a palindrome of length f k−1 − 1. In particular for infinitely many k, the length of W k is even. Hence For m 2 denote by B 0 (m) (respectively, B 1 (m) ) the set of all m-basis words ending in an even (respectively odd) number of 0's and set rk i (m) = #B i (m) for i ∈ {0, 1}.
Fibonacci towers
Associated to each of the matrices in Lemma 2 are mappings f 00 , f 01 , f 001 : Z + ×Z + → Z + × Z + defined as follows:
Note that f 00 and f 01 are each one-to-one, while f 001 is generally many-to-one. Let m 2. We now consider all arrays of the form
such that x k + y k = m, (x 1 , y 1 ) = (1, 1), and such that for each 1 j k − 1 we have
for some u j ∈ {00, 01, 001}. We call such an array a m-Fibonacci tower of height k. The mappings f u 1 , f u 2 , . . . , f u k−1 between the various levels will be called stair maps and the words u 1 , u 2 , . . . , u k−1 stair indeces. Clearly each Fibonacci tower is uniquely determined from its associated stair maps, and hence stair indeces. We let
T (m) = {m-Fibonacci towers} and put (m) = #T (m).
Let T ∈ T (m) be a m-Fibonacci tower of height k with associated stair indeces u 1 , u 2 , . . . , u k−1 . We define (T ) to be the Zeckendorff word
Then it follows from Proposition 3 that R( (T )) = m. Moreover, since (T ) ends in an even number of 0's we deduce that (T ) is an even m-basis word, i.e., (T ) ∈ B 0 (m).
Hence we obtain a mapping : , x j ) . In other words, the tower T is obtained from T by reversing the coordinates at each level 1 j k. Then:
Lemma 4. (T ) = z( (T )).

Proof. Recall that (T ) is the word obtained from (T ) by exchanging 0's and 1's. Here z( (T )) denotes the unique Zeckendorff word in the equivalence class of (T ).
In order to prove the lemma we must show that
We proceed by induction on k. For k = 1, we must show that z(1u 1 00) = 1u 1 00 where u 1 ∈ {01, 00, 001}. In case u 1 = 01 we have z(10100) = z(01011) = 10000 = 1(01) 00.
If u 1 = 00 we have z(10000) = z(01111) = 10100 = 1(00) 00.
If u 1 = 001 we have z(100100) = z(011011) = 100100 = 1(001) 00.
We next suppose that
holds and we show that
for u k ∈ {01, 00, 001}. We consider only the first case of u k = 01 as the arguments in the remaining two cases are essentially identical. We have
as required.
We observe that for T ∈ T (m), we have T = T unless all stair indeces for T are 001 in which case m = 2 n for some n. Thus we deduce that
Lemma 5. (m) is even if and only if m is not of the form 2 n for some n. Hence rk(m)
is divisible by 4 whenever m is not of the form 2 n for some n.
Example 2.
We consider the case m = 7. There are six 7-Fibonacci towers T 1 , T 2 , . . . , T 6 . They are
The associated stair indeces are 01, 01, 01, 01, 01 for T 1 , 00, 01, 01 for T 2 , 00, 00, 01 for T 3 , 01, 01, 00 for T 4 , 01, 00, 00 for T 5 and 00, 00, 00, 00, 00 for T 6 . Hence B 0 (7) = {1010101010100, 100010100, 100000100, 101010000, 101000000, 1000000000000}
and B 1 (7) = {10101010101000, 1000101000, 1000001000, 1010100000, 1010000000, 10000000000000}
Hence rk(7) = 12.
We note that in the previous example the mapping f 001 never occurs. This is because the mapping f 001 only occurs in a Fibonacci tower between level j and level j + 1 whenever x j +1 = y j +1 . Because 7 is a prime number, the only level j in which x j = y j is when j = 1. In fact, starting with any pair of positive integers is (a, b) .
In summary, we have
Theorem 1. Let m 2 be a positive integer. Then the number of m-Fibonacci towers is given by
Hence
In particular if m is prime we have rk(m)
For m 2 let 
A second algorithm for generating R(n)
In this section we present a second recursive construction for generating R(n) based on an alternate decomposition of R(n). We begin by defining Fib odd (n) to be the set of all w ∈ Fib(n) having an odd number of 1's and Fib ev (n) to be the set of all w ∈ Fib(n) having an even number of 1's, and set R odd (n) = #Fib odd (n) and R ev (n) = #Fib ev (n). This gives rise to the decomposition
In this context it is also natural to consider the difference
The sequence d(n) may also be defined as the coefficients in the power series expansion of the infinite product
In fact, each representation of n in the Fibonacci base gives rise to a ±x n in the expansion of F (x). The sign is positive if the given representation of n involves an even number of Fibonacci numbers, and negative if it involves and odd number of Fibonacci numbers. Hence the coefficient of x n in the powers series expansion of F (x) is −d(n). Thus we obtain
In an unpublished paper, Tamura gave an ingenious recursive construction for generating the sequence of coefficients (d(n)) n 0 . In what follows we will present a different algorithm for constructing d(n). Once again our approach involves arranging the sequence (d(n)) n 0 in a two-dimensional array as shown in Fig. 4 below:
We observe that for k 1, row k contains f k−1 entries of the sequence d(n) beginning with d(f k ) and ending with d(f k+1 − 1). Fig. 5 illustrates the first 11 rows of this two-dimensional representation of the sequence d(n). Here1 denotes the value −1. A first observation is that the sequence assumes only the values {1, 0, 1}. Also, as is the case with the sequence R(n), the sequence d(n) exhibits certain regularity properties when represented in this fashion. In fact, we observe that row 2k is of the form U 2k (1) k+1 where U 2k is a palindrome. While row 2k + 1 is of the form
. . u n , we put U * =ū n . . .ū 2ū1 , i.e., U * is obtained from U by first reflecting the word, then exchanging 1's and1's. (11) We now state the key lemma which will be the basis for the algorithms for generating R(n) and d(n).
Then we have
whenever k + 1 is odd. Proof. We first note that case (1) is equivalent to the Zeckendorff representation of n beginning in 1000, case (2) to the Zeckendorff representation of n beginning in 1001, case (3) to the Zeckendorff representation of n beginning in 101 and not a prefix of (10) ∞ , and case (4) to the Zeckendorff representation of n being equal to the prefix of (10) ∞ of length k + 1.
In order to verify (1) we observe that
and that
Similarly, we deduce that
In case (2) there are an even number of representations of n which we can group in pairs of the form {(100w, 011w) |w ∈ Fib(n − f k+1 )}. If the representation w of n − f k+1 has an odd number of 1's then 100w has even many 1's while 011w has odd many 1's. However, if w has an even number of 1's then 100w has odd many 1's and 011w has even many 1's.
In case (3) we note that d(n) and d(n) are located the same distance from the 'center' of U k+1 in Fig. 4 . We saw in Section 3 that Fib(n) is obtained from Fib(n) by exchanging 0's and 1's and vice versa. In order to be exact, we consider all representations of n to have length k + 1. Thus if w ∈ Fib 0 (n) (and hence has length k), we replace w by 0w which will have length k + 1. Thus if k + 1 is even, then R ev (n) = R ev (n) and R odd (n) = R odd (n). On the other hand if k + 1 is odd, then R ev (n) = R odd (n) and R odd (n) = R ev (n).
Finally, in case (4) we have that z(n) is the only representation of n and that if k ≡ 0, 1 mod 4 then z(n) contains an odd number of 1's, while if k ≡ 2, 3 mod 4 then z(n) contains an even number of 1's.
The following is an immediate consequence of the above lemma: The above corollary provides a recursive algorithm for computing the k + 1st row of the two-dimensional representations of R(n) and d(n). We discuss the algorithm in the case of d(n) and leave the case of R(n) to the reader. We first compute directly the values for rows 0, 1, 2, and 3 of Fig. 4 . Now let k 3, and suppose we have computed rows 0, 1, 2, . . . , k of middle row is given by row k − 1 of Fig. 5 ; the bottom row (to be computed) consists of the first f k−2 entries of row k + 1. This array is shown in Fig. 6 :
It follows from the corollary that the entries in the bottom row are computed by
In other words, each entry in the bottom row is the negated sum of the two entries above. The next f k−3 entries are all equal to 0. Following this block of 0's, the next f k−2 − 1 entries of row k + 1 are the reflections (or mirror images) of the first f k−2 − 1 entries (of row k + 1) in case k + 1 is even; otherwise, if k + 1 is odd we must after reflecting exchange 1's and1's.
Finally, the last entry is 1 if k ≡ 0, 1 mod 4 and1 otherwise. We end by illustrating the algorithm with an example. In other words the first 8 entries are 00101110. We next adjoin a block of f 4 = 5 many 0's to obtain: 0010111000000. Next since 8 is even we adjoin the reflection of the initial 7 entries generated thus far to obtain the palindrome: 00101110000001110100. Finally, since k = 7 ≡ 3 mod 4 we adjoin1 so that row 8 = 001011100000011101001. [11] attention the related work of J.I. Tamura. Finally, we would like to thank the referee(s) of this paper for many useful comments and suggestions. The second author was partially supported by a grant from the National Security Agency.
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