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Abstract 
A hybrid differential evolution algorithm is proposed to solve middle-size traveling salesman problem. The new 
algorithm improve differential evolution algorithm with position-ordering encoding by incorporating efficient Hill-
Climbing algorithm. Simulation results of five benchmark instances show the effectiveness of the new algorithm. 
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1. Introduction
Traveling Salesman Problems (TSP) is the well-known combinatorial optimization problem, which has
been proved to be NP-hard problem[1]. And the optimal solution can not be found in polynomial time. So 
the approximation algorithm with polynomial algorithm for TSP has been an important topic in this field. 
Differential Evolution Algorithm(DE)[2] is a new evolutionary computational method proposed by 
Storn in 1995. DE has become a new research focus because of his outstanding performance in the first 
contest of IEEE evolutionary computation. However the literatures of DE for TSP is few because it was 
mainly used for numerical optimization problems. PODE[3] was proposed for TSP by incorporating 
Position-Order Encoding(POE) into DE. PODE is effective for small-size TSP and less effective for 
middle-size TSP. 
A new hybrid differential evolution algorithm, which improves PODE by using hill-climbing operator 
as the local search algorithm, is proposed for middle-size TSP. It is composed of two steps. Firstly, PODE 
is used to search global optimal solution. Secondly hill-climbing operator is used to search the better 
solution on the basis of the solution gotten from the first step. Hill-climbing operator consists of three 
different operators: swap mutation operator, reverse edge mutation operator and insert mutation operator. 
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All the three operators can generate a neighborhood solution from the current solution. Simulation results 
show that the new algorithm is effective. 
2. DE Algorithm 
In this section, we describe the basic operator of DE which facilitates the explanation of the hybrid 
differential evolution algorithm later. 
DE algorithm is an efficient evolutionary algorithm for solving numerical optimization problems. 
Assuming that min f (X) is the form of the global optimization problem, N is the dimension of the 
problem, NP is population size of DE, Xi=(xi,1, xi,2, xi,3,…, xi,N) is the i-individual of the population, g is 
the evolution generation. DE consists of three basic operators: mutation, crossover and selection on the 
basis of real coding. 
A.  Mutation 
At generation g, this operator creates mutation vectors Vi,g based on the current population {Xi,g|
i=1,2,…, NP}. Equation (1) is the classic mutation strategies. 
1 2= + F * ( -i, g r , g r , g r , gV X X X   (1) 
In (1), the indices r1,r2 and r3 ,which are uniformly chosen from the set {1, 2,.., NP}\{i},are distinct 
integers. F is mutation factor which is fixed parameter.  
B.  Crossover  
A crossover operator, which is based on Equation (2), creates the trial vector Ui,g=(u1,i,g, u2,i,g …, uN,i,g)
after mutation. 
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In (2), rand(a,b) is uniform random number on the interval [a,b], jrand is an random integer chosen from 
1 to N and new for each i and the crossover probability CR is a fixed parameter.
C.  Selection 
the selection operator, which is based on (3), selects the better one between the parent vector Xi,g and 
the trial vector Ui,g. The selected vector is used as a parent vector in the next generation. 
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D.  Shortcomings for DE 
DE algorithm can efficiently solve numerical optimization problems. However it has not directly used 
for TSP. The goal in this paper is to provide an effective algorithm based on DE for TSP.  
3. Hybrid Differential Evolution Algorithm for TSP 
Assuming that N cities is in TSP and λ(V)=(v1,v2,…,vN) is an arrangement of the sequence 
V=(1,2,…,N). Solving TSP is transformed into searching the minimum of 
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V , where d(vi,vi+1)is the distance between city vi and city vi+1. HDE, 
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which is based on the framework of DE, consists of two operators: position-order operator and hill-
climbing operator. 
A.  Position-Order Operator:  
At generation g, this operator creates a solution Ci,g for TSP based on the current population {Xi,g| 
i=1,2,…, NP} in DE. The following is the form of position-order operator. 
,
where, Ord(xj,i,g) is the index of the element xj,i,g after all the elements in vector Xi,g=(x1,i,g , x2,i,g ,…, xN,i,g ) 
are sorted from small to large. 
B.  Hill-Climbing Operator: 
Based on experimental evidence, we believe that DE with Position-Order operator performances poorly 
when solving middle-size TSP. In view of local search algorithm improving the solutions for TSP[4,5], a 
new hill-climbing operator is proposed to improve DE with position-order operator. In the hill-climbing 
operator, the neighborhood of the current solution is generated and the better of the two solutions is 
preserved for every iterative. In order to get the neighborhood solution, swap operator, reverse edge 
operator and insert operator are used in hill-climbing operator. 
1) Swap Operator 
The operator generate the neighborhood solution by reversing the cities of two locations in the current 
solution for TSP. The specific operation is shown in Figure 1. The neighborhood is the solution after 
swapping, the indices of the swapped two locations are 3 and 6. 
   
2) ReverseEdge Operator 
The operator generate the neighborhood solution by swapping the order of two edges in the current 
solution for TSP. The specific operation is shown in Figure 2. The neighborhood is the solution after 
reversing edge, the start index of the first edge is 3 and the start index of the second edge is 6. Edges is 
served as the operation object in ReverseEdge operator. So it causes large change of the current solution. It 
changes the positions of four edges (2,3), (4,5), (5,6) and (7,8) in Figure 2. 
3) Insert Operator 
The operator generate the neighborhood solution by inserting the city with the specified location  into 
another specified location in the current solution for TSP. The specific operation is shown in Figure 3. 
C.  HillClimbing pseudo code  
The HillClimbing operator consists of two steps. Firstly, a random position j_1 is generated according 
to a solution X. Secondly, Swap operator, ReverseEdage operator and Insert operator are used to form the 
new solution X' from the position j_1. Meanwhile, the better solution is selected between X' and X. 
Based on the above three operators, the pseudo-code of hillclimbing is shown in Figure 4. 
neighborhood 
1,2,(3),4,5,6,7,8,9 X
Insert(X,3,6) 
Figure 3. Insert operator
1,2,4,5,6,7,(3),8,9 neighborhood 
ReverseEdge 
(X,3,6)
1,2,(3,4),5,(6,7),8,9 XX 1,2,3,4,5,6,7,8,9 
neighborhood 
Swap(X,3,6) 
1,2,6,5,4,3,7,8,9
1,2,(6,7),5,(3,4),8,9 
Figure 1. Swap operator Figure 2. ReverseEdge operator
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1 X= a feasible solution of N cities 12 if f(X_1)<f(X) then 
2 j_1= randint(1, 2N/3) 13 X=X_1
3 for j= j_1 to j_1+N/3 14 else
4 for k=1 to N 15 X_1=Insert(X,m_1,m_2); 
// insert operator 
5 X_1=Swap(X,j,k); // swap operator 16 if f(X_1)<f(X) then 
6 if f(X_1)<f(X) then 17 X=X_1;
7 X=X_1; 18 end
8 end 19 end
9 m_1=min(j,k); 20 next k
10 m_2=max(j,k); 21 next j
11 X_1=ReverseEdge(X,m_1,m_2); 22 return X; 
Figure 4. pseudo code of HillClimbing  
4. Hybrid Differential Evolution Algorithm 
Hybrid differential evolution algorithm is composed of two steps: firstly DE with position-order 
operator is called as a global optimization algorithm; secondly hill-climbing operator is called on the basis 
of the solution gotten from the first step. Figure 5 is the pseudo-code of HDE. 
In fact, HDE perform better than PODE because the solutions from HDE equal to use HillClimbing 
operator to deal with the solutions obtained from PODE. 
//first step:PODE 11             Xi+1,g =Xi,g
1 generate initialize population {Xi,0|i=1,…,NP} 12             Ci+1,g =Ci,g
2 Ci,0=Ord(Xi,0){i=1,…,NP}  // Based on formula (4) 13     end 
3 for g=0 to max_iterations 14 next i
4   for i=1 to NP 15 next g
5       Vi,g gotten from {Xi,g|i=1,…,NP} based on formula (1)  
//DE mutation  
//second step: HillClimbing operator 
6 Ui,g gotten from {Xi,g,Vi,g|i=1,…,NP} based on 
formula (2)  //DE crossover 
16 for i=1 to NP
7       if f(Ord(Ui,g))<f(Ci,g)  then   
//DE selection 
17     New_Ci=HillCliming(Ci,max_iterations)
// HillCliming operator 
8             Xi+1,g=Ui,g 18 next i
9             Ci+1,g=Ord(Ui,g) 19 Cbest=the best from {New_Ci |i=1…NP}
10       else 
Figure 5. pseudo code of HDE 
5. Experiments and Discussion 
Five middle-size instances from TSPLIB[6] are selected for simulations in order to verify the validity 
of the proposed HDE. The experiments are performed on the PC with 3GHz processor and 2G memory. 
Every test is executed for 10 times. 
A.  Simulation Results 
there are 4 parameters in HDE: population size NP is 100, mutation factor F is 0.5, the crossover 
probability CR is 0.3, the max generation numbers max_iterations is 3000. The simulation results are 
shown in table 1. The first column is the name of the test instances. the second is the number of cities for 
TSP. The third is the known optimal solution. The fourth is the best result of 10 tests. The fifth is the 
average result of 10 tests. The sixth is the Standard deviation. 
The results are very satisfactory for the five problems. The best and mean of 10 tests are very close to 
the known optimal value. And the standard deviation is relatively small. So we know that HDE can 
efficiently solve middle-size TSP. 
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B.  Compare with Discrete Particle Swam Optimization Algorithm 
Discrete Particle Swam Optimization(DPSO)[7] is a very competitive algorithm for TSP. Table 2 
shows the comparison of HDE and DPSO for five TSP instances. The best result and average result of the 
two algorithms are shown. Both the average and the best solution of HDE are better than those of DPSO. 
Meanwhile, the difference between HDE and DPSO is growing as the number of cities is increased. So 
HDE algorithm is a very promising algorithm. 
     
Table 2. HDE and PODE effect SPSS charts
6. Conclusion  
In this paper, a novel HDE, which is based on the DE, is proposed for TSP. An efficient hill-climbing 
operator is designed in the new algorithm. Meanwhile, the operator is applied to DE with position-order 
code. The simulation results of middle-size TSP show that HDE can efficiently solve TSP. 
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Problem HDE DPSO 
Best Avg Best Avg
EIL51 439 444 437 445 
BERLIN52 7544 7816 7700 7960 
ST70 684 691 712 733 
EIL76 558 568 580 587 
PR76 109491 110539 113505 115144 
Table 1. Simulation result of HDE for TSP problems 
Problem n Opt Best Average Std 
EIL51 51 426 439 444 3.32 
BERLIN52 52 7542 7544 7816 170.27 
ST70 70 675 684 691 5.52 
EIL76 76 538 558 568 5.23 
PR76 76 108159 109491 110539 788.53 
