Interannual variability of GDSs is possible in the LOM, but only when stochastic forcing is added to the model. The stochastic forcing could be provided by transient weather systems or some surface process such as redistribution of the sand particles in storm generating zones on the surface. The results are sensitive to the value of the saltation threshold, which hints at a possible feedback between saltation threshold and dust storm activity. According to this hypothesis, erodable material builds up as a result of a local process, whose effect is to lower the saltation threshold until a GDS occurs. The saltation threshold adjusts its value so that dust storms are barely able to occur. c 2002 Elsevier Science (USA)
INTRODUCTION
Martian global dust storms (GDSs) are among the most rapidly changing, planetary-scale weather phenomena in the Solar System. During these events, intensified winds carry surface dust into the atmosphere and in a few days spread it over much of the planet. Micron-size dust particles suspended in the atmosphere obscure surface features on a global scale and dramatically alter the thermal and dynamical structure of the atmosphere. Dust remains in the atmosphere for months before settling back to the surface. One of the most enigmatic properties of the martian climate is that GDSs have been observed to occur repeatedly but not every year. Here we present results of simulations of the interannual variability of martian GDSs with a low-order model (LOM) of the martian global circulation.
The idea behind the LOM is to construct a computationally fast model by retaining only the main elements of the global circulation (i.e., the Hadley cell). The speed and simplicity of the LOM allow one to perform long-term simulations of the variability of the martian atmospheric system-a prohibitive task with more sophisticated general circulation models (GCMs).
Simplified models of the martian global circulation have been published before. They include the zonally symmetric models (Haberle et al. 1982 and truncated spectral models (Haberle et al. 1997, Moriyama and Iwashima 1980) . In the zonally symmetric models longitudinal variations are neglected, while in the spectral models the set of basis functions is severely truncated to yield a state space of lesser dimension. These models were used to simulate GDSs and water transport in the martian atmosphere. However, no attempts to study interannual variability were made.
The LOMs are the simplest models. They usually consist of just a few independent variables. The LOMs are widely used in studies of Earth's climate (Tziperman et al. 1994 , Fraedrich 1978 , Saltzman and Moritz 1980 , Hasselmann 1976 , the most famous example being the Lorenz system (Lorenz 1963) . Lately, the LOMs were successful in modeling the El Niño-Southern Oscillation phenomenon (Tziperman et al. 1994 ). This work is the first attempt to simulate interannual variability on Mars with a LOM.
Below we describe the model and discuss results of the simulations. The model's performance for clear and dusty conditions is compared to the NASA AMES GCM (Pollack et al. 1990) , and the simulated mean meridional circulation and temperature fields compare reasonably well. An exception is that the intensity of the meridional circulation as simulated by the LOM during northern summer is stronger than that predicted by the GCM. The situation can be improved if the parameterized friction varies seasonally. The date of occurrence and duration of the global dust storms produced by the model also compare well with observations by Viking landers (VLs). The model is then run with the interactive dust source, which allows for natural occurrences of GDSs in the system. It is found that interannual variability of the GDSs is possible in the LOM only when stochastic forcing is added to the model. The results of the simulations are sensitive to the parameterization of the surface dust source, which may indicate the existence of feedback between the level of atmospheric activity and intensity of the dust source.
MODEL DESCRIPTION

Model Domain
The model is a longitudinally averaged 2D model. The model domain extends vertically from the surface (z = 0 km, p = p s ) to the top of the atmosphere (z ∼ 50 km, p = p t ), where z is height, p is pressure, p s is surface pressure, and p t is pressure at the top of the atmosphere. The pressure at the top of the atmosphere p t was fixed at 0.07 mbar, while p s changes seasonally, reaching its maximum of ∼ 7 mbar at perihelion. The model extends horizontally from θ = −45
• to θ = 45
• , where θ is latitude. The vertical extent of the model approximately corresponds to the vertical extent of the AMES GCM (Pollack et al. 1990) , while the horizontal extent corresponds to the maximum extent of the Hadley cell in the GCM simulations. The model is only applicable to the Hadley part of the global circulation. There is no interaction with the polar regions. The choice of the model domain is dictated by simplicity considerations, since inclusion of the polar regions would require a more complex set of basis functions to describe the dynamics of the atmospheric flows. On the other hand, the model produces strong mid-latitude jets and cross-equatorial circulation flow, which are likely elements of GDSs (Pollack et al. 1990 .
Dynamics
The dynamics of axially symmetric atmospheric motion is described by the zonally averaged primitive equations in spherical coordinates.
The above equations are the zonal and meridional momentum equations, the thermodynamic energy equation, the hydrostatic equation, and the mass continuity equation, respectively. We interpret Eq. (1)-(5) as the Eulerian mean circulation (Holton 1992) rather than the residual mean circulation for the purpose of comparing results with the GCM (Pollack et al. 1990 ). The terms −ru and −r v in Eqs. (1) and (2), where r is a Rayleigh friction coefficient, can be regarded as a parameterization of eddy flux divergences. The value of r is discussed in Section 2.8.
The independent variables are the horizontal coordinate y (positive northward), pressure p, and time t. The prognostic dependent variables are the zonal component of horizontal velocity (positive eastward) u, the meridional component (positive northward) v, and the temperature T . The geopotential and pressure velocity ω = dp/dt are diagnostic dependent variables. Finally, f = 2 sin θ is the Coriolis parameter, is the planetary rotation rate, θ is latitude, r m is planetary radius (y = r m θ ), p s is the surface pressure, R is the gas constant, κ = R/C p , and C p is the specific heat at constant pressure.
The change of atmospheric mass due to sublimation and condensation of CO 2 was assumed to be slow enough so that ∂ p s /∂t can be neglected. Topography was neglected and no pressure gradient at the ground was assumed, so that ∂ p s /∂ y = 0. The lower boundary condition is therefore ω = 0. However, atmospheric mass affects the radiative time constant. This effect was accounted for by including the seasonal surface pressure cycle derived from Viking observations (Hourdin et al. 1995) . This neglects feedback between atmospheric temperature and surface pressure, but deviations of pressure from the seasonal mean (Hourdin et al. 1995) are small-on the order of 10% even during a GDS (Tillman 1985 , Hess et al. 1980 . Condensation mass flow was also neglected, but GCM simulations indicate that it has very little effect on zonal winds (Pollack et al. 1990 ).
The circulation is derived from the zonal-mean daily averaged diabatic heating rate Q, which is due to net solar radiation. The heating is given by
where T e is the diurnally and zonally averaged radiative-convective equilibrium temperature and t r is a radiative damping time. t r is assumed to be spatially uniform. Its value is discussed in Section 2.8. Both T e and t r depend on the amount of dust present in the atmosphere. In addition, T e varies with season. The simplified approach by which T e and t r depend on dust optical depth is outlined in Section 2.5. Following the conventional definition of the radiative damping time (Houghton 1986) , t r is modeled as
wheret r ,p s , andT are the values of the radiative damping time, surface pressure, and atmospheric temperature at perihelion, respectively.t r contains most of the dependence on dust optical depth, while scaled pressure and temperature terms contain seasonal variability. The continuity equation (Eq. (5)) allows one to introduce a mass stream function ψ by
where g is gravity and the units of ψ are kg s −1 . After we substitute Eqs. (8) and (9) into Eqs. (1)- (3) and make use of Eq. (4), the momentum equations and the thermodynamic energy equation can be rewritten in terms of u, ψ, and T only. The resultant system of equations can be solved by expanding the variables u, ψ, and T into a series of weighted basis functions
where and F T i represent the ith basis function for the fields u, ψ, and T , respectively, and u i , ψ i , and T i are the weighting coefficients-the prognostic dependent variables. Boundary conditions for the basis functions assume that ψ ≡ 0 on the boundaries of the model domain, which are the southern boundary θ = −45
• , the northern boundary θ = 45 • , the surface p = p s , and the top of the atmosphere p = 0. The zonal wind u ≡ 0 on the lower boundary. With this choice of the boundary conditions there is no mass flow through the boundaries.
With the complete set of basis functions any field can be reproduced. Substitution of Eqs. (10)-(12) into the system of partial differential equations for u, ψ, and T converts it into an infinite number of ordinary differential equations (ODEs). Since the goal was to construct a model with the minimum number of ODEs, the basis set was truncated. The truncated basis set was chosen from analysis of the u, ψ, and T fields generated by the AMES GCM with the aim of capturing the maximum variance of the system within the model boundaries.
The Truncated Basis Set
The zonal wind u and stream function ψ fields are divided into asymmetric and symmetric parts (relative to the equator), so that u =ū a +ū s and ψ =ψ a +ψ s , and
where
and A is an empirical constant equal to 0.8. The value of A was chosen by comparing the structure of the model's zonal wind field to that produced by the GCM. Plots of the basis functions (13)- (17) are shown in Fig. 1 . Meridional circulation is parallel to the contours of the stream function. The direction of the flow is clockwise around negative values of ψ and counterclockwise around positive values of ψ. ψ s is positive when air rises in the northern hemisphere. ψ a is negative when air rises at the equator. Mean zonal winds blowing from west to east (westerlies) are positive, and winds blowing from east to west (easterlies) are negative.
The temperature field is made up of the average temperature T av , the horizontal temperature difference 2T ns between north and south, the vertical temperature contrast 2T v between lower and upper atmosphere, and the equator-mid-latitude temperature difference T em . T av and T em are always positive. T ns is positive when the northern hemisphere is warmer than the southern hemisphere; T v is negative when the lower atmosphere is warmer than the upper atmosphere. The atmosphere is convectively stable when the mean atmospheric lapse rate −dT /dz is smaller than the adiabatic lapse rate a = g/c p . For Mars, a = 4.5 K km −1 . From Fig. 1c it appears that the value of T e v corresponding to the adiabatic lapse rate in the lower atmosphere is ∼ −35 K. However, in the LOM, which deals with variables and parameters that are averaged throughout the atmosphere, the value of T e v corresponding to the adiabatic lapse rate is −c 4 T av ∼ −45 K (where c 4 is a dimensionless coefficientsee Table II ). Thus a value of T e v = −35 K is convectively stable.
The radiative equilibrium temperature T e (Eq. (6)) is expanded in the same way as T : 
Dust Transport
To calculate the dust transport in the LOM, the atmosphere is divided into four domains as shown in Fig. 2 . Assuming that the dust is distributed uniformly within a domain, the dust transport can be expressed in terms of average optical depth τ in a domain. In a given domain the optical depth changes are due to advection, gravitational settling, and influx of dust by surface sources. Surface dust sources are of two types: one type
FIG. 2.
Schematic illustration of the subdivision of the atmosphere into four domains used in derivation of dust transport equations and determination of heating rate.
is independent of global winds and arises from dust devils and local storms. The other type is interactive, and is the source for the GDSs. The interactive source exists only in the hemisphere where air is rising, to account for the observation that during the expansion phase of a GDS dust is entrained into a rising branch of the circulation and carried to high altitudes (Leovy et al. 1972, Anderson and Leovy 1978) .
There are two reasons for using "boxes" to describe the atmospheric dust distribution, rather than using smooth basis functions as in (13)-(17). First, it allows one to avoid difficulties in representing surface dust sources with the truncated basis set. When the dust distribution is represented by a truncated set of basis functions, injection of dust into the atmosphere at the lower boundary will have an immediate effect on the dust distribution everywhere in the atmosphere, since the basis functions are continuous throughout the model domain. With the "boxed" representation, the surface dust source affects only the lower atmosphere. Second, the "boxed" representation conserves the amount of dust during advection, while advection of dust in the truncated spectral model may lead to occurrences of negative dust in some parts of the atmosphere.
The removal of dust from the cells was assumed to be due to gravitational settling only. For simplicity it was modeled as being proportional to −τ/t d , where t d is dust fallout time, constant throughout the atmosphere. Numerical values of parameters such as t d are discussed in Section 2.8. Such an approximation of the fallout process assumes strong vertical mixing (Conrath 1975) .
Effect of Dust on the Heating Rate
To determine the effects of dust on the heating rate, we used calculations of the equilibrium temperature fields (Habrele et al. 1982, Figs. 8-10, 12) , which are for the single season L s ∼ 270
• (where aerocentric longitude L s is used as a measure of martian season, L s = 270
• being northern winter solstice) and for uniformly distributed atmospheric dust with total optical depths τ ranging from 0 to 5. We use these calculations to determine the functional dependence of the equilibrium atmospheric temperatures in different regions of the atmosphere (a, b, c, and d in Fig. 2 ) on the amount of the atmospheric dust. We determine the seasonal dependence using a simple radiative model. The desired equilibrium temperatures for nonuniform dust distributions and different seasons are then calculated as a product of the function describing the dependence on the atmospheric dust amount and a function describing the seasonally varying equilibrium temperatures for clear atmosphere. The dependence of the radiative damping time t r on dust optical depth is approximated based on the net heating calculations from Pollack et al. (1990) .
In general, the effect of dust in the atmosphere is to shorten the radiative damping time, to increase T • ) and aphelion. In addition, the T e ns term changes sign as the subsolar point switches between the southern and northern hemispheres.
The details of the heating rate calculation can be found in Appendix A. Comparisons of the LOM's atmospheric fields with the GCM results for different seasons and dust loadings show considerable similarity (see Section 3). This lends credence to the method by which the heating was calculated.
Surface Dust Source
Once the surface winds exceed a certain threshold speed, sandsize particles become mobilized by winds and are transported by saltation (Bagnold 1941, Greeley and Inversen 1985) . The surface friction speed U * is defined as
where τ is the surface shear stress and ρ is the fluid density. U * can be related to the free stream velocity U by the relationship (Schlichting 1955 )
where C f is a skin-friction coefficient. The saltation threshold speed U * t is the "lowest friction speed at which continuous motion of grains is possible" (Greeley and Iversen 1985) . It depends on the particle size and has a minimum value. U * t increases for larger particles due to increases in mass and increases for smaller particles due to aerodynamic effects and interparticle forces (Greeley et al. 1976) . Figure 3a shows the threshold friction velocity dependence on particle size calculated for conditions appropriate for Mars (Inversen and White 1982) . The threshold friction velocity needed to raise dust particles (1-20 µm) observed in suspension during a GDS is about 4 m s −1 . Observations by the Viking landers suggest that surface winds are not strong enough to carry dust particles directly into suspension. We assume that the impact of saltating sand particles (∼100 µm, U * t ∼1.5 m s −1 ) on the surface leads to the raising and suspension of the dust particles (Arvidson et al. 1983 , Ryan et al. 1981 .
For the dust source in the dust transport equation the formula for the horizontal particle flux derived in White (1979) was used
where G is the horizontal flux of particles of a given size, s 0 is a model parameter, and
where U * is the surface friction speed and U * t is the threshold surface friction speed. The flux G is equal to zero when U * is below the threshold surface friction speed U * t (R ≥ 1) and tends to s 0 U * 3 as U * → ∞ (R → 0). Equation (19) is used to calculate the vertical dust flux in the LOM since observations suggest that the vertical flux is linearly proportional to the horizontal flux (Shao et al. 1993) . The value of s 0 is a model parameter and is discussed below. The total flux s is then a sum over the size distribution of saltating particles weighted by their areal abundance
where s is in units of optical depth per second, and S rel is the relative area covered by particles of the diameter D p , dS rel dD p = 1. Figure 3b shows the normalized particle flux s/s 0 U * 3 for two particle size distributions: one where the whole saltating area is covered by the most easily moved particles (solid line), and one where particles of the sizes from 20 to 2000 µm cover equal surfaces in saltating area (dashed line). At the saltation threshold (R = 1) the normalized flux of particles is 0, and at the limit of infinite speed (R = 0) of the normalized flux is 1. The intensity of the source is much weaker for R close to 1 for the nonuniform distribution, since only particles with threshold speed close to the minimum threshold speed are going into saltation. This fact Normalized by s/s 0 U * 3 integrated particle flux for two particle size distributions: one where the whole saltating area is covered by the most easily moved particles (solid line), and one where particles of the sizes from 20 to 2000 µm cover equal surfaces in saltating area (dashed line). The latter is used to calculate the surface dust flux in this paper.
points to the potential importance of particle size distribution in GDS genesis. This topic is outside the scope of the paper. The nonuniform distribution was used in all simulations as being more realistic.
Since the surface winds in the LOM are equal to zero, the surface friction speed U * was assumed to be proportional to the free stream speed, the coefficient of proportionality being absorbed by the parameter s 0 . As a proxy for the friction speed the dimensionless quantity
was used. Here the overbar indicates normalization. The zonal winds were normalized to the quantity ( r m /2) ≈ 120 m s −1 and the stream functions were normalized to 10 10 kg s −1 . These normalization quantities were chosen somewhat arbitrarily so that maximum values at clear conditions of the functions |u a | + |u s | and |ψ a | + |ψ s | are of order 1. The zonal and meridional winds thus make approximately equal contributions into U * , and the value of the dimensionless variable U * is of order 1. Since we want dust storms to occur only when the wind is close to its maximum value, the threshold friction speed U * t is assumed to be a dimensionless parameter of order 1.
The amplitude of the dust source s 0 is assumed to be in units of optical depth per unit time. For convenience, s and s 0 are scaled by unit optical depth and the characteristic time scale t d . The dimensionless value of s 0 is used throughout the rest of the paper as a model parameter. It can be shown that for s 0 of order 1 the dust flux in the LOM during a GDS is comparable to the constant dust flux used in the GCM to simulate a GDS (Murphy et al. 1995) (1.54 · 10 −7 kg m −2 s −1 ).
Projection
The low-order model is constructed by Galerkin projection of the model equations onto the truncated basis set (13)- (17). The resulting system is a set of 12 ODEs for the model variables u a , As in Lorenz (1963) the truncated basis set is a set of trigonometric functions, chosen for their simplicity. It is not a set of empirical orthogonal functions, which are often used in construction of LOMs, so there is no guarantee that the resulting LOM is the best approximation to the original model. However, the meteorological fields generated by the LOM are consistent with the averaged GCM fields (see Section 3), which justifies the choice of the truncated basis set.
The model was integrated using a fourth-order Runge-Kutta scheme. The time step of integration was fixed at 0.4185 of a sol (martian day). Simulations with the time step reduced by a factor of 2 or 4 show no significant difference, except in the initialization phase of the runs and in several special cases, when the model became computationally unstable. The computational method failed when friction in the model (governed by the Rayleigh friction parameter r ) was chosen to be too small or too large. The same sensitivity toward parameterized friction was noted in previous models (Haberle et al. 1982) .
Parameter Values
The parameters of the LOM are r , parameterized friction; t r , radiative damping time; t d , dust fallout time; s 0 , amplitude of the dust source; U * t , threshold surface friction speed; and equilibrium temperatures at perihelion and clear conditions T e (t = 0, τ = 0). For the sake of simplicity, we will drop the parentheses in the remainder of the paper when referring to the constant equilibrium temperature model parameters. Thus, the model parameters-components of the equilibrium temperature fieldare: T e av , spatially averaged equilibrium temperature; T e ns , half of the hemispheric equilibrium temperature difference; T e v , half of the equilibrium temperature contrast between lower and upper atmosphere; T e em , equator-mid-latitude equilibrium temperature difference.
The value of the friction parameter r (or, conversely, of the frictional decay time 1/r ) was determined empirically by matching the LOM meteorological fields to GCM results for clear conditions. The best results were achieved for 1/r = 5 sols. This value of r is consistent with the values of parameterized friction used in other models (Haberle et al. 1982) . Radiative damping time for clear conditions was taken to be 2 sols . The dust fallout time was estimated by different authors from observations of GDS decay and on theoretical grounds to be on the order of 60 sols (Conrath 1975 , Pollack et al. 1979 , Haberle et al.1982 . Since in the model presented here t d represents the fallout time through half of the atmosphere, t d is equal to 30 sols. Note, that t d is the decay time without circulation, while observations during a GDS give the decay time affected by circulation. The estimates of the values of the equilibrium temperature components were obtained from analysis of the 2D GCM calculations of the radiative-convective fields (Haberle et al. 1982) The parameters s 0 and U * t are dimensionless and of order unity (see Section 2.6). They were varied to achieve the desired result (i.e., GDSs or interannual variability) and will be discussed later.
COMPARISON TO THE GCM
The mass stream function, zonal wind, and temperature fields produced by the LOM were compared to the AMES GCM results for four seasons and for a range of optical depths (τ = 0.3-5). The parameters of the LOM were tuned to fit the GCM results. Comparison to real atmospheric data would not allow us to tune model parameters since many of the atmospheric parameters are unknown at the time of observations and such observations are not available for all seasons and dust conditions. However, one can find published comparisons of the GCM and observational data and then compare those with our model, remembering the limitations of the model. In the simulations with constant dust loading, the interactive dust source s in the LOM was turned off and constant values of average dust optical depths in the four atmospheric domains (see Fig. 2 ) were assumed. After the set of parameters was established, the LOM with interactive dust source was used to simulate a GDS and the results were again compared to the observations (Colburn et al. 1989) .
It was possible to reproduce the GCM results reasonably well with one set of parameters for all seasons, except for southern winter solstice (L s = 90
• ) ( see Section 3. 
Southern Summer Solstice, L s = 270
• , τ = 0.3-5 Figure 4 shows results of the LOM simulation for this season (compare to Haberle et al. 1993, Figs. 2-8) , the overall structure is similar. The LOM reproduces reasonably well the location and strength of the zonal jets, the strength, structure, and width of the meridional Hadley cell, and the structure of the temperature fields.
The structure of the meridional circulation is shown on the upper panels. It consists of one cross-equatorial Hadley cell with its rising branch in the SH and descending branch in the NH. The LOM matches reasonably well the strength of the Hadley cell: the maximum value of the mass stream function is close to −1.0 · 10 10 kg s −1 for τ = 0.3 and close to −1.5 · 10 10 kg s −1 for τ = 5, while the GCM values are ∼−1.0 · 10 10 kg s −1
for τ = 0.3 and ∼−1.5 · 10 10 kg s −1 for τ = 5, The zonal winds and temperature fields are shown in the middle and lower panels, respectively. The zonal winds are easterly (from the east) in the SH and westerly (from the west) in the NH. The strength of the winds increases with height in accordance with the thermal wind balance. There is a broad easterly jet with a maximum at about 40
• S and a westerly jet with a maximum at the northern border of the model domain (consistent with the polar jet at ∼60-70
• N in the GCM simulations ). The magnitude of the easterly jet increases from ∼70 m s −1 for τ = 0.3 to ∼100 m s −1 for τ = 5 , while the magnitude of the easterly jet in the GCM increases from 60 m s −1 to 120 m s −1 for τ = 0.3 and τ = 5, respectively. The strongest westerlies in the NH increase from ∼80 m s −1 to ∼120 m s −1 for the same values of the optical depth, while maximum westerlies at the boundary of the LOM domain increase from ∼80 m s −1 to ∼100 m s −1 in the GCM. The highest temperatures at this season occur near the surface in the SH (230-240 K), consistent with the GCM values (230-240 K). The lowest temperatures are in the upper atmosphere above the NH (160-200 K), while the lowest temperatures within the LOM domain in the GCM are 160 and 180 K, for τ = 0.3 and τ = 5, respectively. As the dust loading increases, the temperatures become higher, the atmospheric static stability increases, and the meridional temperature gradient becomes larger.
The differences between the LOM and GCM can be attributed to the lower spatial resolution of the LOM, assumed flat topography, and simplified treatment of the effects of dust on atmospheric heating. Qualitatively, the LOM does not reproduce the weak Hadley cell at high southern latitudes and the Ferrel cell at high northern latitudes-because they are outside the model domain. And it does not reproduce the surface westerly jet in the SH because its scale is smaller than can be reproduced by the zonal wind basis functions. The sharp temperature gradient near the polar cap is not reproduced by the LOM since the model domain does not extend far enough into the winter hemisphere. Finally, the temperature increase in the upper atmosphere in the NH (due to compressional heating in the descending branch of the Hadley cell) is not seen in the LOM simulation. The LOM overestimates the temperatures of the upper atmosphere by about 20 K .
Southern Fall Equinox, L s
Zonal winds, temperatures, and stream function for the southern fall equinox are shown in Fig. 5 (compare to Haberle et al. 1993, Fig. 11 ). The large cross-equatorial Hadley cell of the solsticial circulation is replaced by two weak Hadley cells of comparable strength (7 · 10 8 kg s −1 in the SH and −5 · 10 8 kg s
in the NH, compared to ∼10 · 10 8 kg s −1 in the SH and ∼−5 · 10 8 kg s −1 in the NH in the GCM) with a common equatorial rising branch. The pattern of the zonal winds is more symmetrical with a weak (∼5 m s −1 ) easterly jet above the equator and comparable magnitude westerlies in the SH and NH (∼30 m s −1 , compared to ∼60 m s −1 and ∼30 m s −1 in the GCM, respectively). The maxima of the westerly jets are outside the model domain at ∼60
• S and ∼60
• N, as predicted by the GCM . The agreement with the GCM results is again quite good. The LOM reproduces quite well the structure and strength of the westerlies in the SH and NH and the width and strength of both Hadley cells. The temperature field captures the overall weaker latitudinal temperature gradient, although the middle atmosphere in the LOM is colder than in the GCM by 20 K (the temperature contour at 15 km is 170 K in the LOM and 190 K in the GCM).
Southern Winter Solstice
The results for the southern winter solstice simulation are shown in Fig. 6 (compare to Haberle et al. 1993, Figs. 9 and 10) . The general structure of the global meteorological fields at southern winter solstice is similar to that at southern summer solstice except for slightly weaker winds and lower temperatures. However, there is a significant discrepancy between the strength of the stream functions in the LOM and GCM simulations. In the GCM simulation the intensity of the Hadley circulation is about a factor of 2 greater during the southern summer than during the southern winter. In the LOM simulation the difference is smaller-on the order of 30%. The discrepancy is probably due to factors not taken into account by the LOM, such as topography or eddy and wave activity . However, the GCM result for southern winter can be reproduced if the friction parameter r is reduced by a factor of 2 (see Fig. 6b ). Thus, it seems reasonable to suggest that the friction parameter is not a constant, but rather a seasonally variable parameter. If this variance is incorporated into the model, every season can be reproduced by the LOM with only one set of parameters.
Dust Storm
Finally, an experiment with an interactive dust source was performed, and the dust optical depth variation as a function of time was compared to the Viking landers' observations of the GDS in 1977 (Colburn et al. 1989) . A GDS develops spontaneously in the model for sufficiently small U * t and sufficiently large s 0 . The amplitude of the threshold friction speed and dust source were varied to achieve the best fit to the observations. Accordingly, the threshold friction speed and amplitude of the dust source were U * t = 1 and s 0 = 4.5 in this experiment. The amplitude of the dust source was chosen so that the maximum optical depth of the storm is above the lower limit on optical depth measured at the VL1 site. The maximum optical depth reached during a GDS scales approximately linearly with the magnitude of the dust source s 0 for this parameter range. At the same time, the magnitude of the source in the LOM is comparable to the magnitude of the source in the GCM (Murphy et al. 1995 ) (see Section 2.6). For this particular choice of U * t and s 0 , GDSs only occur in the SH near perihelion. Figure 7 compares optical depth changes in the NH simulated by the LOM with measurements at the VL1 and VL2 sites (Colburn et al. 1989) . The horizontal axis represents time measured in sols from perihelion (L s ≈ 250
• ). Observations are indicated by ×'s, while the LOM simulation is depicted by a solid line. Note that the measurements during the maxima of the dust storms (t ≈ −100 to 0 sols and t ≈ 25 to 150 sols) are lower limits. The VL1 and VL2 measurements are at θ ≈ 23
• N and θ ≈ 48
• N, respectively, while the LOM gives optical depth averaged over the NH. Thus, given the progression of the storm from the south to the north, and the position of the VL1 in the middle of the LOM NH domain, the data for VL1 might be more suitable for comparison with the LOM.
The storm starts near perihelion, which corresponds to the time of maximum insolation. At the beginning of the storm, the optical depth in the NH increases sharply as dust is transported from the SH into the NH by the high altitude branch of the Hadley cell. At this initial stage, increased heating due to atmospheric dust in the SH creates a large meridional temperature gradient. The peak value of the stream function increases by a factor of ∼3 relative to its value at the same season in clear conditions and reaches −2.4 · 10 10 kg s −1 . These changes are described further in Section 5.1. The circulation time, calculated as the atmospheric mass divided by the average mass flux, is on the order of 6 sols, which compares very well with the timescale of the dust storm spreading ∼10 sols (Martin 1974 , Thorpe 1979 .
As the storms progresses, dust optical depth reaches its maximum of ∼4 in the NH (for comparison, the maximum τ in the SH is ∼10; this two-to-one ratio of the maximum optical depth reached in the SH and NH compares very well with the 3D GCM simulations of the GDS (Murphy et al. 1995) ). The meridional temperature gradient and the meridional and zonal winds all decrease, because both hemispheres are now equally dusty. The decrease of the winds is also due to a change in planetary orbital position and the corresponding decrease in insolation. The dust input diminishes and the GDS enters into the decay phase. The observed dust storm decay continued until the dust optical depth reached a value of ∼1, at which point the decay slowed down (Pollack et al. 1979) . It was suggested that this change in the rate of decay was due to the triggering of the local dust raising activity, which maintains the global dust haze at the level of τ = 0.3-0.7. Since no such trigger was included in the LOM, the decay of the simulated storm continued until τ = 0. Nevertheless, the duration of the simulated and observed storms compares very well.
It is evident from Fig. 7 that the LOM simulates reasonably well the second GDS. It does not do as well simulating the first GDS. If the value of the threshold friction speed is lowered from U * t = 1.0 to U * t = 0.5 in an effort to shift the timing of the storm, GDSs start to occur in the NH during northern summer. The atmosphere becomes permanently dusty and the dust source remains active for the better part of the year. Two dust storms occur every year, one in the SH and one in the NH, and their durations lengthen with decreasing U * t . Even if the interactive dust source is turned off in the NH, only one long storm occurs
FIG. 7.
Comparison of the LOM GDS simulations and measurements by VL1 and VL2 (from Colburn et al. 1989). in the SH. It can be made to start at the time of the first storm of 1977, but it develops more slowly than the observed storm, picks up around perihelion, and then slowly decays with the decay time that is much larger than the observed time.
Under conditions of large dust loading, vertical mixing will be substantially reduced, which would lead to vertical variations in dust fallout time (Hartman and Price 1974). It was suggested by the reviewer of this paper that the resultant increased clearing of the upper atmospheric levels might aid in development of two GDSs in one season. We have tested this idea by reducing the dust fallout time in the upper cells of the dust transport model by a factor of 2. This, however, has not led to the occurrence of two dust storms per season.
Apparently, some other feedback between dust source and circulation is needed to shut down the dust source shortly after the start of the first storm, so that two dust storms are possible during southern summer. Some of the mechanisms that were proposed for dust storm decay include: redistribution of dust or saltating particles on the surface , increased static stability that suppresses surface winds (Pollack et al. 1979) , scavenging of dust by condensing water or CO 2 (Pollack et al. 1979) , and passage through a resonant state of the atmosphere (Tillman 1988) . No such mechanisms are present in the LOM. The GDS simulated by the LOM does not need a special mechanism for the dust source to shut down since the intensity of the source decreases as the circulation weakens with the advent of autumn in the SH.
SIMULATIONS OF INTERANNUAL VARIABILITY OF MARTIAN GLOBAL DUST STORMS
Properties of the GDSs
Observations allow one to distinguish a number of characteristic properties of the martian GDSs. The GDSs seemingly result from an expansion and coalescence of several local dust storms (LDSs). The expansion proceeds in the east-west direction at first, followed by meridional spreading of dust into high southern latitudes and middle northern latitudes. The reason behind the rapid growth of GDSs appears to be a positive radiative-dynamic feedback that involves intensification of winds by heating due to atmospheric dust, and raising of more dust by intensified winds . The decay phase follows almost immediately after the expansion phase of the GDS. Opacity levels decrease exponentially (Conrath 1975 , Pollack et al. 1979 , Colburn et al. 1989 to prestorm values, with the decay time on the order of 50 days (Conrath 1975 , Pollack et al. 1979 . The decay phase of the storm is consistent with the removal of micron-size particles by gravitational settling (Conrath 1975) .
Several other attributes of GDSs merit detailed consideration here. They are seasonality, location of origin, and interannual variability. We show that the LOM is capable of reproducing most of these properties. Since the LOM is a longitudinally averaged model, the longitudinal spreading of the GDS during the growing phase cannot be reproduced by the LOM.
All of the observed GDSs and the largest LDSs have occurred during martian southern spring and summer (Zurek 1982, Zurek and Martin 1993) . The beginning of the southern summer (L s = 270
• ) currently almost coincides with the time of the perihelion passage (L s = 251
• ). Thus, most theories of GDSs attribute the seasonal occurrence of the GDSs to the increase in solar heating of the surface and intensification of the global circulation around perihelion . On the other hand, seasonality may reflect the bias in Earth-based observations of Mars, which favor observations during martian southern summer solstice (Kahn et al. 1992) .
The GDSs originate in the southern subtropical regions of Mars, the most common sites being Noachis-Hellespontus and Solis Planum-Argyre regions (Thorpe 1979 , Martin 1974 ). These areas feature high topographic slopes, which hint at the role of topographic winds in the generation of dust storms. Latitudes of origin of the GDSs are close to the latitude of the subsolar point (Peterfreund 1985) , which suggests that solar heating of the surface is important in bringing dust into the atmosphere. The preferred origin of the GDSs in the southern subtropics may, at the same time, reflect the surface distribution of dust and/or of saltating sand grains (Peterfreund 1981 , Kahn et al. 1992 .
Interannual variability is one of the most intriguing properties of the martian GDSs. The GDSs were observed to occur repeatedly, but not every year (Martin 1984 , Zurek and Martin 1993 , Kahn et al. 1992 . Even though large LDSs probably occur every year (Zurek 1982) , they do not always coalesce into a GDS. There is no apparent event that triggers the GDSs. Atmospheric processes on Mars occur over timescales that are much shorter than the martian year, the longest one being the dust fallout time t d ∼ 1/10 martian year. Hence, there is no long-term memory in the system, while on Earth it is provided by oceanic heat storage, vegetation, sea ice cover, and so on.
Hypotheses and Modeling Attempts
Several theories of the martian GDSs have been proposed (Gierash and Goody 1973, Leovy et al. 1973 , Schneider 1983 , Haberle 1986 . However, only a few of them address interannual variability.
One group of hypotheses implies that the atmosphere-dust system is a chaotic system and the interannual variability is a manifestation of this chaotic behavior (Haberle 1986 , Zurek and Haberle 1989 , Ingersoll and Lyons 1993 , where nonlinear interactions between components can lead to different states of the system. The same hypothesis has been proposed to explain the interannual variability of the El Niño-Southern Oscillation phenomenon (Tziperman et al. 1994) .
The other group of hypotheses implies that the variability is caused by random forcing originating outside the atmospheredust system (Schneider 1983 , Leovy et al. 1985 , Haberle 1986 ). When the forcing exceeds a critical value, a GDS occurs. Schneider (1983) and Leovy et al. (1985) suggested that small perturbations of the state of the climate system could push it into a regime with or without a GDS. In Schneider (1983) , global expansion of the Hadley cell, which was interpreted as a start of a GDS, occurred when parameterized diabatic heating exceeded some critical value. Amplification of the Hadley circulation by relatively small amounts of atmospheric dust (Pollack et al. 1990 ) could thus lead to a genesis of a GDS. The seemingly random occurrence of the LDSs or redistribution of dust in the background haze could thus introduce interannual variability into the occurrence of the GDSs.
The role of the background dust haze in producing the interannual variability was also considered in Haberle (1986) . It was suggested that the dust transported to the NH during the GDS of the previous year is raised locally the following year and creates a background haze. Increased solar heating of the NH weakens the global cross-equatorial Hadley cell that develops during southern summer, thus preventing occurrence of a GDS. The dust may then be redistributed, so that GDSs are possible in subsequent years. The interannual variability in this model could result from two factors. First, it may result from fluctuations in the NH dust haze. If the haze is dense enough, a GDS will not occur, and visa versa. The interannual variability will thus have a random component, due to the stochastic nature of the processes that determine the opacity of the NH dust haze. Second, the interannual variability may be a consequence of the redistribution of dust between the hemispheres, so there are different amounts of dust available for lifting in the NH every year. In this case the variability depends on the properties of the dust storms (i.e., how much dust is transported and where it is deposited). Hence, Haberle (1986) suggested both random and deterministic factors as causes for the interannual variability.
Previous attempts to simulate the GDSs employed interactive 2D models (Haberle et al. 1982 or full 3D GCMs with a prescribed dust source and fixed dust distributions (Moriyama and Iwashima 1980 , Pollack et al. 1990 , Murphy et al. 1995 . Simulations with a prescribed dust source produce results that are in good agreement with available observations. However, no attempts to simulate the interannual variability with the GCMs or 2D models have been published. The results of LOM simulations presented in this paper are the first attempt of this sort. We consider simulations with deterministic and random forcing in an attempt to test the hypotheses for the cause of interannual variability. The results indicate that the interannual variability is more readily achieved in the LOM with random forcing.
BEHAVIOR OF THE LOM WITH DETERMINISTIC FORCING
Here we present the results of the simulations with deterministic forcing. The circulation is driven by seasonal forcing as described in Appendix A. The parameters of the LOM are the same as in Section 3. The Rayleigh friction coefficient r was kept constant in all simulations. Experiments with both the purely interactive dust source and the composite dust source (having both an interactive and a constant background component) were performed to test the hypotheses that attribute interannual variability to chaotic properties of the atmosphere-dust system (Haberle 1986 , Zurek and Haberle 1989 , Ingersoll and Lyons 1993 and to investigate the role of background haze (Haberle 1986) . No interannual variability was found for a wide range of parameter values.
Behavior of the LOM with Interactive Dust Source
The interactive dust source depends on the level of atmospheric winds as described in Section 2.6. Figure 8a . The behavior of the system is periodic. For the chosen values of the threshold friction speed U * t and the amplitude of the dust source s 0 , GDSs occur every year in the SH around perihelion. During the GDS atmospheric temperature and wind fields change dramatically. The asymmetric part of the zonal winds u a increases by a factor of 2.5, while the symmetric part u s decreases to zero. This translates into an increase of the zonal jets, consistent with the GCM simulations of the dust storms (Murphy et al. 1995) . The intensity of the meridional circulation approximately doubles, which is also consistent with the GCM modeling. The temperature lapse rate decreases in response to warming of the upper layers of the atmosphere by dust. The hemispheric temperature difference T ns , as well as the average temperature of the atmosphere T av , increases. The simulated GDSs exhibit the general properties of the observed GDSs, except for the interannual variability.
Variations of the model parameters do not produce interannual variability. Figure 8b shows a simulation with the same parameter values, as above, but with the amplitude of the source increased to s 0 = 3.5. The solutions are periodic. The GDSs are much more intense in this case, with the maximum dust optical depth in the SH reaching 16 at the peak of the storm. By comparing Figs. 8a and 8b it can be concluded that the maximum optical depths in both hemispheres scale approximately linearly with the value of s 0 , other parameters being equal. The intensity of the meridional circulation also increases, although the zonal winds and the temperature fields are roughly the same as in Fig. 8a . The duration of the increase of the meridional circulation is quite short-∼3-5 sols, compared to the duration of the GDS ∼100 sols (time before opacity drops below 1).
Lowering the threshold friction speed U * t below 1.0 leads to occurrences of the dust storms in both hemispheres. Figure 9a shows results of the simulations with U * t = 0.5 and s 0 = 0.5. The behavior of the system is periodic. The atmosphere remains dusty throughout the year, with maximum dustiness developing around aphelion and perihelion, which correspond to northern and southern summer, respectively. Maximum optical depth during a GDS is larger in the SH since the circulation and the dust source are stronger during southern summer.
Occurrences of the GDSs in the NH contradict observations. However, even if the interactive dust source is turned off in the NH, the system continues to behave periodically, as shown in Fig. 9b . One GDS develops every year in the SH at the onset of the spring. The durations of the storms are much longer than those of the observed storms. An interesting feature of this simulation is the occurrence of two local maxima around perihelion in the time series of the zonal winds, stream function, and hemispheric temperature difference T ns . The first maximum occurred shortly after the onset of the GDS. As the vertical temperature gradient decreases, the atmosphere becomes more stable and the intensity of the meridional circulation decreases. The dust is transported to the NH, and the hemispheric temperature difference and the zonal winds decrease as well. The second maximum occurs at perihelion, when the stream function, the zonal winds, and the hemispheric temperature difference reach their seasonal maxima. An observer limited to observations of temperature and global winds would probably interpret these data as being consistent with two GDSs, occurring before and after perihelion. Increasing the threshold friction speed U * t above some critical value leads to a cessation of occurrence of the GDSs. For the model parameter values used in the above simulations, this critical value of U * t is 1.07.
Dust Source with Constant Component
Dust is present in various quantities in the martian atmosphere even during the periods without GDSs (Colburn et al. 1989 , Smith and Lemmon 1999 , Fenton et al. 1997 . Various mechanisms have been proposed for raising dust when the background global winds are weak (Greeley et al. 1992) . They include: dust devils, dust fountaining by desorbed CO 2 and H 2 O, clumping of fine grains into larger aggregates more easily moved by winds, and others. Without considering the details of each mechanism, these alternative sources of dust were included in the LOM in the form of a dust source independent of the global winds. In the simulations presented in this section the independent dust source is assumed to be steady in time with the same intensity in each hemisphere. The results are similar to the results of the previous section in that no interannual variability was found. Figure 10a illustrates the behavior of the LOM with constant sources in both hemispheres and no interactive source. The intensity of the dust source in the SH, s s , is equal to the intensity of the dust source in the NH, s n , and is equal to 0.15. The hemispheric optical depths of the resultant background haze vary seasonally from 0.15 to ∼0.3. Summer hemisphere is always dustier as the lower level meridional winds transport dust from the winter hemisphere into the summer hemisphere. In a given hemisphere, summer is the dustiest season for the same reason. This contradicts the observations by Viking landers (Colburn et al. 1989 ) that indicate that the atmosphere was clearer in the NH during summer. Apparently, the representation of the alternative dust sources by a constant source is too simple, and in reality the intensity of these sources may be seasonally variable. Figure 10b shows the results of the LOM simulations with an interactive dust source and constant dust sources in both hemispheres. The dust source parameters are: U * t = 1.1, s 0 = 0.5, and s n = s s = 0.1. The addition of the constant sources produces background dust haze in both hemispheres, but otherwise it does not change the behavior of the system, which is periodic.
Discussion
The results shown in this section suggest that the simplified dynamics of the LOM coupling Hadley circulation and dust transport do not yield the interannual variability of the GDSs. The residence time of dust in the atmosphere is too short to affect the state of the atmosphere in the subsequent year. The effect of the background dust haze on the atmosphere is also inadequate to produce the needed variability, at least in the context of the LOM. Coupling with the polar regions, global redistribution of dust on the surface or some small-scale processes, such as baroclinic eddies, may account for the interannual variability, but these processes cannot be incorporated directly into the LOM. Instead, the effects of such processes could be viewed to some extent as noise added to model parameters, for instance, to the threshold friction speed U * t or equilibrium temperature fields. The effect of such stochastic forcing on the LOM is the concern of the next section.
BEHAVIOR OF THE LOM WITH STOCHASTIC FORCING
In this section the behavior of the LOM is investigated under the action of stochastic forcing. It is found that addition of a stochastic component to the LOM can produce interannual variability in the behavior of the GDSs. Several ways by which noise can be introduced into the LOM and its effect on the model's behavior are described below. 
Forcing by Gaussian Noise
The LOM is run with the parameters of Section 3 and added Gaussian noise. The noise has zero mean and is added to the equilibrium temperatures T Noise in this case may represent random variations in atmospheric heating due to variations in albedo, clouds, topography, dust devils, short-lived atmospheric disturbances, and such. The measure of the intensity of the random process is its standard deviation σ T .
By varying the model parameters U * t and s 0 , and the standard deviation of the random process σ T , it was possible to reproduce the interannual variability of the GDSs in the LOM for a range of parameter values. Figure 11a shows a 15-year run of the LOM with U * t = 1.06, s 0 = 5, σ T = 0.5 K. As seen from the figure, even though the effect of the noise on temperature is quite small, it has a profound effect on the stream functions ψ a and ψ s , and the zonal wind u a . Variations of the stream functions and the zonal wind translate into variations of the surface friction speed.
If the surface friction speed stays above the threshold value U * t long enough, the surface dust source injects enough dust into the atmosphere to start a GDS. The storms occur around perihelion and are of about the same strength each year that they occur. Dust is also injected into the atmosphere during the years without GDSs, but the attained optical depths are too small to be seen on the plot. Figure 11b shows plots of the model variables during one of the GDSs of the run shown in Fig. 11a . The GDS is accompanied by rapid intensification of the meridional circulation and increase in the hemispheric temperature difference. The duration of the increase of the meridional circulation is quite short ∼3-5 sols, compared to the duration of the GDS ∼100 sols (time before opacity drops below 1). The average temperature of the atmosphere T av also increases. The zonal winds become more asymmetric and the zonal jets are intensified. The vertical temperature gradient decreases as dust warms the upper atmosphere, and atmospheric stability increases. The growing phase of the GDS is followed by the decay phase, during which time the model variables restore exponentially toward their seasonal values. The overall behavior of the LOM is consistent with the observations and the GCM modeling. This behavior is also consistent with the GDSs in our LOM without stochastic forcing (e.g., Fig. 8 ). The times of occurrences of the GDSs in the LOM almost coincide with the time of occurrence of the second GDS of 1977. The maximum optical depth attained in the SH is about twice as large as in the NH. The dust decay time is about the same in both hemispheres and is close to 55 sols, also consistent with the observations. Figure 12 shows a 60-year run of the LOM with the same parameters as in Fig. 11a . The figure illustrates long-term interannual variability and variations in the storm's strength. The frequency of the GDSs is about one in two years. There are, however, periods when the GDSs follow every year (t = 45-53), and periods of several years in length that are without storms (t = 2-4, 17-19, 34-36).
Sensitivity to Model Parameters
The interannual variability can be attained in the LOM for a wide range of values of the parameters U * t , s 0 , and σ T , although the values are interrelated. For high U * t , the standard deviation of the random process can be chosen large enough so that there is a high probability for the friction speed to exceed the threshold value. In addition, the amplitude of the source can be chosen strong enough so that triggering of the dust source ensures occurrence of a GDS, but not every year. Conversely, for low values of the U * t , the parameters s 0 and σ T can be chosen small enough so that not every triggering of the source results in a GDS.
However, for given values of s 0 and σ T , there is a very narrow range of the values of U * t for which the interannual variability is possible. For the case shown in Fig. 11a , if the value of U * t is lowered from 1.06 to 1.05, the GDSs occur every year. For the higher value of U * t = 1.11 no GDSs occur in the system (or at least their frequency of occurrence is less than 1 in 15 years). Fig. 11 , but for 60 years. The allowed limits of variation of U * t is thus on the order of 6% of its value.
FIG. 12. Same as
The amplitude of the dust source can be varied over wide limits for fixed U * t and σ T before interannual variability ceases to exist in the LOM. Variations of s 0 can be on the order of several. For example, the LOM exhibits interannual variability for U * t = 1.05, σ T = 0.5, and s 0 = 1, as well as for the same parameters but the amplitude of the source increased to 2. As can be expected, the number of storms and their intensity increase with increasing s 0 .
Changing the variance of the random process σ T can also occur over a wide range of values. For the case shown in Fig. 11a , decreasing σ T to 0.4 eliminates occurrences of GDSs, while increasing to 0.6 leads to eight storms in 15 years. The storms occur every year for σ T ≈ 0.7. Large values of σ T produce too much noise in the stream functions, so that random variations of the stream functions become larger than the seasonal variations. For this reason, the value of σ T = 0.5, which seems to be the most appropriate, was used in the simulations.
Threshold Friction Speed with a Random Component
Addition of Gaussian noise to the threshold friction speed U * t leads to occurrence of interannual variability in the LOM for a range of parameters. The threshold friction speed in this case is modeled as
where U * t 0 is the constant component of the threshold friction speed. Variations of the threshold friction speed (with standard deviation σ U * t ) may represent changes that are due to changing roughness of the surface (due to landslides on dune slopes or aeolian erosion), redistribution of dust, or variations in local winds that trigger the surface dust source. Figure 13a shows the LOM simulation with U * t 0 = 1.1, s 0 = 5, and σ U * t = 0.12. The results are sensitive to the value of the standard deviation of the random process σ U * t : for σ U * t = 0.15 storms occur every year and for σ U * t = 0.08 storms disappear.
The allowed standard deviation of the U * t (that is σ U * t ) is, however, larger than that in the previous section. Thus, the interannual variability is more readily obtained in the LOM with varying threshold friction speed rather than with varying atmospheric heating.
Dust Source with a Random Component
Addition of a random component to the amplitude of the surface dust source s 0 does not produce interannual variability. The reason behind this result is that the effect of random dust source on the temperature and wind fields is not immediate, but rather is compounded over the timescale of the dust fallout time. The random component thus averages to approximately zero and the LOM behaves in the same way as with the source with constant amplitude.
Forcing by a Random Markov Process
The Gaussian noise used to simulate a random process in the previous section was added to the LOM variables every time step. The random changes in the model thus occurred every half a sol, due to the choice of time step in the numerical scheme. This rate of change may be too high to correctly simulate some of the phenomena, such as variations in atmospheric heating due to passage of a weather system or changes in surface roughness or intensity of the surface dust source due to aeolian redistribution of particles on the surface. To address this issue, the LOM was run with noise that was simulated as a random Markov process.
In a random Markov process the outcome of the ith trial f i depends on the outcome of the previous trial f i−1
where r i−1 is an independent random number and α and β are the parameters of the Markov process. For Gaussian noise used before, we had α = 0 and β = 1. The parameter α plays the role of the memory of the system. The memory of the system can be defined as the number of iterations n, such that the correlation coefficient between the ith outcome f i and the outcome f i−n is decreased by a factor of e = 2.71828. It is easy to see that n = −1/ ln α. By choosing β 2 = 1 − α 2 , the standard deviation of the Markov process can be set to be equal to the standard deviation of the random process r i (Gaussian noise in this simulation). Figure 13b shows the LOM simulation with U * t = 1.04, s 0 = 5, σ = 0.5 T K, and α = 0.96. The memory of the random process, defined above, is ∼10 sols. The effect of noise on the meridional and zonal circulation, apart from the GDSs, is weaker in this case, as noise is "smoothed" over 10-sol periods. The GDSs, however, occur quite often, but not every year. The overall behavior of the LOM is similar to that with Gaussian noise or with variable threshold friction speed.
The sensitivity to the value of the threshold friction speed is somewhat weaker than with Gaussian noise. For the case shown in Fig. 13b , the GDSs start to occur every year if U * t is decreased to 1. On the other hand, the GDSs disappear from the LOM if U * t = 1.11. By comparison to the case with the same parameters but Gaussian noise (see Fig. 11a , Section 6.2), the range of allowed values of U * t is increased to ∼11% from 6%. The sensitivity toward the threshold friction speed weakens with increasing α (i.e., longer memory) and strengthens with decreasing α (i.e., shorter memory). Thus, for α = 0.7 (memory ∼1 sol) the allowed standard deviation of U * t is the same as with Gaussian noise, but for α = 0.99 (memory ∼40 sols) the allowed range of values of U * t is increased to ∼18%-the storms cease to occur for U * t = 1.14 and occur every year for U * t = 0.96.
Net Dust Flux
The LOM does not explicitly calculate the amount of dust transported between the hemispheres. However, the following reasoning may allow us to make a crude estimate of the magnitude and direction of the net flux. There is net south-to-north flux due to seasonality of the GDSs. The intensity of the dust source during a GDS in our model (see Section 2.6) is comparable to that of the GCM that models the source as being constant and acting for 10 days (Murphy et al. 1995) . The total amount of dust injected into the atmosphere during a GDS is thus approximately the same in our model and in the GCM. The fraction of dust that settles in the northern hemisphere is probably larger in the LOM than in the GCM, because dust settled in the southern hemisphere is immediately picked up by winds in the LOM and reenters circulation. However, the difference is probably not large-on the order of several at most. Thus, one can make an order of magnitude estimate of the dust flux in the LOM based on dust flux results in the GCM. Murphy et al. (1995, Fig. 6) gives the surface dust deposition 50 sols after the start of the GDS. From that figure we estimate the average dust deposition in the NH in the LOM to be on the order of 10 g/m 2 per GDS.
POSSIBLE FEEDBACK BETWEEN SALTATION THRESHOLD AND DUST STORM ACTIVITY
The results presented in the previous sections suggest that nonlinear interaction of the simplified Hadley circulation and atmospheric dust by itself cannot account for the interannual variability of the GDSs. Additional factors are needed to reproduce interannual variability-they may include additional components of the circulation, atmospheric dust ice interactions, or surface dust processes. If these factors are crudely represented as random forcing in the LOM, the interannual variability is possible in the LOM for a range of parameter values.
We interpret these results as follows: In the absence of random forcing, there are two groups of periodic solutions-those with no GDS and those with an annual GDS. For a given set of model parameters, only one of these solutions exists. At critical values of the model parameters, the model switches from the no-GDS solution to the annual-GDS solution, although the two solutions remain distinctly different. Near the critical values, small perturbations can kick the system from one solution to the other. This is the type of behavior we observe when the threshold wind speed U * t for saltation is near its critical value. The small random forcing causes the system to shift from one solution to the other, and there is a GDS some years but not others. The aperiodic behavior would not be possible if the system were not close to the stability boundary of the two distinctly different solutions.
The occurrence of interannual variability in the LOM is very sensitive to the value of the threshold friction speed. Changes on the order of several percent in the values of the threshold friction speed can lead to a cessation of the interannual variability in the occurrence of GDSs in the LOM. For the randomly varying threshold friction speed the allowed variability is larger, but is still on the order of tens of percent.
Such a strong dependence on one parameter is quite suspicious. This could happen if there is a feedback between the amplitude of the dust source s 0 or the standard deviation of the random process and the threshold friction speed. If these parameters decrease and increase together with the threshold friction speed, then the interannual variability is possible in a wide range of parameters. For example, for the case shown in Fig. 11a , if the value of U * t is lowered from 1.06 to 1.05, the GDSs occur every year. However, if the amplitude of the dust source s 0 is decreased to a sufficiently smaller value, the interannual variability is still possible even for U * t = 1.05. Yet, such dependence is hard to justify. Another possibility involves a feedback between the value of the threshold friction speed and atmospheric dust activity.
One can envision the following mechanism for the proposed feedback: increased atmospheric activity and stronger winds lead to erosion and exposure of buried rocks, pebbles, and other nonerodible particles. This in turn leads to an increase of the threshold friction speed, due to aerodynamic sheltering of the erodible particles by nonerodible roughness elements (Greeley and Iversen 1985 pp. 82-85) . To quote Greeley and Iversen (1985) , "If there are enough nonerodible pebbles, the surface eventually consists only of pebbles which protect the smaller sizes lying underneath." In the caption to Fig. 3 .11 they explain how this works, "As roughness increases, not only does the total surface stress increase, but a greater percentage is taken up by the nonerodible elements, leaving less stress to move the erodible material." On the other hand, decreased atmospheric activity favors accumulation of sand and dust, leading to a decrease in the value of the threshold friction speed. As Greeley and Iversen (1985) point out, "The ideal (sic.) of deployment of arrays of non-erodible roughness elements is of practical value for preventing soil erosion and for trapping drifting snow or sand."
Perhaps only certain areas on Mars can act as source regions for GDSs. Small-scale processes slowly bring dust into these regions until there is enough dust to initiate a GDS, which then blows the dust away. Zurek et al. (1992) and Haberle (1986) suggested that such redistribution of dust would lead to interannual variability. With our LOM, we have shown how interannual variability might occur. But when is there enough dust to initiate a GDS? Why does not the source region get swept clear every year by smaller dust storms? We propose that the dust on the ground is sheltered by nonerodible surface features. After a few years the dust covers the features, and conditions are ripe for another GDS.
If the system is started with a low threshold friction speed, the GDSs follow each year. Strong winds during the GDSs erode the surface and remove saltating particles so that the threshold friction speed increases. The removed particles accumulate in the opposite hemisphere or at sites where GDS initiation is inhibited. Observations by Pathfinder indicate that repeated burial and exhumation of rocks has taken place at the landing site in the past (Golombek and Bridges 2000) . The threshold friction speed continues to increase until it reaches the critical value, at which point interannual variability is possible.
After that, if there were no stabilizing process resupplying particles to eroding sites from the sites of accumulation, the increase in threshold friction speed would push the system into the state without dust storms. On the other hand, if there is a stabilizing process, such as dust devils or local winds, resupplying particles to the GDS generating sites, a balance between erosion and resupply of particles may be reached. If the system has a high threshold friction speed, there will be no GDSs and material will build up, again supplied by dust devils or other mechanisms, until small rocks are buried. The threshold friction speed decreases, which gives rise to the GDSs. In this case, the threshold wind speed will always be close to the critical value for occurrence of GDSs.
APPENDIX A: HEATING RATE AND SEASONAL CHANGES
The basis of the approach is the assumption that the atmosphere can be divided into regions (a, b, c, d in Fig. 2 ) for which equilibrium temperatures depend only on the amount of dust in the region and seasonal date. The data from Haberle et al. (1982) allow one to determine the functional dependence of the equilibrium atmospheric temperatures in different regions of the atmosphere on the amount of the atmospheric dust. The dependence of the radiative damping time t r on dust optical depth is approximated based on the net heating calculations from Pollack et al. (1990) . The seasonal dependence is obtained from a simple radiative model, discussed below. The desired equilibrium temperatures for nonuniform dust distributions and different seasons are then calculated as a product of the function describing the dependence on the atmospheric dust amount and the seasonally varying equilibrium temperatures for clear atmosphere.
First, we discuss the dependence on dust. The atmosphere was divided into four domains, as before (see Fig. 2 ). It was assumed that for each domain one can determine an average characteristic equilibrium temperature, denoted by T e a , T 
where k = 2/π . The above expressions follow from the definition of the average characteristic equilibrium temperatures in the four boxes' model: 
Due to its particular functional form, the T e em does not enter into Eqs. (Al)-(A3). Hence, it was assumed that it changes in the same way as T e av , since both of these functions are constant with height and symmetric relative to the equator.
It was further assumed that the average temperatures in these four domains depend on the season and the average dust optical depth in the domains 
where T 
where the coefficients q i and s i were determined from Haberle et al. (1982) by fitting the values of the average characteristic temperatures T e i for given τ i . Coefficients q i and s i are given in Table I . The functions f i (τ i ) are equal to 1 when τ i = 0, and tend to a value of 1/(1 − q i ) as optical depth increases.
The functions f i (τ i ) mimic the behavior of the temperature fields in the GCM (Pollack et al. 1990 ). The atmospheric temperatures are very sensitive to addition of even small amounts of dust to the clear atmosphere. For example, the GCM experiments with τ = 0.3 show a significant increase in atmospheric temperatures compared to the case τ = 0. However, for a dusty atmosphere the effect of the addition of dust is less pronounced. In the GCM experiment the temperature fields with τ > 1 show little difference (for the same season). Accordingly, the function f i (τ i ) increases sharply from τ i = 0 to τ i = 1 and then "levels off" for τ i > 1.
Analysis of the GCM results (Haberle et al. 1982 , Pollack et al. 1990 ) suggests that dust is thermodynamically less "active" in the lower part of the winter atmosphere due to the lower solar angle and increased cooling during the longer nights that offsets heating during the day. Accordingly, the relationship between 
where J = θ 0 /θ 0max , θ 0 is the subsolar point latitude, θ 0max = 25 • , and J varies from 1 at northern summer to -1 at southern summer. τ c and τ d are the actual dust optical depths in the lower atmosphere above the NH and SH, respectively, andτ c andτ d are the corresponding "active" dust optical depth that are to be substituted into Eq. (A12). Finally, to determine the heating rate, the dependence of the radiative damping time t r on dust optical depth is needed. The dependence can be roughly approximated from the AMES GCM experiments (Pollack et al. 1990, Figs. 4 and 5) . In general, the effect of dust is to shorten the radiative damping time, but the effect levels off for high dust amounts. For simplicity, it was assumed that the radiative damping time is spatially constant throughout the atmosphere. (Pollack et al. (1990) present calculations of the net solar heating Q for L s = 279 • and for dust optical depth varying from 0 to 5. From Eq. (6) t r =t r = − T − T e Q .
As a proxy for T − T e , we use the value of T av − T e av , which is obtained from 2D GCM calculations (Haberle et al. 1982) of temperature fields and radiativeconvective temperature fields for the same conditions. The resulting dependence was modeled ast r =t 0r / f r (τ r ),
wheret 0r is the value of the radiative damping time at L s ≈ 270 • for a clear atmosphere and is a parameter of the model. f r has the same"leveling off" structure as f i , given by Eq. (A12), and τ r is the average optical depth
where τ n and τ s are the total optical depths in the NH and SH, respectively. The coefficients q r and s r of the function f r were determined by fitting the values of (T − T e )/Q for given τ r . The values of q r and s r are given in Table I . To calculate the seasonal dependence of the equilibrium temperatures T e i (0) of the clear atmosphere, a simple radiative model was used. It was assumed that seasonal changes in insolation translate into seasonal changes in the maximum atmospheric equilibrium temperatures. As the seasons progress from southern summer to northern summer, the maximum of the atmospheric equilibrium temperature moves from the SH to the NH. In the process, T e ns switches sign. Accordingly, the maximum equilibrium temperature T e max of the atmosphere during southern or northern summer is and T e max changes by about 11% seasonally. Assuming that the changes are spread equally between the components of the T e max (T e av , |T e ns |, T e v ), the change of every component between southern and northern summer is about 11% by absolute value. The exact form of the seasonal change law is derived from calculations of the change in solar heating Q using Kepler's law. In addition, the T e ns term changes sign as the subsolar point switches between southern and northern hemispheres. This change was assumed to be proportional to θ 0 /θ 0max and is superimposed on the 11% change between southern and northern summers.
The equilibrium temperatures T e i (0) are then calculated using Eqs. (A4)-(A7). The circulation and dust are linked via forcing functions F 1 , F 2 , F 3 , and F 4 , which are the normalized equilibrium temperatures: The method by which the dependence of the forcing functions on dust was estimated is described in Appendix A.
The coefficients of the model are given in Table II. 
