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ABSTRACT. – Kashiwara’s construction of the crystal basis for simple integrable
modules of Uq(g) involves independent sets of axioms, each corresponding to a single
simple root, hence to a Uq(sl2) case. It seems promising to extend this theory to the case
of a Uq(g) Verma module. Now such a module, seen as a module for the subalgebra
of Uq(g) generated by the elements corresponding to a simple root, is a direct sum of
Uq(sl2) indecomposables belonging to a category I. In this article we show there is a
theory of crystallisation for I, such that one recovers with some modifications, analogs
of the main properties of crystal bases, that is to say: indexation of the basis by a class
of oriented graphs admitting tensor products, quasi-orthonormality at q = 0 with respect
to contravariant forms, and compatibility with left tensorisation by finite modules. We
show however that the direct generalisation of the construction of crystal bases to Verma
modules fails. Ó Elsevier, Paris
AMS classification: 17B10, 17B35, 17B37
RÉSUMÉ. – La construction des bases cristallines de Kashiwara pour des modules
simples intégrables de Uq(g) met en œuvre des ensembles d’axiomes indépendants,
correspondant chacun à une racine simple, donc à un cas Uq(sl2). Il semble prometteur
d’étendre cette théorie au cas d’un module de Verma de Uq(g). Or un tel module,
vu comme un module pour la sous-algèbre de Uq(g) engendrée par les éléments
correspondant à une racine simple, est une somme directe de Uq(sl2)-indécomposables
appartenant à une catégorie I. Nous démontrons dans cet article, l’existence d’une
théorie de cristallisation pour I telle que l’on retrouve avec certaines modifications les
propriétés principales des bases cristallines, à savoir : l’indexation de la base par une
classe de graphes orientés admettant un produit tensoriel, quasi-orthonormalité à q = 0
vis-à-vis des formes contravariantes, et compatibilité avec la tensorisation à gauche par
des modules finis. On démontre toutefois qu’une généralisation directe aux modules de
Vermas de la construction des bases cristallines est impossible. Ó Elsevier, Paris
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Introduction
Soit Uq(g) l’algèbre enveloppante quantifiée associée à une matrice de
Cartan de type fini. On suppose que le corps de base estQ(q) et on noteA
la localisation deQ[q] à q = 0. Soit I une indexation des racine simples.
On appelle couleur un élément de I et on note Uq(gi) la sous-algèbre
de Uq(g) engendrée par les générateurs correspondant à la couleur i.
Soit λ ∈ P+ un poids dominant et E(λ) le Uq(g)-module simple de
dimension finie de plus haut poids λ. La méthode de cristallisation de
Kashiwara, ou limite q→ 0, introduite dans [6] associe à E(λ) une base,
la base cristalline, indexée par les sommets d’un graphe colorié orienté
appelé un cristal [8]. Ces bases sont compatibles avec la tensorisation
dans la catégorie Oint des Uq(g)-modules intégrables de dimension finie
et se caractérisent par une critère d’orthonormalité à q = 0 vis-à-vis des
formes contravaraintes sur les E(λ).
Cette méthode fournit un outil puissant pour l’étude des Uq(g)-
modules intégrables. Son attrait est de réduire la solution de certain
problèmes, une fois que l’on a démontré la compatibilité appropriée au
niveau de la base cristalline, à la résolution d’une question purement
combinatoire en termes des cristaux (voir par exemple [8]). La motivation
du présent travail était d’étudier la possibilité de construire des bases
cristallines pour les modules de Verma de Uq(g), dans l’espoir d’obtenir
une compatibilité avec la filtration de Jantzen sur ces modules. Celle-ci
est une notion fondamentale dans l’étude de la catégorie O. On sait ([3],
voir aussi [4]) que son bon comportement vis-à-vis des plongements de
modules de Verma [1] implique la conjecture de Kazhdan–Lusztig.
La base cristalline deE(λ) est déterminée par les opérateurs cristallins
{e˜i , f˜i}i∈I sur ce module. La construction de chaque paire de ces opéra-
teurs s’effectue en considérant E(λ) uniquement comme Uq(gi)-module.
La structure du cristal associé, en considérant qu’une seule couleur i,
n’est autre que l’union des cristaux monochromes connexes correspon-
dant à la décomposition en modules simples de E(λ) comme Uq(gi)-
module intégrable. Si l’on considère un module de Verma U(λ), λ ∈ P
comme Uq(gi)-module, il se décompose en une somme directe (infinie)
d’indécomposables appartenant à une catégorie I de Uq(sl2)-modules.
Cette catégorie est fermée sous l’action de tensorisation V 7→ E(n)⊗ V
(Théorème 1.4). Le rôle fondamental des foncteurs de tensorisation par
des modules simples intégrables sur O mène à la conclusion qu’il est na-
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turel d’exiger pour une structure cristalline sur V ∈ I d’être compatible
avec la tensorisation à gauche par des modules finis.
Le premier point de cet article est l’introduction d’une classe de
graphes orientés, les semi-cristaux, contenant les cristaux. Les semi-
cristaux vérifient des conditions bien plus faibles que les cristaux, tou-
tefois la loi de tensorisation associative introduite dans [8] reste valable.
Il est possible grâce à cela d’associer à chaque indécomposable V de I
un unique semi-cristal connexe B(V ), tel que la loi de tensorisation de
semi-cristaux permette de trouver l’analogue combinatoire en terme de
décomposition en composantes connexes du Théorème 1.4.
On définit (Définitions 2.5) des structures cristallines (L(V ),B(V ))
pour les modules V ∈ I , L(V ) étant un sous A-module libre de V
et B(V ) une base de L/qL, munie de la structure du semi-cristal
associé à V grâce à l’action induite par les opérateurs cristallins sur
L(V )/qL(V ). On obtient ainsi une indexation d’une base de V par le
semi-cristal correspondant. Ces structures vérifient (Proposition 2.6) une
propriété de quasi-orthonormalité vis-à-vis d’une forme contravariante
convenablement normalisée sur V .
Si (L(E(n)),B(E(n))), (L(V ),B(V )) sont des structures cristallines
pour E(n) et V ∈ I , alors L(E(n)) ⊗A L(V ) et B ′ := {b1 ⊗ b2 | b1 ∈
B(E(n)), b2 ∈ B(V )} est une structure cristalline pour E(n)⊗V (Théo-
rème 3.1). Sa décomposition en somme directe donne à la limite q =
0 exactement celle du semi-cristal B(E(n)) ⊗ B(V ) en composantes
connexes. La propriété de quasi-orthonormalité est conservée pour la
forme contravariante produit, ainsi qu’une éventuelle orthogonalité mu-
tuelle des sommants directs de la structure cristalline sur V (Théo-
rème 3.2).
U(λ), vu comme un U(gi)-module, est un objet de I , pour tout i ∈ I .
On peut donc le munir d’opérateurs cristallins. Sa structure de Uq(gi)-
module, comme dans le cas classique, s’obtient (Proposition 4.2) en
tensorisant le sous-espace vectoriel ker e′′i de Uq(n−) qui est stable sous
l’action adjointe de Uq(gi) et intégrable comme Uq(gi)-module, par le
Uq(gi) module de Verma engendré par un vecteur de plus haut poids uλ
de U(λ). Cette situation se retrouve (Proposition 4.3) au niveau des semi-
cristaux, si l’on remplace Uq(n−) par le cristal B(∞) qui lui est associé.
On obtient ainsi un description explicite du semi-cristal de couleur i
associé à U(λ).
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L’existence d’une théorie complète pour le travail avec une seule cou-
leur aurait laissé penser, qu’en choisissant, pour chaque i ∈ I , des décom-
positions appropriées en indécomposables d’un module Verma comme
Uq(gi)-module, l’on puisse retrouver l’analogue de la construction [7,
Theorem 2] des bases cristallines pour un module simple intégrable. On
démontre (Proposition 4.4) que cela est impossible du fait de l’incompa-
tibilité entre opérateurs cristallins de différentes couleurs. Le problème
de trouver une théorie de cristallisation pour les modules non-intégrables
de la catégorie O reste ouvert. Il est à espérer que l’existence de bons
opérateurs cristallins sur les modules de Verma fournisse une première
étape vers sa solution.
Conventions et notations
Soit C = (cij ) une matrice de Cartan de type fini [5, 3.1.2] et D =
diag(d1, . . . , dl) une matrice diagonale entière telle que l’on ait C =DB
avec B symétrique. On note {αi}i∈I les racines simples, {α∨i }i∈I les co-
racines simples, Φ+ (Φ−) les racines positives (négatives), et h le Q-
espace vectoriel ayant pour base les co-racines simples. Son dual h∗ a
comme base les racines simples et on note :
〈λ,α∨i 〉 := λ(α∨i ), ∀λ ∈ h∗, ∀i ∈ I.
– Le réseau des poids est défini par : P = {λ ∈ h∗ | 〈λ,α∨i 〉 ∈ Z, ∀i ∈
I }. On notera Q le sous réseau de P engendré par les racines
simples.
– Soit q une indéterminée. Le corps de base dans cet article seraQ(q).
On notera pour tout i ∈ I : qi := qdi/2 et [n]qi := q
n
i
−q−n
i
qi−q−1i
, où par
convention [0]qi = 1.
– L’algèbre enveloppante quantifiée Uq(g) associée à C sera dé-
finie selon les conventions de [5, 5.1.1]. C’est une algèbre de
Hopf ayant pour générateurs ei, fi, ti, t−1i , i ∈ I . Uq(g) admet
une décomposition triangulaire, c’est-à-dire que Uq(g)∼=Uq(n−)⊗
U 0 ⊗ Uq(n+) comme espace vectoriel où Uq(n−), U 0, Uq(n+)
sont les sous algèbres de Uq(g) engendrées respectivement par
{fi}i∈I , {ti, t−1i }i∈I , {ei}i∈I .
– On définit Uq(b+) :=U 0Uq(n+).
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– On note, pour i ∈ I fixé, Uq(gi) la sous-algèbre de Hopf de Uq(g)
engendrée par ei, fi, ti, t−1i . Cette algèbre de Hopf est isomorphe à
Uq(sl2), l’algèbre engendrée par e, f, t, t−1 sur Q(q), générateurs
vérifiant :
tet−1 = q2e, tft−1 = q−2f, [e, f ] = t − t
−1
q − q−1 .
Le co-produit de Uq(sl2) est donné par :
∆(e)= e⊗ t−1 + 1⊗ e, ∆(f )= f ⊗ 1+ t ⊗ f,
∆(t±1)= t±1 ⊗ t±1.
SiM est un Ug(g)-module, on utilisera la notation Mi pour désigner
que l’on considère M comme Uq(gi)-module.
– Rappelons que l’action adjointe de Uq(g) sur elle même est donnée
par :
(adei)(a)= eiati − aei ti,
(adfi)(a)= fia − tiat−1i fi,
(adti)(a)= tiat−1i .
– On peut définir deux actions de Uq(n+) sur Uq(n−) [5, 5.3.1], en
faisant agir ei par e′i ou e′′i , endomorphismes de Uq(n−) définis par :
[ei, u] = tie
′′
i (u)− t−1i e′i (u)
qi − q−1i
, ∀u ∈Uq(n−).
– On appelle un Uq(g)-module M h-admissible si M =⊕Mc, où
Mc = {m ∈M | tim= cim, c= (c1, . . . , cl), ∀i ∈ I},
et de plus on a pour tout c tel que Mc 6= 0: ∃λ ∈ P, ∀i ∈ I, ci =
q
〈λ,α∨
i
〉
i . Un tel c est appelé poids linéaire. On identifie alors c à λ, et
on note Mλ :=Mc, v ∈Mc par vλ, Ω(M) := {λ |Mλ 6= 0}.
– Considérons P comme un groupe abélien, en associant à λ ∈ P
une exponentielle formelle eλ, la multiplication d’exponentielles
formelles étant donnée par eλeµ = eλ+µ. A chaque module M
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h-admissible on peut associer son caractère formel
chM := ∑
λ∈Ω(M)
dimMλ eλ.
Considérons E , l’ensemble des caractères formels associés aux mo-
dules M h-admissibles tels que Ω(M) ⊂ ⋃nj=1 λj −Q. E est muni
d’une structure d’anneau commutatif, avec l’opération d’addition de
séries formelles, et la multiplication obtenue par l’extension par li-
néarité de la loi de multiplication sur P .
– La catégorie O a pour objets les Uq(g)-modules de type fini, h-
admissibles, sur lesquels Uq(n+) agit de manière localement finie.
– Rappelons [5, 3.4.2] que chaque λ ∈ P définit un module 1λ de di-
mension 1 de Uq(b+). Le module de Verma U(λ) de plus haut poids
λ est un objet de O défini par U(λ) := Uq(g) ⊗Uq(b+) 1λ. Notons
vλ := 1⊗ 1λ. U(λ) est muni d’une unique forme bilinéaire ( , ) vé-
rifiant :
(i) (vλ, vλ)= 1,
(ii) (au, v)= (u, κ˜(a)v), pour tout a ∈Uq(g), et u, v ∈U(λ),
où κ˜ est l’anti-automorphisme de Uq(g) définit par :
κ˜(ei)= q−1i t−1i fi, κ˜(fi)= q−1i tiei , κ˜(ti)= ti .
– Une forme bilinéaire satisfaisant la condition (ii) est appelée forme
contravariante. Deux espaces poids de poids différents sont or-
thogonaux vis-à-vis d’une telle forme. Si M,N sont deux Uq(g)-
modules munis de formes contravariantes ( , ), { , }, la forme pro-
duit sur M ⊗ N définie par (m ⊗ n,m′ ⊗ n′) = (m,m′){n,n′} est
contravariante.
– Le noyau U(λ) de la forme contravariante sur U(λ) est le sous-
module maximal de U(λ). Pour λ ∈ P+, on notera E(λ) le module
simple de dimension finie U(λ)/U(λ). Les E(λ) sont les irréduc-
tibles de la sous-catégorie Oint deO des Uq(g)-modules sur lesquels
l’action de Uq(g) est localement finie. Si g= sl2 on identifie λ ∈ P
avec 〈λ,α∨〉. On a, si n ∈N, dimE(n)= n+ 1.
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1. La catégorie I
DÉFINITION 1.1. – On note I la catégorie de Uq(sl2)-modules M
vérifiant :
– M est h-admissible à poids linéaires.
– M est localement fini pour l’action de e.
– L’action de f sur M est sans-torsion.
On sait par [5, 4.3.4] que l’élément central
z= f e+ qt + qt
−1
(q − q−1)2
agit sur un Uq(sl2)-module de plus haut poids m ∈ Z par multiplication
par
ωm = q
m+1 + q−m−1
(q − q−1)2 .
De ce fait, par les arguments habituels, M ∈ObI admet une décomposi-
tion primaire M =⊕m>−1M(m) où z− ωm est localement nilpotent sur
M(m). Soient m ∈ N fixé, Bm l’idéal à gauche de Uq(sl2) engendré par
t − q−m−2, em+2, (z − ωm)2, et posons T (m) = Uq(sl2)/Bm. On peut
alors transposer facilement les arguments de [2] pour U(sl2) au cas quan-
tique pour les résultats ci-dessous.
LEMME 1.2. – ([2, 3.10]). T (m) est un indécomposable de I et on a
une suite exacte
0→ V (m)→ T (m)→ V (−m− 2)→ 0.
THÉORÈME 1.3. – ([2, 3.11]). Tout module M de I est somme directe
d’indécomposables U(m),m ∈ Z et T (n), n ∈ N.
THÉORÈME 1.4. – ([2, 3.12]). Soient m ∈ Z etM =E(n)⊗U(m). On
partitionne l’ensemble I = {−n +m,−n+ 2 +m, . . . , n+m} en trois
parties I ′, I ′′, I ′′′ où I ′ = {r | r > 0, −r−2 ∈ I }, I ′′ = {−r−2 | r ∈ I ′},
I ′′′ = I\(I ′′ ∪ I ′′′). Alors on a
M ∼=
(⊕
r∈I ′
T (r)
)
⊕
(⊕
r∈I ′′′
U(r)
)
.
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2. Structures cristallines pour les modules de I
Soit A la localisation A :=Q[q]〈q〉. Pour un A-module L, et v ∈L, on
note v := v mod qL.
DÉFINITION 2.1. – Un semi-cristal (à gauche) est un ensemble B
muni d’opérateurs e˜i , f˜i :B→ B∪{0}, i ∈ I , et d’applications wt :B→
P , εi :B→ Z, i ∈ I , tels que pour tout b, b′ ∈ B et i ∈ I :
(I) Si e˜ib 6= 0 alors wt(e˜ib)=wt(b)+ αi.
Si f˜ib 6= 0 alors wt(f˜ib)=wt(b)− αi .
(II) Si f˜ib 6= 0 alors εi(f˜ib)> εi(b)+ 1.
(III) Si e˜ib′ 6= 0 alors b′ = f˜ib⇒ b = e˜ib′.
Soient B muni de e˜i , f˜i, εi , i ∈ I,wt et B ′ muni de e˜′i , f˜ ′i , ε′i , i ∈ I,wt ′
deux semi-cristaux. Un isomorphisme ψ :B → B ′ de semi-cristaux est
une bijection telle que l’on a pour tout b ∈ B et i ∈ I : e˜′i (ψ(b)) =
ψ(e˜ib), f˜
′
i (ψ(b))=ψ(f˜ib) et de même pour εi, ε′i et wt, wt ′.
Rappelons la loi de tensorisation définie pour les cristaux dans [8] :
DÉFINITION 2.2. – Le produit tensoriel de deux semi-cristaux B1 ⊗
B2 est l’ensemble {b1 ⊗ b2 | b1 ∈ B1, b2 ∈ B2} dont la structure de semi-
cristal est définie par :
wt(b1⊗ b2)=wt(b1)+wt(b2),
εi{b1 ⊗ b2} =max{εi(b1), εi(b2)− 〈wt(b1), α∨i 〉},
f˜i(b1 ⊗ b2)=
{
f˜ib1⊗ b2, si εi(b1) > εi(b2)− 〈wt(b1), α∨i 〉,
b1⊗ f˜ib2, si εi(b1)6 εi(b2)− 〈wt(b1), α∨i 〉,
e˜i (b1⊗ b2)=
{
e˜ib1 ⊗ b2, si εi(b1)> εi(b2)− 〈wt(b1), α∨i 〉,
b1⊗ e˜ib2, si εi(b1) < εi(b2)− 〈wt(b1), α∨i 〉,
où i ∈ I et l’on a identifié 0⊗ b2, b1 ⊗ 0 avec 0.
PROPOSITION 2.3. – Soient B1,B2 deux semi-cristaux.
(i) B1⊗B2 est un semi-cristal.
(ii) Cette loi de produit tensoriel des semi-cristaux est associative.
Démonstration. – (i) Les vérifications ne font intervenir qu’une seule
couleur à la fois, on enlève donc l’indice i, et on identifie wt(b) avec
〈wt(b),α∨〉. L’axiome (I) est immédiat. Pour les axiomes (II), (III) on
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considère deux cas :
(a) ε(b1) > ε(b2)−wt(b1).
ε
(
f˜ (b1 ⊗ b2))= ε(f˜ b1 ⊗ b2)
=max(ε(f˜ b1), ε(b2)−wt(b1))
> ε(f˜ b1)
> ε(b1)+ 1
= ε(b1⊗ b2)+ 1.
e˜
(
f˜ (b1⊗ b2))= e˜(f˜ b1 ⊗ b2)= e˜f˜ b1 ⊗ b2 = b1⊗ b2,
si e˜f˜ b1 6= 0, car
ε(f˜ b1)> ε(b1)+ 1
> ε(b2)−wt(b1)+ 2
= ε(b2)−wt(f˜ b1).
(b) ε(b1)6 ε(b2)−wt(b1).
ε
(
f˜ (b1 ⊗ b2))= ε(b1⊗ f˜ b2)
=max(ε(b1), ε(f˜ b2)−wt(b1))
> ε(f˜ b2)−wt(b1)
> ε(b2)−wt(b1)+ 1
= ε(b1⊗ b2)+ 1.
e˜
(
f˜ (b1⊗ b2))= e˜(b1 ⊗ f˜ b2)= b1 ⊗ e˜f˜ b2 = b1⊗ b2,
si e˜f˜ b2 6= 0, car
ε(b1)6 ε(b2)−wt(b1) < ε(f˜ b2)−wt(b1).
La démonstration du (ii) est identique à celle des cristaux [8]. 2
DÉFINITION 2.4. – Pour un Uq(sl2) module M , une structure cristal-
line (à gauche) est un couple (L,B) et la donnée d’opérateurs e˜, f˜ agis-
sant sur M tels que :
(I) L est un A-module libre et M =Q(q)⊗A L.
(II) B est une base de L/qL.
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(III) L est stable pour l’action de e˜, f˜ .
(IV) L = ⊕λ∈P Lλ, B = ⊔λ∈P Bλ avec Lλ = L ∩ Mλ et Bλ ⊂
Lλ/qLλ.
(V) B est munie de d’une structure de semi-cristal à gauche vis-à-vis
de e˜, f˜ (en particulier e˜B, f˜ B ⊂B t {0}).
On dira que la structure cristalline d’un Uq(sl2)-module V donnée par
(L,B) et les opérateurs e˜, f˜ est isomorphe à celle d’un Uq(sl2)-module
V ′ donnée par (L′,B ′) et e˜′, f˜ ′, s’il existe un isomorphisme φ :M→M ′
avec e˜′φ(v)= φ(e˜v), f˜ ′φ(v)= φ(f˜ v) pour tout v ∈ V ,L′ = φ(L), et tel
que l’application induite ψ : L/qL→L′/qL′ donne un isomorphisme de
semi-cristaux ψ : B→ B ′.
Il est clair que si pour j = 1, . . . , n, (Lj ,Bj ) sont des structures
cristallines de Vj ∈ I alors la somme directe
n⊕
j=1
(Lj ,Bj ) :=
(
n⊕
j=1
Lj,
n⊔
j=1
Bj
)
est une structure cristalline de
⊕n
j=1 Vj .
Il suffira donc d’associer à chaque indécomposable V de I une unique
(à isomorphisme près) structure cristalline (L(V ),B(V )) pour en définir
une (unique à isomorphisme près) pour tout objet de I . La compatibilité
avec le Théorème 1.4 revient à exiger pour tout n ∈ N l’existence d’une
décomposition en indécomposables
⊕
j Vj de E(n)⊗ V telle que l’on a
un isomorphisme
(
L
(
E(n)
)⊗A L(V ),B(E(n))⊗B(V ))∼=
(⊕
j∈J
Lj ,
⊔
j∈J
Bj
)
.
En particulier, on veut que la décomposition du semi-cristal B(E(n))⊗
B(V ) en composantes connexes soit
⊕
j∈J B(Vj). Cette exigence impose
de sévères restrictions sur le choix de B(V ). En particulier, on ne peut se
restreindre au cas des cristaux, où l’on a ε(f˜ b) = ε(b)+ 1. Lorsque V
est simple, et muni d’une forme contravariante normalisée de manière à
avoir un vecteur de plus haut poids v tel que (v, v)= 1, il s’avère que l’on
peut prendre comme L(V ) l’unique réseau défini par (L(V ),L(V ))=A
et B(V ) comme une base quasi-orthonormale dans la limite q = 0, c’est-
à-dire telle que ses éléments soient de norme ±1 vis-à-vis de la Q-forme
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( , )q=0 induite par ( , ) sur L/qL. Les opérateurs e˜, f˜ sont alors des
opérateurs échelle vis-à-vis de B(V ).
Des structures cristallines peuvent être alors construites pour les
indécomposables non-simples de I à partir de celles des Uq(sl2)-simples
de la catégorie O, l’exigence de compatibilité avec la tensorisation à
gauche par des modules de dimension finie imposant à nouveau des
restrictions sur le choix des opérateurs cristallins e˜, f˜ .
DÉFINITION 2.5. – Pour V ∈ I ou V = E(n), n ∈ N, on définit une
structure cristalline par
L(V ) :=⊕
b∈B
Ab, B(V ) := {v | v ∈ B},
où B est une base de V définie selon les cas ci-dessous. Pour chaque
cas, on définit les opérateurs e˜, f˜ par leur action sur B, et on donne les
valeurs de ε pour les éléments de B , ce qui, avec l’action induite de e˜, f˜
sur B , détermine la structure du semi-cristal B(V ).
1. E(m), m ∈N [6, §2].
B = {vm, vm−2, . . . , vm−2k, . . . , v−m}, vm−2k := qk(k−1)/2f kvm,
vm ∈E(m) un vecteur de plus haut poids fixé. f˜ (vm) := vm−2, e˜(vm) := 0.f˜ (vm−2k) := vm−2k−2, e˜(vm−2k) := vm−2k+2, si 0< k <m.
f˜ (v−m) := 0, e˜(v−m) := v−m+2.
ε(vm−2k) := k.
2. U(−m), m> 1.
B = {v−m, v−m−2, . . . , v−m−2k, . . .}, v−m−2k := qk(k+m−1)f kv−m,
v−m ∈U(−m) un vecteur de plus haut poids fixé.{
f˜ (v−m) := v−m−2, e˜(v−m) := 0.
f˜ (v−m−2k) := v−m−2k−2, e˜(v−m−2k) := v−m−2k+2, si k > 0.
ε(v−m−2k) :=m+ k − 1.
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3. U(m), m> 0.
B = {vm, vm−2, . . . vm−2k, . . .},
vm−2k := qk(k−1)/2f kvm, si 06 k 6m+ 1,
vm−2k := qm(m+1)/2+(k−m−1)kf kvm, si k >m+ 1,
vm ∈U(m) un vecteur de plus haut poids fixé.
f˜ (vm) := vm−2, e˜(vm) := 0.
f˜ (v−m−2) := v−m−4, e˜(v−m−2) := 0.
f˜ (vm−2k) := vm−2k−2, e˜(vm−2k) := vm−2k+2,
si k 6= 0, m+ 1.
ε(vm−2k)=
{
k, si 06 k 6m+ 1,
2k −m− 1, si k >m+ 1.
4. T (m), m ∈N.
B = {wm,wm−2, . . .} ∪ {x−m−2, x−m−4, . . .}
wm−2k := qk(k−1)/2f kwm, si 06 k 6m+ 1,
x−m−2−2k := qk(k+m+1)f kx−m−2, si 16 k,
w−m−2−2k := qm(m+1)/2+k(k+m+1)
× f m+1+kwm − x−m−2−2k, si 16 k.
wm ∈ T (m) un vecteur de plus haut poids fixé, et x−m−2 tel que :
ex−m−2 =−qm(m−1)/2+1f mwm.
f˜ (wm) :=wm−2, e˜wm := 0.
f˜ (x−m−2) := x−m−4, e˜(x−m−2) :=w−m.
f˜ (wm−2k) :=wm−2k−2, e˜(wm−2k) :=wm−2k+2, k > 0.
f˜ (x−m−2k) := x−m−2k−2, e˜(x−m−2k) := x−m−2k+2, k > 1.
ε(Swm−2k) := k, pour 06 k 6m.
ε(x¯−m−2−2k)= ε(Sw−m−2−2k) := 2k +m+ 1, pour 06 k.
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Exemple 1. – Le semi-cristal B(T (3)).
Remarque. – Le souci de satisfaire la loi de tensorisation §2.2 à la
limite q = 0 et la Proposition 2.6 ci-dessous implique que la structure
cristalline définie pour T (m) n’est pas compatible avec ses sous-modules.
Ceux-ci ne sont pas préservés par e˜, f˜ . En particulier, pour V ′ ⊂ T (m)
engendré par y−m−2 := qm(m+1)/2f m+1wm, comme y−m−2 := w−m−2 +
x−m−2, on a e˜y−m−2 = 2w−m alors que ey−m−2 = 0.
PROPOSITION 2.6. – Soit V un indécomposable de I et conservons
les notations des Définitions 2.5. Soit ( , ) une forme contravariante
sur V normalisée tel que l’on a (vm, vm)=±1 mod qA (respectivement
(wm,wm)=±1 mod qA, (x−m−2, x−m−2)=−(f˜ mwm, f˜ mwm)mod qL)
pour V =U(m), m ∈ Z (respectivement V = T (m), m ∈N). Alors
(i) (L(V ),L(V ))=A.
(ii) Pour tout b ∈ B de norme non-nulle, (b, b)q=0 = ±1 où ( , )q=0
est la Q-forme sur L/qL induite par ( , ).
Démonstration. – Les calculs utilisent la formule [5, 5.1.9] :
∀n > 0, ef n = [n]qf n−1 q
−n+1t − qn−1t−1
q − q−1 + f
ne.
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(a) Comme E(m) = U(m)/U(m), le cas de U(m), m ∈ N, revient à
celui de E(m) traité dans [5, 6.1.1].
(b) Pour V =U(−m), m> 1, si n > 0 alors
(
f˜ nv−m, f˜ nv−m
)
= (qn(n+m−1)f nv−m, qn(n+m−1)f nv−m)
= q2n(n+m−1)(f n−1v−m, q−1tef nv−m)
= q2n(n+m−1)q−m−2n+1[n]q
(
f n−1v−m,f n−1
q−(n−1)t − qn−1t−1
q − q−1 v−m
)
= q2n(n+m−1)q−m−3n+2(qn−1[n]q)q−m−n+1 − qm+n−1
q − q−1
× (f n−1v−m,f n−1v−m)
= q2n(n+m−1)q−2m−4n+4(qn−1[n]q)1− q
2(m+n−1)
q2 − 1
(
f n−1vm,f n−1vm
)
= qn−1[n]q 1− q
2(n+m−1)
q2 − 1 q
2(n−1)(n+m−2)(f n−1v−m,f n−1v−m)
=−(f˜ n−1v−m, f˜ n−1v−m) mod qA
= (−1)n(v−m, v−m) mod qA,
par récurrence sur n.
(c) Pour T (m), par construction ex−m−2 =−qf˜ mwm donc
(
x−m−2, q
m(m+1)
2 f n+1wm
)= qm−1(x−m−2, qf f˜ mwm)
=−q−2(x−m−2, q−1t−1f ex−m−2)
=−q−2(ex−m−2, ex−m−2)
=−(e˜x−m−2, e˜x−m−2)
=−(f˜ mwm, f˜ mwm).
(x−m−2, x−m−2)=−(f˜ mwm, f˜ mwm) mod qA, et
(
f m+1wm,f m+1wm
)= 0
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impliquent (x−m−2,w−m−2)= 0 mod qA, et
(w−m−2,w−m−2)= (f˜ mwm, f˜ mwm) mod qA.
L’assertion de la proposition est alors déduite facilement en utilisant les
calculs des cas (a), (b). On obtient(
f˜ nwm, f˜
nwm
)= (wm,wm) mod qA, 16 n6m,(
f˜ nw−m−2, f˜ nw−m−2
)= (−1)n(wm,wm) mod qA, n> 0,(
f˜ nx−m−2, f˜ nx−m−2
)= (−1)n+1(wm,wm) mod qA, n> 0,(
f˜ nx−m−2, f˜ nw−m−2
)= 0 mod qA, n> 0. 2
Remarque. – Le lecteur pourra se convaincre aisément que si ( , )
est une forme contravariante sur M ∈ I , et V1, V2 sont deux sous-
modules indécomposables de M appartenant à des composantes primaires
distinctes alors ils sont orthogonaux vis-à-vis de ( , ).
DÉFINITION 2.7. – Soit V ∈ I muni d’une forme contravariante ( , ).
Une structure cristalline (L(V ),B(V )) de V est quasi-orthonormale si
toutes ses composantes vérifient les hypothèses de la Proposition 2.6 vis-
à-vis de ( , ).
3. Compatibilité avec la tensorisation à gauche par des modules de
dimension finie
THÉORÈME 3.1. – Conservons les notations du §2.5, et soient V ∈ I
et E(n), n ∈ N, munis respectivement des structures cristallines (L(V ),
B(V )), (L(E(n)),B(E(n))) définies dans la Section 2 (en particulier,
il existe des indécomposables Vk, k ∈ S tels que V ∼= ⊕k∈S Vk et
(L(V ),B(V ))=⊕k∈S(L(Vk),B(Vk))).
Considérons V ′ :=E(n)⊗ V et soient :
L′ := L(E(n))⊗A L(V ), B ′ := {b1⊗ b2 | b1 ∈ B(E(n)), b2 ∈ B(V )}.
Alors :
(i) Les composantes connexes B ′j , j ∈ J ′, du semi-cristal à gauche
B(E(n))⊗B(V ) sont parmi les B(W), W indécomposable de I ,
définis au §2.5, et B(W) apparaît dans B ′ avec la même multipli-
cité que W dans la décomposition de V ′ en indécomposables.
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(ii) Il existe une décomposition V ′ =⊕j∈J ′ V ′j en indécomposables
telle que (L′,B ′)=⊕j∈J ′(L′j ,B ′j ) est une structure cristalline de
V ′, où pour tout j ∈ J ′, (L′j ,B ′j ) est une structure cristalline de
V ′j isomorphe à celle définie au 2.5, B ′ s’identifiant comme semi-
cristal à B(E(n))⊗B(V ).
Démonstration. – On peut supposer que V est indécomposable. Nous
allons procéder par récurrence sur n. La validité du théorème pour
la tensorisation à gauche par E(1) sera démontrée ultérieurement par
calcul direct. Supposons donc que le théorème est valable pour V ∈ I
et E(k), k < n. On identifiera donc V ′ comme sommant direct de
M :=E(1)⊗E(n− 1)⊗V , et on montrera la validité du théorème pour
celui-ci. Par hypothèse de récurrence appliquée à k = 1 et k = n− 1
L :=L(E(1))⊗A (L(E(n− 1))⊗A L(V )),
B := {b1⊗ b2 ⊗ b3 | b1 ∈ B(E(1)), b2 ∈ B(E(n− 1)), b3 ∈ B(V )},
est une structure cristalline pour M vérifiant le théorème. Il existe donc
un ensemble fini d’indécomposables Vj , j ∈ J , avec M =⊕j∈J Vj tels
que :
(L,B)=⊕
j∈J
(Lj ,Bj ),
(Lj ,Bj ) structure cristalline de Vj isomorphe à celle définie au §2.5.
Si B1 = {v1, v−1} et B2 = {v′n−1, v′n−3, . . . , v′−n+1} définissent des
structures cristallines de E(1) et E(n), on sait par [5, 5.1.12] et [7, 2.3.2]
que L(E(1))⊗A L(E(n− 1)) et {b1⊗ b2 | b1 ∈ B(E(1)), b2 ∈ B(E(n−
1))} est somme directe d’une structure cristalline (L(n),B(n)) de E(n)
engendrée par v1 ⊗ v′n−1 et d’une structure cristalline (L(n−2),B(n−2)) de
E(n − 2) engendrée par v1 ⊗ v′n−3 − qn−1[n − 1]qv−1 ⊗ v′n−1. On peut
donc identifier L′ avec L(n) ⊗A L(V ), B ′ avec {b1 ⊗ b2 | b1 ∈ B(n), b2 ∈
B(V )} et de même pour V ′′ := E(n− 2)⊗ V et L′′ := L(E(n− 2))⊗A
L(V ), B ′′ := {b1⊗ b2 | b1 ∈ B(E(n− 2)), b2 ∈ B(V )}. On a alors
L= (L(E(1))⊗A L(E(n− 1)))⊗A L(V )= L′ ⊕L′′,
et B ′ (respectivement B ′′) est une base de L′/qL′ (respectivement de
L′′/qL′′).
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B s’identifie, par hypothèse de récurrence, au semi-cristal B(E(1))⊗
(B(E(n − 1)) ⊗ B(V )). L’associativité du produit tensoriel de semi-
cristaux nous donne
B
(
E(1)
)⊗ (B(E(n− 1))⊗B(V ))(∗)
= (B(E(1))⊗B(E(n− 1)))⊗B(V ).
Or l’on a par [5, 5.1.12],
B(n) = {v¯1 ⊗ v¯′n−1, v¯−1 ⊗ v¯′n−1, v¯−1⊗ v¯′n−3, . . . , v¯−1⊗ v¯′−n+1}
et
B(n−2) = {v¯1 ⊗ v¯′n−3, v¯1⊗ v¯′n−5, . . . , v¯1⊗ v¯′−n+1}.
Ces ensembles sont préservés par l’action de e˜, f˜ sur le semi-cristal
B(E(1)) ⊗ B(E(n − 1)). On obtient donc du §2.2 que B ′ et B ′′ sont
stables sous e˜, f˜ . L’application
B
(
E(1)
)⊗B(E(n− 1))→B(E(n))⊕B(E(n− 2))
donnée par
v¯1⊗ v¯′n−1 7→ u¯n, v¯−1 ⊗ v¯′n−1 7→ u¯n−2, . . . , v¯−1 ⊗ v¯′−n+1 7→ u¯−n,
v¯1⊗ v¯′n−3 7→ u¯′n−2, . . . , v¯1 ⊗ v¯′−n+1 7→ u¯′−n+2
est un isomorphisme des semi-cristaux envoyant B(n) sur B(E(n)) et
B(n−2) sur B(E(n − 2)). En se souvenant [5, 5.2.5] que la loi d’action
de e˜, f˜ sur un triplet b1 ⊗ b2 ⊗ b3 ne depend pas de l’ordre des
parenthèses, on obtient donc que B ′ et B ′′ s’identifient respectivement
aux semi-cristaux B(E(n))⊗ B(V ), B(E(n− 2))⊗ B(V ). Notons que
par hypothèse de récurrence, B ′′ se décompose en composantes connexes
de manière compatible avec la décomposition de V ′′ en indécomposables
de I . Or il en est de même avec B et M . L’assertion (i) du théorème est
donc valable pour V ′.
Si à la limite q = 0 les opérateurs e˜, f˜ sont compatibles avec la
décomposition M ∼= V ′ ⊕ V ′′, ces opérateurs peuvent ne pas conserver
le sous-module V ′ de M si des composantes isomorphes à T (m), m ∈
N, apparaissent à la fois dans les décomposition de V ′ et V ′′ en
indécomposables. L’action de e˜, f˜ sur la composante primaire M(m)
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dépend du choix d’une base {xj−m−2}j∈J (m) d’un complémentaire X
de Y := ker e ∩ M(m)−m−2 dans M(m)−m−2. La construction de la structure
cristalline sur M peut imposer un choix de X tel que X ∩ V ′ = 0. Si l’on
considère x(m)−m−2 ∈ V ′(m)−m−2, on peut avoir x−m−2 = v+w, v ∈X, w ∈ Y
avec w /∈ V ′. On a bien qex−m−2 ∈ V ′, par contre, par le phénomène
décrit par la remarque du §2.5, e˜x−m−2 /∈ V ′ du fait que e˜w /∈ V ′. La
solution est donc de ‘projeter’ par p : V → V ′ la structure cristalline sur
V pour en obtenir une sur V ′. On a p(L)= L′ par ce qui précède, et si
p :L/qL→ L′/qL′ est l’application induite par p, p(B ′)= B ′. L’action
de nouveaux opérateurs e˜′, f˜ ′ sur L′ diffère de celle de e˜, f˜ par des
termes dans qL.
Considérons j ∈ J ′ l’ensemble d’indices pour lesquels Bj ⊂ B ′.
Soient V ′j = p(Vj) et pj la restriction de p à Vj . Montrons que pj
est un isomorphisme. Si v est un élément non nul de kerpj , il existe
n ∈ Z minimal tel que qnv ∈ L. Quitte à remplacer v par qnv, peut
donc supposer que v ∈ L\qL. Bj est une base de Lj/qLj , dont les
représentants peuvent être choisis dans L′. Il existe donc des ai ∈A, bi ∈
L′, bi mod qL ∈ Bj tels que l’on a v mod qL=∑i aibi . En appliquant
p on obtient
∑
i aibi = pj(v) mod qL′ = 0 mod qL′. Or Bj est un
ensemble linéairement indépendant de L′/qL′, les ai doivent donc être
tous divisibles par q, contrairement à notre supposition que v /∈ qL.
En définissant e˜′, f˜ ′ par e˜′pj (v) := pj (e˜v), f˜ ′pj(v) := pj(f˜ v), on
transporte la structure cristalline sur Vj en une structure cristalline
isomorphe L′j := pj(Lj),B ′j := Bj sur V ′j (et donc isomorphe à celle
définie au §2.5, car (Lj ,Bj ) l’est). L’axiome I du §2.4 est immédiat. L′j
est stable par e˜′, f˜ ′ , par la définition de ces opérateurs, et la stabilité de
Lj par e˜, f˜ . Bj est un ensemble linéairement indépendant de L′j /qL′j ,
et le fait qu’il s’agit d’une base est contenu dans la démonstration que pj
est un isomorphisme. L’axiome IV est évident. L’axiome V découle du
fait que les actions de e˜, f˜ et e˜′, f˜ ′ sur Bj sont identiques. Considérons
par exemple e˜ et e˜′. On a pour v, v′ ∈ Vj
pj (v
′)= e˜′pj(v) mod qL′j
⇔∃w ∈ qLj tel que pj(v′)+ pj (w)= e˜′pj(v)= pj(e˜v)
⇔∃w ∈ qLj tel que v′ +w = e˜v
⇔ v′ = e˜v mod qLj .
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Or p stabilise Bj , on en conclut que b′ = e˜′b⇔ b′ = e˜b pour b ∈ Bj, b′ ∈
Bj t {0}.
B ′ étant une base de L′/qL′, les L′j , j ∈ J ′ (et donc les V ′j ) forment
une somme directe. Or ⊕
j∈J ′
L′j ⊂ L′
par construction et
L′ ⊂
(⊕
j∈J ′
L′j
)
+ qL′
du fait que B ′ est une base de L′. Ainsi, par le lemme de Nakayama
L′ =⊕
j∈J ′L
′
j .
Comme l’on sait déjà que B ′ =⊔j∈J ′ B ′j , le (ii) est donc démontré.
Le cas E(1). – Pour V un indécomposable de I , il est facile
de vérifier que la décomposition du semi-cristal B(E(1)) ⊗ B(V ) en
composantes connexes satisfait le (i). Fixer une décomposition ⊕j V ′j
en indécomposables et une structure cristalline
⊕
j (L(V
′
j ),B(V
′
j )) de
V ′ revient à donner d’après le §2.5 pour chaque V ′j un vecteur de plus
haut poids, et éventuellement si V ′j ∼= T (m), un vecteur x−m−2. Le point
principal est de vérifier pour la base B′j de V ′j donnée par le §2.5, que
l’on a B′j ⊂ L′ et que B ′j := {b mod qL | b ∈ B′j } s’identifie bien à la
composante connexe correspondante du semi-cristal B(E(1))⊗B(V ). Le
lemme de Nakayama donne alors L(E(1))⊗L(V )=⊕j L′j . Rappelons
que
∆f n = tn⊗f n+q−(n−1)[n]qf tn−1⊗f n−1 modUq(sl(2))f 2⊗Uq(sl(2)).
On notera la base définissant (L(E(1)),B(E(1))) par {u1, u−1} et on
utilisera les notations du §2.5 pour celle définissant la structure cristalline
sur V
(a) Considérons par exemple, pour m> 0,
V ′ =E(1)⊗U(m)∼=U(m+ 1)⊕U(m− 1).
On a B(E(1)) = {u¯1, u¯−1} avec ε(u¯1) = 0, ε(u¯−1) = 1, et B(U(m)) =
{v¯m, v¯m−2, . . .} avec ε(v¯m−2k) = k si 0 6 k 6m+ 1 et ε(v¯m−2k)= 2k −
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m− 1 si k >m+ 1. Ceci nous donne par le §2.2 pour a ∈ B(E(1)), b ∈
B(U(m)) :
e˜(a⊗ b)=
{
e˜a⊗ b, si a⊗ b= u¯1⊗ v¯m, u¯1⊗ v¯m−2, u¯−1⊗ v¯m,
a⊗ e˜b, autrement,
f˜ (a⊗ b)=
{
f˜ a⊗ b, si a⊗ b = u¯1 ⊗ v¯m,
a⊗ f˜ b, autrement.
On constate que les composantes connexes de B(E(1))⊗B(U(m)) sont
{u¯1 ⊗ v¯m, u¯−1 ⊗ v¯m, u¯−1 ⊗ v¯m−2, . . .} et {u¯1 ⊗ v¯m−2, u¯1 ⊗ v¯m−4, . . .}. On
a respectivement, par le §2.2 :
ε(a⊗ b)=

0, si a⊗ b= u¯1 ⊗ v¯m,
k, si a⊗ b= u¯−1 ⊗ v¯m−2k+2, 16 k 6m+ 2,
2k −m− 2, si a⊗ b= u¯−1 ⊗ v¯m−2k+2, k >m+ 2,
ε(a⊗ b)=
{
k, si a⊗ b= u¯1⊗ v¯m−2−2k, 06 k 6m,
2k −m, si a⊗ b= u¯1⊗ v¯m−2−2k, k > m.
La première composante est isomorphe au semi-cristal B(U(m + 1)),
la seconde au semi-cristal B(U(m− 1)). On prend B′1 = {v′m+1, f˜ v′m+1,
f˜ 2v′m+1, . . .} comme base de U(m+ 1) où :
v′m+1 = u1 ⊗ vm = u¯1⊗ v¯m,
f˜ nv′m+1 = qn(n−1)/2f nv′m+1
= qnu1 ⊗ qn(n−1)/2f nvm + qn−1[n]qu−1 ⊗ q(n−2)(n−1)/2f n−1vm
= u¯−1 ⊗ v¯m−2n+2, pour 16 n6m+ 1.
Si m′ :=m+ 2, par définition v−m′ = qm(m+1)/2f m+1vm, et l’on a :
v′−m′−1 := f˜ m
′
v′m+1 = qm
′(m′−1)/2f m
′
v′m+1
= qm′u1⊗ qm′(m′−1)/2f m′vm
+qm′−1[m′]qu−1 ⊗ q(m′−2)(m′−1)/2f m′−1vm
= qm′−1[m′]qu−1 ⊗ v−m′
+qm′−1u1 ⊗ qm′f v−m′ = u¯−1 ⊗ v¯−m′,
f˜ nv′−m′−1 = qn(n+m
′)f nv′−m′−1
= (qm′+n−1[m′ + n]q)u−1 ⊗ qn(n+m′−1)f nv−m′
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+qm′−1u1 ⊗ q(n+1)(n+m′)f n+1v−m′
= u¯−1 ⊗ v¯−m′−2n, pour n> 1.
Les réduction de B′1 modulo qL donnent bien la première composante
du semi-cristal B(E(1))⊗B(U(m)). De manière similaire on prend
B′2 =
{
v′′m−1, f˜ v
′′
m−1, f˜
2v′′m−1, . . .
}
comme base de U(m− 1) où :
v′′m−1 = u¯1⊗ v¯m−2,
f˜ nv′′m−1 = qn(n−1)/2f nv′′m−1
= u1⊗ qn(n+1)/2f n+1vm − qm[m− n]qu−1 ⊗ qn(n−1)/2f nvm
= u¯1⊗ v¯m−2n−2, pour 16 n6m− 1,
v′′−m′+1 := f˜ mv′′m−1 = qm(m−1)/2f mv′′m−1 = u1 ⊗ v−m′ ,
f˜ nv′−m′+1 = qn(n+m
′−2)f nv′−m′+1
= u1⊗ qn(n+m′−1)f nv−m′
+qm′−1(qn−1[n]q)u−1 ⊗ q(n−1)(n+m′−2)f n−1v−m′
= u¯1⊗ v¯−m′−2n, pour n> 1.
Le cas de E(1) ⊗ U(0) est similaire sauf le fait que la base de
U(−1) est définie à partir de v′′−1 = u1 ⊗ v−2. Les calculs ci-dessus
contiennent le cas E(1) ⊗ U(−m), m > 2. Il suffit de remplacer m
par m′ ci-dessus, de considérer B(U(−m′)) comme le semi-cristal
engendré par v−m′ dans B(U(m)), et les bases {v′−m′−1, f˜ v′−m′−1, . . .},
{v′′−m′+1, f˜ v′′−m+1, . . .} comme celles définissant par le §2.5 des structures
cristallines respectivement pour U(−m′ − 1), U(−m′ + 1).
(b) V ′ =E(1)⊗U(−1)∼= T (0).
Le semi-cristal B(E(1)) ⊗ B(U(−1)) est connexe, et isomorphe à
B(T (0)). On prend
B′ = {w0, f˜ w0, f˜ 2w0, . . .} ∪ {x−2, f˜ x−2, f˜ 2x−2, . . .}
comme base de T (0) où :
w0= u1 ⊗ v−1 = u¯1 ⊗ v¯−1,
x−2 = u1 ⊗ v−3 = u¯1 ⊗ v¯−3,
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f˜ nx−2 = qn(n+1)f nx−2
= u1 ⊗ q(n+1)2f n+1v−1 + q2(qn−1[n]q)u−1 ⊗ qn2f nv−1
= u¯1 ⊗ v¯−2n−3, pour n> 1,
f˜ nw0= q(n−1)n(f nw0 − f n−1x−2)
= u1 ⊗ qn2f nv−1 + qn−1[n]qu−1
⊗q(n−1)2f (n− 1)v−1 − f˜ (n− 1)x−2
= u¯−1 ⊗ v¯−2n+1, pour n> 1.
(c) V ′ =E(1)⊗ T (0)∼= T (1)⊕U(−1)⊕U(−1).
Les composantes connexes du semi cristal B(E(1)) ⊗ B(T (0)) sont
{u¯1 ⊗ Sw0, u¯−1 ⊗ Sw0, u¯−1 ⊗ Sw−2, . . . , u¯−1 ⊗ x¯−2, u¯−1 ⊗ x¯−4, . . .}, {u¯1 ⊗
w−2, u¯1 ⊗ Sw−4, . . .}, {u¯1 ⊗ x¯−2, u¯1 ⊗ x¯−4, . . .}. Elles sont isomorphes
respectivement à B(T (1)), B(U(−1)), B(U(−1)). On prend
B′1 =
{
w′1, f˜ w
′
1, f˜
2w′1, . . .
} ∪ {x′−3, f˜ x′−3, f˜ 2x′−3, . . .}
comme base de T (1) où :
w′1= u1 ⊗w0 = u¯1 ⊗ Sw0,
f˜ w′1= fw′1 = u−1 ⊗w0 + qu1 ⊗ fw0 = u¯−1 ⊗ Sw0,
x′−3 = u−1 ⊗ x−2 +
1
[2]q u1 ⊗ x−4 +
1− q
[2]q u1⊗ y−4 = u¯−1 ⊗ x¯−2,
où l’on note y−2n−2 := qn(n+1)f n+1w0.
f˜ 2w1= qf 2w′1 − x′−3
= (1+ q2)u−1 ⊗ y−2 − u−1 ⊗ x−2
+ (q + q
2)
[2]q u1⊗ y−4 −
1
[2]q u1 ⊗ x−4
= u¯−1 ⊗ Sw−2,
f˜ nx′−3 = qn(n+2)f nx′−3 = u¯−1 ⊗ x¯−2n−2,
f˜ n+2w′1 = qn(n+2)f nw′−3 = u¯−1 ⊗ Sw−2n−2,
 pour n> 1,
ceci du fait que
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qn(n+2)f n(u−1 ⊗ x−2)
= u−1⊗ qn(n+1)f nx−2 = u−1 ⊗ x−2n−2 mod qL,
qn(n+2)f n(u1 ⊗ q2f x−2)
= qn+2[n]qu−1 ⊗ qn(n+1)f nx−2 + u1 ⊗ q(n+1)(n+2)f n+1x−2
= u1⊗ x−2n−4 mod qL,
qn(n+2)f n(u−1 ⊗ fw0)
= u−1⊗ qn(n+1)f n+1wn = u−1 ⊗ y−2n−2 mod qL,
qn(n+2)f n(u1 ⊗ q2f 2w0)
= qn+2[n]qu−1 ⊗ qn(n+1)f n+1w0 + u1 ⊗ q(n+1)(n+2)f n+2w0
= u1⊗ y−2n−4 mod qL.
On prend B′2 = {v′−1, f˜ v′−1, f˜ 2v′−1, . . .} comme base de U(−1) où :
v′−1 = u1⊗w−2 −
q2
1− q2 u1⊗ x−2 −
q
1− q2 u−1⊗w0 = u¯1 ⊗ Sw−2,
f˜ nv′−1 = qn
2
f nv′−1 = u¯1⊗ Sw−2n−2, pour n> 1,
et B′3 = {v′′−1, f˜ v′′−1, f˜ 2v′′−1, . . .} comme base de U(−1) où :
v′′−1 = u1 ⊗ x−2 + qu−1 ⊗w0 = u¯1⊗ x¯−2,
f˜ nv′′−1 = qn
2
f nv′′−1 = u¯1⊗ x¯−2n−2, pour n> 1,
ceci du fait que
qn
2
f n(qu−1 ⊗w0)= qu−1 ⊗ q(n−1)nf nw0 = 0 mod qL,
qn
2
f n(u1 ⊗w−2)= u1 ⊗ qn(n+1)f nw−2 + qnu−1 ⊗ q(n−1)nf n−1w−2
= u1 ⊗w−2−2n mod qL,
qn
2
f n(u1⊗ x−2)= u1 ⊗ qn(n+1)f nx−2 + qnu−1 ⊗ q(n−1)nf n−1x−2
= u1 ⊗ x−2−2n mod qL.
(d) E(1)⊗ T (m)∼= T (m+ 1)⊕ T (m− 1) (m > 0).
Les composantes connexes du semi-cristal B(E(1))⊗ B(T (m)) sont
{u¯1 ⊗ Swm, u¯−1 ⊗ Swm, u¯−1 ⊗ Swm−2, . . . , u¯−1 ⊗ x¯−m−2, u¯−1 ⊗ x¯−m−4, . . .},
et {u¯1 ⊗ Swm−2, u¯1 ⊗ Swm−4, . . . , u¯1 ⊗ x¯−m−2, u¯1 ⊗ x¯−m−4, . . .}. Elles sont
isomorphes respectivement à B(T (m+ 1)),B(T (m− 1)).
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On prend
B′1 =
{
w′m+1, f˜ w
′
m+1, f˜
2w′m+1, . . .
} ∪ {x′−m−3, f˜ x′−m−3, f˜ 2x′−m−3, . . .}
comme base de T (m+ 1) où :
w′m+1 = u1 ⊗wm = u¯1 ⊗ Swm,
f˜ nw′m+1 = u¯−1 ⊗ Swm−2n+2,
pour 16 n6m+ 1 (même calcul que le a),
x′−m−3 = qm[m+ 1]qu−1 ⊗ x−m−2 + qm
[m+ 1]q
[m+ 2]q u1 ⊗ x−m−4
+
(
q
[m+ 1]q
[m+ 2]q
)
u−1 ⊗ y−m−2 +
( 1
[m+ 2]q
)
u1 ⊗ y−m−4,
w′−m−3 = qm+1[m+ 2]qu−1 ⊗ y−m−2 + qm+1u1 ⊗ y−m−4 − x′−m−3,
f˜ nx′−m−3=qn(n+m+2)f nx′−m−3 = u¯−1 ⊗ x¯−m−2n−2,
f˜ nw′−m−3=qn(n+m+2)f nw′−m−3 = u¯−1 ⊗ Sw−m−2n−2,
 pour n> 0,
ceci du fait que l’on a
qn(n+m+2)f n(u−1 ⊗ x−m−2)
= u−1 ⊗ qn(n+m+1)f nx−m−2 = u−1 ⊗ x−m−2n−2,
qn(n+m+2)f n(u1 ⊗ x−m−4)= u1⊗ q(n+1)(n+m+2)f n+1x−m−2
+qm+n+2[n]qu−1 ⊗ qn(n+m+1)f nx−m−2 = u1 ⊗ x−m−2n−4 mod qL,
qn(n+m+2)f n(u−1 ⊗ y−m−2)
= u−1 ⊗ qn(n+m+1)f ny−m−2 = u−1 ⊗ y−m−2n−2,
qn(n+m+2)f n(u1 ⊗ y−m−4)= u1⊗ q(n+1)(n+m+2)f n+1y−m−2
+qm+n+2[n]qu−1 ⊗ qn(n+m+1)f ny−m−2 = u1 ⊗ y−m−2n−4 mod qL.
On prend
B′2 = {w′′m−1, f˜ w′′m−1, f˜ 2w′′m−1, . . .} ∪ {x′′−m−1, f˜ x′′−m−1, f˜ 2x′′−m−1, . . .}
comme base de T (m− 1) où :
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w′′m−1 = u1 ⊗ fwm − qm[m]qu−1 ⊗ vm = u¯1⊗ Swm−2,
f˜ nw′′m−1 = u¯1 ⊗ Swm−2n−2, pour 16 n6m− 1 (même calcul que le a),
x′′−m−1 =
(
1+ q
m+1
[m]q
)
u1 ⊗ x−m−2 + q
2
[m]q u−1 ⊗w−m,
w′′−m−1 = u1 ⊗ y−m−2 − x′′−m−1,
f˜ nx′′−m−1 = qn(n+m)f nx′′−m−1 = u¯1 ⊗ x¯−m−2n−2,
f˜ nw′′−m−1 = qn(n+m)f nw′′−m−1 = u¯1⊗ Sw−m−2n−2,
 pour n> 0,
ceci du fait que
qn(n+m)f n(u1⊗ x−m−2)= u1 ⊗ qn(n+m+1)f nx−m−2
+qn+m[n]qu−1 ⊗ q(n−1)(n+m)f n−1x−m−2 = u1⊗ x−m−2n−2 mod qL,
qn(n+m)f n(u1⊗ y−m−2)= u1 ⊗ qn(n+m+1)f ny−m−2
+qn+m[n]qu−1 ⊗ q(n−1)(n+m)f n−1y−m−2 = u1⊗ y−m−2n−2 mod qL,
qm+1f (u−1 ⊗w−m)= u−1 ⊗ y−m−2 mod qL,
qn(n+m)f n(u−1 ⊗w−m)= qn−1u−1 ⊗ q(n−1)(n+m)f n−1y−m−2 ∈L,
pour n> 1. 2
Exemple 2. – Le semi-cristal B(E(5))⊗B(U(0)).
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THÉORÈME 3.2. – Conservons les notations du Théorème 3.1 et
supposons que (L(E(n)), B(E(n))), (L(V ), B(V )) soient quasi-ortho-
normales vis-à-vis des formes contravariantes ( , )E(n), ( , )V sur E(n)
et V . Soit ( , )= ( , )E(n)( , )V la forme contravariante produit sur V ′,
alors :
(i) (L′,B ′) est quasi-orthonormale vis-à-vis de ( , ).
(ii) On peut choisir la structure cristalline (L′,B ′) pour V ′ de manière
à avoir :
– ∀j, j ′, j 6= j ′, (L′j ,L′j ′)= 0,
– B ′ = {v mod qL′ | v ∈ B′} où B′, la base définissant l’action
des opérateurs cristallins sur V ′, est une base orthogonale de
L′ avec v ∈L′j si v mod qL′ ∈ B ′j .
Démonstration. – On peut supposer que V est indécomposable. Le (i)
découle directement de la définition de la forme produit et des hypothèses
sur (L(E(n)), B(E(n))) et (L(V ), B(V )), le (ii), par la remarque du
§2.6, se réduit à l’étude d’une unique composante primaire
V ′(k) = ⊕
j∈J ′(k)
V ′j .
Si V est un module de Verma, par le Théorème 1.4 la cardinalité de
J ′(k) est au plus 1. Si V ∼= T (m), V ′ est somme directe d’indécompo-
sables U(−1), T (k), k ∈ N. Il est facile de s’en convaincre en notant
que cela est vrai pour E(1) ⊗ V , et en se rappelant que E(n) ⊗ V est
un sommant direct de E(1)⊗n ⊗ V . Le Théorème 1.4 implique alors, en
considérant les facteurs de la filtration de Jordan–Hölder de V ′ qu’un in-
décomposable de I peut apparaître dans la décomposition de V ′ au plus
avec une multiplicité de 2.
Supposons que k > 0 et que J ′(k) = {j, j ′} (les arguments pour k =
−1 et des composantes indécomposables U(−1) sont similaires). On
utilisera les conventions du §2.5 (d) avec indices j, j ′ pour les structures
cristallines de V ′j et V ′j ′ . Comme (L′,B ′) vérifie le (i),
∀l, l′ ∈ (J ′)(k)(∗) {
(wlk,w
l
k)= ul, ul unité de A, ul =±1 mod qL,
(wlk,w
l′
k ) ∈ qA, si l 6= l′.
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De ce fait, on peut diagonaliser la restriction de la forme contravariante
produit sur V ′ au sous-A-module libre de L′ engendré par les wlk, l ∈
J ′(k), par une transformation de base
wlk 7→wlort :=
∑
l,l′∈J ′(k)
all′w
l′, l ∈ (J ′)(k),
avec all = 1 et all′ ∈ qA si l 6= l′. A nouveau, par le (i), (∗) ci-dessus
est aussi valable pour les vecteurs ajj xj−k−2 + ajj ′xj
′
−k−2 et aj ′jx
j
−k−2 +
aj ′j ′x
j ′
−k−2. Par le (c) de la Proposition 2.6,(
aj ′jx
j
−k−2 + aj ′j ′xj
′
−k−2, aj ′jy
j
−k−2 + aj ′j ′yj
′
−k−2
)
est une unité de A égale à ±1 mod qA (yj−k−2 := qk(k+1)f k+1wjk et de
même pour j ′). Il existe donc une constante a ∈ qA tel que
xjort := ajj xj−k−2 + ajj ′xj
′
−k−2 + a
(
aj ′jy
j
−k−2 + aj ′j ′yj
′
−k−2
)
,
xj
′
ort := aj ′jxj−k−2 + aj ′j ′xj
′
−k−2,
sont orthogonaux. Comme l’on a
exlort =−q qk(k−1)/2f kwlort , l ∈ (J ′)(k),
le changement de base wlk 7→ wlort , xl−k−2 7→ xlort , l ∈ (J ′)(k), définit un
automorphisme φ1 de (V ′)(k). Il est clair que φ1(L′j ⊕ L′j ′) = L′j ⊕ L′j ′ .
Commewjort =wjk mod qL′, xjort = xjk mod qL′ (et de même pour j ′), φ1
stabilise B ′j et B ′j ′ . Or, par contravariance, (φ1(L′j ), φ1(L′j ′))= 0. Quitte
à remplacer la structure cristalline (L′j ,B ′j )⊕ (L′j ′,B ′j ′) de V ′(k) par son
image par φ1, la première assertion du (ii) est vérifiée.
Le cas non trivial pour la seconde assertion est celui de V ′j ∼= T (k). On
a c := (xj−k−2,wj−k−2) ∈ qA par le (i). eyj−k−2 = 0, (yj−k−2, yj−k−2)= 0 et
par les calculs de la Proposition 2.6,(
x
j
−k−2, y
j
−k−2
)=−(wj−k,wj−k)=±1 mod qA.
La transformation
w
j
k 7→wjk , xj−k−2 7→ xj−k−2 + ayj−k−2, a := −
c
2(wj−k,w
j
−k)
,
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définit l’automorphisme φ2 de V ′j voulu. En utilisant la contravariance,
on obtient que l’image de (L(V ′j ),B(V ′j )) par φ2 est définie par une base
orthogonale, et φ2 conserve à la fois L′j et B ′j . 2
4. Opérateurs cristallins sur les modules de Verma de Uq(g)
Rappelons que g est supposée être associée à une matrice de Cartan de
type fini. Fixons un module de Verma U(λ), un vecteur de plus haut poids
uλ ∈U(λ), αi une racine simple. On notera par V i un Uq(gi)-module, et
de même Bi un semi-cristal de couleur i.
On peut construire de opérateurs cristallins e˜i , f˜i sur U(λ) grâce
au §1.3, §2.5 en choisissant une décomposition de Ui(λ) en Uq(gi)-
indécomposables. Toutefois, pour comprendre la combinatoire associée,
nous allons utiliser le Théorème 3.1.
L’opérateur e′′i agissant sur Uq(n−) est défini par{
e′′i (fj )= δij , j ∈ I,
e′′i (xy)= e′′i (x)y + adt−1i (x)e′′i (y), x, y ∈Uq(n−).
ker e′′i est h-admissible, et comme e′′i est localement nilpotent, on a (par
des arguments similaires à [5, 5.3.11]) que Uq(n−)=⊕n>0 (ker e′′i ) f ni .
De ce fait, en utilisant [5, 3.4.7], on a
ch ker e′′i =
∏
β∈Φ+
β 6=α
(
1− e−β)−1.
LEMME 4.1. – ker e′′i est stable par l’action adjointe de Uq(gi) sur
Uq(g). Le Uq(gi)-module Ki que l’on obtient ainsi est intégrable.
Démonstration. – Soit xξ un vecteur homogène de ker e′′i . On a, par la
définition de e′i , e′′i et le fait qu’ils commutent à un facteur de q près [5,
5.3.4]) :
adei(xξ )= [ei, xξ ]ti =− t
−1
i e
′
i (xξ )ti
qi − q−1i
∈Uq(n−),
e′′i (adei(xξ ))=−
q
〈ξ,α∨
i
〉
i e
′′
i e
′
i (xξ )
qi − q−1i
=−q
〈ξ,α∨
i
〉
i q
2
i e
′
ie
′′
i (xξ )
qi − q−1i
= 0,
e′′i (adfi(xξ ))= e′′i (fixξ − adti (xξ )fi)= fixξ − adt−1i adti(xξ )fi = 0.
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La première assertion du lemme est donc démontrée.
Considérons la fonction η :Q→ Z définie par η(−αi)= 0, η(−αj)=
1, j 6= i. Fixons n ∈ N, alors, par la nature de l’action adjointe Uq(gi),
le sous Q(q)-espace vectoriel Kin de ker e′′i engendré par les xξ tels que
η(ξ)= n est un sous-Uq(gi)-module de Ki . De plus, Ki =⊕n>0Kin. Or
comme la matrice de Cartan associée à Uq(g) est de type fini,
dimKin= #
{
{β1 . . .βk}
∣∣∀i, βi ∈Φ−\{−αi},
∑
i
βi = ξ, η(ξ)= n
}
<∞.
Ainsi Kin est un Uq(gi )-module intégrable, et la seconde assertion du
lemme est vérifiée. 2
PROPOSITION 4.2. – On a un isomorphisme de Uq(gi)-modules
ψ :Ki ⊗Ui(mi)→Ui(λ), x ⊗ f ni uλ 7→ xf ni uλ,
où mi = 〈λ,α∨i 〉 et Ui(mi) est le Verma de Uq(gi) engendré par uλ.
Démonstration. –
ψ
(
ei(x ⊗ f ni
)
uλ)=ψ(adei(x)⊗ t−1i f ni uλ + x ⊗ eif ni uλ)
= [ei, x]ti t−1i f ni uλ + xeif ni uλ
= eixf ni uλ,
ψ
(
fi(x ⊗ f ni uλ)
)=ψ(adfi(x)⊗ f ni uλ + adti(x)⊗ fif ni uλ)
= fixf ni uλ,
ψ
(
ti (x ⊗ f ni uλ)
)= adti(x)tif ni uλ = tixf ni uλ.
ψ est donc un morphisme de Uq(gi)-modules. C’est une bijection du fait
que U(λ) est un Uq(n−)-module libre et que Uq(n−)=⊕n>0(ker e′′i ) f ni .
Cette proposition permet, avec le Théorème 3.1 de construire une
Uq(gi)-structure cristalline pour U(λ). 2
Cet isomorphisme existe aussi au niveau des semi-cristaux, où l’on
remplace Uq(n−) par le cristal B(∞) qui lui est associé. Rappelons
quelques des propriétés de B(∞) [7,8].
– Tout cristal B vérifie des conditions plus fortes que §2.1 (II), (III),
en particulier, pour j ∈ I [8, 1.2.1]) :
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– ∀b ∈ B, εj (e˜j b)= εj (b)− 1, εj (f˜j (b))= εj (b)+ 1.
– ∀b, b′ ∈ B, b′ = e˜j b⇔ b= f˜j b′.
– B(∞) est un cristal normal supérieur, c’est-à-dire que l’on a
∀b ∈ B(∞),∀j ∈ I, εj (b)=max{n | e˜nj (b) 6= 0}.
– Soit ? l’anti-automorphisme de Uq(n−) défini par e?i = ei, f ?i =
fi, t
?
i = t−1i . ? induit une bijection ? : B(∞)→ B(∞) [8, 2.1.1].
On peut donc définir les opérateurs suivants e˜?i := ? ◦ e˜ ◦ ?, f˜ ?i :=
? ◦ f˜ ◦ ? sur B(∞). Tout élément b ∈ B(∞) s’écrit de manière
unique sous la forme b= f˜ ?mi b0, b0 ∈ ker e˜?i .
– Soit Ci le cristal suivant
Ci := {ci(n) | n ∈ Z};
wtci(n)= nαi, εi(ci(n))=−n,
εj (ci(n))=−∞, j 6= i;
e˜ici(n)= ci(n+ 1), f˜ici(n)= ci(n− 1),
e˜j ci(n)= f˜j ci(n)= 0, j 6= i.
On démontre [8, 2.2.1] que Ψi :B(∞)→ B(∞) ⊗ Ci, b 7→ b0 ⊗
ci(−m) est un morphisme strict de cristaux ce qui veut dire que ψ
commute avec wt, εj , e˜j , f˜j , pour tout j dans I .
Notons B ′ = ker e˜?i muni de sa structure de sous-cristal de couleur i
de B(∞). Rappelons que le caractère formel d’un cristal B est défini par
chB :=∑b∈B ewtb. Comme ch B(∞)= chUq(n−) (par [7]) et B(∞)=⊔
n>0 f˜
?n
i ker e˜?i , on a
chB ′ = ∏
β∈Φ+
β 6=αi
(1− e−β)−1.
LEMME 4.3. – B ′ est une somme directe de cristaux Bi(E(n)), n ∈N.
Démonstration. – Notons d’abord que e˜iB ′ ⊂ B ′ t {0}. Soit x ∈ B ′. Si
par l’absurde e˜ix /∈ B ′ t {0}, alors e˜iΨi(x)= x′ ⊗ ci(−m), m > 0. Mais
dans ce cas
x ⊗ ci(0)= f˜i e˜iΨi(x)= f˜i(x ⊗ ci(−m)),
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ce qui est impossible car f˜ici(−m)= ci(−m− 1).
Considérons x ∈ ker e˜i ∩ B ′. Comme B(∞) est un cristal normal
supérieur, εi(x)= 0. ψ étant strict, e˜i (x⊗ ci(0))= 0. Or e˜ici(0)= ci(1),
e˜i agit donc sur le premier terme. Pour cela, il est nécessaire par la loi du
§2.2 d’avoir 〈wt(x),α∨i 〉 > 0. Comme εi(f˜ ki x) > εi(ci(0)) − 〈wt(x) −
kαi, α
∨
i 〉 si et seulement si k < 〈wt(x),α∨i 〉, à nouveau, par le §2.2
{x, f˜ix, . . .} ∩B ′ = {x, f˜ix, . . . , f˜ 〈wt(x),α∨i 〉i x}∼= Bi(E(n)),
où n= 〈wt(x),α∨i 〉.
B(∞) étant un cristal, tout b ∈ B ′ s’écrit sous la forme b = f˜ ki x, x ∈
ker e˜i . B ′ est stable par e˜i , donc x ∈ B ′. Tout élément de B ′ est donc
inclus dans un cristal Bi(E(n))⊂ B ′ et le lemme est démontré. 2
COROLLAIRE. – Soient mi := 〈λ,α∨i 〉, et Ui(mi) un Verma de Uq(gi)
de plus haut poids mi . Alors les semi-cristaux Ui(λ) et B ′ ⊗B(Ui(mi))
de couleur i sont isomorphes.
Démonstration. – Il suffira de montrer que B ′ est le cristal indexant
la base cristalline du Uq(gi)-module Ki . Or l’action de e˜i , f˜i conserve
η(wtb), d’où
B ′ =⊕
n>0
B ′n, B
′
n :=
{
b ∈ B ′ | η(wt(b))= n}.
Comme chB ′n = chKin, on a isomorphisme de Uq(gi)-cristaux B ′n ∼=
Bi(Kin), par Lemme 4.3, d’où l’isomorphisme B ′ ∼= B(Ki). 2
Notons que toute structure cristalline de Ui(λ) compatible avec la
décomposition en espaces poids de U(λ) (c’est-à-dire que l’on choisit
une décomposition de U(λ) en indécomposables h-admissibles), est
isomorphe à celle décrite ci-dessus. Si λ vérifie 〈λ,α∨i 〉 > 0, la base de
U(λ) que l’on peut construire ainsi à l’aide des choix du Théorème 3.1
est compatible avec le plongement U(λ− (〈λ,α∨i 〉 + 1)αi) ↪→ U(λ). Il
est peut être possible d’en déduire par une procédure canonique, une base
compatible avec d’autres plongements U(µ) ↪→U(λ).
Le travail avec une seule couleur est insuffisant, d’une part du fait
que l’on n’associe pas à chaque module de Verma un graphe connexe,
d’autre part du fait que pour deux poids λ, µ vérifiant 〈λ,α∨i 〉 =〈µ,α∨i 〉, les structures cristallines de couleur i des modules U(λ), U(µ)
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sont isomorphes. Toutefois la proposition suivante donne une idée des
problèmes de compatibilité que l’on rencontre lorsque on veut travailler
avec tous les opérateurs cristallins à la fois.
PROPOSITION 4.4. – Soient Uq(g)=Uq(sln) et une numérotation des
racines simples telle que 〈α1, α∨2 〉 = −1. Fixons λ ∈ P vérifiant 〈λ,α∨1 〉6−2, 〈λ,α∨2 〉6−2, et L un sous-A-module libre de U(λ) tel que :
L=⊕
µ∈P
Lµ, Lµ = L∩U(λ)µ, et U(λ)=Q(q)⊗A L.(∗∗)
Considérons des opérateurs cristallins e˜i , f˜i, i ∈ I , définis à l’aide des
§1.3, §2.5, alors il existe j ∈ I tel que soit e˜jL 6⊂ L, soit f˜jL 6⊂ L.
Démonstration. – On note mi := −〈λ,α∨i 〉, i = 1,2. Comme Uq(g1)-
module (resp. Uq(g2)-module)⊕
n∈N
U(λ)λ−nα1−α2 ∼=U 1(−m1 − 1)⊕U 1(−m1 + 1)
(resp.⊕n∈NU(λ)λ−α1−nα2 ∼=U 2(−m2−1)⊕U 2(−m2+1)). Ces décom-
positions définissent les projections suivantes :
p1: U(λ)→U 1(−m1 − 1),
p2 :U(λ)→U 2(−m2 − 1).
Par hypothèse Lλ−α1−α2 est un sous-A-module libre de U(λ) de rang 2, il
admet donc une base :
v1= af1f2vλ + bf2f1vλ,
v2= cf1f2vλ + df2f1vλ,
avec a, b, c, d ∈Q(q), vλ un vecteur de plus haut poids fixé de U(λ).
Supposons d’abord que a, b, c, d sont tous non nuls. Rappelons que A
est un anneau de valuation discrète, il existe donc des entiers n1, . . . , n4
tel que a = u1qn1 , b = u2qn2 , c = u3qn3 , d = u4qn4 u1, . . . , u4 étant des
unités de A. Comme ad − cd 6= 0, on a :
f1f2vλ = d
ad − bcv1 −
b
ad − bcv2,
f2f1vλ =− c
ad − bcv1 +
a
ad − bcv2.
TOME 123 – 1999 – N◦ 7
STRUCTURES CRISTALLINES 559
On suppose par l’absurde que L est stable par des opérateurs cristallins
e˜i , f˜i, i ∈ I . En particulier on doit avoir pour i = 1,2 :
p1(vi)= vi − e˜1f˜1vi ∈L,
p2(vi)= vi − e˜2f˜2vi ∈L.
Comme
U(λ)λ−α1−α2 ∩U 1(−m1 − 1)=Q(q)
(
f2f1vλ − [m1]q[m1 − 1]q f1f2vλ
)
,
on obtient
p1(v1)= p1(af1f2vλ − bf2f1vλ)= b
(
f2f1vλ − [m1]q[m1 − 1]q f1f2vλ
)
= 1
ad − bc
(
− b
(
c+ [m1]q[m1 − 1]q d
)
v1
+b
(
a + [m1]q[m1 − 1]q b
)
v2
)
,
p1(v2)= 1
ad − bc
(
− d
(
c+ [m1]q[m1 − 1]q d
)
v1
+d
(
a + [m1]q[m1 − 1]q b
)
v2
)
.
Rappelons que [m]q = q−m+1µ(m), µ(m) étant une unité de A. Par
hypothèse
−[m− 1]qbc+ [m1]qbd
[m1 − 1]qad − [m1 − 1]bc
= −q
n2+n3−m1+2µ(m1 − 1)µ2µ3 + qn2+n4−m1+1µ(m)µ2µ4
qn1+n4−m1+2µ(m1 − 1)µ1µ4 − qn2+n3−m1+2µ(m1 − 1)µ2µ3
appartient à A, il est donc nécessaire d’avoir min{n2+n3−m1+2, n2+
n4−m1+1}>min{n2+n3−m1+2, n1+n4−m1+2} ce qui implique
que les ni vérifient l’une des deux conditions (A1), (A2) :
(A1)
{
n2 + n3 > n1 + n4,
n2 > n1 + 1, ou
(A2)
{
n1 + n4 > n2 + n3,
n4 > n3 + 1.
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L’exigence que les trois autres coefficients intervenant dans les expres-
sion de p1(vi), i = 1,2, soient dans A implique deux autres conditions :
(B1)

n1 + n4 > n2+ n3,
n1 > n3,
n2 > n3 + 1,
ou
(B2)

n2 + n3 > n1+ n4,
n2 > n4,
2n2 > n1+ n4 + 1,
(C1)

n1 + n4 > n2+ n3,
n4 > n2,
2n4 > n2+ n3 + 1,
ou
(C2)

n2 + n3 > n1+ n4,
n3 > n1,
n4 > n1 + 1.
Ces trois conditions impliquent, dans tous les cas de figure, que n1, . . . , n4
doivent vérifier
soit (X1)

n1 > n3,
n4 > n2,
n2 > n3 + 1,
soit (X2)

n2 > n4,
n3 > n1,
n4 > n1 + 1.
Le calcul de p2(vi), i = 1,2, donne :
p2(v1)= 1
ad − bc
(
a
(
d + [m2]q[m2 − 1]q c
)
v1 − a
(
b+ [m2]q[m2 − 1]q a
)
v2
)
,
p2(v2)= 1
ad − bc
(
c
(
d + [m2]q[m2 − 1]q c
)
v1 − c
(
b+ [m2]q[m2 − 1]q a
)
v2
)
.
Les conditions que l’on obtient reviennent à remplacer n1, n2, n3, n4 par
n2, n1, n4, n3 respectivement dans (Aj ), (Bj), (Cj ), j = 1,2. On obtient
ainsi que n1, . . . , n4 doivent vérifier
soit (Y1)

n2 > n4,
n3 > n1,
n1 > n4 + 1,
soit (Y2)

n1 > n3,
n4 > n2,
n3 > n2 + 1.
Il est facile de se convaincre qu’il est impossible de satisfaire à la fois une
des conditions (X1), (X2) et une des conditions (Y1), (Y2).
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Supposons maintenant que l’un des coefficients a, b, c, d est nul. On
peut supposer qu’on est dans le cas a = 0, ceci du fait que l’on peut
échanger α1 et α2 ou bien v1 et v2. Dans ce cas on a :
p1 v1 =
(
1+ [m1]q[m1 − 1]q
d
c
)
v1 − [m1]q[m1 − 1]q
b
c
v2,
p1 v2 =
(
d
b
+ [m1]q[m1 − 1]q
d2
bc
)
v1 − [m1]q[m1 − 1]q
d
c
v2,
p2 v1 = 0,
p2 v2 =−
(
d
b
+ [m2]q[m2 − 1]q
c
b
)
v1 + v2.
Or il est impossible d’avoir à la fois
[m1]q
[m1 − 1]q
b
c
∈A et [m2]q[m2 − 1]q
c
b
∈A.
Finalement le cas de deux coefficients nuls donne immédiatement une
contradiction. 2
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