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Abstract
In this paper, we consider a class of singular nonlinear first or-
der partial differential equations t(∂u/∂t) = F (t, x, u, ∂u/∂x) with
(t, x) ∈ R × C under the assumption that F (t, x, z1, z2) is a function
which is continuous in t and holomorphic in the other variables. Under
suitable conditions, we determine all the solutions of this equation in
a neighborhood of the origin.
Key words and phrases: nonlinear partial differential equation, first order
equation, Briot-Bouquet type.
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1 Introduction
The ordinary differential equation
(1.1) t
du
dt
= f(t, u) under f(0, 0) = 0
is called the Briot-Bouquet’s ordinary differential equation. This was first
studied by Briot-Bouquet [1]. In the analytic case, we have many refer-
ences: Hille [5], Hukuhara-Kimura-Matuda [6], Ge´rard [2], Iwasaki-Kimura-
Shimomura-Yoshida [7], etc. In the non-analytic case, we have some refer-
ences: Wintner [15], Sansone-Conti [12].
In this paper, as a generalization of (1.1) to partial differential equations,
we will consider a class of singular nonlinear first order partial differential
equations of the form
(1.2) t
∂u
∂t
= F
(
t, x, u,
∂u
∂x
)
,
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and determine all the solutions (including solutions with singularity at t = 0)
of the equation.
Let t ∈ R, x ∈ C, z1 ∈ C and z2 ∈ C be the variables. For r > 0 we
write Dr = {y ∈ C ; |y| < r}, where y represents x, z1 or z2. Let T0 > 0,
R0 > 0, ρ0 > 0, and set Ω = {(t, x, z1, z2) ∈ [0, T0]×DR0 ×Dρ0 ×Dρ0}.
Let F (t, x, z1, z2) be a function on Ω, and let us consider the equation
(1.2) under the following assumptions:
A1) F (t, x, z1, z2) is a continuous function on Ω which is holomorphic in
the variables (x, z1, z2) ∈ DR0 ×Dρ0 ×Dρ0 for any fixed t.
A2) F (0, x, 0, 0) = 0 on DR0 .
A3)
∂F
∂z2
(0, x, 0, 0) = 0 on DR0 .
In the case where F (t, x, z1, z2) is a holomorphic function in a neigh-
borhood of Ct × Cx × Cz1 × Cz2 , this equation is called a Briot-Bouquet
type partial differential equation in t, and it was investigated in details by
Ge´rard-Tahara [3, 4] and Yamazawa [16]. See also Li [8] and Yamazawa [17].
We set
λ(t, x) =
∂F
∂z1
(t, x, 0, 0).
In the case where F (t, x, z1, z2) is only continuous in t, the existence and the
uniqueness of the solution were establised under the condition Reλ(0, 0) < 0
by Lope-Roque-Tahara [9] and Tahara [13]. This concludes that in the case
Reλ(0, 0) < 0 the set of all the solutions of (1.2) consists of one solution.
But, in the case Reλ(0, 0) > 0 we have no results up to now. Thus, in
this paper we will consider the following problem:
Problem 1.1. Determine all the solutions of (1.2) under A1) ∼ A3) and
(1.3) Reλ(0, 0) > 0.
It should be noted that the t-continuous version of Cauchy-Kowalevsky
theorem was first proved by Nagumo [10], and it was re-proved by Treves
[14], Nirenberg [11] in a different way. Since then, to extend a holomorphic
version to a t-continuous version has been one of problems in the theory of
partial differential equations.
2 Main results
By expanding F (t, x, z1, z2) into Taylor series in (z1, z2) we can express (1.2)
in the form
(2.1) t
∂u
∂t
= a(t, x) + λ(t, x)u+ b(t, x)
∂u
∂x
+R
(
t, x, u,
∂u
∂x
)
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where R(t, x, z1, z2) is a function of the form
R(t, x, z1, z2) =
∑
j+α≥2
aj,α(t, x)z1
jz2
α.
Let µ(t) ∈ C0((0, T0]) be a weight function on (0, T0]: this means that
µ(t) is an increasing, continuous and positive value function on (0, T0] sat-
isfying ∫ T0
0
µ(τ)
τ
dτ <∞.
By this condition, we have µ(t) −→ 0 (as t −→ +0).
In addition to A1) ∼ A3), we suppose 0 < T0 < 1 and the following
conditions:
c1) |a(t, x)| ≤ Atµ on (0, T0]×DR0 for some A > 0 and µ > 0.
c2) |λ(t, x) − λ(0, x)| ≤ Λµ(t) on (0, T0]×DR0 for some Λ > 0.
c3) |b(t, x)| ≤
Bµ(t)
| log t|
on (0, T0]×DR0 for some B > 0.
For simplicity, for W = [0, T ] × DR or W = (0, T ] × DR we denote by
X0(W ) the set of all functions f(t, x) ∈ C
0(W ) which are holomorphic in
x for any fixed t. Then, we have a(t, x), λ(t, x), b(t, x) ∈ X0([0, T0] ×DR0),
and also aj,α(t, x) ∈ X0([0, T0]×DR0).
Similarly, we denote by X1(W ) the set of all functions f(t, x) ∈ C
1(W ∩
{0 < t < T}) satisfying f(t, x) ∈ X0(W ) and (t∂f/∂t)(t, x) ∈ X0(W ).
Let us define classes of functions in which we consider our equation (2.1).
Definition 2.1. (1) For d > 0, T > 0 and R > 0 we denote by Xd1 ([0, T ] ×
DR) the set of all u(t, x) ∈ X1([0, T ]×DR) satusfying
max{|u(t, x)|, |(∂u/∂x)(t, x)|} ≤ Ctd on [0, T ]×DR
for some C > 0.
(2) We set
Xd1 = lim−→
(T,R)→(0,0)
Xd1 ([0, T ] ×DR)
(where lim
−→
denotes the inductive limit). In other words, Xd1 is the set of
all germe of functions u(t, x) belonging to Xd1 ([0, T ] ×DR) for some T > 0
and R > 0. By the definition, if two functions ui(t, x) ∈ X
d
1 ([0, Ti] ×DRi)
(i = 1, 2) satisfy u1(t, x) = u2(t, x) on [0, ǫ] ×Dδ for some ǫ > 0 and δ > 0,
we think that u1 = u2 in X
d
1 .
(3) We set also
X+1 =
⋃
d>0
Xd1 , and X
(d)
1 =
⋂
0<a<d
Xa1 (for d > 0).
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We note that tµ ∈ Xµ1 , t
µ| log t| 6∈ Xµ1 , but t
µ| log t| ∈ X
(µ)
1 . Let us define
another class of functions.
Definition 2.2. For T > 0 and R > 0 we denote by X1([0, T ] × DR) the
set of all u(t, x) ∈ X1([0, T ] ×DR) satisfying
(2.2) lim
ρ→+0
[
lim
σ→+0
( 1
ρ2
sup
(0,σ)×Dρ
|u(t, x)|
)]
= 0.
We set
X1 = lim−→
(T,R)→(0,0)
X1([0, T ] ×DR).
It is clear that X+1 ⊂ X1 holds. If u(t, x) ∈ X1([0, T ]×DR) satisfies
lim
t→+0
(
sup
x∈DR
|u(t, x)|
)
= 0
we have u(t, x) ∈ X1. If u(t, x) = x
m for some m ∈ {3, 4, . . .} we have
u(t, x) ∈ X1. Therefore, the class X1 is much wider than X
+
1 .
Now, let us state our main results of this paper. We denote by O0 the
set of all germs of holomorphic functions ψ(x) at x = 0. For X = X
(µ)
1 , X
+
1
or X1, we denote by S((2.1),X) the set of all solutions of (2.1) belonging
to the class X.
Theorem 2.3. Suppose the conditions A1) ∼ A3), (1.3) and c1) ∼ c3).
Then, we have the following results.
(1) We have S((2.1),X
(µ)
1 ) 6= ∅.
(2) Take any u0(t, x) ∈ S((2.1),X
(µ)
1 ) and fix it. Then, for any ψ(x) ∈
O0 the equation (2.1) has a unique solution u(t, x) ∈ X
+
1 which is expressed
in the form
u(t, x) = u0(t, x) + w(t, x)
for some w(t, x) ∈ X+1 satisfying
lim
t→+0
(
t−λ(0,x)w(t, x)
)
= ψ(x) uniformly near x = 0.
From now, we write this solution as U(ψ)(t, x).
(3) If u0(t, x) is fixed, we have
S((2.1),X1) = S((2.1),X
+
1 ) = {U(ψ) ; ψ(x) ∈ O0}.
Remark 2.4. In [9] and [13], in the case Reλ(0, 0) < 0 we have discussed
(2.1) under the condition
(2.3) |a(t, x)| ≤ Aµ(t) on [0, T0]×DR0 .
But, in the case Reλ(0, 0) > 0 it is difficult to solve (2.1) under (2.3). This
is the reason why we suppose a stronger condition |a(t, x)| ≤ Atµ instead of
(2.3).
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Example 2.5. In order to understand the situation in Theorem 2.3, let us
consider the following equation:
(2.4) t
∂u
∂t
= xtµ + λu+
(∂u
∂x
)2
.
In this case we have a(t, x) = xtµ with µ > 0, λ(t, x) = λ with λ > 0, and
b(t, x) = 0.
(1) By a calculation we see that (2.4) has a solution u0(t, x) of the form:
in the case λ 6= µ, 2µ
u0(t, x) =
xtµ
µ− λ
+
t2µ
(µ− λ)2(2µ − λ)
;
in the case λ = 2µ
u0(t, x) =
xtµ
µ− λ
+
t2µ(log t)
(µ− λ)2
;
in the case λ = µ
u0(t, x) = xt
µ(log t) +
t2µ(log t)2
µ
−
2t2µ(log t)
µ2
+
2t2µ
µ3
.
Thus, in the case λ 6= µ we have a solution u0(t, x) ∈ X
µ
1 ⊂ X
(µ)
1 , and in the
case λ = µ we have a solution u0(t, x) ∈ X
(µ)
1 (but, u0(t, x) 6∈ X
µ
1 ).
(2) Next, let us look for a solution of the form u(t, x) = u0(t, x)+w(t, x).
Our equation (2.4) is reduced to an equation with respect to w:
(2.5) t
∂w
∂t
= λw + f(t)
∂w
∂x
+
(∂w
∂x
)2
with
f(t) =
{
2tµ/(µ − λ), if λ 6= µ,
2tµ(log t), if λ = µ.
Then, for any ψ(x) ∈ O0 the equation (2.5) has a solution W (ψ) of the form
W (ψ) =
∑
k≥0
ψk(η(t) + x)t
(k+1)λ with ψ0(x) = ψ(x)
where
η(t) =
∫ t
0
f(τ)
τ
dτ =
{
2tµ/(µ(µ − λ)), if λ 6= µ,
2tµ(log t)/µ− 2tµ/µ2, if λ = µ,
and ψk(x) (k ≥ 1) are determined by the following recurrence formula:
ψk(x) =
1
kλ
∑
i+j=k−1
ψ
(1)
i (x)ψ
(1)
j (x).
(3) By Theorem 2.3 we have
S((2.4),X1) = S((2.4),X
+
1 ) = {u0 +W (ψ) ; ψ(x) ∈ O0}.
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Example 2.6. The following example will help the readers’ understanding
of the condition (2.2). The equation
(2.6) t
∂u
∂t
= u−
(∂u
∂x
)2
has a solution u = x2/4, and in this case we have
lim
ρ→+0
[
lim
σ→+0
( 1
ρ2
sup
(0,σ)×Dρ
|u(t, x)|
)]
=
1
4
and so x2/4 6∈ X1. If we take a function class F which contains x
2/4, then
we have S((2.6),F ) 6= S((2.6),X+1 ).
Thus, (2.2) will be an optimal condition for S((2.1),X1) = S((2.1),X
+
1 )
to be valid.
As is seen in Example 2.6, some equations have solutions which do not
belong to X1. At present, the author has no idea to treat such solutions.
The rest part of this paper is organized as follows. In the next §3, we
show S((2.1),X
(µ)
1 ) 6= ∅ in the case µ > Reλ(0, 0), as an application of results
in [9] and [13]. In §4, we show S((2.1),X
(µ)
1 ) 6= ∅ in the case µ ≤ Reλ(0, 0).
In §5, we reduce our problem to the case a(t, x) ≡ 0, and in the last §6, we
show (2) and (3) of Theorem 2.3. in the case a(t, x) ≡ 0.
3 Solvability in the case µ > Reλ(0, 0)
In this section, we consider the equation (2.1) under the following conditions:
|a(t, x)| ≤ Atµ on [0, T0]×DR0 ,(3.1)
|b(t, x)| ≤ Bµ(t) on [0, T0]×DR0 ,(3.2)
where A > 0, µ > 0, B > 0 and µ(t) is a weight function on (0, T0].
Theorem 3.1. Suppose (3.1), (3.2) and 0 < Reλ(0, 0) < µ. Then, the
equation (2.1) has a unique solution u(t, x) ∈ X
(µ)
1 .
Since this is an easy consequence of results in [9, 13], let us recall some
results in [9, 13]. For a weight function µ(t) we define a function ϕ(t) by
(3.3) ϕ(t) =
∫ t
0
µ(τ)
τ
dτ, 0 < t ≤ T0,
and for T > 0, R > 0 and r > 0 we set
WT,R,r = {(t, x) ∈ [0, T ]×DR ; ϕ(t)/r + |x| < R}.
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Theorem 3.2. Suppose the conditions (3.2), Reλ(0, 0) < 0, and
|a(t, x)| ≤ Aµ(t) on [0, T0]×DR0
for some A > 0. Then, we have the following results.
(1)(Theorem 1.1 (with α = 1) in [9]). There are T > 0, R > 0, r > 0 and
M > 0 such that equation (2.1) has a unique solution u0(t, x) ∈ X1(WT,R,r)
satisfying
|u0(t, x)| ≤Mµ(t) and
∣∣∣∂u0
∂x
(t, x)
∣∣∣ ≤Mµ(t) on WT,R,r.
(2)(Theorem 2.2 in [13]). Let u(t, x) ∈ X1((0, T ] ×DR) be a solution of
(2.1) with T > 0 and R > 0. If u(t, x) satisfies
lim
ρ→+0
[
lim
σ→+0
( 1
ρ2
sup
(0,σ)×Dρ
|u(t, x)|
)]
= 0,
we have u(t, x) = u0(t, x) on (0, ǫ] × Dδ for some ǫ > 0 and δ > 0, where
u0(t, x) is the solution of (2.1) obtained in (1).
Proof of Theorem 3.1. Suppose (3.1), (3.2) and 0 < Reλ(0, 0) < µ. Take
any d > 0 satisfying Reλ(0, 0) < d < µ, and set u = tdw. Then our equation
(2.1) is written as an equation with respect to w:
t
∂w
∂t
= t−da(t, x) + (λ(t, x) − d)w + b(t, x)
∂w
∂x
(3.4)
+
∑
j+α≥2
aj,α(t, x)t
d(j+α−1)wj
(∂w
∂x
)α
.
If we set µ0(t) = µ(t) + t
µ−d, this µ0(t) is also a weight function on (0, T0]
and we have
|t−da(t, x)| ≤ Aµ0(t) on [0, T0]×DR0 ,
|b(t, x)| ≤ Bµ0(t) on [0, T0]×DR0 .
Since Re(λ(0, 0) − d) < 0 holds, by (1) of Theorem 3.2 we have a solution
w(t, x) ∈ X1([0, T ] ×DR) of (3.4) satisfying
|w(t, x)| ≤Mµ0(t) and
∣∣∣∂w
∂x
(t, x)
∣∣∣ ≤Mµ0(t) on [0, T ]×DR
for some T > 0, R > 0 and M > 0. Thus, by setting u(t, x) = tdw(t, x) we
have a solution u(t, x) ∈ Xd1 of (2.1) satisfying
(3.5) lim
t→+0
(
sup
x∈DR
|t−du(t, x)|
)
= 0
7
for some R > 0.
The uniqueness of such a solution is verified as follows. Let u(t, x) ∈ Xd1
be a solution of (2.1) satisfying (3.5). Set w(t, x) = t−du(t, x): then w(t, x)
is a solution of (3.4). By the condition (3.5) we can apply (2) of Theorem
3.2 to this situation. Hence we have the uniqueness of w(t, x) which yields
the uniqueness of u(t, x).
Since d is taken arbitrarily so that Reλ(0, 0) < d < µ, we have the result
u(t, x) ∈ X
(µ)
1 .
4 Solvability in the case 0 < µ ≤ Reλ(0, 0)
In this section, we will show
Theorem 4.1. Suppose (3.1), (3.2) and 0 < µ ≤ Reλ(0, 0). Then, the
equation (2.1) has a solution u(t, x) ∈ Xµ1 in the case µ < Reλ(0, 0) (resp.
u(t, x) ∈ X
(µ)
1 in the case µ = Reλ(0, 0)).
Set
L = t
∂
∂t
− λ(t, x)− b(t, x)
∂
∂x
.
In the next subsection 4.1 we solve the Cauchy problem
(4.1) Lw = g(t, x), w
∣∣
t=T
= ψ(x).
Then, by using the solvability of this Cauchy problem and Theorem 3.1, in
subsection 4.2 we give a proof of Theorem 4.1.
4.1 On the Cauchy problem (4.1)
Let ϕ(t) be as in (3.3). Take 0 < T < T0 and 0 < R < R1 < R0 so that
R+Bϕ(T ) < R1, R1 +Bϕ(T ) < R0.
For (t0, x0) ∈ [0, T ]×DR1 , we consider the initial value problem
(4.2)
dx
dt
= −
b(t, x)
t
, x
∣∣
t=t0
= x0.
Since (3.2) is supposed, it is easy to see that (4.2) has a unique solution x(t)
on [0, T ]: we write this solution as φ(t; t0, x0). Set
D =
⋃
x0∈DR1
{(t, φ(t;T, x0)) ; 0 < t ≤ T}.
It is also easy to see that
(0, T ] ×DR ⊂ D ⊂ (0, T ]×DR0
and that D ∩ {t = t0} is an open subset of C for any t0 ∈ (0, T ].
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Proposition 4.2. Under the above situation, for any g(t, x) ∈ X0(D) and
any holomorphic function ψ(x) on DR1 the Cauchy problem (4.1) has a
unique solution w(t, x) ∈ X1(D), and it is given by
w(t, x) =ψ(φ(T ; t, x)) exp
[
−
∫ T
t
λ(s, φ(s; t, x))
s
ds
]
(4.3)
−
∫ T
t
exp
[
−
∫ τ
t
λ(s, φ(s; t, x))
s
ds
]g(τ, φ(τ ; t, x))
τ
dτ.
Proof. Let w(t, x) ∈ X1(D) be a solution of (4.1). Take any x0 ∈ DR1 and
set
w∗(t) = w(t, φ(t;T, x0)),
λ∗(t) = λ(t, φ(t;T, x0)),
g∗(t) = g(t, φ(t;T, x0)).
Then, our problem (4.1) is written in the form
t
dw∗
dt
− λ∗(t)w∗ = g∗(t), w∗(T ) = ψ(x0).
By integrating this we have
w∗(t) =ψ(x0) exp
[
−
∫ T
t
λ∗(s)
s
ds
]
−
∫ T
t
exp
[
−
∫ τ
t
λ∗(s)
s
ds
]g∗(τ)
τ
dτ.
Therefore, we have
w(t, φ(t;T, x0)) =ψ(x0) exp
[
−
∫ T
t
λ(s, φ(s;T, x0))
s
ds
]
−
∫ T
t
exp
[
−
∫ τ
t
λ(s, φ(s;T, x0))
s
ds
]g(τ, φ(τ ;T, x0))
τ
dτ.
Take any (t, x) ∈ D; then we have a unique x0 ∈ DR1 such that x =
φ(t;T, x0). In this case, we have x0 = φ(T ; t, x) and φ(s;T, x0) = φ(s; t, x)
for 0 < s ≤ T . Therefore, by replacing x0 and φ(s;T, x0) by φ(T ; t, x) and
φ(s; t, x), respectively, in the above formula we finally obtain
w(t, x) =ψ(φ(T ; t, x)) exp
[
−
∫ T
t
λ(s, φ(s; t, x))
s
ds
]
−
∫ T
t
exp
[
−
∫ τ
t
λ(s, φ(s; t, x))
s
ds
]g(τ, φ(τ ; t, x))
τ
dτ.
This proves (4.3) and also the uniqueness of the solution of (4.1).
To show the existence of a solution, we have only to notice that the right
side of (4.3) is well-defined as a function in X1(D). Thus, the existence of a
solution is also shown.
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Corollary 4.3. Suppose that 0 < a0 ≤ Reλ(t, x) holds on D. If ψ(x) and
(∂ψ/∂x)(x) are bounded on DR1 and if g(t, x) ∈ X
µ
1 (D) for some µ satisfying
0 < µ < a0, then the unique solution w(t, x) of (4.1) belongs to X
µ
1 (D).
Proof. Suppose that |ψ(x)| ≤M onDR1 for someM > 0, and |g(t, x)| ≤ Gt
µ
on D for some G > 0. Since∣∣∣exp[− ∫ T
t
λ(s, φ(s;T, x0))
s
ds
]∣∣∣ ≤ exp[− ∫ T
t
a0
s
ds
]
=
( t
T
)a0
holds, by (4.3) we have
|w(t, x)| ≤M
( t
T
)a0
+
∫ T
t
( t
τ
)a0Gτµ
τ
dτ
=M
( t
T
)a0
+Gta0
( −1
(a0 − µ)T a0−µ
+
1
(a0 − µ)ta0−µ
)
≤M
( t
T
)a0
+Gta0
1
(a0 − µ)ta0−µ
=M
( t
T
)a0
+
G
(a0 − µ)
tµ
on D. We can get the estimate of |(∂w/∂x)(t, x)| in the same way.
4.2 Proof of Theorem 4.1
Suppose (3.1), (3.2) and 0 < µ ≤ Reλ(0, 0). We set N = [Reλ(0, 0)/µ], the
integer part of Reλ(0, 0)/µ; then we have Nµ ≤ Reλ(0, 0) < (N + 1)µ.
If Nµ < Reλ(0, 0), we set d = µ. If Nµ = Reλ(0, 0), we take 0 < d < µ
so that Nd < Reλ(0, 0) < (N + 1)d. Then, in any case we have
0 < d ≤ µ < 2d and Nd < Reλ(0, 0) < (N + 1)d.
After that, we take 0 < T ∗ < T0, 0 < R
∗ < R0 and a0 < a1 so that
Nd < a0 ≤ Reλ(t, x) ≤ a1 < (N + 1)d on [0, T
∗]×DR∗ .
Under this situation, let us look for a solution of (2.1) of the form
u(t, x) = v(t, x) + w(t, x) with v(t, x) =
N∑
n=1
un(t, x).
Actually, we define un(t, x) (n = 1, . . . , N) and w(t, x) by the following
recurrence formulas:
(4.4) Lu1 = a(t, x),
for 2 ≤ n ≤ N
(4.5) Lun =
∑
2≤j+α≤n
aj,α(t, x)
∑
|~k|+|~m|=n
uk1 · · · ukj
∂um1
∂x
· · ·
∂umα
∂x
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(where ~k = (k1, . . . , kj), |~k| = k1 + · · · + kj , ~m = (m1, . . . ,mα) and |~m| =
m1 + · · · +mα), and
Lw =R
(
t, x, v + w,
∂v
∂x
+
∂w
∂x
)
−R
(
t, x, v,
∂v
∂x
)
(4.6)
+
∑
j+α≥2
aj,α(t, x)
∑
|~k|+|~m|≥N+1
uk1 · · · ukj
∂um1
∂x
· · ·
∂umα
∂x
.
Step 1: By applying Proposition 4.2 (and Corollary 4.3) to (4.4) we have
a solution u1(t, x) ∈ X
d
1 ([0, T1]×DR1) for some 0 < T1 < T
∗ and 0 < R1 <
R∗. Then, the right side of (4.5) (with n = 2) belongs to X2d1 ([0, T1]×DR1)
and so in the case 2 ≤ N we have a solution u2(t, x) ∈ X
2d
1 ([0, T2] ×DR2)
for some 0 < T2 < T1 and 0 < R2 < R1.
By repeating the same argument we have 0 < TN < · · · < T2 < T1,
0 < RN < · · · < R2 < R1 and un(t, x) ∈ X
nd
1 ([0, Tn]×DRn) (1 ≤ n ≤ N) so
that they satisfy the recurrence formulas (4.4) and (4.5) (2 ≤ n ≤ N).
Step 2: Now, let us solve (4.6). We set
f(t, x) =
∑
j+α≥2
aj,α(t, x)
∑
|~k|+|~m|≥N+1
uk1 · · · ukj
∂um1
∂x
· · ·
∂umα
∂x
:
we have the conditions f(t, x) ∈ X0([0, TN ]×DRN ) and
(4.7) |f(t, x)| ≤ Ft(N+1)d on [0, TN ]×DRN
for some F > 0. Since v(t, x) is a known function in Xd1 ([0, TN ]×DRN ), we
have the expression
R
(
t, x, v +w,
∂v
∂x
+
∂w
∂x
)
−R
(
t, x, v,
∂v
∂x
)
= c1(t, x)w + c2(t, x)
∂w
∂x
+
∑
j+α≥2
cj,α(t, x)w
j
(∂w
∂x
)α
,
where ci(t, x) ∈ X0([0, TN ]×DRN ) (i = 1, 2), cj,α(t, x) ∈ X0([0, TN ]×DRN )
(j + α ≥ 2), and we have
(4.8) |ci(t, x)| ≤ Cit
d on [0, TN ]×DRN
for some Ci > 0 (i = 1, 2).
Hence, under the setting
λc(t, x) = λ(t, x) + c1(t, x),
bc(t, x) = b(t, x) + c2(t, x),
Lc = t
∂
∂t
− λc(t, x)− bc(t, x)
∂
∂x
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our equation (4.6) is written in the form
(4.9) Lcw = f(t, x) +
∑
j+α≥2
cj,α(t, x)w
j
(∂w
∂x
)α
.
Since (4.8) is valid, we have
Reλc(0, 0) = Reλ(0, 0) < a1,
|bc(t, x)| ≤ (B + C2)(µ(t) + t
d) on [0, TN ]×DRN .
Since (4.7) is satisfied and since (N+1)d > a1 holds, we can apply Theorem
3.1 to (4.9) and we obtain a solution w(t, x) ∈ X
((N+1)d)
1 .
Step 3: Thus, by setting
u(t, x) =
N∑
n=1
un(t, x) + w(t, x)
we have a solution u(t, x) of (2.1) belonging to Xd1 .
Now, let us recall the construction of u1(t, x): it is a solution of (4.4).
Since (3.1) is supposed, by Corollary 4.3 we have u1(t, x) ∈ X
µ
1 if µ <
Reλ(0, 0) (resp. u1(t, x) ∈ X
(µ)
1 if µ = Reλ(0, 0)). Hence, we have u(t, x) ∈
Xµ1 if µ < Reλ(0, 0) (resp. u(t, x) ∈ X
(µ)
1 if µ = Reλ(0, 0)). This completes
the proof of Theorem 4.1.
5 Reduction of the problem
By Theorem 3.1 and Theorem 4.1 we have the result (1) of Theorem 2.3.
Take any u0(t, x) ∈ S((2.1),X
(µ)
1 ) and fix it.
Now, let u(t, x) be a solution of (2.1). Set
U(t, x) = u(t, x) − u0(t, x) :
then, equation (2.1) is transformed to an equation with respect to U(t, x):
t
∂U
∂t
=λ(t, x)U + b(t, x)
∂U
∂x
(5.1)
+R
(
t, x, u0 + U,
∂u0
∂x
+
∂U
∂x
)
−R
(
t, x, u0,
∂u0
∂x
)
.
Hence, to show the results (2) and (3) of Theorem 2.3 it is sufficient to prove
the following theorem.
Theorem 5.1. Suppose the conditions A1) ∼ A3), (1.3), and c1) ∼ c3).
Then, we have the following results.
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(1) For any ψ(x) ∈ O0 the equation (5.1) has a unique solution U(t, x) ∈
X+1 satisfying
lim
t→+0
(
t−λ(0,x)U(t, x)
)
= ψ(x) uniformly near x = 0.
From now, we write this solution as U(ψ)(t, x).
(2) We denote by S((5.1),X) (where X = X1 or X = X
+
1 ) the set of all
solutions of (5.1) belonging to X. We have
S((5.1),X1) = S((5.1),X
+
1 ) = {U(ψ) ; ψ(x) ∈ O0}.
The rest part of this paper will be used to prove Theorem 5.1. Take any
0 < d < µ. Since u0(t, x) is a known function belonging to X
d
1 , we have the
expression
R
(
t, x, u0 + U,
∂u0
∂x
+
∂U
∂x
)
−R
(
t, x, u0,
∂u0
∂x
)
= c1(t, x)U + c2(t, x)
∂U
∂x
+
∑
j+α≥2
cj,α(t, x)U
j
(∂U
∂x
)α
where ci(t, x) ∈ X0([0, T ] × DR) (i = 1, 2), cj,α(t, x) ∈ X0([0, T ] × DR)
(j + α ≥ 2) for some T > 0 and R > 0, and we have |ci(t, x)| ≤ Cit
d on
[0, T ] ×DR for some Ci > 0 (i = 1, 2). Then, our equation (5.1) is written
in the form
(5.2) t
∂U
∂t
= λc(t, x)U + bc(t, x)
∂U
∂x
+
∑
j+α≥2
cj,α(t, x)U
j
(∂U
∂x
)α
,
where
λc(t, x) = λ(t, x) + c1(t, x),
bc(t, x) = b(t, x) + c2(t, x).
Without loss of generality, we may asuume: 0 < T < 1/e. By (1.3), c2) and
c3) we have
Reλc(0, 0) = Reλ(0, 0) > 0,
|λc(t, x) − λc(0, x)| ≤ |λ(t, x) − λ(0, x)| + |c1(t, x)|
≤ Λ1(µ(t) + t
d) ≤ Λ1(µ(t) + | log t|t
d),
|bc(t, x)| ≤ |b(t, x)|+ |c2(t, x)| ≤
B1(µ(t) + | log t|t
d)
| log t|
on [0, T ]×DR for some Λ1 > 0 and B1 > 0. Since µ0(t) = µ(t) + | log t|t
d is
also a weight function on (0, T ], the equation (5.2) satisfies similar conditions
as (1.3), c2) and c3): the only difference is that we have a(t, x) ≡ 0 in the
case (5.2).
Thus, for the sake of simplicity of notations, instead of (5.2) we may
treat (2.1) under the condition a(t, x) ≡ 0.
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6 Analysis in the case a(t, x) ≡ 0
In this section, we consider the equation (2.1) in the case a(t, x) ≡ 0; then
our equation is
(6.0.1) t
∂u
∂t
= λ(t, x)u+ b(t, x)
∂u
∂x
+R
(
t, x, u,
∂u
∂x
)
which has a trivial solution u(t, x) ≡ 0.
6.1 On a basic equation Lv = 0
First, let
L = t
∂
∂t
− λ(t, x)− b(t, x)
∂
∂x
be as before, and let us consider the equation
(6.1.1) Lv = 0
in the case λ(0, x) ≡ 0 on DR0 , under the conditions: λ(t, x), b(t, x) ∈
X0([0, T0]×DR0) and
|λ(t, x)| ≤ Λµ(t) on [0, T0]×DR0 ,(6.1.2)
|b(t, x)| ≤ Bµ(t) on [0, T0]×DR0(6.1.3)
for some Λ > 0, B > 0 and a weight function µ(t) on (0, T0].
We take 0 < T < T0, 0 < R < R0, 0 < r ≤ 1/B and set
W = {(t, x) ∈ [0, T ] ×DR ; ϕ(t)/r + |x| < R}.
Let φ(t; t0, x0) be the unique solution of (4.2) as before. For x0 ∈ DR we set
tx0 = sup{t1 > 0 ; (t, φ(t; 0, x0)) ∈W for any 0 ≤ t < t1}.
Lemma 6.1.1. (1) For any (t0, x0) ∈ W , we have (t, φ(t; t0, x0)) ∈ W for
any 0 ≤ t ≤ t0.
(2) We have
W =
⋃
x0∈DR
{(t, φ(t; 0, x0)) ; 0 ≤ t < tx0}.
Proof. Set x(t) = φ(t; t0, x0): then we have
x(t) = x0 +
∫ t0
t
b(τ, x(τ))
τ
dτ.
If x(t) exists on (t1, t0], for any t ∈ (t1, t0] we have
|x(t)| ≤ |x0|+B
∫ t0
t
µ(τ)
τ
dτ = |x0|+B(ϕ(t0)− ϕ(t))
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and so by the condition 1/r ≥ B we have
ϕ(t)/r + |x(t)| ≤ ϕ(t)/r + |x0|+B(ϕ(t0)− ϕ(t))
= ϕ(t0)/r + |x0| − (1/r −B)(ϕ(t0)− ϕ(t))
≤ ϕ(t0)/r + |x0| < R.
This shows that x(t) can be extended to [0, t0]. This proves (1). The result
(2) follows from (1).
As to (6.1.1) we have
Lemma 6.1.2. Suppose the conditions (6.1.2) and (6.1.3). Then, we have
the following results.
(1) For any holomorphic function ψ(x) on DR the equation (6.1.1) has
a unique solution v(t, x) ∈ X1(W ) satisfying v(0, x) = ψ(x) on DR, and it
is given by
(6.1.4) v(t, x) = ψ(φ(0; t, x)) exp
[∫ t
0
λ(s, φ(s; t, x))
s
ds
]
.
We write this solution as V0(ψ)(t, x).
(2) If v(t, x) ∈ X1((0, T1]×DR1) is a solution of (6.1.1) we have v(t, x) ∈
X1([0, T ] × DR) for some T > 0 and R > 0. By setting ψ(x) = v(0, x) we
have v = V0(ψ) on [0, ǫ]×Dδ for some ψ(x) ∈ O0, ǫ > 0 and δ > 0.
Proof. First, let us show (1). Let v(t, x) ∈ X1(W ) be a solution of (6.1.1)
satisfying v(0, x) = ψ(x) on DR. Take any x0 ∈ DR. Set
v∗(t) = v(t, φ(t; 0, x0)),
λ∗(t) = λ(t, φ(t; 0, x0)).
Then, our equation (6.1.1) is written in the form
t
dv∗
dt
− λ∗(t)v∗ = 0, v∗(0) = ψ(x0).
By integrating this, we have
v∗(t) = ψ(x0) exp
[∫ t
0
λ∗(s)
s
ds
]
,
that is,
v(t, φ(t; 0, x0)) = ψ(x0) exp
[∫ t
0
λ(s, φ(s; 0, x0))
s
ds
]
.
Take any (t, x) ∈ W ; by Lemma 6.1.1 we have a unique x0 ∈ DR such
that x = φ(t; 0, x0). In this case, we have x0 = φ(0; t, x) and φ(s; 0, x0) =
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φ(s; t, x) for 0 ≤ s ≤ t. Therefore, by replacing x0 and φ(s; 0, x0) by φ(0; t, x)
and φ(s; t, x), respectively, in the above formula we finally obtain
v(t, x) = ψ(φ(0; t, x)) exp
[∫ t
0
λ(s, φ(s; t, x))
s
ds
]
.
This proves the formula (6.1.4). This shows also the uniqueness of the
solution.
To show the existence of a solution, it is enough to see that v(t, x) defined
by (6.1.4) is a desired solution. Since (6.1.2) is supposed, we have the well-
definedness of v(t, x) as a function in X1(W ) and v(0, x) = ψ(x) on DR.
Thus, the result (1) is proved.
Next, let us show (2). Let v(t, x) ∈ X1((0, T1] × DR1) be a solution of
(6.1.1). Take 0 < T < T1 and 0 < R < R2 < R1 so that
R+Bϕ(T ) < R2, R2 +Bϕ(T ) < R1.
Set
D =
⋃
x0∈DR2
{(t, φ(t;T, x0)) ; 0 < t ≤ T}.
It is easy to see that (0, T ]×DR ⊂ D ⊂ (0, T ]×DR1 and that D ∩ {t = t0}
is an open subset of C for any t0 ∈ (0, T ]. By Proposition 4.2 we have the
expression
v(t, x) = v(T, (φ(T ; t, x)) exp
[
−
∫ T
t
λ(s, φ(s; t, x))
s
ds
]
on D.
Since (6.1.2) is supposed, by using this expression we can see that
sup
x∈DR
|v(t1, x)− v(t2, x)| −→ 0 (as t1, t2 −→ +0).
This concludes that v(t, x) converges to a holomorphic function ψ(x) (as
t −→ +0) uniformly on DR. Hence, by setting v(0, x) = ψ(x) we have the
condition v(t, x) ∈ X1([0, T ]×DR). This proves the former half of (2). The
latter half of (2) follows from the uniqueness of the solution in (1).
6.2 Singular Cauchy problem for (6.1.1)
Let us consider the same equation (6.1.1) in the case λ(0, x) 6≡ 0 on DR0 . In
this case, instead of the Cauchy data v(0, x) = ψ(x) we impose the following
singular Cauchy data:
lim
t→+0
t−λ(0,x)v(t, x) = ψ(x).
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To do so, instead of (6.1.2) and (6.1.3) we suppose: 0 < T0 < 1/e,
|λ(t, x)− λ(0, x)| ≤ Λµ(t) on [0, T0]×DR0 ,(6.2.1)
|b(t, x)| ≤
Bµ(t)
| log t|
on [0, T0]×DR0(6.2.2)
for some Λ > 0, B > 0 and a weight function µ(t) on (0, T0]. We note that
(6.2.2) implies (6.1.3).
For T > 0, R > 0 and r > 0 we set W = {(t, x) ∈ [0, T ]×DR ; ϕ(t)/r +
|x| < R}, as before.
Lemma 6.2.1. Suppose (6.2.1), (6.2.2) and Reλ(0, 0) > 0. Then, we have
the following results.
(1) There are T > 0, R > 0 and r > 0 which satisfy the following:
for any holomorphic function ψ(x) on DR the equation (6.1.1) has a unique
solution v(t, x) ∈ X1(W ) satisfying
t−λ(0,x)v(t, x) −→ ψ(x) (as t −→ +0)
uniformly on DR′ for any 0 < R
′ < R. In addition, we have v(t, x) ∈ Xd1
for any 0 < d < Reλ(0, 0). We write this solution as V (ψ)(t, x).
(2) If v(t, x) ∈ X1((0, T1] × DR1) is a solution of (6.1.1), we have v =
V (ψ) on (0, ǫ] ×Dδ for some ψ(x) ∈ O0, ǫ > 0 and δ > 0.
Proof. We set w(t, x) = t−λ(0,x)v(t, x). Then, (6.1.1) is reduced to an equa-
tion with respecto to w(t, x):
(6.2.3) t
∂w
∂t
= λb(t, x)w + b(t, x)
∂w
∂x
where
λb(t, x) = (λ(t, x) − λ(0, x)) +
∂λ(0, x)
∂x
(log t)b(t, x).
Since 0 < T0 < 1/e, (6.2.1) and (6.2.2) are supposed, we have
|λb(t, x)| ≤ Λµ(t) + CBµ(t) on [0, T0]×DR1 ,
|b(t, x)| ≤ Bµ(t)/| log t| ≤Mµ(t) on [0, T0]×DR1 .
for some C > 0 and 0 < R1 < R0. Hence, we can apply Lemma 6.1.2 to
(6.2.3). This leads us to Lemma 6.2.1.
6.3 Singular Cauchy problem for (6.0.1)
Let us consider the singular Cauchy problem for (6.0.1). We have
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Theorem 6.3.1. Suppose (6.2.1), (6.2.2) and Reλ(0, 0) > 0. Then, for
any ψ(x) ∈ O0 the equation (6.0.1) has a unique solution u(t, x) ∈ X
+
1
satiasfying
(6.3.1) t−λ(0,x)u(t, x) −→ ψ(x) (as t −→ +0)
uniformly on DR for some R > 0. We write this solution as U(ψ)(t, x).
Proof. We take 0 < T1 < T0, 0 < R1 < R0, d > 0, a1 > a0 > 0 so that
(6.3.2) 0 < d < a0 ≤ Reλ(t, x) ≤ a1 < 2d on [0, T1]×DR1 .
Step 1: Let us look for a solution u(t, x) in the form
u(t, x) = v(t, x) + w(t, x)
where v(t, x) and w(t, x) are defined by the recurrence formulas:
Lv = 0,(6.3.3)
Lw = R
(
t, x, v + w,
∂v
∂x
+
∂w
∂x
)
.(6.3.4)
By Lemma 6.2.1 we have a solution v(t, x) ∈ Xd1 ([0, T2] × DR2) of (6.3.3)
(for some 0 < T2 < T1 and 0 < R2 < R1) satisfying
t−λ(0,x)v(t, x) −→ ψ(x) (as t −→ +0)
uniformly on DR2 . Then, v(t, x) is a known function, and under the setting
f(t, x) = R
(
t, x, v,
∂v
∂x
)
our equation (6.3.4) is written in the form
(6.3.5) Lw = f(t, x) +R
(
t, x, v + w,
∂v
∂x
+
∂w
∂x
)
−R
(
t, x, v,
∂v
∂x
)
.
Since v(t, x) ∈ Xd1 ([0, T2]×DR2) is valid, we have
|f(t, x)| ≤ Ft2d on [0, T2]×DR2
for some F > 0. Since 2d > a1 is supposed in (6.3.2), by the same argument
as in the proof of Theorem 4.1 (in Step 2 in subsection 4.2) we have a solution
w(t, x) ∈ X
(2d)
1 of (6.3.5). Since 2d > a1 holds, we have
t−λ(0,x)w(t, x) −→ 0 (as t −→ +0).
Thus, by setting u(t, x) = v(t, x) + w(t, x) we have a solution of (6.0.1)
satisfying (6.3.1). This proves the existence part of Theorem 6.3.1.
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Step 2: Next, let us show the uniqueness of the solution. Let ui(t, x) ∈
X+1 (i = 1, 2) be two solutions of (6.0.1) satisfying (6.3.1). By (6.3.1) and
(6.3.2) we have ui(t, x) ∈ X
d
1 (i = 1, 2). Set w(t, x) = u1(t, x)−u2(t, x) ∈ X
d
1 .
Then, we have
Lw = R
(
t, x, u2 +w,
∂u2
∂x
+
∂w
∂x
)
−R
(
t, x, u2,
∂u2
∂x
)
and t−λ(0,x)w(t, x) −→ 0 (as t −→ +0) uniformly near x = 0. Since u2(t, x)
and w(t, x) are known function, we have the expression
R
(
t, x, u2 + w,
∂u2
∂x
+
∂w
∂x
)
−R
(
t, x, u2,
∂u2
∂x
)
= h1(t, x)w + h2(t, x)
∂w
∂x
for some hi(t, x) ∈ X0([0, T ] ×DR) (with T > 0, R > 0), and we have
|hi(t, x)| ≤ Hit
d on [0, T ] ×DR
for some Hi > 0 (i = 1, 2). Then, under the setting
Lh = t
∂
∂t
− (λ(t, x) + h1(t, x))w − (b(t, x) + h2(t, x))
∂
∂x
we have
(6.3.6) Lhw = 0, t
−λ(0,x)w(t, x) −→ 0 (as t −→ +0).
By applying the uniqueness part of Lemma 6.2.1 (with L and µ(t) replaced
by Lh and µ0(t) = µ(t)+| log t|t
d) to (6.3.6) we have w(t, x) = 0 on [0, ǫ]×Dδ
for some ǫ > 0 and δ > 0. Hence, we have u1(t, x) = u2(t, x) on [0, ǫ] ×Dδ .
This proves the uniqueness of the solution.
6.4 On S((6.0.1), X+1 )
We denote by S((6.0.1),X+1 ) the set of all solutions of (6.0.1) belonging to
the class X+1 . By Theorem 6.3.1 we have
S((6.0.1),X+1 ) ⊃ {U(ψ) ; ψ(x) ∈ O0}.
Let us show
Theorem 6.4.1. Suppose (6.2.1), (6.2.2) and Reλ(0, 0) > 0. Then, we have
(6.4.1) S((6.0.1),X+1 ) = {U(ψ) ; ψ(x) ∈ O0}.
Proof. Take any u(t, x) ∈ S((6.0.1),X+1 ). We have u(t, x) ∈ X
µ
1 ([0, T1] ×
DR1) for some µ > 0, T1 > 0 and R1 > 0. Without loss of generality, we
may assume that 0 < µ < Reλ(0, 0) holds.
1) If Reλ(0, 0) < 2µ, we set d1 = µ and N = 1.
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2) If 2µ ≤ Reλ(0, 0), we take di > 0 (i = 1, . . . , N) so that
0 < d1 < µ < d2 < · · · < dN < Reλ(0, 0) < 2dN
and that di+1 ≤ 2di (i = 1, . . . , N − 1) hold.
Step 1: In the case 2) we have u(t, x) ∈ Xd21 . The proof is as follows.
By taking a0 > 0, T1 > 0 and R1 > 0 suitably, we have the condition
µ < d2 < a0 ≤ Reλ(t, x) on [0, T1]×DR1 .
We set
(6.4.2) f(t, x) = R
(
t, x, u,
∂u
∂x
)
:
we have f(t, x) ∈ X0([0, T1]×DR1). Since u ∈ X
µ
1 ([0, T1]×DR1) and d2 < 2µ
hold, we have the estimate |f(t, x)| ≤ Ftd2 on [0, T1]×DR1 for some F > 0.
By applying Proposition 4.2 (and Corollary 4.3) to Lw = f(t, x) we have
a solution w(t, x) ∈ Xd21 of Lw = f(t, x). Since u(t, x) is a solution of
Lu = f(t, x), by setting v(t, x) = u(t, x)− w(t, x) we have an equation
Lv = 0
and v(t, x) ∈ Xµ1 . Then, by (2) of Lemma 6.2.1 we have an expression
v = V (ψ) for some ψ(x) ∈ O0, that is, we have the condition:
t−λ(0,x)v(t, x) −→ ψ(x) (as t −→ +0)
uniformly on DR for some R > 0. This means that v ∈ X
(a0)
1 . Hence, we
have
u(t, x) = v(t, x) + w(t, x) ∈ X
(a0)
1 +X
d2
1 ⊂ X
d2
1 .
Step 2: In the case 1) we know u(t, x) ∈ XdN1 from the first. In the case
2), by Step 1 we have u(t, x) ∈ Xd21 : then, by applying the same argument we
have u(t, x) ∈ Xd31 , and so by repeating the same argument we have finally
the condition u(t, x) ∈ XdN1 . Thus, in any case we have u(t, x) ∈ X
dN
1 .
Then, the function f(t, x) in (6.4.2) satisfies |f(t, x)| ≤ F1t2dN on [0, T2]×
DR2 for some T2 > 0 and R2 > 0. Since 2dN > Reλ(0, 0) holds, by applying
Theorem 3.1 to Lw = f we have a solution w(t, x) ∈ X
(2dN )
1 of Lw = f .
Since u(t, x) is a solution of Lu = f(t, x), by setting v(t, x) = u(t, x)−w(t, x)
we have an equation
Lv = 0
and v(t, x) ∈ XdN1 . Hence, by (2) of Lemma 6.2.1 we have an expression
v = V (ψ) for some ψ(x) ∈ O0, that is, we have the condition:
t−λ(0,x)v(t, x) −→ ψ(x) (as t −→ +0)
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uniformly on DR for some R > 0. Since w(t, x) ∈ X
(2dN )
1 and 2dN >
Reλ(0, 0) hold, we have t−λ(0,x)w(t, x) −→ 0 (as t −→ +0) uniformly near
x = 0. Since u(t, x) = v(t, x) + w(t, x), we obtain
t−λ(0,x)u(t, x) −→ ψ(x) (as t −→ +0)
uniformly near x = 0. Thus, by the uniqueness of the solution in Theorem
6.3.1 we have u(t, x) = U(ψ)(t, x) on [0, ǫ] ×Dδ for some ǫ > 0 and δ > 0.
This proves (6.4.1).
6.5 On S((6.0.1),X1)
Lastly, we consider (6.0.1) under the conditions (6.1.3) and Reλ(0, 0) > 0.
The purpose is to prove
Theorem 6.5.1. Under the conditions (6.1.3) and Reλ(0, 0) > 0, we have
(6.5.1) S((6.0.1),X1) = S((6.0.1),X
+
1 ).
Proof. Since S((6.0.1),X1) ⊃ S((6.0.1),X
+
1 ) is trivial, it is enough to prove
that S((6.0.1),X1) ⊂ S((6.0.1),X
+
1 ) holds. Let us show this from now.
The argument below is quite similar to the one used in the proof of
[Theorem 2.2 in [13]], where we have treated the case Reλ(0, 0) < 0. Since
we are now considering the case Reλ(0, 0) > 0, the treating of some parts
must be changed.
Step 1: Take any u(t, x) ∈ S((6.0.1),X1); then we have u(t, x) ∈ X1((0, T1]×
DR1) and
(6.5.2) lim
R→+0
[
lim
T→+0
( 1
R2
sup
(0,T ]×DR
|u(t, x)|
)]
= 0.
Since u(t, x) is a solution of (6.0.1), under setting q(t, x) = (∂u/∂x)(t, x) we
have the relation
t
∂u
∂t
= λ(t, x)u+ b(t, x)
∂u
∂x
+R1(t, x, u, q)u +R2(t, x, u, q)
∂u
∂x
on (0, T1] × DR1 for some Ri(t, x, z1, z2) ∈ C
0(Ω) (i = 1, 2) that are holo-
morphic in the variable (x, z1, z2) ∈ DR0 × Dρ0 × Dρ0 for any fixed t and
that satisfy Ri(t, x, 0, 0) ≡ 0 (i = 1, 2).
By taking T1 > 0 and R1 > 0 sufficiently small, we may assume that
Reλ(t, x) > 2a > 0, on [0, T1]×DR1 ,
|R1(t, x, u, q)| ≤ A1|u|+A2|q|, on [0, T1]×DR1 ,
|R2(t, x, u, q)| ≤ B1|u|+B2|q|, on [0, T1]×DR1
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for some a > 0, A1 > 0, A2 > 0, B1 > 0 and B2 > 0. By setting
λ1(t, x) = R1(t, x, u(t, x), q(t.x)) ∈ X0((0, T1]×DR1)),
b1(t, x) = R2(t, x, u(t, x), q(t.x)) ∈ X0((0, T1]×DR1))
we have the relation
(6.5.3) t
∂u
∂t
− (b(t, x) + b1(t, x))
∂u
∂x
= (λ(t, x) + λ1(t, x))u
on (0, T1]×DR1 . By applying ∂/∂x to (6.5.3) we have
t
∂q
∂t
− (b(t, x) + b1(t, x))
∂q
∂x
(6.5.4)
= (λ(t, x) + λ1(t, x) + c(t, x))q + γ(t, x)u
on (0, T1]×DR1 , where
c(t, x) =
∂b
∂x
(t, x) +
∂b1
∂x
(t, x) ∈ X0((0, T1]×DR1),
γ(t, x) =
∂λ
∂x
(t, x) +
∂λ1
∂x
(t, x) ∈ X0((0, T1]×DR1).
Step 2: For 0 < T < T1 and 0 < R < R1 we set
r1 = sup
(0,T ]×DR
|u(t, x)|, r2 = sup
(0,T ]×DR
|q(t, x)|,
C = sup
(0,T ]×DR
|c(t, x)|, L = sup
(0,T ]×DR
|γ(t, x)|.
Lemma 6.5.2. We can take 0 < T < T1 and 0 < R < R1 so that the
following conditions are satisfied:
A1r1 +A2r2 ≤
a
2
,(6.5.5)
Bϕ(T ) +
B1r1 +B2r2
a
+
B2Lr1
a2
<
R
4
,(6.5.6)
C ≤
a
2
.(6.5.7)
Proof. By (6.5.2) we have
lim
T→0
r1 = o(R
2) (as R −→ +0),
lim
T→0
r2 = o(R) (as R −→ +0)
and so by taking T > 0 and R > 0 sufficiently small we have the conditions
(6.5.5) and (6.5.6). Since |b1(t, x)| ≤ B1r1 +B2r2 on (0, T ]×DR we have
lim
T→0
sup
(0,T ]×DR
|b1(t, x)| = o(R) (as R −→ +0),
lim
T→0
sup
(0,T ]×DR
|(∂b1/∂x)(t, x)| = o(1) (as R −→ +0).
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Therefore, by taking T > 0 and R > 0 sufficiently small we have the condi-
tion |(∂b1/∂x)(t, x)| ≤ a/4 on (0, T ] ×DR. Since |b(t, x)| ≤ Bµ(t) holds on
[0, T0]×DR0), by taking T > 0 sufficiently small we have |(∂b/∂x)(t, x)| ≤
a/4 on (0, T ] × DR. Since c(t, x) = (∂b1/∂x)(t, x) + (∂b/∂x)(t, x) we have
the condition (6.5.7).
Corollary 6.5.3. Under the situation in Lemma 6.5.2 we have
Re(λ(t, x) + λ1(t, x)) ≥ a on (0, T ]×DR,
Re(λ(t, x) + λ1(t, x) + c(t, x)) ≥ a on (0, T ]×DR.
Proof. Since |λ1(t, x)| ≤ A1r1 +A2r2 and |c(t, x)| ≤ C hold on (0, T ]×DR,
by (6.5.5) and (6.5.7) we have the result.
Step 3: From now, we take T > 0 and R > 0 as in Lemma 6.5.2, and fix
them. For ξ ∈ DR, let us consider the initial value problem
(6.5.8)
dx
dt
= −
b(t, x) + b1(t, x)
t
, x
∣∣
t=T
= ξ.
Let (tξ, T ] be the maximal existence domain of the solution x(t) of (6.5.8).
Set
u∗(t) = u(t, x(t)), q∗(t) = q(t, x(t)),
λ∗(t) = λ(t, x(t)), λ∗1(t) = λ1(t, x(t)),
c∗(t) = c(t, x(t)), γ∗(t) = γ(t, x(t)) :
these functions are well-defined on (tξ, T ]. By (6.5.3) and (6.5.4) we have
t
du∗
dt
= (λ∗(t) + λ∗1(t))u
∗ on (tξ, T ],(6.5.9)
t
dq∗
dt
= (λ∗(t) + λ∗1(t) + c
∗(t))q∗ + γ∗(t)u∗ on (tξ, T ].(6.5.10)
Lemma 6.5.4. In the above situation, for any t ∈ (tξ, T ] we have
|u∗(t)| ≤ r1
( t
T
)a
,(6.5.11)
|q∗(t)| ≤ r2
( t
T
)a
+ Lr1
( t
T
)a
log
(T
t
)
,(6.5.12)
|x(t)| ≤ |ξ|+Bϕ(T ) +
B1r1 +B2r2
a
+
B2Lr1
a2
.(6.5.13)
Proof. We set
E(t) = exp
[∫ T
t
λ∗(s) + λ∗1(s)
s
ds
]
, tξ < t ≤ T.
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Then, by (6.5.9) we have
d
dt
(u∗(t)E(t)) = 0, tξ < t ≤ T,
and so by integrating this from t to T we have u∗(T )− u∗(t)E(t) = 0, that
is,
u∗(t) = u∗(T ) exp
[
−
∫ T
t
λ∗(s) + λ∗1(s)
s
ds
]
on (tξ, T ].
Since |u∗(T )| ≤ r1 and Re(λ
∗(t) + λ∗1(t)) ≥ a on (tξ, T ], we have
|u∗(t)| ≤ r1 exp
[
−
∫ T
t
a
s
ds
]
= r1
( t
T
)a
on (tξ, T ].
This proves (6.5.11). Similarly, if we set
E1(t) = exp
[∫ T
t
λ∗(s) + λ∗1(s) + c
∗(s)
s
ds
]
, tξ < t ≤ T,
by the same argument we have
q∗(t) =q∗(T ) exp
[
−
∫ T
t
λ∗(s) + λ∗1(s) + c
∗(s)
s
ds
]
−
∫ T
t
exp
[
−
∫ τ
t
λ∗(s) + λ∗1(s) + c
∗(s)
s
ds
]γ∗(τ)u∗(τ)
τ
dτ.
Since |q∗(T )| ≤ r2, Re(λ
∗(t) + λ∗1(t) + c
∗(t)) ≥ a and |γ∗(t)| ≤ L on (tξ, T ],
by (6.5.11) we have
|q∗(t)| ≤ r2
( t
T
)a
+
∫ T
t
( t
τ
)aLr1(τ/T )a
τ
dτ
= r2
( t
T
)a
+ Lr1
( t
T
)a
log
(T
t
)
on (tξ, T ].
This proves (6.5.12).
Let us show (6.5.13). Since x(t) is a solution of (6.5.8), we have
x(t) = ξ +
∫ T
t
b(τ, x(τ)) + b1(τ, x(τ))
τ
dτ.
Since |b1(t, x)| ≤ B1|u(t, x)|+B2|q(t, x)| is known on (0, T1]×DR1 , by (6.1.3),
(6.5.11) and (6.5.12) we have
(6.5.14) |b(t, x(t))| + |b1(t, x(t))| ≤ Φ(t) on (tξ, T ]
with
(6.5.15) Φ(t) = Bµ(t) +B1r1
( t
T
)a
+B2r2
( t
T
)a
+B2Lr1
( t
T
)a
log
(T
t
)
.
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Hence, we obtain
|x(t)| ≤ |ξ|+
∫ T
t
Φ(τ)
τ
dτ
≤ |ξ|+Bϕ(T ) +
B1r1 +B2r2
a
+
B2Lr1
a2
on (tξ, T ].
This proves (6.5.13).
Corollary 6.5.5. If |ξ| < 3R/4, we have tξ = 0.
Proof. If |ξ| < 3R/4, by (6.5.6) and (6.5.13) we have
|x(t)| ≤
3R
4
+Bϕ(T ) +
B1r1 +B2r2
a
+
B2Lr1
a2
< R
on (tξ, T ]. If tξ > 0, this estimate asserts that the solution x(t) can be
extended to (tξ − δ, T ] for some δ > 0. But, this contradicts the condition
that (tξ, T ] is a maximal existence domain. Hence, we have tξ = 0.
Step 4: We denote by φ1(t;T, ξ) the unique solution of (6.5.8): we have
φ1(t;T, ξ) = ξ +
∫ T
t
b(τ, φ1(τ ;T, ξ)) + b1(τ, φ1(τ ;T, ξ))
τ
dτ.
Set
D =
⋃
ξ∈D3R/4
{(t, φ1(t;T, ξ)) ; 0 < t ≤ T}.
Then, by Lemma 6.5.4 we have
|u(t, x)| ≤ r1
( t
T
)a
on D,
|q(t, x)| ≤ r2
( t
T
)a
+ Lr1
( t
T
)a
log
(T
t
)
on D.
Therefore, to get the condition u(t, x) ∈ X+1 it is enough to prove the fol-
lowing result.
Lemma 6.5.6. We have the condition
(0, T ] ×DR/4 ⊂ D.
Proof. To show this, it is sufficient to porve the following assertion: for any
(t0, x0) ∈ (0, T )×DR/4 there is a unique ξ ∈ DR/2 such that φ1(t0;T, ξ) = x0
holds, that is,
(6.5.16) x0 = ξ +
∫ T
t0
b(τ, φ1(τ ;T, ξ)) + b1(τ, φ1(τ ;T, ξ))
τ
dτ
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holds. For simplicity, we set
G(t, ξ) = b(t, φ1(t;T, ξ)) + b1(t, φ1(t;T, ξ)) ∈ X0((0, T ] ×D3R/4).
By (6.5.14) and the Cauchy’s inequality, we have
|G(t, ξ)| ≤ Φ(t) on (0, T ] ×D3R/4,∣∣∣∂G
∂ξ
(t, ξ)
∣∣∣ ≤ Φ(t)
R/4
on (0, T ]×DR/2.
Therefore, we have the Lipschitz condition:
|G(t, ξ1)−G(t, ξ2)| ≤
Φ(t)
R/4
|ξ1 − ξ2|
for any (t, ξi) ∈ (0, T ]×DR/2 (i = 1, 2). We set also
K = Bϕ(T ) +
B1r1 +B2r2
a
+
B2Lr1
a2
:
by (6.5.6) we have K < R/4 and under the notation (6.5.15) we have∫ T
0
Φ(τ)
τ
dτ = K.
Let us solve (6.5.16), that is,
(6.5.17) ξ = x0 −
∫ T
t0
G(τ, ξ)
τ
dτ.
To solve this equation, we use the method of successive approximations: the
approximate solutions ξn (n = 0, 1, 2, . . .) are defined by ξ0 = x0 and
ξn = x0 −
∫ T
t0
G(τ, ξn−1)
τ
dτ, n ≥ 1.
Since ξ0 = x0 ∈ DR/4, we see that G(τ, ξ0) is well-defined. Then, ξ1 is
well-defined and
|ξ1| ≤ |x0|+
∫ T
t0
Φ(τ)
τ
dτ < R/4 +K < R/4 +R/4 = R/2.
In addition, we have
|ξ1 − ξ0| ≤
∣∣∣∫ T
t0
G(τ, ξ0)
τ
dτ
∣∣∣ ≤ ∫ T
t0
Φ(τ)
τ
dτ = K.
In this way, by a standard argument we can see that ξn ∈ DR/4+K ⊂ DR/2
(n = 0, 1, 2, . . .) are well-defined and we have
|ξn − ξn−1| ≤ K
( K
R/4
)n−1
, n = 1, 2, . . . .
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Since K/(R/4) < 1 is supposed, we see that ξn is convergent (as n −→ ∞)
to a solution ξ ∈ DR/2 of (6.5.17). This shows the existence of a solution
ξ ∈ DR/2 of (6.5.16).
The uniqueness of the solution can be proved in the same way.
This completes the proof of Theorem 6.5.1.
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