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1. Introduction
In this paper, we describe a new method for computing the conjugacy classes of subgroups
of a finite group. It has been implemented for finite permutation groups within the
MAGMA computational algebra system (Bosma et al., 1997), and its performance is very
encouraging
Until recently, the only genuinely feasible approach to this problem was based on the
cyclic extension method. This is one of the oldest existing group theoretical algorithms,
first introduced by Neubu¨ser (1960). The idea is to start by finding all cyclic subgroups
of prime order, which we regard as forming the first layer in the subgroup lattice. The
subgroups H in subsequent layers are formed from those K in the previous layer as
H = 〈K, g〉, where K  H. Clearly, only the soluble subgroups will be found by this
method. The insoluble subgroups can be constructed in a corresponding manner by using
the perfect subgroups as the first layer. For this, a complete stored list of the isomorphism
classes of finite perfect groups up to a given order n is required and the list of conjugacy
classes of subgroups produced by this method can only be guaranteed correct for groups
of order up to n. Chapter 6 of Butler (1991) gives a detailed description of this approach
and further references.
The cyclic extension method is generally fast for groups of order up to about 1000,
and is tolerable for many groups up to order 10 000. Until relatively recently this was
adequate, and it would have been impractical to go much beyond this order anyway.
However, the range of applicability for most algorithms for finite groups has been in-
creasing dramatically over the past 10 years or so, and so it is reasonable to expect a
corresponding increase in the power of an algorithm to find all subgroups. One major
barrier to extending the range of applicability of the cyclic extension method is the policy
of storing all perfect groups, which becomes impractical with increasing order. There are
66 isomorphism classes of perfect groups of order up to 10 000. These were categorized
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in Sandlo¨bes (1981), and they are stored in the latest implementations that use this ap-
proach. There are a further 163 perfect groups up to order 50 000, but at order 61 440, the
exact number becomes unknown. (See Chapter 5 of Holt and Plesken (1989) for tables
of finite perfect groups.)
Our method is to start by finding a series of normal subgroups
1 = N0 N1  · · ·Nr = LG
of our given group G, such that each Ni+1/Ni is elementary Abelian and G/L has no
nontrivial soluble normal subgroup. We shall call groups with this last property trivial-
Fitting groups, since they have trivial Fitting subgroups. Of course, L is uniquely defined
as the largest normal soluble subgroup of G, and G/L = 1 if G itself is soluble.
For trivial-Fitting groups, we either store representatives of the conjugacy classes of
all subgroups (after computing them once and for all, usually using the cyclic extension
method) or, for larger groups, where this would be expensive in storage space, we store
this information just for the maximal subgroups. In the latter case, we can find represen-
tatives of all classes when required, by applying the algorithm recursively to the maximal
subgroups, and then testing for conjugacy of the resulting subgroups in G. This informa-
tion is all stored in a database of trivial-Fitting groups, where some form of compressed
data storage is used to save space.
In fact, for orders up to 606 (which is way beyond the current range of application) all
nontrivial trivial-Fitting groups are automorphism groups of either simple groups or of
direct products of simple groups. There are just 98 of these of order up to 100 000 and
154 of order less than 216 000. More importantly, they are relatively easy to list from
tables of finite simple groups, and it would probably be feasible to store information for
all of them (at least for maximal subgroups) up to order a million. To find the maximal
subgroups explicitly for the larger trivial-Fitting groups, we generally used information
in Conway et al. (1985) to determine their number and structure, and then located them
by some combination of intelligence and random search.
Having found class representatives of subgroups of G/Nr, we lift these successively
through the layers, finding conjugacy class representatives of subgroups of G/Ni−1 from
those of G/Ni. The lifting process requires a finite presentation for each subgroup in
the previous layer that is being lifted. These need to be stored along with the subgroups
themselves for the trivial-Fitting groups, and we need to be able to compute presentations
of the lifted subgroups of G/Ni−1 from those of G/Ni. It is not necessary to do this in
the final step, when we lift to G/N0 = G itself, but doing this is available as an option
in the implementation.
The stored presentations of the subgroups of the trivial-Fitting groups were computed
by using a basic method of finding presentations for any finite group of moderate order,
which was described in Cannon (1973). This requires the use of the regular permutation
representation of the group, and so it starts to become slow as the order increases into
the 100 000 region, but of course it only needs to be done once.
We generally only aim to compute representatives of conjugacy classes of subgroups,
rather than all subgroups, mainly because there would usually be too many subgroups.
The other subgroups within a class are easily found by conjugating the representative
subgroup S by coset representatives of the normalizer of S in G. In the earlier imple-
mentations, using the cyclic extension method, it was customary to store each of these
normalizers and their transversals in G, but in fact they can be computed so quickly com-
pared with the algorithm itself, that it is really not worthwhile. The implementation in
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MAGMA does have various options to store the normalizers (or centralizers), and informa-
tion about maximal subgroups and minimal overgroups of each stored subgroup S of G.
In our description of the algorithms, we shall normally be thinking of G as a finite
permutation group. However, very similar methods can be used for finite soluble groups,
when the groups are represented by means of power-conjugate presentations. For such
groups, it is easy, and natural, to pass over to power-conjugate representations of the
factor groups G/Ni.
For permutation groups, however, it is not always easy to compute in factor groups
since, if G is a permutation group of degree d and NG, then it is not in general possible
to find a permutation representation of G/N of degree comparable to d. We shall therefore
carry out our computations within G rather than in the factor groups G/Ni wherever
possible. (In fact, there is only one place during the lifting process where we are forced
to compute an explicit representation of a quotient group, which means using the regular
permutation representation.)
We do, however, require a permutation representation of the trivial-Fitting factor
group G/L of G in order to find an explicit isomorphism between G/L and the cor-
responding group stored in the database. For this purpose we can use the result proved
by the third author (Holt, 1997) that G/N has a faithful permutation representation of
degree at most d for various particular normal subgroups N of G, including the largest
normal soluble subgroup of G. The proof of this result makes it clear how to calculate the
epimorphism from G to the permutation representation of G/L, and this calculation has
been implemented in MAGMA. (The existence of this representation can also be deduced
immediately from results proved previously by Easdown and Praeger (1988).)
The remainder of the paper is organized as follows. In Section 2, we present a concise
overview of the algorithm, which is described in more detail in the following three sec-
tions. In Section 3, we describe how we find the normal series of subgroups {Ni}, and
how we find an explicit identification and isomorphism between our group G/L and the
isomorphic trivial-Fitting group stored in the database. In Sections 4 and 5 we describe
the process of lifting subgroups from one layer G/Ni to the next layer G/Ni−1. This
involves some cohomological calculations, which form the main theme of Section 5. In
Section 6, we mention briefly some related calculations that can be carried out once the
complete list of conjugacy classes of subgroups has been computed. Some variations on
the algorithm that restrict the computation to subgroups that satisfy some condition,
such as being normal, are also described. Finally, in Section 7, we discuss some examples
and provide some performance statistics of the MAGMA implementation. These help to
provide some idea of the current range of the method.
2. An Overview of the Algorithm
There are two principal stages in the algorithm, the initial stage and the lifting stage.
The initial stage is described in more detail in Section 3 and the lifting stage is described
in Sections 4 and 5.
Let n be an integer such that appropriate data concerning all trivial-Fitting groups
of order less than n has been pre-calculated and stored in a database. At the time of
writing, we can take n = 216 000, but this will soon be increased to 10 000 000.
In the initial stage, we start by finding an ascending series of normal subgroups of G
such that all factors except for the top factor G/L are elementary Abelian. The top
factor is either trivial or an insoluble trivial-Fitting group. If G/L is trivial, then we
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proceed immediately to the lifting stage. If |G/L| ≥ n, then we have to give up. If
1 < |G/L| < n, then we calculate some group-theoretical invariants of G/L which enable
us to identify its isomorphism type. We then find an explicit isomorphism between G/L
and the isomorphic group stored in the database, and use this and the stored information
in the database to find generators and presentations of representatives of the conjugacy
classes of subgroups of G/L. More precisely, inverse images of these generators in G are
computed. We then proceed to the lifting stage.
The lifting stage consists of repeated applications of the same basic process, once for
each elementary Abelian layer in the ascending series of normal subgroups of G. This
process solves the following problem. Given normal subgroups N and M of G, such
that N M and M/N is an elementary Abelian p-group for some prime p, and given
generators and presentations of representatives of the conjugacy classes of subgroups
of G/M , calculate the same information for G/N . Generators of subgroups of quotients
will in fact be stored as inverse images in G.
To carry out the process, we take each representative subgroup S/M of G/M in turn,
and find all representative subgroups T/N of G/N for which TM = S. For each such S,
we do this by finding representatives of the conjugacy classes of subgroups of M/N under
the action of S/M , and for each such representative L/N , we find those subgroups T/N
for which TM = S and T ∩M = L.
These subgroups correspond to the complements of L/N in S/N . To find these, we
regard M/N as an S/M -module over the field of order p, and find the conjugacy classes
of complements of L/N in S/N by a cohomological calculation, which is described in
more detail in Section 5. It is for this calculation that we require a presentation of the
group S/M . Of course, if the extension is non-split, then there are no complements,
and no subgroups satisfying these conditions. Finally, some of the subgroups found by
this method may be conjugate under the action of NG/N (S/N), and so we compute
the permutation action of this normalizer on the set of subgroups that we have found,
and select orbit representatives. (This normalizer calculation is the only place where we
explicitly form a quotient group in the implementation; all other calculations are done
by using inverse images in G.)
3. Finding the Normal Series and Identifying the Trivial-Fitting Factor
In this section, we describe how we find the series of normal subgroups
1 = N0 N1  · · ·Nr = LG
of G, such that each Ni+1/Ni is elementary Abelian, and G/L is a trivial-Fitting group.
We also need to show how to set up the identification between G/L and the isomorphic
stored group in the database of trivial-Fitting groups.
Although L is uniquely determined by G, the subgroups Ni are, in general, not. The
most significant choice we need to make is whether to aim for large or small factor
groups Ni+1/Ni. In practice, this means that when we find such a factor, we need to
decide whether to attempt to refine it or not. The chief problem with large factors is
that we shall need to work out the conjugation action of G on the complete subgroup
lattice of Ni+1/Ni, which becomes impractical if it is too large. (In fact, the ability to
find reasonably sized elementary Abelian factors in G appears to be the most important
prerequisite for the algorithm to be applicable to G.) For more moderately sized factors,
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it is usually preferable not to attempt to refine them, since this reduces the number of
layers through which we need to lift the subgroups.
Our algorithm for finding the series is quite simple. We start by finding a set {Pp} of
Sylow p-subgroups of G for all primes p dividing |G|. Suppose, inductively, that at some
stage we have found Ni for 1 ≤ i ≤ k, for some k ≥ 0, and we are trying to choose Nk+1.
We then consider each Pp for which Pp 6⊆ Nk, and compute the core Cp of NkPp in G.
Then G/Nk has a nontrivial elementary Abelian normal p-subgroup if and only if Nk is
strictly contained in Cp.
If we find that Nk = Cp for all primes p dividing |G|, then G/Nk is a trivial-Fitting
group, and so Nk = L and the series is complete. Otherwise, we find some prime p with
Nk ⊂ Cp. We then refine the factor Cp/Nk to one with elementary Abelian layers.
It is not necessary to compute explicitly in the quotient group to do this. For example,
we can first calculate the derived series of Cp, and consider its terms modulo Nk. This
reduces the problem to the Abelian case, and we can refine an Abelian layer to elementary
Abelian layers by taking groups generated by pth powers.
If any of the factors Ni+1/Ni computed by this method are too large (which, for p = 2,
3, 5 or 7, means larger than about 25, 34, 54 or 73, respectively) then we can attempt to
refine it, by regarding it as a G/Ni-module with module action induced by conjugation
in G, and by looking for submodules. Of course, if this module is irreducible, then there
is nothing we can do.
Finally, we have the problem of identifying G/L with the isomorphic group in the
database. First we need to recognize the isomorphism class of G/L. In most small cases,
this is uniquely determined by the order, and there is no problem. However, for larger
orders, there are sometimes many distinct trivial-Fitting groups, and so we need a second
invariant; for example, there are 10 of order 120 960.
Both for the purpose of identifying G/L and for finding an explicit isomorphism be-
tween it and the corresponding group stored in the database, it is useful at this stage to
use the methods described in Holt (1997) to construct a faithful permutation representa-
tion of G/L of degree at most that of G, and to calculate the epimorphism ρ : G→ G/L.
The recently improved algorithm for finding conjugacy class representatives in permu-
tation groups, which is described by Cannon and Souvignier (1997), is then applied to
this representation of G/L. The sum of the orders in G/L of these class representatives
seems to be an effective second invariant (after the order of G/L) for identifying G/L,
and this is what is used in the current implementation.
Assuming we have located the correct group X in the database, we now need to
construct an isomorphism φ : X → G/L. For a conjugacy class xX of X, let us call
the order |x| of x and the length |xX | of the class the parameters of that class. Each
trivial-Fitting group X in the database is stored as a finitely presented group, and the
parameters of the classes of the generators of X are also recorded. (In fact, X has just
two generators in all cases with |X| < 216 000 except S5 × PΓL(2, 9), for which three
are necessary.) The first generator x1 of X has always been selected such that there is a
unique class of X having the parameters of xX1 . This means that φ(x1) can be chosen as
the representative of the unique class in G/L having the same parameters as xX1 .
For the images of the remaining generators xi (i > 1) of X, we choose random members
of those conjugacy classes in G/L that have the same parameters as xXi , and for each
such choice we check to see whether the defining relators of X are satisfied by the selected
images φ(xi) in G/L. If so, then we must also check that the φ(xi) generate G/L. If this
is the case, then we have found the required isomorphism φ : X → G/L. (The generators
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xi (i > 1) of X have been selected in such a way as to minimize the expected searching
time for an isomorphism.)
For small and moderately large examples, the database contains generators and defin-
ing relators for a representative of each conjugacy class of subgroups of X. These gener-
ators are stored as words in the xi and their inverses, and we apply the map φ to each
of these words to give us elements that generate the corresponding subgroups of G/L.
The inverse images of these subgroups in G, which are needed as the initial input to the
lifting part of the subgroup algorithm, can then be found by using the map ρ : G→ G/L
mentioned above.
For larger examples, space is saved by storing only the representatives of the conjugacy
classes of maximal subgroups Y of X. The main algorithm can then be applied recursively
to the subgroups φ(Y )/L of G/L. (These will often not themselves be trivial-Fitting
groups.) After doing this for each such Y , we have a collection of subgroups S/L of G/L
which contain conjugacy class representatives of all subgroups of G/L. Unfortunately,
some of these are conjugate, since they will be produced from more than one maximal
subgroup of G/M , so we have to test each such subgroup for conjugacy with the earlier
subgroups in the list of the same order. This test can of course be done in G rather
than G/L, but it is rather time consuming.
4. Lifting Subgroups to the Next Layer
In this section, we assume that G is a group with normal subgroups N and M , such
that N ≤M and M/N is an elementary Abelian p-group of order pd for some prime p and
some integer d > 0. We assume that conjugacy class representatives of the subgroups
of G/M are known, together with finite presentations for each of these subgroups on
suitable generating sets.
More precisely, for each such subgroup S/M of G/M , we have elements gi ∈ G such
that S/M = 〈giM〉, together with a set of words in the gi and their inverses which,
taken modulo M , form a set of defining relators for S/M . These words evaluate in G
to elements of M . We shall describe our algorithm for computing the same information
for G/N .
We denote the finite field of order p by Fp. Then V := M/N can be regarded as a
d-dimensional vector space over Fp, and the conjugation action of G on M induces a
G-module action (and, in fact, a G/M -module action) on V . It is routine to transfer
between the representations of M/N as a subgroup of G/N , and as an FpG-module V .
In fact, it is convenient to start by numbering all subgroups of M/N (or, equivalently,
subspaces of V ) in some standard fashion, and setting up a permutation action of G
acting by conjugation on these subgroups.
Clearly, if two subgroups T1/N and T2/N of G/N are conjugate in G/N , then T1M/M
and T2M/M are conjugate in G/M . It therefore suffices to take each class representa-
tive S/M of G/M in turn, and to compute class representatives of those subgroups T/N
of G/N such that TM/M = S/M . From now on, we shall therefore take S/M to be a
fixed subgroup of G/M .
We stress again that, although we are formulating this description in terms of quotient
groups S/M , T/N , etc., almost all of our computations are done in the group G using
the complete inverse images of S and T , or in the quotient V = M/N regarded as a
FpG-module. Thus, we almost never need to construct these quotient groups explicitly.
Let R/M be the normalizer of S/M in G/M (or, equivalently, R = NG(S)). (Currently,
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we simply compute R at the beginning of the calculations for the subgroup S/M . For
groups of the orders currently under consideration, this is not costly. However, for large
permutation groups, the computation of normalizers of subgroups is potentially very slow
indeed. It would be possible to adopt the alternative policy of storing the normalizers for
the trivial-Fitting groups, and computing the normalizers of the subgroups T/N at the
next level as part of the lifting computation.)
The idea is to find all possible intersections L = T ∩ M for subgroups T/N with
TM = S, and then to take each such L in turn, and to find all T that have that particular
intersection. Of course L/N must be normalized by S/N and, since we are only looking
for conjugacy class representatives of subgroups, we only want to take one such group L
from each orbit of the action of R/M on the S/N -invariant subgroups of M/N .
For this, we can use the permutation action of G on the subgroups of M/N computed
earlier, and then take our subgroups L/N to be orbit representatives of the orbits of R
on the fixed points of S. Thus, from now on, we can fix our attention on a particular
subgroup L/N of M/N , normalized by S/N , and we shall look for those subgroups T/N
of G/N such that TM = S and T ∩M = L. We denote the stabilizer of L in R (that is,
NR(L)) by Q.
The required subgroups T are precisely the complete inverse images in G of the com-
plements T/L of M/L in S/L (if there are any). These are found using a cohomology
calculation, which we shall describe in detail in the next section.
In fact, this calculation gives us conjugacy class representatives of these complements
under conjugation by M/L. If the subgroups T1/N and T2/N of G/N resulting from two
such representatives T1/L and T2/L are conjugate in G/N by an element gN , then g
must normalize S and L, and so g ∈ Q. We therefore need to compute the conjugation
action of Q on the set of these complements.
We tried two approaches to this calculation. The first, and simpler, is to test all such
pairs T1 and T2 for conjugacy within the permutation group Q, by using the standard
default backtrack search method. The second is to use a cohomological calculation.
The chief disadvantage of this second method is that it appears to necessitate doing
calculations within the regular representation of the quotient group S/M , and so we
are forced to form this representation explicitly. (Of course, this is only necessary when
Q is strictly larger than S. If, as often happens, Q = S, then we omit this part of
the calculation.) However, our current experience indicates that this second approach is
superior in general, mainly because the direct conjugacy test occasionally takes a very
long time indeed.
For the cohomological method of testing for conjugacy, we start by finding a set of
elements hj of Q such that the elements hjS generate Q/S. This set should of course
be as small as possible. For each such hj and each of the generators gi of S modulo M ,
we need to calculate a word σji(gi) in the elements gi and their inverses, such that
h−1j gihjM = σji(gi)M . The only way we know of calculating such a word is by working
in the regular permutation representation of S/M (which can be thought of as the Cayley
graph of S/M using the generators giM).
Note that if we conjugate back again by h−1j , then we obtain equations of the form
hjσji(gi)h−1j = giyji for elements yji of M , which we can calculate. We defer the re-
mainder of the description of this calculation until the next section, since it requires the
cohomological machinery used in finding the complements themselves.
As the final part of the lifting process, we need to calculate presentations of the lifted
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subgroups T/N of S/M . As before, let gi be the generators of S modulo M . Then
the generators of T will consist of giwi and vj , where the wi are elements of M that
are computed in the cohomology calculation described in the next section, and the vj
generate L modulo N . (Thus the vj form a basis of L/N regarded as a subspace of V =
M/N .)
The defining relators of T are constructed in the standard manner for group extensions
by regarding T as an extension of L/N by S/M . (See, for example, Chapter 10 of Johnson
(1990).) They fall into three classes. The first consists of commutators and pth powers of
the vj , to force them to generate an elementary Abelian subgroup. The second specifies
the conjugation action of the gi on the vj ; these are routine to calculate. For the third,
we take each defining relator r of S/M and evaluate r in G, using giwi in place of giM
in r. The resulting element lies in L, and so it can be written (modulo N) as a word v(r)
in the generators vj . Then we take rv(r)−1 as the corresponding defining relator of T/N .
5. Cohomological Calculations
We retain the notations introduced in the preceding section, and we assume that we
are considering a fixed subgroup S/M of G/M and a fixed S-invariant subgroup L/N
of M/N , and looking for subgroups T/N of G/N with TM = S and T ∩M = L. That
is, we want the conjugacy classes of complements T/L of M/L in S/L, if any. We have
elements g1, . . . , gm ∈ G such that S/M = 〈giM〉, and words ρ1, . . . , ρn in the elements gi
and their inverses which, taken modulo M , form a set of defining relators for S/M .
For the cohomological calculation, we regard W := M/L as an FpS/M -module (and
therefore use additive notation within W ). We fix a basis b1, . . . , bd′ of W , where d′ =
dim(W ), and calculate the matrices m(gi) corresponding to the conjugation action of gi
on W , for 1 ≤ i ≤ m. We then evaluate the words ρj modulo L. Since the ρj are relators
modulo M , the results of this evaluation will lie in M/L = W . We can therefore write
each ρj modulo L as a vector uj in W , using the fixed basis b1, . . . , bd′ . (These calculations
are routine.)
The matrices m(gi) together with the equations ρj(gi) = uj now define the exten-
sion S/L of W by S/M as an abstract group extension, and the cohomological calcula-
tions take place within this context.
A complement T/L of W = M/L in S/L will be generated by elements giwi (1 ≤ i ≤
m) for suitable wi ∈ W . Suppose that, for 1 ≤ j ≤ n, the word ρj has length lj and is
equal to gε(1)j(1)g
ε(2)
j(2) . . . g
ε(lj)
j(lj)
, where each ε(j) is equal to ±1. Then it is easily seen that the
elements giwi generate a complement if and only if, working modulo L, the elements
yj := (gj(1)wj(1))ε(1)(gj(2)wj(2))ε(2) . . . (gj(lj)wj(lj))
ε(lj)
of W evaluate to 0W for all 1 ≤ j ≤ n.
By collecting the generators gi to the left, we find that yj = ujxj , where
xj = w
fj(1)
j(1) w
fj(2)
j(2) . . . w
fj(lj)
j(lj)
and, for 1 ≤ k ≤ lj , the conjugating element fj(k) is equal to gε(k+1)j(k+1)gε(k+2)j(k+2) . . . g
ε(lj)
j(lj)
if
ε(k) = 1 and −gε(k)j(k)gε(k+1)j(k+1) . . . g
ε(lj)
j(lj)
if ε(k) = −1. (Here we are using gh to denote h−1gh
and g−h to denote its inverse h−1g−1h.) See also page 103 of Holt and Plesken (1989)
for an alternative notation using Fox derivatives.
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For a complement, we therefore need xj = −uj in W for 1 ≤ j ≤ n (note the change
to additive notation in W ). Since we know the elements uj as vectors in W and the ma-
trices m(gi) for the conjugation action of the gi on W , this reduces to an explicit system
of d′n equations in d′m unknowns in W , where the unknowns are the d′ components of
the vectors wi (1 ≤ i ≤ m). The equations can be solved by echelonizing their matrix in
the standard way.
If they have no solution, then the extension is non-split, and there are no complements
and hence no corresponding subgroups T/N of G/N . Assume therefore that solutions
exist, and that wi = ci(1 ≤ i ≤ m) is one such solution. Then, a general solution has
the form ci + zi, where zi (1 ≤ i ≤ m) is a solution of the corresponding homogeneous
system of equations xj = 0. These solutions zi form a vector space that can be identified
with the space of 1-cocycles Z1(S/M,W ).
We are only interested in finding the complements up to conjugacy, so we need to find
the subspace of coboundaries B1(S/M,W ) and select complements ci+zi, where we take
one solution zi for each coset of B1(S/M,W ) in Z1(S/M,W ). Since B1(S/M,W ) is gen-
erated by the d′ solutions y(k)i(1 ≤ k ≤ d′), where y(k)i = bkm(gi)− bk, this calculation
is straightforward. The selected solutions then correspond to classes of complements T/L
of W in S/L under the conjugation action of W = M/L.
As we saw in the previous section, to get the G-conjugacy classes, we need to calculate
the conjugation action of Q/M on our chosen set of complements, where Q = NR(L)
and R = NG(S). For this calculation, we will need to be able to recognize in which
coset of B1(S/M,W ) a given element of Z1(S/M,W ) belongs. We therefore need to
choose our coset representatives in some canonical way. The easiest way of doing this is
to treat the solutions zi(1 ≤ i ≤ m) in Z1(S/M,W ) as row vectors of length d′m, and
to compute echelonized bases b(Z) and b(B) of Z1(S/M,W ) and of B1(S/M,W ). Let
b(Z \B) be those elements of b(Z) for which the leading term does not occur as a leading
term of a vector in b(B). Then we can choose all linear combinations of b(Z \B) as our
canonical coset representatives of B1(S/M,W ) in Z1(S/M,W ), and an arbitrary vector
in Z1(S/M,W ) can be reduced to its canonical representative by reducing it using the
vectors in b(B).
We now turn to the calculation of the conjugation action mentioned above. Recall that,
for generators hj of Q modulo S, we have computed words σji(gi) such that h−1j gihj =
σji(gi) modulo M .
We now take each of our complements T/L in turn, and compute hjTh−1j /L for each hj .
If T/L is generated (modulo L) by giwi, for wi ∈W , then by substituting giwi for gi in
the words σji(gi), for 1 ≤ i ≤ m, we obtain another set of generators for T/L, each of
which has the form σji(gi)wji, for certain vectors wji ∈W , which we can calculate.
If we now conjugate this new set of generators by h−1j , we obtain generators for hjTh
−1
j
modulo L, of the form giy′jiw
′
ji, where y
′
ji, w
′
ji ∈W and, modulo L, hjσji(gi)h−1j = giy′ji
and hjwjih−1j = w
′
ji. Note that the vectors y
′
ji, which are obtained simply by taking
the elements yji defined in the last section modulo L, do not depend on the particular
complement T/L, whereas the vectors w′ji are obtained by applying the matrix for the
action of h−1j on W to the vectors wji.
We now have generators for the conjugated complement T ′/L := hjTh−1j /L in the
required standard form giw′i, for vectors w
′
i ∈W , and so we can locate the representative
cocycle for T ′, as described above, and thereby identify T ′.
These calculations enable us to set up the permutation action, induced by conjugation,
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of the group Q/S on the set of conjugacy class representatives under M of complements
of M/L in S/L. Orbit representatives of this permutation action provide us with the
required conjugacy class representatives in G of those subgroups T/N of G/N with
TM = S and T ∩M = L. This completes the description of lifting subgroups to the next
layer begun in Section 4.
6. Variations and Related Calculations
In many situations, the user will only be interested in finding subgroups with specific
properties, and will expect to be able to find them much more quickly, and for much
larger groups than is possible with the basic algorithm that looks for all subgroups. This
can be done quite efficiently for many instances of subgroup properties.
It is straightforward to look only for Abelian, elementary Abelian, nilpotent, soluble, or
perfect subgroups, or subgroups such that the order divides a fixed integer n, since these
properties are all inherited by quotients, and we can impose them effectively at every
stage of the lifting process. In fact insoluble subgroups are also easily found since, with
our method, a subgroup S is insoluble if and only if SL/L is insoluble, where as usual
L is the largest normal soluble subgroup of G. Subgroups of order exactly n are a little
less efficient in that we may need to look for those of order dividing n throughout the
lifting process, and then restrict to those of order exactly n during the last stage. Similar
considerations apply if we want, for example, all regular subgroups (which is an important
requirement for some applications), where we have to look for subgroups of order dividing
the degree of the group, and then restrict to regular subgroups at the last stage.
Normal subgroups of G are easily found; in fact several parts of the process become
much simpler. For example, we no longer need to use the database of TF-groups and, in
the cohomological part of the lifting process, we must have B1(S/M,W ) = 0 for normal
subgroups. See Cannon and Souvignier (2000) for more details of the theory and MAGMA
implementation of the computation of normal subgroups.
Maximal subgroups of G may also be found quite easily. At any stage in the lifting
process, the subgroup S/M must either equal G/M or be maximal in G/M . In the latter
case, when we lift to G/N , only the complete inverse image S/N needs to be kept. When
S/M = G/M , we take either the lift to S/N , or to those subgroups T containing N such
that TM = S and T ∩ N is a maximal G-invariant subgroup of M/N . It is possible to
reduce the computation of maximal subgroups in TF-groups to the almost simple case.
More details will follow in a later publication.
We now turn to the different question of what we can do with the collection of class
representatives of subgroups once we have found them. We routinely store the order of
each subgroup and the size of its class, and it is optional to store the normalizer and
centralizer of each subgroup. (There is some sense in storing normalizers, since they are
computed during the lifting process anyway.)
The most obvious question is to identify the class of a user-given subgroup S of G, and
possibly to find a conjugating element to the stored class representative. For this, we first
look at the order of S, and if there are several classes of subgroups of this order, then we
try to eliminate as many as possible by using easily computed class-invariant properties,
such as number of orbits and derived length. Finally, we have to find a transversal Ti for
the normalizer of each remaining stored subgroup Si in G, and seek an element g ∈ Ti
with Sg = Si.
Subgroup lattice information is sometimes required. The basic question here is whether
one stored class representative Si is contained in a conjugate of another Sj . Again, we
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first attempt to use simple calculations to find a negative answer. If this fails, we calculate
a transversal of NG(Si) or NG(Sj) in G, whichever is the smaller (and we know which
is smaller, since the sizes of the classes are stored), and search among this set for a
conjugating element g with Sgi ⊂ Sj or Si ⊂ Sgj , respectively. With some extra work
of the same nature, we can determine whether Si is a maximal subgroup of a conjugate
of Sj . The current MAGMA implementation has the option of calculating and storing this
lattice information for all pairs of subgroups at the same time as the original calculation.
7. Examples and Performance Statistics
In the table overleaf, we provide some timings for a range of examples, using the
implementation in MAGMA V2.7. The first column specifies the group G, using the
standard ATLAS notation (Conway et al., 1985). In one or two cases, there are two
non-isomorphic groups which are not distinguished by this notation, and then we have
named the groups, for example, 26A5a and 26A5b. When the same group name occurs
more than once (for example 55SL2(5)), the permutation group is the same, but the layer
sizes are different. The single P that occurs in two of the group names is an abbreviation
for PΓL2(9). The next two columns give the order and permutation degree of the group.
The computation is carried out by lifting through a normal series
1 = N0 N1  · · ·Nr = LG
of G, where G/L is a trivial-Fitting group. The fourth column, headed “TF-Gp.”, identi-
fies this trivial-Fitting group, and the fifth column, headed “Layer sizes” lists the orders
of the factors N1, N2/N1, . . . , Nr/Nr−1, G/L in that order. In the cases, such as 55SL2(5),
where there are two rows for the same group, the object was to compare the performances
using different layer sizes.
The final two columns, headed “#Subs” and “Time”, give the number of conjugacy
classes of subgroups in G and the CPU-time in seconds. All computations were done on
a Sun Enterprise 450 with 2 Gbytes of RAM running at 400 MHz.
As remarked at the end of the preceding section, there is an option to compute all
subgroup lattice information at the same time. However, this proved to be prohibitively
slow on all but the smallest examples, and so it seems preferable at the moment to
calculate this information for individual classes of subgroups, as and when required. For
example, the times for AGL2(3) and 26A5a were only 0.62 and 3.29 s, respectively, but
those for 24+4A5 and 412SL2(5) were, respectively, 290 and 29.2 s. These slow times were
presumably a result of the relatively large number of subgroups (446) in the first case,
and the relatively large degree (492) in the second.
Currently, the database of trivial-Fitting groups in MAGMA contains data on the
conjugacy classes of subgroups for all such groups of order less than 216 000; that is,
154 groups. For most of these examples, representatives of all classes of subgroups are
stored, but for a few of the larger direct products, only the maximal subgroups are stored.
The second and third last examples in the table are cases in which only maximals have
been stored, so the algorithm needs to be applied recursively to these maximals, and then
the separate lists of subgroups obtained from the different maximals need to be tested
for conjugacy with each other. The database occupies about 4 Mbytes of disk space.
Since the algorithm is feasible for many types of groups having order up to at least a
million, it will be extended in early 2000 to include the necessary information to deduce
the maximal subgroups of any trivial-Fitting group having order up to at least 107.
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Group Order Deg. TF-Gp. Layer sizes #Subs Time
AGL2(3) 432 9 1 9.2.4.3.2.1 46 0.30
AGL2(3)2 186 624 18 1 81.4.16.9.4.1 6 748 65.8
24A5 960 16 A5 16.60 77 0.27
26A5a 3 840 48 A5 2.32.60 99 3.55
26A5b 3 840 56 A5 2.32.60 162 4.13
28A5 15 360 32 A5 16.16.60 12 769 3 510
24+4A5 15 360 40 A5 16.16.60 446 7.66
35SL2(5)a 29 160 42 A5 2.243.60 573 7.37
35SL2(5)b 29 160 243 A5 3.81.2.60 187 18.0
36A5 43 740 18 A5 729.60 2 412 123
54A5 37 500 25 A5 625.60 167 1.70
55SL2(5) 375 000 55 A5 3 125.2.60 828 151
25.125.2.60 828 194
192SL2(5) 43 320 361 A5 361.2.60 28 2.38
193SL2(5) 823 080 138 A5 2.6 859.60 118 4.68
412SL2(5) 201 720 492 A5 1 681.2.60 31 7.15
3421+4A5 155 520 81 A5 81.2.16.60 289 14.2
3524A5 233 280 15 A5 243.16.60 913 10.4
A5×SL2(5) 7 200 29 A5×A5 2.3 600 156 2.02
26L2(7) 10 752 16 L2(7) 64.168 1 730 7.58
8.8.168 1 730 4.81
27L2(7) 21 504 32 L2(7) 128.168 2 458 21.3
8.16.168 2 458 9.16
36L2(7) 122 472 63 L2(7) 729.168 1 484 127
31+6L2(7) 367 416 2 187 L2(7) 3.729.168 2 086 2 643
74SL2(7) 806 736 98 L2(7) 2 401.2.168 1 218 20.3
49.49.2.168 1 218 21.3
35A6 87 480 48 A6 243.60 854 6.56
81.3.60 854 4.35
3.81.60 854 13.4
31+5A6 262 440 324 A6 3.243.60 541 216
AGL2(3)×P 622 080 19 PΓL2(9) 9.2.4.3.2.1 440 11 432 272
AGL2(11) 1 597 200 121 GL2(11) 121.2.5.1 320 316 27.5
36A7 1 837 080 729 A7 729.2 520 1 955 438
25A8 645 120 256 A8 32.20 160 3 057 88.1
26A8 1 290 240 64 A8 64.20 160 15 124 609
12L3(4) 967 680 511 L3(4) 4.3.20 160 2 873 783
4Sz(8) 116 480 2 240 Sz(8) 4.29 120 113 70.8
2M12 190 080 24 M12 2.95 040 293 3.78
3U3(5) 378 000 378 U3(5) 3.126 000 146 23.3
S5×PGL2(7) 40 320 13 G 40 160 1 001 1.51
S5×PGL2(9) 86 400 13 G 86 400 1 094 1.82
S5×S6 86 400 13 G 86 400 3 182 1 853
S5×P 172 800 13 G 172 800 4 147 4 247
S2 o S8 10 321 920 16 S8 2.64.2.40 320 627 187 24 618
We found that the process of identification of G/L and calculating an isomorphism
between G/L and the group stored in the database never took more than a few seconds,
and so this part of the algorithm is negligible in terms of CPU-time. The examples
S5×PGL2(q), q = 7, 9, where the groups are trivial-Fitting with all subgroups stored in
the database, show the speed of this phase of the algorithm.
Thus, except in those cases where only the maximal subgroups of the trivial-Fitting
group are stored (as is the case in the second and third last examples), the vast majority
of the CPU-time is taken up with the lifting process. This is the reason why most of the
selected examples have a comparatively small trivial-Fitting factor, such as A5. Several
of the examples were taken from the MAGMA library of perfect groups, which is based
on the tables in Chapter 5 of Holt and Plesken (1989).
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A few of the examples are soluble, in which case there is no group to look up in the
database. For such examples, it is possible that it would be more efficient to transfer to a
power-conjugate representation of the group, and to do the computation in that setting,
but we have not yet experimented with this.
The performance statistics indicate that, provided the orders of the elementary Abelian
sections in the layers Nr/Nr−1 are not too large, the algorithm behaves very predictably.
The other most important factors governing the performance appear to be the permu-
tation degree of G, and the total number of subgroups of G, but these dependencies are
not excessive, and probably not much worse than linear.
The most important decision that needs to be made in the implementation is when
to try and refine an elementary Abelian section. Some of the examples, such as 26L2(7)
and 27L2(7) are given twice, once with a section refined and once without. From this,
it is clear that we should always attempt to split a 27 and probably also a 26, but we
found that it is not generally worthwhile splitting a 25. A similar situation holds for other
primes. Generally, there are one or two exponents for which the choice is not critical.
The current default is to try to refine for 2n (n ≥ 6), 3n, 5n (n ≥ 5), 7n (n ≥ 4), 11n, 13n
(n ≥ 3) and pn (p > 17, n ≥ 2).
By far the major (and only really significant) limiting factor in the application of this
algorithm is the layer size. If G/Nr acts irreducibly on Nr/Nr−1 then it cannot be refined.
A layer of size 28 has 417 199 subgroups. This is on the border of impracticality. (In fact,
we did eventually manage to complete the example 2817, with an element of order 17
acting irreducibly on the 28 section, but it took several days of CPU-time, and over
200 Mbytes of memory.) The layer sizes 29, 37 (2 052 656 subgroups) and 56 (3 583 232
subgroups), for example, are currently completely impractical.
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