Abstract-We address the performance analysis of the natural frequency-based radar target detection in this paper. We show how to calculate the detection performance recursively by making a polynomial approximation of the probability density function (PDF) of the standard normal distribution. Why we make a polynomial approximation of the PDF of the standard normal distribution is that the PDF of the standard normal distribution is not analytically integrable but that the polynomial is definitely analytically integrable, which makes it possible to calculate the detection performance without look-up table. The Taylor polynomial is used for an approximation of the PDF of the standard normal distribution. We derive the error of the approximation, the bound of the error of approximation, and the optimal polynomial approximation in the sense that the bound of the error of the approximation is minimized. We validate the derived expressions via numerical simulation.
INTRODUCTION
There have been many studies on radar target recognition [1] [2] [3] [4] [5] [6] [7] [8] [9] and detection [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . In natural frequency-based radar signal processing, accurate estimation of natural frequency is quite important [24] [25] [26] . Radar has been one of the classical applications of array signal processing [27] [28] [29] [30] [31] [32] .
The performance of the natural-frequency-based radar target detection scheme has been analyzed in time domain [10] and in frequency domain [20] . In this paper, we consider recursive implementation of the LRT-based detection scheme in [10] .
LATE TIME RESPONSE IN TERMS OF THE NATURAL FREQUENCY
The late time response with sampling interval ∆t can be written as (1)
where g i is zero-mean Gaussian-distributed with variance of σ 2 [9] . If we define y q = [y 1 y 2 . . .
(1) can be written as y q = Ba + g q = u q + g q (4) where {B} im is defined as
and g q and u q are similarly defined as y q .
LIKELIHOOD RATIO TEST
Detection problem can be formulated as
H 0 : y i = g i .
The ratio of two likelihood functions is calculated:
The probabilities of detection and false alarm are defined as the probabilities that y T q u q is greater than γ q under H 1 and H 0 , respectively [10] :
2 dt (10)
where γ q is defined as
RECURSIVE IMPLEMENTATION OF THE LRT DETECTION SCHEME
Let γ q and γ q+N be defined as 
P D for q data is given by
For recursive evaluation of
Similarly, for β D,q+N < β D,q , the recursive expression is
Note that, from (19) and (20) 
P F,q is given by
Following the same strategy to get (19) and (20) from (18), we can show that, from (23), P F,q+N can be written as
both for β F,q+N > β F,q and β F,q+N < β F,q .
BOUND OF ABSOLUTE VALUES OF THE DERIVATIVES
In Fig. 1 , we specify the expressions of the derivative functions of
L M and L M are defined as (26) and (27) can also be written as
where b M +1,i is defined as
In Fig. 1 , we illustrate how the derivative functions of f (x) behave. β D,q , β D,q+N , β F,q and β F,q+N , which are associated with L M , correspond to the specific example in Section 9.
From Fig. 1 , it is easy to see that L 1 , L 2 , L 3 and L 4 are given by
(31)
RECURSIVE UPDATE USING POLYNOMIAL APPROXIMATION
There exists ξ(x) between x and a q,N with [33] 
where
and
Let a D,q,N and a F,q,N denote a q,N values for P D and P F , respectively. The recursive expression of P D,q+N from P D,q based on the Taylor series approximation of
Note that the error in approximating (38) with (39) is
Similarly, the recursive evaluation of the probability of false alarm is
ERROR BOUNDS
The Cauchy-Schwarz inequality can be written as
where f (x) and g(x) are real-valued functions. The upper bound of the polynomial approximation is
where the last inequality follows from the Cauchy-Schwarz inequality. β q+N ) , we get the inequality :
The last integral in (44) can be easily evaluated:
From (44), (45) and (46), we get
OPTIMIZATION OF ERROR BOUND
is not a function of a q,N , the minimization of (44) with respect to a q,N reduces to the minimization of the following function:
The bound of error is minimized when the derivative of the cost function f (a q,N ) in (50) with respect to a q,N is equal to zero:
The real roots of (51) are given by
Since
To confirm that the cost function is actually minimized, not maximized, at the value of a q,N specified in (53), we check the sign of the second derivative function of f (a q,N ).
By substituting (53) in (54), it can be shown that the second derivative of (50) is positive, for
Using the same strategy to get (55) we have, for 
NUMERICAL RESULTS
The radius of the wire of the target is equal to 0.5 cm, and the length of the wire is 1 meter. The noiseless frequency response is obtained via the method of moments (MoM). We calculate the back-scattered field. The frequency response is obtained in increments of 7.8 MHz.
The frequency response up to 500 MHz is used, and the number of the natural frequencies of 1 meter long wire for that bandwidth is six [2] . Therefore, the total bandwidth used in the numerical results is 500 MHz.
To get the late time response for the target, the frequency response is inverse Fourier-transformed. (42) of (40) and (42) are the exact values in the first step. From the second step, P D,q and P F,q on the RHS's of (40) and (42) are the approximate values obtained in the previous step. Therefore, as we recursively evaluate (P F,q , P D,q ) using (40) and (42), the error due to an polynomial approximation of the standard normal distribution accumulates.
But, the amount of error accumulation is negligible, which is quite clear in Fig. 2 . Since the results in Fig. 2 is for M = 1 , the error accumulation for larger M values gets smaller than the error accumulation for M = 1 shown in Fig. 2 .
In Fig. 3 , the actual error itself and the bound of the error are shown for various a q,N values both for the probability of detection and the probability of false alarm. For detection, the error for
is obtained from the difference of (20) and (40) (20) and (40) (20) and (40) (24) and (42) F,q +β F,q+N ) . The error for a F,q,N = β F,q is obtained from the difference of (24) and (42) with a F,q,N = β F,q , and the error for a F,q,N = β F,q+N is calculated from the difference of (24) and (42) Errors and their bounds of the Taylor polynomial approximation are shown in Fig. 5 . In Fig. 5 , actual error is calculated using (40) for β q ≤ a q,N ≤ β q+N , and the error bound is obtained using (47) and (48). From (53), (55), (56) and (57), the error bounds should be minimized at a D,q,N = Note that we cannot derive analytically the value of a q,N at which the error itself is minimized, but that we can determine the value of a q,N at which the error bound is minimized. From Fig. 5 , it is shown that these two values turn out to be coincident.
In Section 8, it is shown that, in the case of the Tayor series approximation, the error bound is minimized for a q,N = Figure 6 . P D vs P F of the Taylor polynomial approximation (SNR = −10 dB).
That is, the actual error as well as two error bounds is minimized at a q,N = 1 2 (β q + β q+N ) over min(β q , β q+N ) < a q,N < max(β q , β q+N ). Remind that a q,N is the value at which the Taylor series expansion is defined.
It turns out, from Fig. 5 , that the value of a q,N at which the error itself is minimized can be found from the value of a q,N at which the error bound is minimized.
Although we cannot derive analytically at what a q,N value the actual error itself is minimized, we can verify empirically that a q,N value, at which the actual error is minimized, actually coincides with a q,N value at which two error bounds are minimized. Note that a q,N value at which two error bounds are minimized is derived analytically and is equal to a q,N = 1 2 (β q + β q+N ). In Fig. 6 , P D vs P F of Taylor series approximation is shown. Two rectangles specify the error bounds in (47) and (48). It is clearly shown that (P D , P F ) using the Taylor series approximation is actually within two rectangles.
CONCLUSIONS
We consider recursive implementation of the performance analysis of the natural frequency-based radar target detection using the likelihood ratio test (LRT) scheme. By making the Taylor polynomial approximation of the PDF of the standard normal distribution, we can make a recursive implementation of the performance analysis. We derive expressions of the error of the integration and the bound of the error of the integration. It is shown that, by adopting higher order polynomial, we can reduce the error of the integration due to a polynomial approximation. We also show how to determine the optimal polynomials. It is analytically proved that the bound of the error for the Taylor polynomial approximation is minimized when the Taylor series expansion at the center of the integration interval is adopted, regardless of the order of the polynomial. 
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