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Abstract. The LLVM compiler framework supports a selection of loop
transformations such as vectorization, distribution and unrolling. Each
transformation is carried-out by specialized passes that have been devel-
oped independently.
In this paper we propose an integrated approach to loop optimizations:
A single dedicated pass that mutates a Loop Structure DAG. Each trans-
formation can make use of a common infrastructure such as dependency
analysis, transformation preconditions, etc.
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1 Shortcomings of Clang/LLVM’s Pass Pipeline
Clang/LLVM has a classical front-/mid- and back-end architecture as seen in
Fig. 1. Clang, the front-end, translates the source code to LLVM-IR. In the
mid-end, LLVM’s optimization passes transform the IR itself.
OpenMP parallelism is processed in the front-end’s IR generation. Clang
outlines the parallel loop bodies/tasks into their own functions and passes them
as function pointers to the OpenMP runtime. As an exception, #pragma omp simd
annotates loops using llvm.loop.vectorize.enable metadata to be processed
later by passes in the mid-end. The #pragma clang loop directives also emit
such metadata.
The currently available passes (Clang/LLVM 7.0) are: LoopUnswitch,
LoopIdiom, LoopDeletion, LoopInterchange, SimpleLoopUnroll,
VersioningLICM, LoopDistribute, LoopVectorize, LoopUnrollAndJam and
LoopUnroll. The LoopVectorize pass looks for the llvm.loop.vectorize.enable
metadata which overrides its cost model heuristic. Polly [1] is a polyhedral loop
optimizer capable of applying a plethora of loop transformations including
most of those implemented by the dedicated passes but is not in the default
pass pipeline and currently cannot be directed using pragmas.
Compiler writers like the concept of mostly independent optimization passes
that can be arranged depending on the optimization level, but in case of loop
transformations, this comes with several drawbacks.
No optimization of OpenMP-parallel codes. Clang’s IR generation of
OpenMP emits function calls to runtime libraries. This is because there is no
ar
X
iv
:1
81
1.
00
63
2v
1 
 [c
s.P
L]
  1
 N
ov
 20
18
2 Michael Kruse, Hal Finkel
Open
M
P
ru
nt
im
e
ca
ll
s
#pragma tranform
for (int i=...)
…
source.c IR
Assembly
Canonicalization passes
Loop optimization passes
Polly
LoopVectorize
Late Mid-End passes
Target Backend
LLVM
Lexer
Parser
Preprocessor
Semantic Analyzer
IR Generation
Clang
#pragma
#pragma
Lo
op
m
et
ad
at
a
Fig. 1: Clang/LLVM compiler pipeline
construct in LLVM-IR to express thread-parallel execution. The mid-end only
sees that some function with opaque implementation is called, hence cannot
change it.
Predefined transformation order. Transformations can only be applied in
the order they appear in the pass pipeline, including the thread-parallelization
via OpenMP as the first step in the front-end. For instance, LoopDistribute
might separate a parallel loop from a sequential computation. It is not possible to
parallelize this loop since it must have had happened in the front-end. It can still
be vectorized because the LoopVectorize pass is executed after LoopDistribute.
Order is implementation-defined. The pass order may depend on the opti-
mization setting, but also change between versions of the compiler. Generally,
user source code should not depend on implementation-details such as the pass
pipeline order. One can only reliably apply a single transformation per loop.
Separate infrastructure. The independence of the passes also has the disad-
vantage that passes do not reuse already obtained loop analysis results. LLVM
has a concept of analysis passes and analysis preservation, but it is not ex-
ploited, such that e.g. dependence analysis has to be recomputed for every loop
pass. LLVM currently has three different implementations of dependence analy-
sis, each with different APIs.
Code blowup through versioning. Loop passes invoke LoopVersioning them-
selves to get a clone of the instructions and control flow they want to transform.
That is, each loop transformation makes its own copy of the code, with a po-
tential code growth that is exponential in the number of passes if the versioned
fallback code is again optimized by further loop passes. In addition, many ver-
sioning conditions, such as checking for array aliasing, will be similar or equal
for each versioning.
Independent profitability heuristics. Another result of pass independence
is that they only consider the profitability of a transformation ignoring transfor-
mation opportunities. For instance, loop distribution is likely only profitable if
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at least one of the successor loops is parallelizable or at least vectorizable, but
the pass itself does not know whether a loop will be vectorized.
IR normalization. LLVM’s pass pipeline does not distinguish between IR nor-
malization and optimization. Some optimizations such as Loop-Invariant Code
Motion occur before the loop passes which make their work harder, as illustrated
by Listing 1.1.
for (int j=0; j<m; j+=1) {
for (int i=0; i<n; i+=1)
A[i] += i*B[j];
}
LICM
for (int j=0; j<m; j+=1) {
tmp = B[j];
for (int i=0; i<n; i+=1)
A[i] += i*tmp;
}
Loop
Interchange
for (int i=0; i<n; i+=1) {
for (int j=0; j<m; j+=1)
A[i] += i*B[j];
}
Register Promotion
for (int i=0; i<n; i+=1) {
tmp = A[i];
for (int j=0; j<m; j+=1)
tmp += i*B[j];
A[i] = tmp;
}
Listing 1.1: Illustration of scalar passes that bake-in loop structures: The top
codes can be converted to each other using loop interchange, but this is not
directly possible after LICM or register promotion have been applied.
2 Loop Optimization Infrastructure
To avoid the problems mentioned in the previous section, we propose a single
pass dedicated to higher-level optimizations than the normal instruction- and
control-flow based passes. In its center is a new data structure we call Loop
Structure DAG. With it comes support functionality to traverse, analyze and
modify it.
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Function
for (int i=0; i<128; i++)
for (int j=0; j<64; j++) for (int k=0; k<256; k++)
A[i][j] = … B[i][k] = …
j*sin(…) k*cos(…)
2*PI*i/128
Function’
for (int i=0; i<128; i++)
for (int k=256; k>=0; i--)
Fig. 2: A Loop Structure DAG; Control nodes are colored blue, statements in
purple and expressions in yellow. The expression node 2*PI*i/128 is shared by
two statement nodes. This is a form of Common Subexpression Elimination and
IR code generator may try share the instructions for both uses. The modified
Function Function’ reuses some of the nodes of the original Function.
2.1 The Loop Structure DAG
The Loop Structure DAG is based on LLVM’s LoopInfo tree, an analysis for
finding natural loops. Irreducible loops cannot be represented in the LoopInfo
tree, but such loops can be converted to natural loop by copying basic blocks,
similar to what LoopRotation already does. Generally, loops must be assumed to
have an infinite number of iterations, which can be limited by an exit conditions
(i.e. while-loops) and/or a statically determinable number of executions, such as
canonical for-loops.
In addition to loops, the DAG also contains statements and expressions. An
expression is any LLVM instruction that does not have side-effects, such as most
arithmetic operations. Expressions do not have an execution time associated with
it and can be materialized when necessary.
Consequently, instructions with side-effects are represented through state-
ment nodes. Statements and loops can have multiple children which represent
their sequential execution. Figure 2 shown an illustration of the following Loop
Structure DAG.
void Function() {
for (int i = 0; i < 128; i+=1) {
for (int j = 0; j < 64; j+=1) A[i][j] = j*sin(2*PI*i/128);
for (int k = 0; k < 256; k+=1) B[i][j] = j*cos(2*PI*i/128);
}
}
Nodes can be expanded lazily on-demand and are reusable: Copies of the
DAG can be made by referencing the original DAG’s nodes. Using copy-on-write
semantics, changing a node in the DAG does not require copying the entire DAG,
but only nodes on the path to the root. In the example of Fig. 2, the for-loop
over k has reversed which results in a modified DAG Function’.
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Reusable subtrees do not allow nodes to reference their parent nodes which
would make a DAG traversal difficult. Fortunately, the red-green tree idea [3]
solves this issue, in our case a red-green DAG. The green DAG is the tree with
nodes having a list of all their children; that is, the DAG in Fig. 2. The red
DAG is a parallel tree where nodes reference a green node and the red node of
its parent. It serves as a facade of the green DAG with additional parenthood
information.
There are no control structures other than loops. Conditional execution is
mapped to predicates: Every statement is annotated with a predicate that must
evaluate to true or false defining whether the statement is executed. The same
predicates can be reused for multiple statements such that the IR generator can
recover any acyclic control flow. This means that expressions and control flow
within a loop body is closer to a Sea-of-Nodes representation than LLVM IR.
Statement nodes have properties describing their behavior. The idempotent
property describes a statement that can be executed multiple times (with the
same arguments), if known that it is executed at least once. LLVM instructions
can also be speculatable, which in the Loop Structure DAG would be represented
as an expression. An example for an idempotent, but not speculatable statement
is division: If the argument executed at least once, we know that the execution
did not trap, i.e. is non-zero, and hence can be executed again. Another example
are memory loads and stores without dependencies. The property is useful for
materializing the same value for different uses instead of storing the value to
memory, which would create a dependency.
Loops can be marked as being executable in parallel, a quick way to determine
these properties without looking at dependencies. The flag is pre-set if the Loop
Structure DAG is created from am OpenMP-annotated loop.
If a node contains a construct that is hard to transform, it can be marked as
such. For instance, a transformation might not want to handle exceptions and
can skip nodes that are marked as exception-throwing. It is important that the
IR can still be represented as a Loop Structure DAG such that unrelated code
parts can still be transformed.
2.2 Supporting Infrastructure
Part of creation of a Loop Structure Graph is its normalization to a form with
the most freedom for transformations, ideally such that all DAGs for Listing 1.1
are equivalent.
A dependency analysis determines hazards between dependences as accurate
as the optimization level allows – from coarse-grained statement node depen-
dencies to per-instance dependencies by polyhedral analysis [1]. In addition to
memory dependencies, special types of dependencies allow better handling of
common situations. Register dependencies track the data flow over virtual regis-
ters and phi-nodes. If after transformations register lifetimes are overlapping, the
IR generator can expand these to arrays. Control dependencies can be emitted
as either bit flags or branch instructions.
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Thereafter, we collect properties about the loop nest, such as identifying
common idioms like matrix-multiplication. This can trigger well-known opti-
mizations or be replaced by hand-optimized library calls such as gemm.
The infrastructure should make it easy to implement many transformations.
These can either be triggered by source code directives such as suggested in [2],
determined automatically using techniques from the polyhedral model [1], or
selected by a hand-written function that captures the wisdom beneficial loop
transformations. For the latter it is essential that applying a transformation
is safe and simple such that it can be tuned with the compiler’s development
without worrying about miscompilation and complexity.
At the end, the Loop Structure DAG is translated to either LLVM-IR or
VPlan [7] (for vectorization). Multiple versions of the same code can be emitted,
depending on which assumptions were made during analysis or transformation,
and the cost model to select the best out of multiple DAGs.
3 Related Work
The Loop Structure DAG was inspired by other data structures: VPlan [7] is also
designed to allow multiple instances (in this case for different vector widths) and
estimate their profitability. Isl’s schedule trees [6], which are also used by Polly,
features a copy-on-write mechanism, but instead of red nodes, the tree is only
accessibly through tree-iterators. Silicon Graphics’ compiler [5] featured a Loop
Nest optimizer component (LNO) with support for many pragma transforma-
tions. IBM’s xl high-order transformations are performed on a Loop Structure
Graph [4], which follows the same idea as an alternative code representation,
but without predicate-only control flow, red-green nodes or sea-of-nodes.
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