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Resumen
Este trabajo Contiene la solución numérica de la ecuación KdV usando el método de Petrov-Galerkin-Wavelet. Lo
interesante es poder calcular las integrales Wavelets, usando Wavelets Biortogonales, las propiedades de simetría
permiten que los cálculos se reduzcan ostensiblemente. Aquí aplicaremos conceptos del análisis funcional y la
teoría de distribuciones inmersos en el cálculo de la derivada débil o derivada distribucional. Hasta obtener grá-
ficamente la solución numérica y la solución analítica de esta ecuación muy usada en la parte de la tecnología de
ondas y comunicaciones, como también en la reconstrucción de imágenes. Recientemente, los métodos de wavelet
se aplican a la solución numérica de ecuaciones diferenciales parciales, trabajos pioneros en esta dirección son
las de Beylkin, Dahmen, Jaffard y Glowinski, entre otros.
Palabras clave. Ecuación KdV, Método de Petrov-Galerkin, Wavelets Biortogonales, Ecuación diferencial parcial, Inte-
grales Wavelets.
Abstract
This work contains the numerical solution of the KdV equation using the Petrov-Galerkin-Wavelet method. The
interesting thing is to be able to calculate Wavelet integrals, using Biorthogonal Wavelets, the properties of sym-
metry allow the calculations to be significantly reduced. Here we will apply concepts of functional analysis and the
theory of distributions immersed in the calculation of the weak derivative or distributional derivative. To obtain
graphically the numerical solution and the analytical solution of this equation very used in the part of the wave
and communications technology, as well as in the reconstruction of images. Recently, wavelet methods are applied
to the numerical solution of partial differential equations, pioneering works in this direction are those of Beylkin,
Dahmen, Jaffard and Glowinski, among others.
Keywords. KdV Equation, Method Pretov-Galerkin, Wavelets Biorthogonals, Partial Differential Equation, Integrals
Wavelets.
1. Introducción. El objetivo principal de este trabajo es presentar una solución numérica de la ecuación
Kortewegde de Vries (KdV)
(1.1)
∂u
∂t
+ µu
∂u
∂x
+ 
∂3u
∂x3
= 0.
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con la condición inicial u(x, 0) = u0(x), donde µ y  son constantes positivas, el cual usamos el método de
Petrov-Galerkin-Wavelet. Esta ecuación aparece en el estudio de ondas en aguas poco profundas en la dinámica
de fluidos [9, 10, 15]. La ecuación KdV satisface la propiedad que el término no lineal uux y la dispersión uxxx
se balancean generando equilibrio entre sí generando soluciones de onda que se propagan manteniendo la misma
forma. El término Solitón fue acuñado por Zabusky y Kruskal para describir esta onda solitaria, solución de la
ecuación KdV [2, 9, 11].
Daubechies presenta un método para construir wavelets con soporte compacto y funciones de escala con
regularidad arbitraria y momento cero [8]. Sin embargo, el precio de estas buenas propiedades es la ausencia de
simetría y suporte amplio. Esta desventaja desaparece en el contexto de las ondas biortogonales, un concepto
introducido por Cohen, Daubechies y Feauveau en [6]. En este contexto, dos funciones base no ortogonales ψj,k y
ψ∗j,k también llamado Wavelets, son construidas con base en funciones escalas trasladadas ψ y ψ
∗.
A diferencia del método de Galerkin, donde se utilizan las mismas funciones base como prueba y admisible, en
el método de Petrov-Galerkin, las funciones de prueba y admisibles son diferentes. En la aproximación de Petrov-
Galerkin usando wavelets biortogonales, la idea es tener una de las familias de funciones base como admisibles y
su dual como funciones de prueba. La ventaja de este método es el preacondicionamiento y discretización de las
wavelets para algoritmos adaptativos [5, 17, 20]. Por lo tanto la técnica wavelets proporcionan métodos numéricos
eficientes, como alternativa a los métodos clásicos [1, 7, 12, 13, 17].
El objetivo de este trabajo es estudiar la precisión del método de Petrov-Galerkin mediante el uso de wavelets
biortogonales, en la solución de la ecuación KdV ut+µuux+ uxxx = 0 con la condición inicial u(x, 0) = u0(x),.
En lugar de Bases wavelet multinivel, ampliamos las soluciones aproximadas en términos de funciones de escala
φm,k(x) de un solo nivel como base para funciones admisibles, mientras que el dual φ∗m,k(x) son las funciones de
prueba.
El artículo esta organizado de la siguiente manera: después de algunos comentarios preliminares en la sección
1, en la Sección 2, damos y discutimos algunos hechos que muestran las ideas fundamentales del método. En
la sección 3 discutimos los algoritmos para calcular las integrales wavelets como a(k), b(l, k) y c(k), también
publicamos los resultados numéricos y los errores.
2. Método de Petrov-Galerkin para la ecuación KdV. El método de Petrov-Galerkin es un caso particular
de un método más general, conocido como Método de residuos ponderados [10,15]. Consideremos la formulación
débil de la ecuación KdV. Sea 0 ≤ α ≤ 3 y β = 3− α, para toda función de prueba v, β−regular, se tiene
∫
R
v
∂u
∂t
dx+ µ
∫
R
vu
∂u
∂x
dx+ 
∫
R
v
∂3u
∂x3
dx = 0,
Luego la formulación débil se puede expresar como
(2.1)
(∂u
∂t
, v
)
+ µ
(
u
∂u
∂x
, v
)
+ (−1)β
(∂αu
∂xα
,
dβv
dxβ
)
= 0,
donde (·, ·) es el producto interno en L2(R). Recordemos que una función g es r−regular, si xng(s)(x) ∈
L2(R) para todo s tal que 0 ≤ s ≤ r y para todo n ∈ N. O también, si existe una constante Ms,n > 0 tal que∣∣g(s)(x)∣∣ ≤Ms,n(1 + |x|)−n, para cada x ∈ R, para todo índice s tal que 0 ≤ s ≤ r y para todo n ∈ N (16).
Aplicando el método de Petrov-Galerkin, tomando como funciones admisibles φh,k(x) = h−1/2φ(h−1x −
k), k ∈ Z, donde φ es una función de valor real, r−regular, r ≥ 1, y h > 0 es el paso de discretización. Los
espacios de aproximación Vh ⊂ L2(R) son generados por {φh,k(x), k ∈ Z}, y la solución exacta de la ecuación
KdV (1.1), se aproxima por la expresión uh(x, t) =
∑
k Uk(t)φh,k(x). Similarmente, las funciones de prueba se
toman de la forma φ∗h,k(x), definidas en términos de una función r
∗−regular dual φ∗, con r + r∗ ≥ 3.
En la formulación débil (2.1) escogemos α ≤ r tal que β ≤ r∗. Si reemplazamos u por la solución uh(x, t) y
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v por cada función de prueba φ∗h,l(x), entonces(
∂u
∂t
, v
)
+ µ
(
u
∂u
∂x
, v
)
+ (−1)β
(
∂αu
∂xα
,
dβv
dxβ
)
=∫
R
∂
∂t
(∑
k
φh,k(x)Uk(t)
)
φ∗h,l(x)dx+
+ µ
∫
R
(∑
s
Us(t)φhs(x)
)(
∂
∂x
∑
k
Uk(t)φhk(x)
)
(φ∗h,l(x))dx+
+ (−1)β
∫
R
(
∂α
∂xα
∑
k
Uk(t)φhk(x)
)(
dβ
dxβ
φ∗h,l(x)
)
dx
= h−1
∑
k
∫
R
φ(h−1x− k)φ∗(h−1x− l)dUk(t)
dt
dx+
+ µh−3/2
∑
s
∑
k
∫
R
φ(h−1x− s)φ∗(h−1x− l) d
dx
φ(h−1x− k)Us(t)Uk(t)dx+
+ h−1(−1)β
∑
k
∫
R
dα
dxα
φ(h−1x− k) d
β
dxβ
φ∗(h−1x− l)Uk(t)dx = 0.
Si ponemos Uk(t) = Uk y hacemos el cambio de variable y = h−1x − k, la expresión anterior la podemos
escribir como
∑
k
a(k)
dUk
dt
+ µh−3/2
∑
s
∑
k
b(l, k)UsUk + h
−3
∑
k
c(k)Uk = 0,
donde
a(k) =
∫
R
φ(y)φ∗(y − k)dy
b(l, k) =
∫
R
dφ(y)
dy
φ(y − l)φ∗(y − k)dy
c(k) = (−1)β
∫
R
dαφ(y)
dyα
dβφ∗(y − k)
dyβ
dy.
Los coeficientes Uk se determinan del siguiente sistema de ecuaciones diferenciales ordinarias
(2.2)
∑
k
a(l − k) d
dt
Uk + µh
−3/2∑
s
∑
k
b(s− k, l − k)UsUk + h−3
∑
k
c(l − k)Uk = 0.
La forma matricial de esta última ecuación es
(2.3)
d
dt
LU + µUTMU + NU = 0
donde U =
(
Uk
)
, L(l, k) = a(l − k), M(l, k, s) = h−3/2b(l − k, l − s) N(l, k) = h−3c(l − k). Las
condiciones iniciales Uk(0), k ∈ Z, son los coeficientes de uh(x, 0) = Rhu0 ∈ Vh, donde Rh es algún esquema
de aproximación inicial que se precisará más adelante.
Con un paso de tiempo ∆t = tn+1 − tn y aplicando la regla del trapezoidal se tiene dUdt = U
n+1−Un
∆t , donde
Un = U(n∆t) para n ≥ 0, luego la ecuación (2.3) queda
L
[
Un+1 − Un
∆t
]
+ µUTMU + NU = 0.
Haciendo G(U) = µUTMU + NU se tiene
(2.4) L
(
Un+1 − Un)+ G(Un+1) +G(Un)
2
∆t = 0,
esta ecuación se resuelve por el método de iteración de Newton.
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3. Algoritmos para calcular a(k), b(l, k) y c(k). Para calcular los coeficientes a(k), b(l, k) y c(k) recu-
rriremos a resolver (parcialmente) el problema de valor de frontera periódico para la ecuación diferencial con
coeficientes constantes
d∑
s=0
asD
su ≡ Pu = g
u y g 1− periódicas en el espacio
dondeD = ddx . El método de Galerkin descrito en esta sección se basa en el marco biortogonal {Vj , V ∗j }, asociado
a las funciones de escala spline biortogonal φ = φN y φ∗ = φN,N∗ , con el correspondiente par conjugado {φ˜, φ˜∗},
donde
φ˜(x) =
{
φN−1(x) si N es impar,
φN−1(x+ 1) si N es par.
y
φ˜∗(x) =
{
φN−1,N∗+1(x) si N es impar,
φN−1,N∗+1(x+ 1) si N es par.
Una de las familias de funciones base se utilizará como funciones de ensayo o admisibles, digamos φj,k(x), y su
familia dual φ∗j,k(x) como funciones de prueba. Esto significa que la solución aproximada para el problema de
valor de frontera dado es
uj(x) =
∑
k∈Z
Uj(k)φj,k(x),
donde Uj(k) = Uj(k+2j) son los coeficientes periódicos que se deben determinar a través de la siguiente relación
(3.1)
∫
R
(Puj − g)φ∗j,l(y)dy = 0 para cada l ∈ Z.
Siempre que las funciones base tengan la suficiente regularidad para que esta integral tenga sentido. La ecuación
(3.1) se puede expresar como un sistema de ecuaciones diferenciales ordinarias
(3.2)
∑
k∈Z
d∑
s=0
2sjΓ(k − l)Uj(k) = Gj(l) para cada l ∈ Z,
donde Gj(k) = 〈g, ψ∗j,k〉 y
(3.3) Γs(m) = Γs,N,N∗(m) = (−1)p
∫
R
Ds−pφ(y)Dpφ∗(y +m)dy,
los indices 0 ≤ p ≤ s se introducen aquí con el fin de controlar la posible falta de regularidad de las funciones
base [13]. Para ilustrar el cálculo de los coeficientes utilizando la fórmula (3.3), lo haremos para la función hat,
con 0 ≤ s ≤ 3,
φ(x) = φ2(x) =
 1 + x si −1 ≤ x < 01− x si 0 ≤ x ≤ 1
0 en otro caso
y sus duales φ∗ = φ2,N∗ con N∗ ≥ 4, que tienen soporte sobre los intervalos
[−N∗, N∗].
4. Simulación Matemática. De la relación de biortogonalidad se tiene
Γ0(m) = a(k) =
∫
R
φ(y)φ∗(y)dy = δk,0.
Si derivamos la función hat obtenemos
dφ2(x)
dx
=

1 −1 < x < 0,
−1 0 < x < 1
0 en otro caso
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entonces
d(−m) = Γ1(m) =
∫
R
dφ(y)
dy
φ∗(y +m)dy =
∫ 0
−1
φ∗(y +m)dy −
∫ 1
0
φ∗(y +m)dy
para s = 1, p = 0 y N = 2
φ˜∗(x) = φ˜2,N∗(x) = φ1,N∗+1(x+ 1) =
∫ x+1
x
φ2,N∗(y)dy
aplicando estos cálculos obtenemos
Γ1(m) =
∫ 0
−1
φ2,N∗(y +m)dy −
∫ 1
0
φ2,N∗(y +m)dy
=
∫ m
−1+m
φ2,N∗(z)dz −
∫ 1+m
m
φ2,N∗(z)dz
= φ1,N∗+1(m)− φ1,N∗+1(m+ 1).
La segunda derivada de la función hat en el sentido de las distribuciones es
〈φ′′2 (x), ϕ〉 = (−1)2〈φ2(x), ϕ
′′
(x)〉 =
∫ ∞
−∞
φ2(x)ϕ
′′
(x)dx
= (x+ 1)ϕ
′
(x)|0−1 + (1− x)ϕ
′
(x)|10
= ϕ
′
(0)− ϕ(x)|0−1 − ϕ
′
(0) + ϕ(x)|10
= −ϕ(0) + ϕ(−1) + ϕ(1)− ϕ(0)
= δ(x+ 1)− 2δ(x) + δ(x− 1)
con s = 2 y p = 1 tenemos
Γ2 = (−1)
∫
R
φ
′
(y)φ∗
′
(y +m)dy = −
∫ 0
−1
φ∗
′
(y +m)dy +
∫ 1
0
φ∗
′
(y +m)dy
= −φ∗(m) + φ∗(−1 +m) + φ∗(1 +m)− φ∗(m)
= φ2,N∗(m− 1)− 2φ2,N∗(m) + φ2,N∗(1 +m)
Nótese que φ2,N∗(x) =
∫ x+1
x
φ3,N∗−1(y)dy, y con N = 3
φ˜∗(x) = φ2,N∗+1(x) =
∫ x+1
x
φ∗(y)dy =
∫ x+1
x
φ3,N∗(y)dy.
Para el cálculo de la integral c(k) tomamos los valores s = 3 y p = 1, también es válido para valores de α = 2 y
β = 1
Γ3(m) = (−1)
∫
R
φ
′′
(y)φ∗
′
(y +m)dy
= −
∫
R
[δ(y + 1)− 2δ(y) + δ(y − 1)][φ∗′(y +m)]dy
=
∫
R
[δ(y + 1)− 2δ(y) + δ(y − 1)][φ3,N∗−1(y +m+ 1)− φ3,N∗−1(y +m)]dy
= −
∫
R
[δ(y + 1)φ3,N∗−1(y +m+ 1)− 2δ(y)φ3,N∗−1(y +m+ 1)+
+ δ(y − 1)φ3,N∗−1(y + k + 1)− δ(y + 1)φ3,N∗−1(y + k)+
+ 2δ(y)φ3,N∗−1(y +m)− δ(y − 1)φ3,N∗−1(y +m)]dy
= −[φ3,N∗−1(m)− 2φ3,N∗−1(m+ 1) + φ3,N∗−1(m+ 2)− φ3,N∗−1(m− 1)+
+ 2φ3,N∗−1(m)− φ3,N∗−1(m+ 1)]
= φ3,N∗−1(m− 1) + 3φ3,N∗−1(m+ 1)− 3φ3,N∗−1(m)− φ3,N∗−1(m+ 2)
luego
c(k) = Γ3(k) = φ3,N∗−1(k − 1) + 3φ3,N∗−1(k + 1)− 3φ3,N∗−1(k)− φ3,N∗−1(k + 2).
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Si bien, para el cálculo de la integral b(l, k) no seguimos el mismo procedimiento, si utilizamos algunos resultados
obtenidos anteriormente
b(l, k) =
∫ +∞
−∞
dφ2(x)
dx
φ2(x− l)φ∗(x− k)dx
=
∫ 0
−1
φ2(x− l)φ2,N∗(x− k)dx−
∫ 1
0
φ2(x− l)φ2,N∗(x− k)dx
=
∫ −k
−1−k
φ2(y + k − l)φ2,N∗(y)dy −
∫ 1−k
−k
φ2(y + k − l)φ2,N∗(y)dy
=
∫ l−k
l−1−k
(1 + y + k − l)φ2,N∗(y)dy −
∫ 1+l−k
l−k
(1− y − k + l)φ2,N∗(y)dy
= (1 + k − l)
∫ −k+l
−1−k+l
φ2,N∗(y)dy +
∫ −k+l
−1−k+l
yφ2,N∗(y)dy+
+
∫ −1−k+l
−k+l
yφ2,N∗(y)dy − (1− k + l)
∫ −1−k+l
−k+l
φ2,N∗(y)dy
por lo tanto,
b(l, k) = I(−1− k + l) + I(−k + l) + (1 + k − l)φ1,N∗+1(l − k)− (1− k + l)φ1,N∗+1(1− k + l),
donde
I(k) =
∫ k+1
k
yφ2,N∗(y)dy.
Para l = 0;
b(0, k) = I(−1− k) + I(−k) + (1 + k)φ1,N∗+1(−k)− (1− k)φ1,N∗+1(1− k).
Para l = −1
b(−1, k) = I(−2− k) + I(−1− k) + (2 + k)φ1,N∗+1(−1− k) + kφ1,N∗+1(−k).
Para l = 1,
b(1, k) = I(−k) + I(1− k) + kφ1,N∗+1(1− k)− (2− k)φ1,N∗+1(2− k).
Nótese que I(1− k) + (k − 2)φ1,N∗+1(2− k) = 0. Luego
b(1, k) = I(−k) + kφ1,N∗+1(1− k).
De igual forma se tiene para l = −1 que
b(−1, k) = I(−1− k) + kφ1,N∗+1(−k).
Por simetría de φ2,N∗(y) alrededor de x = 0 se tiene
I(k) =
∫ k+1
k
φ2,N∗(y)dy = −
∫ k
k+1
yφ2,N∗(y)dy = −
∫ −k
−k−1
yφ2,N∗(y)dy
= −I(−k − 1)
y la simetría de φ1,N∗−1(x) alrededor de x = 12 , implica
b(−1, k) = −b(1,−k) y b(0, k) = −b(0,−k).
De la condición de biortogonalidad aplicada a φ = φ2 y φ∗ = φ2,N∗ se obtiene la siguiente relación∫ +∞
−∞
φ(y)φ∗(y − k)dy = δk,0
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de esta manera se obtiene∫ +∞
−∞
φ2(y)φ2,N∗(y − k)dy =
∫ −k
−1−k
(1 + z + k)φ2,N∗(z)dz+
+
∫ 1−k
−k
(1− z − k)φ2,N∗(z)dz
=
∫ −k
−1−k
zφ2,N∗(z)dz −
∫ 1−k
−k
zφ2,N∗(z)dz+
+ (1 + k)
∫ −k
−1−k
φ2,N∗(z)dz+
+ (1− k)
∫ 1−k
−k
φ2,N∗(z)dz = δk,0.
Luego
I(−1− k)− I(−k) + (k + 1)φ1,N∗+1(−k) + (1− k)φ1,N∗+1(1− k) = δk,0
esta fórmula se puede usar para simplificar la expresión b(0, k) dando
b(0, k) = δ0,k + 2I(−k)− 2(1− k)φ1,N∗+1(k).
El algoritmo para el cálculo de I(k) es el siguiente:
• I(0) = φ1,N∗+1(0)− 12• Para k = 1, 2, . . . , N∗ − 1
– I(−k) = −I(k − 1)
– I(k) = −I(−k) + (k + 1)φ1,N∗+1(−k) + (1− k)φ1,N∗+1(k)
• I(−N∗) = −I(N∗ − 1).
Para llevar a cabo los cálculos es necesario tener en cuenta los valores de φ1,N∗+1 y φ3,N∗+1 en los enteros.
En general, el orden para calcular los valores de la función escala de soporte compacto en los enteros, puede usarse
el algoritmo de cascada, que empieza con la ecuación de dilatación y soluciona el problema de valores propios
para la matriz cuyas entradas son h(2l − k).
Tiempo Error
0 2,53*e-18
0,1 0,04114137
0,2 0,04298284
0,3 0,05190608
0,4 0,06032352
0,5 0,07034124
0,6 0,08141202
0,7 0,09275702
0,8 0,10438704
0,9 0,11619728
CUADRO 4.1
Error del método con h = 2−5
5. Conclusions.
1. Las propiedades de las Wavelets Biortogonales hacen que los cálculos computacionales se reduzcan sus-
tancialmente y las aproximaciones sean muy buenas.
2. El Método de Petrov-Galerkin-Wavelets con el transcurrir del tiempo se adapta muy bien, manteniendo
la forma de onda y manteniendo una muy buena convergencia de la solución analítica con la solución
numérica, aunque al transcurrir el tiempo, el error aumenta muy poco.
3. Este método transforma una ecuación diferencial parcial en un sistema de ecuaciones lineales, los elemen-
tos de la matriz del sistema son integrales Wavelets Biortogonales y se hizo un estudio detallado donde se
muestra propiedades de simetría y otra clase de cálculos que hace que el sistema sea fácil de resolver, así
muestra que tanto a(k), como b(l, k) son fáciles de calcular y c(k) es un poco más complejo.
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FIGURA 4.1. Comparación entre el método y la solución exacta
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