INTRODUCTION
Blind separation of sources have received much interest recently because of its many applications in signal processing. We consider here the simplest case in which linear instantaneous mixtures of independent sources are recorded and the goal is to recover the sources without relying on any specific assumption other than their mutual independence. In many earlier papers (see [3] for a review), only the marginal instantaneous distributions of the observations enter consideration and it is then well known that the use of second order statistics is insufficient. However, Pham and Garat [9] have considered the case of colored sources and derived a separation procedure based only on second order lagged moments. The use of such moments has also been exploited by Tong et al. [10] and Belouchrani et al. [1] . In this paper we propose a novel procedure derived from the Gaussian mutual information criterion which also relies on second order statistics only. It has some similarities to the SOBI method of [1] in that it consists essentially of diagonalizing jointly approximately a set of matrices. However it uses a different measure of deviation from diagonality, not requiring the constraint of orthogonality, as in the SOBI method. This is important since such constraint implies a pre-whitening step, which can have adverse effect on the overall performance of the method [2] . Further, our criterion results from the well understood concepts of mutual information and entropy and the matrices to be diagonalized arise naturally while in the SOBI method they are chosen in an ad hoc manner. It is then not surprising that our method can nearly achieve the Cramér-Rao (CR) bound, as seen in the simulations.
GAUSSIAN MUTUAL INFORMATION AND SOURCE SEPARATION
The concept of mutual information is well known and have been proposed as a criterion for of sources separation ( [4] , [6] ), but it is normally defined for a set of random variables.
To exploit the time dependence structure of the signal, Pham [7] has extended it to stationary random processes. It is known that the mutual information between 7 random vectors 8 9 , . . . ,
is the (Shannon) entropy of , and
is the (joint) entropy of
, that is the entropy of the vector obtained by stacking the components of 8 9 , . . . , The property that the mutual information between random variables is non negative and can be zero only if they are independent (see for ex. [3] , [6] ) clearly extends to the case of random processes. However, the use of mutual information in this case leads to costly numerical procedures and also complex analysis. Therefore we introduce the concept of Gaussian entropy and Gaussian mutual information, denoted by E f and f , defined in the same way but with the random vectors or processes involved being replaced by the Gaussian vectors or processes having the same covariance structure. It is known that for a is its spectral density matrix [7] . Thus letting 8 9 , . . . , 8 @ be the components of
where diag
. T 1 denotes the diagonal matrix with the same diagonal as that of the indicated matrix.
As the Gaussian mutual information involves only the covariance structure, it measures in fact only the correlation (and not dependence) between the source processes. But it is still enough for source separation because it also includes lagged correlation and the mixture model is linear instantaneous. Specifically 
are as above and assumed to be not identically zero, is minimized if and only if
{ is a product of a permutation and a diagonal matrix.
THE SEPARATION METHOD
As the spectral density G t in (1) will have to be estimated by a local average, we begin by replacing it by a smoothed version 
which can be shown to retain the contrast property. 
Proposition 2 Assume that

Joint approximate diagonalization algorithm
The criterion (4) can be viewed as a measure of global deviation from diagonality of the matrices This operation is applied to all pairs of rows (which constitutes a sweep, then repeated again until convergence. have been obtained (on-line), their joint approximate diagonalization can be done by applying only one sweep of the above algorithm, starting with the most recent diagonalizing matrix, because this matrix should be already close to the solution.
On-line processing Often
ASYMPTOTIC PROPERTIES OF THE ESTIMA-TOR
We provide here some results on the asymptotic behavior of the estimator obtained from the minimization of (4), as the sample size Moreover, the right hand side of (7) can be rewritten as otherwise, in the case of formula (6) .
The vector with components the right hand side of (8) can be shown to be asymptotically normal with mean zero and covariance matrix block diagonal with diagonal blocks 
SOME SIMULATION EXAMPLES
We present some simulations to assess the performance of our methods. We consider the case of two sources obeying an autoregressive (AR) model of order 2 with AR polynomials having complex roots and coefficients given below.
Exp. source 1 source 2 AR poles AR coeff. AR poles AR coeff. 1 Experiment 1 corresponds to the easy case where spectral peaks of the sources are well separate while experiment 2 corresponds to the difficult case where they are closer and also more pronounced. To see the effect of for resolving the spectral peaks, we have plotted on the same figures 1 and 2 the true spectra These figures show that our spectral estimators have a quite large bias. However, as will be seen below, our separation method still performs reasonably well. and also list the corresponding theoretical asymptotic covariance matrix (computed with two choices of ) and the CR bounds. The average (across the trials) of the number of needed iterations is also reported.
It can be seen that the asymptotic covariance matrix is very close to the CR bound, especially for the higher value of ) it is still not very far from the CR bound, although the spectral bias is quite large, as seen in figure 2 . Also, the use of a large value of (= , only w matrices needed to be diagonalized, by symmetry. Turning to the empirical covariance matrices of the estimators, one can see that they are somewhat higher than the theoretical asymptotic values. This may be attributed to the finite sampling effect, since the CR bound, in nonlinear estimation problems, is a strict bound and can be attained only asymptotically. Still the performance of our estimator relative to the CR bound is quite respectable (at sample size 256). Finally, one can see that our joint diagonalization algorithm converges quite fast.
