Abstract
Introduction
Three-dimensional object recognition is one of the main research areas in computer vision. Surveys of current approaches for solving the three dimensional object recognition problem may be found in Besl and Jain [BJ8G] and Dyer and Chin [CD86] . One of the approaches that have been suggested is to compute afinite set of two dimensional views of the object from different viewpoints and match the image against this set.
Koenderink and van Doorn [I<vD79] introduced the idea of using the aspect graph of topologically distinct views of an object to represent its shape. Informally, at each vertes of the aspect graph there is a view-an aspect-that is representative of the projections of the object from a connected set of viewpoints from which the object appears qualitatively similar. Two aspects are adjacent in the graph if the corresponding sets of viewpoints are adjacent. A visual event is said to occur when the view changes as the observer moves between adjacent sets.
For smooth objects the relation between the geometry of the object and the location of the viewpoints where the visual events occur is well understood. Some of the visual events and the location of the corresponding viewpoints were first described by Koenderink and van Doorn [I<vD76] . A complete catalog of the visual events and the location of the corresponding viewpoints is provided in related papers [Arn79, Arn83, Ker81] . Callahan and Weiss [CW85] suggested an object representation that is based on the aspect graph approach, and used this catalog to give examples of the representation of a few simple smooth objects. Plantinga and Dyer [PD86] presented an algorithm for computing the aspect graph of polyhedral objects, where an aspect is defined by the visible faces of the object. Because, under this definition, line drawings that are topologically different may correspond to viewpoints that share a common aspect, this definition of the aspect is not appropriate for object recognition in line drawings, although it may be appropriate for when range images are used. For example, the two line drawings in Figure 1 In this paper we present an algorithm for constructing the aspect graph for polyhedral objects under orthographic projection where an aspect is defined by the qualitative structure of the line drawing. In the course of presenting the algorithm we provide a full catalog of the visual events that occur for polyhedral objects.
The Labelled Image Structure Graph
We describe how to generate aspect graphs for polyhedral objects under orthographic projection. Objects can either be opaque or transparent; in the latter case, the objects are assumed to be made of tinted air-they do not refract light passing through them. We assume that lines in the line drawing of an object correspond only to depth and surface normal discontinuities.
In the projection of a polyhedral object, every line in the image is the projection of an edge of the object. Every edge is classified as convex or concave according to the dihedral angle, inside the object, between the faces meeting at the edge. In addition, a convex edge may be classified as an occluding edge: from the given viewpoint, both faces that meet along the edge are on the same side of the edge.
A labelled line drawing is a line drawing where each line has been labelled according to the classification of the corresponding edge. In the figures that follow, we use "$" and "-" to label convex and concave edges, respectively. An occluding edge is labelled by "+"; when one moves in the direction of the arrow, both faces meeting at the edge are on the right side. Figure 2 is an example of a labelled line drawing. In the line drawing of an object, we refer to every point where the projections of edges meet or intersect as a junction. The junctions are either the projection of vertices of the object-vertezjunctions, or points where the projections of non-adjacent edges meet. For opaque objects, the latter junctions are classified as Tjunctions. They are the points where the projection of a partially occluded edge meets the projection of the occluding edge.
From a labelled line drawing we construct the labelled image node in the graph, and for each line segment in the image there is an arc between the nodes corresponding to its endpoints. The arcs and the nodes are labelled by the labels of the corresponding line segments and junctions in the line drawing.
Definition. The extended LISG is an LISG that includes explicit visible surface information by having each arc point to the faces of the ohject whose projections are adjacent to the corresponding line segment in the image.
Definition. A viewpoint is general if there exists an open neigh-
borhood of the viewpoint such that the LISGs that correspond to the line drawings of the scene, as viewed from points in this neighborhood, arc all isomorphic to each other. Intuitively, this means tliat from all points in the neighborhood of a general viewpoint the scene looks very similar; the lengths of lines and the angles between them may change but the basic interaction between features in the scene remains the same.
Definition. A viewpoint that is not general is acczdental.

The Viewing Data of An Object
The viewing space of the orthographic projection is the space of viewing directions, and it can be represented by the gaussian sphere-a unit sphere where a point p on the surface of the sphere corresponds to the direction vector with the same coordinates.
We refer to this sphere as the viewing sphere. Assume that an infinitely small, scaled down. version of the object is placed at the origin of the gaussian sphere. Then the orthographic projection with viewing direction p corresponds to viewing the object from point p on the sphere. It is in this sense that we refer to a viewpoint of an orthographic projection.
The viewing sphere is partitioned into connected sets of points such that all the points in a set have isomorphic LISGs, but the LISGs for points in adjacent sets are not isomorphic. We use the term view to refer to the representative LISG for a given set. Under this partition, the general viewpoints are grouped into open regions bounded by curves of accidental viewpoints. All accidental viewpoints on a curve segment l)et\vvcen adjacent regions have the same view. Where several regions share a boundary point, two or more curves meet resulting in a vertes. The view at the vertex is different from that of any of the viewpoints in its neighborhood. In other words, this partition has the structure of a planar graph embedded on the sphere, where the vertices, arcs and faces of the graph are the vertices, curve segments and rcgions, respectively. As a viewer moves between a region and its boundary, or between a boundary curve a i d one of its endpoint vertices, the view changes-a visual event occurs.
Kote that if we assume that the viewpoint moves from region to region across boundary curves but does not move along the boundary or cross vertices, then the aspect graph is the dual of the graph defined by the partition.
Following Callahan and Weiss [CWSS]
, we define the viewing data of a n object as the partition of the viewing sphere together with the view at each region, curve segment and vertex of the partition. Figure 3 shows the viewing data of an L-shaped object. The viewing data and the aspect graph of an L-shaped object. Only one hemisphere is sliow~, the partition of tlie other hemisphere is similar, In addition to the viewing data, the aspect graph is indicated by the dashed lines.
The Locus of Accidental Viewpoints
In this section we describe how the structure of a polyliedrd object is reflected in the location of the accidental viewpoints.
The accidental vieqoints of an opaque object are a subset of those of the transparent object. Those accidcntal viewpoints that correspond to visual events of hidden parts of the object are not relevant in the opaque case, In this section we describe the accidental viewpoints in the transparent case. In section 7 we describe how to decide which of the accidental viewpoints of the transparent case are relevant to the opaque case.
The changes are either distinct junctions merging to a single junction, or junctions moving onto line segnients. The LISG lias three types of features: (1) vertex junctions. ( 2 ) T-junctions, and ( 3 ) line segments that are the projections of parts of edges. The visual events correspond to interactions between these features, providing the following cases:
In a visual event the structure of the LISG changes.
1.
2.
3.
4.
.
6.
TKO vertices project onto the same point.
A vertex and a T-junction project onto the same point.
A vertex projects onto the projection of a non-adjacent edge.
A T-junction projects onto of another edge. The projections of three edges intersect at a point and therefore this is also the case in which three T-junctions share the same point in the image. (lye assume that the three edges are skew to oiie another; the cases where either two or all three of tlie edges are coplanar reduce to one of the previous cases.) Parts of two line segments overlap. In this case at least one of the endpoints of one segment projects onto the endpoint of the other segment, and therefore this case is subsumed by cases 1 and 3. A combination of the above.
As every vertex has at least two non-collinear edges adjacent to it, cases 1 and 2 can be considered as limiting cases of cases 3 and 4, respectively. Case G is the intersection of the loci of viewpoints that corresponds to the other cases. Therefore, we need only study the locus of viewpoints where a given vertex projects onto the projection of a given edge, and the locus of viewpoints where the projection of three given edges intersect at a point. arcs that correspond to all edges and vertices of the same face spans the whole circle. Therefore, for each face induces a complete great circle-a boundary czrcle. Given two edges, ( a l , bl), ( a * , bz), the viewpoints from which the projections of these edges intersect are in two antipodal convex quadrilaterals whose boundaries are the arcs of accidental viewpoints where a vertex of one of the edges projects onto the projection of the other edge. This is illustrated in Figure 5 . 
The Interaction of a Vertex and an Edge
4.2
A T-junction is the location where the projections of two nonadjacent edges intersect. Therefore, the case where a T-junction
The Interaction of a T-junction and an Edge
projects onto an edge is actually the case where the projection of three non-adjacent edges intersect at a point. Assume, for a moment, that we are using perspective projection. Under this assumption, the projections of three edges intersect at a point when a line of sight goes through all three edges. The set of all such lines defines a ruled surface that is either a quadric or a plane [Hil52] . When the lines are skew to each other, the surface is either a hyperboloid of one sheet or, in the case when the lines are all parallel to one plane, the surface is a hyperbolic paraboloid.
When two of the lines are coplanar, the surface degenerates into a plane. As the edges are of finite extent, only the parts of this surface actually contain viewpoints that are accidental with respect to these three edges.
In orthographic projection, the accidental viewpoints lie on a curve that is defined by the direction vectors of the family of lines that pass through the three given edges. This curve can be computed analytically given the endpoints of the three edges; in this paper, we omit the actual calculations for lack of space. Each pair of edges defines two quadrilaterals of viewpoints from which the projections of these edges intersect. Therefore, the regions where the projections of all three edges intersect are the intersection of three quadrilaterals corresponding to the three pairs of edges. Similar to the case of perspective projection, only the points that lie on the part of the curve that is contained in these regions are accidental points with respect to these three edges.
The line of sight that intersects all three edges defines a depth ordering of the edges with respect to the accidental viewpoint. In each of the quadrilaterals where the projections of a pair of edges intersect, the depth ordering of that pair with respect to the viewpoint along the line of sight through both edges is fixed. Therefore, in each region where the projections of all three edges intersect, the depth ordering of the edges at the accidental viewpoints is fixed.
In the rest of the paper the term front/back EV-boundary to refer to the locus of viewpoints from which a vertex projects on top of an edge, and the term EEE-boundary to refer to the locus of viewpoints from which the projections of three edges intersect at a point. Boundary segment is a general term that refers to a boundary between adjacent regions of general viewpoints-a boundary segment is any part of the boundary connecting two vertices of the partition.
Overview of the Algorithm
In the discussion that follows we assume that along each boundary segment only a single visual event occurs. This restriction does not apply in general and it is made only to simplify the presentation of the algorithm. At the end of this section we describe how to change the algorithm to remove this restriction.
For each boundary segment of the partition for the transparent object (henceforth T-partition) there is a corresponding edge and a vertex (for an EV-boundary) or three corresponding edges (for an EEE-boundary) that participate in the event occurring at the boundary. A boundary segment of the T-partition is part of the partition for the same opaque object (henceforth 0-partition), if and only if the object features that participate in the event corresponding to that boundary are visible from one of the regions adjacent to this boundary. Suppose that we are given a boundary segment of the T-partition and the extended view of an opaque object on one side of this segment. We can use the visible surface information provided by the extended LISG, together with knowledge of the event that should occur at the segment. to decide whether this segment is part of the 0-partition. If the segment is found to be part of the 0-partition, we can compute the extended view in the adjacent region by updating the LISG according to the visual event that occurs along the boundary segment. These observations lead to the following algorithm for computing the viewing data of an opaque object:
1. Compute the T-partition.
2. Pick an arbitrary region of the partition and compute the extended view of the opaque object, as seen from viewpoints within this region. For this step we can use any suitable hidden line removal algorithm.
3.
Traverse the partition in order of adjacent regions. At each boundary segment, use the extended view in the current region to test whether the boundary is part of the 0-partition. If the answer is positive, update the extended view according to the visual event that occurs at the boundary, otherwise remove the boundary and merge the two regions. Upon moving to the new region store the view that corresponds to that region. Continue this process until all regions are visited. So far, we have assumed that each boundary segment corresponds to a single event. To account for multiple events, each boundary segment points to a list of events associated with that boundary. We consider each event in the list separately, and remove events that are found to be invisible. When the list becomes empty the segment is removed, otherwise we update the extended view according to the events that are left in the list. We can examine each event at a boundary segment independently, because accidental viewpoints where more than two features of the LISG interact simultaneously-several visual events combine into a single event-are confined to isolated viewing direction (e.g. the direction from which two or more vertices project onto single point), that is, these points are vertices in the partition.
In the next two sections we provide a more detailed description of the first and last steps of the algorithm.
Computing the T-Partition
The T-partition is computed as follows:
1. For each face of the object compute the corresponding boundary circle and make the circle point to the corresponding face.
Compute the EV-boundaries for all edges and vertices that
are not part of the same face. With each EV-boundary store the triplet < e,w,f-or-b >, where e and v are pointers to the corresponding edge and vertex, and f-or-b is a flag that indicates where it is a front or a back EV-boundary. For each triplet of edges (el,ez,e3) that are skew to each other, compute the regions of intersection of the rectangles that correspond to edge pairs, and then compute the curve segments that intersect each of these regions. With each EEE-boundary segment store the triplet < e,,e,,ek > of pointers to the corresponding edges ordered by depth, as seen from viewpoints along the segment.
4.
Compute the intersection of each boundary segment with all other boundary segments and sort these intersections along each boundary, merging intersections that correspond to the same point. As the intersections are computed, construct the graph structure of the T-partition incrementally, and merge boundary segments that coincide.
Compute the EEE boundaries.
The Visual Events of An Opaque Object
This section describes how to decide whether a boundary q y n e n t of the T-partition is part of the 0-partition, given the extended view in the current region and the information about the visual event that is supposed to occur at the segment. We also describe how to update the extended view to reflect the visual evcnt that occurs when we move to the new region.
The following data structures are maintained:
Static information about the object is kept in standard boundary representation data structure in which each face, edge and vertex is represented [Bau72]. Here, each edge is also marked as convex or concave.
In addition to the static information described above, at every step of the traversal process, we maintain current visibility information of each feature of the object (this is in addition to the extended view). Every vertex is marked as visible or invisible. Every edge is marked as visible, partially visible or invisible. An edge that is partially visiblr points to the list of T-junctions on that edge. The order of the list corresponds to the order of the T-junctions along the edge going from one vertex to the other. We also use this list to keep visibility information about the segments of the edge betiveen the T-junctions along the edge. A T-junction in the current extended view points back to its locations in the lists of the two edges whose projections form the T-junction. This information is updated whenever the current view changes.
Visual Events at EV-boundaries
An EV-boundary, which corresponds to a visual event where a vertex v and an edge e interact, is part of a great circle that divides the viewing sphere into two hemispheres. Upon crossing the boundary the viewpoint moves from the current hemisphere to the next hemisphere. We classify the edges that are adjacent to w according to the vector pointing from v to the other vertex of the edge:
C-edges: Edges whose vector is in the current hemisphere.
N-edges: Edges whose vector is in the next hemisphere.
B-edges: Edges whose vector is on the great circle.
Visual E v e n t s at a Front EV-boundary
At a segment of a front EV-boundary, if e is not an occluding edge, v is and remains invisible and this boundary segment is not part of the 0-partition, otherwise an event that changes w's visibility may occur. There are two possible cases:
V becomes invisible. The changes in the visibility of the edges adjacent to II are (see Figure 6a ):
Any visible N-edge becomes invisible.
C-edge segments adjacent to v create T-junctions with e .
B-edges become partially or fully occluded by the visible face adjacent to e. ilie check for changes in the visibihty of all the visible segments of the B-edge, even those that are not adjacent to v in the LISG. Segments whose visibility changes are:
-Segments that become fully invisible. One end of such a segment is a T-junction with an edge that has a Tjunction with e , and the other end is either v (e.g. S I )
or a T-junction with another edge that has a T-junction with e (e.g. sz).
-Segments that become partially occluded by the occluding face at e. Such a segment has only one end that is w (e.g. sg) or is a T-junction with another edge that has a T-junction with e (e.g. sq). The segment forms a T-junction with an edge that is adjacent to e in the occluding face at e. 
7.1.2
At a segment of a back EV-boundary v projects on top of e only when e is in front of one of the faces whose projection is adjacent to the projection of w in the current view. Otherwise, the event is invisible at this segment. The analysis of the possible cases is very similar to that of a front EV-boundary.
Visual Events at a Back EV-boundary
7.2
At a segment of a boundary circle that corresponds to a face f, a visual event occurs if and only if there is at least one edge o f f that has visible parts in the current view. When the event occurs, f becomes either visible or invisible, depending on whether the viewpoint moves from the southern hemisphere to the northern hemisphere or vice versa.
Crossing the Circle froin North to S o u t h
The current view is in the northern hemisphere and parts of edges o f f are visible. Figure 7 illustrates the changes that occur in the Visual events at a Boundary Circle For visible segments of convex edges of the outer contour there are two possible cases:
The segment does not change its visibility, and becomes an occluding segment. An example is e5.
The segment becomes partially or fully occluded by visible faces that are adjacent to f along convex edges of the outer contour. The part of the segment that remains visible becomes an occluding segment. This segment forms a T-junction with an edge of the occluding face (this is in addition to T-junctions it may form as an occluding segment). In the figure, e6 becomes partially visible and occluding, while e-, becomes invisible.
Visible segments that are not part o f f and are adjacent to vertices of the outer contour off that become invisible form T-junctions with edges o f f . Edge e8 is an example for this case. (In a later part of this section, we describe how we decide where to insert the T-junction).
G. For edges that currently have T-junctions with edges of f and are not adjacent to f tlicre are two cascs:
(a) Edges that are occluded by an edge o f f ( c g , for esample) remain occluded, but the T-junction moves from a current occluding edge of f to an edge o f f that is currently convex. E9 is an example of this case.
(b) Edges that are occluding f (el0 for example) lose the T-junction witli a segment of an edge off that becomes invisible.
Tlie visibility of convcs edge segnients is determined as follows. Let e, be a visible convex edge that becomes fully or partially occluded, let fi be a face that is adjacent to f and in tlie next view is a visible face that occludes e , , and let eb be the edge that is sliared by f and fi (for example, in Figure 7 e6 and ell correspond to e, and eb respectively). Then, from a viewpoint on the current segment of the boundary circle, eb is visible and it is in front of e,, or equivalcntly c , is hidden (or partially hidden) behind eb. It follows that the deptli ordering of the edges, as seen from a viewpoint along the boundary segment, reflects the visibility of edges in the ncxt view. As any change in the visibility of an edge is a visual event, tlie depth ordering of the edges o f f from all viewpoints along a given boundary segment must be the same. In solving the above problem, we also order the visible segments along the image line. From the current extended view we form an ordered list of the of edges that form n e x T-junctions with tlie edges of f (cases 3b and 5). Using the same viewpoint the coordinates of the intersections of the projections of these edges with "image line" are computed. .4s the list of the edges is already ordered, the T-junctions can be inserted into the segments of f in time that is linear time in the number of segments and Tjunc tioxis.
To complete the update of the extcntlcd view in the next region, we remove all segments and junctions that become invisible.
Crossing t h e Circle from S o u t h To North
Tlic face becomes visihle. The changcs detailed in thc previoii; section are reversed and tlie update of the estendctl view is donc in a similar way.
7.3
At each segment of an EEE-boundary tlie tlirec edges involvctl are classified as front, middle, or back according to their depth ordering from viewpoints on the boundary segmcnt. A visual event occurs at the segment if and only if in the current vieiv:
Visual Events at an E E E -B o u n d a r y 6 The front and middle edges are occluding edges, and their projections meet in a T-junction.
6 Given the face that is tlic occluded face at the T-junction, the back edge is either sliarcd by this face, or is in front of it with respect to viewpoints on the current segment. If both these conditions are satisficd, therc are the following cases:
T h e back e d g e has a T-junction with each of t h e o t h e r edges ( Figure Sa to b) . The back edge becomes invisiblc. Thc segment betwccn the T-junctions, and tlic junctions arc dclctcd.
T h e back edge is invisible ( Figure 91 ) to a). This is the inverse of the previous case.
Only o n e of the o t h e r edges has a T-junction w i t h t h e back edge (Figure 9c ). The T-junction moves to the otlicr cdgc.
Computing The Views at t h e Boundary of t h e Partition
The views along the boundary segmcnts of tlic partition arc COIIIputed as intermediate views betxcen the current and thc next view during the traversal of the partition. whenever a boundary is found to be part of the 0-partition.
To compute the view at a vertex of the partition, we pick a view dong an incident boundary and modify it according to tlie changes that correspond to moving onto each of the othcr boundaries that are incident upon the vcrtex.
Complexity Analysis
In this section we give a worst case upper bound on tlic coxnplcfity of the algorithm. Let the nuniber of vertices of the objcct be n. Tlicn thc objcct lias O ( n ) edges and O ( n ) faces. Therefore, in constructing the T-partition, O ( n 2 ) EV-boundaries are computed in O(?a2) time. In computing the EEE-boundaries every triplet of cdges is considered, resulting in O ( n 3 ) total time. In the worst case O ( n 3 ) EEE-boundaries are produced. There are O ( n ) boundary circles which are computed in O ( n ) time.
I565
In step 4 of computing the T-partition, every boundary is intersected with all other boundaries. As there are O ( n 3 ) boundaries and computing the intersection of two boundaries t d e s constant time, the number of intersections and the time to compute them is bounded by O(n6) ; the time for sorting the intersections is bounded by O(n610gn) . Therefore, the upper bounds on the time for computing the T-partition and the size of the T-partition are O(n610gn) and O ( n 6 ) , respectively.
In an edge-vertex event, T-junctions between the edge that corresponds to the boundary and edges adjacent to the vertex are created or deleted. Thus, O ( n ) is the bound on the time for updating the estended view for this event. As the number of EV-boundaries is bounded by O ( n 2 ) , their intersection with other boundaries may result in O ( n 5 ) EV-boundary segments.
Therefore, the total time for updates of the view for events at EV-boundaries is bounded by O(n6). As the number of EEEboundary segments is bounded by O(n6) and updating the view at an EEE-boundary takes constant time, the total time spent in update for EEE events is bounded by O(n6). A partially visible face can have at most O ( n 2 ) T-junctions associated with it. As there are O ( n ) boundary circles, the number of segments of boundary circles is bounded by O ( n 4 ) . Therefore, the total time spent in updating for events at segments of boundary circles is bounded by O(n6).
Summing up, the time complexity of the algorithm is bounded by O(n610gn). In the worst case, almost every edge creates a T-junction with every other edge, and therefore the worst case upper bound on the size of the LISG for a single view is O ( n 2 ) . As the size of the partition is bounded by O ( n 6 ) the size of the complete viewing data of an object is bounded by O(ns).
Conclusions
We have presented a complete catalog of the visual events that occur for polyhedral objects under orthographic projection. We have also described how the structure of the object is reflected in the locus of accidental viewpoints. Given the catalog of visual events and knowledge about the locus of accidental viewpoints, we have presented an algorithm for computing the viewing data of polyhedral object, which is an extension to the aspect graph.
A worst case complesity analysis indicates that the time complexity of tlie algorithm is bounded by O(n610gn), and that the size of this data structure (and of the aspect graph) is bounded by O ( n 8 ) . We believe that for common objects in an industrial environment the actual size of the viewing data will be much smaller. We plan to implement the algorithm to get a better estimate of the size of the data structure and the complexity of algorithm in the average case.
The visual events for polyhedral objects and for objects bounded by single smooth surfaces has been fully cataloged. The algorithms for constructing the viewing data or the aspect graph for these classes of objects are also well understood. However, most objects in actual applications are actually piecewise smooth objects. Further research is needed to find algorithms for constructing aspect graphs for this class of objects.
