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Abstract
For an infinitely renormalizable quadratic map fc : z 7→ z
2+c with the sequence
of renormalization periods {km} and rotation numbers {tm = pm/qm}, we prove
that if lim sup k−1m log |pm| > 0, then the Mandelbrot set is locally connected at
c. We prove also that if lim sup |tm+1|
1/qm < 1 and qm → ∞, then the Julia
set of fc is not locally connected and the Mandelbrot set is locally connected at c
provided that all the renormalizations are non-primitive (satellite). This quantifies
a construction of A. Douady and J. Hubbard, and weakens a condition proposed
by J. Milnor.
1 Introduction
Theorem 1 Suppose that for some quadratic polynomial f(z) = z2+c0 there is an
increasing sequence nm →∞ of integers, such that f
nm is simply renormalizable,
and
lim sup
m→∞
log |pm|
nm
> 0, (1)
where pm/qm ∈ (−1/2, 1/2] denotes the rotation number (written in lowest terms
and with qm ≥ 1) of the separating fixed point of the renormalization f
nm. Then
c0 lies in the boundary of the Mandelbrot set M and M is locally connected at c0.
If, in addition, the renormalizations fnm are non-primitive (satellite), then the
same conclusion holds under a weaker condition:
lim sup
m→∞
log qm
nm
> 0. (2)
1
The sequence {nm} above is a subsequence of the sequence of all renormalization
periods of f . If we suppose that {nm} represents all the renormalization periods
of f , and all of them are satellite and, moreover, pm/qm are close enough to zero,
then a weaker combinatorial condition is sufficient, see Theorem 7(1)-(1’) as well
as Theorem 2(1).
The following problems are central in holomorphic dynamics: MLC conjec-
ture: “The Mandelbrot set is locally connected”, and its dynamical counterpart:
“For which c is the Julia set Jc of fc locally connected?”. The MLC conjecture is
equivalent to the following rigidity conjecture: if two quadratic polynomials with
connected Julia sets and all periodic points repelling are combinatorially equiva-
lent, then they are affinely conjugate. The MLC implies that hyperbolic dynamics
is dense in the space of complex quadratic polynomials [8] (see also [50]). Yoccoz
(see [17]) solved the above problems for at most finitely renormalizable quadratic
polynomials as follows: for such a non hyperbolic map fc, the Julia set Jc of fc is
locally connected (provided fc has no neutral periodic points), and the Mandelbrot
set M is locally connected at c. (For the (sub)hyperbolic maps and maps with
a parabolic point the problem about the local connectivity of the Julia set had
been settled before in the works by Fatou, Douady and Hubbard and others, see
e.g. [4].) At the same time, infinitely renormalizable dynamical systems have been
studied intensively, see e.g. [34], [35], [14] and references therein. In his work
on renormalization conjectures, Sullivan [53] (see also [37]) introduced and proved
so-called “complex bounds” for real infinitely renormalizable maps with bounded
combinatorics. Roughly speaking, complex bounds mean that a sequence of renor-
malizations is precompact. This property became in the focus of research. It has
played a basic role in recent breakthroughs in the problems of local connectiv-
ity of the Julia set and rigidity for real and complex polynomials, see [15], [25],
[27], [49], [19],[20], [24], [1], [21].
On the other hand, there are maps without complex bounds. Indeed, Douady
and Hubbard showed the existence of an infinitely renormalizable fc, such that its
small Julia sets do not shrink (and thus fc has no complex bounds) but still such
that the Mandelbrot set is locally connected at this c, see [38], [52].
Theorem 1 provides a first class of combinatorics of infinitely renormalizable
maps fc without (in general) complex bounds, for which the Mandelbrot set is
locally connected at c. Obviously, previous methods in proving the local connec-
tivity of M do not work in this case. Our method is based on an extension result
for the multiplier of a periodic orbit beyond the domain where it is attracting, see
next Section.
That the maps with the combinatorics described in Theorem 1 in general do not
have complex bounds and can have non locally connected Julia sets follow from the
second result, Theorem 2 stated below, which makes the qualitative construction
of Douady and Hubbard of an infinitely renormalizable quadratic map with a non-
locally connected Julia set, quantitative. It is based on the phenomenon known
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as cascade of successive bifurcations (see e.g. [26]), and is the following. Let W
be a hyperbolic component of the interior of the Mandelbrot set, so that fc has
an attracting periodic orbit of period n for c ∈ W . Given a sequence of rational
numbers tm = pm/qm 6= 0 in (−1/2, 1/2] (here and below pm, qm are assumed to be
co-primes and with qm ≥ 1), choose a sequence of hyperbolic components W
m as
follows: W 0 =W , and, for m ≥ 0, the closure of the hyperbolic componentWm+1
touches the closure of the hyperbolic component Wm at the point cm with the
internal argument tm = pm/qm (see next Sect.). When the parameter c crosses
cm from W
m to Wm+1, the periodic orbit of period nm = nq0...qm−1 which is
attracting for c ∈Wm “gives rise” another periodic orbit of period nm+1 = nmqm
which becomes attracting for c ∈ Wm+1. Thus when the parameter c moves to a
limit parameter through the hyperbolic components Wm, the dynamics undergoes
a sequence of bifurcations precisely at the parameters cm, m = 0, 1, ....
In the case when n = 1 and tm = 1/2 for all m ≥ 0, the parameters cm are
real, and we get the famous period-doubling cascade on the real line known since
1960’s [43]. The corresponding limit parameter lim cm = cF = −1.4.... The Julia
set JcF is locally connected [18], [27].
Douady-Hubbard’s construction shows that if the sequence {tm} tends to zero
fast enough, then the periodic orbits generated by the cascade of successive bifur-
cations at the parameters cm, m > 0, stay away from the origin. This implies that
the Julia sets of the renormalizations of fc∗ for c∗ = lim cm do not shrink, and Jc∗
is not locally connected at zero. Their construction is by continuity, and it does
not give any particular sequence of tm. By the Yoccoz bound for limbs, see [17],
{tm} can be chosen inductively so close to zero that M is locally connected at c∗.
Milnor suggests in [39], p. 21, that the convergence of the series:
∞∑
m=1
|tm|
1/qm−1 <∞ (3)
could be a criterion that the periodic orbits generated by the cascade after all
bifurcations stay away from the origin. Theorem 2 shows that the condition (3)
is indeed sufficient for this, but not the optimal one (cf. [28]). We give a weaker
sufficient condition and thus prove:
Theorem 2 Let t0, t1,...,tm,... be a sequence of rational numbers tm = pm/qm ∈
(−1/2, 1/2] \ {0}, such that limm→∞ qm =∞ and
lim sup
m→∞
|tm|
1/qm−1 < 1. (4)
Let W be a hyperbolic component of period n, and the sequence of hyperbolic com-
ponents Wm, m = 0, 1, 2, ..., is built as above, so that Wm+1 touches Wm at the
point cm with the internal argument tm. Then:
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(1) the sequence {cm}
∞
m=0 converges to a limit parameter c∗ ∈ ∂M and M is
locally connected at c∗,
(2) the map fc∗ is infinitely renormalizable with non locally connected Julia set.
If, for instance, |tm+1|
1/qm ≤ 1/2 for big indexes m, then qm+1 ≥ 2
qm → ∞,
and Theorem 2 applies.
Let us make some further comments.
As it is mentioned above, we prove (2) by showing that the conditions of
Theorem 2 imply that the cascade of bifurcated periodic orbits of fc∗ stay away
from the origin.
The conclusion (2) of Theorem 2 breaks down if not all its conditions are valid.
Indeed, if tm = 1/2 for all m, then |tm+1|
1/qm = 1/21/2 < 1. At the same time, as
it is mentioned above, the limit Julia set JcF is locally connected.
Theorem 2 is a consequence of a more general Theorem 7, see Section 4.
Note in conclusion that there is a similarity between Theorems 2, 7 and the
celebrated Bruno - Yoccoz criterion of the (non-)linearizability of quadratic map
near its irrational fixed point 1.
In Sect. 2 we state Theorems 3, 5 proved in [28], and Theorems 4, 6 that we
prove here, see last Sect. 5. Theorem 1 is derived from Theorems 5, 6 in Sect. 3.
In turn, Theorem 7 is stated and proved in Sect. 4. It implies Theorem 2.
Throughout the paper, B(a, r) = {z : |z−a| < r}. We use both symbols exp(z)
and ez to denote the exponential of z ∈ C.
Acknowledgments. The author is indebted to Alex Eremenko for discus-
sions, and especially for answering author’s question about the function H and
for finding the reference [44] (see Section 4). The author thanks the referee for a
careful reading the paper and many helpful comments leading to several important
improvements and corrections.
2 Multipliers
2.1 Hyperbolic components
A component W of the interior of M is called an n-hyperbolic if fc, c ∈ W , has
an attracting periodic orbit OW (c) of period n. Denote by ρW (c) the multiplier of
1This reflects a similarity between the phenomena of non local connectivity of the Julia set in both
cases. Recently Xavier Buff and Alexandre Dezotti proposed a far reaching conjecture about this
analogy [2].
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OW (c). By the Douady-Hubbard-Sullivan theorem [7], [36], [4], ρW is a analytic
isomorphism of W onto the unit disk, and it extends homeomorphically to the
boundaries. Given a number t ∈ (−1/2, 1/2], denote by c(W, t) the unique point
in ∂W with the internal argument t, i.e. ρW at this point is equal to exp(2πt).
The root of W is the point cW = c(W, 0) with the internal argument zero.
If t = p/q is a rational number, we will always assume that p, q are co-primes
and q ≥ 1. For any rational t 6= 0, denote by L(W, t) the connected component of
M \{c(W, t)} which is disjoint withW . It is called the t-limb ofW . Denote also by
W (t) a nq-hyperbolic component with the root point c(W, t); its closure touches
W at this point. The limb L(W, t) contains W (t). The hyperbolic component W
is called primitive if its root cW is not a point in the closure of other hyperbolic
component. Otherwise it is non-primitive.
Throughout the paper, we use a well-known notion of the external ray and its
angle (or argument), see e.g. [4], [7] [8], [33]. External rays of the Julia set and
the Mandelbrot set will be called dynamical rays and parameter rays, respectively.
Let W be an n-hyperbolic component. If n > 1, the root cW of W is the
landing point of two parameter rays with rational angles 0 < ℓ−(W ) < ℓ+(W ) < 1.
If n = 1, i.e. W is the main cardioid, then cW = 1/4 is the landing point of the
only parameter ray of angle zero (and one puts ℓ−(W ) = 0, ℓ+(W ) = 1 in this
case). Period of each angle ℓ±(W ) under the doubling map σ : t 7→ 2t(mod1) is
equal to n. The angles ℓ±(W ) can be characterized as follows. The map f = fcW
has a parabolic orbit P , and ℓ±(W ) are the nearest arguments among arguments
of the external rays of f , that land at each point of P . See also Section 3.1.
The wake (see [17]) of a hyperbolic component W is the only (open) compo-
nentW ∗ of the plane contaning W cut by the parameter rays of arguments ℓ±(W )
(together with their common landing point cW ). The points of the periodic or-
bit OW (c) as well as its multiplier ρW extend as analytic functions to the wake
W ∗ [17], [32]. Moreover, |ρW | > 1 in W
∗ \W .
Finally, the following relation will be used. If W is an n-hyperbolic component
and p/q 6= 0 is rational, then
ℓ+(W (p/q))− ℓ−(W (p/q)) =
(s+ − s−)(2
n − 1)
2nq − 1
. (5)
Here the integers 0 ≤ s− < s+ ≤ 2
n − 1 are the “periods” in the 2n-expansions of
the angles ℓ±(W ) of the root of W , i.e. ℓ±(W ) = s±/(2
n − 1). This follows from
Douady’s tuning algorithm [6], see also [32] (formula (6.1) with d = 2n combined
with Theorem 7.1) or Proposition 2.4.3 of [51].
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2.2 Analytic extension of the multiplier
Given C > 1, consider an open set Ω of points in the punctured ρ-plane defined
by the inequality
|ρ− 1| > C log |ρ| (6)
It obviously contains the set D∗ = {ρ : 0 < |ρ| ≤ 1, ρ 6= 1} and is disjoint
with an interval 1 < ρ < 1 + ǫ. Denote by Ω(C) the connected component of Ω
which contains the set D∗ completed by 0. Denote also by Ω
log(C) the set of points
L = log ρ = x+iy, ρ ∈ Ω(C), |y| ≤ π. Ω(C) is simply-connected. More precisely,
the intersection of Ωlog(C) with any vertical line with x = x0 > 0 is either empty
or equal to two (mirror symmetric) intervals. If C > 4, then x < 2/(C − 2) for
all L = x + iy in Ωlog(C). If C is large enough, Ωlog(C) contains two (mirror
symmetric) domains bounded by the lines y = ±(C/2)x (x > 0) and y = ±π
Let W be an n-hyperbolic component of M . The map ρW from W onto the
unit disk c 7→ ρW (c) has an inverse, which we denote by c = ψW (ρ). It is defined
so far in the unit disk. In [28] we prove the following.
Theorem 3 (a) There exists B0 > 0 as follows. Suppose that, for some c, the
map fc has a repelling periodic orbit of exact period n, and the multiplier of this
orbit is equal to ρ(c). Assume that |ρ(c)| < e. Then
|ρ(c)− 1| ≤ B0
4n
n
{log |ρ(c)| +
|ρ′(c)|
|ρ(c)|
(1 + o(1))} (7)
as n→∞.
(b) Denote Ωn = Ω(n
−14nB0) and consider its log-projection
Ωlogn = Ω
log(n−14nB0) = {L = x+ iy : exp(L) ∈ Ωn, |y| ≤ π}.
Then the function ψ = ψW extends to a holomorphic function in the domain Ωn.
(c) The function ψ is univalent in a subset Ω˜n of Ωn defined by its log-projection
Ω˜logn = {log ρ = x+ iy : ρ ∈ Ω˜n, |y| ≤ π} as follows: Ω˜
log
n = Ω
log
n \ {L : |L−Rn| <
Rn}, where Rn depends on n only and has an asymptotics Rn = (2+O(2
−n))n log 2
as n→∞. Finally, the image of Ω˜n by ψ is contained in the wake W
∗.
In the present paper we find a bigger extension for the function ψW in the case of
non-primitive W :
Theorem 4 There exists K˜ > 0 as follows. LetW be a non-primitive n-hyperbolic
component, i.e. W = Z(t0), for some n0-hyperbolic component Z and some t0 =
p0/q0 6= 0, and n = n0q0. Then ψW extends to a univalent function in a domain
Ωn0,t0 which consists of Ω˜n and a neighborhood of the point 1 ∈ ∂Ωn, and is defined
by its log-projection as follows:
Ωlogn0,t0 := {L = x+ iy : exp(L) ∈ Ωn0,t0 , |y| ≤ π} = Ω˜
log
n ∪B(0, d),
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where d = K˜min{n|p0|4
−n0 , n−1}. If q0 is large enough, Ω
log
n0,t0 coincides with
Ωlogn ∪B(0, d).
Along with Theorem 3, the proof of Theorem 4 is based on geometric relations
between the multiplier maps ρZ and ρW of the hyperbolic components Z andW =
Z(t0) respectively near the common point c0 = c(Z, t0) = c(W, 0) of their bound-
aries. We start with the following known relation [13]: |(dρW /dρZ)(c0)| = q
2
0.
Then we show in Lemmas 4.1 and 4.2-4.3 that ρW as a function of ρZ extends to a
univalent function in a disk centered at the point ρZ(c0) and of radius proportional
to r(n0, p0/q0) = min{1/(n0q
3
0), 2
−n0/2|p0/q0|} as far as the function ψZ = ρ
−1
Z al-
lows to do such an extension, i.e. univalent. The latter holds in the domain Ω˜n0 . It
follows that d is roughly q20min{r(n0, p0/q0), dist(2πip0/q0, ∂Ω˜
log
n0 )}. See Sect. 5.1
for the complete proof. Note that the proof of Lemma 4.1 uses some classical tools
as well as bounds for multipliers from [47] and [30], see Sect. 4.2 and Appendix.
This Lemma provides also a step in proving Theorem 7.
2.3 Limbs
Let W be an n-hyperbolic component. For every t = p/q 6= 0, consider the
hyperbolic component W (t), the corresponding wake W (t)∗ and the limb L(W, t).
Then a branch log ρW is well-defined in the open setW (t)
∗, such that log ρW (c)→
2πit as c→ c(W, t), and, for every c ∈ L(W, t), the point log ρW (c) is contained in
the following round disk (Yoccoz’s circle):
Yn(t) = {L : |L− (2πit+
n log 2
q
)| <
n log 2
q
}, (8)
see [17], [46] and references therein. See also Theorem 10 of Appendix.
Comment 1 An important corollary of the Yoccoz bound (8) is that every point
in M ∩W ∗ either belongs to the closure of the hyperbolic component W , or belongs
to some its limb L(W,p/q) (see [17], [40]).
Theorem 1 will be a consequence of the following two bounds on the size of limbs.
The first one is proved in [28] and the proof is based on Theorem 3(a)-(b) and (8).
Theorem 5 There exists A > 0, such that, for every n-hyperbolic component W
and every t = p/q ∈ (−1/2, 1/2], the diameter of the limb L(W, t) is bounded by:
diamL(W, t) ≤ A
4n
|p|
. (9)
The second bound concerns the non-primitive components. Its proof is based on
Theorems 3(a), 4, 5, and on (8), and it states the following.
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Theorem 6 There exists A˜ > 0, such that, if an n-hyperbolic component W is
not primitive, then
diamL(W,p/q) ≤ A˜
8n
q
. (10)
See Sect. 5.2 for the proof.
3 Rigidity
3.1 Simple renormalization
We follow some terminology as in [34], see also [40]. For the theory of polynomial-
like maps, see [9]. Let f be a quadratic polynomial with connected Julia set.
The map fn is called renormalizable if there are open disks U and V such that
fn : U → V is a polynomial-like map with a single critical point at 0 and with
connected Julia set Jn. The map f
n : Jn → Jn has two fixed points counted
with multiplicity: β (non-separating) and α. Denote them by βn and αn. The
renormalization is simple if any two small Julia sets f i(Jn), i = 0, 1, ..., n−1 cannot
cross each other, i.e. they can meet only at some iterate of βn. If these small Julia
sets don’t meet, the renormalization fmn is called of disjoint type, or primitive.
Otherwise it is called of β-type, non-primitive, or satellite type.
Every repelling periodic point z of f of period n has a well-defined rational
rotation number p/q ∈ (−1/2, 1/2], which is defined by the order at which fn
permutes (locally) q external rays landing at z in the couterclockwise direction. If
the fixed point αn of f
n is repelling, then it has a non-zero rational rotation number
p/q, which can be defined equivalently as follows: fn : U → V is hybrid equivalent
to a quadratic polynomial which lies in the p/q-limb of the main cardioid.
3.2 Demonstration of Theorem 1
We split the proof into few steps.
A. Let fn : U → V be a simple renormalization of f , βn its β-fixed point,
and On = {f
i(βn)}
n−1
i=0 the periodic orbit contaning βn. We use some notions and
results from [8], [40]. The characteristic arc I(On) = (τ−(On), τ+(On)) of On is the
shortest arc (measured in S1) between the external arguments of the rays landing
at the points of On. Then τ±(On) are the arguments of two dynamical rays that
land at the point β′n = f(βn) of On, and c0 = f(0) lies in the sector bounded by
these rays and disjoint with 0. Furthermore, the two parameter rays of the same
arguments τ±(On) land at a single parameter c(On). The point c(On) is the root of
a hyperbolic component denoted by Wn, and the above parameter rays completed
by c(On) bound the wake W
∗
n of this component. Denote by L(On) = W
∗
n ∩M
the corresponding limb. Thus,
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(A1) c0 ∈ L(On),
(A2) moreover, the rotation number of the α-fixed point αn of the renormal-
ization is p/q if and only if c0 ∈ L(Wn, p/q) - the limb of Wn which is attached at
the point of ∂Wn with the internal argument p/q.
B. Let m < m′. By [34], since all renormalizations fnm are simple, nm divides
nm′ . Furthermore, by (A2),
(B1).
τ−(Onm) < ℓ−(Wnm(pm/qm)) ≤ τ−(Onm′ ) < τ+(Onm′ ) ≤ τ+(Wnm(pm/qm)) < τ+(Onm),
thus the sets L(Onm) form a decreasing sequence of compact sets containing c0.
Therefore, for the local connectivity of M at c0 it is enough to prove that the set
S = ∩mL(Onm)
consists of a single point.
(B2). It is easy to see that τ+(Onm)− τ−(Onm)→ 0. Indeed, by (B1) and (5),
τ+(Onm)− τ−(Onm) ≤ (2
nm − 1)2/(2nmqm − 1), and qm > 2. Thus, there exists
lim τ±(Onm) = τ0. (11)
Note that τ0 is not periodic under the doubling map σ(t) = 2t(mod 1).
C. Let c be any point from S.
(C1) All periodic points of fc are repelling. Indeed, obviously, fc cannot have
an attracting cycle. If fc has an irrational neutral periodic orbit then c lies in the
boundary of a hyperbolic component contained in S, a contradiction with (11).
If fc has a neutral parabolic periodic orbit, then c is the landing point of precisely
two parameter rays with periodic arguments, if c 6= 1/4, and the only ray landing
at it, of zero argument, if c = 1/4, again the same contradiction. Thus, all cycles
are repelling. Consider the so-called real lamination λ(c) of fc [22]. It is a minimal
closed equivalence relation on S1 that identifies two points whenever their prime
end impressions intersect. For every m, {τ−(Onm), τ+(Onm)} ⊂ λ(c). Since λ(c) is
closed, τ0 ∈ λ(c). Moreover, for every m, there is a pair of angles {τ
−
m , τ
+
m}, such
that their images under the doubling map {σ(τ±m)} ⊂ {τ±(Onm)}, and {τ
−
m, τ
+
m}
is contained in the class of λ(c) corresponding to the point βnm . Passing to the
limit, we get that the pair {τ0/2, τ0/2 + 1/2} is the critical class of λ(c). The
following statements are known after Thurston and Douady and Hubbard and
proved in a much more general form in [23], Proposition 4.10: if the critical class
{τ0/2, τ0/2 + 1/2} is contained in a class of λ(c), then λ(c) is determined by (the
itinerary of) τ0. Since τ0 is the same for all c ∈ S, we conclude that the real
laminations of all fc, c ∈ S, coincide. In particular, for every c ∈ S, fnmc is
simply renormalizable because by [34] the simple renormalizations are detected by
the lamination. The renormalization fnmc is hybrid equivalent to some fT (c,m) [9].
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Denote nˆk = nm+k/nm, k > 0. Then f
nˆk
T (c,m) is simply renormalizable, and the
rotation number of its α-fixed point is pm+k/qm+k because it is a topological
invariant.
(C2) By (A2), T (c,m) is contained in the intersection of a decreasing sequence
of limbs Lm,k, k = 1, 2, ..., such that Lm,k is attached to a hyperbolic component
of period nˆk at the internal argument pm+k/qm+k. By Theorem 5, the diameter
of Lm,k,
diamLm,k ≤ A
4nˆk
|pm+k|
= A
4
nm+k
nm
|pm+k|
.
Since lim sup(log |pm|)/nm > 0, one can find and fix m in such a way, that
lim inf
k→∞
4
nm+k
nm
|pm+k|
= 0.
It means, that, for the chosen m, the limbs Lm,k (k → ∞) shrink to a point
cˆ = T (c,m), so that cˆ depends on m but is independent of c ∈ S. Thus fnmc is
quasi-conformally conjugate to fcˆ, for all c ∈ S.
D. Assume that the compact S has at least two different points. Then S
contains a point c1 ∈ ∂M different from c0. By (C1)-(C2), the renormalizations
fnmc0 of fc0 and f
nm
c1 of fc1 are quasi-conformally conjugate, all periodic points of
fc0 , fc1 are repelling, and λ(c0) = λ(c1). We are in a position to apply Sullivan’s
pullback argument (see [37]). Using a quasi-conformal conjugacy near small Julia
sets (rather than on the postcritical set) and an appropriate puzzle structure, we
arrive at a quasi-conformal conjugacy between fc0 , fc1 . Since c1 ∈ ∂M , then
according to [9], c0 = c1.
This finishes the proof of Theorem 1 under the condition (1).
E. Now assume that every renormalization fmn is also non-primitive. Then the
hyperbolic components Wnm are non-primitive as well [40], and we can apply the
bound of Theorem 6 instead of Theorem 5. It gives the same conclusions under
the weaker condition (2). The proof stands the same with some obvious changes
in (C2).
4 Non locally connected Julia sets
4.1 Statement
Let t0, t1,...,tm,... be a sequence of non-zero rational numbers tm = pm/qm ∈
(−1/2, 1/2]. Let us introduce the following conditions.
(Y 0)a
sup
m≥1
|tm|q0...qm−1 <∞. (12)
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(Y 0)b
inf
m≥2
log |pm−1qm−1||tm|
q0...qm−2
> 0. (13)
(Y 1) There exists β > 0, such that
lim sup
m→∞
qm
max{(q0...qm−1)2, exp(βq0...qm−2)}
> 0. (14)
(S) for some k ≥ 0 and γ > 0,
∞∑
m=k
uk,m
qm(1− uk,m)
H(uk,m+1) <∞, (15)
where
uk,m = |tm+1max{qk...qm,
exp(γqk...qm−1)
|pmqm|
}|1/qm ,m ≥ k (16)
(we set qk...qm−1 = 1, if m = k), and
H(u) = 16uΠ∞k=1
(1 + u2k)8
(1− u2k−1)8
. (17)
In particular, H : [0, 1) → [0,∞) is strictly increasing from zero to infinity, and
extends to a holomorphic function in the unit disk. For more information about
H, see Subsection 4.3.
See also a remark on the condition (S) in the beginning of Subsection 4.5.
Let nowW be a hyperbolic component of some period n ≥ 1, and the sequence
{Wm} of hyperbolic component is built as in the introduction, in other words,
W 0 =W , and the closure of the hyperbolic component Wm+1 touches the closure
of the hyperbolic component Wm at the point cm ∈ ∂W
m with internal argument
tm.
Theorem 7 The following statements hold.
1. If the conditions (Y 0)a-(Y 0)b are satisfied, then the sequence of parameters
cm, m=0,1,2,..., converges to a limit parameter c∗.
1’. If, additionally, the condition (Y 1) is satisfied, then the Mandelbrot set is
locally connected at the limit parameter c∗.
2. If the conditions (Y 0)a-(Y 0)b and (S) are satisfied, then the map fc∗ is
infinitely renormalizable with non locally connected Julia set.
Theorem 2 stated in the Introduction is a simple corollary of Theorem 7:
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Proposition 1 Assume that limm→∞qm = ∞ and, for some a < 1 and all m
large enough,
|tm+1| ≤ a
qm . (18)
Then the conditions (Y 0)a−b, (Y 1), and (S) are satisfied.
Proof. One can assume that, for every m ≥ m0, qm is large enough and (18)
holds. Then (18) implies qm+1 > q
3
m, for m ≥ m0, which, in turn, implies that
qm > (qm0 ...qm−1)
2qm0 , (19)
for m > m0. Using this, we get, for m ≥ m0 + 2,
qm/(1/a)
q0...qm−2 ≥ (1/a)qm−1aq0...qm−2 = (1/a)qm−1−q0...qm−2 →∞.
In particular, (Y 1) holds with β = log(1/a). As for (Y 0)a−b, we have (for m ≥
m0 + 2):
|tm|q0...qm−1 < a
qm−1q0...qm0−1(qm0 ...qm−2)qm−1 < a
qm−1q
3/2
m−1(q0...qm0−1),
and the latter sequence is bounded (it tends to zero). It proves (Y 0)a. In turn,
by (18)-(19),
log |pm−1qm−1/tm|
q0...qm−2
≥
qm−1 log(1/a)
q0...qm−2
→∞,
which proves (Y 0)b. Let us varify (S). Using (19) with k > m0 instead of m0,
we have, for m ≥ k: uk,m < amax{(q
3/(2qm)
m , exp(γqk...qm−1/qm)} < a1, for some
a < a1 < 1 provided k ≥ m0 is large enough and m ≥ k. Fixing such k, we have
for m ≥ k, H(uk,m+1)uk,m/(1 − uk,m) < H(a1)a1/(1 − a1). On the other hand,
qm > 2
3m−k , m ≥ k. Therefore, (15) holds, too.

Note that, with the help of the bound (29), see Subsection 4.3, one can easily find
sequences tm, such that |tm|
1/qm−1 → 1 and such that the conditions of Theorem 7
hold.
The rest of the Section occupies the proof of Theorem 7.
4.2 Bifurcations
LetW be an n-hyperbolic component, and let c0 ∈ ∂W have an internal argument
t0 = p/q 6= 0. Consider the periodic orbit O(c) = {bj(c)}
n
j=1 of fc which is
attracting when c ∈W (that is, O is the orbit denoted by OW in Subsection 2.1).
Then all bj(c) as well as the mulptiplier ρW (c) of O(c) are holomorphic in W and
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extend to holomorphic functions in c in the whole wake W ∗ of W . As we know,
the function ρW (c) is injective near c0. Consider the inverse function ψW . It is
well defined and univalent in the domain Ω˜n, which includes the unit disk and a
neighborhood of the point
ρ0 = exp(2πip/q),
so that ψW (ρ0) = c0. It is convenient to use also the composition
ψlogW = ψW ◦ exp .
It is defined and holomorphic in the domain Ω˜logn , which includes the left half-plane
{L : Re(L) < 0} and a neighborhood of the point 2πip/q. Recall that W (p/q)
denotes a hyperbolic component touching W at the point c0.
The following well-known picture describes the (local) bifurcation near c0. For
the proof, see e.g [5] (for n = 1), [28] or [40]. Let us fix a disk B(0, δ), where δ > 0
is so small, that ψW is univalent in B(0, 1) ∪ B(ρ0, δ
q). Given s ∈ B(0, δ), define
ρ = ρ0 + s
q and c = ψW (ρ). Fix a small neighborhood E of the set O(c0). For
1 ≤ k ≤ n, there exists a function Fk, which is defined and holomorphic in B(0, δ),
Fk(0) = 0, F
′
k(0) 6= 0, such that, for every s ∈ B(0, δ), s 6= 0, the points b
p/q
k,j (s) =
bk(c0)+Fk(s exp(2πi
j
q )), 1 ≤ k ≤ n, 0 ≤ j ≤ q−1, are the only fixed points of f
nq
c
in the neighborhood E, which are different from the points of O(c) = {bk(c)}
n
k=1.
They form a periodic orbit Op/q(c) of fc of period nq, which collides with O(c)
as c → c0. Denote Bˆ = ψW (B(ρ0, δ
q)). The multiplier of Op/q(c) is the product
2nqΠ1≤k≤n,0≤j≤q−1b
p/q
k,j (s), which is invariant under the change s 7→ s exp(2πi/q).
Hence, this multiplier is, in fact, a non-constant holomorphic function on c ∈ Bˆ,
which takes the value 1 at c = c0. As the map fc has at most one non-repelling
periodic orbit, the cycle Op/q(c) is attracting for c ∈ Bˆ ∩W (p/q). Therefore, for
such c, Op/q(c) is just the cycle OW (p/q)(c) of period nq, which exists and attracting
throughout W (p/q). In particular, the multiplier of Op/q(c) is just the multiplier
ρW (p/q)(c) of the attracting periodic orbit of fc, for c ∈W (p/q).
Let us make a general remark. Assume that, for some m ≥ 1 and for any c in
some domain Ω, the map fmc has no fixed points with multiplier 1. (For example,
this is the case, for any m, if Ω is a hyperbolic component.) Then, by the Implicit
Function Theorem, every fixed point of fmc as well as its multiplier is defined
locally as a holomorphic function, which has an analytic contination along every
curve in Ω. As for the continuation of the multiplier function, a weaker condition
is enough. By the above local bifurcation picture, the multiplier of a periodic orbit
of fc of period m extends analytically through a neighborhood of any parameter
cˆ unless fcˆ has a periodic orbit of (exact) period m with multiplier 1 (i.e., cˆ is the
root of a primitive m-hyperbolic component). Assume now that, for any c ∈ Ω,
the map fc has no periodic orbits of period m with multiplier 1. Then we have,
that the multiplier of any periodic orbit of fc of period m, which is defined locally
near c ∈ Ω, has an analytic continuation along every curve in Ω, which starts at c.
13
We will be concerned with the problem of holomorphic (=analytic) extensions
(=continuations) of the multiplier functions ρW and ρW (p/q) from a domain to
a bigger domain. As the multiplier ρW (p/q)(c) is holomorphic in a small neigh-
borhood Bˆ of c0 and, by the above, it extends from Bˆ to holomorphic functions
defined in W (p/q) and in W , ρW (p/q) extends to a holomorphic function defined
in the simply-connected domain Bˆ ∪W ∪W (p/q). Recall also that ρW (p/q) has
an analytic continuation from W (p/q) to the wake W (p/q)∗, and |ρW (p/q)| > 1 in
W (p/q)∗ \W (p/q). Thus ρW (p/q) is holomorphic in the domain W ∪ Bˆ ∪W (p/q)
∗,
and |ρW (p/q)| > 1 in (W ∪W (p/q)
∗) \W (p/q).
Now, since ρW is univalent in W ∪ Bˆ, the function ρW (p/q) is an implicit
function of ρ = ρW in B(0, 1) ∪ B(ρ0, δ
q). We study ρW (p/q) as a function of ρW
whenever it makes sense. The following relation between ρW (p/q) and ρW at the
bifurcation parameter c0 is proved in [13]:
dρW (p/q)
dρW
(c0) = −
q2
ρ0
. (20)
Another important ingredient for us is an inequality connecting the multipliers
ρW (p/q)(c) and ρW (c) when c lies in the hyperbolic component W . For c ∈ W ,
such that ρW (c) 6= 0, the following bound takes place:
| log ρW (p/q)(c)|
2
log |ρW (p/q)(c)|
< q2
| log ρW (c) − 2πip/q|
2
− log |ρW (c)|
, (21)
for some branch of log ρW (p/q)(c) and any branch of log ρW (c). For the proof, see
Appendix.
Let us introduce the function
ΨW,p/q = ρW (p/q) ◦ ψ
log
W .
It is holomorphic in the left half-plane union with a neighborhood of the boundary
point 2πip/q, and ΨW,p/q(2πip/q) = 1, Ψ
′
W,p/q(2πip/q) = −q
2. (The latter holds
by (20).) We want to know how far ΨW,p/q is univalent. The main technical part
is contained in the next Lemma 4.1 having an independent interest.
Suppose g : B(0, 1) → C is a univalent function, and U a simply-connected
domain, such that B(0, 1) ∪ U is also a simply-connected domain. (Below, U will
be either a disk or the image of a disk by exponential map.) We say that g has
a univalent extension to B(0, 1) ∪ U , if there is a function (denoted by the same
letter g), which is holomorphic in B(0, 1) ∪ U , coincides with g in B(0, 1) and is
(globally) univalent in B(0, 1) ∪ U .
Lemma 4.1 For every X > 0 there exist 0 < Λ0 < Λ < 1 depending only on
X, such that the following properties hold. Assume that, for some 0 < r < 1, the
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function ψW has a univalent extension to B(0, 1) ∪ U , where
U = exp(B(2πip/q, r)) = {exp(w) : w ∈ B(2πip/q, r)}.
Assume further that the topological disk V = ψlogW (B(2πip/q, r)) = ψW (U) con-
taining c0 obeys the following two disjointness properties:
(a) V is disjoint with any limb L(W,p′/q′) of W other than L(W,p/q) and such
that q′ ≤ q + 1,
(b) V is disjoint with the subset of M , which is outside of the wake of W :
V ∩ (M \W ∗) = ∅.
Besides, V is disjoint with the parameter ray of argument zero, i.e. with the set
R0 = {c > 1/4}.
Then the following conclusions hold.
I. The function ρW (p/q)(c) extends to a holomorphic function defined in the
domain V p/q := V ∪W (p/q)∗ ∪W , and, for each λ ∈ B(0, 1) there is a unique
cλ ∈ V
p/q, such that ρW (p/q)(cλ) = λ. Clearly, cλ ∈W (p/q).
II. If rq2 < X, then the function ΨW,p/q is well-defined and univalent in the
disk B(2πip/q,Λr), and 23q
2 < |Ψ′W,p/q(L)| <
3
2q
2, for every L ∈ B(2πip/q,Λ0r).
In particular, the following covering property holds: for every θ ≤ Λ0r, the im-
age of B(2πip/q, θ) under the map ΨW,p/q covers B(1, 2q
2θ/3) and is covered by
B(1, 3q2θ/2).
Furthermore, the function ψW (p/q) (the inverse to ρW (p/q) : W (p/q)→ B(0, 1))
has a univalent extension to B(0, 1) ∪B(1, 2q2Λ0r/3).
Comment 2 Roughly speaking, the conditions (a) and (b) guarantee that the
function ρW (p/q) extends analytically through every point in V ∩W
∗ and V \W ∗ re-
spectively. The restriction (a) is “local” (inside of the wake) while (b) is a “global”
one (in the rest of M). We give bounds on r from below in terms of n and p/q to
satisfy (a) and (b) in Lemma 4.2 and Lemma 4.3 respectively.
The following combinatorial fact appears in Lemma 6.1 of [28] (in a slightly dif-
ferent form). For completeness, we reproduce its short proof here:
Proposition 2 (cf. [5]) Let W be an n-hyperbolic component. Let also c ∈
L(W, t′) ∪ c(W, t′), for some t′ = p′/q′ and q′ > 2. Assume that fnQc has a fixed
point with the multiplier 1. Then
Q ≥ q′ − 1
Proof. Consider the dynamical plane of fc. The critical value c lies in the sector
S bounded by the dynamical rays of arguments ℓ±(W (t
′)) and disjoint with 0. On
the other hand, c belongs to a petal at a fixed point a of the map fnQc with the
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multiplier 1. Hence, a is in the closure of the same sector S, too. Since (fnQc )′(a) =
1, every dynamical ray of fc, which lands at a, is fixed by f
nQ
c (see e.g. [41]). But
since c 6= 1/4, a is a landing point of at least two rays. Therefore, there are two
rays Rt1 , Rt2 , 0 < t1 < t2 < 1 (landing at a), which are fixed by f
nQ
c and which lie
in the closure of S. Then ℓ+(W (t
′))− ℓ−(W (t
′)) ≥ t2 − t1 ≥ (2
nQ − 1)−1. Apply
the formula (5). It gives us nQ ≥ nq′ − 2n+ 1, that is, Q ≥ q′ − 1.

Now we start the proof of Lemma 4.1. We drop some indices and write
ψ = ψW , ρp/q = ρW (p/q),
and also
Ψ = ΨW,p/q, B = B(2πip/q, r).
First, we show Part I. We prove a more general statement, see Proposition 3
below. Given the hyperbolic component W and the point t0 = p/q 6= 0, we define
a simply-connected domain D(W,p/q) as follows:
D(W,p/q) = C \ (R0 ∪M1 ∪M2 ∪M3). (22)
Here R0 = {c > 1/4} is the parameter ray to the root c = 1/4 of the main cardioid,
and Mi, 1 ≤ i ≤ 3, are the following subsets of M :
(i) M1 = M \ W
∗. Note that M1 is a continuum, which contains cW and
c = 1/4 (unless W is the main cardioid and M1 = {1/4}),
(ii) M2 = ∪L(W,p
′/q′), over all p′/q′ 6= p/q, such that q′ ≤ q + 1,
(iii) M3 is the shortest subarc of the simple closed curve ∂W , which contains
all c(W,p′/q′) with p′/q′ as in (ii), i.e., p′/q′ 6= p/q and q′ ≤ q+1. In other words,
if, for 0 < t1 < t2 < 1, we denote l(t1, t2) = {c(W, t) : t1 < t < t2} (the open
subarc of ∂W with the end points c(W, t1) and c(W, t2), which is disjoint with
cW ), then M3 = ∂W \ l(t−, t+). Here t± ∈ (0, 1) are the closest points to t0 of the
form p′/q′ 6= 0 with q′ ≤ q + 1 from the left and from the right of t0 (note that t±
exist since 1/(q + 1) < t0 < q/(q + 1)).
The set R0 ∪M1 ∪M2 ∪M3 is connected, closed, unbounded, and does not
separate the plane. So, D(W,p/q) is a simply-connected domain. Let us show
that the domain V p/q = W ∪ W (p/q)∗ ∪ V is contained in D(W,p/q). Indeed,
W and W (p/q)∗ are disjoint with R0 as well as with Mi, i = 1, 2, 3. Also, by the
condition (a), V is disjoint with M2 and, by the condition (b), V is disjoint with
M1∪R0. To show that V is dosjoint with M3, it is enough to prove that, for every
r′, 0 < r′ < r, the domain V (r′) = ψlogW (B(2πip/q, r
′)) is disjoint with M3. Fix
such r′. Let us use the condition that ψ has a univalent extension to B(0, 1) ∪ U .
It implies that the domain W ∪ V = ψ(B(0, 1) ∪ U) is simply-connected. We
have: V (r′) = ψ(U(r′)), where U(r′) = exp(B(2πip/q, r′)). And since r′ < r,
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the boundary of W ∪ V (r′) = ψ(B(0, 1) ∪ U(r′)) is a simple closed curve. In
particular, V (r′)∩∂W is the closure l0 of a single open arc l0 = ψ(∂B(0, 1)∩U(r
′))
containing c0 because otherwise there would be a common point in the boundaries
of W and V (r′) \W outside of the closed arc l0, a contradiction with the fact that
∂(W ∪ V (r′)) is a simple curve. By the condition (a), l0 ⊂ l(t−, t+), and, by the
definition, M3 = ∂W \ l(t−, t+). Therefore, V (r
′) ∩M3 = ∅. We have shown that
V p/q ⊂ D(W,p/q).
As we know, ρp/q is well-defined and holomorphic in the domain D0 = Bˆ ∪
W (p/q)∗ ∪W , where Bˆ is a small neighborhood of the common boundary point
c0 of W and W (p/q)
∗. As W (p/q)∗, W are subsets of D(W,p/q) and Bˆ is small,
one can assume that D0 ⊂ D(W,p/q). Since V
p/q ⊂ D(W,p/q), the part I follows
immediately from a general
Proposition 3 The function ρp/q extends from D0 to a holomorphic function
defined in the domain D(W,p/q), and, for each λ ∈ B(0, 1) there is a unique
cλ ∈ D(W,p/q), such that ρp/q(cλ) = λ. Besides, cλ ∈W (p/q).
Proof. The function ρp/q has an analytic continuation along every curve starting
at c0, which does not contain a parameter c, such that fc has a periodic orbit
of period nq with multiplier 1. We will call such parameters c suspicious. Every
suspicious point lies in the boundary ofM . Denote by I the set of those suspicious
points, which are outside of the wake W (p/q)∗. Let us prove that
I ∩D(W,p/q) = ∅. (23)
Assume the contrary, i.e., there is c ∈ D(W,p/q) \W (p/q)∗, such that fc has a
periodic orbit of period nq with multiplier 1. Since c ∈ ∂M ∩D(W,p/q)\W (p/q)∗,
then either (1) c ∈ l(t−, t+), or (2) c ∈ L(W,p
′/q′), where p′/q′ 6= p/q and q′ > q+1.
As fc, for c ∈ ∂W , has a neutral periodic orbit of period n, the case (1) is excluded.
The case (2) is excluded by the above Proposition 2 (with Q = q). Thus (23) holds.
Denote the closure of W (p/q)∗ by K. The function ρp/q has a holomorphic
extension from W (p/q)∗ to a small neighborhood S of K, because ∂K ∩M =
{c0} and ρp/q is holomorphic in the neighborhood Bˆ of c0. One can assume that
S ⊂ D(W,p/q). Since K is an unbounded continuum not separating the plane,
D′ = D(W,p/q) \ K is a simply-connected domain, too. By (23), D′ does not
contain any suspicious point. Hence, the function ρp/q, which is holomorphic in a
subdomain S \K of D′, has an analytic continuation along every curve in D′. By
the Monodromy Theorem, ρp/q has a well-defined analytic continuation ρ˜p/q from
S \K to D′, and, by the Uniqueness Theorem, ρ˜p/q on D
′ and ρp/q on K define
an analytic continuation of ρp/q to D(W,p/q) = D
′ ∪K.
Thus we have shown that the function ρp/q extends from D0 to a holomorphic
function defined in the domain D(W,p/q). As ρp/q : B(0, 1) → W (p/q) is a
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homeomorphism and |ρp/q| > 1 in (W (p/q)∗ \W (p/q))∪W , then, for every |λ| ≤ 1
there is one and only one cλ in W (p/q)∗ ∪W , such that ρp/q(cλ) = λ. Moreover,
cλ ∈ W (p/q). Denote D˜ = D(W,p/q) \ (W (p/q)∗ ∪W ). It remains to show that
|ρp/q| > 1 in D˜. Observe that, for every c ∈ D(W,p/q), except for perhaps finitely
many c (for which c is the root of a non-primitive nq-hyperbolic components),
ρp/q is the multiplier of some periodic orbit of fc of period nq. Assume now, by
a contradiction, that, for some |λ| ≤ 1 and c1 ∈ D˜, ρp/q(c1) = λ. Then c1 lies
in the closure of some nq-hyperbolic component W1. Since c1 /∈ M1 ∪ L(W,p/q),
then W1 lies in a limb of W other than its p/q-limb. Hence, for some p
′/q′ 6= p/q,
c1 ∈ W1 ⊂ L(W,p
′/q′) ∪ {c(W,p′/q′)}. We have: q′ > q + 1, because otherwise
c1 ∈M2. On the other hand, consider the root c˜ of W1. Then the map f
nq
c˜ has a
fixed point with multiplier 1. By Proposition 2, q′ ≤ q+1, which is a contradiction,
because q′ > q + 1.

Let us pass to the proof of Part II. It has three main ingredients. The first
one is the inequality (21). The second one is Proposition 4 below, which follows,
for example, from the theory of quasinormal families due to P. Montel [42]. A
family of holomorphic functions in a domain D is called quasinormal in D, if every
sequence of maps of the family contains a subsequence, which converges locally
uniformly in D except for, possibly, a finite number of points. The points where
the convergence is not locally uniform are called irregular points. If the number of
irregular points is always at most N , the family is called quasinormal of order at
most N (if N = 0, the family is normal). It is clear from the Maximum Principle,
that outside of the irregular points the sequence converges locally uniformly to
infinity. Montel [42] proves the following main criterion of quasinormality: A
family of functions which are holomorphic in a domain, where it takes at most N0
times the value 0 and at most N1 times the value 1 is quasinormal in the domain
of order at most the minimum of N0, N1. As an immediate corollary, we have:
Proposition 4 Assume that {g} is a family of functions which are holomorphic
in the unit disk B(0, 1), and such that: (1) g(z) = 0 if and only if z = 0, (2) there
exists Z 6= 0, so that each g of the family takes the value Z in at most one point,
and (3) there exists z0 6= 0, so that the set {g(z0)} is bounded. Then the family
{g} is uniformly bounded on any compact in the unit disk.
The last ingredient is the following statement, which is Lemma I from [44]:
Proposition 5 Let ω(z) = αz + c2z
2 + ... be regular and |ω(z)| ≤ |z| for |z| < 1,
and let ω(z) further satisfy ω(z) 6= 0 for 0 < |z| < 1; then ω(z) is univalent inside
the circle |z| = R(α) with R(α) = 1 + log(1/|α|) − [(1 + log(1/|α|))2 − 1]1/2.
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Let us turn to the proof of II. Consider Ψ = ρp/q ◦ψ ◦ exp. It is holomorphic in B
and such that Ψ(2πip/q) = 1 and Ψ′(2πip/q) = −q2. Define
g(w) =
Ψ(rw + 2πip/q) − 1
rq2
. (24)
Then g is holomorphic in the unit disk, moreover, g(0) = 0 and g′(0) = −1. We
are going to show that g satisfies the conditions (1)-(3) of Proposition 4 with
Z = −1/(2X) and with z0 = −1/2.
(1) Assume g(w) = 0. It means that ρp/q(c) = 1, for some c ∈ V . By the part
I, then c = c0, i.e. w = 0.
(2) Assume g(w) = −1/(2X). Then, for some c1 ∈ V , ρp/q(c1) = 1−rq
2/(2X).
Since rq2 < X, the point λ = 1− rq2/(2X) ∈ (1/2, 1), i.e., it lies in the unit disk.
Hence, by Part I, such c1 is unique, that is, w is the only solution of the equation
g(w) = −1/(2X).
(3) Let us fix w = −1/2. Now, apply (21) with c = ψ ◦ exp(−r/2 + 2πip/q)
and log ρW (c) = −r/2 + 2πip/q:
| log(1 + rq2g(−1/2))|2
log |1 + rq2g(−1/2))|
< q2
| − r/2|2
−(−r/2)
=
1
2
rq2.
Geometrically, it means that the point 1 + δg(−1/2) belongs to the set E =
{exp(z) : |z − δ/4| < δ/4}, where δ = rq2. If δ < δ0, where δ0 is a small fixed
number, then E is contained in a small disk around 1 of radius at most δ. Hence,
|g(−1/2)| < 1. On the other hand, if δ ≥ δ0 and δ < X, then |g(−1/2)| <
(1 + exp(δ))/δ ≤ (1 + exp(X))/δ0.
We have checked that the conditions (1)-(3) hold for every g as above. There-
fore, by Proposition 4, for every X > 0 there is C, such that |g(w)| < C, for
|w| < 9/10. Now we can apply Proposition 5 to the function ω(z) = g(9z/10)/C,
|z| < 1. We get that g is univalent in the disk |w| < Λ := (9/10)R(9/(10C)). It
means that Ψ is univalent in the disk B(2πip/q,Λr). By the classical distortion
bounds for univalent maps, there exists Λ0, which depends on Λ only, such that
2/3 < |Ψ′(L)/Ψ′(2πip/q)| < 3/2, for L ∈ B(2πip/q,Λ0r). Since |Ψ
′(2πip/q)| = q2,
this proves the covering property.
To complete the prove of Part II, let us show that the function ψW (p/q) has
a univalent extension to B(0, 1) ∪ B(1, 2q2Λ0r/3). Indeed, by what we have just
proved, the function ρ−1p/q = ψ
log
W ◦Ψ
−1 is well-defined and univalent inB(1, 2q2Λ0r/3).
In other words, ψW (p/q) = ρ
−1
p/q has an analytic continuation from B(0, 1) to the do-
main B′ := B(0, 1) ∪B(1, 2q2Λ0r/3) (denote this continuation again by ψW (p/q)).
In order to show that ψW (p/q) is univalent in B
′, observe that ψW (p/q)(B
′) ⊂
W (p/q)∪V ⊂ V p/q, and, by Part I, ρp/q is a holomorphic function in V
p/q. Thus,
ψW (p/q) in B
′ has a well-defined inverse function ρp/q. The proof of Lemma is
completed.
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Comment 3 Obviously, Lemma 4.1 remains valid if the constant Λ0 is replaced
by a smaller one. Using the classical bounds 1−|z|
(1+|z|)3
≤ |f ′(z)| ≤ 1+|z|
(1−|z|)3
for any
univalent function f(z) = z + ... in the unit disk (see e.g. [12]), it is easy to check
that, by the optimality of the bounds, Λ0 < Λ/8, and one can take Λ0 = Λ/16.
In the next two Lemmas we give some bounds on r from below in terms of n
and p/q to satisfy the conditions (a) and (b) of the above Lemma 4.1.
Lemma 4.2 (cf. [5]) Let n ≥ 1 and p/q 6= 0. Given an n-hyperbolic component
W , consider the corresponding function ψlogW . Assume that ψ
log
W extends to a func-
tion, which is defined and univalent on the disk B = B(2πip/q, 1/(2nq3)). Then
the domain V = ψlogW (B) is disjoint with any limb L(W,p
′/q′) other than L(W,p/q)
and such that q′ ≤ q + 1.
Proof. The image of any limb L(W,p′/q′) by the function log ρW is contained in
Yoccoz’s circle Yn(p
′/q′) = {L : |L− (2πip′/q′ + n log 2q′ )| <
n log 2
q′ }. Let us estimate
the distance d between the point 2πip/q and the circle Yn(p
′/q′), where p′/q′ 6= p/q
and q′ ≤ q + 1. Then |p′/q′ − p/q| ≥ 1/(qq′) and, hence,
d = [(2π(
p′
q′
−
p
q
))2+(
n log 2
q′
)2]1/2−
n log 2
q′
≥
1
q′
{[
4π2
q2
+(n log 2)2]1/2−n log 2} ≥
4π2
q2(q + 1)
1
[4pi
2
q2
+ (n log 2)2]1/2 + n log 2
≥
1
2nq3
,
for all n ≥ 1 and q ≥ 2.

Lemma 4.3 Let n ≥ 1 and p/q 6= 0. Set
rˆ = min{
1
n
(
p
q
)2,
1
2n/2
|
p
q
|}.
Given an n-hyperbolic component W , consider the corresponding function ψlogW .
Assume that ψlogW extends to a function, which is defined and univalent on the disk
B = B(2πip/q, rˆ). Then the domain V = ψlogW (B) is contained in the wake W
∗.
In particular, the condition (b) of Lemma 4.1 holds.
Proof. Each point of the periodic orbit OW (c) of period n has an analytic con-
tinuation from W to the wake W ∗ and, by continuity, to W ∗ \ {cW }. (In fact, one
can extend it analytically, for example, to C \ ({c > 1/4} ∪ (M \W ∗)).) Assume
that V is not contained in W ∗. Then there is c1 ∈ V \M , such that c1 lies on a
parameter ray of argument tc1 ∈ {t±(W )}. Consider now the dynamical plane of
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fc1 and its dynamical rays (for the definiton of dynamical rays to the disconnected
Julia set, see e.g. [33] and Subsection 6.2 of Appendix). Then a point of the peri-
odic orbit OW (c1) of fc1 of period n must be the landing point of a (non-smooth)
dynamical ray of fc1 of argument tc1 (see e.g. [32]). As tc1 is a periodic point
of the doubling map σ of period n, we can employ Corollary 6.1 of Appendix.
Denote by ρ1 the multiplier of the periodic orbit OW (c1). By the condition of
the present Lemma, log ρ1 lies in the disk B. In particular, log |ρ1| < rˆ. On the
other hand, by Corollary 6.1, we obtain that a branch of log ρ1 lies in the circle
Y = Yn(0, δ(n, (1/n) log |ρ1|)). Therefore, the disks B and Y must intersect. Let
us show that this is impossible. Indeed, by (62)-(63) of Corollary 6.1, and since
log |ρ1| < rˆ, then Y ⊂ B(R,R), where
R =
nπ log 2
arctan npi(2n−1)rˆ
.
We need to check that (2πp/q)2+R2 > (rˆ+R)2, or (2πp/q)2 > rˆ2+2Rrˆ. Denote
β = nπ/((2n − 1)rˆ). Consider two cases. If β ≥ 1, then R < 4n log 2, and
rˆ2 + 2Rrˆ ≤ (
1
n
)2(
p
q
)4 +
1
n
(
p
q
)28n log 2 ≤ (
p
q
)2(1 + 8 log 2) < (2π
p
q
)2.
If β < 1, then we use that arctan β > β/2 and, hence,
R <
nπ(log 2)2(2n − 1)rˆ
nπ
= 2rˆ(2n − 1) log 2.
Thus
rˆ2 + 2Rrˆ < rˆ2(1 + 4(2n − 1) log 2) ≤ (
p
q
)2
1
2n
(1 + 4(2n − 1) log 2) < (2π
p
q
)2.

We can now combine Lemmas 4.2-4.3 with Lemma 4.1 and get an effective ver-
sion of Lemma 4.1. As 1/(2nq3) ≤ (1/n)(p/q)2, the minimum of radii introduced
in Lemmas 4.2-4.3 is the number r(n, p/q) defined by
r(n, p/q) = min{
1
2nq3
,
1
2n/2
|
p
q
|}. (25)
Put r = r(n, p/q) in Lemma 4.1. Since rq2 ≤ 1/(2nq) < 1, we can apply Lemma 4.1
with X = 1 and find corresponding 0 < Λ0 < Λ < 1. Then, by Lemma 4.1 (I)-
(II), the function ΨW,p/q is well-defined in B(2πip/q, r(n, p/q)) and univalent in
B(2πip/q,Λr(n, p/q)). Moreover,
B(1,
2
3
q2Λ0r(n,
p
q
)) ⊂ ΨW,p/q(B(2πi
p
q
,Λ0r(n,
p
q
)) ⊂ B(1,
3
2
q2Λ0r(n,
p
q
)). (26)
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As 3q
2Λ0r(n,p/q)
2 <
3
4nq < 1, a branch of log is well-defined inB(1, 3q
2Λ0r(n, p/q)/2),
such that it vanishes at the point 1. Therefore, using this branch of log, the
function
λW,p/q := logΨW (p/q) = log ◦ρW (p/q) ◦ ψW ◦ exp (27)
is well-defined and univalent in B(2πip/q,Λ0r(n, p/q)) and vanishes only at the
point 2πip/q. Next, we apply the derivative estimate for ΨW (p/q), see Lemma 4.1
(II). Using (26) and that Λ0 < 1/8 (see Comment 3) we easily conclude from the
definition of λW,p/q that q
2/2 < |λ′W,p/q| < 2q
2 in B(2πip/q,Λ0r(n, p/q)). Finally,
by the last conclusion of Lemma 4.1(II) the function ψW (p/q) has a univalent
extension to B(0, 1) ∪B(1, 2q2Λ0r(n, p/q)/3).
We define a constant Q0 by the condition: for q > Q0 and 0 < ǫ ≤ 1/(4q),
exp(B(0, ǫ)) ⊂ B(1,
4
3
ǫ). (28)
We use this with ǫ = q2Λ0r(n, p/q)/2 < 1/(4q), where q > Q0.
We get the part A of the following statement, which will serve as an indunction
argument in the proof of the Main Lemma 4.5.
Recall that ρ0 = exp(2πip/q) and c0 = ψW (ρ0).
Lemma 4.4 There exists 0 < Λ0 < 1 as follows. Assume that ψW has a univalent
extension to B(0, 1) ∪ U , where U = exp(B(2πip/q, r(n, p/q))). Then A-B hold.
A. The function ΨW,p/q = ρW (p/q)◦ψW ◦exp is holomorphic in B(2πip/q, r(n, p/q)),
and it is equal to 1 only at the center 2πip/q. Furthermore, the function λW,p/q
introduced above:
λW,p/q = log ◦ρW (p/q) ◦ ψW ◦ exp
is well-defined and univalent in B(2πip/q,Λ0r(n, p/q)), and it is equal to zero
only at the center 2πip/q. For every L ∈ B(2πip/q,Λ0r(n, p/q)), we have:
1
2q
2 <
|λ′W,p/q(L)| < 2q
2. In particular, the inverse function λ−1W,p/q is defined and univa-
lent in B(0,Λ0q
2r(n, p/q)/2), and
1
2q2
< |(λ−1W,p/q)
′(L)| <
2
q2
there. Finally, if q > Q0, the function ψW (p/q) has a univalent extension to
B(0, 1) ∪ Uˆ , where Uˆ = exp(B(0,Λ0q
2r(n, p/q)/2)).
B. For each k = 1, ...n, there exists a function Fk, which is defined and holo-
morphic in the disk
S = {|s| < (
1
2
r(n, p/q))1/q},
such that Fk(0) = 0, F
′
k(0) 6= 0, and the following holds. For every s ∈ S, s 6= 0,
and corresponding ρ = ρ0+s
q, the points bk(c0)+Fk(s exp(2πi
j
q )), k = 1, ..., n, j =
0, ..., q − 1, form the periodic orbit Op/q(c) of fc of period nq, where c = ψW (ρ).
The multiplier of Op/q(c) is equal to ρW (p/q)(c).
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It remains to prove the part B. It holds locally, in a neighborhood of the point
s = 0 (see the discussion in the beginning of Section 4.2, where the functions Fk
were introduced). Let us show that the functions Fk don’t have singularities in
the disk S. Indeed, otherwise being continued along a curve in S, which starts
at s = 0 and ends at some s1 6= 0, the multiplier ρW (p/q) of O
p/q becomes equal
to 1, for some c1 6= c0. Here c1 = ψW (ρ1), where |ρ1 − ρ0| = |s1|
q < r(n, p/q)/2.
Besides, ρ1 6= ρ0. It is easy to check that then a branch of log ρ1 is contained in
B(2πip/q, r(n, p/q)), and log ρ1 6= log ρ0 = 2πip/q. On the other hand, by the
part A, ρW (p/q) ◦ ψW ◦ exp takes the value 1 in B(2πip/q, r(n, p/q)) only at the
point 2πip/q, a contradiction.
4.3 The function H
Definition 4.1 Define a real strictly increasing smooth function
H : [0, 1) → [0,∞), H(0) = 0
as follows. Let G be the set of all holomorphic functions g : B(0, 1) → C \ {1},
such that g(w) = 0 if and only if w = 0. Then
H(u) = sup{|g(w)| : |w| ≤ u, g ∈ G}.
There is an explicit expression for H. It is obtained as follows. Let J(w) be a
holomorphic function in B(0, 1), such that J(0) = 0, J ′(0) > 0, and
J : B(0, 1) \ {0} → C \ {0, 1}
is an infinite unbranched cover. Such function is investigated in [44], see also
[10], [16], [45]. By the Schwarz lemma, H(u) = max|w|=u |J(w)|. On the other
hand, by [44], J(w) = 16wΠ∞k=1
(1+w2k)8
(1+w2k−1)8
. (Apparently, J is equal to the square of
the so-called elliptic modulus, see e.g.[45].) Thus,H(u) = −J(−u) = 16uΠ∞k=1
(1+u2k)8
(1−u2k−1)8
.
Using a bound for |J(w)| proved in [44], we get:
H(u) ≤
1
16
exp (−π2/ log u). (29)
4.4 Main Lemma
Theorem 7 will be a consequence of Lemma 4.5 below and a renormalization
argument.
It is easy to check the existence of Q1, such that, for q > Q1 and |p/q| ≤ 1/2,
exp(B(2πi
p
q
,
1
2q3
)) ⊂ {ρ : Re(ρ) < 1}.
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Recall that r(n, p/q) = min{1/(2nq3), |p/q|2−n/2}, and the constant Q0 is defined
by the condition (28) before Lemma 4.4 .
Lemma 4.5 Let Λ0 be the constant from Lemma 4.4. Set
α =
Λ0
4
, Q = max{Q0, Q1}.
Let t0, t1, ..., tm,... be a sequence of rational numbers tm = pm/qm ∈ (−1/2, 1/2] \
{0}. Let W 0 be the main cardioid. Denote Wm = Wm−1(tm−1), m = 1, 2, ...,
in other words, the closure of the hyperbolic component Wm touches the closure
of the hyperbolic component Wm−1 at the point cm−1 := c(W
m−1, tm−1) with the
internal argument tm−1. Denote
n0 = 1, nm = q0q1...qm−1, m > 0,
i.e., nm is the period of the attracting periodic orbit of fc, for c ∈W
m.
(C1) Assume that, for m ≥ 0, we have: qm > Q and
|t0| <
α
8π
, |tm| <
α
4π
q2m−1r(nm−1,
pm−1
qm−1
) =
α
4π
min{
1
2nm
,
|pm−1qm−1|
2nm−1/2
},m ≥ 1.
(30)
Then the sequence cm converges to some c∗ ∈ ∂M .
(C1’) If, additionally,
lim sup
m→∞
qm
max{n2m, nm−12
nm−1/2}
>
8
α
, (31)
then the Mandelbrot set is locally connected at c∗.
(C2) Assume that the conditions of (C1) hold, and assume also that
|t0|H(u0) +
∞∑
m=0
um
qm(1− um)
H(um+1) <
1
100
, (32)
where
um = |32tm+1max{2nm+1,
2nm/2
|pmqm|
}|1/qm ,m ≥ 0. (33)
Then the map fc∗ is infinitely renormalizable with non locally connected Julia set.
Proof. Introduce some notations. Let
rm = r(nm,
pm
qm
) = min{
1
2nmq3m
,
1
2nm/2
|
pm
qm
|}, m = 0, 1, ...
B0 := B(0, α), Bm := B(0, αq
2
m−1rm−1), m = 1, 2, ...,
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B˜m := B(2πipm/qm, rm), Um = exp(B˜m), m = 0, 1, ....
As usual, ψWm is the function, which is inverse to the multiplier function ρWm.
Using notations of Lemma 4.4, denote
ψm = ψ
log
Wm = ψWm ◦ exp, λm = λWm,tm = log ◦ρWm+1 ◦ ψWm ◦ exp .
For m ≥ 0, λm is defined and holomorphic in a neighborhood of the point
2πitm, and a branch of the log is chosen so that λm(2πitm) = 0. Note that
cm = ψm(2πitm). We have explicitely ψW 0(ρ) = ρ/2 − (ρ/2)
2, so that ψW 0 is
holomorphic in the plane and is univalent in any domain, which does not contain
two points ρ1 6= ρ2 with ρ1 + ρ2 = 2, particularly, it is univalent in the half-plane
{Re(ρ) < 1}. By the choice of Q1 and Q, ψW 0 is univalent in B(0, 1) ∪ U0. This
will allow us to start applying Lemma 4.4. Now, let us verify that, for m ≥ 0,
B˜m ⊂ Bm \ 0. (34)
Indeed,
2π|pm/qm|
rm
≥
2π|pm/qm|
1/(2nmq3m)
≥ 16π > 1.
Hence, if rˆm denotes the radius of Bm and using the condition (30),
2π
|pm|
qm
+ rm < 4π
|pm|
qm
< rˆm.
This proves (34).
Note that ψ0 = ψW 0 ◦ exp is holomorphic in C. Set C = max{|(ψ0)
′(L)| : L ∈
B0}.
Claim 1. For m = 1, 2, 3, ..., the following holds.
(i) The function ψm extends to a univalent map defined in Bm. Moreover, the
univalent function ψWm : B(0, 1) → W
m has a univalent extension to B(0, 1) ∪
exp(Bm).
(ii) For L ∈ Bm,
|ψ′m(L)| ≤ C
2m
n2m
.
(iii) For any k ≥ 0, denote
Rk = ψk(Bk),
(so that ck ∈ Rk). Then Rm ⊂ Rm−1, and the diameter of the set Rm is less than
2Cα2m/n3m. In particular, {Rm} shrink to a point c∗, which is the limit of the
sequence cm.
(iv) If, for some m > 0,
qm
max{n2m, nm−12
nm−1/2}
>
8
α
, (35)
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then the limb L(Wm, tm) is contained in Rm.
We prove (i)-(iii) of the Claim 1 by induction in m = 1, 2, 3, .... The proof is
an almost straighforward application of Lemma 4.4. We have:
ψm+1 = ψm ◦ λ
−1
m , m ≥ 0, (36)
whenever the right hand-side is defined.
Let us prove (i)-(iii) for m = 1. As we checked before the Claim 1, ψW 0 has a
univalent extension to B(0, 1) ∪U0, that is, the conditions of Lemma 4.4 hold, for
W =W 0, and p0, q0 instead of p, q. By Lemma 4.4 (A), the inverse λ
−1
0 is defined
and univalent in B1 = B(0, (Λ0/4)q
2
0r0), and λ
−1
0 (B1) is contained in B˜0. Also, for
L ∈ B1,
1
2q2
0
< |(λ−10 )
′(L)| < 2
q2
0
. By (36), ψ1 extends to a univalent map defined
in B1, and, by the Chain Rule, for L ∈ B1,
|ψ′1(L)| ≤ C
2
q20
= C
2
n21
.
The property (iii) follows from (i)-(ii): R1 = ψ1(B1) = ψ0 ◦ λ
−1
0 (B1) ⊂ ψ0(B0) =
R0. Finally, by the last conclusion of Lemma 4.4 (A), ψW 1 has a univalent exten-
sion to B(0, 1) ∪ exp(B1).
Step of induction. This is an obvious modification of the argument for m = 1.
So, assume (i)-(ii) hold for m ≥ 1. By (34) and (i), the conditions of Lemma 4.4
hold, forW =Wm and pm, qm instead of p, q. Therefore, the inverse λ
−1
m is defined
and univalent in Bm+1 = B(0, αq
2
mrm), also
λ−1m (Bm+1) ⊂ B˜m ⊂ Bm, (37)
and, for L ∈ Bm+1,
1
2q2m
< |(λ−1m )
′(L)| <
2
q2m
. (38)
By (36), ψm+1 extends to a univalent map defined in Bm+1, and, by the Chain
Rule and the induction assumption, for L ∈ Bm+1,
|ψ′m+1(L)| ≤ C
2m
n2m
2
q2m
= C
2m+1
n2m+1
.
In turn, Rm+1 = ψm+1(Bm+1) = ψm ◦ λ
−1
m (Bm+1) ⊂ ψm(Bm) = Rm, i.e. (iii)
holds as well, for m+1. Finally, by the last conclusion of Lemma 4.4 (A), ψWm+1
has a univalent extension to B(0, 1) ∪ exp(Bm+1).
The induction is completed. Let us prove (iv). Assuming the condition of
(iv) holds, let us check that Yoccoz’s circle Ynm(tm) is contained in Bm. Indeed,
Ynm(tm) is contained in the disk centered at 2πipm/qm of radius 2nm log 2/qm,
while, by (35),
2nm log 2
qm
<
2αnm log 2
8max{n2m, nm−12
nm−1/2}
≤
α log 2
2
min{
1
2nm
,
qm−1
2nm−1/2
} ≤
α log 2
2
q2m−1rm−1.
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Then, using (30),
2π
|pm|
qm
+
2nm log 2
qm
< [
α
2
+
α log 2
2
]q2m−1rm−1 < αq
2
m−1rm−1,
which is the radius ofBm. Thus Ynm(tm) ⊂ Bm, hence, L(W
m, tm) ⊂ ψm(Ynm(tm)) ⊂
ψm(Bm) = Rm. This finishes the proof of the Claim 1. It yields immediately the
statements (C1)-(C1’) of the Lemma.
Now we pass to the proof of the statement (C2). Let us denote by Ok(c) the
nk-periodic orbit of fc, which is attracting if c ∈ W
k, k = 0, 1, 2, .... As we know,
Ok(c) extends holomorphically for c in the wake (W
k)∗ of W k. Given m ≥ 1,
consider any point b(c) of the periodic orbit Om(c), for c ∈ (W
m)∗. By (34) and
by Claim 1(i), ψWm−1 has a univalent extension to B(0, 1)∪exp(B˜m−1) (form = 1,
this was checked before the Claim 1). Thus the conditions of Lemma 4.4 hold,
for W = Wm−1 and p/q = tm−1. Then the conclusion (B) of that Lemma tells
us that the function b extends to a neighborhood of cm−1 in the following sense.
There is a holomorphic function Z of a local parameter s in the disk
Sm−1 := {|s| < vm−1}, vm−1 = (
rm−1
2
)1/qm−1 ,
such that it matches b(c), i.e., b(c) = Z(s) for
c = cm−1(s) := ψWm−1(exp(2πitm−1) + s
qm−1).
Moreover, the points Z(sejqm−1), where j = 1, ..., nm−1 − 1 and eq = exp(2πi/q),
also belong to Om. We denote by b
+ the point Z(seqm−1) of Om, which is uniquely
defined for s ∈ Sm−1. Let us estimate the distance between b = Z(s) and b
+ =
Z(seqm−1).
Claim 2. |Z(s)| < 3 for s ∈ Sm−1, m = 1, 2, ... .
Proof of Claim 2. For |c| < 5, every point z, such that |z| ≥ 3, escapes
under the dynamics of fc. As Z(s) ∈ Jcm−1(s), it is then enough to check that
|cm−1(s)| < 5. Fix s ∈ Sm−1 and denote c˜ = cm−1(s). If c˜ ∈ M , then |c˜| ≤ 2,
so we assume c˜ /∈ M . We have: |ρWm−1(c˜) − exp(2πitm−1)| = |s|
qm−1 < rm−1/2,
where rm−1 ≤ 1/(2nm−1q
3
m−1) ≤ 1/16. Hence,
log |ρWm−1(c˜)| < log(1 +
rm−1
2
) < rm−1 ≤
1
16
.
On the other hand, consider the Riemann map R : {|w| > 1} → C \M , where
R(w) = w + α0 + O(1/|w|) as w → ∞. If R(w˜) = c˜, then, in the notations of
Subsection 6.2 of Appendix, |w˜| = |Bc˜(c˜)| = exp(2ac˜). In turn, by Theorem 9 of
Subsection 6.2,
ac˜ ≤
1
nm−1
log |ρWm−1(c˜)| ≤
1
16
,
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that is, |w˜| ≤ exp(1/8). By a general property of univalent maps (see e.g. [12],
Ch.II), for every r ≥ 1, the complement of the image R({|w| > r}) belongs to the
disk |c − α0| ≤ 2r. Setting here r = 1 and using that −2, 1/4 ∈ M and α0 ∈ R,
we get −2 < α0 ≤ 0 (in fact, it is well-known that α0 = −1/2). Then, setting
r = exp(1/8), we get finally that |c˜| < 2 + 2 exp(1/8) < 5. Claim 2 is proved.
Thus |Z(s)| < 3 for s ∈ Sm−1. Therefore,
|Z(seqm−1)− Z(s)| < 3
2π
qm−1
|s|
vm−1
1− |s|
2
v2m−1
. (39)
Let us detect s for Om, which corresponds to the limit parameter c∗. Using (36)-
(37), we have :
c∗ ∈ ψm+1(Bm+1) = ψm ◦ λ
−1
m (Bm+1) ⊂ ψm(B˜m) = ψm−1 ◦ λ
−1
m−1(B˜m).
As λm−1(2πitm−1) = 0, then (38) gives us that
λ−1m−1(B˜m) ⊂ B(2πitm−1, C), (40)
where
C =
2
q2m−1
(2π|tm|+ rm) ≤
2
q2m−1
(2π|tm|+
1
2nmq3m
) <
16|tm|
q2m−1
. (41)
Note that, by (30),
16|tm|/q
2
m−1
rm−1/2
< 32
α
4π
<
2
π
< 1. (42)
Therefore, if sm−1 ∈ Sm−1 is such that c∗ = cm−1(sm−1), then
|sm−1|
vm−1
< (
16|tm|/q
2
m−1
rm−1/2
)1/qm−1 = (32|tm|max{2nm,
2nm−1/2
|pm−1qm−1|
})1/qm−1 , (43)
and is less than 1. Now we consider two consequtive periodic orbits Om and
Om+1. Let bm+1(c) be any point of Om+1(c), for c ∈ (W
m+1)∗. By the above,
there is a holomorphic function Zm+1 of the local parameter s ∈ Sm, such that
bm+1(c) = Zm+1(s), where c = cm(s) provided cm(s) ∈ (W
m+1)∗. For s ∈ Sm, we
have:
ρWm−1(cm(s)) ∈ ρWm−1 ◦ ψWm(B(e
2piitm , rm/2)) ⊂ ρWm−1 ◦ ψWm ◦ exp(B˜m).
Consider the set Ω := ρWm−1◦ψWm◦exp(B˜m), in other words, Ω = exp(λ
−1
m−1(B˜m)).
By (40)-(42) along with (34), Ω ⊂ exp(B(2πitm−1, (2/π)(rm−1/2))) \ {e
2piitm−1}.
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Now we use the definition of the constant Q0, see (28), with ǫ = (2/π)(rm−1/2).
As ǫ < 1/(4q3m−1) ≤ 1/(4q) and qm−1 > Q0, we therefore have that
exp(B(2πitm−1,
2
π
rm−1
2
)) ⊂ B(exp(2πitm−1),
4
3
ǫ),
and since 4ǫ/3 < rm−1/2, we conclude that the simply-connected domain Ω is a
subset of B(e2piitm−1 , rm−1/2) \ {e
2piitm−1}. It allows us to fix a branch p of the
function v 7→ (v − e2piitm−1)1/qm−1 , which is defined for v ∈ Ω. We thus get a
well defined passage map pˆ : s 7→ p ◦ ρWm−1(cm(s)) from the local parameter
s ∈ Sm of Om+1(c) to the corresponding local parameter in Sm−1 of the points
of Om(c). Now, let Zˆm(s) := Zm(pˆ(s)), s ∈ Sm, be a point of Om, for which
Zˆm(0) = Zm+1(0). For b = Zˆm(s) of Om, there is the corresponding point b
+ =
Zˆ+m(s) of Om, i.e. Zˆ
+
m(s) = Zm(pˆ(s)eqm−1). Consider the functions Zm+1, Zˆm, and
Zˆ+m holomorphic in Sm. Observe that Zm+1(s) = Zˆm(s) if and only if s = 0, and
Zˆ+m(s) 6= Zˆm(s) in Sm. Introduce a new function
ζm(s) =
Zm+1(s)− Zˆm(s)
Zˆ+m(s)− Zˆm(s)
.
By the above, ζm(s) obeys the following properties:
(i) it is holomorphic in the disc Sm,
(ii) ζm(s) 6= 1 in Sm,
(iii) ζm(s) = 0 if and only if s = 0.
We conclude that
|ζm(s)| ≤ H(
|s|
vm
), (44)
where the function H is defined in Sect. 4.3.
As for the limit parameter s = sm, we get
|Zm+1(sm)− Zˆm(sm)| ≤ H(
|sm|
vm
)|Zˆ+m(sm)− Zˆm(sm)|. (45)
In turn, by (39),
|Zˆ+m(sm)− Zˆm(sm)| = |Zm(sm−1eqm−1)− Zm(sm−1)| < 3
2π
qm−1
|sm−1|
vm−1
1− |sm−1|
2
v2m−1
. (46)
Here Z∗m+1 := Zm+1(sm) is any point of the periodic orbit Om+1 of the limit
map fc∗ while Z
∗
m := Zˆm(sm) is a point of the periodic orbits Om of the same map
fc∗, which is determined by the Z
∗
m+1. Because H and t/(1 − t
2) are increasing
functions, we conclude from (45), (46), and (43):
|Z∗m+1 − Z
∗
m| ≤ 3
2π
qm−1
um−1
1− um−1
H(um) (47)
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where uk = (32|tk+1|min{2nk+1,
2nk/2
|pkqk|
})1/qk , k = 0, 1, ....
In turn, the point Z∗m determines a point Z
∗
m−1 of the periodic orbit Om−1,
and so on until a point Z∗0 of O0. The inequality (47) holds for every m ≥ 1.
It remains to estimate |Z∗1 − Z
∗
0 |. Since Z
∗
0 is a fixed point of fc∗, we compare
|Z∗1 − Z
∗
0 | with |β
∗ − Z∗0 |, where β
∗ is the second fixed point of fc∗. By similar
considerations, we can write
|Z∗1 − Z
∗
0 | ≤ H(u0)|β
∗ − Z∗0 |.
On the other hand,
|β∗ − Z∗0 | = |1− ρ
∗|
where ρ∗ is the multiplier of Z∗0 . Hence,
|β∗ − Z∗0 | ≤ |1− exp(2πit0)|+ | exp(2πit0)− ρ
∗| ≤ 2π|t0|+ 1/(2q
3
0) < 7|t0|.
We have finally, for m = 0, 1, 2, ...,
|Z∗m+1 − Z
∗
0 | < 6π{|t0|H(u0) +
∞∑
k=1
1
qk−1
uk−1
1− uk−1
H(uk)}. (48)
Here Z∗m+1 is any point of the periodic orbit Om+1 of fc∗, for any m ≥ 0. On
the other hand, since ρ∗ = 2Z∗0 and |ρ
∗| > 1 − 1/(2q30) > 1/2, then |Z
∗
0 | > 1/4.
Hence, under the condition (32), for every m ≥ 1, the periodic orbit Om of fc∗
lies outside of a fixed neighborhood B(0, δ) of zero, where δ > 1/4 − 6π/100 > 0.
It is well known that this implies the non local connectivity of Jc∗ (see [52] for a
detailed proof of this fact).

4.5 Proof of Theorem 7
First, let us make a remark on the condition (S) of Theorem 7. We claim that the
value uk,m in (S) can be replaced by
u˜k,m = |Atm+1max{Bqk...qm,
exp(γ˜qk...qm−1)
|pmqm|
}|1/qm ,
for any positive A, B, and γ˜. Indeed, given k, if k1 > k is big enough and m ≥ k1,
then u˜k1,m/uk,m < 1. Therefore, if (15) holds and since H is increasing, then
∞∑
m=k1
u˜k1,m
qm(1− u˜k1,m)
H(u˜k1,m+1) ≤
∞∑
m=k1
uk,m
qm(1− uk,m)
H(uk,m+1) <∞.
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Vice versa, given k, if k1 > k is big enough and m ≥ k1, then uk1,m/u˜k,m < 1, i.e.,
if (15) holds with u˜k,m instead of uk,m, then it also holds with uk1,m.
Now we can restate the conditions (Y0), (Y1), (S) as follows:
(Y 0′)a−b There is C > 0, such that, for all m large enough,
|tm| < min{
C
q0...qm−1
, |pm−1qm−1| exp(−
q0...qm−2
C
)}. (49)
(Y1’) There exist β > 0, C1 > 0, such that
lim sup
m→∞
qm
max{(q0...qm−1)2, exp(βq0...qm−2)}
> C1, (50)
(S’) For some k ≥ 0,
∞∑
m=k
u˜k,m
qm(1− u˜k,m)
H(u˜k,m+1) <∞, (51)
where
u˜k,m = |32tm+1max{2qk...qm,
2qk...qm−1/2
|pm|qm
}|1/qm ,m ≥ k. (52)
(We set qk...qm−1 = 1, if m = k.) It is enough to find a tail Tk0 = {tm}
∞
m=k0
of the
sequence T0 = {tm}
∞
m=0, which satisfies corresponding conditions of Lemma 4.5
with n = 1. Namely, let us start with the 1-hyperbolic component W0 (the main
cardioid) and the tail Tk0 = {tk0 , tk0+1...} in place of W and T0 = {t0, t1, ...},
respectively. Then we get a sequence of hyperbolic components W k0,m0 , m ≥ k0,
where W k0,k00 = W0 and, for m > k0, the closure of W
k0,m
0 touches the closure
of W k0,m−10 at the point ck0,m−1 with internal argument tm−1. By a well known
straightening procedure, see [9] and the proof of Theorem 1, the following impli-
cations hold. If the sequence of parameters ck0,m converges, as m → ∞, to some
ck0,∗, then the sequence cm also converges, to some c∗. If, moreover, M is locally
connected at ck0,∗, then M is locally connected at c∗, and if the Julia set Jck0,∗ is
not locally connected, then Jc∗ is not locally connected, too.
Thus to prove the theorem it is enough to find a tail Tk0 , such that: (a’) the
condition (Y 0′)a−b for the whole sequence T0 implies the condition (30) for the tail
Tk0 , (b’) the condition (Y1’) for T0 implies the condition (31) for Tk0 , and (c’) the
conditions (Y 0′)a−b and (S’) for T0 implies the condition (32) for Tk0 . Notice that
(a’) and (b’) are obviously true, for any k0 large enough, because q0...qk0−1 →∞
as k0 →∞. Let us show (c’).
Assume that the condition (S’) holds, for a fixed large enough k. Since u˜k,m is
decreasing in k, for every k0 large enough,
∞∑
m=k0
u˜k0,m
qm(1− u˜k0,m)
H(u˜k0,m+1) <
1
200
.
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Thus to satisfy (32) for some Tk0 instead of T0, it is enough to check that |tk0 |H(u˜k0,k0)
tends to zero as k0 tends to ∞. Using again that u˜k,m decreases as k increases, it
follows from (S’), that, for a fixed k and k0 →∞,
u˜k0−1,k0−1
qk0−1(1− u˜k0−1,k0−1)
H(u˜k0,k0) ≤
u˜k,k0−1
qk0−1(1− u˜k,k0−1)
H(u˜k,k0)→ 0
On the other hand, using (Y 0′)a−b it is easy to see that, as k0 →∞,
|tk0 |/(
u˜k0−1,k0−1
qk0−1(1− u˜k0−1,k0−1)
) <
|tk0 |qk0−1
u˜k0−1,k0−1
→ 0.
This completes the proof of Theorem 7.
5 Non-primitive components
5.1 Proof of Theorem 4
Let W = Z(t0), Z be an n0-hyperbolic component, and t0 = p0/q0 6= 0. By
Theorem 3(c), the function ψZ extends to a univalent map defined in B(0, 1) ∪
exp(B(2πit0, r0)), where r0 = dist(2πit0, ∂Ω˜
log
n0 ). We would like to apply Lemma 4.1.
The radius r in Lemma 4.1 will be specified as follows: r = min{r0, r(n0, p0/q0)},
where r(n0, p0/q0) = min{1/(2n0q
3
0), |p0/q0|2
−n0/2}. Let us check the conditions of
Lemma 4.1 with this specific r, with X = 1, and with Z, p0/q0, W in place of W ,
p/q, W (p/q) respectively. Indeed, by the above and by Lemmas 4.2-4.3, we have
that ψZ has a univalent extension to B(0, 1)∪U , where U = exp(B(2πit0, r)), and,
furthermore, the domain V = ψZ(U) satisfies the conditions (a)-(b) of Lemma 4.1.
Therefore, we indeed can apply Lemma 4.1 with these data. We conclude, that:
(i) the function ρW extends to a holomorphic function defined in the domain
Vˆ = V ∪W ∗ ∪ Z, (ii) the function ΨZ,t0 = ρW ◦ ψ
log
Z is defined and univalent in
B(2πit0,Λ0r), and 2q
2
0/3 < |Ψ
′
Z,t0
| < 3q20/2 in B(2πit0,Λ0r), and (iii) the function
ψW has a univalent extension to B(0, 1) ∪B(1, 2q
2
0Λ0r/3)) (where 0 < Λ0 < 1 is a
universal constant). Now, applying Theorem 3(c) to the n0q0-hyperbolic compo-
nent W , we get that ψW is univalent in Ω˜n0q0 . This along with (iii) gives us that
ψW is holomorphic in the domain
Ω := Ω˜n0q0 ∪B(0, 1) ∪B(1,
2
3
q20Λ0r)) = Ω˜n0q0 ∪B(1,
2
3
q20Λ0r).
Let us show that ψW is univalent in Ω. Indeed, by Theorem 3(c), ψW (Ω˜n0q0) ⊂W
∗,
and by (ii)-(iii),
ψW (B(1,
2
3
q20Λ0r)) = ψ
log
Z ◦Ψ
−1
Z,t0
(B(1,
2
3
q20Λ0r)) ⊂ ψ
log
Z (B(2πt0,Λ0r)) ⊂ V,
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therefore, ψW (Ω) ⊂ Vˆ . But (i) tells us that ρW is well-defined in Vˆ . Then ρW is
a well-defined inverse function to ψW in Ω, i.e., ψW is univalent in Ω.
It remains to check that the domain Ωn0,t0 introduced in Theorem 4 is a subset
of Ω. It is easy to check that, for some K > 0 and all n0, q0, K
−1P < r0 =
dist(2πit0, ∂Ω˜
log
n0 ) < KP, where
P = min{
n0|t0|
4n0
,
t20
n0
}.
Obviously, 1/(2n0q
3
0) < t
2
0/n0 and n0|t0|4
−n0 < |t0|2
−n0/2. Combining this, we get
that, for some universal K1 > 0,
2
3
q20Λ0r > K1q
2
0min{
n0|t0|
4n0
,
1
n0q30
} = K1min{
n|p0|
4n0
,
1
n
}.
Taking a bit smaller 0 < K˜ < K1 and putting d = K˜min{n|p0|4
−n0 , n−1}, we
have that exp(B(0, d)) ⊂ B(1, 2q20Λ0r/3). Recall that Ωn0,t0 is defined by its log-
projection as Ω˜logn0q0 ∪B(0, d). Hence, indeed, Ωn0,t0 ⊂ Ω, while ψW is univalent in
Ω. Finally, it is easy to show that for q0 large enough B(0, d) covers the portion of
the disk {L : |L−Rn0q0 | < Rn0q0}, which is deleted from Ω
log
n0q0 (see Theorem 3(c)),
hence, Ω˜logn0q0 above can be replaced by Ω
log
n0q0 .
5.2 Proof of Theorem 6
The proof consists of a consideration of several cases using Theorem 4 and The-
orem 3. Note that in some cases we get much better bounds for the size of the
limb L(W,p/q). Keeping the notations of Subsection 5.1, W = Z(p0/q0), where Z
is an n0-component, and so W is an n-component, where n = n0q0. Denote by D
the diameter of L(W,p/q).
If q ≤ 8n, the bound holds trivially, with A˜ = 4. So, in what follows, q > 8n.
Assume n|p|q ≥
d
1000 , where d = K˜min{
n|p0|
4n0 ,
1
n} is taken from Theorem 4. If
n |p|q ≥
K˜
1000n , then, by Theorem 5, D ≤ A
4n
|p| ≤ A(1000n
2K˜−1)4
n
q ≤ A˜
8n
q , for some
A˜ independent on n, q. If n |p|q ≥
K˜n|p0|
1000 4n0 , then similarly
D ≤ A
4n
|p|
≤ 1000A
4n0+n
K˜ |p0|q
≤ A˜
8n
q
,
for some A˜ independent on n, q. Hence, one can assume that
n|t| = n
|p|
q
<
d
1000
. (53)
By Theorem 4 and Koebe, for every L ∈ B(0, d/2),
|(ψlogW )
′(L)| ≤ 81|(ψlogW )
′(0)|. (54)
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In turn, by Theorem 3(a) and (20),
|(ψlogW )
′(0)| = q−20 |ψ
′
Z(exp(2πit0))| ≤ q
−2
0
B04
n0(1 + o(1))
n0| exp(2πit0)− 1|
≤ q−20
B14
n0
n0|p0/q0|
<
B14
n0
n
,
(55)
for some absolute constant B1 > 0. Let us show that Yoccoz’s circle Yn(t) =
{L : |L − (2πit + n log 2q )| <
n log 2
q } is covered by B(0, d/2). First, 2n log 2/q <
2n|t| < d/2, by (53). Hence, it is enough to check that (2πt)2 + (n log 2/q)2 <
(d/2 − n log 2/q)2, or (2πt)2 < (d/2)2(1 − 4n log 2/(qd)), and this holds by (53).
Thus Yn(t) ⊂ B(0, d/2). Therefore, by (54)-(55),
D < 2n(log 2/q)81B1
4n0
n
< 200B1
8n
q
.
6 Appendix: geometric bounds for the mul-
tiplier
6.1 Periodic points on the boundary of a basin of at-
traction
Let us fix an n-hyperbolic componentW . For c ∈W , the map fc has the attracting
periodic orbit O(c) of period n, and ρW (c) denotes its multiplier. Given a rational
number p/q 6= 0, consider the point c(W,p/q) of ∂W with the internal argument
p/q. As we know, see the beginning of Section 4.2, for c near c(W,p/q), there
is a unique periodic orbit O
p/q
c of fc of period nq, which collides with O(c) as
c → c(W,p/q). Its multiplier ρW (p/q)(c) extends to a function, which is defined
and holomorphic in the union W ∪ Bˆ ∪W (p/q), where Bˆ is a small neighborhood
of c(W,p/q). Here we prove the inequality (21) of Section 4.2:
Theorem 8 For c ∈W , such that ρW (c) 6= 0,
| log ρW (p/q)(c)|
2
log |ρW (p/q)(c)|
< q2
| log ρW (c) − 2πip/q|
2
− log |ρW (c)|
, (56)
for some branch of log ρW (p/q)(c) and any branch of log ρW (c).
Proof. This follows from Theorem A of [47] and Theorem 2 of [30] (see also [46]).
Let us fix c ∈W with ρW (c) 6= 0, and consider the dynamical plane of fc. Denote
by Ω the component of the immediate basin of attraction of O(c), which contains
the critical point 0 and a point b ∈ O(c). A Riemann map R : Ω → B(0, 1)
normalized by R(b) = 0 and with an appropriate argR′(b) conjugates fnc : Ω→ Ω
to the Blaschke product Bρ(z) = z(z+ρ)/(1+ ρ¯z), where ρ = ρW (c). The Julia set
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of Bρ is the unit circle S
1. Given a rational number p/q 6= 0, the map Bρ : S
1 → S1
has a unique rotation set ∆(p/q) with the rotation number p/q. (This means that
the restriction Bρ : ∆(p/q)→ ∆(p/q) can be lifted and extended to an increasing
continuous map B˜ : R → R, such that B˜(x + 1) = B˜(x) + 1, which then defines
in a usual manner the rotation number p/q, see e.g. [3].) The set ∆(p/q) is a
repelling periodic orbit of Bρ of period q. Let Λ be the multiplier of ∆(p/q), so
that Λ > 1. The following bound is proved in [47], Theorem A. For every branch
L of the logarithm log ρ,
0 < log Λ < q2
|L− 2πip/q|2
2|Re(L)|
. (57)
The inverse map R−1 : B(0, 1)→ Ω has a radial limit denoted by R−1(w) at every
repelling periodic point w ∈ S1 of Bρ, and the point R
−1(w) is either repelling or
parabolic periodic point of fnc : ∂Ω → ∂Ω, see [48], [46]. (Alernatively, here and
below one could use the fact that the boundary ∂Ω is locally connected, because
fc is a hyperbolic polynomial; in turn, this implies that R
−1 has a homeomorphic
continuation to the boundary ∂B(0, 1).) The set O˜c(p/q) = {R
−1(w) : w ∈
∆(p/q)} is a periodic orbit of fnc of period q, which lies in ∂Ω and is repelling,
because fc is hyperbolic. Denote by ρ˜c its multiplier. Let w0 ∈ ∆(p/q) and
z0 = R
−1(w0). Now we proceed as in [30]. Linearizing B
q
ρ near w0 by a conformal
map g, g(0) = w0, we find a map h = R
−1 ◦ g, which is conformal near 0 and
such that h maps a small semidisk D(ǫ) = {w : |w| < ǫ, Im(w) > 0} into Ω and
conjugates w 7→ Λw with fnqc : Ω → Ω wherever it makes sense. Let us fix also
a small r > 0 so that fnqc is linearizable in B(z0, r) and let µ : B(z0, r) → C,
µ(z0) = 0, be a conformal map, which conjugates f
nq
c with its linear part z 7→ ρ˜cz.
As R−1 has the radial limit z0 at w0, by Lindelof’ theorem, R
−1(w)→ z0 uniformly
in any Stolz angle at w0. Hence, h(w) → z0 uniformly in {|w| < ǫ, arg(w) ∈
(t, π − t)}, for any t ∈ (0, π/2). Thus, for any t ∈ (0, π/2) there is ǫt > 0, such
that h(D(ǫt, t)) ⊂ B(z0, r), where D(ǫt, t) = {|w| < ǫt, arg(w) ∈ (t, π − t)}. Set
U = ∪tD(ǫt, t) and V = h˜(U), where h˜ = µ ◦ h. Then U and V are topological
disks, such that 0 ∈ ∂U , U ⊂ ΛU := {Λz : z ∈ U}, ∪∞k=0Λ
kU = {z : Im(z) > 0},
and 0 ∈ ∂V , V ⊂ ρ˜cV , and h˜ : ΛU → ρ˜cV is a conformal homeomorphism that
conjugates the linear maps z 7→ Λz and z 7→ ρ˜cz on U . This is the framework of
Theorem 2 of [30]. It states that under these conditions
| log ρ˜c|
2
log |ρ˜c|
< 2 log Λ, (58)
for some branch log ρ˜c. Combining (57) and (58), we get
| log ρ˜c|
2
log |ρ˜c|
< q2
| log ρW (c)− 2πip/q|
2
− log |ρW (c)|
, (59)
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for some branch log ρ˜c and any branch log ρW (c). Now, let us show that, when c is
close to c(W,p/q), then the periodic orbit O˜c(p/q) is just the periodic orbit O
p/q(c).
Indeed, let c→ c(W,p/q) radially, i.e. along the curve γ = {ρ−1W (re
2piip/q), 0 < r <
1}. Then there is a branch of log ρW (c) converging to 2πip/q as c → c(W,p/q)
and, by (59) we conclude that log ρ˜c → 0 as c → c(W,p/q). Since every periodic
orbit of fc(W,p/q) other than O(c(W,p/q)) is repelling, it follows by continuity,
that O˜c(p/q) collides with O(c) as c → c(W,p/q) along γ. On the other hand,
Op/q(c) is the only periodic orbit with this property. Hence, O˜c(p/q) and O
p/q(c)
coincide for c ∈ γ close to c(W,p/q), therefore, they coincide for every c ∈W close
to c(W,p/q). Thus their multipliers are equal, i.e., for every c ∈ W , such that
ρW (c) 6= 0, ρ˜c in (59) can be replaced by ρW (p/q)(c).

6.2 Disconnected Julia set
Suppose c ∈ C\M , i.e., Jc is totally disconnected. Let Bc be the Bottcher coordi-
nate function for fc at infinity, i.e., Bc is defined and univalent in a neighborhood
of infinity, such that Bc(z)/z → 1 as z →∞ and Bc(fc(z)) = [Bc(z)]
2. The func-
tion Gc(z) = log |Bc(z)| = limn→∞
1
2n log |f
n
c (z)| extends to a harmonic function
defined in the basin of infinity Ac = C \ Jc, such that Gc(z) → 0 as z → ∂Ac. In
turn, Bc extends to a univalent map defined in the domain {z : Gc(z) > Gc(0)}.
In particular, the value Bc(c) is well-defined. (By [7], the map c 7→ Bc(c) is a holo-
morphic isomorphism of the complement of M onto the complement of B(0, 1).)
Let us introduce parameters ac > 0 and tc ∈ [0, 1) such that
Bc(c) = exp(2ac + 2πitc).
Note that ac = Gc(0) and tc is the argument of the parameter ray to M , which
passes through c ∈ C \M .
Let z be a periodic point of fc of period n, and ρ = (f
n
c )
′(z) its multiplier.
If one puts in [11], Theorem 1.6, d = 2, a = b = ac and k = 0, we get:
Theorem 9
1
n
log |ρ| ≥ ac.
Now, we give a bound for log ρ that involves ac, tc, and a rotation number of z,
which is similar to the Yoccoz bound (8) though holds for non-connected Julia sets.
We consider dynamical rays to the disconnected set Jc (see e.g. [33]). Each ray is
either an unbounded smooth curve, which crosses every level curve {z : Gc(z) = r}
orthogonally and terminates in Jc, or a one-sided limit of such smooth rays. In the
latter case, the ray is called non-smooth, or left (right) if it is a limit of smooth
rays from the left (right). A ray is non-smooth if and only if it contains a critical
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point of the function Gc, i.e., a preimage by some f
k
c , k ≥ 0, of the critical point
0 ∈ A∞. Every ray has a well-defined angle (or argument) though some angle may
correspond to two non-smooth rays, which are left and right limits of smooth ones.
Denote by Λ(z) the set of angles of dynamical rays that land at z. The following
is proved in [33]. The set Λ(z) is a non-empty closed nowhere dense subset of the
unit circle S1 = R/Z. It is finite if and only if it contains a rational angle t0. In
this case, t0 is a periodic point under the doubling map σ : t 7→ 2t(mod 1) of some
period nq, q ≥ 1, and every other point t ∈ Λ(z) is periodic by σ of the same period.
The rotation number p/q of z is the order at which fnc permutes (locally) each
cycle of q dynamical rays that land at z. Let us assume that the rotation number
of z is p/q, and choose t0 ∈ Λ(z). Consider the following periodic orbit of the map
σn: Λt0 = {σ
kn(t0) : k = 0, 1, ..., q − 1}. It is a subset of Λ(z). We associate to Λt0
an angle α ∈ (0, π) as follows [32]. First, the map σ has a natural extension to a
half-cylinder S˜ = {(x, y) : x ∈ S1, y ≥ 0} by σ(x, y) = (2x(mod 1), 2y). Consider
the set {Nw} of all vertical segments in S˜ with top points w, over all w such that
σj(w) = wc := (iac/π, tc), for some 1 ≤ j ≤ n. Each segment Nw is a vertical
“needle” with the top w and a base point xw ∈ S
1. Given Nw, let xl be the point
of the set Λt0 , which is the closest to the base point xw, xw 6= xl, from the left
(measured in S1). Consider the triangle with the vertices w, xw, and xl. Let
αl(Nw) be its angle at the vertex w. Define αl as the minimum of the αl(Nw),
over all Nw. The angle αr is defined similarly using the points from the right of
xw. Then the angle α is said to be αl + αr, if the ray of argument t0 is smooth,
and otherwise either αl or αr, depending on whether left or right ray of the angle
t0 lands at z. We have the following generalization of (8):
Theorem 10 (see [32]) A branch of log ρ is contained in the disk
Yn(p/q, α) = {L : |L− (2πi
p
q
+
nπ log 2
qα
)| <
nπ log 2
qα
},
We apply this bound when p/q = 0/1, and t0 (a periodic point of σ of period n) is
the argument of a non-smooth, say, left, ray. In particular, tc ∈ Λt0 . In this case,
α = αl ≥ δ(n, ac), where
δ(n, a) = arctan
π
(2n − 1)a
. (60)
Indeed, we check, that, for every “needle” Nw,
αl(Nw) ≥ δ(n, ac). (61)
Let σj(w) = wc, 1 ≤ j ≤ n. Denote by s the distance between the points xw,
xl (measured on S
1 = R/Z). Let us show that s ≥ 1/(2j(2n − 1)). Indeed,
otherwise 2js < 1, hence, s = s0/2
j , where s0 is the distance between σ
j(xl)
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and tc = σ
j(xw). In the considered case, σ
j(xl) and tc are different points of the
periodic orbit Λt0 . Since the distance between any two points of Λt0 is at least
1/(2n − 1), then s ≥ 1/(2j(2n − 1)). Thus, in any case, s ≥ 1/(2j(2n − 1)), and
then
tanαl(Nw) =
s
(ac/π)/2j
≥
1/(2j(2n − 1))
(ac/π)/2j
= tan δ(n, ac).
Therefore, (61) is checked. Under this setting, Theorem 9 and Theorem 10 imply
immediately:
Corollary 6.1 Assume tc is a periodic point of σ : S
1 → S1 of period n, and a
(one-sided) dynamical ray of fc of angle tc lands at a periodic point of fc of period
n with multiplier ρ. Then, for a branch of log ρ,
log ρ ∈ Yn(0, δ(n,
1
n
log |ρ|)) = {L : |L−Rn,|ρ|| < Rn,|ρ|}, (62)
where
Rn,|ρ| =
nπ log 2
arctan npi(2n−1) log |ρ|
. (63)
Note that (62) is proved in [31] as well.
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Addendum to: “Rigidity and non local connectivity
of Julia sets of some quadratic polynomials”, Comm.
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Abstract
We improve one of the main results of [1].
In this Addendum we describe in detail variations in the proofs of [1] leading
to the following Theorem 1, in which we get rid of a cumbersome condition of
Theorem 7, [1]. We shall use notations of [1]. Recall that, given a hyperbolic
componentW of the Mandelbrot setM and a sequence of rational numbers {tm =
pm/qm 6= 0}
∞
m=0, we define a sequence {W
m} of hyperbolic components of M
and a sequence of parameters {cm} as follows: W
0 = W , and the closure of the
hyperbolic component Wm+1 touches the closure of the hyperbolic component
Wm at the point cm ∈ ∂W
m with internal argument tm.
Theorem 1 1. If
sup
m≥1
|
pm
qm
|q0...qm−1 <∞, (1)
then the sequence {cm}
∞
m=0 converges to a limit parameter c∗ ∈ ∂M , and if, addi-
tionally,
lim sup
m→∞
qm
(q0...qm−1)2
> 0, (2)
then M is locally-connected at c∗.
2. Suppose that (1) holds. Assume that, for some k ≥ 0,
∞∑
m=k
uk,m
qm(1− uk,m)
H(uk,m+1) <∞, (3)
1
where
uk,m = |
pm+1
qm+1
qk...qm|
1/qm ,m ≥ k (4)
Here H is an explicit strictly increasing function H : [0, 1)→ [0,+∞) (the Nehari
function, see [1]). Then the map fc∗ is infinitely renormalizable with non locally
connected Julia set.
In [1], Theorem 7, we present a first class of combinatorics of infinitely renormaliz-
able quadratic polynomials fc(z) = z
2+ c, so that M is locally connected at c and
Jc is not locally connected. Moreover, small Julia sets of the renormalizations of fc
around the critical point do not shrink, in particular, fc does not admit “complex
bounds”. Theorem 1 above substantially extends this class.
For the proof, we study [2], [1] extensions of the multiplier 1. Recall that
ρW : W → B(0, 1) denotes the multiplier map from a hyperbolic component W
of M onto the unit disk. Let us state the key extension result which is a part
of Claim 1 below. It implies easily the part 1 of Theorem 1, and it is crucial to
control successive bifurcations of periodic orbits in the proof of the part 2. For
every m, we consider an inverse λ−1m of the map
λm = log ◦ρWm+1 ◦ ρ
−1
Wm ◦ exp,
such that λ−1m (0) = 2πipm/qm. Note [1] that (λ
−1
m )
′(0) = −1/q2m.
Theorem 2 There is β > 0 as follows. If the supremum in (1) is small enough
and the component W 0 is the main cardioid , then, for every m, the map λ−1m is
univalent in the disk B(0, β/(q0...qm−1qm)), with distortion bounded by 2.
We consider a value r(n, p/q) (the injectivity radius) meaning the following. Let
n be the period of an attracting periodic orbit of fc for c ∈ W , and W (p/q) the
hyperbolic component of M touching W at a point c(W,p/q) =W ∩W (p/q) with
internal argument p/q. Then, under some conditions, the function ρW (p/q) ◦ ρ
−1
W ◦
exp extends in a univalent fashion to the disk B(2πip/q, r(n, p/q)). In [1], we set
r(n, p/q) to be min{1/(2nq3), 2−n/2|p/q|}. Here, and from now on, we define:
r(n,
p
q
) =
1
2nq3
. (5)
(It seems, further improvement of r(n, p/q) is a difficult problem.)
We prove by induction that this value r(n, p/q) works for the sequence pm/qm.
As in [1], we apply Lemma 4.1 of [1]. The condition (a) of that Lemma is still
satisfied with the new value of r(n, p/q), by Lemma 4.2, [1]. To prove that the
condition (b) of Lemma 4.1 of [1] also holds with the same value of r(n, p/q), we
1Recently, Mitsuhiro Shishikura [3] announced a completely different approach to the problem of
local connectivity of the set M at some satellite parameters (work in progress with Davoud Cheraghi)
2
add Lemma 0.3, and adjust accordingly Lemma 4.4, [1], and the induction step in
the proof of Claim 1 in Lemma 4.5, [1], see respectively Lemma 0.4 and Lemma 0.5,
along with the proof of Claim 1 below. Other than this, the proof is unchanged.
Here are the details.
1. Lemma 4.2 of [1] is replaced by a slightly stronger one:
Lemma 0.1 Let n ≥ 1 and t0 = p/q /∈ Z. Denote by t± the closest points to t0 of
the form p′/q′ 6= 0 with q′ ≤ q+1 from the left and from the right of t0. Given an
n-hyperbolic component W , consider the corresponding function ψlogW = ρ
−1
W ◦ exp.
Assume that ψlogW extends to a function which is defined and univalent on the disk
B = B(2πi
p
q
,
1
2nq3
). (6)
Then the domain V = ψlogW (B) is disjoint with any limb L(W,p
′/q′) such that
p′/q′ /∈ (t−, t+).
Since a branch of log ρW (L(W,p
′/q′)) is contained in the disk (“Yoccoz’s circle”)
Yn(p
′/q′) = {L : |L − (2πip
′
q′ +
n log 2
q′ )| <
n log 2
q′ }, the statement follows directly
from part (i) of the next claim (part (ii) will be used later on).
Lemma 0.2 (i). The disk B defined by (6) is disjoint with any disk Yn(p
′/q′)
whenever p′/q′ /∈ (t−, t+) and p
′/q′ is not zero.
(ii). B is disjoint with any disk of the form {|L− (2πik + n log 2)| < n log 2},
k ∈ Z.
Proof of Lemma 0.2. (i). As it is checked in the proof of Lemma 4.2 of [1], B
is disjoint with every disk Yn(p
′/q′), where p′/q′ 6= p/q, 0 and q′ ≤ q + 1. In
particular, B is disjoint with Yn(t±). Now, let p
′/q′ be any point outside [t−, t+]
with q′ > q + 1. Let, say, p′/q′ > t+. Then the radius of Yn(p
′/q′) is less than
the one of Yn(t+), and |2πip
′/q′− 2πip/q| > |2πit+− 2πip/q|. Hence, the distance
between 2πip/q and Yn(p
′/q′) is bigger than the distance between 2πip/q and
Yn(t+). Thus B and Yn(p
′/q′) are disjoint. The case p′/q′ < t− is similar. (ii).
The estimate in the proof of Lemma 4.2 of [1] holds, with p′/q′ = k ∈ Z.
2. Lemma 4.3, [1] is not needed anymore. But an idea in its proof is used in
the next Lemma along with Part (A2) of Lemma 0.4 below.
Lemma 0.3 Let n ≥ 1 and p/q /∈ Z. Given an n-hyperbolic component W ,
consider a periodic orbit O(c) of fc of period n which is attracting for c ∈W . For
the point c0 = c(W,p/q) ∈ ∂W with internal argument p/q, and for c ∈ W which
is close to c0, consider also the periodic orbit O
p/q(c) of fc of period nq which
collides with O(c) as c → c0. For every p
′/q′ 6= p/q, such that q′ > q + 1, let
Z be a small enough neighborhood of a compact set which is the limb L(W,p′/q′)
completed by the root point c(W,p′/q′). Then:
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(i) the periodic orbit Op/q(c) extends holomorphically to the domain W ∪ Z,
(ii) for every c ∈ W ∪ Z, Op/q(c) is a repelling periodic orbit of fc of period
nq, and the rotation number of Op/q(c) is equal to 0.
Proof of Lemma 0.3. One can assume that the domainW ∪Z is simply-connected.
By Proposition 2,[1] and since Z is close to L(W,p′/q′), then fnqc has no fixed
point with multiplier 1, for c ∈ Z. Obviously, the same holds for c ∈ W as
fc can have at most one non-repelling periodic orbit. Hence, each point of the
periodic orbit Op/q(c) has an analytic continuation from a small neighborhood
of c0 in W to the simply-connected domain W ∪ Z. For any c ∈ W ∪ Z, the
continuations form a periodic orbit Op/q(c) of period nq with multiplier not equal
to 1. This proves (i). To show (ii), assume the contrary: for some c1 ∈ W ∪ Z,
Op/q(c1) is either attracting or neutral. Obviously, c1 ∈ L(W,p
′/q′)∪{c(W,p′/q′)}.
There must be a hyperbolic component W1 of period nq, such that c1 ∈ W1 ⊂
L(W,p′/q′) ∪ {c(W,p′/q′)}. Then, for the root cW1 of W1, the map f
nq
cW1
has a
fixed point with multiplier 1, which is a contradiction, since cW1 ∈ W1 ⊂ Z. It
remains to show that the rotation number of Op/q(c) is equal to 0. As the rotation
number of a repelling periodic orbit is well-defined and locally constant and the
set W ∪Z is connected, it is enough to prove that the rotation number of Op/q(c)
is 0, if c ∈W is close enough to c0.
Let us fix such c ∈ W , and consider the dynamical plane of fc. Denote by
Ω a component of the immediate basin of attraction of O(c), which contains the
critical point 0. The boundary ∂Ω of Ω is a Jordan curve, and the Julia set of fc
is locally-connected. As it is shown in the proof of Theorem 8 in the Appendix
of [1], the boundary ∂Ω contains precisely q points a1, ..., aq of the periodic orbit
Op/q(c). Since fnc leaves Ω invariant, the map f
nq
c must leave a ray landing at a1
fixed. As the period of a1 is precisely nq, this proves that the rotation number of
Op/q(c) is 0. Lemma is proved.
3. Accordingly, Lemma 4.4, [1] is replaced by Lemma 0.4 below, with an
additional part A2. Recall [1] that Q0 is defined by: for q > Q0 and 0 < ǫ ≤ 1/(4q),
exp(B(0, ǫ)) ⊂ B(1, 43ǫ). We use this with ǫ = q
2Λ0r(n, p/q)/2 < 1/(4q), where
q > Q0. Given a hyperbolic component W of M , the map ψW is the inverse of the
multiplier map ρW : W → B(0, 1), and ψ
log
W = ψW ◦ exp. Also, ρ0 = exp(2πip/q)
and c0 = ψW (ρ0) ∈ ∂W .
Lemma 0.4 There exists 0 < Λ0 < 1 as follows. Assume that ψW has a uni-
valent extension to B(0, 1) ∪ U , where U = exp(B(2πip/q, r(n, p/q))). Assume
additionally that the topological disk V = ψlogW (B(2πip/q, r(n, p/q))) = ψW (U) is
disjoint with the subset of M which is outside of the wake of W , as well as with
the parameter ray of argument zero:
V ∩ {(M \W ∗) ∪ {c > 1/4}} = ∅. (7)
Then A1, A2, and B hold.
4
A1. The function ΨW,p/q = ρW (p/q)◦ψW ◦exp is holomorphic in B(2πip/q, r(n, p/q)),
and it is equal to 1 only at the center 2πip/q. The branch of the function:
λW,p/q = log ΨW,p/q = log ◦ρW (p/q) ◦ ψW ◦ exp,
such that λW,p/q(2πip/q) = 0, is well-defined and univalent in B(2πip/q,Λ0r(n, p/q)).
For every L ∈ B(2πip/q,Λ0r(n, p/q)), we have:
1
2q
2 < |λ′W,p/q(L)| < 2q
2. In par-
ticular, the inverse function λ−1W,p/q is defined and univalent in B(0,Λ0q
2r(n, p/q)/2),
and 1
2q2
< |(λ−1W,p/q)
′(L)| < 2
q2
there. Finally, if q > Q0, the function ψW (p/q) has
a univalent extension to B(0, 1) ∪ Uˆ , where Uˆ = exp(B(0,Λ0q
2r(n, p/q)/2)).
A2. If, for some P/Q 6= 0, the disk B˜ := B(2πiP/Q, r(nq, P/Q)) is contained
in B(0,Λ0q
2r(n, p/q)/2)), then, for the set V˜ = ψlogW (p/q)(B˜), we have:
V˜ ∩ {(M \ (W (p/q))∗) ∪ {c > 1/4}} = ∅. (8)
B. For each k = 1, ...n, there exists a function Fk which is defined and holo-
morphic in the disk
S = {|s| < (
1
2
r(n, p/q))1/q},
such that Fk(0) = 0, F
′
k(0) 6= 0, and the following holds. For every s ∈ S, s 6= 0,
and corresponding ρ = ρ0+s
q, the points bk(c0)+Fk(s exp(2πi
j
q )), k = 1, ..., n, j =
0, ..., q − 1, form the periodic orbit Op/q(c) of fc of period nq, where c = ψW (ρ).
The multiplier of Op/q(c) is equal to ρW (p/q)(c).
Proof of Lemma 0.4. The conditions (a)-(b) of Lemma 4.1, [1] are satisfied, with
r = r(n, p/q). Indeed, (a) holds by Lemma 0.1 above (or Lemma 4.2, [1]), and (b)
is precisely (7). Then the proof of (A1) and (B) is literally the same as the proofs
of (A)-(B) of Lemma 4.4, [1] (with the new value of r(n, p/q)). Let us prove A2.
Let us show that
V˜ ∩ {W ∪ ∪{p′/q′ 6=p/q}L(W,p
′/q′)} = ∅. (9)
Indeed, otherwise, since V˜ is an open set, there is c1 ∈ V˜ ∩ {W ∪L(W,p
′/q′)}, for
some p′/q′ 6= p/q. As V˜ ⊂ V , by Lemma 0.1, p′/q′ ∈ (t−, t+). Recall ([1], p. 307)
that a simply-connected domainD(W,p/q) = C\[(M \W ∗)∪{c > 1/4}∪M2∪M3],
where M2 = ∪{p′/q′ 6=p/q, q′≤q+1}L(W,p
′/q′), and M3 = {c(W, t) : t /∈ (t−, t+)}.
Consider a smaller simply-connected domain D∗(W,p/q) = D(W,p/q) \W (p/q)∗.
Then L(W,p′/q′)∪{c(W,p′/q′)}∪W ⊂ D∗(W,p/q), because L(W,p′/q′)∩W (p/q)∗ =
∅. Now, by [1], Proposition 3, the function ρW (p/q) extends to a holomorphic func-
tion defined inD(W,p/q), and |ρW (p/q)| > 1 in D(W,p/q)\W (p/q). Hence, the pe-
riodic orbit Op/q(c) extends analytically fromW into the simply-connected domain
D∗(W,p/q), and is repelling for every c in this domain. But c1 ∈W ∪L(W,p
′/q′) ⊂
5
D∗(W,p/q). Therefore, ρW (p/q)(c1) is the multiplier of O
p/q(c1). On the other
hand, since p′/q′ ∈ (t−, t+), then of course q
′ > q + 1. Hence, by Lemma 0.3, the
rotation number of Op/q(c1) is equal to 0. As the period of O
p/q(c1) is nq and
c1 ∈M , one must have, for some value of log:
| log ρW (p/q)(c1)− πnq log 2| < πnq log 2. (10)
Since c1 ∈ V˜ , then log ρW (p/q)(c1) = L1 + 2πik, for some L1 ∈ B˜, k ∈ Z. On the
other hand, by Lemma 0.2 (ii), B˜ is disjoint with any disk {|L−(2πik+nq log 2)| <
nq log 2}, k ∈ Z. This contradicts (10). We have just shown that (9) holds. And
since V˜ ⊂ V , where V satisfies (7), we get (8). Part (A2) is proved.
4. Finally, we show that Lemma 4.5 of [1] holds with the new values of rm =
r(nm, pm/qm) = 1/(2nn−1q
3
m). Recall that the constant Q1 is such that, for any
p/q 6= 0, |p/q| ≤ 1/2, q > Q1, we have: exp(B(2πi
p
q ,
1
2q3
)) ⊂ {ρ : Re(ρ) < 1}. The
constant Q0 is defined before Lemma 0.4 .
Lemma 0.5 Let Λ0 be the constant from Lemma 0.4. Set α =
Λ0
4 , Q = max{Q0, Q1}.
Let tm = pm/qm, m = 0, 1, ..., be a sequence of non-zero rational numbers. Let W
0
be the main cardioid, and the sequence Wm, m > 0, is defined as in Theorem 1.
Denote n0 = 1, nm = q0q1...qm−1, m > 0, i.e., nm is the period of the attracting
periodic orbit of fc, for c ∈W
m.
(C1) Assume that, for every m ≥ 0, we have: qm > Q and
|t0| <
α
8π
, |tm| <
α
4π
q2m−1r(nm−1,
pm−1
qm−1
) =
α
8π
1
nm
,m ≥ 1. (11)
Then the sequence cm converges to some c∗ ∈ ∂M .
(C1’) If, additionally,
lim sup
m→∞
qm
n2m
>
8
α
, (12)
then the Mandelbrot set is locally connected at c∗.
(C2) Assume that the conditions of (C1) hold, and assume also that
|t0|H(u0) +
∞∑
m=0
um
qm(1− um)
H(um+1) <
1
100
, (13)
where um = |64tm+1nm+1|
1/qm ,m ≥ 0. Then the map fc∗ is infinitely renormaliz-
able with non locally connected Julia set.
Proof. It is very close to the proof of Lemma 4.5, [1]. The only difference is
that we use Lemma 0.4 proven above instead of Lemma 4.4, [1]. Let rm =
r(nm,
pm
qm
) = 12nmq3m
, B0 := B(0, α), Bm := B(0, αq
2
m−1rm−1) (for m > 0),
B˜m := B(2πipm/qm, rm), Um = exp(B˜m). Also, ψm = ψ
log
Wm = ψWm ◦exp, λm =
6
λWm,tm = log ◦ρWm+1 ◦ ψWm ◦ exp. For m ≥ 0, λm is defined and holomor-
phic in a neighborhood of the point 2πitm, and a branch of the log is cho-
sen so that λm(2πitm) = 0. Note that cm = ψm(2πitm). We have explicitely
ψW 0(ρ) = ρ/2− (ρ/2)
2, so that ψW 0 is holomorphic in the plane and is univalent
in the half-plane {Re(ρ) < 1}. Note that Re(ρ) = 1, if c = ψW 0(ρ) ≥ 1/4. By the
choice of Q1 and Q, ψW 0 is univalent in B(0, 1)∪U0. Let V0 = ψ0(B˜0) = ψW 0(U0).
Then
V0 ∩ {(M \ (W
0)∗) ∪ {c > 1/4}} = V0 ∩ {c ≥ 1/4}} = ∅. (14)
This will allow us to start applying Lemma 0.4. Now, it is easy to check (see [1])
that, for m ≥ 0,
B˜m ⊂ Bm \ 0. (15)
Note that ψ0 = ψW 0 ◦exp is holomorphic in C. Set C = max{|(ψ0)
′(L)| : L ∈ B0}.
Claim 1. For m = 1, 2, 3, ..., the following holds.
(i) The function λ−1m−1 extends to a univalent map defined in Bm, and, for
every L ∈ Bm, 1/(2q
2
m) ≤ |(λ
−1
m−1)
′(L)| ≤ 2/q2m. The function ψm extends to a
univalent map defined in Bm. Moreover, ψWm : B(0, 1) → W
m has a univalent
extension to B(0, 1) ∪ exp(Bm). Denote Vm = ψWm(Um) = ψm(B˜m), m ≥ 1.
Then
Vm ∩ {(M \ (W
m)∗) ∪ {c > 1/4}} = ∅. (16)
(ii) For L ∈ Bm, we have: |ψ
′
m(L)| ≤ C
2m
n2m
.
(iii) For any k ≥ 0, denote Rk = ψk(Bk) (so that ck ∈ Rk). Then Rm ⊂ Rm−1,
and the diameter of the set Rm is less than 2Cα2
m/n3m. In particular, {Rm} shrink
to a point c∗, which is the limit of the sequence cm.
(iv) If, for some m > 0,
qm
n2m
>
8
α
, (17)
then the limb L(Wm, tm) is contained in Rm.
We prove (i)-(iii) of the Claim 1 by induction in m = 1, 2, 3, .... The proof is
an almost straighforward application of Lemma 0.4 (A1)-(A2). We have:
ψm+1 = ψm ◦ λ
−1
m , m ≥ 0, (18)
whenever the right hand-side is defined. Let us prove (i)-(iii) for m = 1. As we
checked before the Claim 1, ψW 0 has a univalent extension to B(0, 1)∪U0, and (14)
holds. That is, the conditions of Lemma 0.4 hold, for W =W 0, and p0, q0 instead
of p, q, and also V0 istead of V . By Lemma 0.4 (A1), the inverse λ
−1
0 is defined
and univalent in B1 = B(0, (Λ0/4)q
2
0r0), and λ
−1
0 (B1) is contained in B˜0. Also,
for L ∈ B1,
1
2q2
0
< |(λ−10 )
′(L)| < 2
q2
0
. By (18), ψ1 extends to a univalent map
defined in B1, and, by the Chain Rule, for L ∈ B1, |ψ
′
1(L)| ≤ C
2
q2
0
= C 2
n2
1
. The
property (iii) follows from (i)-(ii): R1 = ψ1(B1) = ψ0 ◦ λ
−1
0 (B1) ⊂ ψ0(B0) = R0.
7
By the last conclusion of Lemma 0.4 (A1), ψW 1 has a univalent extension to
B(0, 1) ∪ exp(B1). Let us check (16) for m = 1. As B˜1 ⊂ B1, the conditions of
Part (A2) of Lemma 0.4 hold, with n = 1, p1/q1 instead of P/Q, and also B˜1
instead of B˜. Hence, by Lemma 0.4(A2), (16) holds, for m = 1.
Step of induction. This is an obvious modification of the argument for m = 1.
So, assume (i)-(ii) hold for m ≥ 1. By (15) and (i), the conditions of Lemma 0.4
hold, for W = Wm and pm, qm instead of p, q, and also Vm instead of V . There-
fore, the inverse λ−1m is defined and univalent in Bm+1 = B(0, αq
2
mrm), also
λ−1m (Bm+1) ⊂ B˜m ⊂ Bm, and, for L ∈ Bm+1,
1
2q2m
< |(λ−1m )
′(L)| < 2
q2m
. By (18),
ψm+1 extends to a univalent map defined in Bm+1, and, by the Chain Rule and
the induction assumption, for L ∈ Bm+1, |ψ
′
m+1(L)| ≤ C
2m
n2m
2
q2m
= C 2
m+1
n2m+1
. In
turn, Rm+1 = ψm+1(Bm+1) = ψm ◦ λ
−1
m (Bm+1) ⊂ ψm(Bm) = Rm, i.e. (iii) holds
as well, for m + 1. By the last conclusion of Lemma 0.4 (A1), ψWm+1 has a
univalent extension to B(0, 1) ∪ exp(Bm+1). Let us check (16) for m + 1. As
B˜m+1 ⊂ Bm+1, the conditions of Part (A2) of Lemma 0.4 hold, with n = nm,
pm/qm instead of p/q, pm+1/qm+1 instead of P/Q, and also B˜m+1 instead of B˜.
Hence, by Lemma 0.4(A2), the set
ψWm(pm/qm) ◦ exp(B˜m+1) = ψWm+1 ◦ exp(B˜m+1) = Vm+1
satifies (16), for m + 1. The induction is completed. To prove (iv), let us check
that Yoccoz’s circle Ynm(tm) is contained in Bm. Indeed, Ynm(tm) is contained in
the disk centered at 2πipm/qm of radius 2nm log 2/qm, while, by (17),
2nm log 2
qm
<
2αnm log 2
8n2m
≤ α log 22
1
2nm
≤ α log 22 q
2
m−1rm−1. Then, using (11), 2π
|pm|
qm
+ 2nm log 2qm <
[α2 +
α log 2
2 ]q
2
m−1rm−1 < αq
2
m−1rm−1, which is the radius of Bm. Thus Ynm(tm) ⊂
Bm, hence, L(W
m, tm) ⊂ ψm(Ynm(tm)) ⊂ ψm(Bm) = Rm. This finishes the proof
of the Claim 1. It yields immediately the statements (C1)-(C1’) of the Lemma.
The proof of (C2) remains almost identical to the proof of (C2) of Lemma 4.5, [1],
with the new meaning of rm and um, and using Part (B) of Lemma 0.4.
5. Theorem 1 follows from the new Lemma 0.5 precisely like Theorem 7 fol-
lowed from Lemma 4.5 of [1], with obvious changes.
Acknowledgment. We thank M. Shishikura for an inspiring discussion.
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