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ABSTRACT 
By means of the nonlinear modeling technique, we find the nonlinear deterministic structures in 
the totally 4737 Human promoter sequences. These deterministic structures prefer to occur much 
more outside of a special region around the transcriptional start site. The number and positions of 
the deterministic structures are basically different for different promoter sequences. Generally, 
they do not coincide with the CpG islands, the simple repetitive sequences and the low-complexity 
sequences, which tell us that they should be special structures with biological functions rather than 
these special segments. 
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I. INTRODUCTION 
Understanding gene regulation is one of the most exciting topics in molecular genetics [1]. To 
learn how the interplay among thousands of genes leads to the existence of a complex organism is 
one of the great challenges. The quantity of information gained in the sequencing and gene 
expression projects both requires and enables us to use computers to solve this problem [2-4]. 
Promoter sequences are crucial in gene regulation. The general recognition of promoters and the 
analysis of these regions to identify the regulatory elements in them are the first step towards 
complex models of regulatory networks.  
Experimental knowledge of the precise 5 '  ends of cDNAs should facilitate the identification 
and characterization of regulatory sequence elements in proximal promoters [5]. As a first step in 
this direction, Suzuki et al. used the oligocapping method to identify the transcriptional start sites 
from cDNA libraries enriched in full-length cDNA sequences, which they have made available at 
the Database of Transcriptional Start Sites (HTUhttp://dbtss.hgc.jp/UTH) [6]. Consequently, the authors in 
reference [7] have used this data set and aligned the full-length cDNAs to the human genome, 
thereby extracting putative promoter regions (PPRs). Using the known transcriptional start sites 
from over 5700 different human full-length cDNAs, a set of 4737 distinct PPRs are extracted from 
the human genome. Each PPR consists nucleotides from -2000 to +1000 bp, relative to the 
corresponding transcriptional start site. They counted eight-letter words within the PPRs, using 
z-scores and other related statistics to evaluate the over- and under- representations.  
 In general, the promoter is understood as a combination of different regions with different 
functions [8-11]. The sub portion of the promoter surrounding the transcription start site, called 
core promoter, interacts with RNA polymerase II and basal transcription factors. It is the minimal 
sequence required for initiating transcription. Few hundred base pairs upstream of the core 
promoter are the gene-specific regulatory elements (proximal promoter region), which are 
recognized by transcription factors to determine the efficiency and specificity of promoter activity. 
Far distant from the transcription start site there are enhancers and distal promoter elements which 
can considerably affect the rate of transcription. Detailed researches have shown that multiple 
binding sites contribute to the functioning of a promoter, with their position and context of 
occurrence playing an important role. Several classes of interspersed repetitive DNA derived from 
mobile genetic elements account for at least 45% of the human genome [12,13] and 39% of the 
mouse genome [14]. Recent reports indicated that in these so-called “junk DNA” specific 
elements have evolved a biological function by donating transcriptional regulatory signals, 
including alternative promoters, to cellular genes [15-17]. Large-scale studies determine that 
repeats do indeed participate in the regulation of numerous human and mouse genes [18]. It is 
found that nearly 25% of regulatory regions in the Human Promoter Database (HTUhttp://zlab.buUTH. 
edu/~mfrith/HPD.html) contain transposable element sequences [19]. Combined, these studies 
suggest that the promoter’s biological function is a cooperative process of different regions such 
as the core promoter, the proximal promoter region, the enhancers/silencers, the insulators, the 
CpG islands and so forth. But how they cooperate with each other is still a problem to be 
investigated carefully.  
The correlations in DNA sequences have been an important topic in bioinformatics [20]. It is 
believed that the correlations in bio-sequences may correspond with biological functions. Peng et 
al. [21] and Li and Kaneko et al. [22] reported first the long-range correlations in DNA sequences. 
Using the DNA walk method and the 1 f spectrum, it is demonstrated that non-coding sequences 
carry long-range correlations, while coding segments are compatible with short-range correlations. 
These novel works stimulated many following similar findings [23]. Very recently, along these 
lines an investigation was conducted on the inter-distance distribution between consequent 
occurrences of identical oligonucleotides (5 or 6-bases nucleotide). It is found that the 
inter-distance distributions for the special oligonucleotides containing consensus sequences of an 
RNA polymerase II promoter are compatible with the existence of long tailed distributions, while 
that for the random oligonucleotides follow short-tailed distributions. An earlier accordant 
observation has also been presented in literature [24,25] that the size distribution of coding 
sequences and non-coding sequences follows short-range distributions as Gaussian or exponential 
and long-range distributions as power-law, respectively. By means of the theoretical models of 
DNA, the dynamical activities are simulated [26-29], which show us that the part of the promoters 
where the RNA transcription has started are more active than a random portion of the DNA. All 
the evidences suggest that the segments between the transcription regularity-related 
oligonucleotides in the human PPR sequences should have special biological functions on the 
cooperation process of the core promoter, the proximal promoter, the enhancers and so on. The 
statistical properties of the human PPR sequences, especially the correlation characteristics, may 
shed light on this problem.  
In two stimulating papers [30,31], the nonlinear modeling technique (NM) is used to find the 
deterministic structures in non-coding regions and in Alu repeats. The NM method is initially 
designed to distinguish between chaos and noise in time series [32-35]. The key idea is to explore 
quantitatively similarity along the sequence at sub-chain vicinities of equal sub-chains of size (the 
embedding dimension). It can detect the deterministic structures, i.e., the predictability in a series, 
which cannot be detected by the standard methods, such as Fourier transformation and power 
spectrum. Reasonable information can be obtained even for very short sequences, to cite an 
example, distinguishable result can be obtained for Alu repeats with 100~200 base pairs from 
HUMHBB DNA sequences [31]. It is found that the non-coding sequences have deterministic 
structures, especially in human DNA sequences, while the coding sequences behave similar with 
randomly positioned sequences. But the discussions are based upon an average over the whole 
length of the considered sequences. The local properties are not considered at all. 
In this paper we use the NM method to reveal information embedded in the set of 4737 PPRs 
extracted from the human genome presented in the Web site in Ref. [7]), based upon which we 
find the sequence segments with deterministic structures. Rather than the global average 
properties, we present in this work the local characteristics of the PPRs. Instead of the occurrence 
probabilities of the special oligonucleotides containing consensus sequences of promoters, we are 
interested in the deterministic structures in the whole sequences.  
II. METHOD 
To make our paper self-contained, we review NM method briefly. A schematic representation of 
the method is shown in Fig.1. Consider a PPR denoted with ),,,( 321 Nxxxx " . Each data kx  
will consist one of the four symbols A, C, G or T. All the possible sub-chains with length M read, 
1 1( , , ) 1, 2,3, , 1k k k k MX x x x k N M+ + −= = − +" " .                    (1) 
The properties of each sub-chain can be employed to represent the corresponding local 
characteristics.  
For each sub-chain kX , connecting the starting and the end of this segment, we can organize it 
in d -dimensional delay-register vectors: 
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The nearest neighbor ( )H ikX  of a given vector 
i
kX  is randomly selected among the 
solutions of ( , )i jk kU X X such that it is a minimum for i j≠ . The overall mean error in the 
sub-chain k  can be computed as, 
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For uncorrelated chains, there is no relation between any pair of bases. The overall mean 
error in Eq. (5) can be approximated by, 
uncorrelatedE (A)[1- (A)] (T)[1- (T)] (C)[1- (C)] (G)[1- (G)]ρ ρ ρ ρ ρ ρ ρ ρ= + + + ,     (6) 
where ( )ρ ⋅  denotes the probability of occurrences for the symbol )(⋅ . The finite length of a 
DNA segment will induce a deviation from this theoretical result. The criterion by which we find 
deterministic structures is then,  
criterion uncorrelatedE(M,k,d) E (M,k,d) E (M,k,d)< ≡ −∆ ,                   (7) 
where (M,k,d)∆  is the interval between the theoretical value of uncorrelatedE  and the 
minimum of the possible values of uncorrelatedE  induced by finite length. Shuffling the 
considered segment for J  times ( J should be enough for statistical analysis), )dk,M,(∆ can 
be estimated as, 
 { }uncorrelated t(M,k,d) E -min E (M,k,d) 1,2,3, Jt∆ = = " .                (8) 
An alternative solution to distinguish the deterministic structures is presented in Ref. [31]. The 
ratio 
(M,k,d)
uncorrelated
E
E
γ =  is used and according to the calculations with fewer sample sequences the 
criterion is set to be 0.85cγ γ≤ = . Empirical result shown in Table (1) tells us that the value of 
γ  varies in a considerable large region, and even can reach 78% for a special set of the 
occurrence probabilities. Hence, the solution the present work may be relatively better due to the 
large set of samples ( J  is assigned 3000 ). 
The other important feature in the NM method is the sensitivity to detect the deterministic 
structures. Consider a segment with deterministic structure as depicted in Fig.1(c), whose length 
is L . There is a delay interval that only when the overlap between the sliding window and the 
considered segment is larger than it can we find a distinguishable decrease of the overall average 
error. This interval is denoted as s . In the calculations, the region from A  to B  is used to 
represent the segment with deterministic structure. Clearly, we have, 
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Generally, we have 1 4mc< < . Hence there is a linear relation between the real length of the 
deterministic structure and the corresponding representative length, B A− , in the calculations. 
The segments with length 
m
ML
c
<  cannot be detected. 
III. RESULTS AND DISCUSSIONS 
All the 4737 PPRs from the human genome are considered in this paper. Consider the total 
length of a PPR as a sub-chain, that is, NM =  and 1=k . For all the PPRs, we calculate the 
overall mean errors as a function of the embedding dimension d . In Fig.2 the results for the 
sequences labeled 1,10,100,1000,1001,1002,1004,1005,1006,1007,1008,1009 in the web site in 
Ref. [7] are presented as the typical examples, denoted with sequence 1 to sequence 12, 
respectively. While for uncorrelated sequences the overall error does not dependent on the 
dimension d , the result for a PPR decreases rapidly with the increase of d from 1 to a critical 
value cd , where the overall error reaches the minimum value. From cd  the overall error will 
increase slowly. The existence of the critical value cd  tells us that the considered sequences 
behave multiple predictabilities. In the scale of cd d< , the sequences are much predictable 
compared with that in the scale of cd d> .   The overall error with a dimension near cd can be 
employed as the representation of the deterministic structures in a PPR sequence. The distribution 
of cd for all the PPRs is shown in Fig.3. We can find that the number of PPRs with 9 17cd≤ ≤  
is 3724 , covering 78.6%  of the total number of 4737. As a balance of the above features, in 
the following discussions the value of d  is assigned the average value of cd , 15cd d= = , 
which is also consistent with the findings in Ref. [30]. 
The other adjustable parameter is the length of a sub-chain. If it is too long, the overall error will 
be an average of a large scale, which cannot give us local information precisely. While for a too 
short sub-chain, the local information will be submerged in large fluctuations. Results for all the 
PPRs are calculated and Fig.4 shows several typical results of the overall error )dk,,M(E versus 
the position k . The results for the corresponding shuffling sequences are also presented. The 
local characteristics of a PPR are different completely. For the most parts the elements are 
arranged randomly and there are not deterministic structures. There are also several special parts 
where the overall errors are significantly smaller than that of the corresponding shuffling ones. 
These valleys are sensitive to the length of a sub-chain M . With the decrease of M , the bottoms 
of the valleys will become smaller and smaller and the borders become much more distinguishable. 
There exist a suitable value of M , at which we can obtain the valleys in an acceptable precision 
and the shape is smooth enough. The randomly positioned parts are not sensitive to the length of a 
sub-chain M , where the overall errors fluctuate around that of the corresponding shuffled 
sequences.  
A suitable value of a sub-chain M is important for the other reason. As shown in the results of 
the PPRs numbered sequence3, sequence4 and sequence5, some valleys can be found only with 
larger value of M . 500=M  may be a proper choice in the present calculations. 
Assigning 500M = , the overall errors as a function of the position k  for different values of 
the dimension d  are calculated for all the PPRs. Fig.5 shows several typical results. It is found 
that the valleys are sensitive to the change of d , while the uncorrelated segments are not 
sensitive to it at all.  
Selecting 0030J = , we can obtain the criterion values for different sets of probabilities of the 
occurrences for the base pairs CT,A, and G , as shown in Table (1). The value of 
random
criterion
E
)d,k,M(E
 varies in a considerable large region (up to 78% for a special set of the 
occurrence probabilities). This is the reason why we present this new solution instead of that 
suggested in reference [31]. 
Some of the valleys have deterministic structures, called deterministic valleys (DVs) in this 
paper. The DVs in all the PPRs are detected. Fig.6 presents a typical result to determine the 
position and length of a DV. The DVs can be identified by comparing the overall errors of the 
segments with the corresponding criterions. In the solid line the points whose values are 1 denote 
the segments having deterministic structures. A DV is a set of successive points in the solid line 
whose values are 1. In all the 4737 PPRs, the positions and the lengths of the DVs vary 
significantly. Fig.7 shows the probability distribution function of the bottom lengths of the DVs
（denoted with bottomL , it is also the representative length B-A  in Eq.(10)）. With the increase 
of length this probability decreases rapidly in a power-law way, i.e., 1.91bottom bottomP(L ) ~ L
− . It is 
reasonable to believe that the DVs should have some special biological functions. The parameter 
values are )15,500(),( =dM . 
 The occurrence probabilities of these DVs at different positions are estimated relative to the 
number of all the sequences, denoted with DVp , as presented in Fig.8. To dismiss the large 
fluctuations we present the integrated probability
k
DV
m 1
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=
= ∑  also. There is a special 
region near the transcriptional start site 2001T = , i.e., [ ]1500, 2000 , where the integrated 
probability increases with a significantly slow speed. Consequently, the occurrence probabilities in 
this region should be small significantly comparing with that outside of this region. Filtering out 
the DVs with bottom lengths less than 10,50 and100 , the integrated probabilities are also 
illustrated in Fig.8, respectively. We can find that the DVs with long bottom lengths prefer much 
more to occur outside of this special region.  
One of the findings in Ref. [7] is that many transcription factor-binding sites in the human PPRs 
such as the TATA, GC and CAAT boxes often occur near the transcription start site [36]. They 
have preferred locations between the positions 1700  and 2050 bp (i.e., 300−  and 50+  
relative to the transcriptional start site), which suggests that the basal promoter and nearby 
upstream regulatory elements are found in the region between 1700  and 2050 bp, in accord 
with a recent study from the Myers laboratory, where 91% of 152 DNA fragments containing 
regions 1450  to 2050 were active as promoters in at least one of four cell types evaluated [5]. 
Hence, the special region of [1500,2000] where the occurrence probability of DVs tends to 
vanish in our findings should correspond with the region that the transcription factor-binding sites 
cluster in. The transcription factor-binding sites are identified from the vertebrate matrices in the 
TRANSFAC P® P Professional Suite (Version 7.2) [37], using the TFBS Perl modules for TFBS 
analysis [38] (HTUhttp://forkhead.cgb.ki.se/TFBS/UTH).  
From Eq.(9) we have bottom
500L
mc
η⋅=  and the sensitivity is 500
m
L s
c
> = . The real lengths 
of the deterministic structures found in this paper should be at least several hundreds. Hence, it is 
necessary to distinguish the DVs from the other segments having special structures as the CpG 
islands, the simple repetitive sequences and the low-complexity sequences. 
In Ref. [7], a DNA region is defined to be a CpG island, if (i) it is 500bp≥ in length; (ii) it has 
a G + C content 50%≥ ; and (iii) its ratio of CpG observed/expected is greater than or equal to 
0.6 . They find that in the total of 4737 PPRs the CpG islands appear to cluster near the 
transcriptional start site (the position 2001 ). The occurrence probabilities of the DVs are 
different completely with that of CpG islands, which can tell us that the DVs found in the present 
work should be special structures rather than the CpG islands.  
The simple repetitive and low-complexity sequences are absent from the proximal promoter 
regions, but can often be found in the upstream sequences. The program Repeatmasker Web 
Server [39] is used to search the simple repeats and the low-complexity segments in all the PPRs. 
Fig.9 shows the length distribution of the found segments and the occurrence probabilities at 
different positions. The length distribution obeys a power-law, i.e., 2.35repeatP(L ) repeatL
−∝ . The 
occurrence probability at different positions repeatp ( )k distributes homogenously in all the 
positions except the special range [1850,1980] , where the proximal promoter regions prefer to 
occur and a significant sharp peak is shaped. Comparison with the DV distribution shows that the 
DVs are not the simple repetitive or low-complexity sequences. 
In summary, in each PPR sequence we find some special regions where we can find significant 
deterministic structures, while outside of these regions the elements are positioned in an 
uncorrelated way. These deterministic structures are called deterministic valleys (DVs) in this 
paper. The number, positions and widths of the DVs vary for different PPRs. A suitable set of the 
parameters ),( dM can reveal the DVs almost perfectly. The nontrivial occurrence probability of 
the widths and the positions of these DVs tell us that they may have new important biological 
functions rather than CpG islands, the repetitive sequences and the low-complexity DNA, which 
should be investigated in detail. The relations of the DVs with the other segments as the core 
promoters, the enhancers, the transposable elements (TE) and so forth are an interesting problem 
to be investigated in detail. 
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Fig.1 Schematic representation of the nonlinear modeling (NM) method. (a) Sliding of a
window with length M along a PPR sequence can generate 1N M− +  possible
sub-chains. The statistical properties of each sub-chain can be employed to represent the
local characteristics of the corresponding region. (b) For each sub-chain, connect its end
with the starting of its replica. By this way we can obtain totally M  possible
delay-register vectors with length d . From this set of delay-register-vectors we can
obtain the statistical properties of the corresponding region. (c) Consider a segment with
deterministic structure, the length of which is L . There is a delay interval that only
when the overlap between the sliding window and the considered segment is larger than
it can we find a distinguishable decrease of the overall average error. This interval is
denoted as s . 
  
 
 
 
 
 
 
 
 
 
 
 
Fig.2 (Color online) The overall mean error as a function of the embedding dimension d . The
total length of a PPR is considered as a sub-chain, that is, NM = and 1=k . The result for a
PPR decreases rapidly with the increase of d from 1 to a critical value cd , where the overall
error reaches the minimum value. From cd  the overall error will increase slowly. The overall
error in a dimension near cd can be employed as the representation of the deterministic
structures in a PPR sequence. The results for the PPRs numbered 1 to 12 are presented. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 The distribution of the critical value cd for the totally 4737 PPRs. The solid
square denotes the number of the PPRs with 18cd ≥  and 9cd < .  
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Table (1) The Criterions to determine whether there is a deterministic structure in a DNA segment
with a special set of occurrence probabilities for A, T, C and G. ).3000,15,500()J,d,M( =  
 
 
 
 
 
 
Fig.4 (Color online) The overall error ( , ,15)E M k versus the position k . Results for
1000,800,500,200=M  are denoted with black, red, green and blue lines, respectively.
The shuffling results of ),1,3001( dErandom are presented with the straight level lines.  
  
 
 
 
Fig.5 (Color online) The overall error ),,500( dkE versus the position k . Results for
25,20,15,10,5=d  are denoted with black, red, green, blue and cyan lines, respectively. The
valleys are sensitive to the change of the dimension d . 
  
 
 
 
 
 
 
 
 
 
Fig.6 (Color online)The valleys with deterministic structures are called DVs. The DVs can
be identified by comparing the overall errors of the segments with the corresponding
criterions. In the solid line the points whose values are 1 denote the segments having
deterministic structures. A DV is a set of successive points in the solid line whose values are
1. Results for PPRs numbered 1 and 4 are presented as typical examples.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7 The probability distribution function of the bottom lengths of the DVs（denoted with
bottomL ）found in all the 4737 PPRS in the human genome. With the increase of length this
probability decreases rapidly in a power-law way, i.e., 91.1bottombottomDV L~)L(P
− . It is a
nontrivial distribution function. It is reasonable to believe that the DVs should have some
special biological functions. 
  
 
 
 
 
 
 
 
 
 
Fig.8 (Color online) (a) The occurrence probability of the DVs at different positions. (b) The
integrated probability of DVs at different positions. This occurrence probability is obtained by
using all the DVs found in the 4737 PPRS in the human genome. There is a special region
around the transcriptional start site, i.e., [1500,2000], where the integrated probability
increases with a significantly slow speed. Consequently, the occurrence probabilities in this
region should be small significantly comparing with that outside of this region. The DVs with
long bottom lengths prefer much more to occur outside of this special region. Comparison
with the occurrence frequency of CpG islands tells us that the DVs should have special
biological functions rather than CpG islands.  
  
 
 
 
 
 
 
 
Fig.9 (Color online) (a) The length distribution of the repetitive or low-complexity sequences. It
obeys a power-law, i.e., 2.35repeatP(L ) repeatL
−∝ . (b) The occurrence probability at different
positions repeatp ( )k . It distributes homogenously in all the positions except the special range
[1850,1980] , where the proximal promoter regions prefer to occur and a significant sharp peak is
shaped. 
