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Abst ract - -For  the half-linear difference equation 
n 
A [la~(k)l--1hy(k)] = ~.~._,p~(k)lYCg~Ck))l,~-ly(g~Ck)),  >_ a, 
i----1 
where a > 0, we shall offer sufficient conditions for the oscillation of all solutions, as well as necessary 
and sufficient conditions for the existence of both bounded and unbounded nonoscfllatory solutions. 
Several examples which dwell upon the importance of our results are also included. ~) 1998 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we shall consider the half-linear difference quation 
n 
A [IAy(k)l'~-~hy(k)] = ~p~(k) ly(g, (k) ) l " -~y(g, (k) ) ,  k > a, (1.1) 
iffil 
where a > 0 and A is the forward difference operator defined as Ay(k  ) = y(k+ 1) -9 (k ) .  Further, 
for each 1 < i < n we assume that 
(I) pi(k) >_ O, maxk>_Tp~(k) > 0 for any T > a, and 
(II) g~ : Z + U {0} ~ Z is such that Ag~(k) > 0 eventually and limk-.oo gi(k) = oo. 
By a solution of (1.1), we mean a nontrivial sequence {y(k)} satisfying (1.1) for k > a. A 
solution {9(k)} is said to be oscillatory if it is neither eventually positive nor negative, and 
nonosciUatory otherwise. 
The literature on the oscillation criteria of difference quations is vast, e.g., see [1,2] which 
cover a large number of recent papers. In particular, we refer to [3,4] where oscillations of 
equations imilar to (1.1), but employing techniques different from the present paper have been 
discussed. Other related work can also be found in [5-10]. We note that an equation related to 
the continuous version of (1.1) 
[p( t ) ly ' l ° - ly ' ]  ' + q( t ) ly l " - l y  = 0, t >_ c, (1.2) 
where pit), q(t) > 0 has been the subject matter of many recent investigations, e.g., see [11-19]. 
The oscillatory results for (1.2) find application to quasilinear degenerate elliptic partial differ- 
ential equations. Further, Kusano and Lalli [20] have recently considered the continuous analog 
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of (1.1) 
n 
' = ~-~p#)lyCg, Ct))l"-lvCg#)), t > c. (1.3) 
i= l  
For other works on differential equations with deviating arguments, we refer to [21-26]. Our 
results not only extend the known theorems for (1.2),(1.3) to a discrete case, but also include 
several other known criteria discussed in [1]. 
The plan of the paper is as follows: in Section 2, we shall provide sufficient conditions for the 
oscillation of all bounded as well as unbounded solutions of equation (1.1). As a consequence, 
sufficient conditions for the oscillation of all solutions of (1.1) are obtained. In Section 3, we shall 
study the nonoscillatory behavior of (1.1), and establish necessary and sufficient conditions for 
the existence of both bounded and unbounded nonosciUatory solutions. 
2. OSCILLAT ION THEOREMS FOR (1.1)  
We begin by considering the following difference inequality 
where 
(I) 
(II) 
{A [IAy(k)l~-lAy(k)] -p(k)ly(g(k))l~-ly (g(k))} sgny (g(k)) >_ O, k > a, 
a > 0. Further, it is assumed that 
p(k) >_ O, maxk>T p(k) > 0 for any T > a, and 
g : Z + U {0} -* Z is such that Ag(k) > 0 eventually and limk-.oo g(k) = oo. 
(2.1) 
Let {y(k)} be a nonoscillatory solution of (2.1). Then, it is clear from (2.1) that Ay(k) is 
eventually of fixed sign. Hence, depending on whether the nonoscillatory solution {y(k)} is 
bounded or unbounded, we have for sufficiently large K, 
y(k)Ay(k) < 0 or y(k)Ay(k) > O, k > g. (2.2) 
With no loss of generality, let the nonoscillatory solution {y(k)} be such that y(k) > 0 for k >_ K. 
Then, (2.1) reduces to 
A [[Ay(k)la-lAy(k)] >_ p(k)ly(g(k))la-ly(g(k)) >_O, k > g l ,  (2.3) 
where K1 (> K) satisfies 
mm g(k) > K. (2.4) 
k>_Kt 
It follows from (2.3) that for k >_ g l ,  
[Ay(k) la-lAy(k) = lAy(k)[ a sgn {Ay(k)} 
is nondecreasing, i.e., for kz >_ kx _> Kx, 
IAv(k2)l sgn {AV(k2)} > IAv(kx)l sgn {Av(kx)}, 
which, together with the fact that Ay(k) is eventually of fixed sign, leads to Ay(k) is nondecreas. 
ing for k _> K1. Hence, y(k) is convex for k _> K1. 
THEOREM 2.1. Suppose that g(k) is a retarded argument such that g(k) < k for k > a, and one 
of the following holds: 
k-1 
limsup E p(l)[g(k) + 1 - gCl)] = > 1, (2.5) 
k--*oo trig(k) 
limsup E p('r) > 1. (2.6) 
k--*oo l=g(k) 
Then, a/1 bounded solutions of (2.1) are oscillatory. 
Half-Linear Difference Equations 13 
PROOF. Let {y(k)} be a nonoscillatory bounded solution of (2.1), say, y(k) > 0 for k >_ K _> a. 
We shall consider only this case because the proof for the case y(k) < 0 for k _> K > a is similar. 
By (2.2), 
Ay(k) < O, k > K1, (2.7) 
where K1 is defined in (2.4). 
First, suppose that (2.5) holds. We have seen earlier that y(k) is convex for k _> K1. Hence, 
y(a) > y(v + 1) --/%y(T) • (r + 1 -- a) > --Ay(T) • (T + 1 -- a), r + 1 > a >_ K1. (2.8) 
Let T=g(k) and a=g(£)in (2.8) to get 
y(g(£)) > -Ay(g(k)). [g(k) + 1 - g(£)], k > £ > K2, (2.9) 
where K2 (> K1) satisfies 
re.in g(k) > K1. 
k>K2 
In view of (2.7), it follows from (2.9) that 
(2.10) 
p(£)[y(g(t))]a >_ p(~)[_Ay(g(k))]a[g(k) + 1 - g(£)]a, k > g >/ (2 ,  
which on using (2.1) provides 
p(g)[-Ay(g(k))]a[g(&) + 1 - g(g)]a < A [ i /%y(~) l ,~-Z /%y(g) ]  
=/% [-I/%y(g)l '~'] 
= _/% [( - /%y(~))~],  k>t>K2.  
(2.11) 
Summing (2.11) from g(k) to (k - 1) (noting that g(k) < k), we get 
[-Ay(g(k))] a
k-1  
p(~)b(k) + 1 - g(t)]- - [-ay(g(k))]" 
t=g(k) 
_< - [ -Ay(k ) l  ~ < 0, k> Ka, (2.12) 
where Ks (> K2) satisfies 
From (2.12), we find 
rain g(k) > K2. 
k>_Ka 
(2.13) 
[-Ay(g(k))]  a_  ~ p(g) [g (k )+ l -gC£) ]~- I  <0,  
| (t=g(k) 
k _> K3, 
which is a contradiction to (2.5). 
Next, suppose that (2.6) holds. We sum (2.1) from a to (k - 1) to obtain 
k-1  
- [ -ay(~)]" + [-ay(~)]" > ~p(l)[y(gCl))]" ,
l----o" 
k>_a+l  >_Kl+l. (2.14) 
In view of (2.7), it follows from (2.14) that 
(k-1 ~l/a 
- h,(a) > / ~=~,(l)[,(g(~))]~ ~ , k_>a+l_>Kl+ l .  (2.15) 
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k-1 
y(l) ---- y(k) + E[ -AY(a) ] '  k > l+  1 _> KI + 1, 
which on using (2.15) yields 
k-1 (k-1 ) 1/a 
k-1 (~- I  ] 1/. 
>-- a='E ~=aP('r)[y(g(T))]a~ ' k > £+ 1> K1 + 1. 
Since g(k - 1) < k - 1, in (2.16) we may substitute £ = g(k - 1) to get 
y(g(k - I)) > ~ (k-I ) l/a 
- =,~_i, ~=~ '(')[y(~('))l~ ] 
k-1 i  Io} If° 
a-9(k- 1) 
k-1 ] 1/r. 
=y(g(k -1) )  [r=~ap(, ) , 
a----g(k-1) 
The above inequality is equivalent to 
k>_ K2+l .  
(2.16) 
I k-1 ]l/cx 1 y(g(k-1))  I -~ I  [~__~ap(r) _>0, 
a=g(k-I) 
k _> K2 -I- 1. (2.17) 
Inequality (2.17) is a contradiction to (2.6). This completes the proof of the theorem. 
THEOREM 2.2. Suppose that g(k) is an advanced argument such that one o[ the fo//owing holds: 
(a) g(k) > k,/'or k > a and 
g(k)-~ 
limsup E pC£)~q(1)- g(k)] a > 1, (2.18) 
k--,oo tffik 
(2.19) 
(b) g(k) > k + 1, for k _> a and 
g(k)-I I-1 ]l/a 
Then, a]/ unbounded sdutions of (2.1) are osci//atory. 
PROOF. Let {y(k)} be a nonosciUatory unbounded solution of (2.1), say, y(k) > 0 for k >_ K _> a. 
Then, from (2.2) we have 
ay(k) > 0, k ~_ KI, (2.20) 
where K1 is defined in (2.4). 
(a) We suppose that (2.18) holds. Since y(k) is convex for k >_ K1, we find 
y(a) >_ yCv) + Ay(v) • (a - v) > Ay(r) • (a - r), a > r > KI. (2.21) 
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Substituting a = g(~) and  I" = g(k) in (2.21), we get 
y(g(£)) > Ay(g(k)). [g(£) - g(k)], £ > k > K2, (2.22) 
where K2 is defined in (2.10). In view of (2.20) and (2.1), it is immediate from (2.22) that 
p(t)[Ay(g(k))]a[g(£) _ g(k)]a < p(g)[y(g(£))]a < A [(Ay(~))a], £ > k > K2. (2.23) 
Summing (2.23) from k to [g(k) - 1] (noting that g(k) > k), we get 
g(k)-I 
[Ay(g(k))la - [Ay(k)]a >- [Ay(g(k))]a Z P(£)[g(g) - g(k)]a' k >_ g2, 
t=k 
which implies 
#, 
1 - ( 
g(k)-I / 
Z P(i)[g(i)-g(k)]a >0, 
t-~k 
k >_ K~.. (2.24) 
Inequality (2.24) is a contradiction to (2.18). 
(b) Suppose that (2.19) holds. Summing (2.1) from k to (a - 1), we obtain 
o'--1 
t=k 
In view of (2.20), it is clear from (2.25) that 
~,a--1 )l/a 
Ay(o') >_ [,~.~kp(~)[y(g(g)]a= , a >k+l  > KI + 1. 
Writing 
I,-1 
y( l )  = + 
a substitution of (2.26) provides 
t-1 (a-1 ~ 1/c¢ 
a>_k+l>Kl+ l .  
g>k+l_>Kl+l ,  
t--1 f c,-1 ~ 1/a 
~-- a.ffikZ lr~ffikP(T)[Y(g(T))]a~ ' ~_> k+l  >_ K1 + 1. 
Since g(k) > k + 1 in (2.27), we may substitute g = g(k) to get 
9(k)-1 (~-1 ] 1/~ 
g(k)-I (a-1 ~ 1/a 
g(k)-I [~..~a-1 ] 1/,- 
= y(g(k)) Z [~_~p(r)j , k_  K2+l .  
a--k Lr=k 
Inequality (2.28) is equivalent to 
y(g(k)) 1-  [r__~kp(v) _> 0, k >_ K2 + 1, 
and this contradicts (2.19). The proof of the theorem is now complete. 
(2 .2s )  
(2.26) 
(2.27) 
(2.28) 
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THEOREM 2.3.  
(a) Suppose that there exists a i, 1 < i < n such that g~(k) < k /or  k >_ a, and one of the 
following holds: 
k-1  
limsup Z pi(1)[gi(k) + 1 - gi(£)] a > 1, (2.29) 
k~vo e=g~(k) 
lira sup p~(r) > 1. (2.30) 
~-.oo tfg~(k) 
Then, all bounded solutions of (1.1) are oscillatory. 
(b) Suppose that there exists a j, 1 <_ j <_ n such that one of the following holds: 
(i) gj(k) > k, for k _> a and 
gj(k)-I 
limsup ~ p#(1)[g#(1)-g#(k)] a > 1, (2.31) 
k--*oo l f k  
(ii) gj(k) > k + 1,/or k >_ a and 
gj~)-I I-1 )] 1/c~ 
limsupk_,oo effik [~__kpj(r >1. (2.32) 
Then, all unbounded solutions of (1.1) are oscillatory. 
(c) Suppose that there exist i and j, 1 <_ i, j <_ n such that gi(k) and gj(k) satisfy the 
conditions of (a) and (b), respectively. Then, all solu~ons of (1.1) are oscillatory. 
PROOF. 
(a) Let {y(k)} be a nonoscillatory bounded solution of (1.1). Then, from (1.1) we see that 
the following inequality holds for sufficiently large k: 
{A [lAyCk)l"-IAyCk)] -p ,  Ck)lYCg,(k))la-lY(g,(k))} sgn~(g, Ck)) > 0. (2.33) 
However, by Theorem 2.1 the inequality (2.33) cannot have any nonoscillatory bounded 
solutions. 
(b) Let {y(k)} be a nonoscillatory unbounded solution of (1.1). Then, it foUows from (1.1) 
that the inequality (2.33) (with i replaced by j) holds for sufficiently large k. However, by 
Theorem 2.2 this is not possible because all unbounded solutions of (2.33) are oscillatory. 
(c) This is obvious from (a) and (b). 
EXAMPLE 2.1. Consider the d/fference equations 
A [IAyCk)l°-lAyCk)] = elYCk - ~)l~-l~(k - a), k > ~, 
A [IAy(k)l~-~Ay(k)] = dly(k + ~)l~-X~(k + ~1), k > 0, 
(2.34) 
(2.35) 
and 
z~ [IZ~(k)l~-lAyCk)] = cl~(k - a)l~-lyck - a) 
+ dlu(k + al) l~- lu(k + al), k > a, 
where c, d, a are positive real numbers, a (>_ 1) and O"1 (_~ 2) are integers. 
It can easily be verified that conditions (2.29) and (2.30) are equivalent to 
¢+1 
Z cla > 1 
l=ffi2 
(2.36) 
(2.37) 
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and 
o.+1 
~-~(C~) 1/a ~> 1, (2.38) 
/=1 
respectively. Thus, by Theorem 2.3(a), if (2.37) or (2.38) is satisfied, then all bounded solutions 
of equation (2.34) are oscillatory. This is particularly so when a = 2, # = 4, and c > 0.0143. 
We also find that conditions (2.31) and (2.32) reduce to 
o'1--1 
d,~ > 1 (2.39) 
I.=1 
and 
o.1-1 
(dl) 1/= > 1, (2.40) 
/ffil 
respectively. It follows from Theorem 2.3(b) that if (2.39) or (2.40) are f~dfilled, then all un- 
bounded solutions of equation (2.35) are oscillatory. As a particular example, this is the case 
when a = 2, ~1 = 3, and d > 0.172. 
By Theorem 2.3(c), all solutions of (2.36) are oscillatory provided one of (2.37) and (2.38), and 
one of (2.39) and (2.40) hold. For example, when 
a = 2, c = 4, O" 1 = 3, c > 0.0143, d > 0.172, 
all solutions of (2.36) are oscillatory. Indeed, for any c, d such that c - d = 8 (c > 0.0143, 
d > 0.172), one such solution is given by {9(k)} = {(-1)k}. 
3. NONOSCILLATION THEOREMS FOR (1.1) 
Let {y(k)} be a nonoscillatory solution of (1.1). Then, from (1.1) we see that Ay(k) is eventually 
of fixed sign. Hence, depending on whether the nonoscillatory solution {y(k)} is bounded or 
unbounded, we have for sufficiently large K, 
y(k)Ay(k) < 0 or y(k)Ag(k) > O, k > K. (3.1) 
THEOREM 3.1. Equation (1.1) has a unbounded nonoscillatory solution {y(k)} such that 
lira p,k,=f~ constant # 0, (3.2) 
k-~oo k 
if and only if 
oo 
~_#p~(k) Lq~(k)] = < c0, 1 < i < n. (3.3) 
PROOF. First, we suppose that equation (1.1) has a unbounded nonoscillatory solution {y(k)} 
satisfying (3.2). With no loss of generality, let y(k) > 0 for k _> K _> a. It follows from (3.1) that 
Ay(k) > 0 for k >_ K. Further, (3.2) implies that L - limk-.oo Ap(k) (= constant) is finite. Now, 
we sum (1.1) from l to co to get 
L = - 
~=l i l l  
~ K1, (3.4) 
where K1 (> K) satisfies 
min vain 9,(k) > K. (3.5) 
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Summing (3.4) again from K1 to k provides 
y(k)=y(K1)+ E La-EE  p'('r)[y(g'(r))la " (3.6) 
~=Kt rft  iffil 
It is clear from (3.6) that the following must hold: 
oo n 
E E p'(r)[y(g'(r))]a < oo, (3.7) 
i----1 
for otherwise, the right side of (3.6) tends to -oo as k -+ oo, contradicting the fact that y(k) is 
eventually positive. Since, in view of (3.2), we have 
lim y(g~(r)) = constant, 1 < i < n, 
, - .oo  g (r) 
condition (3.7) implies 
which is equivalent to (3.3). 
Next, suppose that (3.3) holds. 
large that 
oo n 
o < 
i=l 
and in view of (3.3), 
Let / (  = rain{K2, K3}, 
Y-= {y(k) e B:  
and 
Define G : Y -* B by 
Ks= min mingi (k)>a,  
l<_i<_n k>_K2 
oo n 
E E p'(r-1)[g'(T-1)]a _<1-4-% 
r fK=+l  i--1 
B - = defined for _> 
N(k -  K2) _< y(k) _< N(k - K2), k >_ K2; y(k) = O, /~ _< k _< K2~. 
) 
Let N > 0 be a fixed arbitrary number. Choose/(2 >_ a so 
(3.8) 
(Gy)(k) = E N= - Ep,(.r - 1)[y(g,(v - 1))1 = , k >/~. 
t=K2 v=t+l i=l 
Let y(k) E Y. If R < k < K2, then it i~ clear that (Gy) (k )  = 0. For k _> K2, we have 
k-1 
(Cy)(k) < Z (N'~ - 0)z/a = N (k - K2), 
I lK2  
and on using (3.9), 
~1{ oo n ] 1/a 
(Gy)(k) >_ N a - ~_, ~-~p,(r -  1)[max{N(g~(r- 1 ) -  K2),0}]a~ 
t=K2 r=l+l ~=1 
k-1 / oo n } l /a  
-> E N"-  E E p ' ( ' - I ) [N  g ' ( ' -1 ) l "  
tfK= r f t+ l  i l l  
k-1 / oo n /1/a 
>- E Na- E E p , ( r -1 ) [gg i ( r -1 ) ]  a 
t=K2 v=K2+l ~w.1 
k-1 
> ~ [N a_  N=(l_4_a)]11= = N (k-  K2). 
- 4 
t=K2 
(3.9) 
(3.10) 
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Hence, G(Y) C Y. It is clear that Y is a closed and compact subset of B and G(Y) is relatively 
compact in B. Therefore, by Schauder fixed point theorem, G has a fixed point in Y given by 
y(k) = E Na - E E p'(7" - 1)[y(9'(r - 1))13 ' k _>/~. (3.11) 
t=Ka r=t+l  i=1 
It can easily be checked that this y(k) satisfies (1.1). To see that (3.2) is also fulfilled, we note 
that 
lim y(k)= lim Ay(k) 
k-.oo k k---.oo 
= lira N a -  ~ ~-~p,(T-- 1)[y(g,(~ - 1))1 a/1/a = N. 
"r=k+l i=1 
Thus, the y(k) given in (3.11) is a unbounded nonosciUatory solution of (I.I) such that (3.2) 
holds. The proof of the theorem is complete. 
THEOREM 3.2. Equation (1.1) has a bounded nonoscillatory solution {y(k)} such that 
lim y(k)= constant # 0, (3.12) 
k--*oo 
if and only if 
E Pi(£ < co, 1 < i < n. (3.13) 
PROOF. First, we suppose that equation (1.1) has a bounded nonoscillatory solution {y(k)} 
satisfying (3.12). Again, let y(k) > 0 for k > K > a. It follows from (3.1) that Ay(k) < 0 
for k > K. Further, (3.12) implies that lim~-~oo Ay(k) = 0, and M - limk-~oo y(k) is finite. 
Summing (1.1) from £ to co, we obtain 
OO n 
[-AY(£)]a = E E p'('r) [Y(9'('r))]a' £ >- K1, (3.14) 
~----l i==1 
where K1 is defined in (3.5). A second summation of (3.14) from k to co provides 
y(k) -- M + ~ p~(7-)[y0~(r))]" , k > K1. (3.15) 
In view of the fact that y(k) is bounded, condition (3.13) readily follows from (3.15). 
Next, suppose that (3.13) holds. Let N > 0 be a fixed arbitrary number. Choose/('2 >_ a so 
large that (3.8) holds, and also, in view of (3.13), 
" 3 
p~(r - 1) <_ ~. (3.16) 
/----K2÷l ~'~1~ '---- 
Let 
r _= {y(~) ~ B :  N _< yCk) _< 4N, ~ >_ ~:}, 
where B is given in (3.10). We define G : Y --* B by 
I oo { oo ~ 1/a 
N+ E E ~P ' ( r -1 ) [y (g ' ( ' - l ) ) l "~  
(G~])(~) = l==k%1 l " f f i / i f f i l  
(Gy)(K2), 
k _> K2, 
/~ < k < K2. 
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Let y(k) E Y, for k ~/~" obviously we have (Gy)(k 7 _> N, and in view of (3.16), 
1 (ay)(k) < N + Z Z Z p'('f - 1)(4N)a] x/a /=K2+1 ~'=t i=1 
3 <_N +4N.~ =4N. 
Thus, G(Y) c_ Y. It is clear that Y is a closed and compact subset of B and G(Y) is relatively 
compact inB. Therefore, by Schauder fixed point heorem, G has a fixed point in Y given by 
y(k) = N + ~ p~(l" - 1)[y(gi('r - 1))] c' , k >/~.  (3.17) 
t fk+X t , * ' f t  i=1  
Clearly, this y(k) satisfies (3.12). Further, since 
we find 
1/e~ 
AyCk)=-{  Z ZP'C~'- I)[y(g'(~'- I))]"~ <0, 
t ,  ~=k+l /=1 
n 
Iav(k)l"-*aV(k) = -[-aV(~)]" = - ~ )--~p,(~- - 1)[v(g,O" - 1))7, 
*=k+l  i=I 
where Ko (> a) satisfies 
rain ml, g~(k) > a. 
l< i<n k>_Ko 
Then, (1.1) has a decaying nonoseillstory solution {y(k) } such that 
~n v(k)=0. 
k--*oo 
(3.20) 
PROOF. Let 
and 
B =- {y(k) : y(k) is defined for k > K0} 
Y-  {y(k) e B:  O<y(k) S q(k), k~Ko}.  
Further, suppose that there exists a positive decreas/ng function q( k ) such that 
q(k)> pi('r 1)[q(g~('r 1))1 " /1 / "  
_ - - , k>_Ko ,  
tff ik+l k "*'ffit iffil 
(3.19) 
gj(k) < k and pj(k) > O, k ~ a. (3.18) 
which provides 
n n 
[ l~vCk:) l~-l~v(k)]  = '~'~p~(k)[y(g~Ck))]" = ~pdk) l~(g~(k)) l" - lvcg~(k:) ) .  
dffil d----I 
Hence, the y(k 7 given in (3.17  is a bounded nonoscillatory solution of (1.1) such that (3.12 7 
holds. This completes the proof of the theorem. 
THEOREM 3.3. Suppose that there exists a j, 1 < j < n such that 
Half-Linear Difference Equ~ions 
For each y(k) • Y, we define 
{~(k) ,  
~(k) = y (Ko)+q(k) -q (Ko) ,  
We note that for each y(k) • Y, 
Define G : Y -~ B by 
oo  
~(k) < q(k), k > a. 
k>go,  
a<k<Ko.  
(Gy)(k) = ~ ~'~p,(r - 1)[~(g,(r - 1))] a , k > Ko. 
21 
(3.21) 
i l l  i=1 
n 
= ~.,p,(k)ly(g,(k))l°-ly(g,(k)), k >_ Ko. 
i=1 
Thus, for sufficiently large k, the y(k) given in (3.22) is a solution of (1.1) satisfying (3.20). 
Finally, we shall show that the y(k) given in (3.22) is nonoscillatory. For this, it suffices to prove 
that y(k) > 0 for k _> K0. Suppose that y(Ko) = O. Since y(k) is nonnegative and decreasing for 
k >_ K0, it follows that y(k) is identically zero for k _> Ko. Hence, we get 
A [IAY(Ko)I°'-IAy(Ko)] = 0. (3.24) 
Now, using the fact that ~(k) > 0, a < k < K0-1 (by definition) and condition (3.18) in (3.23), 
we find 
A [[Ay(k)l~'-lAy(k)] >_ pj(k)[~(gj(k))] '~> O, a <_ k <_ Ko. 
The above inequality particularly gives 
A [IAy(Ko)I"-IAy(Ko)] > O, 
which is a contradiction to (3.24). Hence, y(Ko) > O. 
(3.23) = ~p, (k ) [~(g , (k ) ) ] "  = ~p, (k ) [y (g , (~) ) ]~ 
:, [l:,yCk)l~,-~:,y(k)] = A [-(-:,~(k))"] 
n 
and consequently, 
t f f i k+ l  
Clearly, for y(k) E Y, k > Ko, we have (Gy)(k) _> 0, and on using (3.21) and (3.19), 
(Cy)(k)< p~(r 1)[q(gi('r 1))] a/1/a _ - - <_  q(k). 
t----.k+l 
Hence, G(Y) C_ Y. Since Y is a closed and compact subset of B and G(Y) is relatively compact 
in B, it follows from Schauder fixed point theorem that G has a fixed point in Y given by }1 o 
y(k) = ~.._, p~(r - 1)[~(gi(r - 1))] a , k _> Ko. (3.22) 
/=k+l  k, r f t  i l l  
Relation (3.22) readily yields }1,o 
~y(k)  = - y~' p~(~- 1)[~(g~(r - 1))] ~ 
" r=k+l  i= l  
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Next, let g l  (> g0) be the first zero of y(k). Then, by definition ~(k) > 0, a < k < K1 - 1. 
Using a similar argument as before (replacing K0 by K1), from (3.23) we get 
A [IAy(K1)I~-IAy(K1)] > O. (3.25) 
On the other hand, y(k) is identically zero for k >_ K1. Hence, it follows that 
A [IAy(K1)Ia-IAy(KÂ)] = O, 
which contradicts (3.25). By induction, we see that y(k) > 0 for k >_ K0. The proof of the 
theorem is complete. 
THEOREM 3.4. Suppose that there exists a j, 1 <_ j < n such that (3.18) holds. Further, suppose 
that (3.13) holds. Then, (1.1) has a decaying nonoscillatory solution {y(k) } satisfying (3.20). 
PROOF. We shall show that there exists a positive decreasing function q(k) such that (3.19) is 
For this, let Ko (> a) be satisfied. Then, the result follows immediately from Theorem 3.3. 
sufficiently large so that 
and in view of (3.13), 
Let 
rain rain g~(k) > max{a, 1}, (3.26) 
l<4<n k>Ko 
] 1/ct oo n 1 
-< 5" 
t fKo+l  v f t -1  4=1 J 
(3.27) 
1 q(k) = 1 + ~. (3.28) 
Clearly, q(k) is positive and decreasing. To see that (3.19) holds, for k > Ko we have, on 
using (3.28), (3.26), and (3.27), 
/ } ~ ~'j~p4(T -- 1)[q(g4(T -- 1))1 a 1/a 
/=k+l  ~Tf t  4-=1 
[ = p4(r) 1+ 
tffik+l ~,r----t-1 4----1 
< 2 E p4('r) 
t fk+l  r - - t -1  4=1 J 
l < 2 pi(r) < 2. ~ = 1 < q(k). t----Ko+l v--t-1 
This completes the proof of the theorem. 
THEOREM 3.5. Suppose that there exists a j, 1 < j < n such that (3.18) holds, and 
lira sup P4(r) < - 
k-~e~ t----go(k) e 
(3.29) 
where go(k) = minl<~<, g4 ( k ). Then, (1.1) has a decaying nonosdllatory solution {y(k)} satisfy- 
ing (3.20). 
PROOF. Again, the result follows immediately from Theorem 3.3, if we can prove that there 
exists a positive decreasing function q(k) such that (3.19) is satisfied. For this, we denote 
Cg)  - p~(r 
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Let Ko (> a + 1) be sufficiently large so that 
rain go(k) > a, 
k~_Ko 
and in view of (3.29), 
We choose 
k 
Q-  sup ~ ¢(t) < _1. 
k>_Ko t=go(k) e 
(3.30) 
(3.31) 
: i g'(~) \ 
q(g/.(k)) =exp | -~  Z ¢(l)) 
\ if. / 
1 m 
exp ~.  ~ *V) • 
< exp (~ Q) .  exp ( -Q  t~ ~b(£)) 
= e q(k). 
Using (3.32) and (3.31), for k >/to, we find that 
Z p,(~" - 1)[q(g,(v - 1))1 a _< 
/=k+l  ~, r f t / .=1  
~p/.(,l[e q(~)]~ 1/o 
t fk+l  r=t -1 / - -1  
< ~ ~-'p/.(.)[e q(e- 1)1 ~/1/~ 
tff ik+l "rffit-1/.--1 
O0 O0 
= e Z ¢(£)q(£) ~ e Z ¢(t)q(k) <_ eQq(k) < q(k), 
tffik t=k 
exp - t (3.32) 
and 
and hence, (3.19) is satisfied. The proof of the theorem is complete. 
THEOREM 3.6. Suppose that there exists a j, 1 <_ j <_ n such that (3.18) holds, and there is a 
K0 (> a + 1) such that (3.30) holds. Further, assume that 
k n 
sup ~ Zp/ . ( l )  < oo (3.33) 
~Ko tffigo(k) ~ffil 
Z p,(r) < exp c~ + 1 . (3.34) 
l=k+l r----l-1 
Then, (1.1) has a decaying nonosci//atory solution {y(k)} satis[ying (3.20). 
PROOF. Again, in view of Theorem 3.3, it suffices to prove that there exists a positive decreasing 
function q(k) such that (3.19) is satisfied. For this, we denote 
k n 
Q _= sup Z Z p/.(t) > 0, 
k~Ko tfgo(k) /.----1 
l< i<n,k>Ko,  
It is obvious that q(k) is positive and decreasing. To see that (3.19) holds, we note that for 
24 
and let 
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/ ) q(k) = exp aQ p~(l) . ?.za 
Clearly, q(k) is positive and decreasing. To see that (3.19) holds, we note that for 1 < i < n, 
k> Ko, 
~+1 ~ ~-~p~(l) .exp - p~(t) 
= exp ~ ~-~- t=g~(k)+l ~=1 / aQ = .= (3.35) 
) (a÷l_ \  I o t÷IE i_~ip , ( l  ) _<exp "-~'-~d).exp~ aQ tffi, 
Applying (3.35) and (3.34), for k >_ Ko, we find 
/=k+l tffik+ 1 
{~'~t--I  ~pi(T)i=l [exp / -~)q(T) la}  I/~ 
t----k+1 Tffit-1 i=1 
tffik+l r----t-1 
_<exp(a_+_l)q(k)exp ( ~+1)~ =q(k),  
and hence, (3.19) is fulfilled. This completes the proof of the theorem. 
EXAMPLE 3. I. Consider the difference quation 
2 
A [Ay(k)] -- k(k + 2)(k 2 + 2k + 2) y(k + 1), k >_ I. 
Here, ~ = n = 1 and condition (3.3) is fu l led  because 
oo oo 2 oo 2 
(3 .36)  
~'  [ ~ ( I L . . ,  pl 'k'gl"k'=~'~L.~k(k÷2)(k 2÷2k÷2) (k÷l )<N~k(k2÷2k+2)  < OO. 
Hence, by Theorem 3.1 equation (3.36) has a unbounded nonosd//atory solution {y(k)} such 
that (3.2) is satisfied. In fact, one such solution is g/yen by {y(k)} = {k + l /k}  and we note that 
y(k) /k  ~ 1 as k - ,  oo. 
EXAMPLE 3.2. Consider the difference quation 
4 
A [IAy(k)lA~(k)] = (k + 1) 5 [y(k(k + 2))ly(k(k ÷ 2)), k > 1. (3.37) 
We have c~ = 2, n = I .  Hence, 
tffi/¢ 
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and so (3.13) is satisfied. It follows from Theorem 3.2 that (3.37) has a bounded nonoscillatory 
solution {y(k)} such that (3.12) holds. In fact, one such solution is given by {~/(k)} = {1 + l /k} 
and we note that ~/(k) --* 1 as k --. Co. 
REMARK 3. i. In Example 3.2, we also find 
O0 
~pl tk )  [al(k)l 2 = z.~ ~" 4[k(k-+2)12(k + 1  5 > 4[k(k + 1)l 2 = ~ 4k 2 
(k + 1) 5 (k + 1) s 
----CO. 
Therefore, condition (3.3) is violated. It follows from Theorem 3.1 that equation (3.37) does not 
have any unbounded nonoscillatory solutions atisfying (3.2). 
EXAMPLE 3.3. Consider the difference quation 
4(k + 2) 2 
A [IA~(k)lAy(k)l -- k2(k + 1) Iv ((k + 2)2)1 y ((k + 2)2), k > 1. (3.38) 
We find that 
and 
oo  oo 4(k + 2) 2 (/¢ + 2) 4 = oo 
E pl(k)[gl(k)]2= E k2(k + 1) 
ill, [ )1/2 4(t + 2)21 4 
Hence, conditions (3.3) and (3.13) are both violated. By Theorems 3.1 and 3.2, equation (3.38) 
does not have any unbounded or bounded nonoscillatory solutions satisfying (3.2) and (3.12), 
respectively. In fact, we note that {y(k)} = {l/k} is a bounded nonosci//atory solution of (3.38). 
However, this solution does not fu/fill (3.12). 
EXAMPLE 3.4. Consider the difference quation 
4Lq(k)] 2 
A [IAy(k)lAy(k)] = k2( k + 1)(k + 2) 2 I~(g(k))lY(g(k)), k _> 2, (3.39) 
where g(k) = [k + l/k], [.] being the largest integer function. 
Clearly, 9(k) < k for k >_ 2, and hence, condition (3.18) is satisfied. Next, condition (3.13) also 
holds because 
I,~ o(t + 1)(~ + 2)" j 
< E 4 t_~l 2 1 
- ~2(t + 1)(~ + 2)2 
oo t+ l  
= 2 ~ l,(~ + 2)2 
tffik 
 _2E f3 j 
lff ik 
<2~(fk°°ds '~ 1/2 ~ 1 
- - lg ]  = (~-1/2 <~" 
Hence, it follows from Theorem 3.4 that (3.39) has a decaying nonoscillatory solution {ll(k)} 
satisfying (3.20). One such solution is given by {y(k)} --- {l/k}. 
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