Abstract. This paper concerns matrix computations within algorithms for variance and covariance component estimation. Hemmerle and Hartley [Technometrics, 15 (1973), pp. 819-831 showed how to compute the objective function and its derivatives for maximum likelihood estimation of variance components using matrices with dimensions of the order of the number of coefficients rather than that of the number of observations. Their approach was extended by Corbeil and Searle [Technometrics, 18 (1976) 
cr2H, where H is a known positive-definite matrix. Assuming that $(e) 0 and that e is multivariate normal, the log likelihood function for y is (1.1) 1 1 2 constant log(det(H)) n log a -a2(y-Xa) T H-l(y Xa) (e.g., Searle [40] ). the machine and another the operator, as well as an additional component for the interaction between machines and operators.
In the model (1.2), we assume that there are n observations (elements of y), p fixed effects (elements of a), and q random effects (elements of b). We let ;ar(e) 0-2 E, with E positive definite, and Var(b) 0-2 B, where B is block diagonal with each block symmetric and positive semidefinite. The matrices X, Z, and E, as well as the vector y are predetermined by the experimental design and the data. We assume without loss of generality that the columns of X are linearly independent. The location of the nonzero elements of B is also known, but B may be expressed in terms of parameters whose values, along with 0-and a, must be estimated so as to maximize the likelihood function for y. If Cov(b, e) 0, then the variance of y in (1.2) is given by (1.3)
;ar(y) 0-2H 0 -2 (E + ZBZr).
Provided g (b) g(e) 0 Thompson [37] , [38] , Harville [21] , [23] ), the likelihood function for y is split into two parts representing the likelihoods of Nry and Mry, which are statistically independent (Cov(Nry, Mry) 0). This condition is satisfied if M H -1 X, and N is a basis for the null space of Xr, so that N r X 0. In view of the model (1.2), the condition on N is essentially the same as requiring (Nry) 0. If k is the dimension of the range of X (the column dimension of X), we have [42] . We found that current techniques are not sufficiently general to accommodate important cases of practical interest. For example, algorithms should be numerically stable when estimates become small during the computation in order to be able to identify variance components that do not play a role in the model--a situation that often arises in practice. Here we advocate the use of a modification of the }V-transformation [25] , [4] and of the EM (expectation-maximization) coefficient matrix to allow the possibility that B might be singular without adding artificial perturbations to the problem. We also found that, although many methods for variance component estimation have been suggested, none takes advantage of current state-of-the-art optimization software implementing superlinearlyconvergent general-purpose algorithms (e.g., Gay [12] , [1 ], Gill et al. [16] [28] , Harville [23] , Callanan and Harville [2] for surveys). EM algorithms, which optimize successively over a and the variance parameters, seem to be the most popular (Dempster, Laird, and Rubin [5] , [6] , Laird [31 ] , Laird and Ware [32] , Laird, Lange, and Stram [30] , Lindstrom and Bates [33] , Fellner [10] ). Methods are often specialized for certain types of problems, for example, [30] and [33] treat repeated-measures data, in which all of the blocks in B are identical. The EM algorithm for variance components does have the advantage that the estimates cannot become negative during the course of the computation [23] . But convergence of EM algorithms is linear and can be slow (Thompson [43] , [44] ), although schemes have been devised that yield improvement (Thompson and Meyer [45] , Laird But there is no definitive consensus as to which algorithms are better, even for restricted classes of problems.
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Efficient computation of the likelihoods and derivatives has been addressed by Hemmerle and Hartley [25] and Corbeil and Searle [4] , who showed how to reduce computations to dimensions of the order of the number of coefficients rather than that of the number of observations for maximum likelihood and REML, respectively, basing the computation on a matrix called the W-transformation. Harville [22] gives a general framework for exploiting the structure of H within EM algorithms, and Jennrich and Schluchter [29] also discuss some considerations along these lines. Lindstrom and Bates [33] use computations based on the QR factorization of the matrix ( Z X for the case E I, an approach unsuitable for large-scale applications because sparsity would not be preserved. Fellner [9] , 11 proposes sparse matrix methods in the EM algorithm for variance components that can be used for some problems in which the number of coefficients is large. Groeneveld and Kovac [19] , [20] and Misztal [36] have applied sparse matrix techniques to the same system of equations that arises in EM algorithms in large-scale problems from animal science.
It is important to set up the optimization, if possible, in such a way as to guarantee positive semidefiniteness in B. The assumption of positive semidefiniteness implies that B can be expressed as CCr, so that the problem could be parameterized in terms of the matrix C rather than B. However, the resulting optimization problem may not be particularly easy to solve. Since B typically has a fixed nonzero pattern, it may not always be possible to substitute CC r directly for B. If B were positive definite, then C could be taken to be the Cholesky factor of B since no pivoting is required. This approach is used by Lindstrom and Bates [33] . A drawback is that assumption of positive definiteness could cause numerical problems should B become singular or nearly singular during the course of the optimization. The optimization problem could be formally posed subject to B CC r as a constraint, but there are several potential difficulties in doing so: the constraint may be nonlinear, and new singularities or local minima may be introduced (e.g., Gill , Murray, and Wright [17, 7.4] ). In the case of variance components, expressing B as CC r is an easy modification since B is diagonal. The problem need not be parameterized in terms of C, however, since an alternative that would allow efficient optimization while at the same time preserving positive semidefiniteness would be to impose positivity constraints on the elements of B.
3. Derivatives of the likelihood functions (e.g., [23] , [25] , [41] ). Throughout this section, p is used to represent any parameter of B.
Derivatives with respect to parameters of B (other than or2). --
Proof See the Appendix.
The next two propositions concern transformations of the form N (N 5. The W-transformation. Hemmerle and Hartley [25] showed how to compute/2 and its derivatives using matrices with dimensions of the order of the number of coefficients (p + q), rather than that of the number of observations (n). In a discussion of the EM iteration, Harville [22] gives a formula that is more general than Lemma 4.3, mentioning (5.12)-(5.14) as possible instances. Although (5.14) does not appear to be either used or advocated, it is clear to us that it should be the method of choice for variance components as well as for covariance components when it is practical to express B as CCr. The reason is that I + C r Z r E -ZC is symmetric and positive definite for any C, so that no special action need be taken when covariance components are nearly singular. Note that (5.14) may be used even if the problem is parameterized in terms of elements of B rather than those of C. In the former instance, positive semidefiniteness of B would have to be enforced via constraints (nonnegativity constraints for variance components). The advantage over the use of the V-transformation for REML is that one need only solve (4.7) with T E for r (y Z at the outset. [4] , which can be seen from (4.11) with T E. It is evident that (5.17) should be the method of choice for REML whenever it is practical to decompose B as CCr, for the same reason that (5.14) is preferred for maximum likelihood. [25] and Corbeil and Searle [4] show how to compute det (H) Note that det(E) and det(N r EN),are constant, so that they can be ignored for the purposes of optimization. Determinants of the other matrices may be obtained from a triangular factorization, which would already be computed in forming the W-transformation. [27] . All three equations are listed among special cases of a more general formula in Harville [22] . If E FF r and B CCr, then (6.20) represents the normal equations for the least-squares problem
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a (e.g., [10] ). Equation (6.20) seems to be almost always used in practice for EM despite the assumption that B is invertible, although (6.21) does appear in some analyses [231, [30] . Formulation (6.22 ) is symmetric and positive definite for any C and represents the normal equations for a different least-squares problem:
Harville [22] makes the general statement that the choice among many possible systems of equations for EM should be based on numerical stability as well as on computational efficiency due to structural considerations, and should be tailored to individual problems. We would like to add the observation that when q is not too large, (6.22) has the same numerical advantages relative to (6.20) and (6.21) for estimating a as does (5.14)over (5.12) and (5.13) for forming the )/V-transformation. If q is large, then it may no longer be desirable to use (6.22) because formation of products involving ZC may destroy sparsity (see 7) , although for variance components ZC would have the same nonzero structure as Z.
After a is computed from one of these equations, the new values of cr 2 and the parameters of B are then found, usually by equating the gradients to zero (e.g., [23] ). In this way there is no need to compute determinants. Moreover, the expressions for the gradients (see 3) can be somewhat simplified by using the values of a and b, although trace must still be computed as before. Harville [23] shows that in the case of variance components the trace necessary for REML can be computed from the trace of the inverse of the trailing q x q submatrix of the coefficient matrix in (6.20) (which can be shown to be equivalent to using the trace of the trailing q x q matrix of the inverse of the coefficient matrix [22] ). A similar result holds in the other cases. An alternative would be to use the V-transformation as described above, which does not involve the explicit inversion of any matrix.
7. Sparse matrix methods. Matrix computations based on the )/V-transformation (5) are suitable when the number of coefficients (p + q) is relatively small. The 4;-transformation is a matrix of dimension p + q + 1, while its extension to REML is (q + 1) dimensional.
However, there are problems (such as those produced by factorial designs) in which q may be large enough to preclude the use of dense matrix methods for solving the relevant equations because the storage required is proportional to the square ofthe dimension and the solution time is proportional to its cube (e.g., [7] ). In such cases sparse matrix techniques are necessary, so that equations can be solved in storage and time that is more nearly proportional to the number of nonzero entries in the matrix.
Fellner [9] , 11 considers sparse matrix methods in EM algorithms for computing variance components via REML. Groeneveld and Kovac 19] , [20] and Misztal [36] apply similar sparse matrix strategies to problems arising in animal science. All use formulation (6.22) , which is symmetric and positive definite (assuming that B is invertible). The coefficient matrix is factored to form PL DL P r, where D is diagonal with positive diagonal entries, L is lower triangular, and P is a permutation. The nonzero structure of the coefficient matrix remains fixed throughout, so that it is possible to automatically choose in advance the permutation P of the columns of the coefficient matrix in an attempt to maintain sparsity in L. This process, which uses graph-theoretic analysis, is necessarily heuristic, since finding the permutation that results in the factors of greatest sparsity belongs to the class of NP complete problems (so that there is no known algorithm for finding this permutation in time that is polynomial in the dimension of the coefficient matrix). Nevertheless, some of these heuristics, such as the minimum-degree ordering, are quite successful at producing sparse factorizations for a variety of nonzero patterns. Further discussion of the relevant sparse matrix methods can be found in George and Liu [14] , Liu [34] , Eisenstat, Schultz, and Sherman [8] and Duff, Erisman, and Reid [7] . An advantage is that software is available for solving such systems (SPARSPAK-A [3] , SMPAK [39] , Harwell Subroutine Library [7] , [46] ). A drawback is that forming X r E -1 X, X r E-1Z, Z r E -1 Z, and the other submatrices in (6.20)-(6.22) may destroy sparsity. However, Fellner shows that (6.22) is sparse in some important special cases.
Fellner also mentions the loss of numerical stabililty that may result through using the normal equations (6.22) relative to least squares (6.23) and points out that sparse QR methods are an alternative (George and Heath [13] , Heath [24] , SPARSPAK-B 15]).
Currently, problems in which p + q is large can only be solved if either the EM coefficient matrix or W-transformation is sparse, and sparsity can be maintained in the relevant factors. In the remainder of this paper we show how sparse matrix methods can be used for computation of the likelihood functions and their derivatives, the implication being that it is practical to solve a much wider class of large-scale variance and covariance component estimation problems than current techniques would allow. First, we show that since the submatrices involved are typically sparse and highly structured, products of the form H-lr can be efficiently obtained by solving a sparse symmetric-indefinite system of equations. This rules out the use of iterative techniques such as conjugate gradients on problems in which q is large (see [20] ). However, direct factorization does make sense (as for EM), since only the entries of B change during the optimization, so that the nonzero structure is known in advance. The coefficient matrix in Proposition 7.1 is symmetric, but not positive definite, which means that the methods used by Fellner are not applicable. Sparse matrix software is available, however, in the Harwell Subroutine Library [7] , [46] for factoring and solving symmetricindefinite systems. The method computes the Bunch-Parlett factorization P L T L r p r, where L is unit lower triangular, T is block diagonal with either x 1 or 2 2 blocks, and P is a permutation. The column order determined by P is chosen via multifrontal methods for heuristic graph elimination [7] , [35] , which operate somewhat differently from the procedures used in the strictly positive-definite case [14] , [8] . The Proof. The proof is analogous to the proofs of Propositions 4.5 and 7.1 given in the Appendix. rn If a sparse representation for X, the design matrix for fixed effects, is not available, then these systems can be solved by partitioning techniques.
Finally, the determinant term in/2N can also be computed from the Bunch-Parlett factorization of the partitioned matrix using the following result. Proof. See the Appendix. t3 Proposition 7.4 implies that/2N can be computed via sparse symmetric-indefinite factorization, since it is known that the log (det(N T HN)) term in the expression for/2N can be replaced by log (det(H)) + log (det(X r H -1X)). PROPOSITION 7.5 ([21 ] , [23] ). Proof. See the Appendix.
rn A further advantage of the formulations given in this section is that, unlike the 142-transformation and EM formulations, they can be applied in a straightforward manner to models in which the error variance (0-2) either vanishes or is very small in magnitude. All that is required is to define (7.25) ))ar(y) 0-2H --0-2E The matrix E must then be multiplied by a factor of cr 2 in each equation of this section in order to obtain the correct result.
8. Summary and conclusions. It is well known that the objective function and its derivatives for variance component estimation can be computed using matrices with dimensions of the order of the number of coefficients rather than that of the number of observations [25] , [4] .
A similar reduction in dimension is possible through the use of EM algorithms. A drawback is that formation of the relevant matrix products may destroy sparsity, making these approaches impractical for large-scale applications. We have shown how to compute likelihood functions and derivatives using sparse symmetric-indefinite matrix computations, thus allowing solution of a much wider class of large-scale problems. 16] . We have used this approach successfully for the function varcomp in S-PLUS [42] .
Finally, the more general case of covariance components has not received much attention in the literature and we have nothing specific to add in this domain. We have, however, tried to formulate our results wherever possible for covariance components in order to suggest new approaches along lines similar to those that we have found promising for variance components.
A. Proofs.
Proofof O. Now XT rsl 0, which implies that Sl NI for some vector 1, so that T Ngl + Xs2 r.
Multiplying both sides of this latter equation by N r gives (4.8) , since N r X O. The terms involving det (N r N) and det(X r X) are absorbed into the constant term. The last two terms can be merged into one by using (4.11) with T H, giving (7.24). 
