Video summaries present the user with a condensed and succinct representation of the content of a video stream. Usually this is achieved by attaching degrees of importance to low-level image, audio and text features. However, video content elicits strong and measurable physiological responses in the user, which are potentially rich indicators of what video content is memorable to or emotionally engaging for an individual user. This article proposes a technique that exploits such physiological responses to a given video stream by a given user to produce Entertainment-Led VIdeo Summaries (ELVIS). ELVIS is made up of five analysis phases which correspond to the analyses of five physiological response measures: electro-dermal response (EDR), heart rate (HR), blood volume pulse (BVP), respiration rate (RR), and respiration amplitude (RA). Through these analyses, the temporal locations of the most entertaining video subsegments, as they occur within the video stream as a whole, are automatically identified. The effectiveness of the ELVIS technique is verified through a statistical analysis of data collected during a set of user trials. Our results show that ELVIS is more consistent than RANDOM, EDR, HR, BVP, RR and RA selections in identifying the most entertaining video subsegments for content in the comedy, horror/comedy, and horror genres. Subjective user reports also reveal that ELVIS video summaries are comparatively easy to understand, enjoyable, and informative.
INTRODUCTION
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Video Summarization Techniques
A number of video summarization techniques have been presented in the research literature. Previously [Money and Agius 2008b] , we have surveyed the research literature and identified three types of techniques that can be used to generate video summaries: internal, external, and hybrid video summarization techniques. Another useful survey of contemporary video summarization techniques is provided by Truong and Venkatesh [2007] .
The majority of video summarization research in the last 20 years has focused on developing internal video summarization techniques, which summarize video by analyzing low-level features that are present (only) within the video stream, such as colour, shape, object motion, speech, or on-screen text [Money and Agius 2008b] . For example, Chen et al. [2007] , Bailer et al. [2007] , Detyniecki and Marsala [2007] , and Wang et al. [2007] all use internal techniques to summarize video rushes. As an example, Chen et al. [2007] initially identify similarities in low-level color and motion features to segment the content. Audio features are then analyzed and used as exclusion criteria. Shipman et al. [2007] analyze low-level audio features to identify applause, cheering, excited speech, normal speech, and music to plot a level of importance curve to represent the summarized content of the video. Damnjanovic et al. [2007] segment video by analyzing the image stream. Initially scenes are identified by means of shot change detection and then the level of motion activity is measured and equated with level of importance. As a result, scenes with high levels of motion activity are prioritized for inclusion within the video summary. Athanasiadis et al. [2007] analyze the image stream by partly imitating the mechanisms used in human vision. A matching is carried out between low-level descriptors and a high-level ontological knowledge base. As a result, subsegments of video content are associated with fuzzy sets of concept labels. Other examples of low-level to high-level ontological fusion include Naphade and Huang [2001] and Millet et al. [2005] . Jung et al. [2007] summarize television dramas. They apply narrative theory in the form of a narrative abstraction model (NAM) and use it to map semantic structure onto the low-level image and audio features embedded within the video content. Lie and Hsu [2008] also analyze audio and visual cues including human face detection, camera zoom, and caption detection. Excitement is an affect-related dimension that is identified by both Hanjalic [2003 Hanjalic [ , 2005 and Tjondronegro et al. [2003] , both of whom analyze audio features apparent within the video stream and use them as a valuable means of identifying and summarizing video content accordingly. Hanjalic [2003 Hanjalic [ , 2005 models levels of sound energy, combined with analysis of motion activity and cut density, to probabilistically infer the perceived levels of user excitement or arousal. Consequently, excitement curves are developed that represent inferred changes in the user's affective state while viewing the sports videos. Tjondronegro et al. [2003] also use audio features as the primary source for identifying excitement within the video stream. After an initial analysis of audio features, a fast text detection algorithm is used to verify the segments included in the summary and to refine the highlights selection.
External video summarization techniques tend to achieve more personalized levels of summarization by collecting and analyzing information external to the video stream, notably contextual information, such as the time and location in which video was recorded, and/or user-based information, such as a user's descriptions of video content and/or browsing and viewing activity. It should be noted that for the purposes of this research, contextual information relates to information sourced from outside of the video stream. Although internal techniques include measures of "visual context," such as low-level color descriptors and spatial relationships between visual objects that occur within the video stream, such measures fall outside of the scope of our definition. External video summarization techniques are rare in the literature; however, some examples are as follows. Jaimes et al. [2002] employ a highlevel semantic analysis of basic manual annotations created by users, in combination with a manually supervised learning algorithm that derives a user's preference for particular content events based on their prior expressions of importance. Takahashi et al. [2005] summarize baseball videos using manual annotations; summaries contain information such as player information, key event information (e.g., plays of the ball), and information about the extent to which the user enjoyed specific events. The annotations are temporally linked to the original video to indicate important events and individual players. De Silva et al. [2005] propose a video summarization technique that collects contextual information in the form of inhabitants' movements around the home. Fixed-position video cameras and integrated pressure-based floor sensors track the location of user activity within the home. Summarization of the captured video content is carried out by analysing data relating to footstep activity, taking into account measures such as distance between steps, overlap of durations between pairs of footsteps, and footstep direction changes.
Lastly, hybrid video summarization techniques use a combination of internal and external information, thereby employing both internal and external summarization techniques, based on the premise that external techniques can compliment internal techniques by providing additional levels of detail to reduce semantic ambiguity. For example, one technique [Aizawa et al. 2004 ] uses a video camera (worn by a user) that captures video content, while contextual information, such as location, speed, and acceleration, is captured from a worn GPS (Global Positioning System) unit. Spoken voice annotations can be provided by the user. Low-level analysis of the video's audio track is also carried out to identify interesting segments within the captured video content. Lee and Day [2008] also use a wearable video camera, GPS data to identify location, and input from caregivers to summarize video for people with episodic memory impairment. Rui et al. [1999] produce video summaries automatically by using a training set of videos manually annotated by an expert in the video content domain. These are then propagated to unannotated video content by matching against the similarity of internal video stream information. Kawai et al. [2007] use contextual information sourced from Web-based electronic program guides, which is matched with closed caption text within the video stream to develop television program trailers. Babaguchi et al. [2001] obtain detailed contextual information sourced from sports websites about a particular soccer game and combine this with an analysis of image features. Webbased information is then associated with the video stream of that game and used to summarize the key events that occur within the game. Another example of soccer video summarization is presented by Xu et al. [2006] who use Webcast text to achieve real-time event detection of live soccer coverage, where events such as goal, shot, and save are identified from the text. Video subsegments are then identified as temporal ranges within the video stream.
Despite many promising efforts, internal video summarization techniques struggle to overcome the challenge of the semantic gap [Smeulders et al. 2000] . Specifically in the context of video summarization, this relates to the disparity between the semantics that can be abstracted by analyzing low-level video features and the semantics that the user associates with the video and primarily uses to remember the content. This is chiefly because contextual and user-based information are not incorporated into the analysis process at any stage. As a result, internal techniques are not able to produce personalized video summaries (summaries that represent the most significant content to an individual use), despite increasingly expectant users requiring more personalized video summaries that are in step with their individual tastes and preferences [de Silva et al. 2005; Lew et al. 2006] . In light of the challenges faced by internal summarization techniques, external and hybrid techniques are receiving more attention. This is because they are more likely to produce video summaries that are personally relevant to individual users since they incorporate user-based and contextual information into the summarization process. In particular, external video summarization techniques show much promise, since they produce video summaries based purely on external information. External techniques have the added advantage of potentially being integrated into hybrid techniques if this is desirable. At present, however, there are only a small number of external techniques presented in the research literature. Furthermore, existing external techniques face challenges of their own; for example, user-based information is often obtained in the form of manual annotations from the user, which is impractical due to the time and conscious effort required. New external information sources are needed that can be used to develop personalised video summaries but minimize the demands put on the user in terms of time and conscious mental effort. Consequently, we look towards user physiological responses to video content as a new information source that may be used to summarize video content.
Motivation
User physiological response is a potentially valuable external information source, since it can be captured directly from the user while requiring no conscious effort from them. However, physiological response is yet to be fully incorporated into existing video summarization techniques. In this paper, we present the ELVIS (Entertainment-Led VIdeo Summarization) external video summarization technique that identifies subsegments (in terms of their temporal location) within a given video segment for inclusion within a video summary (which may be an entire video stream), based on real-time user physiological responses.
Video content is known to elicit strong physiological responses in the user [Brown et al. 1977; Detenber et al. 1998; Lang et al. 1999] . For example, Detenber et al. [1998] found that moving images (video) elicits higher levels of arousal, compared with still images. In addition to motion, video content (particularly that which is professionally produced) heightens arousal by using sounds and music to heighten the emotions within the user. In the words of Ian Maitland, an Emmy award-winning director [cited in Picard 1995] : "A film is simply a series of emotions strung together with a plot . . . . It's the filmmaker's job to create moods in such a realistic manner that the audience will experience those same emotions enacted on the screen, and thus feel part of the experience." It is therefore understandable that researchers have used video as the tool of choice to elicit user emotional response in a range of contexts, including broadcasting research [Detenber et al. 1998; Lang et al. 1999] , psychophysiological studies [Piferi et al. 2000; Simons et al. 2000] , and psychological studies [de Wied et al. 1997; Morrone-Strupinsky and Depue 2004] .
Measures of user physiological response are a recognized and effective means of gaining insight into users' emotional responses to video content [Detenber et al. 1998; Ekman et al. 1983; Gross and Levenson 1995; Lang et al. 1999; Nasoz et al. 2003; Piferi et al. 2000; Simons, et al. 2000; Suziki et al. 2004] . Physiological responses also provide valuable insight into real-time changes in a user's affective state [Allanson and Fairclough 2004; Scheirer et al. 2002] , which is a generic term that refers to the user's underlying emotion, attitude or mood at a given point in time [Simon 1982] . Affective state can be considered to be made up of two dimensions: valence, the level of attraction or aversion the user feels toward a specific stimulus, and arousal, the intensity to which an emotion elicited by a specific stimulus is felt. Due to technological advances, physiological response sensors are not only becoming more affordable but also more versatile in terms of how they can capture physiological response data. For example, physiological responses can already be measured in real time via wireless wearable sensors such as the SenseWear armband from BodyMedia. Ongoing research is also incorporating physiological sensors into everyday items which are ordinarily worn by a large proportion of the population, such as items of clothing and jewelry [Leonhardt et al. 2007] . As a result, compared with more traditional methods of capturing physiological responses from users (via wired sensors connected to specific parts of the body), noninvasive capture of physiological response data that requires no conscious input from the user is fast becoming a reality [Money and Agius 2005] . As outlined in the previous section, some internal video summarization techniques [Hanjalic 2003 [Hanjalic , 2005 have been developed that summarize video streams relating to their affective content and, consequently, some multimedia metadata standards now allow for some limited affective description [Agius et al. 2008; McIntyre and Göcke 2007] . With regards to processing and evaluating physiological response data for the production of personalized video summaries, to the best of our knowledge there appears to be no research to date.
In order to explore the potential of using physiological response for video producing video summaries, ELVIS uses five physiological response measures: electro-dermal response (EDR), heart rate (HR), blood volume pulse (BVP), respiration rate (RR), and respiration amplitude (RA), collected in real time from the user as he/she views video content. ELVIS processes the physiological response data and identifies the temporal locations of the most significant physiological responses that occurred during the viewing. These are subsequently mapped onto the original video content and used to identify the video subsegments that elicited the most significant physiological responses, resulting in a personalised video summary that can be played back to the user via a media playback device. The main contributions of this article are twofold: first, the identification of user physiological response as a potentially valuable external information source for video summarization and, second, the ELVIS technique, which provides a method for processing user physiological responses and identifying candidate subsegments to be included in personalised video summaries.
Section Summary
The remainder of this article is structured as follows. Section 2 reviews the potential of using physiological response data as video summarization information and demonstrates the role of ELVIS within this context. In Section 3, the ELVIS technique is presented, which is used to process the users' physiological responses to video content, and identify temporally the video subsegments for inclusion in each individual user's personalised video summaries. To demonstrate its application, the section also presents a media player that utilizes ELVIS. In Section 4, the design, implementation and results of user trials to verify the effectiveness of ELVIS for three different video genres (comedy, horror/comedy, and horror) are described. Section 5 concludes the article by discussing implications and future research directions.
EXTERNAL VIDEO SUMMARIES USING PHYSIOLOGICAL RESPONSE
A range of physiological response measures have been used to infer changes in a user's affective state. Electro-Dermal Response (EDR) measures the electrical conductivity of the skin, which is a function of the amount of sweat produced by the eccrine glands located in the hands and feet. EDR is believed to be linearly correlated with the arousal dimension, hence the higher EDR value, the higher the arousal level and vice versa Steinbeis et al. 2006] . Respiration amplitude (RA) can be used to indicate arousal and valence levels; for example, slow deep breaths may indicate low arousal and positive valence. Shallow rapid breathing may indicate high arousal and negative valence [Frazier et al. 2004; Philippot et al. 2002] . Respiration rate (RR) has been used as an indicator of arousal. An increase in the number of breaths the user takes per minute can be an indicator of increased arousal, while lower number of breaths per minute can indicate lower levels of arousal Palomba and Stegagno 1993] . Blood Volume Pulse (BVP) measures the extent to which blood is pumped to the body's extremities. This can serve as a measure of a user's valence: restricted blood flow to the user's extremities may indicate negative valence, while, conversely, increased blood to the extremities may indicate positive valence [Carlson 2001; Fridja 1986; Healey 2000; Picard 1997; Wang et al. 2004] . Heart Rate (HR) acceleration and deceleration has also been shown to be an indicator of valence [Cacioppo et al. 1997; Cacioppo et al. 2007] . Negative valence may be signified by a greater increase in HR than positive valence [Frazier et al. 2004; Greenwald et al. 1989; Steinbeis et al. 2006; Van Diest et al. 2001; Winton et al. 1984] .
Through the development of the ELVIS technique, we explore whether users' physiological responses may serve as a suitable external source of information for producing individually personalized affective video summaries. In order to substantiate the value of physiological response as a usable external information source in its own right, ELVIS has been developed as an external video summarization technique, and therefore it also has the potential to be integrated into a hybrid technique if this were desirable. Consequently, summarization is achieved by analysis of external information only, which, in this case, is user physiological response data relating to the video the user has viewed. User physiological responses are likely to be most significant during the segments of a video stream that have most relevance to that user, since these will tend to be the segments that have the most impact and are the most memorable. Hence, it is these segments that are the foremost candidates for inclusion within a summarized version of the video stream. Unlike internal techniques such as those of Hanjalic [2003 Hanjalic [ , 2005 and Tjondronegoro [2003] , who attempt to infer how users may respond to audio and visual cues within the video stream, the ELVIS technique has the advantage of directly measuring user responses to audio and visual content by monitoring the real-time changes in user physiological response. This is advantageous because highlights produced by ELVIS have the potential of being better aligned with the actual responses of the user, and therefore are likely to produce video summaries that are more personally relevant. Figure 1 shows how physiological responses are used within the ELVIS technique and how the output of ELVIS can be used to deliver personalized affective video summaries.
Initially, the user views the full video stream while physiological responses are captured and measured. ELVIS then processes this data and produces an internal representation of the video content in terms of the significance of physiological response. In step with the duration of the video summary requested by the user, ELVIS identifies the temporal locations of the most significant physiological responses. It should be noted that mapping physiological responses onto a full range of specific emotions is currently infeasible, and remains an ongoing area of research, since individual physiological responses do not seem to be unique to one specific emotion [Cacioppo et al. 2007; Kim and Andre 2008; Scheirer et al. 2002; Sebe et al. 2005] . For example, two distinctly different emotions, such as anger or fear, typically result in similar physiological responses, which include: increased EDR, increased HR, decreased BVP, increased RR, and decreased RA [Cacioppo et al. 2007; Christie and Friedman 2004; Gleitman et al. 2007; Steinbeis et al. 2006] . Therefore, the ELVIS technique prescribes the use of the above five measures of physiological response (EDR, HR, BVP, RR, and RA) and assumes that each of these measures have equal levels of importance in representing the user's response. This follows from the notion that changes in physiological response may be linearly correlated with changes in affective response [Steinbeis et al. 2006] . For example, a fourfold increase in EDR may be interpreted as twice the significance as a twofold increase in EDR. Furthermore, it has been shown that as the intensity of an emotional stimulus increases, so the number of physiological responses and their intensity increases [Rikkard 2004] . From a functional perspective, physiological responses can be seen as states of readiness [Fridja 1986 ], which are a function of two opposing motivational systems: approach and avoidance [Davidson 1995] . These play a fundamental role in regulating high-order goals of survival and influencing our appraisal of the world around us [Lang et al. 1995] . Physiological responses prime the body to respond appropriately to the situation. Therefore, as attention and the need to respond to a situation increases, so the number and intensity of physiological responses activated increases [Power and Dalgliesh 1998 ]. Consequently, ELVIS assumes that the higher the value and number of individual significant physiological responses to a video subsegment, the higher the likelihood that this is indicative that the user's attention was captured, and hence is likely to be indicative of an entertaining video subsegment. In the context of video, we define entertaining video subsegments as those that are most likely to be arousing, be engaging, or hold the attention of the viewer based on the physiological responses elicited by the video content. The temporal locations of the significant responses identified by ELVIS can then be associated with the viewed video content by a media playback application (such as the ELVIS Media Player presented at the end of the next section) and the video summary may then be played back to the user. The result is a personalized video summary that incorporates the video segments that elicited the most significant physiological responses in the user during viewing.
ELVIS summaries have not been developed with the primary goal of providing the user with a comprehensive understanding of the full narrative of the video content, or indeed, to be motivated to watch the full video after viewing the summary. Rather, given that the video summaries produced using the ELVIS technique are personalized according to the user's physiological responses, it is anticipated that the primary real-world use of summaries would be to provide users with personalized highlights of previously viewed video content. Therefore, the resulting summaries would provide users with quick access to the video subsegments that they found most entertaining as a result of a previous viewing. This may be of particular use when browsing the content of a home video collection, for example. Despite the ELVIS summaries being created specifically for the user that viewed the video content, friends and peers that share similar tastes in video content may also find value in viewing summaries that have not been specifically produced for them, but have been produced for friends and peers that appear to share similar tastes.
Data relating to user physiological response is typically recorded in time series format; that is, the data is a continuous data source recorded in temporal order. Retaining the time evolving perspective, when analyzing this data, gives valuable insight into the granular shifts that occur in the user's affective state, which may not otherwise be measurable by other methods [Kramer 1991 ]. This format is particularly well suited to video, when considering the similarly time evolving nature of video content per se. However, processing of physiological response data is a nontrivial task [Picard 1997 ], and hence a major step towards developing video summaries, based on user physiological responses, is developing appropriate effective techniques to process this data. In the following section, we propose one such technique.
THE ELVIS TECHNIQUE
The ELVIS (Entertainment-Led Video Summarization) technique processes, analyzes, and evaluates user physiological responses, subsequently identifying the most entertaining video subsegments (VSSs) within a full length video segment (VS) for inclusion in a video summary. In the next section, a brief summary of the ELVIS technique is presented. Then a more detailed and formal description is given. The ELVIS Media Player (EMP) is then presented as an example of how video summaries can be played back based on the information output by ELVIS.
ELVIS Overview
ELVIS aims to process user physiological responses to a given VS, so that the most entertaining VSSs from within a full length VS can be identified and included within a video summary. It consists of five phases, as shown in Figure 2 .
In Phase 1, the raw physiological user response data is captured using three physiological response sensors: an EDR sensor, an HR/BVP sensor, and a respiration sensor. Five response measures (EDR, HR, BVP, RR and RA) are interpolated at the standardized sampling rate (ssr).
In Phase 2, moving window average values are calculated based on the ssr and the minimum VSS length (mvssl) requested by the user to produce constructed S (standardised) values for HR, BVP, RR and RA. Detrended moving window maximum deflection values are calculated for the EDR response measure. Initial percentile rank (IP) values are then calculated for S values (relating to HR, BVP, RR, and RA) which are converted into bidirectional low and high dataset values.
In Phase 3, low and high value datasets for each physiological response measure are combined to produce a unidirectional (UD) response. Unidirectional percentile rank (UDP) values are then calculated for each UD dataset, resulting in the production of EDR UDP, HR UDP, BVP UDP, RR UDP and RA UDP datasets.
In Phase 4, EDR UDP, HR UDP, BVP UDP, RR UDP and RA UDP are combined to produce a unified user response measure (UURM) dataset. The significance of unified user response measure percentile ranked (SUURMP) dataset is then produced from the UURM datasets.
In Phase 5, video subsegment temporal location (VSSTL) values are derived from the values in the SUURMP dataset. Video subsegment temporal location start (VSSTLS) and video subsegment temporal location end (VSSTLE) times are based on the desired number of observations (D) the user has requested to be included in the video summary. The VSSTLS and VSSTLE values therefore serve as segmentation criteria that can be referenced by an external application in order to output the video summaries.
Phase 1: Standardize the Raw Physiological Response Data
The initial phase of ELVIS involves standardizing the user physiological response data. This includes initial capture and temporal synchronization of the physiological response signal with the video content, deriving appropriate response measures from the raw signal values, interpolating raw response values, standardizing the sampling rate, and finally outputting completed datasets for each derived physiological response and for the time element corresponding with each physiological observation.
The five physiological measures (EDR, HR, BVP, RR, and RA) are derived from the raw signal of three sensors: a skin conductance sensor for EDR, a HR/BVP sensor for HR and BVP, a respiration sensor for RA and RR. Such sensors are readily available, for example, the ProComp Infiniti system from Thought Technologies supports a Skin Conductance Flex/Pro Sensor (SA9309M), a HR/BVP Flex/Pro Sensor (SA9308M), and a Respiration Sensor (SA9311M). At the point of capturing the user's physiological responses to video content, the data is temporally synchronised with the video content that is being viewed by the user so that physiological responses can be later mapped onto the video content.
Throughout the session, the video playback device and the ProComp Infiniti software write timestamps to a data file, so that a real-time mapping of video content to physiological response data exists for later analysis and summarization of the video content. Typically, the data in its raw form is captured at various default sampling rates; for example, the ProComp Infiniti Skin Conductance and HR/BVP sensors capture raw data at 2048 Hz, whereas the Respiration Sensor captures raw data at 256 Hz. Consequently, after the data is captured, the five derived physiological response measures must be standardized, at the standardized sampling rate (ssr) measured in Hz, and interpolated to enable appropriate processing and to afford comparison between response measures at a later stage. ELVIS standardizes the sampling rate of the five derived physiological measures at any level up to a maximum level equal to the lowest sampling rate of the respective measures. In the above example, the maximum standardized sampling rate is 256 Hz, since this is the maximum sampling rate achieved by the respiration sensor. As demonstrated in Money and Agius [2008a] , a standardization at 8 Hz gives sufficient detail, while significantly reducing the necessary computation required. Hence, 8 Hz is the default standardized sampling rate adopted by ELVIS.
Standardization and interpolation of the five physiological response datasets results in all physiological observations being synchronized so that a time stamp corresponds with each physiological observation within each of the five physiological response datasets for each set of derived values (EDR, HR, BVP, RR, and RA).
Phase 2: Construct S Values and Convert to High-Low Datasets
Standardised datasets produced in Phase 1 are subjected to moving window average and detrending calculations, which then enable initial percentile rank (IP) datasets to be constructed. Finally, IP datasets can be converted into high-low datasets in order to cater for the bidirectional nature of some physiological response measures.
Construct S Values for HR, BVP, RR, RA and EDR.
The HR, BVP, RR, and RA are subjected to a moving window average calculation:
where ssr is the number of Hz of the standardised physiological response data, mvssl is the minimum VSS length requested by the user (seconds), S t represents the constructed HR, BVP, RR, and RA values respectively, and t is the indicator that identifies each point in time from which the moving average is calculated. T corresponds to the final point in time from which t is calculated. S t values are calculated for the full duration of user response values corresponding to the observed video content, and C t−i is the actual value of the raw signal of a physiological unit at time t − i. Equation (1) derives the duration of the moving window from the value provided by the user, which represents the minimum video subsegment length (mvssl) the user requires to be included in the video summary. The mvssl value is then multiplied by the standardised sampling rate (ssr), that is, the rate at which the physiological sensors have been standardized to capture response data, which determines the number of observations that must be included in each cycle of the moving average calculation. Since it is likely that the users may have their own preference as to the duration of the VSSs that are to be included in the video summary, ELVIS accommodates this by synchronizing the moving average values to match the user's requested minimum segment length.
The EDR dataset is treated differently to the HR, BVP, RR and RA datasets since its baseline varies significantly during the course of an experimental session [Scheirer et al. 2002] . However, similar to the HR, BVP, RR and RA datasets, EDR S t values are also calculated to reflect the user's requested minimum VSS length, where ssr * mvssl determines the duration of the moving window. Consequently, our approach, which is an adaptation of the detrending approach taken by van Reekum and Johnstone [2004] , identifies the value of the signal immediately before a rise in EDR, calculated within an appropriately sized moving window. This constitutes a method for evaluating local fluctuations in the EDR signal regardless of unpredictable baseline variations. Each EDR S t value is therefore calculated as follows:
where EDR S t represents the constructed EDR value, for each point in time t from which the moving average is calculated. 
Calculate Initial Percentile Rank (IP) Values for HR S, BVP S, RR S, and RA S Datasets.
In order to standardize and normalise the S values for HR, BVP, RR, and RA so as to establish a measure of the significance of each value within the sample, initial percentile rank (IP) values are calculated for each of the four derived physiological measures, respectively. Percentile rank calculations of the constructed S values provide a means of ensuring that the response values for each physiological measure are directly comparable and reflect the distribution of the sample, even for skewed datasets. Therefore, percentile rank values represent the degree of significance of each physiological response value as a product of the whole dataset. ELVIS calculates percentile rank values for every S value in each dataset. This is a key enabling factor for ELVIS to combine and compare user responses and consequently to identify the most significant responses. The constructed S values produced in Equation (1) are subjected to the following calculation:
where S t represents a given HR S(t) |BVP S(t) |RA S(t) |RR S(t) produced by Equation (1), S is the whole sample, n e (S,S t ) is the number of S values within the whole sample that are equal to S t , n b (S,S t ) represents the number of S values within the whole sample that are less than S t , and n w (S) represents the total number of S values within the sample S. IP values are calculated for each of the physiological measures, namely HR, BVP, RA, and RR. The result of applying this calculation to the respective S values for each measure is a set of initial percentile rank values which represent the significance of each S value within the context of each physiological measure dataset.
The IP values for HR, BVP, RA, and RR are representative of bidirectional fluctuations in user response to video content. For example, the HR IP t produced in Equation (3) can be used for determining significantly low heart rate values for a given threshold (l) or significantly high heart rate values for a given threshold (h) for a given HR dataset. Identifying responses representing significantly low heart rates could be achieved by HR IP t ≤ l, while significantly high heart rates could be identified by HR IP t ≥ h. A similar principle can be applied to the BVP IP t , RA IP t and RR IP t values.
In Phase 3, a single measure of user response to video content is constructed by combining all physiological measures to represent the overall user responses to video content. In preparation for this, HR, BVP, RA and RR IP values are split into high and low datasets. The low values are considered as IP In both cases, X represents HR, BVP, RA and RR, respectively.
Phase 3: Construct Unidirectional Percentile Rank (UDP) Datasets for Each Physiological Response Measure
In this phase the high-low datasets produced in Phase 2 are combined to produce unidirectional datasets for each physiological response measure. These are then used as the basis for calculating unidirectional percentile rank (UDP) values, which represent standardised representations of each physiological response measure.
3.4.1 Construct Unidirectional Datasets. The Low and High value calculations carried out in Phase 2 produce two datasets for physiological measures HR, BVP, RA, and RR. Each of the datasets convert low HR, BVP, RA, and RR values so that they appear as significant responses on the same scale as high HR, BVP, RA, and RR values. Low and High HR, BVP, RA, and RR values are then combined respectively to produce significance of response values irrespective of the direction of the response measure, resulting in one combined HR, BVP, RA, and RR dataset for each physiological measure. Combined values are calculated as follows:
3.4.2 Calculate Unidirectional Percentile Rank Datasets. In order to facilitate comparison of values, it is necessary to restandardize the respective measures. This is achieved by constructing percentile rank values for the respective UD datasets, as follows.
where UD t represents a given HR|BVP|RA|RR:UD t value produced by Equation (4), UD is the whole sample, n e (UD,UD t ) is the number of UD values within the whole sample that are equal to UD t , n b (UD,UD t ) represents the number of UD values within the whole sample that are less than UD t , and n w (UD)−1 represents the total number of UD values within the sample UD less one case. UDP t , represents unidirectional percentile rank values which are calculated from the constructed UD t values for HR, BVP, RR and RA calculated from point in time t. UDP values are calculated for each of the physiological measures: HR, BVP, RA, and RR respectively. The result is a unidirectional percentile ranked dataset for the measure. The higher the UDP value, the more significant the response value is considered to be. Since the EDR measure is naturally presented as a unidirectional measure, Equation (2) processes the EDR signal to identify increases in EDR activity. EDR S values are converted to UDP values by applying the percentile rank calculation similar to Equation (5), but substituting EDR S values produced in Equation (2) A final percentile rank calculation is then applied to each UURM dataset, which standardises the responses and assigns each UURM value a significance rating between 0 and 1. Each UURM value is allocated a unique percentile rank value, which reflects the significance of each unified user response measure in percentile rank format (SUURMP). Each SUURMP value is a calculation of the total number of UURM values that are equal to or less than the specified UURM value in the dataset. UURM are calculated to a default of five decimal places, providing the potential for 99999 unique values, which, for an 8Hz signal, is sufficient to uniquely represent user responses to more than 208 minutes of video content. SUURMP values are calculated using a similar calculation to Equation (5), but substituting UURM values as the comparison and full sample values.
Phase 5: Identify Segments for Inclusion in Video Summary
In this final phase, the SUURMP dataset produced in Phase 4 is used as a means of temporally identifying segments of video that should be included in the final video summary. SUURMP values are processed according to the percentage of the video segment duration (VSD) that the user requires the video summary to be. These values represent a series of video sub-segment temporal location start (VSSTLS) and video sub-segment temporal location end (VSSTLE) values, which represent the temporal location of video subsegments that are to be included in the final video summary.
3.6.1 User Requested Video Summary Duration. In order to temporally identify VSSs for inclusion in the final video summary, the required video summary duration (VSD) is initially specified by the user as a percentage ranging between 1% and 100%. This is required to calculate the total number of observations (D) that must be selected in order to identify the correct percentage of physiological response values that correspond with the viewed video content. The total number of observations collected is determined as the product of the standardised sampling rate (ssr) in Hz and the full video summary duration (VSD) in seconds. Therefore D = ssr * VSD. As an example, consider a user who requests 30% video summary of a video that has a total run time of 100 minutes (6000 seconds); therefore VSD = 6000, so let ssr = 8Hz (i.e., 8 observations per second). D = VSD * ssr, which equates to 48000 observations over the course of the video; hence, D = 14400 (where 30% of 48000 = 14400).
Incrementally Identify the Most Significant SUURMP Values.
The D value is then taken as an input value for the video sub-segment temporal location (VSSTL) function which is applied to the SUURMP dataset. The VSSTL function incrementally steps through the SUURMP dataset values, starting with the highest value (representing the most significant user response value), in order to identify the temporal locations of the most significant user responses. Each SUURMP value is temporally associated with the video content that elicited the physiological responses from which the SUURMP values were calculated. Consequently a given SUURMP t value temporally represents the user's physiological responses to VSS for the duration of t, . . . , t − (ssr * mvssl). Therefore, a number of t values correspond with one SUURMP t value, thus ensuring that the calculations carried out in Equations (1) and (2) (that aggregate the raw physiological responses for the time period ssr * mvssl) are taken into account when identifying the time period that a selected SUURMP t corresponds with. Each t value in the dataset has a SUURMP Flag t value associated with it, which can be set to true or false (default value is false). When a SUURMP t value is selected, the associated SUURMP Flag t values are true, indicating that the time points corresponding with the selected SUURMP t value represent points in time mapping to the original video content that should be included in the final video summary. A count of the number of SUURMP Flag (t) values flagged as true is then performed on each occasion an additional SUURMP t value is identified, until the number of flagged SUURMP Flag (t) ≥ D. This results in a number of consecutively flagged groups of t values, which identify the temporal locations of video subsegments that are to be included in the video summary. Flagging of the t values is carried out according to the algorithm presented in Figure 3(a) .
Calculate Video Subsegment Temporal Locations.
Finally, each group of consecutively flagged t values is processed in order to identify the start and end points of the VSSs. The t value that corresponds with the first value of each flagged group represents a VSS temporal location start (VSSTLS) and the last t value in a flagged group represents the video subsegment temporal location end (VSSTLE). These VSSTLS and VSSTLE values are output as a series of time stamps (seconds) which can then be fed into an external application for the rendering of the video summary. Figure 3(b) gives an example of how the VSSTLS and VSSTLE values are calculated. 
Video Summaries Produced by ELVIS
A media player was developed to demonstrate playback of video summaries based on the data output by ELVIS. The media player directly references the VSSTLS and VSSTLE values calculated by ELVIS, which are then used to identify the respective video sub-segment start and end temporal locations. The SUURMP values produced by the ELVIS technique are also presented as the entertainment value associated with each VSS as it is played back on-screen. The entertainment value for each VSS is the highest SUURMP value that was recorded for each respective video subsegment. Entertainment values range between 0 and 1, where 1 is the highest entertainment value.
To demonstrate how VSSTLS, VSSTLE, and SUURMP values produced by the ELVIS technique may be used to playback summarized video content, ELVIS was applied to user physiological response values for video segments from various TV shows, including a 30 minute episode of the BBC's Top Gear (a very popular UK motoring show). Figure 4 plots, in temporal order, the SUURMP values calculated by the ELVIS technique which are used to represent the entertainment values as they unfold over the course of the video segment. These are used to produce entertainment value curves and shows the media player playing back the first six selected video subsegments. In this example, the user requested a 40% video summary, with a minimum video subsegment length of 30 seconds. As can be seen, nine video subsegments were selected by the ELVIS technique. The entertainment value of 0.981 was observed for the "Shopping for a Corvette" video subsegment, which corresponds with the highest entertainment value recorded during this video subsegment (this can be verified by examining the entertainment value curve). The same can be observed for all nine video subsegments. The successful utilisation of the ELVIS technique, within the media player presented in this section, demonstrates that ELVIS is exploitable as a complete video summarization solution. Furthermore, the media player demonstrates that the SUURMP values generated by ELVIS are well suited to providing valuable real-time insights into the entertainment value of the summarized video content as it is being played back to the user.
VERIFYING VIDEO SUMMARIES PRODUCED BY ELVIS
In order to empirically verify the effectiveness of ELVIS to identify the most entertaining video subsegments for inclusion in a video summary, a set of user trials was carried out. The aim of these user trials was to verify the performance of ELVIS compared with chance (RANDOM) and compared with each of the five individual physiological measures (EDR, HR, BVP, RR and RA) in matching the most entertaining video sub-segments as self-reported by individual users. Consequently, the following hypotheses are posed as being of primary concern for this study.
Null Hypothesis (H 01 ). The ELVIS technique, on average, does no better at matching the self-reported video subsegments than a RANDOM selection of video subsegments.
Research Hypothesis (H A1 ). The ELVIS technique, on average, does better at matching self-reported video subsegments than a RANDOM selection of video subsegments.
Null Hypothesis (H 02 ). The ELVIS technique, on average, does no better at matching self-reported video subsegments than video subsegments selected by each respective physiological measure (EDR, HR, BVP, RR, RA).
Research Hypothesis (H A2 ). The ELVIS technique, on average, does better at matching self-reported video subsegments than video subsegments selected by each respective physiological measure.
Trials Procedure
In these user trials, physiological response data was collected from 60 users as they viewed video content using the ProComp Infiniti system and BioGraph software produced by Thought Technologies. Each user viewed one of three 35-minute video segments (VSs); thus, each of the three VSs was viewed 20 times (20 users per VS). Based on research findings from a prior study [Money and Agius 2006 ] that revealed their efficacy, VSs from the Comedy, Horror/Comedy, and Horror genres were used. These were an episode from Series 2 of Fawlty Towers entitled "The Psychiatrist" [Spiers 1979 In order to maintain consistency of user experience, in terms of the duration of experimental sessions, all VSs had the same running time (35-minutes), and thus were a shortened segment of the original full length video. Given the large amount of data generated by the ProComp Infiniti system, and the exploratory nature of this research, the 35-minute running time also ensured that the amount of data collected from the experimental sessions would be manageable at the analysis stage. In order to compensate for any potential loss of scenes that help in the "build-up" towards critical points within the story, a written synopsis of "the story so far" was provided, so that users could appropriately orientate themselves to the video content they were about to watch. It is possible that viewing the fulllength video (as opposed to the shortened 35-minute segments) may have resulted in more significant physiological responses occurring during the critical points of the story. However, with the aid of the written synopses, the content of the 35-minute VSs were understandable to the viewer, and thus likely to elicit ample physiological responses in order to be processed by the ELVIS technique.
To control for the effects of external influences affecting user physiological responses to video content, a video viewing room and an observation room were set up in a usability lab on the university campus. The two rooms were separated by a one-way mirror which allowed unobtrusive observation of the user during the session. Users viewed video content alone in the room. Upon arrival, users were instructed that they were required to view a 35-minute video segment. A synopsis of "the story so far" was then provided, and consequently were given as much time as they required to read the synopsis, make themselves comfortable, and to prepare themselves for this task. Users were asked to switch off mobile phones before starting the experiment. Users were, however, permitted to move around as they wished in order to remain comfortable throughout the session. It should be noted that, although it is common practice to manually filter and clean noisy segments of physiological response data, to compensate for movement artifacts and other anomalies that may be apparent in the data, this technique deliberately trades this stage for maximum automation. This in turn, increases the potential of applying this technique in real-world video summarization systems. Having said this, users seemed to remain naturally still while viewing video content, compared with, for example, carrying out interactive tasks on the computer. Therefore, it seems unlikely that movement artifacts would cause difficulties when using such data within a real-world setting.
After viewing the VS, the user was presented with still screenshot cards representing the video content they had just viewed. Each card, containing three screenshots (one screenshot per five seconds of video), represented 15 seconds of video content. Therefore, 140 cards were used to represent each 35-minute VS. The user was required to self-report a set of video subsegments by selecting 42 screenshot cards out of 140 (also equaling 30% of the total duration of the viewed video segment) that they deemed to be most entertaining, that is, the video subsegments they deemed to be most arousing or engaging, or which most notably held their attention. The user response data collected during the trial was then processed by ELVIS, and as a result specific video subsegments (totaling 30% of the viewed video content) for each of the users were identified for inclusion within video summaries. A RANDOM selection of video subsegments (also totaling 30%) were identified. In order to provide further comparison against the single response measure percentile ranked (SUURMP) values used by ELVIS, a selection of video subsegments (also totaling 30%) for each of the five physiological response measures were identified for each user, using the unidirectional percentile ranked values (UDP) described in Section 3.4.
The extent to which the ELVIS, RANDOM, EDR, HR, BVP, RR, and RA video subsegment selections overlapped (matched) with the self-reported video subsegment selections was then calculated. The extent to which the RANDOM selection overlapped with self-reported video VSS selections served as a baseline/control (equivalent to chance) with which the overlap percentages achieved by ELVIS, EDR, HR, BVP, RR, and RA could be compared. This then served as a basis against which a statistical analysis of the differences between ELVIS, EDR, HR, BVP, RR, RA and RANDOM overlap percentages could be carried out, in order to establish whether ELVIS significantly outperformed RANDOM and/or the individual physiological measures in matching the most entertaining VSSs as reported by the end user. Verifying the effectiveness of video summaries, by measuring the extent to which video subsegments overlap with a benchmark selection of video subsegments, is a recognized verification approach, and hence followed by a number of video summarization studies [e.g., Babaguchi et al. 2004; Moriyama and Sakauchi 2002; Rui et al. 2000] . Figure 5 provides an overview of the process adopted to evaluate the ELVIS, RANDOM, EDR, HR, BVP, RR, and RA video subsegment selections. In the next section, the statistical analysis method is presented in more detail.
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Statistical Analysis Method
A statistical analysis of overlap percentages achieved by the seven video subsegment selection procedures (ELVIS, RANDOM, EDR, HR, BVP, RR, and RA) was carried out for each group of 20 users to evaluate the extent to which each of the respective video subsegment selections achieved statistically significant overlaps with self-reported video sub-segments. The primary aim of this analysis was to verify the performance of ELVIS in identifying the most entertaining video sub segments in accordance with the hypotheses outlined at the start of this section. For each of the three video segments used, the user trials can be considered as a within subjects one-way repeated measures design with the given seven treatment conditions: ELVIS selection, RANDOM selection, EDR selection, HR selection, BVP selection, RR selection, and RA selection.
In order to formally test hypotheses H 01 and H A1 paired t-tests were performed for overlap scores achieved by ELVIS, compared to RANDOM. In order to formally test hypotheses H 02 and H A2, paired t-tests were performed to compare mean overlap scores achieved by ELVIS against scores achieved from each of the individual physiological measures (EDR, HR, BVP, RR, and RA). The P-values produced by the paired t-tests allowed the performance of ELVIS to be evaluated to establish whether it outperforms RANDOM, EDR, HR, BVP, RR and/or RA to a statistically significant degree (α = 0.05).
In addition, the effect size (Cohen's d) of the difference between respective treatment conditions, as defined by Cohen [Clark-Carter 1997] , was also calculated. Often, Cohen's d and the associated power analysis are carried out retrospectively. First, the hypothesis test is performed using a one-tail paired t-test. Should the null hypothesis be rejected, then the effect size is estimated from the sample values. After this, the associated power for the estimated effect size is determined by looking up the corresponding d value from a table similar to Table A15 .3 in Clark-Carter [1997] . This is the approach taken in this study.
We propose that a large effect size would be necessary if ELVIS is to be of practical use to the end user. Consequently, for the repeated measures trial in this study, it can be determined that for a sample of size 20 (20 users per VS), the use of a one-tailed paired t-test performed at the 5% level of significance is capable of detecting a large effect size (d = 0.8) with power 0.96 (see Clark-Carter [1997] , Table A15 .3, p. 609). In practice, researchers usually perform the test at the 5% level of significance and try to achieve a power of 80% [Clark-Carter 1997] . So for this study, for each group of 20 users, a power of 96% was substantially above the level normally aspired to in practice.
User Trial Results
In this section, the overlap percentages achieved for each respective user by ELVIS and RANDOM treatment conditions are first presented, followed by the results of the paired t-tests comparing ELVIS mean overlap percentages with the EDR, HR, BVP, RR, RA, and RANDOM treatment conditions. The results for each video segment (Comedy VS, Horror/Comedy VS, and Horror VS) are presented in turn.
4.3.1 Overlap Percentages. The overlap percentages achieved by ELVIS and RANDOM treatment conditions for each individual user are presented in Table I . These percentages show the extent to which the ELVIS and RANDOM selections overlapped with the users' self-reported selection of VSSs. The results in Table I are presented in three parts, relating to each of the three video content types used in the user trials: Comedy, Horror/Comedy, and Horror.
As can be seen, for the Comedy VS, ELVIS achieved higher overlap scores than RANDOM in 19 out of 20 cases; the only exception being U#7, for which RANDOM achieved an overlap of 37.92% compared with ELVIS which achieved 37.38%. Overall for the Horror/Comedy VS, ELVIS achieved higher overlap scores than RANDOM. The mean total of all percentage overlap scores for ELVIS at 45.96% was higher than the RANDOM mean total of 30.37%.
The Horror/Comedy VS once again resulted in ELVIS achieving higher overlap scores than RAN-DOM. For this type of video content, ELVIS achieved higher overlap scores for 18 out of 20 users. The only exceptions were for U#21 and U#24, where the RANDOM versus ELVIS overlap scores were 31.57% and 41.23% versus 29.33% and 32.94% respectively. The overall mean total overlap score achieved by ELVIS was 43.77%, which was higher than the RANDOM mean total overlap score of 31.34%. The Horror VS also showed that ELVIS achieved higher overlap percentages than RANDOM for the majority of users (19 out of 20 cases). The only exception was U#53, where RANDOM achieved an overlap score of 25.97% compared with ELVIS which achieved 25.50%. Overall, the mean total on the overlap percentages showed that ELVIS achieved 41.74%, which was a higher score than RANDOM which achieved 28.38%.
When considering the mean total overlap percentages achieved for each of the three video content types, ELVIS achieved the highest score for Comedy VS (45.96%), the next highest score was achieved for the Horror/Comedy VS (43.77%), and the lowest mean total overlap score was achieved for the Horror VS (41.74%). In all three cases, ELVIS achieved higher mean total overlap scores than RANDOM.
Paired t-Tests.
The results of the paired t-tests comparing mean overlap differences between ELVIS and RANDOM treatment conditions for the Comedy, Horror/Comedy, and Horror VSs are now presented. Included in the results are measures of significance of the differences in means overlap scores, and effect size and power values. Table II presents the mean paired differences in percentage overlap between ELVIS, EDR, HR, BVP, RR, RA, and RANDOM for Comedy, Horror/Comedy, and Horror VSs respectively.
To assess ELVIS from a practical significance perspective, a retrospective power analysis (as described in Section 4.2) was carried out. As a result of this analysis, Table II presents the effect sizes achieved in the user trials, which are estimated and recorded in the column labeled "Effect size (d)," and the power (i.e., the probability of correctly accepting the alternative hypothesis) corresponding to the effect size, which is determined by looking up the power corresponding to the estimated effect size in Table A15 .3 in Clark-Carter [1997] ; the latter is presented in the last column of Table II and labeled "Power."
As can be seen from the "Sig.
(1-tailed)" column, ELVIS performed significantly better than RAN-DOM at the 5% level of significance (which is shown by 100% (0.000) confidence level at three decimal points) for Comedy, Comedy/Horror, and Horror VSs. Therefore, in statistical terms, ELVIS performed significantly better than RANDOM for all three VSs. The effect size achieved for all three VSs was large (Cohen's d suggests over 0.8 can be considered a large effect size), with the estimated power of 100%, which indicates that there is strong evidence of the ability of ELVIS to outperform RANDOM by a 'large' amount for all three VSs. Based on these results there is strong evidence to reject the null hypothesis (H 01 ) and support the research hypotheses (H A1 ), that is, that ELVIS achieves on average significantly higher mean percentage overlap scores compared to RANDOM.
The results relating to one-tailed paired t-tests that compare mean overlap percentages derived from the individual physiological response measures (EDR, HR, BVP, RR, and RA) with those derived from ELVIS also revealed that in the majority of cases, ELVIS achieves significantly higher overlap percentages compared with physiological response measures.
Results for the Comedy VS revealed that statistically ELVIS achieved significantly higher mean percentage overlap scores compared with EDR, BVP RR, and RA, as indicated by the shaded Sig. (1-tailed) boxes. Therefore, in these cases, there is strong evidence that the null hypothesis (H 02 ) can be rejected. HR was not significantly different from ELVIS for this VS and therefore, in this case, there is strong evidence that the null hypothesis (H 02 ) cannot be rejected for HR. For BVP, RR, and RA, the effect size values are all large and the corresponding estimated power values are all close to 100%; therefore, there is strong evidence to support correctly accepting the research hypothesis (H A2 ). EDR, on the other hand, achieved a power value of 52%, indicating that there is a low probability of correctly accepting the research hypothesis (H A2 ) in this case.
Results for the Horror/Comedy VS revealed different results compared with the Comedy VS; statistically, ELVIS was found to achieve significantly higher mean percentage overlap scores compared to HR. This was also the case with BVP, RR, and RA. Therefore, there is strong evidence to reject the null hypothesis (H 02 ) in these cases. However, EDR was not found to be significantly different compared to ELVIS. Effect sizes for ELVIS compared to RR and RA were large. Medium to large effect sizes were achieved for HR and BVP. Estimated power values for HR, BVP, RR, and RA were all above 80%, thus indicating that in these cases the probability of correctly accepting the research hypothesis (H A2 ) is high, with the corresponding effect sizes.
For the Horror VS, ELVIS was once again found to achieve significantly higher mean percentage overlap scores compared with HR. This was also the case for RR and RA. Therefore, in these cases, there is strong evidence to reject the null hypothesis (H 02 ). Statistically, ELVIS was not shown to achieve significantly higher mean overlap percentages than EDR and BVP. Effect sizes for ELVIS compared to RA and HR were both medium to large, and a large effect size was shown for ELVIS compared with RR. For all three, the power estimates were above 80%, therefore indicating that, in these cases, there is a high probability in correctly accepting the research hypothesis (H A2 ) with the corresponding effect sizes.
To summarize the findings of these trials, statistically ELVIS achieved significantly higher mean overlap percentages compared to RANDOM for each of the three VSs used in the user trials. Therefore, in all cases, not only was there strong evidence that the null hypothesis (H 01 ) could be rejected at the 5% level of significance, but in all cases, the estimated power values were close to 100%, all with a large effect size. This also provided strong evidence that there is a high probability that the research hypothesis (H 01 ) could be correctly accepted, showing strong evidence that on average ELVIS performs significantly better at matching self-reported video subsegments than a RANDOM selection.
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• A. G. Money and H. Agius Although in certain cases (HR for Comedy, EDR for Horror/Comedy, EDR and BVP for Horror) statistically significant differences in mean overlap percentages were not achieved by ELVIS compared with individual physiological response measures, in every case, ELVIS achieved higher mean overlap percentages compared to each individual measure (i.e., in terms of the absolute values). In statistical terms, no single physiological measure outperformed ELVIS on any occasion. The measure that came closest to ELVIS was EDR, which for two of the three video segments, was not found to be statistically significantly different from ELVIS. Having said this, ELVIS statistically outperformed EDR for the Comedy VS.
When considering the results for all three VSs, in practical terms, ELVIS provides the most consistent means of identifying/matching self-reported video subsegments. ELVIS fulfils its purpose, both in performing significantly above RANDOM with a large effect size, and by being the most consistent means of achieving the highest mean percentage overlap scores compared to individual physiological measures. Although on occasion EDR, HR, and BVP achieved similar levels of mean percentage overlap compared to ELVIS, since it is not possible to know a priori which of the individual measures will provide the best result for a given video segment, ELVIS (which is a composite of all 5 measures) seems to achieve most reliably the highest mean overlap percentage scores for a range of content, compared to any one of the individual physiological measures. It is feasible that a subset of the five physiological response measures used by ELVIS may also achieve promising results, particularly for specific video content genres; for example, a combination of EDR and BVP for Horror content, disregarding HR, RR, and RA. However, reducing the total number of physiological response measures used within the ELVIS technique reduces its versatility and robustness in terms of the range of content it may be applied to. There is the danger that a subset of physiological response measures that appear to achieve promising results for one particular video segment (e.g., a particular horror movie), may not perform to a similar level for all other content within the same genre (e.g., all horror movies). Therefore, based on the results in this study, it is likely that the most reliable solution for summarizing video content across a range of genres is provided by the ELVIS technique using all five physiological response measures.
Overall User Impressions of ELVIS Video Summaries
In order to gain further insights into the overall impressions of video summaries produced using the ELVIS technique, further user trials were conducted each involving 20 users, which matches the number of users who viewed each of the three video summaries evaluated in the first set of trials.
Ease of Understanding.
To gain insight into the perceived "ease of understanding" (EOU) of the video summaries produced by ELVIS, we adopted a similar approach to that used in the 2007 TRECVID evaluation campaign [Over et al. 2007] . Two groups of 20 users were asked to report on video summaries. The first set of 20 users were asked to report on video summaries generated from their own personal physiological responses to video content, which are referred to as ELVIS video summaries. Furthermore, it has been suggested that ELVIS is likely to generate video summaries that are of value to friends and peers who share similar tastes. As a step towards verifying this, each of the 20 users who reported on ELVIS summaries were asked to recommend one friend who they believed shared similar tastes in video content to themselves. As a result, a second group of 20 users were identified. Each of these users were asked to view and report on their corresponding friend's video summaries. Both groups of 20 users were asked to report the extent to which they agreed or disagreed with the following statement: "It is easy to see and understand what is in the video summary." Users reported this on a five-point Likert scale ranging from strongly disagree (1) to strongly agree (5) with the EOU statement. Similar to the TRECVID evaluation campaign, 4% summaries were generated from original video segments of approximately 25 minutes in length. Unfortunately, the BBC rushes content used in the TRECVID 2007 campaign, the majority of which consisted of BBC drama footage, was not publically available. Consequently, content from recent BBC television drama series, Holby City and The Inspector Linley Mysteries, were used to best match the BBC rushes content. Users that took part in this task viewed each of the video segments while their physiological responses were recorded. ELVIS was then used to generate 4% personalised summaries of the content for each user, which were subsequently viewed and rated. Figure 6 shows the median EOU scores for personalized summaries generated for each individual user (ELVIS) and summaries generated for a friend (ELVIS-F), compared with the median scores for systems presented in the TRECVID evaluation campaign.
In order to be more comparable against TRECVID data, each score is the mean of 3 assessments carried out by each user. As can be seen, ELVIS and ELVIS-F video summaries at 4% level achieved a median score of 3.33, indicating some bias towards agreeing with the statement that "it is easy to see and understand what is in the video summary." The median score achieved by ELVIS and ELVIS-F is at a similar level to the majority of TRECVID systems. These results are encouraging, and show that both types of summaries appear to be as easy to understand as other contemporary video summarization systems.
Summaries were also generated at 10% and 25% of the original video segment length. Table III presents the mean and median EOU scores achieved for ELVIS and ELVIS-F summaries at 4%, 10%, and 25% summaries respectively. Similar median scores were achieved for ELVIS and ELVIS-F summaries at the 4%, 10% levels. With a score of 3.67, the 25% ELVIS summaries achieved the highest median score overall, outperforming the ELVIS-F summary at 25% which scored 3.33. Perhaps a more revealing measure of the EOU scores can be achieved by considering overall mean scores for each of the levels of abstraction. For both ELVIS and ELVIS-F, there seemed to be a steady rise in the mean EOU score as the percentage level of abstraction increased. However, ELVIS-F mean scores tended to be lower than ELVIS scores overall. The lowest mean score for ELVIS-F summaries was 3.19 for 4% summaries, increasing to 3.25 for 10% summaries and 3.37 for 25% summaries. ELVIS mean summary ratings ranged from 3.35 for 4% summaries to 3.89 for 25% summaries. This indicates that users appeared, on average, to find longer video summaries easier to understand. This may be as a result of more information being included in longer summaries, which enable the user to better comprehend and assimilate the content of the video summary. It also indicates that users' EOU scores tend to be higher for personalised summaries compared with summaries generated for a friend with similar taste. However, overall, it appears that users agree with the EOU statement when rating both ELVIS and ELVIS-F summaries.
Enjoyability and Informativeness.
Similarly to Ngo et al. [2005] , users were also asked to report on the enjoyability and informativeness of video summaries. Using a five-point Likert scale as described above, users reported the extent to which they agreed or disagreed with the following statements: "The video summary is enjoyable to watch" and "The content of the video summary is informative." Ngo et al. [2005] do not report to have provided any additional definition of the terms enjoyability and informativeness to users; however, in order to minimize confusion, an additional statement was provided as a point of reference for the users in this trial. Enjoyability was defined as the extent to which the video summary was pleasant to watch, and informativeness was defined as the extent to which the video summary provides useful information.
Users were asked to report on summaries generated by ELVIS based on their own physiological response data collected while they viewed the video content. Table IV reports on enjoyability and informativeness scores for 4%, 10%, 25%, and 100% summarized content achieved by ELVIS summaries generated specifically for each individual user (ELVIS), and ELVIS summaries generated for a friend that shares similar tastes in content to the user reporting on the summary (ELVIS-F). The scores are compared with the results of Ngo et al. [2005] , who also reported on 10%, 25%, and 100% summaries. The scores of Ngo et al. [2005] were originally mean scores reported on a scale of 1 to 100, so have been scaled down (divided by 20) to be comparable with a scale of 1 to 5. Ngo et al. [2005] reported that users found that as the amount of content included in the video summaries increased (i.e., the total percentage of the video included in the summary), so did the selfreported scores for both enjoyability and informativeness. This was also the case for ELVIS and ELVIS-F video summaries. ELVIS enjoyability scores ranged between 3.35 (4%) and 3.93 (25%) for summarized content, indicating that users tended to agree with the enjoyability statement. ELVIS summaries achieved scores between 3.44 (4%) and 4.01 (25%) for informativeness, which also indicated that users tended to agree with the informativeness statement. ELVIS-F enjoyability scores ranged between 3.11 (4%) and 3.43 (25%). Although these scores were lower than the ELVIS scores, they also indicated that users tended to agree with the enjoyability statement. ELVIS-F informativeness scores revealed that users also tended to agree with the informativeness statement, scores ranged between 3.17 (4%) to 3.74 (25%). Comparing ELVIS scores with Ngo et al. [2005] scores, both enjoyability and informativeness scores for 10% and 25% summaries were higher than Ngo et al. [2005] . Therefore, this indicates that users found ELVIS summaries more enjoyable and informative, compared with those produced by Ngo et al. [2005] . The majority of ELVIS-F scores, however, tended to be lower than Ngo et al. [2005] , with the exception of the 10% enjoyability score where ELVIS-F achieved 3.20 and Ngo et al [2005] scored 3.19. Considering ELVIS with ELVIS-F scores, in all cases, the scores relating to the ELVIS summaries were higher than the ELVIS-F summaries.
Overall, ELVIS summaries seemed to perform best. Even at 4%, ELVIS summaries achieved comparatively higher enjoyability and informativeness scores than the 10% summaries produced by Ngo et al. [2005] , despite there being a tendency for users to report higher enjoyability and informativeness for video summaries that contain higher proportions of the original video content. These are encouraging results, especially when considering that the original full-length (100%) video content used by Ngo et al. [2005] achieved higher enjoyability and informativeness scores than the original full length content used by ELVIS, with scores of 4.30 and 4.59, respectively, for ELVIS, 4.33 and 4.51 for ELVIS-F, and 4.53 and 4.62 for Ngo et al. [2005] .
CONCLUSIONS
Current video summarization research has shown that although internal summarization techniques successfully summarize video content, they are not able to produce personalized video summaries and still face the challenge of overcoming the semantic gap [Smeulders et al. 2000] . In response to these challenges, external and hybrid techniques are receiving more attention; however, there are only a limited number of existing external video summarization techniques presented in the literature. Consequently, there is a need to identify new external information sources, and develop external video summarization techniques that successfully use these information sources.
In this article, we have proposed that physiological response data may potentially serve as a valuable external information source for personalised affective video summarization. As a result, we have presented the ELVIS technique, which effectively processes and analyses physiological response data and identifies the most entertaining video subsegments according to the user's physiological responses to video content. In order to verify the effectiveness of ELVIS in identifying the most entertaining video subsegments, a set of laboratory-based user trials were carried out in which 60 users viewed one of three video segments representing content from comedy, comedy/horror and horror genres. Subsequently, one-tailed paired t-tests were carried out to compare the extent to which video subsegments identified by ELVIS and those video subsegments randomly selected or selected by each of the five individual physiological measures (EDR, HR, BVP, RR, and RA) matched the most entertaining video subsegments as self-reported by the user. ELVIS was shown to be more consistent in identifying the most entertaining video subsegments compared with a randomly selected selection or with any single physiological measure. Furthermore, the level of overlap achieved by ELVIS was significant enough to achieve a large effect size which indicates that the video summaries produced by ELVIS are likely to be of practical value to the end user.
The fact that ELVIS has been shown to consistently identify the most entertaining video subsegments for individual users across a range of video content, has numerous implications for future video summarization research, which include the following.
-In light of the need to find new external sources of information to assist in the video summarization process overcoming the long-standing challenge of the semantic gap for video [Smeulders et al. 2000] , this study demonstrates that physiological response data can be used to produce personalized video summaries. This is a valuable level of detail relating to the extent to which the individual user was "entertained" while viewing specific subsegments of video content that does not appear to be available via video stream based information sources. -In light of the fact that processing physiological response data is a nontrivial task [Picard 1997 ], the ELVIS technique provides a valuable means of achieving video summaries based on this information in spite of the complexities posed by this type of data. As a result, the ELVIS technique serves as an example of the feasibility of physiological response data being used within the video summarization context, and opens the door to such data being more frequently incorporated within the context of video summarization research. -Only a small number of external summarization techniques exist within current video summarization research literature [Money and Agius 2008b] . As demonstrated in this study, the ELVIS technique has the potential of summarising video content as a stand-alone solution, as demonstrated via EMP, and thus can be considered as a valuable addition to the range of existing external video summarization techniques. -Existing internal and hybrid video summarization techniques now have the potential to widen the range of summarizable semantics by incorporating the ELVIS technique into existing solutions. In turn, this would be beneficial to the user by providing a wider range of personally relevant semantics by which the user could access the content within a video.
ELVIS summaries of 4% target duration were also shown to achieve levels of "ease of understanding" that were similar to the majority of TRECVID summarization systems. These are promising results, and show that users found the video summaries generated by ELVIS to be comparatively understandable, which indicates that ELVIS is likely to be of practical value to users viewing summaries generated by this technique. Furthermore, ELVIS and ELVIS-F summaries at 10% and 25% achieved higher mean ease of understanding scores compared with the 4% summaries, which demonstrates that ELVIS is able to summarize video in an understandable form at a variety of levels of abstraction. Furthermore, users reported that ELVIS summaries produced more "enjoyable" and "informative" video summaries compared with summaries produced by Ngo et al. [2005] . These results are promising, and add further to the notion that ELVIS video summaries are of potential value for producing viewable summarized video content.
The results are also promising in terms of ELVIS summaries providing a real-world solution, providing users with personalized highlights of previously viewed video content, where they indicate that the summaries reflect the video subsegments that the individual self-reported to be the most entertaining. Furthermore, the results indicate that it is likely that users would find ELVIS summaries enjoyable, informative, and easy to understand compared with video summaries produced by alternative techniques. These results provide support to the notion that summaries produced by ELVIS are likely to be of value and viewable to real-world users. In terms of enjoyability and informativeness, users have also reported that video summaries produced from friends' or peers' physiological responses were also of value, and tended to agree that ELVIS-F summaries were enjoyable and informative. This further adds to the potential applicability and exploitation of the ELVIS technique within a real-world context.
Due to technological advances, wearable wireless physiological sensors, such as the SenseWear Armband from BodyMedia, are now available. This presents the potential opportunity for streaming physiological response data directly from the user to a remote home entertainment device as the user views video content in the home. The ELVIS technique could then be used to generate video summaries as family members view content streamed to their set top boxes, thus creating a repository of popular, entertaining video subsegments that family members may wish to later enjoy with each other, less immediate family members, and friends. Future research will need to address the development of software that is appropriate for use within the home, which could seamlessly store and organise summarized video content so that it was readily accessible at a later time. Future research may also explore the potential hybridization of ELVIS by integrating the ELVIS technique into existing internal video summarization techniques. This should serve to maximize the range of semantics that can be extracted from video content. In this way, the relative strengths of ELVIS can be used to complement other existing video summarization techniques.
