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The transport properties of charge carriers have always been a core area of re-
search in quantum mechanics, especially in condensed matter physics. In systems
with clean periodic potentials1, Bloch’s theorem shows the existence of conduc-
tion/valence bands where charge carriers’ wavefunctions spread across the system,
and band gaps where the energy of charge carriers is forbidden to reside. However,
disorder is usually unavoidable in real-world systems2, which causes localization of
charge carriers wavefunctions that would otherwise be delocalized in the absence
of disorder, as shown by Anderson. Therefore, disorder plays an important role
in determining the transport properties, and on the other hand, disorder can be
deliberately introduced to tailor the transport behaviors.
In this thesis, we investigate disorder-induced effects in some newly discovered
or not fully explored one-dimensional (1D) systems that are related to the current
research frontiers, e.g., graphene and topological insulators. Specifically, we will
first study 1D disordered graphene superlattices that are described by Dirac equa-
tions. We show that both localization and delocalization can exist in these 1D
disordered systems, which is unusual compared with the absence of delocalization
in 1D disordered systems described by Schrödinger equations. We also show that
disorder can help collimate electron beams in the superlattice. Then we move to
1For example, a clean metal or semi-conductor.
2For example, some original atoms of a clean metal or semi-conductor can be polluted by other kinds
of atoms, and the lattice geometry may be distorted.
xii
another novel system, a disordered quantum walk (QW) model. We demonstrate
that our QW model possesses the physics of off-diagonal disorder, and propose an
experimental realization of the delocalized off-diagonal disordered state using the
adiabatic theorem. This would be quite useful in investigating the physics of off-
diagonal disorder in experiments, because only one experiment has been done up
to now. Lastly, we study an effectively disordered3 periodically driven system, the
relativistic kicked-rotor. Periodically driven systems have attracted much attention
recently due to their fruitful topological properties. We investigate disorder effects
in our driven system and find that its natural yet special configurations of disorder
leads to superballistic transport in the momentum space. To summarize, in this the-
sis we discover several novel aspects of localization, delocalization and anomalous
transport in several disordered 1D systems.
3Here “effectively disordered” means the mapped tight-binding model is disordered.
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1.1 Physics of Disorder in Quantum Systems
In quantum mechanics, and especially in condensed matter physics, the transport prop-
erties of charge carriers are a core area of research. Transport properties are usually
determined by the external potential experienced by charge carriers. In periodic poten-
tials, charge carriers’ wavefunction profiles are periodic in space and thus spread across
the system. This is essentially the Bloch’s theorem [1, 2]. The interaction between
charge carriers also plays a very important role [3, 4], but many-body effects are beyond
the scope of this thesis1.
In practice, clean periodic potentials are inevitably contaminated. For example, in a
crystal lattice, the original atoms can be substituted by other kinds of atoms, and the
lattice geometry may also be distorted. Besides, impurities can be deliberately intro-
duced to alter the band structure and change the conduction properties of the material,
like doping (introducing impurities) in semiconductors. Therefore, the study of disorder
effects on perturbed (disordered) periodic systems is of great interest and rather useful.
Anderson was the first to qualitatively show that disorder can cause electron wave-
functions to localize in a finite region [5]. The physics of Anderson localization is that
multiple backscattering of wavefunctions due to disorder causes destructive interference,
1In our models, the interaction is negligible. For future studies, interactions can be introduced on
purpose to explore interaction effects.
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which thus makes all the eigen wavefunctions exponentially localized2.
After Anderson’s pioneering work, Thouless and his collaborators [6–8], and Weg-
ner [9] developed the scaling theory to understand the physics. Basically, scaling theory
analyzes the localization behavior of finite systems in different dimensions, and then
extends the analysis to large or even infinite systems by gradually increasing the sys-
tems’ size. The well-known conclusions drawn from the scaling theory are that: in
one-dimensional (1D) systems, disorder will always induce localization no matter how
weak it is. Critical behaviors are presented in two-dimensional (2D) systems, because the
weak-disorder-induced localized states can be transformed into delocalized states easily
by a small magnetic field or spin-orbit coupling [10, 11]. In three-dimensional (3D) sys-
tems, a localization-delocalization transition occurs at a certain critical energy [12] for
a given realization of disorder. For a comprehensive review of disorder and localization
in electronic systems, one can refer to [13–16], and the references therein.
Apart from the mainstream of research on disorder which focuses on the so-called
diagonal disorder, a branch called off-diagonal disorder was also noticed by the commu-
nity [17–19]. To clarify the difference between these two types of disorder, we use the 1D
tight-binding model (TBM) as an example for simplicity. Here we restrict the hopping
to nearest neighbors. Usually in the clean case, the on-site potential is periodic in space
and the hopping potential is a constant so that bands and band gaps emerge. If only
the on-site potential is disordered, we call it a diagonal disordered model. In contrast, if
only the hopping potential is disordered, then off-diagonal disorder is said to have been
introduced [18]. In 1D, diagonal disorder always causes localization, while off-diagonal
disorder offers more interesting physics besides localization. One of them is that there
exists a critical energy where a localization-delocalization transition occurs [18]3. When
the diagonal and off-diagonal disorders are present at the same time, diagonal disorder
dominates over the off-diagonal disorder. This is the partial reason why the effects of
diagonal disorder have been more easily observed in experiments. The main reason is
2Here “exponentially localized” means that the wavefunction’s profile decays exponentially from its
center, i.e., ψ(x) ∝ exp(−γ|x− x0|), where x0 is the localization center.




that the physics exclusive to off-diagonal disorder is restricted to the tiny vicinity of the
delocalization transition energy. The details will be reviewed later in Chapter 5 of this
thesis.
Many experiments that display Anderson localization induced by diagonal disorder
have been realized in a variety of different systems, such as a Bose-Einstein condensate
in the 1D waveguide/lattice [16, 20, 21], light in a random medium [22, 23], light
in photonic lattices [24–26], light in one-dimensional waveguide arrays [27], and other
experiments using light [28, 29], microwave [30, 31], sound waves [32] and electron
gases [33]. These experiments confirmed theoretical studies on Anderson localization.
For the case of off-diagonal disorder, only a single experiment performed by Keil et
al. [34] has been recently reported, in which a chain of optical waveguides is used to
demonstrate the physics of off-diagonal disorder.
In summary, the study of disordered systems originates from electronic systems in
condensed matter physics, and has expanded to various other systems like optical and
cold atom systems. These extensively studied systems are described by non-relativistic
Schrödinger-type equations. The only well-studied model described by Dirac equation
is the 1D Dirac model with random mass [35, 36]. It has been demonstrated that this
model can be mapped onto some types of random spin-chains models [35], in order to
study the spin correlations there [37]. This 1D Dirac model with random mass is also
related to the 1D TBM with purely off-diagonal disorder [35, 36].
1.2 Physics of Disorder in Current Research Frontiers
The study of disorder in traditional quantum systems is a highly developed subject,
but the emergence of new materials/quantum systems provides us with opportunities
to investigate disorder and its resulting transport properties in previously unexplored
contexts.
In the last decade, the discovery of graphene and the renewed interest in topological
effects in condensed matter physics have attracted much attention to the Dirac equation
and its interesting variants [38–41]. Graphene is a single layer of graphite, i.e., it
3
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is a 2D allotrope of graphite with carbon atoms organizing into a honeycomb lattice
structure [42]. One fundamental aspect of graphene lies in the linear dispersion relation
of its low-energy charge carriers (electrons and holes) around the so-called Dirac points.
These charge carriers behave as relativistic massless chiral Dirac fermions and can be
described by a 2D Dirac equation [43–45]. The linear dispersion relation is responsible
for many discoveries in recent graphene research [39], such as half-integer quantum Hall
effect [46, 47], Klein’s paradox [48, 49], and Zitterbewegung [50–52]. One significant
potential application of graphene is to serve as the next-generation electronic material
to replace silicon-based electronics. This is attributed to the high mobility of graphene’s
charge carriers and the relatively large-scale ballistic transport at room temperature [38].
For graphene to act as a logic gate, one big problem is its lack of band gap, i.e.,
the conduction and valence bands are touched at the Dirac cone. Therefore, several
methods [53] have been developed to open the gap and tailor the band structure of
graphene. Among them, applying an external periodic potential on the graphene to
create the superlattice structure is a straightforward and feasible choice. The resulting
lattice is named the graphene superlattice (GSL). However, the laboratory-produced
GSLs cannot be perfectly periodic, due to intrinsic randomness and uncontrollable factors
during production. Therefore, a more realistic GSL should be modeled by a periodic
potential plus some weak disorder. This concern leads to the first topic in this thesis,
the study of disorder in GSLs.
Aside from graphene, another hot topic is the topology in quantum physics. An
unusual example is the discovery of a novel class of materials, the so-called topological
insulators [40]. They possess an astonishing property that distinguishes them from the
traditional conductors, insulators and semi-conductors, i.e., the coexistence of insulating
bulk states and conducting edge/surface states. These edge/surface states are robust
against disorder [54] so that they might be used to store quantum information in quan-
tum computation [55, 56]. A discussion of other applications of topological insulators
may be found in Ref. [40]. Previously, people in this field were attracted to static
(time-independent) systems. Recently, their attention is also drawn to time-periodic
4
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(dynamical) systems They are expected to help us clarify the fundamental aspects of
topology in physics, such as unveiling more kinds of topological phases and classifying
them systematically. Those dynamical systems can be very simple, such as quantum
walk (QW) models [57], but indeed possess various topological phases. As its name
suggests, the quantum walk is the quantum analog of classical random walk. As a time-
periodic system, it plays an interesting role in recent research of topological phases4,
but we are actually fascinated by its deep connection with the Dirac equation unveiled
by Strauch [59]. He showed that the evolving probability distribution of an initially lo-
calized quantum walker resembles the relativistic wavepacket spreading. Chandrashekar
et al. [60] went deeper in linking QW and relativistic quantum mechanics by consider-
ing their mathematical structure. The connection between QW and the Dirac equation
implies that similar physics may be found in QW and systems governed by the Dirac
Equation. Indeed, the physics of off-diagonal disorder that has appeared in the 1D
Dirac model with random mass emerges in the disordered QW [61]. Since QW has
been realized in various experiments [62–75], while the physics of off-diagonal has only
been observed in the single experiment recently [34], we think it would be helpful to
use the QW as a platform to experimentally explore the physics of off-diagonal disorder.
Therefore, we further investigate the disordered QW model in Chapter 5 and some useful
results are presented there.
Another time-periodic system as a quantum chaos model, the on-resonance double
kicked rotor (ORDKR) [76], also possesses interesting topological phases. The OR-
DKR [77, 78] originates from the famous kicked-rotor model [79]. The kicked rotor
has played a significant role in studying “quantum chaos” and quantum-classical corre-
spondence [79, 80]. It was also employed to study the Anderson localization because it
can be mapped into a TBM with quasi-random on-site potential [81, 82]. Because of
this mapping, the 3D Anderson metal-insulator transition was observed using an exper-
imental kicked rotor model setup [83]. Inspired by its connections to both topological
4For example, it has been argued that the QW and its variants can realize all the topological phases
discovered in static systems [54, 57]. Also, new topological phases exclusive to time-periodic systems
has been discovered [58].
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studies and disorder physics, we investigate a relativistic variant of the kicked rotor,
namely the relativistic kicked-rotor previously studied in Refs. [84, 85]. Its Dirac-like
Hamiltonian suggests non-trivial differences compared with the kicked rotor governed
by a Schrödinger-like Hamiltonian. Surprisingly, after applying the same mapping pro-
tocol [81, 82] to this model, we find that the mapped TBM exhibits an unusual lattice
potential that will lead to anomalous transport. The details are presented in Chapter 6.
To sum up, the research areas of graphene and topological insulators are currently
very active and may result in significant applications in next-generation electronics and
possibly even quantum computers. The systems that emerge from these research areas
are mostly described by Dirac or Dirac-like equations5. Disorder effects in these novel
quantum systems are not well-studied yet. We contribute to the understanding of
disorder effects in these systems by studying various disorder-induced phenomena such
as localization-delocalization transitions, disorder-assisted electron beam collimation,
long-range correlations and anomalous transport. Experimental observations of these
physics phenomena using the novel systems are addressed, too.
1.3 The Structure of Research Topics and the Outline of
Thesis
Fig. 1.1 elaborates the general structure of our research topics. As stated previously, our
general interests lie in disordered systems described by Dirac or Dirac-like systems. These
systems can be categorized into two groups, static systems and dynamical systems. In
this thesis, we start with disordered graphene superlattices (GSLs), and then move on
to the 1D Dirac model with random mass, followed by the investigation of a disordered
quantum walk (QW) model, a dynamical quantum system. The three models are shown
to be connected using the transfer matrix formalism (TMF). Finally, we study the 1D
relativistic kicked-rotor that can be mapped onto a peculiar quasi-random tight-binding
5Shen Shun-Qing et al. [86] discussed the intrinsic connection between the topological insulators and
Dirac equation. They use the modified Dirac equations to present the physics of topological insulators.




Fig. 1.1: The flowchart of research topics. It shows the starting point of our research interests (red box),
the models we investigated (brown box) and the results we have obtained (green box). The connections
between these models are also specified. Here “TMF” stands for transfer matrix formalism, which will
be illustrate in Chapter 2. “GSL” stands for graphene superlattice.
We now give brief summaries of the individual chapters of this thesis. Chapter 2 will
be devoted to the introduction of the TMF, and the standard map formalism for dealing
with classical periodically driven systems, and time-evolution operator for studying time-
periodic quantum systems. We show how to derive the transfer matrices in the GSLs
and 1D Dirac model. In Chapter 3, we briefly review the two types of GSLs, i.e., one
with a scalar potential (or electrostatic potential) and one with a vector potential (due
to magnetic fields or special substrates). We recap the interesting physics in the clean
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GSLs, and then show new physics due to the presence of disorder. We manage to derive
a general expression of the Lyapunov exponent, i.e., the inverse localization length of the
disordered GSLs. Conditions for localization and delocalization can be identified with this
exponent. Then the disorder-assisted supercollimation is numerically demonstrated and
quantitatively explained. In Chapter 4, an old model, the 1D Dirac model with random
mass is revisited, and treated with the TMF. We reveal the connections among the vector
potential GSL, 1D Dirac model and QW (to be addressed later). Some new discoveries
associated with QW are presented. In Chapter 5, we analytically prove that disordered
QWmodel displays the physics of off-diagonal disorder. We clarify the difference between
two distinct off-diagonal transition energies in the model, and demonstrate how to make
use of one of them to experimentally realize an off-diagonal disordered system and
observe the elusive behaviors. In Chapter 6, we unveil the junction-like scenario of
the mapped quantum relativistic kicked-rotor, and present our findings on the so-called
superballistic transport in the momentum space. The classical counterpart of quantum
relativistic kicked-rotor is also investigated and the superballistic transport in its phase
space is uncovered. It is further shown that the quantum and classical superballistic
transport should occur under much different choices of the system parameters. The
results are of interest to studies concerning anomalous transport. Finally, we summarize
the main results of this thesis and offer an outlook in Chapter 7.
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Chapter2
Physics Background and Mathematical
Preliminaries
Throughout this thesis, the transfer matrix formalism (TMF) is widely used. This chap-
ter will review this method and show the derivation of transfer matrices in superlattice
structures. We will also review the standard mathematical treatment on periodically
driven systems in both classical and quantum mechanics. Specifically, the standard
map for studying the classical systems and time-evolution operator for describing the
quantum systems will be introduced.
2.1 The Transfer Matrix Formalism in 1D
(a) (b)
Fig. 2.1: (a) The schematic diagram showing the scattering process. (b) Re-labeling the amplitudes of
the wave function. r and t are the reflection and transmission coefficients of the wavefunction incident
from the left, and r′ and t′ are the respective coefficients of the wavefunction incident from the right.
These figures are taken from Ref. [88].
When dealing with 1D or quasi-1D scattering problems, the TMF is quite useful [89].
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To briefly review this formalism, we first consider an impurity in 1D free space. The
wavefunction in either side of the impurity can be decomposed into left- and right-moving
components [88]:
ψL(x) = ψinL e+ikxx + ψoutL e−ikxx, (2.1)
ψR(x) = ψoutR e+ikxx + ψinR e−ikxx. (2.2)
The amplitudes ψin(out)L(R) of these components are connected by the reflection and trans-
mission coefficients r, r′, t and t′ (See panel (a) of Fig. 2.1)1:
ψoutR = tψinL + r′ψinR ,
ψoutL = rψinL + t′ψinR .
(2.3)
2.1.1 Properties of the Reflection and Transmission Coefficients
In actual calculations, these coefficients r, r′, t and t′ are obtained by matching the
boundary conditions in the scattering analysis. For example, the continuities of both
the wavefunction and the first derivative of the wavefunction2 shall be satisfied at the
boundaries. Later in this section, we will take one example to demonstrate the derivation.
In this scattering problem, the probability current at two sides of the impurity is
conserved. This is to say:
|ψoutR |2 − |ψinR |2 = Current at RHS ≡ Current at LHS = |ψinL |2 − |ψoutL |2. (2.4)
Here we define the right-going current to be positive and the left-going current to be
negative3. We may also understand Eq. (2.4) this way: the probability current entering
the impurity equals to the probability current going out, because Eq. (2.4) can be written
as |ψinR |2 + |ψinL |2 = |ψoutR |2 + |ψoutL |2. We substitute Eq. (2.3) into Eq. (2.4), and get
1We adopt the notations in Ref. [88], so these equations appear to be the same as Ref. [88].
2The continuity of the first derivative shall be satisfied for the systems described by Schrödinger
equation, but not for the systems governed by Dirac equation.
3In the equation, RHS/LHS means right-hand/left-hand side.
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this relation:
(|t|2 + |r|2 − 1)|ψinL |2 + (|t′|2 + |r′|2 − 1)|ψinR |2
+ (t∗r′ + r∗t′)(ψinL )∗ψinR + (tr′∗ + rt′∗)ψinL (ψinR )∗ ≡ 0.
(2.5)
In order for Eq. (2.5) to be hold for any incoming wavefunction, the following identities
are required:
|t|2 + |r|2 ≡ 1,
|t′|2 + |r′|2 ≡ 1,
t∗r′ + r∗t′ ≡ 0,
tr′∗ + rt′∗ ≡ 0.
(2.6)
|t|2 and |r|2 are the transmission and reflection probabilities which add up to 1 as
expected. Straightforward calculations reveal that |t|2 = |t′|2 and |r|2 = |r′|2. Identities
in Eq. (2.6) will be employed later to write out the expression of the transfer matrix.
2.1.2 The Transfer Matrix
The objective of a transfer matrix in scattering problems is to express the wavefunction
amplitudes at one side of the impurity in terms of the amplitudes at the other side. We
first relabel the amplitudes ψin(out)L(R) according to panel (b) of Fig. 2.1, i.e., ψoutR → ψ+R ,
ψinR → ψ−R , ψoutL → ψ−L and ψinL → ψ+L . Note that we do not just simply replace "out"
with "+" or "−". Actually we denote the right-going components with + and the left-
going components with −. Then after a straightforward calculation using Eq. (2.3) and
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Therefore, we have connected the wavefunctions at two sides of the impurity with
the matrix M , the so-called transfer matrix. Its expression implies that it is solely
determined by the properties of the impurity. If new impurities were introduced, we
can follow the same procedure and connect all the components of the wavefunction
separated by the impurities. For example, we assume N impurities4 in a 1D free space,
and label them from left to right with indexes from 1 to N . We denote the right-
and left-going amplitudes as ψ+n and ψ−n for the wavefunction at the RHS of the n-
th impurity, and label the corresponding transfer matrix as Mn. Then analogous to







There are totally N transfer matrices, and by chaining them we eventually connect the
wavefunction amplitudes on the left side of the 1-st impurity and the amplitudes on the






 with PN = N∏
n=1
Mn. (2.10)
There are some properties that shall be emphasized regarding the transfer matrix
M , because we will make use of them later.
1. detM = 1. This can be easily verified using Eqs. (2.6) and (2.8). But note that
M is neither Hermitian nor Unitary because M † 6= M and M † 6= M−1.
4 Note that the TMF is good for study disordered systems, but not limited to these systems. It can
also be used to study clean systems. For example, if the N impurities are identical and evenly spaced,
the resulting system will have clean periodic potential.
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2. The first entry in the transfer matrixM can directly give rise to the transmission
probability, i.e., T ≡ |(M)11|−2 (See Eq. (2.8)).
3. The product of individual transfer matrices has the same properties stated above.
Physically this is to say that we can treat the combination of impurities as a single
impurity, and its transfer matrix is just the product of those individual matrices,
multiplied in the order of the actual position of the impurities. This property
allows us to extract the total transmission probability that will be used to derive
the localization length later.
2.2 The Application of the Transfer Matrix Formalism in
Kronig-Penney Model
Kronig-Penney (K-P) model is one of those basic models in solid state physics. It has
been employed to explain the fundamental concepts of band structures [2]. Here we
use the K-P model as an example to illustrate how the TMF works. Clean K-P model






xn−1 xn xn+1 xn+2 xn+3
I II III
Fig. 2.2: The set-up of clean K-P model. w is the width of the square barrier, d is the free space
separation between the neighboring barriers, and l = w + d is the periodicity of potential. We denote
the starting position of the n-th barrier as xn.
Let us treat the n-th barrier as the impurity and apply the TMF on it. The wave-
function at position xn is ψ(xn) = ψ+n e+ikxxn + ψ−n e−ikxxn , and kx is the wave vector
13
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For convenience when dealing with various kinds of disorder, we absorb the the phase
factor e±ikxxn into the amplitudes ψ±n . That is to say, ψ+n e+ikxxn → ψ+n , ψ−n e−ikxxn →
























Here ∆n ≡ kx(xn+1−xn) is the free propagation phase between the neighboring barrier
position in the absence of any barriers. In Chapter 3 and 4, we will adopt this form as
the transfer matrix. In Chapter 5, the transfer matrix is obtained differently, and we will
explain the difference there.
In the next, we shall solve r and t in Eq. (2.13). It is a simple scattering problem of
a single square barrier. Let us consider the n-th barrier here. We label its left region as
“I”, itself as “II” and its right region as “III” (See Fig. 2.2). The wavefunction in these
regions are:
ψI(x) = eikxx + re−ikxx,





2mE/~2 and q =
√
2m(E − V )/~2 are the wave vectors in the free space
and the n-th barrier respectively. E is the energy, V is the height of the barrier, and
m is the mass. C and D are the amplitudes of the wavefunction inside the barrier. By
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matching the wavefunction and the first derivative of the wavefunction at the boundaries




































Here the dimensionless energy ε = E/(~2l−2/2m) and dimensionless barrier height
v = V/(~2l−2/2m) are rescaled in terms of the unit energy ~2l−2/2m. Here we assume
a periodic potential. If the potential becomes disordered, for example, the potential
height V now depends on the index of the barrier, and then we can just replace q and
v with qn and vn in Eq. (2.17). So we do not need to solve the entire wavefunction as
a whole using Schrödinger equation. Instead, we just solve the wavefunction piece by
piece through working out these transfer matrices. This formalism is extremely useful
when the potential is disordered.
To end this section, we shall emphasize that the TMF is simple, yet it gives a
straightforward physical insight of scattering problems in 1D, and it is quite suitable for
dealing with disordered potentials.
2.3 The Formalisms for Periodically Driven Systems in Clas-
sical and Quantum Mechanics
In the big family of periodically driven systems, the kicked rotor (or kicked rotator) is
the prototype. It is the simplest periodically driven system, so we start with this model.
It describes an object restricted to move in a ring under a periodically kicked field. For
example, the gravitational field can be the homogenous field, and by switching it on
15
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and off periodically, an object moves circularly in the field is effectively a kicked rotor.
In the following, the content of review is mainly taken from Refs. [79, 90–92]. Since
the kicked rotor is doing circular motion, its Hamiltonian is usually expressed in terms




2 +K cos θ
∞∑
n=−∞
δ(t− nT ), (2.18)
where I is the moment of inertia, T is the kick period and K is effectively the kick
strength.
2.3.1 The Kicked Rotor in Classical Mechanics
In classical mechanics, we study the dynamics of the kicked rotor through equations of










These equations generate the famous standard map [93]:
Ln+1 = Ln +K sin θn,
θn+1 = θn + Ln+1.
(2.21)
Here θn and Ln are the values of the dynamical variables immediately after the n-th kick.
The standard map can be used to produce the phase space, from which we can observe
regular or chaotic behaviors, or both of them. Specifically, for small K, the phase space
is mainly filled with regular trajectories. These regular curves are Kolmogorov-Arnol’d-
Moser (KAM) tori [93]. WithK increasing, more and more KAM tori are broken, turning
the phase space into chaotic. A critical value of K = Kc = 0.9716 . . . is determined,
beyond which no invariant torus exists [94]. Therefore, this simple model can be used
to investigate the physical insight of the transition between regular and chaotic motions
16
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in classical mechanics. As seen in Fig. 2.3, when K increases, the phase space becomes
more and more chaotic. Later in Chapter 6, we shall see the difference between phase
spaces of the kicked rotor and relativistic kicked-rotor (refer to Figs. 6.3, 6.4 and 6.5.).








(a) K = 0.1








(b) K = 0.5








(c) K = 0.972








(d) K = 1.4
Fig. 2.3: Phase space structure of the kicked rotor with different kick strength K. In (a)-(d) K equals
0.1, 0.5, 0.972 and 1.4 respectively. The phase space is periodic in both L and θ with the same period
2pi.
2.3.2 The Kicked Rotor in Quantum Mechanics
The Hamiltonian (2.18) of the classical kicked rotor can be quantized to describe a
quantum particle moving circularly in a periodically kicked homogenous field. After
quantization, L and θ become the operators5, but other than that, the Hamiltonian
looks the same as the classical one.
For this time-dependent Hamiltonian, we shall solve the corresponding time-dependent
Schrödinger equation. In general time-dependent Schrödinger equation is hard to solve,
5The commutation relation of the L and θ is not straightforward because θ is not a well-defined
operator [95]. The detail of dealing with the commutation relation can be found in Ref. [95] and
references therein.
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but here HKR is time-periodic so that we can apply the Floquet theorem [92, 96]6. For
convenience, we denote the time right before n-th kick as nT− (T is the kick period)
and the time right after n-th kick as nT+. Let us consider one-period time from nT+







2I T . (2.22)
This operator is commonly known as the Floquet operator, and it can be understood
intuitively by dividing the one-period into two stages. In the first stage from nT+ to
(n + 1)T−, the dynamics is governed by the Hamiltonian (2.18) without the potential
K cos θ. This will give rise to the operator e− i~ L
2
2I T . In the second stage from (n+1)T−
to (n + 1)T+, the δ kick occurs. The dynamics is dominated by the potential that
is responsible for the time-evolution operator e− i~K cos θ at that instant. The simple
combination of the two time-evolution operators leads to Un. The rigorous proof can
be found in Eqs. (4.1.23)-(4.1.28) of Ref. [92].
Eq. (2.22) shows that Un is independent of n, so we replace Un with U . Let |φ(t)〉
be the instantaneous eigenstate of the kicked rotor at time t. Then according to the
definition of U ,
U |φ(nT+)〉 = |φ((n+ 1)T+)〉 . (2.23)
Floquet theorem implies that |φ((n+ 1)T+)〉 = eiΩ |φ(nT+)〉, where Ω is a constant.
Therefore, both |φ(nT+)〉 and |φ((n+ 1)T+)〉 are the eigenstates of U with eigenvalue
eiΩ. They are actually the same eigenstate differing by a phase factor. And it is
reasonable to name the Ω as the quasi-energy, because the equation
U |φ(nT+)〉 = eiΩ |φ(nT+)〉 (2.24)
resembles the time-independent Schrödinger equation H |ψ〉 = E |ψ〉.
To sum up, we introduce the standard map and the phase space to study the classical
6 The two references consider general periodically driven systems. In this thesis, we only study the
δ-kicked periodically driven systems, so we use the kicked rotor as an example and the general case is
beyond the scope of this thesis.
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periodically driven systems. For quantum periodically driven systems, we introduce the
Floquet operator, which will be used later in Chapter 6 to map the driven model into a
tight-binding model, and also to propagate the wavefunction. Eq. (2.24) is widely used
to describe time-periodic systems where the Floquet theorem is applicable, so it is also




Localization Behavior of Dirac Particles
in Disordered Graphene Superlattices
Graphene superlattices (GSLs), formed by subjecting a monolayer graphene sheet to
a periodic potential, can be used to engineer band structures and, from there, charge
transport properties, but these are sensitive to the presence of disorder. In this chapter,
we will study the localization behavior of massless 2D Dirac particles induced by weak
disorder for both scalar-potential and vector-potential GSLs, computationally as well as
analytically by a weak-disorder expansion. Our main achievement is deriving the ana-
lytical expression of Lyapunov exponent that describes general types of disorder in the
GSLs. We also show the angle dependent filtering effect both analytically and numeri-
cally, and then unveil the resulting disorder-assisted collimation effect. In addition, we
also study several different types of delocalization transition phenomena in disordered
GSLs.
We shall first review the previous studies on the clean GSL and some interesting
discoveries made there in Sec. 3.1. In Sec. 3.2, we begin by modeling disordered scalar
and vector GSLs by 1D rectangular potential barriers or wells. Using a transfer matrix
formalism, we then derive the weak-disorder expansion of the localization length, or
equivalently the associated Lyapunov exponent. In Sec. 3.3 we present analytical and
numerical results for the Lyapunov exponent of scalar GSLs, as modeled by disordered
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delta or rectangular potentials. It is found that at fixed energy, the localization length
depends very intricately upon the incidence angle θ of 2D Dirac particles in the graphene
plane. We also predict and confirm the existence of delocalization resonances other than
for perpendicular incidence: along these directions the Lyapunov exponent vanishes. Our
theoretical predictions are fully supported by numerical results, as also reported below.
Sec. 3.4 is in parallel with Sec. 3.3, but treats GSLs with vector potentials. In addition,
assisted by a numerical study of wave-packet dynamics in Sec. 3.5, we propose to use
the angular dependence of the localization length to realize a disorder-based filtering
mechanism. Sec. 3.6 concludes.
3.1 Introduction
We have briefly introduced graphene in Chapter 1 of this thesis, and emphasize the 2D
Dirac equation that describes the low-energy charge carriers of the pristine graphene.
Other than to graphene, Dirac or Dirac-like equations naturally apply to cold atoms [97–
101], trapped ions [102], semiconductors [103], or polaritons [104].
Motivated by the importance of Dirac equations in such a wide variety of frontier
research areas, we study in this work disorder-induced localization [5, 105] of massless
Dirac particles in random potentials. Though our results are presented in the context
of disordered graphene superlattices (GSLs, see below) we expect them to be useful for
many other settings as well. For example, when disorder is introduced to cold-atom
simulations of graphene [98] or GSLs [101], our general treatment can be adapted to
study the impact of randomness on the transport of Dirac matter waves.
3.1.1 Graphene Superlattices
GSL refers to graphene under external periodic scalar [106–114] or vector potentials [114–
122] (See Fig. 3.1). Because GSLs further tailor the band dispersion relation of graphene,
they may be used to construct graphene-based quantum devices. Theoretical studies of
GSLs and graphene under periodic corrugation [123–125] have been highly fruitful, with
remarkable findings such as electron beam supercollimation [109] and the emergence
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Fig. 3.1: The schematic diagrams of graphene and GSLs, and their respective band structures. They
are taken from [114]. (a) Pristine graphene. Its dispersion curve is linear and isotropic in the vicinity
of the Dirac points. (b)&(c) Graphene with Kronig-Penny type of potential along one direction with
period L. This creates the superlattice structure, namely graphene superlattice. (b) The scalar potential
is staggered, and the dispersion is anisotropic [114]. (c) The alternating vector potential is set to be
+A0/2 and −A0/2, which leads to isotropic dispersion.
of extra Dirac points [111–114]. Here we shall pay attention to the supercollimation
because later in Sec. 3.5 we will present our discovery of disorder-assisted filtering that
resembles the collimation effect. Supercollimation in a certain GSL means that an
electron beam can propagate ballistically, virtually without spreading or diffraction. In
Fig. 3.2, the special GSL that displays the supercollimation of electron beam is shown
to possess highly anisotropic energy dispersion. Then effectively the energy dispersion
at low energy can be simplified as
Es(k) = s~vF |kx|. (3.1)
This implies that the group velocity along y-direction (∂E/∂ky) vanishes, and thus
supercollimation emerges.
3.1.2 Disordered Graphene Superlattices
On the experimental side, GSLs with scalar potential barriers can be created via the
electric field effect or chemical doping [42, 126, 127]. 2D GSLs with a period as small
as 5 nm have been created through electron-beam induced deposition of carbon [128].
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Fig. 3.2: The graphene superlattice with highly anisotropic energy dispersion relation. This is taken
from [109]. The values of barrier height, barrier width w, periodicity L and other parameters can be
found there, and we will not re-state the values here for simplicity. (A) Schematic diagram of GSL,
similar to Fig. 3.1. (B) Graphene’s linear energy dispersion around one Dirac cone. s = ±1 denote
two sets of pseudospin vectors (black arrows) exclusive to the upper and lower band respectively. s
will be re-visited later with clear meaning in Eq. (3.8). (C) Contour plot of the upper band of pristine
graphene. The perfect circles originate from the isotropic dispersion relation in Eq. (3.8). (D) The
dispersion relation of E versus kx with ky fixed. The red, green and blue curves represent ky = 0,
0.1pi/L and 0.2pi/L respectively. (E), (F) and (G) Plots analogous to (B), (C) and (D) respectively
except that the pristine graphene is replaced by the special GSL.
Also triangular GSLs growing on different metal surfaces have been observed [129–135].
Besides, nano-ripple arrays are generated by chemical vapor deposition (CVD) [136].
And since the graphene topography follows substrate roughness [137], it appears possible
to fabricate GSLs on suitably lattice-structured surfaces. Vector potentials are induced
by magnetic fields [138, 139] or physical strain [140], so vector GSLs can be realized
by mounting graphene on a substrate with a periodic array of ferromagnetic strips or a
periodically structured substrate [141].
All these laboratory-produced GSLs cannot be perfectly periodic, due to intrinsic ran-
domness and uncontrollable factors during production. Therefore, a more realistic GSL
should be modeled by a periodic potential plus some weak disorder in potential height,
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potential width, or lattice spacing. This randomness causes Anderson localization, which
turns conductors into insulators and is especially severe in low dimensions [5, 105]. Con-
sequently, the focus of our work is on the localization behavior of a 2D Dirac particle in
weakly disordered 1D GSLs. In a related work [142], localization of Dirac particles in 1D
disordered potentials was studied, but only for zero incidence angle θ (i.e., wave vector
of charge carriers normal to the interface between different GSL layers) and without
analytical results for the localization length. Another closely related theoretical study of
disordered GSLs [143] comprised an analytical discussion of the scattering transmission
only for sufficiently small θ and random barrier heights. Our work extends all previous
results, to the best of our knowledge, inasmuch as it covers the analytical properties of
the localization length for all values of θ, for different types of disorder, and for both
scalar and vector GSLs.
3.2 Localization Length in Disordered Graphene Superlat-
tices
3.2.1 Modeling Disordered Graphene Superlattices
Thanks to their linear dispersion relation, low-energy charge carriers near the Dirac
points in graphene are well described by the 2D massless Dirac Hamiltonian:
H = vFσ · p+ V (x). (3.2)
In graphene, vF ≈ 106 m/s is the Fermi velocity; σ ≡ (σx, σy) is the vector of Pauli
matrices. We consider a graphene superlattice (GSL) of parallel potential barriers, such
that the external potential V (x) depends only on x (See Fig. 3.1). In the following, we
consider both scalar and vector superlattices.




















Fig. 3.3: Top: Disordered graphene superlattice (GSL) realized as a scalar potential, Eq. (3.3), or vector
potential, Eq. (3.7). Deviations from the clean GSL (blue dotted) can occur via fluctuations in barrier
height δV , barrier width δw, lattice spacing δl, and combinations thereof. Bottom: Right- and left-
travelling wavefunction amplitudes are mapped from one barrier to the other by the transfer matrix,
Eq. (3.13).
We will consider rectangular potential barriers (or wells) as depicted in Figs. 3.1 and
3.3. A perfect GSL has identical potential barriers (or wells) of height V and width w,
i.e. Vn(x) = V if 0 < x < w and 0 elsewhere, at lattice positions xn = nl. Due to
unavoidable experimental imperfections, or deliberate introduction of randomness, these
potential parameters fluctuate from site to site:
Vn = V + δVn, (3.4)
xn = nl + δxn, (3.5)
wn = w + δwn. (3.6)
This randomness can induce localization, as will be discussed at length in Sec. 3.3.
A vector-potential superlattice is defined in terms of the matrix-valued potential





Defining Vn = evFAn/c and assuming An(x− xn) is of the same form as Vn(x− xn),
one deals with the same parameters as in the scalar case. The different potential nature,
however, implies very different localization properties, as will become clear in Sec. 3.4.
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3.2.2 Transfer Matrix Formalism
Because the potential V (x) is separable, the problem of describing the transmission
across the lattice is effectively 1D, which resembles the Kronig-Penney model. As
demonstrated in Chapter 1, the transfer matrix formalism is particularly suited [89].
The scattering of a massless Dirac particle through a single square barrier (well) is
well understood, for scalar as well as vector potentials [49, 140]. Since the potential is
piecewise constant, the solution to the Dirac equation is a plane wave, both inside and
outside the barrier. Outside the barrier, solutions of energy
E = s~vFk with s = ±11 (3.8)
and k = |k| = (k2x + k2y)1/2 are the Dirac bispinors




travelling towards right (+) and left (−), with kx ≥ 0 by convention.
θ = tan−1 ky
kx
(3.10)
is the incidence angle, or angle of propagation (outside the barrier) with respect to the
x-axis. This angle characterize the direction of the wave vector, i.e., the propagation
direction of the wave function.
In the lattice, the wave function between barriers, where V (x) = 0, is a superposition
of free right- and left-moving components created by repeated elastic reflexion and
transmission. It is useful to parametrize the wave function on the left side of the nth
1Therefore, in the upper band of positive energy, s = +1, while in the lower band of negative energy,
s = −1.
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Since the free solutions (3.9) between barriers are fixed, scattering cannot mix the two
components of the bispinor, and it suffices to introduce the two amplitudes ψ±n , just as
for a scalar wave obeying Schrödinger’s equation on a 1D lattice. Hence, the results in
Sec. 2.2 of Chapter 2 can be adopted here to map these amplitudes from n to n+ 1 by























The two equations above have already been derived in Chapter 2, but for convenience
we re-write them here. In this case, reflection and transmission amplitudes rn and tn are
known functions of barrier parameters {Vn, xn, wn} and quantum numbers {kx, ky, s}
or equivalently {E, θ, s} [49, 140]. ∆n ≡ kx(xn+1 − xn) is the free propagation phase
between superlattice points in the absence of any barriers. The transfer matrix is largely
determined by the symmetries of the scattering problem [88, 89]. As shown in Sec. 2.1.1
of Chapter 2, current conservation implies detMn = 1 = |rn|2 + |tn|2. Thus the
reflection and transmission probabilities can be expressed as Rn = |rn|2 = sin2 φn and
Tn = |tn|2 = cos2 φn, and we find it useful to parametrize Mn as2
Mn =
 eiαn secφn eiβn tanφn
e−iβn tanφn e−iαn secφn
 . (3.14)
2Here φn is used to parameterize the transfer matrix so that the relation T +R ≡ 1 is encompassed.
Therefore, the physical intuition of φn shall lie in the relation cos2 φn + sin2 φn ≡ 1.
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Before studying this product for the random matricesMn arising from disorder, we first
discuss its implications for clean GSLs.
3.2.3 Clean Graphene Superlattices
In a clean GSL, all transfer matrices Mn = M are identical. In other words, a single
transfer matrix contains all information about the dispersion relation in the lattice, which
is the essence of Bloch’s theorem.
If parameters are such that | trM | < 2, the energy E lies within the conduction
band of the GSL. In this case the eigenvalues of the transfer matrix are of the form
λ± = e±iµ with µ ∈ R, such that trM = 2 cosµ. The transfer phase µ = Kxl
across one lattice cell determines the Bloch vector Kx of the extended solution in the x
direction. In terms of the parametrization Eq. (3.14) the dispersion relation in the clean
GSL therefore reads [89, 112]
cosKxl = cosµ = secφ cosα. (3.16)
The structure of this dispersion is analogous to that of the Kronig-Penny model [144],
from which it differs only in the functional dependence of the transfer parameters {φ, α}
on the potential parameters {V, l, w} and {E, θ, s}. This dependence will be made
explicit for the two cases of scalar and vector potentials in Secs. 3.3 and 3.4, respectively.
In the case |trM | > 2, the energy E falls into a band gap. The wave cannot
propagate, and |trM | = 2 cosh κxl defines the exponential decay rate γ = κxl across
one lattice cell. This characteristic localization exponent
γ = ln |λ+| (3.17)
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is determined by the larger one of the two eigenvalues of the transfer matrix M , which
also defines the Lyapunov exponent of the product PN = MN , whose larger eigenvalue
grows like exp{γN}.
3.2.4 Disordered Graphene Superlattices
The transmission across a disordered lattice is described by the product PN of random
matrices shown in Eq. (3.15). Since the pioneering work of Furstenberg [145, 146],
it is well known that the larger eigenvalue of such a product grows exponentially with
probability one. This implies that a wave incident on the disordered GSL at barrier
number 1 has an exponentially small probability of transmission after barrier number
N , which is one of the hallmarks of disorder-induced localization. Indeed, at the first
barrier, the wave splits into reflected and transmitted components, and so on across
the lattice. The boundary condition is actually simpler after the last barrier N , where
there is only the transmitted component, but no component is incident from the right.
Starting with the reverse boundary condition (such as ψ+1 = 1 and ψ−1 = 0) at the left,
the product in Eq. (3.15) predicts that the solution grows like
|ψ+N |2 = |(PN )11|2 ∼ exp{2Nγ}, (3.18)





2N ln |(PN )11|
2 = − lim
N→∞
1
2N lnTN , (3.19)
thus determines the localization length lloc = l/γ. Here TN ∈ [0, 1] is the net transmis-
sion probability after N barriers.
The transmission is a random variable, with a very wide probability distribution for
long enough samples. In the localized regime, its most probable (or typical) value differs
vastly from its mean. The extinction |lnT (N)|, however, has a probability distribution
that converges towards a normal distribution, such that its most probable value is equal
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to the mean, and the right hand side of Eq. (3.19) indeed converges to the Lyapunov
exponent [88, 147].
While it is an elementary exercise to multiply random matrices and extract the
Lyapunov exponent numerically, there is no simple, general method of calculating the
Lyapunov exponent exactly for a given model of disorder with arbitrary energy. Different
situations require different approaches. In the following, we treat two different cases that
are relevant in the GSL context and allow for analytical calculations.
3.2.5 Randomly Spaced, Identical Barriers
First we consider the very simple case where identical barriers are distributed with random
positions such that the free propagation phase between barriers is uniformly distributed in
[0, 2pi]. Under an ensemble average (·) over these random phases, the extinction |lnTN |
across N barriers is found to be additive along the sample: lnTN = N lnT1 [88, 148].
Here, T1 is the single-barrier transmission at given energy E and propagation angle θ.
Equation (3.19) then immediately yields the Lyapunov exponent γ = −12 lnT1. This
result holds as long as the phases are random enough to satisfy the assumption of a
uniform distribution, but no matter how small T1, i.e. how strong the scattering.
For particles whose dynamics is governed by a Dirac equation, at a given energy,
a rectangular barrier becomes perfectly transmitting at certain incident angles, and
notably at perpendicular incidence (θ = 0) for all energies—this phenomenon is known
as Klein tunneling [49]. In these cases, T1 = 1 implies of course γ = 0 and absence of
localization, because all barriers share the same resonance condition.
3.2.6 Weak-disorder Expansion
Although the previous elementary model captures the essence of disorder-induced expo-
nential localization, it cannot describe the more interesting, and arguably more relevant,
case of barriers with slightly random width, height, and/or spacing. In the following, we
adapt the weak-disorder expansion of Derrida et al. [149] to our case. Here, we describe
briefly the steps leading to the main result; details can be found in Appendices 3.A.
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First, we Taylor-expand




whereM is the transfer matrix of the corresponding clean GSL, the prime (.)′ indicates
differentiation with respect to the perturbed variable (V , w or d), and n is the weak
perturbation (n = δVn, δwn or δdn). We assume that the random variables at different














2n ≥ 0. (3.22)
Second, we expand the product (3.15) to order 2 in the eigenbasis of M , where
M˜ = diag(λ+, λ−). The eigenbasis of M can be used to find the Lyapunov exponent
because the exponential growth rate is independent of the representation. The matrix
element required in (3.18) then reads, neglecting terms of order 3,




















+ (M˜ ′M˜m−n−1M˜ ′)11
]
.
The second line involves only fluctuations at different sites and gives no contribution
after the ensemble average (see App. 3.A.1 for details). Inserting the first line into















In a third step we perform the diagonalization from M to M˜ in order to arrive at
an explicit expression as function of the system variables (see App. 3.A.2 for details). In
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+ β′2 tan2 φ
}
. (3.25)
Here, sinµ is a function of {α, φ} via the clean dispersion relation (3.16), which is as-
sumed to be satisfied by a propagating solution of energy E (otherwise, this perturbative
result of order 2 is merely a small correction to the band-gap extinction of Sec. 3.2.4).
Before we discuss the localization exponent (3.25) in detail for scalar and vector
potentials (Secs. 3.3 and 3.4), we comment on its limit of validity. Eq. (3.25) diverges
at the band edges, where sinµ = 0. It is well known that localization at these special
points occurs with an anomalous localization length that differs from the perturbative
result [150, 151]. However, exponential localization in the conduction band away from
these special points is very well described by Eqs. (3.24) and (3.25), as will be checked
via numerical calculations below.
3.3 Scalar Potential
Now we specify the transfer-matrix parametrization in Eq. (3.14) for a single scalar
potential barrier, the building block of the scalar GSL, in order to analyze the Lyapunov
exponent given in Eq. (3.25). The reflection and transmission amplitudes r and t are












= −seiwkxeiθ tan θv sinϕ
ql
. (3.27)
Here ε = El/~vF = s|k|l and v = V l/~vF are energy and barrier height expressed
in lattice units. Furthermore, ϕ = qw is the phase picked up by the plane wave with
wavevector q = [(v − ε)2l−2 − k2y]1/2 in the x-direction across the potential barrier.
In the next Sec. 3.3.1, we first discuss the limiting case of δ-like barriers, which
admits simple expressions and helps to guide the understanding of the general case,
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tackled in Sec. 3.3.2.
3.3.1 Amplitude-disordered Delta Scalar Potential
Consider an amplitude-disordered Dirac-Kronig-Penney model, made out of regularly
spaced δ-peaks of random strength, or δGSL for short. This description is appropriate
in the low-energy regime, where barriers become very narrow and high, kxw  1 and
v  ε. In the limit w → 0 and v → ∞ at fixed vw/l = ϕ, one has ql → v, and the
reflection and transmission coefficients in Eqs. (3.26) and (3.27) become
1
t
= cosϕ+ issinϕcos θ , (3.28)
r
t
= −seiθ tan θ sinϕ. (3.29)
These expressions depend on the barrier parameters only via the combination ϕ = vw/l.
Therefore, they cover randomness in both barrier width and height. We assume a
resulting phase-shift distribution with mean ϕ = ϕn, and fluctuations n = ϕn−ϕ with
variance 2 = δϕ2.







eiβ tanφ = s sinϕ tan θe−iθeikxl. (3.31)
Taking the real part of the first relation, we find the clean dispersion for this δGSL,
cosµ = cos kxl cosϕ+
ε
kxl
sin kxl sinϕ. (3.32)
We recall kxl = [ε2 − l2k2y]1/2 = sε cos θ. This relation links the energy ε to the Bloch-
vector components Kx = µ/l and Ky = ky in the bulk superlattice. The dispersion is
periodic in the potential strength ϕ, as discussed in detail by Barbier et al. [152], and





From Eq. (3.31), it becomes apparent that β = kxl − θ is independent of ϕ. Con-
sequently, β′ = 0 in Eq. (3.25). Furthermore, by combining both relations, we can







This expression differs in a characteristic manner from the corresponding result for a
massive Schrödinger particle [153]: instead of being inversely proportional to the energy,
it is proportional to tan2 θ. This has (at least) three important implications: First,
instead of diverging as ε−1, the weak-disorder result of Eq. (3.33) stays valid even at
low energy3 ε. Second, for perpendicular incidence θ = 0, there is no localization,
γ = 0, as required by chiral symmetry via Klein tunneling [49, 142]. Third, the overall
angular dependence as tan2 θ implies that charge carriers incident with larger angles are
localized quite rapidly. Therefore, a random δGSL can act as a directional filter, with
preferential transmission perpendicular to the superlattice barriers.
Indeed, in the case ϕ = 0, i.e., for a purely random potential without a regular





becomes totally independent of energy ε. The simple, and sharp angular dependence
tan2 θ realizes a disorder filter at larger angles, allowing only particles around perpen-
dicular incidence θ = 0 to transmit ballistically.
Of course, a richer angular structure arises via the dependence on kxl = sε cos θ
and the dispersion relation in Eq. (3.32), so that a more detailed discussion is in order.
It is helpful to distinguish two limiting cases. First, for ε → 0 and thus kxl → 0,
3Actually Eq. (3.33) depends implicitly on ε, because kx and sinµ are functions of ε.
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Fig. 3.4: Lyapunov exponent γ, Eq. (3.19), vs. angle θ at energy ε = El/~vF = 2pi in a lattice of
δ-barriers with ±5% fluctuations around the average strength ϕ = pi/2. In the grey shaded areas in
panel a, the angle falls into a band-gap sector, and γ is given by Eq. (3.17). White areas: conduction
sectors, with γ due to disorder given by Eq. (3.33), shown on a magnified scale in panels b, c. The
numerical data confirms the delocalization resonance at θ1 = arccos(pi/ε) = 60◦, Eq. (3.35).
Eq. (3.32) always has the real (hence propagating) solution µ = Kxl = ϕ. Therefore,
unless ϕ = 0, pi, one has sin kxl/ sinµ → 0, and therefore delocalization (γ → 0)
occurs for all angles as ε → 0. Second, for large enough |ε| ≥ pi, one has sin kxl = 0
for ε cos θn = npi (n 6= 0), while allowing cosµ = ± cosϕ 6= 0. Equation (3.33) then
indicates that sin kxl = 0 gives angular transmission windows γ = 0 at
θn = arccos(npi/ε). (3.35)
Therefore, if the incident angle of a 2D plane wave is θn, then the Dirac particle will be
delocalized.
Numerical Experiment
We now turn to numerical experiments in order to check these predictions. The local-
ization Lyapunov exponents are extracted numerically by use of Eq. (3.19), after first
multiplying random matrices according to Eq. (3.15). Unless specified otherwise, we
always take N = 1000 random potential barriers and then ensemble-average over 30
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samples to reach negligible statistical error.
Figure 3.4 compares the analytical result of Eq. (3.33) with the numerical data,
for a varying incident angle θ at fixed energy ε = 2pi. The average lattice strength
is set to ϕ = pi/2, and we allow 5% equiprobable fluctuations (δv2/v2 = 0.01/12).
In the overview panel a, grey shading shows the intervals where ε falls into a band
gap. The incident wave then turns into an evanescent wave, whose attenuation is
described by γ of Eq. (3.17), with negligible corrections due to disorder. For the given
parameters, the band edges are located at angles θb solving cos θb = ± sin(ε cos θb), i.e.
θb ∈ {32.7◦, 52.9◦, 64.6◦}. At these points, Fig. 3.4 shows hardly visible spikes, where
the perturbative result of Eq. (3.33) is expected to fail [150, 151]. Inside the conduction
intervals, shown in the magnified view of panels b and c, the Lyapunov exponent γ
given by Eq. (3.33) is in excellent agreement with numerical results. The delocalization
resonance at θ1 = 60◦ is confirmed, with γ vanishing there.
Exact Delocalization Resonance
Interestingly, the numerical evidence suggests that the delocalization resonance not only
holds perturbatively to order 2, as predicted by Eq. (3.33), but instead is an exact
resonance. So we seek non-perturbative insights by returning to the transfer matrices.
Under the resonance condition, kxl = ε cos θn = npi, the free propagation phase is
eikxl = ±1. Without losing generality, let us assume eikxl = 1. The transfer matrix
Mn in Eq. (3.14) then depends on the random variable ϕn via
Mn = M(ϕn) =
cosϕn − is sinϕncos θ s sinϕn tan θe−iθ
s sinϕn tan θeiθ cosϕn + is sinϕncos θ
 . (3.36)
The product of transfer matrices obeys the remarkable property
M(ϕn)M(ϕn−1) = M(ϕn + ϕn−1). (3.37)
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Hence, the net transfer matrix across N barriers is PN = M(ΦN ) where ΦN =∑N
n=1 ϕn. As a consequence, the transmission probability
TN =
1





1− sin2 θ cos2 ΦN . (3.38)
is bounded from below by cos2 θ. So for the resonance angles θn of Eq. (3.35), TN
cannot be an exponentially decaying function of N , thus proving γ = 0. We emphasize
that this delocalization is no longer based on a weak-disorder expansion. Rather, it is
an exact result for arbitrary disorder strength.
3.3.2 Disordered Square Scalar Potential
We return to the general case of a rectangular potential superlattice, and proceed as
previously. With Eqs. (3.26) and (3.27) used in (3.13), the comparison with Eq. (3.14)
yields
eiα secφ = eiδ
(





eiβ tanφ = ei(δ−θ) tan θv sinϕ
sql
. (3.40)
We denote κ = lkx = sε cos θ and ql = [v2− 2εv+κ2]1/2, as well as ϕ = qw. We have
introduced δ = kxd as the phase picked up over the distance d = l−w between barriers.
In terms of these parameters, the dispersion relation of the clean GSL reads [112]
cosµ = cos δ cosϕ+ εv − κ
2
κql
sin δ sinϕ. (3.41)
Lyapunov Exponent
In the disordered case, Eq. (3.40) fixes β = kxd−θ, which now depends on the distance
d = l − w between consecutive barriers, such that β′ in Eq. (3.25) is finite for barriers
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Fig. 3.5: Lyapunov exponent γ, Eq. (3.19), vs. angle θ at energy ε = El/~vF = 2pi in a lattice of
potential barriers with fixed width w = 0.5l, and 5% fluctuations around average height v = V l/~vF =
pi, such that wv/l = pi/2 matches the δ barrier strength ϕ used in Fig. 3.4. In the grey shaded areas
in panel a, the angle points into a band-gap direction, and γ is given by Eq. (3.17). White areas:
conduction sectors, with γ due to disorder given by Eq. (3.42), shown on a magnified scale in panels
b, c. The numerical data for stronger disorder in panel c shows that the perturbative delocalization
resonance at θ ≈ 51.5◦ exists only for weak disorder.












where S′ denotes the derivative of





with respect to the fluctuating barrier parameter.
The relation between the Lyapunov exponent γ and the incidence angle θ established
by Eqs. (3.42) and (3.43) is rather complicated. But the overall factor tan2 θ guarantees
absence of localization due to Klein tunneling in the forward direction, as well as the
efficient filtering of large-angle components. To verify our analytical prediction, we plot
in Fig. 3.5 the Lyapunov exponent γ as function of θ at fixed ε for barriers with randomly
varying height, together with the data from the numerical solution. The agreement is
excellent.
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Approximate Delocalization Resonance
The numerical results show that there exists a delocalization resonance γ = 0 also in
this case, but at a slightly different angle, θ ≈ 51.5◦, compared to the δ-barriers of
Sec. 3.3.1. Let us see how this result comes about. With β′ = 0 (because in Fig. 3.5
only the barrier height fluctuates) in Eq. (3.42), there are two non-trivial factors that
can vanish, sinϕ and S′.
First, there is the obvious candidate sinϕ = 0, which is the single-barrier resonance
condition qw = npi [49]. But this zero is exactly cancelled by the most singular contri-













This expression could be thought to vanish for v = ε, i.e., when the energy equals the
mean potential height. However, v = ε implies q = iky, which is impossible because it
contradicts the initially assumed resonance condition qw = npi.
Therefore, S′ = 0 must be responsible for the observed delocalization resonance
γ = 0. In general, the equation S′ = 0 is too complicated to admit an analytical solution,
but the resonance angles θn can be found numerically. For the present parameters it is
the resonance angle θ1 that is observed in Fig. 3.5. In contrast to the case of δ-barriers,
though, this resonance is not exact. In Fig. 3.5c, numerical results for stronger disorder
show a deviation from γ = 0, thus indicating the absence of a true delocalization
resonance.
We note that for a purely random potential, v = 0 and n = vn, the Lyapunov








Now the single-barrier resonance condition kxw = npi does lead to γ = 0. Consistently,
the limit v → 0 of Eq. (3.44) vanishes. Here, to lowest order in  = δv, the wavevector
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inside the barrier is kx, and the resonance condition can be satisfied everywhere. But
it needs to be emphasized that also this result holds only for weak disorder, and hence
the Lyapunov exponent is not absolutely zero due to higher-order terms of .
3.4 Vector Potential
This section parallels the previous one, with results pertaining to disordered vector-
potential GSLs, as introduced in Eq. (3.7). The single-barrier reflection and transmission












= eiwkxeiθ sec θu sinϕ
q˜l
. (3.47)
Here ε = El/~vF = s|k|l and u = eAl/~c are energy and barrier height expressed in
lattice units. Besides, ϕ = q˜w is the phase picked up by the plane wave with wavevector
q˜ = l−1[ε2 − (lky − u)2]1/2 across the potential barrier. The variable q˜ differs from the
wavevector q in the previous scalar potential case. In particular, q˜ can be imaginary if
u is large, leading to bound states inside a barrier [140].
3.4.1 Amplitude-disordered Delta Vector Potential
Very narrow and high potentials barriers i.e., kxw  1 and u  ε, realize a vector
δGSL. In the limit w → 0 and u → ∞ at fixed uw/l = ϕ, one has q˜ → iu/l, and the
reflection and transmission coefficients in Eqs. (3.46) and (3.47) reduce to
1
t
= coshϕ− i sinhϕ tan θ, (3.48)
r
t
= eiθ sec θ sinhϕ. (3.49)
The fluctuating phase ϕ = uw/l describes randomness in both width w and height u.
We assume a distribution with mean ϕ = ϕn, and small fluctuations n = ϕn − ϕ with
variance 2 = δϕ2.
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Substituting Eqs. (3.48) and (3.49) into Eq. (3.13) and comparing with Eq. (3.14),
one has
eiα secφ = (coshϕ+ i sinhϕ tan θ)eikxl, (3.50)
eiβ tanφ = − sinhϕ sec θe−iθeikxl. (3.51)
The clean dispersion (3.16) for the vector δGSL is found by taking the real part of the
first relation:
cosµ = coshϕ cosκ− tan θ sinhϕ sin κ. (3.52)
where κ = kxl = [ε2 − l2k2y]1/2.
Lyapunov Exponent
For regularly spaced potentials, β′ = 0 in Eq. (3.25). Using Eqs. (3.50) and (3.51) to







This expression resembles much the scalar δGSL result (3.33), except that the tan2 θ
factor is replaced by sec2 θ. Therefore, vector δGSL and scalar δGSL share (at least)
one interesting feature: Instead of diverging as ε−1 in the Schrödinger case, the weak-
disorder prediction of the localization length stays valid even at low energy ε. On the
other hand, because sec2 θ = 1 at θ = 0, there is no reason to expect delocalized
solutions close to perpendicular incidence on general grounds.
Absence of Delocalization Resonances
For ϕ = 0, representing a random vector potential with zero mean, Eq. (3.53) reduces
to the energy-independent expression γ = 12δϕ2 sec2 θ. The angular dependence sec2 θ
differs from Eq. (3.34) for scalar δGSL in that localization stays finite even at perpen-
dicular incidence θ = 0, but becomes just as strong at grazing incidence θ → pi/2 where
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Fig. 3.6: Lyapunov exponent γ, Eq. (3.19), vs. incident angle θ, for a vector δGSL, with average lattice
strength ϕ = 1, energy ε = 2pi, and disorder modeled by ±5% fluctuations around ϕ. In the grey shaded
areas in panel a, the incident angle falls into a band-gap direction. The white area is the conduction
sector, in which the analytical Lyapunov exponent is given by Eq. (3.53), as shown in Panel b on a
larger scale.
sec θ ≈ tan θ.
For the general situation with ϕ 6= 0, we analyze two representative cases. Consider
first the low-energy limit ε→ 0 and thus κ→ 0. Then the dispersion Eq. (3.52) reads
cosµ = coshϕ, which requires an imaginary µ and hence describes a non-propagating
solution inside the band gap. As such, the vector δGSL acts as an insulator for small ε
and arbitrary incidence angle θ.
Next we turn to cases with sufficiently large |ε| ≥ pi. If ε cos θn = npi (n 6= 0),
one has sin κ = 0 and hence γ = 0. Note that under this condition, |cosµ| = coshϕ,
which again implies a non-propagating solution. So here γ = 0 merely indicates that
the disorder-induced correction to the decay exponent of the evanescent wave is zero.
Putting all the above considerations together, it appears that the localization behavior
in vector δGSLs is not as rich as in scalar δGSLs.
Figure 3.6 compares the analytical prediction Eq. (3.53) with numerical results, for
varying incidence angle θ at fixed energy ε = 2pi. The average lattice strength is ϕ = 1,
and disorder is modeled by 5% equiprobable fluctuations around ϕ. In the overview panel
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a, band-gap regimes are grey shaded. The band edges lie at the angles θb ∈ {42◦, 57◦}.
Exactly at these points, abnormal spikes are seen in panel a, signaling the expected
failure of Eq. (3.53) [150, 151]. Inside the conduction band, shown on a magnified scale
in panel b, the agreement between theory and numerics is excellent. In particular, no
delocalization resonance is seen, as analyzed above.
3.4.2 Disordered Square Vector Potential
The general case of a disordered rectangular vector potential is somewhat more com-
plicated and considerably richer in physics. Following the same procedure as for scalar
GSLs, the first step is to connect the transfer-matrix parameters α, β and φ to the GSL
parameters w, u, and l, as well as the Dirac-particle quantum numbers ε, θ, s. For that
purpose we use Eqs. (3.46), (3.47), (3.13), and (3.14) to obtain
eiα secφ = eiδ
(
cosϕ+ i sinϕκ




eiβ tanφ = −ei(δ−θ)u sinϕ
lq˜
sec θ. (3.55)
Here κ = lkx = ε cos θ, lq˜ = [ε2 − (lky − u)2]1/2, and ϕ = q˜w. δ = kx(l − w) is
the phase picked up between neighboring barriers. In terms of these parameters, the
dispersion relation of a clean GSL becomes
cosµ = cos δ cosϕ− κ
2 + uε sin θ
lq˜κ
sin δ sinϕ. (3.56)
Lyapunov Exponent













where S˜′ denotes the derivative of




cos δ sin θ (3.58)
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Fig. 3.7: Lyapunov exponent γ, Eq. (3.19), vs. incident angle θ, at energy ε = 2pi for a disordered
lattice of rectangular vector potentials. Disorder is modeled by ±5% fluctuations around an average
barrier height u = 2, while periodicity l and barrier width w = 0.5l are fixed, such that wu/l = 1
matches the δ barrier strength ϕ used in Fig. 3.6. The grey shaded area in panel a indicates a band gap
and the white area indicates conducting solutions. Panels b and c show details of the conduction sector.
An approximate delocalization resonance appears around θ = 18.5◦, for both analytical and numerical
results. The numerical data for stronger disorder in Panel c proves the departure from the weak-disorder
resonance.
with respect to the fluctuating barrier parameter. In contrast to the scalar potential
with overall tan2 θ dependence, the factor sec2 θ in Eq. (3.57) does not lead to a sim-
ple delocalization resonance at perpendicular incidence, just as for the vector δGSL of
Sec. 3.4.1.
Our numerical data confirm these predictions, as seen in Fig. 3.7. The statistical
fluctuations in Fig. 3.7b appear larger than before because for the present parameters,
the Lyapunov exponent γ is extremely small.
Approximate Delocalization Resonance
Figure 3.7 also reveals a delocalization resonance γ = 0 at θ ≈ 18.5◦, all the more
remarkable because no such resonance occurs in the δ-barrier limit of Sec. 3.4.1. In
order to explain this analytically, we return to Eq. (3.57). First of all, for the amplitude
randomness studied in Fig. 3.7, β′ = 0. Then, γ = 0 at u 6= 0 implies sinϕ = 0 or
S′ = 0.
Let us begin by analyzing the case sinϕ = 0, which is equivalent to the barrier
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resonance condition q˜w = (w/l)[ε2 − (ε sin θ − u)2]1/2 = npi. To leading order in
1/ sinϕ, we find |S′| = |qϕ′ sin δ/(u sin2 ϕ)| from Eq. (3.58). So the sin4 ϕ factors







This expression vanishes (remember u 6= 0) for u = lky, which is equivalent to u =
ε sin θ. Together with the barrier resonance condition, this fixes εn = npil/w. Therefore,
resonances should occur whenever
θ˜n = arcsin(u/εn) (3.60)
For the parameters of Fig. 3.7 (u = 2, ε = 2pi, and w = l/2), Eq. (3.60) predicts a
resonance at θ˜1 ≈ 18.6◦, in perfect agreement with the data in Fig. 3.7c. As shown by
the data for stronger disorder, the delocalization resonance only holds to lowest order
of the weak-disorder expansion.
Are there other delocalization resonances caused by S′ = 0? A direct answer is
difficult on account of the rather complex expression for S′. Numerically, we have
scanned the values of S′ and find that when S′ is zero, the associated solution falls
inside a band gap. This being the case, the S′ = 0 condition does not produce new
delocalization resonances, in marked difference to the scalar GSLs studied in Sec. 3.3.2.
3.5 Wave Packet Dynamics: Disorder-Induced Filtering
Our analytical results have revealed an interesting functional dependence of the local-
ization length upon the incident angle of charge carriers. In particular, the Lyapunov
exponent γ = l/lloc of a scalar GSL is proportional to tan2 θ. This factor indicates a
strong angular dependence of disordered-induced localization: the localization length
diverges for small θ and quickly decreases as θ increases. Certainly, for θ too close to
θ = pi/2, an infinite Lyapunov exponent or vanishing localization length is an artifact
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Fig. 3.8: Contour plot of the probability density, from 2D wave-packet dynamics simulations, for various
amplitudes v = V l/~vF of clean (upper row) and amplitude-disordered (lower row) scalar GSL potentials
V (x), Eq. (3.3). The time-evolution samples all incidence angles θ at once, starting with an isotropic
wave packet centered around energy ε = El/~vF = 2pi (see text). Comparison between panels a-b,
and c-d demonstrates disorder-induced filtering: since wave-packet components at larger angle θ have
a shorter localization length, they cannot contribute to propagation in x direction, and the transmitted
part of the wave packet appears more focused. The GSL potential in panels e-f is sufficiently strong to
induce the wave-packet collimation that accompanies the emergence of new Dirac cones. Panel f shows
that disorder has relatively little effect on collimation. Discussion of the disorder strength and its effect
is given in the text.
of weak-disorder perturbation theory. With this clarified, it is nevertheless clear that
scattering waves with larger θ tend to be much more localized than those with small
θ. And wave components with localization length shorter than the GSL sample will
not contribute to the conductance. This realizes a filtering effect due to disorder. The
main goal of the present, comparatively short section is to confirm this effect by a direct
dynamical simulation of wave-packet transmission across a scalar GSL, both with and
without disorder.
Figure 3.8 shows the result of a numerical solution of the time-dependent Dirac
equation with Hamiltonian (3.2) and a scalar GSL potential, Eq. (3.3), with symmetric
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barrier width w = 0.5l filling the half-space x > 10l. In order to sample all incidence
angles at once, we choose as initial condition an isotropic wave packet with momentum
components Ψ(p) ∝ exp{−(|p|−p0)2/(2∆p2)} centered on the radial value p0 = 2pi~/l
with spread ∆p = 0.2~/l; the wave packet’s central energy therefore is ε = 2pi in lattice
units. In Fig. 3.8, we plot the probability density at time t = 70l/vF ; in some cases, a
substantial part of the wave packet is reflected into the half-space x < 10l (not shown).
The upper row shows the results for clean GSLs of different strengths, whereas the lower
row shows the results for a single realization of the corresponding disordered GSLs with
fluctuating potential heights.
Panels a and b compare a pristine graphene sheet to a purely amplitude-disordered
scalar GSL with zero mean potential strength and equiprobable fluctuations δv ∈ [−1, 1].
Whereas the clean substrate allows for isotropic propagation, in the disordered GSL the
larger-angle components are localized more strongly, as expressed by the tan2 θ-behavior
of the Lyapunov exponent, Eq. (3.45). Consequently, the propagating part of the wave
packet is concentrated around the forward direction θ = 0, thus supporting our filtering
conjecture above.
Panels c and d compare again the clean and disordered situation, now in presence of
a GSL with finite strength v = pi, with the same lattice geometry and energy as used for
Fig. 3.5, but relatively strong amplitude fluctuations of ±30%. A strong filtering effect
analogous to panel b is observed, where the largest part of the transmitted probability
density is concentrated in the forward direction θ = 0, as expressed by the overall
tan2 θ-behavior of the Lyapunov exponent, Eq. (3.42).
The wave propagation in the clean GSL of panel c is quite isotropic, because the
associated dispersion relation is almost isotropic for the parameters chosen. If, however,
the potential strength of a scalar GSL is greater than a certain critical value, new
Dirac points emerge [114]. The resulting, strongly anisotropic dispersion relation then
collimates the wave packet [109]. This is shown in panel e, where the potential strength
v = 4pi makes the wave packet stay sharply focused in the forward direction. We have
investigated whether this collimation effect is robust against disorder. Panel f shows the
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effect of 10% fluctuations in potential strength. The collimation is seen to survive, with
hardly noticeable disorder effects. A quantitative analysis is difficult because the new
Dirac points appear at band edges where the weak-disorder expansion we have used fails.
Instead, one could possibly adapt the appropriate singular-point expansions [150, 151]
to the Dirac-GSL problem, which is a research program beyond the scope of the present
work. Here, we conclude that disorder-induced filtering can coexist with band-structure
collimation.
Very recently, 2 years after the publication of our work, Choi, Park and Louie [154]
analytically prove that graphene with disordered 1D scalar potential will also induce
supercollimation. They employ the perturbation theory by treating the term vFσypy in
Eq. (3.2) as the perturbation. Their discoveries resemble our results, but their results
apply to general 1D scalar potential and are supported by rigorous analytical proofs.
3.6 Concluding Remarks
Drawing on a general weak-disorder expansion, we have derived the Lyapunov exponent
(inverse localization length) of various 1D disordered GSLs modeled by random delta or
rectangular potentials, both for scalar and vector potentials. The analytical results have
been thoroughly checked by numerical experiments. We emphasize that, though the
GSL is assumed to be 1D, the physics is far more complicated than for a conventional
1D scattering problem due to the intrinsic coupling between the translational motion
and the spinor degree of freedom. One important complication we have predicted is the
strong dependence of the localization length on the incident angle of the charge carriers
injected to a GSL. To our knowledge, this is the first time that a complete theoretical
picture of this incident-angle dependence is obtained. We have also proposed to exploit
such angular dependence of the localization length to turn disorder into good use,
namely, a possible disorder-assisted filtering effect. Considering that large-size GSLs
may be manufactured in the near future, our theoretical results offer a quantitative tool
to analyze and predict disorder effects in GSLs.
Our analytical and numerical results also provide evidence for intriguing delocal-
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ization resonances: Along specific incident angles, the localization exponent can be
identically zero, or at least approach zero for weak disorder. Both scalar and vector
GSLs admit delocalization resonances in the conduction band, but for opposite reasons:
scalar potentials can have an approximate, weak-disorder resonance because a complex
term has zero solutions [i.e., S′ = 0, see Eq. (3.42) and (3.43)], whereas vector po-
tentials have an approximate resonance because of a simple barrier resonance condition
[sinϕ = 0, see Eq. (3.57)]. Moreover, the corresponding δ-limits of scalar and vector
GSLs show very distinct features: the scalar δGSL admits an exact delocalization by
virtue of an inter-peak resonance, whereas the vector δGSL has no resonance at all in
the conduction band. In all cases, it is important to realize that whenever numerical or
laboratory experiments are performed with finite-size samples, a lowest-order vanishing
Lyapunov exponent can very well appear as a rather sharp mobility jump, which signals
an effective delocalization across the sample [153, 155, 156].
In the context of 2D GSLs, a recent study [157] cautioned that lattice constants less
than 10 nm may induce inter-valley scattering or sublattice symmetry breaking, either
of which may lead to a band gap and hence break the linear dispersion relation of the
charge carriers. The implication of this important finding for our work is twofold. First,
to directly apply our theoretical results based on a linear dispersion relation, it is safer
to consider GSLs with lattice constants larger than 10 nm or with a potential preserving
the symmetry between different Dirac points or between different sublattices. Second,
as a possible extension of this work, one may now also apply our main theoretical tool
here to investigate how a disordered GSL with a sufficiently small lattice constant may
generate a novel physical situation, where charge carriers possess disordered mass as a
consequence of inter-valley scattering or sublattice symmetry breaking.
3.A Details of Weak-disorder Expansion
This appendix provides some details of the analytical calculation leading to the weak-
disorder Lyapunov exponent given by Eq. (3.24) and Eq. (3.25).
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3.A.1 Absence of Mixed-fluctuation Terms
The starting point is Eq. (3.23), where λ± = e±iµ, µ ∈ R, describes a propagating
solution in the clean GSL. A Taylor expansion to quadratic order in the fluctuations n
leads to
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First, we justify that the last line only gives a negligible contribution under the ensemble





















In the second term, we recognize the variance |z|2 = 2 =: σ2 in the limit N →∞. The
whole expression (3.62) can be written as σ2(|yi|2 − 1)/2, where the random variable
yi ≡ ∑Nn=1 z(i)n /(√Nσ) fluctuates as samples i are drawn from the ensemble. Now,
according to the Berry-Esseen theorem, in the limit N →∞ the probability distribution
of |y| converges to the standard normal distribution, with unit variance |y|2 = 1. As
a consequence, σ2(|y|2 − 1) = 0, such that the whole expression (3.62) gives zero
contribution after the ensemble average.
Then, the vanishing fluctuation mean (3.21) makes also the first line in (3.61) vanish.

















which is the result stated as Eq. (3.24).
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3.A.2 Diagonalization Procedure
As the last task, we need to express the matrix elements M˜ ′11 and M˜ ′′11 of the diagonal
representation through the transfer-matrix parameters {α, β, φ} as defined in (3.14). In






a = eiα secφ, (3.65)
b = eiβ tanφ, (3.66)
have to satisfy the constraint detM = |a|2 − |b|2 = 1. The diagonal representation
M˜ = diag(λ+, λ−) = P−1MP is attained by a basis transformation with
P =
 b b




 λ− − a −b
−(λ+ − a) b
 . (3.68)
Again, we assume that the eigenvalues λ± = e±iµ form a complex conjugate (µ ∈ R),
and non-degenerate (µ 6= npi for all n ∈ Z) pair since we seek the Lyapunov exponent
of inside-conduction-band solutions.
Elementary algebra leads to
M˜ ′11 = (P−1M ′P )11 =
2λ+Re{a′}
λ+ − λ− , (3.69)
where the useful identities λ+ + λ− = a + a∗ and (detM)′ = 2Re{a∗a′ − b∗b′} = 0
have been employed. Furthermore, Re{a} = cosµ entails Re{a′} = −µ′ sinµ, and
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sin2 µ = µ
′2, (3.70)
which is the second term needed in Eq. (3.63).







−i sinµ (cosµ− i sinµ). (3.71)







= Re{a∗a′′ − b∗b′′} = |b′|2 − |a′|2
= (φ′2 − α′2) sec2 φ+ β′2 tan2 φ. (3.72)





µ′2 + (φ′2 − α′2) sec2 φ+ β′2 tan2 φ
}
, (3.73)
Further algebraic manipulations lead to the identity
µ′2 + (φ′2 − α′2) sec2 φ = tan
4 φ









1D Dirac Model with Random Mass
Previously in Chapter 3 we studied the GSLs of random scalar potential and vector
potential. In this chapter, we will recapture the vector potential GSL shortly. Our main
objective is to introduce the 1D Dirac model with random mass, and show that it is
equivalent to the situation of a particle incident normally on the vector potential GSL.
The tool used to connect them is the transfer matrix formalism (TMF). This formalism
will also be used to connect our quantum walk (QW) model that will be studied later
in Chapter 5. We also numerically analyze the Lyapunov exponents γ of the 1D Dirac
model and find some interesting dips in the plots of γ versus energy ε. These dips are
shown to be related to the symmetry that emerges in the δ-limit of the square barriers,
which is deeply connected to the QW model.
4.1 Introduction
4.1.1 1D Dirac Model with Square Mass Barriers
1D Dirac model with position-dependent mass is described by the Hamiltonian:
HD = vFσxpx + σzM(x), (4.1)
where σx and σz are Pauli Matrices, M(x) = m(x)v2F is the modulated mass (gap),
and vF is the effective speed of light.
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This model has been investigated before to study the physics of off-diagonal disor-
der [35, 36, 158]1. We will study this model by employing the TMF, which was not
used before because of its incapability of interpreting the continuous mass profile2. In
our study, M(x) is set to be periodic and piecewise constant in the clean case. The
lattice structure is similar to the Kronig-Penney (K-P) model introduced in Chapter 2,





cos qw + i εql sin qw
)
−ieikx(l−w) M˜ql sin qw
ie−ikx(l−w) M˜ql sin qw e−ikx(l−w)
(
cos qw − i εql sin qw
)
 . (4.2)
The barrier width w and the barrier height M˜ depend on the local barrier’s properties,
so they may vary from site to site if disorder was introduced3. q =
√
ε2 − M˜2/l is
the wave vector inside the barrier. Here ε = El/~vF and M˜ = Ml/~vF are rescaled
dimensionless variables of the actual energy E and the modulated mass M . kx = ε/l is
the wave vector in the piecewise free space. The dispersion of the clean lattice is
cosµ = cos[kx(l − ω)] cos qw − ε
ql
sin[kx(l − ω)] sin qw. (4.3)
We consider the amplitude-disordered δ “mass potential” that can be obtained from
the square “mass potential” by taking the limits of the parameters w andM . We assume
that Mn → ±∞ and wn → 0, and Mnwn/(~vF ) = δn is unchanged. Therefore, we get
the transfer matrix of the δ potential:
T˜n =
 eiε cosh δn −ieiε sinh δn
ie−iε sinh δn e−iε cosh δn
 . (4.4)
1We will introduce the off-diagonal disorder in Chapter 5.
2Here the “continuous mass profile” means that M(x) is a continuous function of x.
3We can perturb the “mass potential” M(x) to obtain a disordered “potential” profile.
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We perform a unitary transformation on it and get
Tn =
eiε cosh δn −i sinh δn
i sinh δn e−iε cosh δn
 . (4.5)
Here ε is the energy, δn is the amplitude of the δ potential. Similar to the transfer
matrix in Chapter 3, cosh−2 δn denotes the transmission probability of the δ potential
at site n. This transfer matrix is the key to connecting this model to the disordered QW
model in Chapter 5. Later in Sec. 4.1.3 we will discuss this connection in detail.
4.1.2 Disordered Vector Potential GSL
In Chapter 3 we study the GSL with vector potential. In this section, we will consider a
specific case in which the incident angle is 0. The corresponding transfer matrix can be




cos q˜w + i εq˜l sin q˜w
)
−eikx(l−w) uq˜l sin q˜w
−e−ikx(l−w) uq˜l sin q˜w e−ikx(l−w)
(
cos q˜w − i εq˜l sin q˜w
)
 . (4.6)
Here ε = El/(~vF ) = kxl, lq˜ = [ε2 − u2]1/2. E is the real energy, l is the period
the superlattice potential and kx is the wave vector of free space in x-direction. q˜ is
the wave vector inside barrier, and u is the vector potential barrier height expressed in
lattice unit. The superlattice parameters u, w (barrier width) and q˜ are site-dependent
when disorder is introduced.
This transfer matrix (Eq. (4.6)) is almost identical to the transfer matrix in Eq. (4.2)
for 1D Dirac model with square mass barriers. Therefore, they possess the same physics
because the wave function and the transport properties can be solely obtained from the
transfer matrices of the system. We take the δ limit of square potential here, and get
the transfer matrix of the δ potential:
Tn =
 eiε cosh δn −eiε sinh δn




Here δn = unwn/l. Not surprisingly, this transfer matrix resembles Eq. (4.4), i.e., the
transfer matrix of the 1D Dirac model with δ “mass potential”. Through a certain
unitary transformation, these two transfer matrices will be identical.
In a short summary, we show that two systems, one is the vector potential GSL with
0 incident angle, and the other is the 1D Dirac model with square mass barrier, have
almost identical transfer matrices. So the same physics shall be found in both systems
such that one may use one system to study the other. In the following, we will connect
them to the QW model that will be studied in Chapter 5.
4.1.3 The Connection between the Dirac Model and the QuantumWalk,
and the Implications
Later in Chapter 5, we investigate an finite-chain QW model. We show that the eigen-
state of the QW is described by the transfer matrix in Eq. (5.14), which resembles the
transfer matrix here in Eq. (4.5)4. Therefore, we successfully map the QW model into
the 1D Dirac model with δ-type “mass potential”. This mapping implies that the physics
of the two systems shall be identical.
The interesting physics in the two systems is due to off-diagonal disorder that will be
introduced in Sec. 5.1.2 of Chapter 5. In 1D Dirac model with a general disordered “mass
potential” M(x), the physics of off-diagonal disorder is shown to emerge [35, 36, 158]
around the energy ε = 0 and under the conditionM(x) ≈ 0. The square and δ potential
barrier are two special cases of the generalized “mass potential”, so they should also
display the physics of off-diagonal disorder under a certain condition.
To summarize, we use transfer matrices to successfully connect three distinct models,
i.e., the 1D Dirac model with mass, the vector potential GSL with incident angle 0, and
the finite-chain QW model. The first two models are equivalent, and the third one is
equivalently a subset of them. The equivalence of these models implies that the physics
of off-diagonal disorder can be found in any of them, and one may employ one model
4One may then think they are equivalent, but actually they are not. The eigen energy of the 1D Dirac
model is real energy and unbounded, while the eigen energy of the QW is quasi-energy and periodic
with the periodicity 2pi. Besides, their boundary conditions would be different because the reflection
boundary condition of our QW model is hardly to be present in the 1D Dirac model.
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to study the other in experiment, whichever is more feasible.
4.2 Lyapunov Exponents in 1D Dirac Model
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Fig. 4.1: Lyapunov exponents γt, γm and their ratios versus energy ε for different disorder strength. Left
panels (a), (c) and (e) show the values of γt and γm as functions of ε. Right panels (b), (d) and (f)
display the corresponding ratios. In the left panels, red circle represents γt while blue stars represents
γm. From the top panel to the bottom, the disorder strength ps = 0.1, 0.3 and 0.5 respectively. Notice
that the γt, γm and their ratio at ε = 0 are well separated from the rest. This clearly indicates that
0-energy state is quite special compare to others.
In this section, we will numerically explore the Lyapunov exponents of the 1D Dirac
model with random square mass barrier. The transfer matrix in Eq. (4.2) is utilized to
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generate Lyapunov exponents.
We define two Lyapunov exponents here. One is the typical Lyapunov exponent γt,
and the other is the mean Lyapunov exponent γm. In numerical simulations, we consider
Nr realizations of disorder (Nr = 1000 in our simulations), and each realization consists
totally N barriers (we choose N to be 800). We define tn,n′ to be the transmission
probability of a wave function incident at site 1 and exiting from site n (n ∈ [1, N ]) in






ln tn,n′ . (4.8)
Then we plot the curve of y(1)n against n to extract the slope that is defined as γt here.
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γt, ps = 0.5
γm, ps = 0.5
γt, ps = 0.7
γm, ps = 0.7 b
Fig. 4.2: γt and γm versus ε at the vicinity of the dips. Red circle (lower): γt with disorder strength
ps = 0.5; blue star (lower): γm with the same disorder strength; pink circle (upper): γt with ps = 0.7;
green star (upper): γm with ps = 0.7. (a) The detail around ε = pi/2. (b) The detail around ε = pi. The
dips of mean Lyapunov exponents are more obvious, and they shift to the up and right as ps increases.
The Lyapunov exponents around ε = pi are relatively smaller than that around pi/2. This is expected as
high energy could overcome the disorder effect partially.
Generally speaking, the two Lyapunov exponents are different and γm > γt, because
tn,n′ follows the log-normal distribution5 approximately [88] for fixed n and varying n′.
5This is reason why γt is named as typical Lyapunov exponents, while γm is called mean Lyapunov
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In the case of M(x) ≈ 0, the Lyapunov exponents of different energies ε are shown in
Fig. 4.1. As ε increases, the Lyapunov exponents decrease. This is understood, because
the particle with higher energy will be less affected by the disorder. We also notice that
the ratio of the two Lyapunov exponents increases as the disorder strength increases
(Panels (b), (d) and (f) in Fig. 4.1), and the detail is yet to be explored.
Besides, an obvious dip in panel (e) of Fig. 4.1 is quite strange, so we plot a detailed
graph of its vicinity (See Fig. 4.2). This dip appears around ε = pi/2, which is the same
as the delocalization transition energy in the disordered QW model6 [61]. So we suspect
that there are some links between them. By taking the δ limit of the square barriers in
the Dirac model, the two models become effectively equivalent. As the disorder strength
increases, the square barrier is getting closer to the δ barrier, and the effect similar to
delocalization transition appears, i.e. the dips. When the disorder is weak, the dip is
not obvious, shown in panel (c) of Fig. 4.1.
We also notice that another dip appears around ε = pi (See panel (b) of Fig. 4.2). We
can employ the similar arguments to explain it because ε = pi is another delocalization
transition energy in disordered QW (refer to Sec. 5.3 of Chapter 5.). Briefly, in the δ
limit of the square barrier in the Dirac model, transfer matrix in Eq. (4.5) is recovered
and the state with energy pi is delocalized. Therefore, in the case of common square
barrier, no delocalization transition appears at ε = pi but just the dip there.
So far we have focused on the cases where the averaged mass barrier height is 0.
In the next, we assume that the barrier height fluctuates around M(x) = 1 and plot
Fig. 4.3. In this case, γt and γm decrease significantly as ε increases. The dips appeared
in the case of M(x) = 0 persist here for ε = pi/2 only. The details around the dips are
shown in Fig. 4.4. M(x) = 1 opens the gap around ε = 0 and pi in the corresponding
clean lattice, so no 0-mode or pi-mode in the clean case7. Therefore, it is meaningless to
talk about the Lyapunov exponents for ε = 0 and pi in corresponding disordered cases.
exponent.
6In Appendix 5.B of Chapter 5, we will study this special energy. For convenience, the reader can
just keep in mind that the wave function with energy pi/2 is delocalized if the system were described by
the transfer matrix in Eq. (4.5) (or equivalently, Eq. (5.14)).
7One can also regard the 0-mode and pi-mode as the evanescent states. Here 0-mode means the
state with energy 0.
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Fig. 4.3: Lyapunov exponents γt, γm and their ratio versus the energy ε for different disorder strength.
The meanings of the curves and parameters are the same as Fig. 4.1 except that M(x) = 1 instead
of M(x) = 0. This time 0 energy locates at the band gap of the corresponding clean lattice, so the
0-energy state is an evanescent wave and it is not special any more. The ratio γm/γt still increases as
ε increases.
To summarize this chapter, we have demonstrated that three distinct models, i.e.,
the 1D Dirac model with mass, the vector potential GSL with incident angle 0, and
the finite-chain QW model, are equivalent under some constraints. The γ-ε curves
(Lyapunov exponents versus energy) are plotted to briefly illustrate some differences
and sameness (for example, the dips) between the Dirac model and the QW model.
Later in Chapter 5 (specifically, in Appendix 5.B), we will come back to this and give
more details. These results are easily obtained using the transfer matrix formalism. This
chapter serves as a bridge to connect most of the 1D systems investigated in this thesis,
and demonstrates the usefulness of the TMF which is employed across this thesis.
The following Appendix of this chapter is a supplementary material to the study of
Dirac models with random mass. It is not quite closely related to main content of this
thesis, but shall provide the readers with more related topics.
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γt, ps = 0.5
γm, ps = 0.5
γt, ps = 0.7
γm, ps = 0.7
Fig. 4.4: γt and γm versus ε at the vicinity of ε = pi/2. The symbols have the same meanings as
Fig. 4.2. The dips of Lyapunov exponent γm are more obvious, but they are not as sharp as the dips in
Fig. 4.2. They locate a bit far from ε = pi/2, and they shift to the right a bit as the disorder strength
ps increases. There are no dips around ε = pi because a gap opens around ε = pi in the case of clean
lattice with M(x) = 1.
4.A 2D Dirac Models with Random Mass
Speaking of the Dirac model with random mass, we think it would be helpful to briefly
introduce the early study of the graphene with 2D fluctuated gap and the GSL with
periodic “mass potential” (or gap).
4.A.1 Graphene with 2D Random Mass
As mentioned in Chapter 3, pristine graphene is a 2D material described by the 2D
massless Dirac Equation with the Hamiltonian of Eq. (3.2). Its honeycomb lattice
structure contains 2 symmetric sublattices. If the symmetry was broken, gap (mass) will
be produced and the effective 2D Dirac Hamiltonian will gain the mass term:
H = vFσ · p+M(x, y)σz. (4.10)
In graphene, vF ≈ 106 m/s is the Fermi velocity; σ ≡ (σx, σy) is the vector of Pauli
matrices, and σz is the Pauli matrix. M(x, y) = m(x, y)v2F is the modulated position-
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dependent mass.
In graphene, there are two ways of breaking the symmetry and opening the gap,
either by being deposited in some substrates [159, 160], or by absorbing the atomic
hydrogen [161, 162]. By different constructions, M(x, y) can depend on x or y only, or
both x and y. Ziegler investigated the case thatM(x, y) is random and depends on both
x and y [163, 164], and predicted the emergence of metallic phase in a certain condition.
Later Bardarson et al. [165] performed numerical calculations on the model and pointed
out that the metallic phase did not exist. In response to the contradiction between the
analytical and numerical results, Ziegler and his colleague Sinner [166] investigated the
random gap model using the finite graphene samples, and reach a qualitative agreement
with the numerical calculations. In addition to the study of the static mass disorder,
temporal mass disorder was also investigated [167].
4.A.2 Graphene with 1D Random Mass
In the Hamiltonian (4.10) that describes the graphene with mass, if the mass term
M(x, y) depends on one dimension only and is periodic in that dimension, say, x, then
the system is effectively an graphene superlattice (GSL). This GSL with periodically
modulated mass barrier can be realized by depositing the pristine graphene on a substrate
consisting of alternating silicon oxide and h-BN [168, 169]. The graphene strips on SiO2
retain 0 gap Dirac cone, while the strips on h-BN will open the gap.
People have studied this model by employing the TMF [168–171]. In those papers, an
additional periodic scalar potential V (x) is employed, and M(x, y) → M(x) specifies
the modulated periodic mass profile. V (x) and M(x) are piecewise constant, just
like the set-up of the GSLs in Chapter 3. They structured the profiles of V (x) and
M(x) in different ways, and found various conductance properties [170, 171] and band
structures [168, 169]. The emergence of new Dirac points was also observed [169].
Azarova and Makasimova [172] considered the multi-mass-barrier structure instead of
the superlattice structure, and they derived the conductance dependence on angles8 and
8In our study of the GSLs in Chapter 3, angle dependent Lyapunov exponents (similar to the con-
ductance) are also addressed.
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energies, and found the conditions for the perfect transmission to occur.
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From Disordered Quantum Walk to
Physics of Off-diagonal Disorder
In this chapter, we study a disordered discrete time quantum walk (DTQW) model
using the transfer matrix formalism (TMF) introduced in Chapter 2. In our set-up, we
deliberately make coin operators disordered, and analytically show that the physics of
off-diagonal disorder emerges thereafter. The density of states (DOS) and localization
length that are related to the physics of off-diagonal disorder are analytically derived
and numerically verified. We also propose a possible experimental preparation of the
off-diagonal disordered state using the quantum walk (QW) set-up, because QW has
been realized in various experiments.
In the following, we first introduce DTQW and some quantum systems that possess
off-diagonal disorder. Then we show the set-up of our QW model, followed by the
analytical investigation of this model. Finally we will numerically verify our experimental
proposal that may realize the off-diagonal disordered state. Last but not the least, in
the appendices we present some complementary studies on several specific boundary
conditions and the states of some special quasi-energies in our QW model. Besides,
another QW model called split-step quantum walk (SSQW) will also be introduced and
briefly analyzed using the TMF in the appendices.
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5.1 Introduction
5.1.1 Discrete Time Quantum Walk
Recently, the study of topological phenomena in condensed matter physics is quite
intense [40, 41]. At the same time, the study of topological physics in time-periodic
systems emerges, and new topological properties exclusive to this kind of systems are
being discovered [57, 76]. As a typical example of time-periodic systems, QW has been
well-studied and some new QW protocols are introduced [57, 58, 173, 174] to realize
many different classes of topological phases.
Among various QW protocols, discrete time quantum walk (DTQW) is the simplest.
It is the quantum analog of classical random walk [175]. Quantum interference endows
it with properties quite different from classical random walk. Specifically, unless mea-
surements are performed, DTQW’s wave function is uniquely determined for any given
initial condition. So it is not “random” at all compared with classical random walk.
In DTQW, an initially localized wave function will spread proportionally to t2, so it is
much faster compared with random walk whose spread1 is proportional to t. Therefore,
DTQW may be used as a fast search algorithm [176] in quantum computation [177].
On the experimental side, DTQW is not hard to realize. Two early DTQW experi-
ments were realized in 2005 using either linear optical elements [62] or nuclear-magnetic
resonance systems [63]. Since 2007, a variety of physical systems are employed to re-
alize 1D DTQW, for example, trapped ions in phase space [66, 68], trapped atoms in
a spin-dependent optical lattice (position space) [67], photons in optical waveguide ar-
ray [65, 70, 72, 73], and photonic walks with interferometers [64, 69, 71]. Very recently,
a photonic walk without interferometers is realized [75], in which photons walk in the
orbital angular momentum space instead of the position space.
After the introduction of some general aspects of DTQW, we shall now go into the
details. Specifically, DTQW is defined via the action of a single particle with a two-state
internal degree of freedom. For convenience, we refer to its internal states as “spin-up”








Fig. 5.1: The protocols of DTQW (a) and SSQW (b). For DTQW, first the spin is rotated, and then
spin-up component is transferred to the right while spin-down to the left. For SSQW, more steps are
required to complete one cycle: spin rotates → spin-up moves to right and spin-down remains → spin
rotates again → spin-down moves to left and spin-up remains. This figure is taken from Ref. [174].
and “spin-down”. As a time-periodic system, each period of DTQW consists of two
operations (See panel (a) of Fig. 5.1):
1. Rotation of spin through operator R. Without loss of generality, we assume the
rotation is around y axis by an angle 2θ, so R = e−iθσy . Specifically, R(θ) is
R(θ) =
cos θ − sin θ
sin θ cos θ
 . (5.1)
We call it coin operator2 since its operation resembles the process of tossing coins
in classical random walk.
2. At each site, the spin-up component is moved to the right, while the spin-down




(|n+ 1〉 〈n| ⊗ |↑〉 〈↑|+ |n− 1〉 〈n| ⊗ |↓〉 〈↓|) .
2We may also refer to it as rotation operator.
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In the following of this chapter, we mainly study the QW model described by the protocol
of DTQW, so we refer to it as “QW” instead of “DTQW” for simplicity.
5.1.2 Off-diagonal Disorder
Disorder-induced localization in quantum systems has been studied for decades after the
pioneering work of Anderson [5]. Generally speaking, two types of disorder are addressed,
diagonal and off-diagonal disorder. We have briefly introduced them in Chapter 1. Here
we review them again with more details.















In this model, there are two kinds of potential: on-site potential i and hopping potential
ti. c†i and ci are creation and annihilation operators. If the tight binding Hamiltonian was
expressed in the matrix form using Wannier states on each site as the basis, i will appear
along the diagonal, while ti will be the off-diagonal elements of the matrix. Hence, if
the on-site potential i is random with respect to the lattice site index i, we say that the
system contains diagonal disorder. If the hopping potential is disordered, we call this type
of disorder off-diagonal disorder4. Diagonal disorder will induce Anderson localization
in 1-D [5], while pure off-diagonal disorder could lead to something different, like zero-
energy delocalization, power-law correlation, and so on [17–19, 35, 36, 104, 178–181].
When diagonal and off-diagonal disorder coexist, effect of the former will overwrite the
latter, resulting in localization only5.
3Here only the nearest neighbor hopping is taken into account.
4It is also termed as random hopping model.
5For more information, one can refer to Ref. [182] and references therein.
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Previous studies have revealed three special properties of the off-diagonal disordered
systems, shown in the following.
• Delocalization transition at energy 0 [18, 19]. Specifically, the localization length
`(ω) is related to energy ω through the relation
`(ω) ∝ | lnω|. (5.4)
Therefore, as the energy approaches 0, the localization length goes to infinity,
indicating a delocalization transition at ω = 0.
• Emergence of Dyson’s singularity of DOS at ω = 0 [17–19]. The explicit expression
of DOS ρ(ω) is
ρ(ω) ∝ |ω ln3 ω|−1, (5.5)
so it is clear that ρ(ω) diverges as ω goes to 0.
• Unusual long-range correlation of the 0-mode6 (it is delocalized). It is shown that
its two-point correlation decays polynomially with the coefficient −3/2 under the
condition of stronger disorder and large two-point separation [35, 36, 158]. It
is pointed out that this is the manifestation of the actual stretched exponential
decaying profile of the wave function [183–186], i.e., ψ(x) ∝ exp(−γ˜|x−x0|1/2),
where γ˜ is a constant7.
The prominence of off-diagonal disorder was first noticed by Theodorou and Co-
hen [18]. They pointed out that the off-diagonal disordered system described by Hamil-
tonian (5.3) was equivalent to a special disordered linear chain of harmonic oscilla-
tors [187, 188] investigated by Dyson [17]. Two years later, Eggarter and Riedinger
extended previous study [19] by developing a clever method to deal with general dis-
tributions of off-diagonal disorder8. It was shown that the bipartite structure9 of the
6Here 0-mode means the eigenstate with 0 energy or 0 quasi-energy.
7 One may expect that the state with this type of wave function shall be localized. However, its
Lyapunov exponent is given as γ ≡ lim(x−x0)→∞ 1|x−x0| γ˜|x − x0|
1/2 = 0, which indicates that it is
delocalized. For a detailed analysis, one shall refer to Ref. [183].
8Later we will partially employ their method in our analytical derivations.
9Generally speaking, the off-diagonal disordered TBM can be regarded as a bipartite system, because
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off-diagonal disordered system was responsible for the emergence of this special 0-mode
(see Ref. [189] and references therein).
Through decades of studies, many disordered models are proved to be equivalent
to the above-introduced off-diagonal disordered TBM. In the following, I will briefly
introduce some of them.
1D Dirac model with random mass
The 1D Dirac model with random mass has been introduced and briefly studied in
Chapter 4. For convenience, we recall its simple Hamiltonian here:
HD = vFσxpx + σzM(x), (5.6)
where σx and σz are Pauli matrices, M(x) is the position-dependent mass, and vF
is the effective speed of light. M(x) = 0 is necessary for realizing the off-diagonal
disorder. Actually no elementary particles obey this Hamiltonian, so this Hamiltonian is
usually used to describe systems that can be mapped into it via some transformations
and approximations.
The link between this model and the off-diagonal TBM was bridged by Balents and
Fisher [35]. Besides, Steiner, Fabrizio and Gogolin [158] and Shelton and Tsvelik [36] also
investigated this model and derived the analytical expressions of DOS, localization length
and correlation10 using different methods11. Bocquet did a comprehensive investigation
on various types of disorder that could appear in 1-D Dirac equation, i.e., he included
vector and scalar potentials in the Hamiltonian (5.6) [191]. Later Takeda reformulated
the random mass system using the TMF for numerical simulations only [192]. All these
studies have shown consistent results.
states at odd sites will hop to the even sites only, and vise versa. Odd sites are not equivalent to even
sites, so two neighboring sites, odd and even, form one unit cell. This effectively realizes a bipartite
structure.
10Shelton and Tsvelik derived the correlation only.
11Specifically, Balents and Fisher mainly used supersymmetric methods, and partially employed Li-
ouville quantum mechanics introduced by Shelton and Tsvelik in the preprint of their paper. Steiner




Various spin chains models
Since the work of Fisher [193–195], the theoretical study of disordered 1-D spin chains
became closely related to off-diagonal disorder. The method he used is real-space renor-
malization group method, and his models included McCoy-Wu random transverse field
Ising model and random Heisenberg and XX spin chains. Later Balents and Fisher [35]
mapped these models onto 1D Dirac model with random mass to implement the su-
persymmetric method. The experimentally realized disordered spin-Peierls [196] and
spin-ladder systems (see Ref. [197, 198], and references therein) were also mapped onto
the 1D Dirac model with random mass [36, 158] so that easier treatments could be
applied.
In general, some random spin-chain models can be mapped onto the Dirac model
for analytical study. Therefore, they should possess off-diagonal disorder. For more
information, one can refer to Ref. [37], and references therein.
Model: 2D Dirac fermions in a random vector potential
This model was studied by Ludwig et al. in the course of investigating integer quantum
Hall transition. The pristine model (without disorder) describes spinless non-relativistic
fermions on a square lattice with nearest-neighbor and diagonal hoppings12, and with
half a unit of magnetic flux quanta per square plaquette13 [202]. This configuration may
remind you of graphene’s lattice structure [43–45, 49]. Actually its effective Hamiltonian
is indeed the 2D Dirac Hamiltonian.
This model closely resembles the 1D Dirac model with random mass if the vec-
tor potential becomes disordered. Their 0-modes’ wave functions have similar expres-
sions [202]. We also studied a similar model called graphene superlattice with random
vector potential [203], and we already show its connection with 1D Dirac model using
the TMF in Chapter 4.
12Here the diagonal hopping means the wave function at a certain site hops to itself. This is equivalent
to the diagonal potential
13This model triggered many following studies on integer quantum Hall effect. For related study, one
can check Mudry and his collaborators’ works [199–201], and references therein.
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Other models
As mentioned before, Dyson’s disordered linear chain of harmonic oscillators can be
mapped onto the tight-binding Hamiltonian (5.3) with pure off-diagonal disorder [17,
18, 187]. Brouwer et al.14 investigated a 1D random hopping model consisting of several
parallel bipartite sublattices [205], in which 0-modes, boundary conditions and multiple
sublattices have been studied in detail. Correlated off-diagonal disorder is also studied in
literature (see Ref. [206, 207], and references therein). Systems with random long-range
hopping (pure off-diagonal disorder here) has been explored by Zhou and Bhatt [208].
The off-diagonal disorder in graphene has been noticed recently by Zeuner et al. [209].
QW was shown to possess off-diagonal disorder through numerical studies by Obuse
and Kawakami [61]. We extend their work by analytically proving the existence of off-
diagonal disorder, and discuss two different conditions for the emergence of off-diagonal
disordered states. One of them was not noticed in the previous study.
Experiments
By doping CuGeO3 with Zn [210–212]15 or Mg [213–215], effectively the disordered
spin-Peierls model, which possesses off-diagonal disorder, were realized. Phenomena like
phase transitions and long-range orderings were believed to relate to the physics of off-
diagonal disorder. However, direct observation of physical properties like the correlation
exponent −3/2 were not made yet. For readers who are interested in experiments of
spin-Peierls systems, those papers and the references therein will serve well [210–215].
Another spin model, the spin-ladder model, was also realized in 1990s [216], including
the doped systems where off-diagonal disorder may exist [198]. However, its theoretical
equivalent model, 1D Dirac model with random mass, is only applicable in the low-energy
regime [217]. Orignac and Giamarchi pointed out that spin ladders are robust against
weak disorder [218]. Yusuf and Yang [219] gave a brief review of discrepancy between
theoretical and experimental studies of this model, and mentioned that 3D inter-ladder
14For more related studies, one can refer to the references in this paper and Brouwer’s another
paper [204].
15 Oseroff et al. doped CuGeO3 with Zn, Ni, Mn and Si.
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coupling effects could drive experimental observations away from theoretical predictions.
To summarize, treating the spin-ladder model as a 1-D Dirac model with random mass
cannot capture the physical pictures obtained in experiments, so these experimentalists
did not pay much attention to these studies related to off-diagonal disorder physics.
Other than that, few experiments concerning off-diagonal disorder were reported
until recently Keil et al. demonstrated that a chain of optical waveguides could realize
an effective 1D Dirac model with random mass [34]. They used coupled series of optical
chains, and observed the long range correlation in a certain range characterized by the
correlation exponent −3/2. Though it has not received much attention, the experiment
itself is nevertheless a great achievement since it is the first experiment that realizes
off-diagonal disorder.
To our knowledge, there are no experimental realizations of the off-diagonal disor-
dered model other than those stated above. Uyana et al. proposed a possible experi-
mental realization by extending the so-called tri-pod scheme [104, 181], a set-up using
3-level cold atoms interacting with laser beams. However, it is difficult to be realized.
To conclude, some doped spin chains and spin ladder systems could be approximated
by the 1D Dirac equation with random mass, but the experiments do not show profound
phenomenon characterizing off-diagonal disorder due to the complexity of these systems.
The only assuring experimental realization of the off-diagonal disordered model was done
by Keil et al. [34].
In our work, we will propose another promising experimental realization using QW.
Remarkably, through adiabatic preparation of the initially localized 0-mode, we can arrive
at the 0-mode representing off-diagonal disorder, with extraordinarily high accuracy and
small number of steps. By measuring the probability distribution of the 0-mode after
evolution, we could either study the individual realization of the off-diagonal disorder
and compare it with analytical results, or take ensemble average of individual realizations
to further examine the correlation. Our numerical experiments show that results in both
situations agree with theoretical predictions. One advantage of this QW approach is
that the diagonal disorder does not exist by construction.
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Fig. 5.2: Set-up of our finite-chain QW. There are totally N + 2 sites, where site 0 and N + 1 are the
boundary sites with reflection coin operators R− and R+. Coin operators of bulk sites n = 1, 2 . . . N −
1, N depend on the local angle θn, which may vary from site to site. The red slashes connect spin
components βn and αn+1, because they form the new "spinor" in our transfer matrix algorithm. This
will be shown later.
5.2 Set-up of Our QW Model
In this work, we only consider QW in a finite chain. Our QW model is obtained by
cutting the DTQW model into a finite chain [61, 173, 174]. The cutting protocol is





cos(±pi2 ) − sin(±pi2 )
sin(±pi2 ) cos(±pi2 )
 (5.7)
to preserve the particle-hole symmetry and conserve the probability inside the chain.
Since the coin operators at two ends can be either R+ or R−, we could have 4 choices
of boundaries as (R(θ0), R(θN+1)) = (R±, R±). For the purpose of demonstration,
we choose (R−, R+) as our boundary condition. Note that our QW chain has totally
N + 2 sites, and N of them are bulk sites (See Fig. 5.2). The disorder is introduced by
perturbing the local rotation angle θn, i.e.,
θn = θ˜ + δn for n = 1, 2...N. (5.8)
Here θ˜ is identical for different sites n, while δn may differ from site to site, giving rise
to disorder.
Now we need to solve this finite-chain QW system with a disordered bulk specified
by θn (n = 1, ..., N). This system is governed by a time-evolution operator U , which
16 By setting angle θ in Eq. (5.1) to be ±pi/2, the coin (rotation) operator R will turn spin-down
spinor into spin-up, and vice versa, so we call it reflection coin operator.
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can be obtained from the UDT in Eq. (5.2). In the position space, it can be expressed
explicitly as a 2(N + 2)× 2(N + 2) matrix. Since U describes the time-periodic system,
it is unitary, and can be solved with eigenvalue eiω, as shown in Sec. 2.3.2 of Chapter
2:
U |ψ〉 = eiω |ψ〉 , (5.9)
with explicit form of U

0 0 0 0 · · · 0 0 0 0
0 0 sin θ1 cos θ1 · · · 0 0 0 0
cos θ0 − sin θ0 0 0 · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 0
... ... ... ... . . . ... ... ... ...
0 0 0 0 · · · 0 0 0 0
0 0 0 0 · · · 0 0 sin θN+1 cos θN+1
0 0 0 0 · · · cos θN − sin θN 0 0




Its eigenstate |ψ〉 is denoted as
|ψ〉 = (α0 β0 α1 . . . αN+1 βN+1)T . (5.11)
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Take N = 2 for example,
U (N=2) =

0 0 0 0 0 0 0 0
0 0 sin θ1 cos θ1 0 0 0 0
cos θ0 − sin θ0 0 0 0 0 0 0
0 0 0 0 sin θ2 cos θ2 0 0
0 0 cos θ1 − sin θ1 0 0 0 0
0 0 0 0 0 0 sin θ3 cos θ3
0 0 0 0 cos θ2 − sin θ2 0 0




Because of the special choices of coin operators at the boundaries, the first and last
rows, and the first and last columns in the operator U have entries 0 only. So we remove
those rows and columns, and U becomes a 2(N+1)×2(N+1) matrix. Correspondingly,
the entries α0 and βN+1 in the eigenstate |ψ〉 are removed.
5.2.1 Solving the Spectrum of U
From the equation (5.9), we can obtain the recursive relation between the entries in the




iω = αn−1 cos θn−1 − βn−1 sin θn−1,
βne
iω = αn+1 sin θn+1 + βn+1 cos θn+1
⇒

αn+1eiω = αn cos θn − βn sin θn,
βn−1eiω = αn sin θn + βn cos θn
(5.13)








eiω sec θn − tan θn
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Here the matrix Tn is the transfer matrix of the lattice site n. We shall emphasize
that this transfer matrix is equivalent to the transfer matrix of 1D Dirac model with
disordered δ-type mass barriers (See Eq. (4.5)). In Eq. (5.14), the neighboring shifted
spinors are chained through local transfer matrices, and disorder and quasi-energy ω
manifest themselves inside these matrices, thus allowing us to deal with them explicitly
and easily. This is the essence of the transfer matrix formalism (TMF) [88, 89]. Note
that βn−1 and αn form the new “spinor” (See Fig. 5.2). Before getting into the details
of the TMF in QW, we shall recall the TMF in systems with superlattice structures in
Chapter 2, 3 and 4. In those systems, the transfer matrix actually describes a dynamical
process in equilibrium: the superlattice is connected to electrons reservoirs in both
sides, with the left emitting electrons and the right absorbing electrons. In contrast, the
transfer matrix here describes the eigenstate of this finite-chain QWmodel with reflection
boundaries. Therefore, the two kinds of transfer matrices are obtained differently, one
is by considering a scattering process, while the other is by directly solving for the
eigenstates.
Now we continue our study of the QW model with the TMF. The chain relation
between entries of the eigenstate |ψ〉 is given by Eq. (5.13) and its successor Eq. (5.14),






. From Eq. (5.9), we can obtain

α1eiω = α0 cos θ0 − β0 sin θ0,
βNe
iω = αN+1 sin θN+1 + βN+1 cos θN+1,
(5.15)
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From boundary conditions in Eq. (5.16) and the chain relation in Eq. (5.14), given
θ0 = −pi/2 and θN+1 = pi/2, we obtain an easy-to-deal equation that carries all the








Given a specific realization of the disordered chain, a quasi-energy ω is the solution
quasi-energy of the system if and only if Eq. (5.17) is satisfied. The coefficients cN and
c0 can be reduced to the ratio cN/c0, which is determined by the normalization of |ψ〉.
In conclusion, the TMF reduces a matrix equation with dimension 2(N+1)×2(N+1)
[Eq. (5.9)] to a chained matrices equation of N matrices with each of dimension 2× 2
[Eq. (5.17)]. This makes the problem much easier to deal with, as will be shown later.
In the following, we will not return to the original Eq. (5.9) but just focus on Eq. (5.17).
We will analytically show how an off-diagonal disordered model may emerge here, and
derive the DOS and localization length thereafter.
5.3 Exploring the DOS and Localization Length near Special
Energies
As introduced in Sec. 5.1, off-diagonal disorder is quite different from diagonal disorder
and possesses peculiar properties. In the QW system, it was shown that off-diagonal
disorder did appear at quasi-energies ω = ±pi/2 [61]. However, there are some limita-
tions,
1. The main results related to off-diagonal disorder are obtained numerically in
Ref. [61], without showing the derivation of analytical equations and the meaning
of parameters inside those equations.
2. Previous work did not show the general conditions for the emergence of off-
diagonal disorder in QW systems, because they restricted their studies to a fixed
θ˜ = pi/4 (see Eq. (5.8)) and use numerical tools mostly. They did not uncover the
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specific conditions for the emergence of off-diagonal disorder physics at ω = 0,
the quasi-energy that plays the crucial role of experimentally realizing off-diagonal
disordered states in disordered QW, as proposed by us in later sections.
In our work, we overcome these limitations. We will present analytical derivations
to explicitly show the parameter regimes in which physics of off-diagonal disorder can
be manifested.
By observing the transfer matrices in Eq. (5.14), we notice that ω = 0,±pi/2, pi are
special quasi-energies. For example, when ω = 0, the transfer matrix is
Tn = sec θn · I − tan θnσx. (5.18)
This means that we can exactly diagonalize the transfer matrices in the basis of σx so
that the product of all the transfer matrices can be easily obtained, and then we can
easily check whether ω = 0 satisfies Eq. (5.17). In the rest of this chapter, we focus on
the quasi-energy ω = 0 or quasi-energies in the vicinity of ω = 0. In the Appendix 5.B,
we will address other special quasi-energies.
5.3.1 Case of Zero Quasi-energy





2 (λ+ + λ−) I +
1























And the "spinors" at both ends of |ψ〉 will be (1 1)T, i.e., the eigenvector of σx, obtained







with c = c0/cN referring to Eq. (5.17).
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In Eq. (5.19), if θn fluctuated around 0 or pi, ln |λ+| will follow unbiased diffusion
process around 0, so |λ+| ≈ 1 for large N , which means that exponential decay does not
occur. This quantitative analysis resembles that of off-diagonal disordered TBM [18, 19],
so we suspect that our model also displays off-diagonal disorder behaviors. We will
show later in section 5.3.3 that ω = 0 is the delocalization transition quasi-energy, and
Dyson’s singularity is expected to appear around this quasi-energy, given that θn is taken
randomly from a box distribution [−∆,∆].
If θn fluctuates around values other than 0 or pi, |λ+| will increase or decrease expo-
nentially, resulting in the localized 0 quasi-energy state, which we believe, is connected
with topologically protected edge states currently being studied [174].
5.3.2 Analyzing Quasi-energy Values
The DOSs of 1-D diagonal disordered systems are trivial since all states are localized. But
for off-diagonal disorder, it is quite complicated due to the delocalization transition in
some special quasi-energies. Here, starting from Eq. (5.17), we will show the derivation
of the DOS near ω = 0 step by step.
Multiply both sides of Eq. (5.17) with e−iω2 , and decompose Tn using the following
identity
Tn =
eiω sec θn − tan θn





 sec θn − tan θn















 sec θN − tan θN




 · · ·
 sec θ1 − tan θ1























































 sec θn − tan θn









Multiply matrix P−1 from the left of both sides of Eq. (5.24) and insert the identity











































 sec θn − tan θn















In the next, we shall focus on Eq. (5.25).
5.3.3 Re-interpretation of Chained Transfer Matrices
From the analysis in Sec. 5.3.1, ω = 0 is identified as a special quasi-energy value
giving rise to delocalization analogous to that in the off-diagonal disordered model. In
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this section we will derive the DOS around ω = 0 using Eq. (5.25). The ω satisfying
Eq. (5.25) must be a quasi-energy of the U operator. We start the derivation of DOS
by re-interpreting Eq. (5.25), which is inspired by Schmidt’s work [220].
Let us consider a complex plane with x-axis denoting the real part, while y-axis
denoting the imaginary part. In Eq. (5.25), the initial “spinor” (1 0)T can be treated
as a vector lying in the real axis with length 1 pointing the positive direction. So from
now on, we refer to “spinor” as “vector”. Let
R˜ =
 cosω i sinω
i sinω cosω




where ϑn = pi4 − θn2 . So R˜ and SCn represent two types of matrices in Eq. (5.25).
Consider a vector vn =
xn
iyn
. Its angle with respect to positive x-axis is φn, and
tanφn = yn/xn. Based on Eq. (5.25), we define
vn+1 = SCn · R˜ · vn, (5.28)
with n runs from 1 to N and v1 =
1
0
. Hence, we can interpret the new transfer
matrices SCn · R˜ in the RHS of Eq. (5.25) as follows (See also Fig. 5.3):
1. SCn · R˜ acts on vn through rotation, stretching and contracting to obtain vn+1.
2. R˜ rotates vector vn counter-clockwise by an angle ω, followed by stretching in
x-coordinate by a factor tanϑn and y-coordinate by the factor cotϑn.
3. Finally vn+1 is reached, and the following relation holds:
tanφn+1 = tan (φn + ω) cot2 ϑn. (5.29)
In Eq. (5.25), the initial vector vi and final vector vf are both
1
0
, and vi = v1,
vf = R˜·vN+1, so tanφ1 = tan(φN+1+ω) = 0. That is to say, Eq. (5.25) manifests such
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Fig. 5.3: Complex plane with axis x and iy. In the first quadrant, from top to bottom, the four vectors
are vn+1 (red solid line), vmid (blue solid line), v′n+1 (green dashed line) and vn (black solid line).
SCn · R˜ acts on vn to get vn+1 or v′n+1. The process is like this: R˜ rotates vn by angle ω to get vmid;
then SCn will stretch or contract vmid, for example, if tanϑn = 0.8 < 1, vn+1 will be obtained, and
tanϑn = 1.25 > 1 will lead to vn+1. In panel (a), vmid’s angle is less than pi/4, while in panel (b) its
angle is larger than pi/4. This causes the length of vn+1 of panel (a) to be smaller than panel (b), and
opposite for v′n+1.
a physical picture: a vector initially located in positive x-axis is rotated and stretched or
contracted, repeatedly, and after a final rotation, it lands back on the x-axis. Therefore,
φN+1 + ω = jpi. (5.30)
j is a positive integer if ω > 0, negative integer if ω < 0 and j = 0 for ω = 017 (This will
be explained later.). Through interpreting Eq. (5.25) this way, we can easily derive the
DOS near ω = 0. Without loss of generality, we consider a small positive quasi-energy
ω.
Regarding the rotating and stretching and contracting processes, there are two im-
portant factors to be noticed.
First, φn does not increase monotonically with respect to n. φn+1 could be smaller
than φn (see Fig. 5.3). However, φn has a tendency to increase because the positive ω
forces vn to rotate counterclock-wise. Besides, a vector vn can never cross x and y-axis
17Note that ω has the period of 2pi, so we assume ω ∈ [−pi, pi].
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clockwise. For example, if vn is inside the first quadrant, then tanφn and cot2 ϑn are
positive, so in Eq. (5.29) for tanφn+1 to be negative (i.e., crossing the axis), tan(φn+ω)
must be negative. Therefore, only the rotation R˜ can bring a vector from one quadrant
to another, while the stretching and contracting operation SCn cannot. The vector vn
can only drift away by crossing the positive y-axis rather than the positive x-axis after
some steps. So in Eq. (5.30), j is always a positive integer.
Second, in a single realization of disorder, the following equation holds
φN+1(ωb) > φN+1(ωa) for ωb > ωa. (5.31)
To prove this relation, we show that given φn ≥ φ′n and ω > ω′, then φn+1 > φ′n+1.
We assume that φn and φ′n are quite close and and within the same quadrant, say the
first quadrant. Then it is easy to see that
tanφn+1 − tanφ′n+1 =
(
tan(φn + ω)− tan(φ′n + ω′)
)
tan2 ϑn > 0, (5.32)
so we get φn+1 > φ′n+1. This conclusion can be easily proved in other quadrants, too.
Hence, starting with the same initial condition φ1 = 0 and same realization of disorder,
after N cycles, the associated φN+1(ω) is a monotonic function of ω (See Fig. 5.4.).
Given two factors above, now we can count the number of states between ω = 0
and ω = ωa, and denote it as Ns(ωa).
If ja ≤ φN (ωa) + ωa
pi
< ja + 1, then Ns(ωa) = ja. (5.33)
One may arrive at the conclusion Ns(ωa) = ja through this argument: there are totally
ja quasi-energies such that18




18This analysis implies that the quasi-energies of this QW system are non-degenerate near ω = 0,
which will be helpful when we apply the adiabatic theorem to the QW system later in Sec. 5.4. Actually
it really matters that the 0-mode is always non-degenerate.
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Fig. 5.4: Rotation angles φn(ω)/(pi/2) (i.e., the number of quadrants passed) versus n of two different
energies. Red curve represents ωr = 10−4.5, and blue curve is ωb = 10−4.6. The realization of disorder
is the same, and the total number of transfer matrices is N = 104. As proved in Eq. (5.31) and its
following Eqs, φn(ωr) > φn(ωb) for any n. This is verified in the figure as red curve is always above
blue curve. The insets show the details of some fragments. In the beginning, φn(ωr) and φn(ωb) are
in the same quadrant. Later at about n = 4200, they separate and become two quadrants away from
each other. And at about n = 7800, the separation increases to four quadrants.
Here k ∈ [1, ja] and it is an integer.
5.3.4 Integrated Density of States (DOS)





Here ρ(ω) is the density of state (DOS). In QW, particle-hole symmetry is present [174],
so quasi-energy ω is symmetric with respect to 0. There are an equal number of positive
and negative quasi-energy states so that NI(0) = 1, because there are two states per
site.
As shown in the previous section, the total number of states between quasi-energy
0 and ω is j, and
j = [(φN+1(ω) + ω)/pi], (5.36)
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and [x] denotes the largest integer less or equal to x. So in our case,
NI(ω)−NI(0) = j
N + 1 . (5.37)
Now we need to evaluate j.
The initial vector is in positive x-axis. After a certain number of operations exerted
by SCn · R˜19, it will leave the first quadrant and go into the second quadrant. Let’s
denote the number of operations required to be N1. Similarly, we can define Nq to
be the number of operations required for the vector to leave the q-th quadrant since
entering it. The summation of all the Nq equals to N + 1. To see this, we add a matrix
SCN+1 with ϑN+1 = 0 to the right of Eq. (5.25). It is the identity matrix so that
Eq. (5.25) holds. Therefore, the total number of operations is N + 1 from vi to vf and
we have ∑
q=1
Nq = N + 1. (5.38)
How many quadrants did the vector pass when the process described by Eq. (5.25)
is completed? Since the vector rotates totally by an angle jpi after N + 1 operations20,









 = 2jNq = N + 1. (5.39)
Hence, we have this formula [19],
NI(ω)−NI(0) = j/(N + 1) = 12Nq
, (5.40)
and Nq is the average number of operations required to pass one quadrant since entering
it. Nq resembles one parameter in the paper by Eggarter and Riedinger [19], and now
we can derive the DOS near 0 quasi-energy following their method through solving Nq.
19One operation means applying SCn · R˜ one time in Eq. (5.25).
20Actually, the angle should be between jpi and (j + 1)pi.
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5.3.5 Derivation of the DOS
Previously, the integrated DOS is derived in Eq. (5.40), but with one parameter Nq
unsolved. It is the average number of operations required to pass one quadrant, so
without loss of generality, we use 1st quadrant to demonstrate how to derive it.
Let’s define zn ≡ cotφn, so from Eq. (5.29) we can obtain this relation
zn+1 = zn
1− tanω/zn
1 + zn tanω
tan2 ϑn. (5.41)
Once again, we define un ≡ ln zn for zn 6= 0 or ∞. When
tanω  zn  tan−1 ω, (5.42)
this approximation holds





Since ϑn is taken randomly from this interval [pi/4−∆, pi/4 + ∆], we can conclude that
un executes a random walk [19] 21.
When un approaches the endpoints of the interval in (5.42), the approximation
in (5.43) does not hold. Here we will analyze the endpoints to show that they are
similar to the endpoints in Ref. [19], and therefore the derivation there can be adapted
here without much modification.
For zn ≈ tan−1 ω, then zn+1 ≈ 0.5zn tan2 ϑn according to Eq. (5.41). This means
the fractional factor in Eq. (5.41) prevent zn growing too large. So umax = − ln tanω
can be considered as the reflecting barrier as in Ref. [19]. We can also view the reflection
as the manifestation that the vector can never cross x-axis clockwise (See Sec. 5.3.3.).
In the other end where zn ≈ tanω, the fractional factor in Eq. (5.41) will be much
smaller than 1 so that zn+1 < zn, indicating a consistent decrease of zn. Once zn gets
slightly below tanω, zn+1 will be negative, indicating that the vector moves into second
21One may notice that the fractional factor in Eq. (5.41) is always smaller than 1 for positive zn, so
the random walk in Eq. (5.43) is accompanied with a small negative drift. However, if the vector falls
in the second quadrant, the fractional factor will be always larger than 1, such that the random walk
has a small positive drift. The two drifts shall cancel each other approximately.
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quadrant. So this boundary umin = ln tanω can be called an absorbing barrier [19].
This is the manifestation of the vector passing positive y-axis counterclock-wise (See
Sec. 5.3.3).
Finally, we successfully make the analog between our disordered QW model and the
off-diagonal disordered TBM, with every parameters explicitly mapped. Specifically, our
Eqs. (5.40), (5.41) and (5.42) resemble Eqs. (21), (18) and (19) in Ref. [19], and the
reflecting and absorbing barriers are similar, too. Hence, we can use their method to
solve our problem. The method can be found in Sec. III in the paper [19]. By employing























and the DOS thereafter,













To conclude, our disordered QW model possesses the physics of off-diagonal disorder,
so it is not surprising to find that the derivation of DOS in our model and the original off-
diagonal disordered TBM [18, 19] finally resembles to each other. However, it requires
some steps to get there. For example, in our QWmodel, we link the “spinor” components
of the eigenstate through transfer matrices, and then interpret the eigenstate as a vector
moving in the complex plane. Then, the integrated DOS can be determined, and finally
the link between two models becomes clear.
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5.3.6 Derivation of the Localization Length
As mentioned previously, the localization behaviors of diagonal and off-diagonal disorder
are quite different. Here we will evaluate the localization length in our QW model as a
further development. The general idea of this derivation is inspired by Ref. [19].
The profile of the localized eigenstate is like this: ψ(x) ∝ e−|x−x0|/`, where ` is
the localization length. It is usually a function of energy (quasi-energy) and disorder
strength. In the discrete system, localization length can be define this way:






where ak is the wavefunction amplitude at the k-th site, and these sites should lie in
the same side of localization center.
We adopt this definition for our model. ak here is the probability amplitude of the
k-th vector in Eq. (5.25), which is just the modulus of the vector in the complex plane.





and vk and vk+1 are linked by the transfer matrix (see Eqs. (5.27) and (5.28)) so that
we obtain this relation
ak+1 cosφk+1 = ak cos(φk + ω) tanϑk, (5.49)
ak+1 sinφk+1 = ak sin(φk + ω) cotϑk. (5.50)
So we can connect ak+1 and ak,
|ak+1| = |ak|
√
cos2(φk + ω) tan2 ϑk + sin2(φk + ω) cot2 ϑk, (5.51)
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and then we get
ln
∣∣∣∣ak+1ak
∣∣∣∣ = ln | cos(φk + ω)| − ln | cosφk+1|+ ln | tanϑk|, (5.52)
















Without loss of generality, we assume that these vectors make up the first quadrant,
and they lie in one side of the localization center. The argument is like this: if the
vectors in first quadrant are not in one side of the localization center, the center must
be in the 1st quadrant, then the vectors in the second quadrant must be in one side of
the center. Then we can study the second quadrant instead. Since the physics in two
quadrants is the same, it does not matter which quadrant is investigated.
We assume that k = 1 is the first vector that enters the first quadrant, and k = N+1
is the last vector that stays in the quadrant. Hence,
0 ≤ φ1 < arctan(tanω tan2(pi4 + ∆)), (5.54)
pi
2 − ω ≤ φN+1 <
pi
2 . (5.55)
In the RHS of Eq. (5.53), the second term and two summations are approximately 0 for
small ω, and the first term is about − lnω.
To derive the localization length defined in Eq. (5.47), we need the total number of
sites N that is actually unknown. So we use Nq instead22 [19]. Then, the localization
length is given by







4 lnω . (5.56)
22Nq is derived in the previous section as the average number of sites required to pass one quadrant
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5.3.7 Numerical Analysis of the DOS
In Sec. 5.3.5, we derive the DOS analytically. The derivation involves some approxima-
tions, so we need numerical simulations to validate the analytical results. Specifically,
we use Eqs. (5.29) (5.36) (5.37) to obtain the integrated DOS numerically, and then
compare with its analytical expression given by Eq. (5.45). Given a disorder realization
and quasi-energy23 ω, we use the recursive relation in Eq. (5.29) to obtain φN+1, and
then it is substituted into Eq. (5.36) to obtain j, and finally we get NI(ω) through
Eq. (5.37).












1) y = −2.00x− 1.40




Fig. 5.5: ln (NI(ω)− 1) versus ln | ln tanω|. The QW chain is of size N = 3×104. The red solid line is
the numerical data, the blue dashed line is linear fit, and the green dash-doted line is theoretical curve.
The linear fit is applied to the domain ln | ln tanω| ∈ [1, 2], corresponding to the quasi-energy domain
ω ∈ [6.18× 10−4, 6.60× 10−2].
The analytical relation between NI(ω) and ω is given by Eq. (5.45). Specifically,
this relation is effectively
ln (NI(ω)− 1) = ln σ
2
8 − 2 ln | ln tanω|. (5.57)
We plot Fig. 5.524 of ln (NI(ω)− 1) as a function of ln | ln tanω| to validate this
23Actually, a randomly chosen ω may not satisfy the boundary conditions, so it is not guaranteed
that the ω is the quasi-energy of this realization. However, if the system is very large, the solution
quasi-energies will densely cover the vicinity of 0, so a randomly chosen ω will be quite close to the true
quasi-energy such that not much error is caused.
24In the plot, some quasi-energies are not the valid quasi-energies of the system. However, if we took
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equation. The analytical value of the intersect is ln σ28 ≈ −1.40 and the slope is −2.
The numerical results agree with the analytical values quite well in a certain domain.
But for ω larger than e−e ≈ 0.066 (equivalently, ln | ln tanω| < 1), the analytical
results deviate from numerical data, implying the failure of analytical approximations in
Sec. 5.3.5. In the case of ω < e−e2 ≈ 6.18 × 10−4 (equivalently, ln | ln tanω| > 2),
the resolution cannot figure out smaller energies because the system size N is not large
enough, so the results deviate from theoretical predictions.
To summarize this section, we have numerically verified the analytical expression of
the integrated DOS and shown the validity domain of the analytical results. Since the
DOS is just the derivative of the integrated DOS, the verification of integrated DOS is
equivalent to the verification of DOS.
5.3.8 Numerical Analysis of the Localization Length
In Sec. 5.3.6, we derive the localization length ` analytically. Compared with the deriva-
tion of the DOS, additional approximations are made in the derivation of `, so numerical
check is necessary.
Specifically, there are two additional approximations made in Sec. 5.3.6. One is
that we approximate the RHS of Eq. (5.53) as − lnω. The other is to approximate the
particular quantity N with the corresponding averaged quantity Nq in Eq. (5.56). We
will first justify the first approximation by evaluating the RHS of Eq. (5.53).
Before getting into the numerical analysis, we first define 3 Lyapunov exponents
(i.e., γ1, γ2 and γ3) in numerical simulations for a specific realization of disorder.















γ4 = − lnωNq−1 .
(5.58)
those invalid quasi-energies away, the general profile of the curve shall not change, and the curve fitting
will give the same results. One may use the recursive relation to identify the valid quasi-energies.
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Fig. 5.6: Numerical data of single realization of disorder with totally N = 3 × 106 transfer matrices,





. Histogram in panel (c) is fitted using a Gaussian curve of mean
0.0420 and standard deviation 0.0288. (d) ln an
a1
versus n. The actual numerical data contains 3× 106
points, and the linear fit is obtained by accounting all the points, but we just plot about 30 points in
panel (d) for demonstration purpose. The curve-fit result is quite desirable (very linear), and the slope
is the Lyapunov exponent γ1, which is 0.0436.
Here 〈· · · 〉 means average over all the quadrants the vector passed in this particular
realization. γ1 is the Lyapunov exponent by definition. an is the length of n-th vector
as in Eq. (5.48). γ2 is the ensemble25 average of all the local Lyapunov exponents
of every quadrant, which is 1Nq−1 ln
aNq,q
a1,q
. In the q-th quadrant, Nq is the number of
transfer matrices required to cross the quadrant and a1,q and aNq ,q are the length of
the first and last vector, so by definition, 1Nq−1 ln
aNq,q
a1,q
is its local Lyapunov exponent.
γ3 is defined to use just one quadrant to estimate the Lyapunov exponent of the whole
system. In this specific quadrant, the number of the transfer matrices is the average of
Nq, and the logarithm of the ratio between the length of initial and final vector is the
ensemble averaged ln aNq,qa1,q . This definition seems to be unreasonable compare to γ1,
25Here “ensemble” represents all the quadrants the vector passed.
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but later we will see that it is unexpectedly close to γ1. γ4 is the analytical expression
which is derived in Sec. 5.3.6.
The general numerical results show
γ2 . γ3 ≈ γ1 < γ4. (5.59)
Now let us analyze the details of the numerical data with the help of Fig. 5.626. In
panel (a), the distribution of Nq looks like log-normal distribution, but actually it is not.
Its analytical form is given in Eq. (24)-(26) of Ref. [19]. Panel (b) is the distribution
of ln aNq,qa1,q , the logarithm of the ratio between the length of the last and first vectors
of one quadrant. Its profile is similar to Nq in (a), but its analytical form is yet to be
determined. Its mean is 5.14, so γ3 is calculated to be about 0.0437. Panel (c) is the
histogram of the local Lyapunov exponent of each quadrant. Its distribution profile is
close to Gaussian, and the Gaussian-fitting results in mean 0.0420 and standard deviation
0.0288. The fitting is not ideal, but still acceptable. The mean value 0.0420 is γ2, the
ensemble average of the local (quadrant) Lyapunov exponents, and it is just 3.54%
differing from γ1 = 0.0436, the value obtained by linear fitting in panel (d). Finally,
γ4 = − ln 10−2.8/(84.53− 1) ≈ 0.0763.
The numerical simulations via a single quasi-energy ω show that analytical and
numerical results differ from each other significantly. Therefore, we need to conduct
simulations on more energies.
γ3 defined in Eq. (5.58) seems to work well. This is puzzling because the distribution
of ln aNq,qa1,q andNq are not highly localized. To use the average value instead of the typical
value should not always lead to the desired results, but here it does. Why? We think that
the numerator ln aNq,qa1,q and the denominator Nq are highly correlated, because in panel
(c)27, the ratio of the two parameters (i.e. 1Nq−1 ln
aNq,q
a1,q
) follows a distribution that
closely resembles the Gaussian distribution. Therefore, to certain extend, γ3 is expected
26In the figure, the quasi-energy ω = 10−2.8 is not necessarily a solution to Eq. (5.9). We use just the
recursive relation in Eq. (5.29) to plot these curves because it is the necessary condition for Eq. (5.9)
to hold.
27 One may also infer this hypothesis by noticing that the distributions of the two parameters are
quite similar as in panels (a) and (b).
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to give reasonable results, but the details of γ3 ≈ γ1 require further investigation.
Comparison between analytical and numerical results of some parameters
Previously we study the Lyapunov exponent of a given quasi-energy in a single realization
of disorder. The analytical Lyapunov exponent γ4 in Eq. (5.58) differs from the expected
numerical value γ1, so it is necessary to compare them for different ω’s. Since γ3 is
always very close to γ1 and its expression is quite similar to γ4, we plan to investigate
γ3 and γ4 in detail.






















































2 + 0.854x− 0.0129
yl = 0.489x+ 0.0065
(d)







vs. − lnω; (d) γ3 vs. γ4. In these panels, x-axis represents the analytical
values, and y-axis is the corresponding numerical values. They are obtained by considering different
energies of a single disorder realization, specifically, ω ∈ [10−3.21, 10−1.2]. Black solid lines are original
data, and red dashed lines are linear-fitting curve in panels (a)− (c). In panel (d), red dot-dashed line
is linear fitting, and cyan dashed line is quadratic fitting.




and − lnω are used to calculate γ3





are linear with the corresponding analytical parameters Nq−1 and − lnω.
The linear coefficients are 0.91 and 0.962. They are both close to 1, which indicates a
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good agreement between numerical and analytical results. However, the linear relations
have constant corrections, the intersects. So when two sets of parameters are multiplied
to obtain γ3 and γ4, the linear fitting seems to be not ideal, but the quadratic fitting
works fine. The discrepancy between numerical and analytical results may need further
investigation.
5.3.9 Numerical Study of the Correlation of the Delocalized State
In previous sections, we have proved the equivalence between our QW model and the
off-diagonal disordered TBM analytically. The DOS and the localization length are
derived and numerically analyzed. In this section, we will numerically check whether
the correlation, specifically, the averaged two-point correlation of the delocalized state,
decays polynomially. We use many realizations of disorder to get the average correlation.
This is different from previous sections where we only consider a single realization of
disorder. Analytically the correlation coefficient is shown to be −3/2 by assuming that
the product of disorder strength and two-point separation is much larger than 1 [36]. We
make use of Eqs. (5.19) and (5.20) to calculate the correlation and check the validity
of the −3/2 correlation coefficient in our QW model.
In Fig. 5.8, the disorder strength is set to be ∆ = 0.4, and the system size varies
from N + 2 = 52 to 2002. When the two-point separation28 increases, the correlation
coefficient increases from 0.8 to 1.5 and stays almost stable at 1.5. Fig. 5.9 shows
how the correlation varies with the disorder strength. The general conclusion is that
increasing the disorder strength will increase the correlation coefficients’ magnitudes,
but the coefficients tend to saturate around −3/2.
In this section, we numerically check how the correlations behave with respect to
the system size and the disorder strength. We show that increasing the system size or
disorder strength will increase the coefficients’ magnitude (or equivalently, decrease the
correlation), but finally the coefficients will saturate around −1.5. This observation is
consistent with the theoretical prediction [35, 36]. However, at the same time fluctu-
28In the simulations, one point is fixed to be the site 1, so the two-point separation is (n− 1).
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versus ln(n− 1), averaging over 2000 disorder realizations. Here |ψ(n)|2




is the two-point correlation,
with one point fixed to be the site 1. From top to bottom, the system size is set to be N = 50, 100,
400 and 2000 respectively, and the linear fittings have slopes −0.80, −0.98, −1.31 and −1.53. The
disorder strength is fixed to be ∆ = 0.4.




























versus ln(n−1), averaging over 10000 disorder realizations. |ψ(n)|2 is the
probability of wave function at site n. System size N + 2 = 202. Symbols circle, rectangle, and triangle
represent ∆ = 0.2, 0.4 and 1.0 respectively, and the linear fittings’ slopes are −0.86, −1.16, and −1.55.
ations become more pronounced, meaning that we need more realizations to get more
smooth results for long chains.
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5.4 Experimental Preparation of 0-mode with Off-diagonal
Disorder in QW
In previous sections, we have shown that the localization properties of the 0-modes in
our QW model and TBM are the same if the averaged θn is approximately 0 (i.e., θ˜ = 0
in Eq. (5.8)). We also show that under the chosen boundary conditions, 0-mode always
exists, but does not display the physics of off-diagonal disorder unless the averaged θn
is approximately 0. In the clean QW, if the bulk θn is pi/2, then the 0-mode is non-
degenerate and localized exactly in sites 0 and 1. If the bulk θn is perturbed around
pi/2, then the 0-mode will still be highly localized in the sites 0 and 1, with negligible
proportion in other sites.
The 0-mode with off-diagonal disorder (θ˜ = 0) is delocalized, so it is impossible to be
directly prepared in experiment. However, the localized 0-mode emerged when θ˜ = pi/2
is easy to be prepared. Because they are both the 0-modes, adiabatic theorem [221,
222]29 implies that we may obtain the former through adiabatically evolving the latter.
With this idea in mind, we start with the conventional adiabatic evolution protocol:
to change one parameter in the time-evolution operator U (Eq. (5.10)) uniformly, and
quite lowly. The parameter θ is a straightforward choice. However, the situation here
is a bit complicated. The boundary θ (i.e., θ0 and θN+1) must be fixed to ensure the
conservation of probability inside the QW chain, and the bulk θn (n ∈ [1, N ]) is disor-
dered. One may doubt whether the adiabatic theorem is applicable or not. Therefore, we
numerically simulate the adiabatic process, and check how the “adiabatically” evolving
0-mode deviates from the exact instantaneous 0-mode.
The adiabatic process is designed as follows:
1. Initially, the system is set as θ0 = −pi/2, θ1 = θN+1 = pi/2 and θn = pi/2+δn with
n ∈ [2, N ]. The initial evolving state is prepared with entries β0 = α1 = 1/
√
2
and all other entries 0. It is exactly the initial 0-mode of the system.
2. Then, we slowly reduce θn, and evolve the system with new-obtained θn during
29We shall briefly introduce the adiabatic theorem later in Sec. 5.4.1.
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this process. This operation is repeated until θn = δn, then the whole process is
completed.
To be specific, the process can be described by30
θn(t) = θ˜(t) + δn, (5.60)
with n ∈ [1, N ] denoting the bulk-site index, and δ1 = 0. We need to design the
adiabatic process specified by θ˜(t) that is independent of the site. In the following, we
propose two protocols to realize the adiabatic process, a uniformly evolving protocol and
an exponentially evolving protocol.
5.4.1 Uniformly Evolving Protocol
This is the conventional and simple protocol in the adiabatic theorem [223]. In this case
it means that the bulk θn decreases at a constant rate with respect to the evolving time.
Specifically, θ˜(t) in Eq. (5.60) is given by
θ˜(t) = θ˜(0)− rt, (5.61)
where t = 0, 1, 2, . . . , T is the evolving time, and r is the constant decreasing rate.
The time-evolution operator U is a function of θn(t), so it is time-dependent here.
We denote the time-evolution operator at time t as U(t). The prepared initial state
|ψ(0)〉 is the 0-mode of U(0)31, which means U(0) |ψ(0)〉 = |ψ(0)〉. The evolving state
at time t is |ψ(t)〉, obtained by this operation
|ψ(t)〉 = U(t) · U(t− 1) · · ·U(1) · U(0) |ψ(0)〉 . (5.62)
The exact 0-mode of U(t) is
∣∣ψ0(t)〉, so this relation holds U(t) ∣∣ψ0(t)〉 = ei·0 ∣∣ψ0(t)〉.
Numerically we can directly diagonalize U(t) to get
∣∣ψ0(t)〉.
The adiabatic theorem [221, 222] states that |ψ(t)〉 ≈ ∣∣ψ0(t)〉, so we can reach
30This equation is analogous to Eq. (5.8) except that the averaged bulk θn becomes time-dependent.
31An edge state is well-separated from bulk states [57].
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the 0-mode of U(T ) approximately from the 0-mode of U(0) through the operation in
Eq. (5.62).



































Fig. 5.10: Numerical experiments of 4 realizations of disorder. (a) Superposition proportion of the
evolving state and instantaneous 0-mode as a function of the evolving time, and the inset is the magnified
view of the tail part. (b) The gap between 0-mode and its nearest neighboring quasi-energy state as
a function of the evolving time. The red solid, pink dashed, blue dotted and green dash-dotted lines
represent 4 different realizations of disorder with different δ (shown in the legend). The disordered chain
has totally N + 2 = 20 sites, and the disorder strength is ∆ = 0.7.
In our model, only the bulk θn evolves adiabatically, and θn is non-uniform. To
check the validity of the adiabatic theorem in our model, we numerically simulate the
process given by Eq. (5.62), and compare |ψ(t)〉 with ∣∣ψ0(t)〉. Their overlap probabilities
| 〈ψ(t)|ψ0(t)〉 |2 versus t is plotted to check the performance of our protocol, and the
results are shown in Fig. 5.10. Initially |ψ(t)〉 and ∣∣ψ0(t)〉 agree with each other very well,
but later for some realizations of disorder, they deviate from each other quite a lot. This
indicates that the protocol fails in these particular conditions. This is because when θ˜(t)
gets close to 0, 0-mode is not well separated from the bulk modes, and the gap becomes
quite small. As shown in the right panel of Fig. 5.10, the gap between 0-mode and
its neighboring mode is decreasing with t. However, for some realizations of disorder,
the final overlap probabilities are quite high, an indication of good performance of this
protocol. We also notice that too much time T is needed to achieve a good performance.
This motivates us to find a better protocol, which is shown in the following section.
5.4.2 Exponentially Evolving Protocol
In the clean system where the bulk θn is uniform (i.e., θn = θ), 2 quasi-energy bands
emerge and the dispersion is cosω = cos θ cos k [174], where k is the quasi-momentum.
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The gap between the bands is 2θ at k = 0. If the 0-mode exists, its gap from the upper
or lower bands will be both θ.
In our disordered QW model, 0-mode always exists. During an adiabatic process,
the quasi-energy gap between the 0-mode and the nearest state is time-dependent and
given by the instantaneous U(t). Inspired by our understandings of the clean system, we
assume that the gap is proportional to the averaged bulk θn, θ approximately. According
to Eq. (5.60), θ(t) = θ˜(t) + δ. δ is fixed for one realization of disorder and it is close to
0 because δn ∈ [−∆,∆], so θ(t) is almost equivalent to θ˜(t). To verify our assumption,
we plot the spectrum of different θ˜, for both clean and disordered cases (See Fig. 5.11).
As expected, Fig. 5.11 shows that the gap decreases when θ˜ decreases. The gap of a

















Fig. 5.11: The spectrum of both the clean and disordered QWs with different θ˜. x-axis: different
realizations of QW; y-axis: quasi-energy spectrum in the unit of pi. Red circles: clean QW; blue stars:
disordered QW with disorder strength ∆ = 0.4. Clean and disordered QW with the same θ˜ are plotted
in pair. From the left to the right, θ˜ is pi/2, pi/3, pi/4, pi/6 and 0 respectively.
disordered QW is usually smaller than the gap of the corresponding clean QW. This is
obviously true for large θ˜, for example, for θ˜ ≥ pi/6 in Fig. 5.11. For small θ˜, the gap of
a disordered QW depends on the actual realization, so it can be larger or smaller than
the corresponding clean QW.
Generally speaking, in the adiabatic process, the gap is decreasing as θ˜ is decreasing
with t. The uniformly evolving protocol cannot capture this essential picture. Therefore,
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we propose another adiabatic protocol:
d





In this new protocol, the evolving step ddt θ˜(t) ∝ instantaneous gap ∝ (instantaneous
θ˜(t) + a correction term Λ). As the gap decreases, the evolving step also decreases to





e−λt − Λ, (5.64)
and we may call λ the decay rate.
Under this protocol, θn can be explicitly expressed as a function of t:
θn(t) =

−pi2 n = 0,
θ˜(t) n = 1,
θ˜(t)− NN−1 θ˜(T ) + δn n ∈ [2, N ],
pi
2 n = N + 1.
(5.65)
Here NN−1 θ˜(T ) is to eliminate the exponential tails at the final time T such that∑N
n=1 θn(t) =
∑N
n=1 δn. This is to say that θn ≈ δn for bulk angles at t = T . Note
that at site n = 1, θ1(0) = θ˜(0) = pi/2, and this is to make sure that the initial 0-mode
is localized exactly at the sites 0 and 1.
Next, we shall determine the parameter Λ in Eqs. (5.63) and (5.64). We could set
Λ to be 0 or δ, but they cannot capture the true physics there, because the gap size
also depends on the actual realization of the disorder. Even if two realizations had the
same δ, the gaps are most likely different. Besides, this protocol cannot capture one
aspect, which is to be analyzed in detail later: the actual gap has a certain limiting value
that prevents it from going to 0, because the QW chain is finite and the quasi-energy is
discrete. In this protocol (Eq. (5.63)), the assumed gap θ˜(t) + Λ will keep decreasing.
This defect will bring some errors in numerical experiments, but it can be overcome by
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Fig. 5.12: Overlap probability between evolving 0-modes |ψ(t)〉 and instantaneous 0-modes
∣∣ψ0(t)〉 for
2 different types of disorder realization. The chain has N + 2 = 20 sites, total evolution time T = 90,
disorder strength ∆ = 0.7, and decay rate λ = 0.0562. (a) averaged angle disorder δ = −0.108 is
negative; different choices of the correction term Λ are explored, i.e., red circle: Λ = Λ0 = 0.217, green
rectangle: Λ = |δ| = 0.108, blue triangle: Λ = 0, and brown star: Λ = δ = −0.108. (b) averaged angle
disorder δ = 0.064 is positive; different choices of Λ are explored, i.e., red circle: Λ = Λ0 = 0.034, green
rectangle: Λ = δ = 0.064, and blue triangle: Λ = 0. The overlap probability is above 0.998 at the
final time for all Λs, indicating a good performance of the exponentially evolving protocol. However, for
disorder realization with negative δ, this protocol works not well with N = 90 because the final overlap
probability is between 0.6 and 0.7.
increasing the total evolution time T . This will be shown later.
Therefore, Λ does not need to be directly related to the gap size. Any choice of Λ





θn(1) = θ˜(0). (5.66)
This equation states that the averaged bulk θn at t = 1 equals to θ˜(0) = pi/2 so that
θn evolves smoothly32. We use Λ0 to denote the solution. In Fig. 5.12, we can see that
Λ = Λ0 performs better than Λ = 0, Λ = |δ| and Λ = δ for realizations with negative
δ. If δ is positive, all the Λs perform almost equally well, and the overlap probability
at final time is quite high (above 0.998 in panel (b) of Fig. 5.12). But this protocol
performs not so well when δ < 0. This is due to the defect we mentioned earlier. To
see it clear, we plot Fig. 5.13. For negative δ, the gap does not always decrease during
the process. It bends up at around t = 45 (panel (a)), and at the same time θ(t) is
to become negative (panel (c)). This is exactly the defect we mentioned previously:
32By employing this set-up, U(1) will not differ much from U(0), so from t = 0 to t = 1, the state
will evolve “adiabatically”. This is the meaning of “smoothly” here.
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δ = 0.063591(f )
Fig. 5.13: Same as Fig. 5.12, the chain has N + 2 = 20 sites, total evolution time T = 90, disorder
strength ∆ = 0.7, and decay rate λ = 0.0562. Left panels (a), (c) and (e) share the same disorder
realization with δ = −0.108 < 0. Right panels (b), (d) and (f) share another disorder realization
with positive δ = 0.064. In the left panels, different symbols represent different values of Λ, i.e.,
red circle: Λ = Λ0 = 0.217, green rectangle: Λ = |δ| = 0.108, blue triangle: Λ = 0, and brown
star: Λ = δ = −0.108. Similarly, in the right panels, red circle: Λ = Λ0 = 0.034, green rectangle:
Λ = δ = 0.064, and blue triangle: Λ = 0. (a)-(b) The instantaneous quasi-energy gap between 0-mode
and its nearest neighboring state versus t, obtained from the direct diagonalization of U(t). (c)-(d)
Averaged bulk θn, i.e., θ(t) as a function of t. (e)-(f) The gap size versus θ(t).
Eq. (5.63) cannot capture the situation where θ(t) crosses the 0 line. Panel (e) shows
clearly that the gap size is no longer proportional to θ(t) when θ(t) is quite small or
negative, an indication of the failure of Eq. (5.63). This explains why the adiabatic
process does not perform well for δ < 0. By contrast, a QW with positive δ does not
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have this defect, so the adiabatic protocol works well (See panels (b), (d) and (e))33.
Although this exponential protocol does not perform well for some cases of δ < 0, we
can still improve its performance by increasing the total evolution time T and decreasing
the decay rate λ accordingly. The reason is that the evolving steps at final stage will
then be quite small and almost constant, and adjusting the evolving steps according
to the gap size is no longer important. Panel (a) of Fig. 5.14 shows the probability
overlap for various T s. It shows that increasing T will increase the probability overlap,
i.e., better performance. Compared with the uniformly evolving protocol (see panel (b)
of Fig. 5.14), this protocol leads to better results with less time steps.













































Fig. 5.14: The overlap probability versus t for different T s of exponentially evolving protocol (a) and
uniformly evolving protocol (b). In both protocols, the disorder realization is the same as the one with
δ = −0.10831 in Figs. 5.12 and 5.13, and N + 2 = 20, ∆ = 0.7. (a) Exponentially evolving protocol.
From top to bottom, T equals 240, 210, 180, 150, 120 and 90. The decay rate λ depends on T , which
is λT = − ln(0.01/(pi/2))/T . (b) Uniformly evolving protocol. From top to bottom, T equals 400, 300,
240, 180 and 90. The evolving step depends on T with the experssion (pi/2)/T . In both cases, larger T
results in better performance of the adiabatic process. However, exponentially evolving protocol requires
less time to arrive at better results. For example, exponentially evolving protocol leads to final overlap
probability over 0.9 with just 150 steps, while the other protocol requires about 400 steps to achieve
the same result.
In the case of δ < 0, the performance of the protocol is also related to the value of
δ. If δ was far below 0, the adiabatic result will be worse. If the disorder strength ∆ is
large, then it would be easier for δ to be much smaller than 0. Therefore, for small ∆,
this protocol will lead to good results with small number of steps. This is demonstrated
in Fig. 5.15.
To sum up, this protocol adjusts the evolving steps according to the instantaneous
33The uniformly evolving protocol behaviors similarly, i.e., with the same total evolution time T ,
realizations with δ < 0 perform badly (See blue-rectangle and brown-star curves in Fig. 5.10), and real-
izations with δ > 0 perform well. what is the underlying reason here? This needs further investigation.
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Fig. 5.15: Same disorder realization as in Fig. 5.14 (δ < 0), but the disorder strength is rescaled. For
example, if δ3 = 0.7 for ∆ = 0.7, then for ∆ = 0.3, δ3 will be 0.3. (a) Probability overlap as a
function of t. (b) Gap size versus θ(t). In both panels, from top to bottom, ∆ = 0.1, 0.3, 0.5 and 0.7
respectively. This figure shows that weak disorder strength leads to better result, because the defect in
weak disorder realization will not violate Eq. (5.63) very much. As in panel (b), the small negative tail
(i.e., θ(t) < 0) of ∆ = 0.1 clearly verifies this explanation.
gap size, and it performs much better than the uniformly evolving protocol. In the
case of δ < 0 and stronger disorder, more evolving steps are required to achieve good
results, i.e., a significant overlap between the exact 0-mode and the actual state evolved
“adiabatically” from a localized edge state.
5.4.3 The Combined Protocol
The uniformly evolving protocol requires the steps to be very small, so it is not efficient
when the gap is large. It is also not accurate when the gap is small, but one can always
reduce the evolving step to overcome this shortage. The exponentially evolving protocol
can reduce the θ˜ much more efficiently when the gap is large, but it has a defect when θ˜
gets quite smaller, because the gap at that time is almost constant and will not decrease
any more. It is also not efficient when the gap is small. So we could have a combined
protocol: to use the exponentially evolving protocol at early stage to reduce θ˜ to a small
value, and then switch to the uniformly evolving protocol.
The specific expression of this protocol is as follows:
θ˜(t) =

θ˜(0)e−λt t ∈ [1, T1],
θ˜(T1)− r(t− T1) t ∈ [T1 + 1, T ],
(5.67)
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where θ˜(0) = pi/2, λ = − ln[θ˜(T1)/θ˜(0)]/T1 and r = θ˜(T1)/T2. T1 is the period that
exponentially evolving protocol is applied, while T2 is for uniformly evolving protocol.
T1 + T2 = T . For a specific realization of disorder, θn(t) can be obtained accordingly
from Eq. (5.60).
This protocol is proposed to solve the problem in some cases of negative δ under
the exponentially evolving protocol. Note that the problem can be solved by increasing
T , and we expect it to be solved using the new protocol while keeping T unchanged.
















Fig. 5.16: Overlap probability between evolving 0-modes |ψ(t)〉 and instantaneous 0-modes
∣∣ψ0(t)〉 for 2
different realizations of disorder under both the exponentially evolving protocol and combined protocol.
The chain has N + 2 = 20 sites, total evolution time T = 90, disorder strength ∆ = 0.7. Upper (red)
solid line: 1st realization with δ = −0.067 evolving under the combined protocol; upper (red) dashed line:
the same realization evolving under the exponential protocol; lower (blue) solid line: 2nd realization with
δ = −0.108 evolving under the combined protocol; lower (blue) dashed line: 2nd realization evolving
under the exponential protocol. The decay rate of the exponential protocol is λe = 0.0562, while the
decay rate of the combined protocol is λc = 0.0425 for the exponential period t ∈ [1, T1 = 70] and
rc = 0.004 for the uniform period t ∈ [71, 90].
In the case where the exponential protocol performs badly (see the realization with
δ = −0.108 in Fig. 5.12), the combined protocol can improve the performance sig-
nificantly. For example, in Fig. 5.16, the combined protocol increase the final overlap
probability from 0.65 to 0.866 for the same realization. However, this protocol still has a
minor drawback, i.e., for most realizations in which the exponential protocol works well,
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the combined protocol gives a bit worse results (upper curves in Fig. 5.16). In those
realizations, the gap size is always proportional to θ and no bend occurs (see Fig. 5.13),
so the assumption of Eq. (5.63) holds such that the exponential protocol works well. If
we change the protocol in the final stage from exponential to uniform, the limitation of
uniform protocol is introduced while the advantage of exponential protocol is abandoned
so that the results would be worse. Nevertheless, the drawback is minor (about 0.03
drop of overlap probability) while the improvement is significant (about 0.22 increase of
probability).
5.4.4 Numerical Simulations of Real Experiments
Previously, we numerically demonstrate that our exponentially evolving protocol (for
simplicity, we call it protocol II from now on) works well for different types of single
realization of disorder. In the actual experiment, single disorder realization may not
be good enough to show the physics of off-diagonal disorder. Therefore, we study the
ensemble averaged behavior of many realizations of disorder.
If we already obtain the final evolving state |ψ(T )〉 using the protocol II in experi-
ment and the probability distribution of the state is acquired through a certain imaging
technique, then |ψ(T )〉 shall be the 0-mode with off-diagonal disorder according to our
analysis in previous sections. If we know the exact profile of the disorder, we could refer
to the analysis in Sec. 5.4.2 to check how well it agrees with the theoretical 0-mode.
However, usually we do not know the exact information of the disorder, so we can
only conduct the experiment for many realizations of disorder, and then calculate the
ensemble averaged two-point correlation. If our protocol II works well, the correlation
shall decay polynomially (See Sec. 5.3.9). However, protocol II may not work quite well
under some conditions, for example, δ < 0 and strong disorder. Therefore, we conduct
numerical experiments to study the ensemble averaged correlation in the following.
The numerical experiment simulates the situations of the actual experiment, and
we have two methods to benchmark the numerical experiment. One is to calculate the
exact final 0-mode by directly diagonalizing the final time-evolution operator U(T ), and
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then calculate the correlation. The other is to use Eqs. (5.19) and (5.20) to find the
exact 0-mode. Both of them will give out the same results, but the latter requires much
less calculations. Therefore we use the second method to benchmark the numerical
experiment.
Before we start the numerical experiment, we shall clarify two minor problems here.
One is related to the shift of the spinors in Fig. 5.2. In real experiment, the probability
density of the wave function at each site will be measured, but in our analytical study
of the QW model, we treat (βn−1 αn)T as one “spinor”, which is actually the partial
mix of two neighboring real spinors. However, we find that this problem has little effect
on the correlation. The other problem is that the first bulk angle, θ1 is not random34.
Later we will see that this minor problem does not affect the results, either.



















N + 2 = 32,
T = 400,
∆= 1
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N + 2 = 42,
T = 600,
∆= 1
y = −1.50x− 4.57










versus ln(n−1), averaging over 1000 disorder realizations. Protocol
II is employed here, and the Λ in Eq. (5.64) is 0 since we assume that the exact disorder profile in each
disorder realization is unknown. (a) disorder strength ∆ = 1, system size N + 2 = 32; (b) ∆ = 1,
N + 2 = 42. The total evolution time T is chosen to make sure the protocol work well, so T = 400 for
panel (a) and 600 for panel (b). In both panels, red circle: results from solving the 0-mode analytically;
blue star: results of adiabatically evolving 0-mode. Red dashed line and blue dash-dotted line are partial
linear fittings of them respectively, and red and blue equations correspond to the fitting curves. The
slopes are the correlation coefficients.
The analytical derivation of −3/2 correlation coefficient was done under the assump-
tion that the product of the disorder strength and two-point separation is much larger
than 1 [36]. However, in real experiment, the QW chain is not large, so we choose
strong disorder strength to fulfill the assumption. The −3/2 correlation coefficients in
the small systems was observed in Fig. 5.17. The coefficients are −1.6 and −1.5 from
34In order to keep our adiabatic protocol work well, δ1 at site 1 is set to be 0. See the introductory
part of Sec. 5.4 for detail.
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the benchmark, and the corresponding results obtained from the adiabatic process are
−1.48 and −1.36. The results of the numerical experiment agree with the benchmark
very well, indicating an excellent performance of our adiabatic protocol.
However, for small systems with weak disorder, the analytical correlation coefficients
are not obtained yet [36]. In the following sections we will investigate the correlations of
systems with different disorder strength ∆ and size N + 2 in the numerical experiments,
with the main focus on small systems with weak disorder.
Effect of the system size on the correlation
We choose 4 different system size with a fixed disorder strength ∆ = 0.4. Specifically
N + 2 = 12, 22, 32 and 42. The results are shown in Fig. 5.18. The fitting curves of
the benchmark (solid) and the adiabatic process (dash-dotted) have almost the same
slopes. We notice that the benchmark slopes most likely have slightly larger magnitude,
and the reason is not clear yet. For those set-ups in Fig. 5.18, polynomial fitting works
quite well on the correlation. However, the correlation exponents are −0.447, −0.588,
−0.645 and −0.769 for different system size N = 10, 20, 30 and 40 respectively, all
larger than −3/2. These exponents increase as the system size increases (i.e., the
two-point separation increases). This is expected because the correlation of the nearby
sites should be stronger than the distant sites. Strictly speaking, when the two-point
separation increases, the constraints are better satisfied in the derivation of the analytical
correlation exponent [36] −3/2. Therefore, the correlation exponent is expected to
saturate at −3/2.
To summarize, we further show that the results of the adiabatic process and the
benchmark agree with each other in a wide parameter regime, where the system size
is small and the disorder strength is weak. Due to the “experimental limitation”, we
do not calculate the correlation for large system or very strong disorder here, but the
expected behavior can be found in the previous analytical study in Sec. 5.3.9.
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versus ln(n−1), averaging over 1000 disorder realizations. Protocol
II is employed here. The total evolution time T is chosen to make sure the protocol work well, for example,
if ∆ or N is increased, T will also be increased (See Sec. 5.4.2). Here ∆ = 0.4, and from top to bottom,
the system size is N+2 = 12, 22, 32 and 42 respectively. The slopes of fitted curves of analytical results
(red solid line) are −0.45, −0.59, −0.65 and −0.77, and the slopes obtained from adiabatic evolving
(blue dash-dotted line) are −0.42, −0.59, −0.66 and −0.73 respectively. The symbols and curves have
the same meanings as in Fig. 5.17.
Effect of the disorder strength on the correlation
In this section, we fix the system size to be N + 2 = 42, and vary the disorder strength
∆ from 0 to 0.8. In Fig. 5.9 of Sec. 5.3.9, by employing the benchmark method, we
already shown that increasing the disorder strength will increase the magnitude of the
correlation exponents (decrease the correlation) and finally the exponents saturate at
−3/2. In the numerically simulated “actual experiments”, consistent results are observed
(See Fig. 5.19).
Specifically, in the clean system where ∆ = 0, the wave function shall be the same
on all the sites except for two boundaries, but due to the exponential tail at final stage of
the protocol (see Eq. (5.65)), the correlation curve is not exactly flat (see Fig. 5.19). At
two boundaries, either the lower part or upper part of the spinors are 0 (see Fig. 5.2), so
the correlation of the last point (boundary) is only half of the others. The correlation of
the other boundary point is not shown in Fig. 5.19. Fig. 5.19 and panel (b) in Fig. 5.17
show the correlation of different disorder strength 0.4, 0.8 and 1.0. We can see that as
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versus ln(n − 1), averaging over 1000 disorder realizations. The
system size is fixed as N + 2 = 42, and ∆ is 0, 0.4, and 0.8 with analytical (adiabatic evolving) slopes
0.0053 (-0.0061), −0.77 (−0.73) and −1.30 (−1.25) respectively, and their total evolution time T s are
different to make sure protocol II work well. The symbols and curves have the same meanings as in
Fig. 5.17.
∆ increases, the correlation decreases. Therefore, various correlation exponents can be
observed using our adiabatic protocol, including the theoretical saturated value −3/2.
In conclusion, we propose a quite good protocol to test the physics of off-diagonal
disorder in experiment. The numerical experiment equipped with our protocol shows
consistent results with the benchmark. Our protocol should be feasible for actual ex-
perimental implementation.
In this section, there are several questions left unsolved, but good for future study.
For example, how to overcome the bad performance of cases with δ < 0 using less time
(i.e. smaller T ) in Sec. 5.4.2? What is the actual performance of the combined protocol
in Sec. 5.4.3? In addition, we notice another phenomenon that is unsolved yet, i.e., the
bend-up of correlation curves in those figures, for example, Fig. 5.9. In the figure, as n
increases, the correlation between them decreases, but in the tail of the curves, i.e., the
correlation between the two points near the ends of the chain increases. This is unusual,
and so far we cannot explain it. We suspect that it may be related to the topological
properties of the 0-mode such that the two edges of the state are highly correlated.
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Further investigations are needed.
5.5 Conclusions
In conclusion, we have analytically shown that the physics of off-diagonal disorder resides
in the disordered QW model. Related properties like the DOS and the localization length
are derived and numerically verified. Since the physics of off-diagonal disorder is seldom
observed in experiments while QW has been demonstrated in a variety of experiments, we
propose to use a particular QW protocol to experimentally realize off-diagonal disordered
states. We employed the adiabatic theorem and numerically show that it is feasible to
apply the proposal in real experiments.
For the coherence and completeness of this chapter, we put some studies in the
appendices as an complementary material. Here we briefly summarize the following
content. In addition to the boundary condition considered in previous sections (i.e.
θ0 = −pi/2 and θN+1 = pi/2), other boundary conditions are explored and compared.
The analytical study of the physics in the vicinity of other delocalization transition quasi-
energies (i.e., ω = ±pi/2) is also addressed. Finally, the transfer matrices for the SSQW
are derived, and further study can be thus initiated.
5.A More on Boundary Conditions
Previously we employ one specific boundary condition to study the physics of off-diagonal
disorder, but leave 3 other boundary conditions unexplored. Here we will briefly summa-
rize the special quasi-energies and the corresponding states [173, 174] for all the different
boundary conditions. For example, given the bulk θn = pi/4 + δn35 with |δn| < pi/4,
and boundaries θ0 = −pi/2 and θN+1 = pi/2, then the edge states with quasi-energy
ω = 0 or pi will be localized around the boundary site (edge) n = 0 (This can be seen
in Sec. 5.3.). Tab. 5.1 lists all the boundary conditions and the corresponding special
35One could also choose θ = −pi/4, and then follow the similar procedure (as in Sec. 5.3) to obtain
different results. However, the physics behind them is the same, which can be explained using the
bulk-boundary correspondence in the QW [173, 174].
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quasi-energies and edge states.
Boundary condition ω = 0, pi Special ω Localization center
θ0 = pi2 = θN+1 NA NA NA
θ0 = −pi2 , θN+1 = pi2 Y NA Site n = 0
θ0 = pi2 , θN+1 = −pi2 Y NA Site n = N + 1
θ0 = −pi2 = θN+1 NA ±, pi ±  Both edges
Table 5.1: In the bulk, θn = pi4 + δn with |δn| < pi/4, and 1 ≤ n ≤ N . The first boundary condition
does not give rise to the edge states, while the second and third have the edge states with exact quasi-
energies ω = 0 and pi, and the last has the edge states with quasi-energies slightly differing from 0 and
pi. “Y” means that a particular quasi-energy is the valid quasi-energy of the system, while “NA” means
the opposite.
In Tab. 5.1, the second and third boundary conditions are similar, and the second
is already well studied in Sec. 5.3. So we will focus on the first and last boundary
conditions here, and investigate them using the TMF. Following the same method in
Sec. 5.3, the relation between 2 boundaries given by Eq. (5.17) can be written in the
























































Here Eq. (5.68) is for the first boundary condition and Eq. (5.69) is for the last.
Let us study the first boundary condition first. Using the argument in Sec. 5.3.3 on
explaining Eq. (5.25), we can see that a valid quasi-energy ω needs to bring a vector
initially at the y-axis,
0
i
 to the x-axis,
1
0
. (For simplicity, we assume the vector
goes from the positive y-axis to the negative x-axis.) ω = 0 or pi certainly cannot
accomplish this job since it will let the vector stay in y-axis. Let’s consider an quasi-
energy  which is slightly above 0. We notice that Eq. (5.29) still holds with φ1 = pi/2,
φN = pi −  and ϑn = pi/8. This means that tanφ should approach 0 starting from
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−∞. This cannot be completed for small ω since cot2(pi/8) will prevent tanφ from
approaching 0 further when φ is close to 3pi/4. It cannot pass through 3pi/4, not
mentioned pi. Hence, in this boundary condition, ω = 0, pi and any value near them
cannot be the quasi-energies of the system.
In the case of the last boundary condition, the vector should go from the x-axis to
the y-axis36, corresponding to tanφ going from 0 to ∞. It is obvious that ω = 0 or
pi cannot achieve this goal. Again we consider a small value ω = . Now the factor
cot2(pi/8) in Eq. (5.29) will accelerate this process, so for small value  Eq. (5.69) can
hold. And according to Fig. 5.3, when φ is smaller than pi/4, the length of the vector
tends to decrease exponentially, and after it passes pi/4, the length starts to increase
exponentially. Therefore, the corresponding eigenstate is localized with two localization
centers at both edges. Except for this particular , we may expect that a vector with a
slight larger ω may pass two more quadrants to reach the negative y-axis such that it can
be another quasi-energy of the system. But this is not true because the vector cannot
goes from the positive y-axis to the negative x-axis. Hence, this small quasi-energy  is
well-separated from other quasi-energies. Until that a quasi-energy ω is large enough to
cross the 2nd quadrant (i.e., from the positive y-axis to the negative x-axis), no other
ω can satisfy Eq. (5.69).
To summarize, here we use the TMF to identify the valid quasi-energies and the
corresponding (edge) states. Edge states in QW are usually explained using topological
language [173, 174]. For example, in the first boundary condition, both the bulk and
boundary angles are within the domain [0, pi], possessing the same topological phases,
so no edge states emerge. In the last boundary condition, topological phases of two
edges are different from the topological phase of the bulk, so the edge states emerge in
both edges.
36For simplicity, we assume the vector goes from the positive x-axis to the positive y-axis.
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5.B Other Special Quasi-energies in the Disordered QW
Obuse et al. [61] has numerically shown that ω = ±pi/2 are the transition energies
that indicate the presence of off-diagonal disorder in disordered QW. They find the
singularities of the DOSs near these energies. Here we will use the method developed
in Sec. 5.3 to arrive at the same conclusion analytically.
We start with Eqs. (5.14) and (5.16) in Sec. 5.2.1. Without loss of generality, we









 with Tn = iσz sec θn − σx tan θn. (5.70)
Define
Pm ≡ T2m · T2m−1, (5.71)
so
Pm = (tan θ2m tan θ2m−1 − sec θ2m sec θ2m−1)·I+(sec θ2m tan θ2m−1 − tan θ2m sec θ2m−1)·σy.
(5.72)


































































5.B. Other Special Quasi-energies in the Disordered QW





2 [(λ+ + λ−) · I + (λ+ − λ−) · σy] . (5.76)
We substitute Eq. (5.76) into Eq. (5.70) and find that the boundary conditions θ0 =
θN+1 = ±pi/2 will make Eq. (5.70) hold, while θ0 = pi/2, θN+1 = −pi/2 or θ0 = −pi/2,
θN+1 = pi/2 cannot. This conclusion is independent of the actual values of θn (n =
1, 2 · · ·N), so whether ω = pi/2 is the quasi-energy of the system is determined by both
the boundary conditions, and, will be shown later, the parity of the number of system
sites.
5.B.1 Parity of the System Size
In our set-up, N + 2 is the total number of sites in the disordered QW chain (See
Fig. 5.2). Each bulk site corresponds to one transfer matrix, and totally N transfer
matrices are involved in the calculation. When N is odd, one transfer matrix will be left





2 (iσz sec θN − σx tan θN )
[
(λ′+ + λ′−) · I + (λ′+ − λ′−) · σy
]
, (5.77)
where λ′+ and λ′− are obtained from Eq. (5.75) by substituting N with N −1. Different
from the case of even N , the additional σx and σz flip the eigen spinors of σy, resulting in
the opposite conclusions. Boundary conditions θ0 = pi/2, θN+1 = −pi/2 or θ0 = −pi/2,
θN+1 = pi/2 will give rise to ω = pi/2, while θ0 = θN+1 = ±pi/2 cannot.
We summarize the results in the Tab. 5.2. Those states with exactly quasi-energy
±pi/2 are delocalized. For example, in the case of even N and θ0 = θN+1 = −pi/2, we








Therefore, the spinors at two boundaries are the eigen spinor of σy, and they are con-
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(j, k ∈ [1, N ] are arbitrary indexes) will approximately cancel each other given that
θj\k are drawn randomly from the same distribution. This resembles the 0-mode in
Sec. 5.3.1. The difference is that delocalized 0-mode requires θn to be drawn from a
distribution symmetric with respect to θ = 0, and we choose θn ∈ [−∆,∆] in our study.
The delocalized ±pi/2 states do not have that constraint, as long as θn are drawn from
the same distribution. So they are easily to be noticed [61]. However, the advantage of
delocalized ω = 0 state is that it can be obtained from localized ω = 0 state through
adiabatic operation (See Sec. 5.4) while ω = ±pi/2 state cannot. Because ω = ±pi/2
states are always delocalized for any θ. In contrast, ω = 0 is delocalized only if θ ≈ 0.
For general θ, ω = 0 state is separated from other states, allowing adiabatic operation
to be applied well on it.
Boundary condition ω = ±pi2 , N even ω = ±pi2 , N odd
θ0 = pi2 = θN+1 Y NA
θ0 = −pi2 , θN+1 = pi2 NA Y
θ0 = pi2 , θN+1 = −pi2 NA Y
θ0 = −pi2 = θN+1 Y NA
Table 5.2: In the bulk, θn (1 ≤ n ≤ N) can be any value such that pi/4− θn/2 6= j · pi/2 (j is integer).
In some conditions, ω = ±pi/2 are the quasi-energies of the system, labeled with Y, and for those not,
NA is labeled there.
The similarity between the two delocalized states allows us to apply similar treat-
ments to the chained transfer matrices in Eq. (5.70), and acquire the same conclusion
that the physics of off-diagonal disorder emerges in the vicinity of ω = ±pi/2.
In the end of this appendix, we shall recall the discussion of dips in 1D Dirac model
with disordered square mass barriers (See Sec. 4.2). In this chapter we have shown
that special quasi-energies like 0 and pi are delocalization transition energies under the
particular condition (i.e., θ ≈ 0), and they correspond to the dips at ω = pi in Sec. 4.2.
Since the delocalization for ω = pi appears under strict conditions, the corresponding
dips do not sustain when M(x) 6= 0 (resembling the condition θ 6= 0 here). In contrast,
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the delocalization transition energy ±pi/2 persist under almost all the conditions, so the
corresponding dips can be found in general conditions even when M(x) 6= 0.
5.C Disordered Split-step Quantum Walk (SSQW)
SSQW’s protocol is just a bit complicated compared with DTQW. Its one evolution
cycle is decomposed into four steps [57] (See panel (b) of Fig. 5.1):
1. Rotation of spin through operator Rθ. Similar to DTQW, we assume the rotation
is around y axis by an angle 2θ, so Rθ = e−iθσy .
2. At each site, the spin-up component is moved to the right, and the spin-down




(|n+ 1〉 〈n| ⊗ |↑〉 〈↑|+ |n〉 〈n| ⊗ |↓〉 〈↓|) .
3. Rotation of spin around y axis by an angle 2φ, denoted by operator Rφ = e−iφσy .





(|n〉 〈n| ⊗ |↑〉 〈↑|+ |n− 1〉 〈n| ⊗ |↓〉 〈↓|) .












This QW protocol was introduced to show that through simple modifications, QW
can acquire topological properties as rich as static systems. Thus the study of topological
states of matter can be extended from static systems to time-periodic systems. In our
project, we study the QW using the TMF, and mainly focus on the transport properties
when disorder is present.
In this work, we will assume that its bulk rotation angle θ and φ can be either random
or uniform. The set-up is analogous to DTQW in Fig. 5.2, except that the operator
118
Chapter 5. From Disordered Quantum Walk to Physics of Off-diagonal Disorder










 , i.e., φ0, φN+1 = 0. (5.81)
We apply the similar analysis on the eigenstates of this system as we did on the









e−iω sec θn − tan θn
− tan θn eiω sec θn
 ·
















 is the real “spinor” of site n, and
an
bn
 is the modified “spinor”. The













In the transfer matrix of Eq. (5.83), ω = 0 and pi are still special energies, because
they make Tn diagonalizable in σx basis. In contrast, ω = ±pi/2 are not special quasi-
energies unless φ equals 0 or pi such that the DTQW is restored. We can also analyze
the requirements for the emergence of off-diagonal disorder using our previous methods,
but we will not go into the details here.
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Quantum and Classical Superballistic
Transport in a Relativistic
Kicked-Rotor System
In this chapter, we will show that both quantum and classical (transient) superballistic
transport in the momentum space can occur in a simple periodically driven Hamiltonian
system, namely, a relativistic kicked-rotor system with a nonzero mass term. First, we
will review the background of the superballistic transport in quantum systems, and intro-
duce the relativistic kicked-rotor and discuss its relation with the well-known Maryland
model. We will then present our study of quantum superballistic dynamics, followed by
a parallel study of classical superballistic transport and the associated classical phase
space structure. Finally, we will discuss the quantum-classical correspondence exclu-
sive to the relativistic kicked rotor system. We will end this chapter by concluding our
discoveries and discussing the possible experimental realizations.
6.1 Introduction
In this section, we will first briefly review the literature of anomalous diffusion behaviors,
with emphasis on the novel superballistic transport. Then we will introduce the relativis-
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tic rotor, and connect it with the Maryland model [81, 224] so that some investigation
procedures in the literature can be adapted in our studies.
6.1.1 Anomalous Diffusion and Superballistic Transport
The rich transport behavior in complex systems is an important research topic in sta-
tistical physics [225–231]. Consider the mean square of a physical quantity (such as
position) as a function of time t for an ensemble of particles. For normal diffusion, this
mean quantity is proportional to t; whereas for anomalous diffusion, the mean quan-
tity goes like ∼ tν (ν 6= 1), with subdiffusion referring to cases of 0 < ν < 1 and
superdiffusion referring to cases of 1 < ν < 2. In the classical domain, known exam-
ples of anomalous diffusion include Brownian motion and heat conduction, which may
involve non-Markovian effects or complicated potentials and so on. In the quantum
domain, wavepacket spreading in a periodic potential leads to ballistic transport in the
mean square position (ν = 2). By contrast, wavepacket spreading in a quasi-periodic
potential often induces subdiffusion or superdiffusion [232–236].
The special class of diffusion with ν > 2, which may be termed as “superballistic
transport” as an intriguing transient phenomenon, is however not as well-studied as other
cases of anomalous transport behavior. Only few examples are available so far. In the
classical domain, superballistic transport was observed for Brownian particles [237–240].
In the quantum case, a time-dependent random potential was demonstrated to cause
superballistic transport using paraxial optical setting [241]. More related to this chapter,
earlier superballistic transport was found in the dynamics of wavepacket spreading in a
tight-binding lattice junction [242, 243]. Remarkably, such type of quantum superbal-
listic transport was recently experimentally realized by use of optical wave packets in a
designed hybrid photonic lattice setup [244].
6.1.2 Relativistic Kicked Rotor and Maryland Model
The main objective of this chapter is to use a relatively simple model system to better
understand the difference and connection between quantum and classical superballistic
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transport in purely Hamiltonian systems. Specifically, we consider a relativistic variant
[84, 85] of the well-known kicked-rotor (KR) model [79]:




where all the variables are scaled and hence in dimensionless units. Here σx and σz are
Pauli matrices, v = 2piα represents the speed of light, M represents the static mass
energy, K represents the strength of a delta-kicking field that is (2pi/q)-periodic in the
coordinate θ (q is an integer) and unity-periodic in time, pˆ = −i~eff ∂∂θ , where ~eff is
a dimensionless effective Planck constant. Such a system can be also regarded as a
periodically driven Dirac system, and it should be of some experimental interest due to
recent advances in the quantum simulation of Dirac-like particles.
In the case of a vanishing M , the Hamiltonian (6.1) can be decoupled into two in-
dependent Hamiltonians, each associated with one eigen-spinor of σx. They are nothing
but the so-called Maryland model:




This massless relativistic KR was first investigated by Grempel et. al [81, 245], Berry [224]
and Simon [246] to analytically understand the issue of Anderson localization. They in-
vestigated the consequences of rational or irrational values of α. Indeed, by mapping
the Maryland model onto a one-dimensional Anderson model, it becomes clear that HM
with an irrational α should display Anderson localization in the momentum space [81],
whereas HM with a rational α = r/s (r and s integers) should show ballistic transport,
so long as the parameter q in the kicking potential is an integer multiple of s [224].
This condition is called a resonance condition. When this resonance condition is not
fulfilled, i.e., q 6= ns, it can be shown that the time-evolving wavefunction of the system
(with rational α) repeats itself after every s kicking periods, so neither Anderson local-
ization nor ballistic transport occurs. Roughly speaking, what is known in the standard
quantum KR [79] applies also here, concerning the importance of the arithmetic nature
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of α for the dynamics of the Maryland model, as well as the ballistic transport due to
quantum resonances therein.
Though in this chapter we will focus on cases with a nonzero M , the above-
mentioned results for the Maryland model do guide us when it comes to choose in-
teresting parameter regimes. For example, we shall pay special attention to whether or
not α is a rational value, and if the kicking potential is resonant or not. As it turns
out, the quantum dynamics is most interesting in cases with rational α and under the
resonance condition.
Since our model is a periodically driven system, we write down its Floquet operator1





−i K~eff cos(qθ). (6.3)
Without loss of generality we set ~eff = 1 throughout except for the Sec. 6.C of
quantum-classical correspondence, keeping in mind that if ~eff 6= 1, we may just ab-
sorb it into other parameters M and K. Due to this choice, with periodic boundary
conditions in θ, momentum can only take integer values. The above expression of
the Floquet operator is a product of two exponential operators. The second operator
exp[−iK cos(qθ)] comes from the kicking field, giving rise to the hopping between differ-
ent momentum states (different sites in the momentum space), whereas the first operator
Hˆp ≡ exp [−i(2piασxpˆ+ σzM)] is responsible for generating momentum-dependent on-
site phases. In particular, when Hˆp acts on the spinor state
[
a
∣∣∣ψ{p,↑}〉 , b ∣∣∣ψ{p,↑}〉] at a




∣∣∣ψ{p,↑}〉 , b ∣∣∣ψ{p,↑}〉]→ [aΦ+p ∣∣∣ψ{p,↑}〉+ bΦ−p ∣∣∣ψ{p,↓}〉] , (6.4)
where
∣∣∣ψ{p,↑}〉 and ∣∣∣ψ{p,↓}〉 are local spin-up and spin-down eigenstates of (2piασxp+












Clearly then, it is the periodic and alternative on-site phase accumulation Φ±p and
the hopping exp [−iK cos(qθ)] that determine the quantum dynamics. This motivates






−i K~eff cos(qθ). (6.6)
For this spinless Floquet operator, the two spin components are decoupled. Nevertheless,
it still contains the same local phase accumulation given by Φ+p and the same hopping
term as in our original model described by U . As seen later, it does possess the essential
properties of U and as such our physical analysis can be reduced. More importantly,
the system U2 does not have the spin degree of freedom, so its classical limit can be
constructed with ease, with the classical Hamiltonian given by
HC =
√




Indeed, the so-called classical relativistic KR map studied in the literature [84, 247] was
based on such a spinless classical Hamiltonian. In the following, we study the quantum
dynamics using both U and U2, and the classical dynamics based on HC .
6.2 Quantum Dynamics
The dynamics of a quantum relativistic KR was previously studied in Ref. [85] for rel-
atively short time scales. By extending to a longer time scale and choosing the right
parameter regime, quantum superballistic transport is found for driven systems described
by U as well as its spinless version U2. To justify our choices of the system parameters
we first examine cases with an irrational value of α.
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6.2.1 Dynamical Localization for Irrational α
In the Maryland model, an irrational α leads to localization in the momentum space. So
it is interesting to first investigate how a nonzero mass M changes this picture. When
α is irrational, the previously defined phase factor Φ±p in Eq. (6.5) is in general a quasi-
random function of the momentum site. This is different from the Maryland model, in
which M = 0 and the corresponding Φ±p would then reduce to a quasi-periodic function
of momentum sites. In the light of the mapping from a KR system to the Anderson
localization model [248], this seems to indicate that a non-zero M favors dynamical
localization in the momentum space. Note also that, for very large values of p, the
relative importance of the M term in Φ±p will diminish, and then effectively a Maryland
model will be recovered and dynamical localization is still guaranteed [81]. Thus, in
the entire momentum space, a non-zero M is expected to strengthen the dynamical
localization, thus also wiping out any possibility of anomalous diffusion or superballistic
transport.
Results of our numerical simulations presented in Fig. 6.1 support our above view.
For both the full Floquet operator U and its spinless version U2, it is seen from Fig. 6.1




decreases as M increases, i.e., a larger M enhances
dynamical localization.
With the same set of system parameters, the mean momentum spread under the
evolution of the Floquet operator U is similar to that under the evolution of its spinless
version U2. This confirms that the common on-site phase accumulation function Φ+p has
captured the main features of dynamical localization. It is also interesting to comment on




associated with U is always larger
than that associated with U2. As such, the spin degree of freedom is seen to slightly
weaken dynamical localization. This is somewhat expected. Indeed, the spin degree
of freedom introduces two channels for the dynamics and a multi-channel Anderson
model does increase the localization length [249]. We note in passing that the spin
degree of freedom can even cause Anderson transition in two-dimensional disordered
systems [250, 251]. Certainly, as M increases, this spin effect should decrease because
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M = 6, U
M = 10, U
M = 6, U2
M = 10, U2




as a function of number of kicks (time t). Solid lines represent results
generated by the Floquet operator U defined in Eq. (6.3), with the initial state given by spin-up and
a Gaussian wavepacket ∼ exp(−p2/2σ2p). The dot-dashed lines represents the results generated by a
spinless Floquet operator U2 defined in Eq. (6.6), with the initial wavepacket given by the Gaussian
∼ exp(−p2/2σ2p). In both cases, σp = 4, irrational α = 1/3 + 0.01/2pi, K = 0.8, q = 3 and M




is seen to be
strongly localized in all the examined examples. Here and in all other figures, all plotted quantities are
in dimensionless units.
it becomes more costly in energy for the two spin channels to interact.
Finally, we mention the benchmark result in Fig. 6.1 for the M = 0 case that




was predicted by Berry [224].
Using our system parameters depicted in the caption of Fig. 6.1, Berry’s result gives〈
p2
〉
(t) ∼ sin2 0.015t/ sin2 0.015 and our simulation agrees with this.
6.2.2 Superballistic Transport for Rational α and On-resonance Poten-
tial
As we already discussed in the previous subsection, for large momentum values, the
effect of a nonzero mass term M will diminish and effectively the Maryland model will
re-emerge. So if we did not choose an on-resonance potential, then in regimes of large
momentum quantum revivals similar to that with M = 0 (Maryland model) should
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occur for rational α, which then leads to confined motion. This situation would not
be of interest here. In addition, we also observed that for an off-resonance kicking
potential and for rational α, a non-zero M further suppresses the already bounded
momentum spread. With these understandings, it is clear that we should step into
the interesting situation where α = r/s is rational and the kicking potential K cos(qθ)
is on resonance, i.e, q = ns. For convenience we choose q = s. Reference [85]
computationally investigated exactly the same situation, but it was argued therein that
the phase factor Φ±p as a quasi-random function of momentum should suffice to localize
the momentum spread. As we show below, both qualitatively and quantitatively, this
claim is correct only for low momentum values, and overall a much richer transport
behavior can be found.
Let us start with the Maryland model for which M = 0. Then the momentum space
is translationally invariant with period s. As such, states will in general spread ballistically
(the off-resonance case is an exception). In our case,M 6= 0 and within each period, the
on-site phase Φ±p acquired by the system becomes a quasi-random function of p, thus
dynamical Anderson localization or suppression of momentum spread is expected. How-
ever, as momentum increases, the nonzeroM2 term in Φ±p = exp
(
±i√(2piαp)2 +M2)
becomes less important as compared with (2piαp)2. For very large momentum, the M2
term represents a very weak perturbation and hence the dynamics should resemble that
of the Maryland model.
The above qualitative analysis makes it clear that the overall dynamics depends
on many factors. On a sublattice2 representing low momentum values from −pc to
+pc, dynamical localization takes place and the system is effectively in a disordered
regime. On a sublattice representing higher momentum values, ballistic transport is
expected and the system is effectively in a periodic regime. Whether or not a state is
localized or delocalized now depends on where it is initially located, and on the size of
the disordered regime as compared with the localization length. For example, if an initial
state is localized at the center of the disordered regime and if the localization length
2Here sublattice means a segment that is part of the whole lattice.
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M = 5, U2
M = 8, U2
M = 10, U2
M = 12, U2








vs time, for M = 0, M = 5, M = 8, M = 10
and M = 12 (from top to bottom). Results with M = 5, M = 8, M = 10 are for the spinless Floquet
operator U2 defined in Eq. (6.6). For M = 12, results for both U (the one fitted by a power-law with
ν = 2.90) and U2 (the most localized case) are plotted. (Result with M = 0 is applicable to both U
and U2.) Other system parameters are the same as in Fig. 6.1, except for α = 1/3. The two dashed




∝ tν (for a certain time window) with ν = 2.90 or
ν = 2.97, indicating quantum superballistic transport with an exponent close to ν = 3.
is much shorter than the disordered region, then the system may be trapped there for
an extremely long time. On the other hand, if the initial state is already located close
to the high-momentum sublattice (closeness is with respect to the localization length),
then as the kicking field induces population transfer between the disordered sublattice
and the periodic sublattice, the system will be quickly delocalized. In this sense, our
model, through its natural dispersion relation, realizes a lattice junction analogous to
that considered in Refs. [242, 243]. Certainly, in our model here there is no sharp
transition between the two qualitatively different sublattices, but the critical momentum
value is expected to scale with M/(2piα).
Representative results from our numerical experiments are presented in Fig. 6.2.
There it is seen that as M increases, an initial state localized at the center of the
disordered sublattice will be trapped for a longer period. This is consistent with our
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understanding that an increasing M leads to a longer disordered sublattice as well as a
shorter localization length. Other numerical results (not shown) show that the values
of α, the kicking strength K, and the potential parameter q can all affect the duration
during which an initial state is trapped in the disordered regime.




〉 ∝ tν with ν > 2, where t is the number of kicks. This
can now be explained using the idea from Ref. [242]. In particular, assuming that the
length of the disordered momentum sublattice is larger than the corresponding localiza-
tion length, then the disordered regime serves as a source to provide slow probability








Here R(t) is the probability leaking rate from the disordered sublattice to the periodic
sublattice, B represents the contribution from the disordered regime, which is almost
constant and can be neglected. C represents the probability of the initial state already
placed in the periodic regime, which is 0 due to our choice of the initial state located at
the center of the disordered regime. a characterizes the ballistic transport coefficient,
which depends on many system parameters. If we approximate R(t) by a constant Γ,




(t) ∝ aΓt3. (6.9)
As reflected by the two cases shown in Fig. 6.2, namely, the case of M = 12 for the
full Floquet operator U and the case of M = 10 for the spinless Floquet operator U2
defined in Eq. (6.6),
〈
p2
〉 ∝ tν , with ν ≈ 2.90 or ν ≈ 2.97, for a very long time scale and




(note the logarithmic scales used in the plot). These two
superballistic exponents are very close to ν = 3, in agreement with the above argument.
For the same two cases, we have set pc ≈ 100M/(2piα) and record the probabilities
inside [−pc, pc] as a function of time. This probability indeed decreases linearly with
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time. This further confirms the physical mechanism behind the quantum superballistic
transport seen here. The case shown in Fig. 6.2 with M = 5 displays ballistic transport
as the case of M = 0. This is so because for a small value of M the initial state
quickly experiences ballistic transport on the clean sublattice. For the intermediate case
M = 8, the momentum spread does not show any clear power-law dependence. In this
transitional case, the localization length and the size of disordered lattice are comparable
and hence the leakage from the disordered sublattice to the periodic sublattice occurs
no longer at an almost constant rate. We stress that the shown cases represent but
a few examples. Many similar results of quantum superballistic transport are obtained
for both the full Floquet operator U involving two spin channels and for the spinless
Floquet operator U2.
Though the quantum superballistic transport here is explained in the same manner as
in Ref. [242], we stress that the effective two-sublattice configuration is not artificially
designed. Rather, it emerges as a natural consequence of the relativistic dispersion
relation with a nonzero mass.
6.3 Classical Dynamics
6.3.1 Classical Phase Space Structure
In this subsection we will study the classical relativistic KR described by the Hamiltonian
in Eq. (6.7). To that end, it is necessary to examine the phase space structure, which
can be generated from the relativistic standard map [84, 247]. In particular, the states




+ θN (mod 2pi/q),
pN+1 = qK sin(qθN+1) + pN .
(6.10)
In the quantum case, either an irrational α or a non-resonant kicking potential causes
localization. Considering quantum-classical correspondence, this suggests bounded (i.e.,
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Fig. 6.3: Phase space structure of HC defined in Eq. (6.7), for four different situations, namely, (a)
rational α and on-resonance kicking potential, (b) irrational α with off-resonance kicking potential, (c)
irrational α with an almost on-resonance kicking potential; and (d) irrational α with an off-resonance
kicking potential. M = 10 and K = 1.6. The phase space invariant curves are seen to be unbounded
in momentum in panel (a), but bounded in panels (b)-(d).
localized in momentum) invariant curves in the phase space. Results in Fig. 6.3(b)-(d)
support this view.
To understand the phase space structure, we first recall the Maryland model [224],
which can approximately describe the dynamics for sufficiently large momentum values.
That is, if p is large, then we again neglect the M term in the Hamiltonian. Then the
mapping in Eq. (6.10) (after dropping the M term) reduces to the mapping associated
with the Maryland model. For the Maryland model, the following equations hold for
either an irrational α or a non-resonant kicking potential:







cos(qv2 + qθ0)− cos
[




where as introduced before, v = 2piα. Clearly then, for an irrational α, the term Nv
can densely cover the entire θ domain [0, 2pi]. As such, as N increases, the values
of (θN , pN ) fill a complete sine curve in the phase space. On the other hand, if α is
rational, qα becomes a fraction under the assumed off-resonance condition, then θN can
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only take discrete points in [0, 2pi] such that pN also takes a few isolated values [224].
These observations for the Maryland model can be used to directly explain the
panel (d) in Fig. 6.3. For panel (b) where α is rational but the kicking potential is off
resonance, a nonzero M also causes the dynamics to densely fill the entire θ domain,
which constitutes an interesting difference from the Maryland model. However, as
expected, after the same number of iterations, regimes with low momentum values can
generate a complete phase invariant curve faster, and regimes with high momentum
values may still have holes to be filled in. As to panel (c) where the product of αq
is close to an integer, the oscillation amplitude in momentum get larger as the factor
csc qv2 in the map in Eq. (6.11) can be a large number. Putting all these cases together,
it is seen that in the three situations represented by panels (b)-(d) of Fig. 6.3, KAM
invariant curves localized in momentum are the main characteristic of the classical phase
space.
So now we are left with the last situation in which α is rational and the kicking
potential is on resonance. The associated phase space structure is presented in panel
(a) of Fig. 6.3 and in Fig. 6.4. The phase space structure is remarkably complicated and
interesting. To investigate this in detail, we divide the phase space into four regimes,
namely regimes I, II, III and IV for increasing absolute values of momentum.
Let us take one example to look into the special phase space structure. As seen in
Fig. 6.4 for K = 0.8, M = 10, the four regimes have qualitatively different behavior.
In regime I where p is small, local KAM curves dominate. As p increases, the feature of
the phase space become chaotic in regime II. This is followed by global KAM curves in
regime III. These global KAM curves are localized in momentum and bound the chaotic
sea seen in regime II. Finally, in regime IV for quite large momentum, ballistic curves,
which become more and more parallel to the momentum axis, are seen. These curves are
called ballistic curves because once a trajectory lands on such a structure its momentum
variance will evolve ballistically (A rigorous proof can be found in Appendix 6.B).
The four regimes identified above may not always appear together. Their pres-
ence and borders are determined by M and K. To shed some light on this, one may
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Fig. 6.4: Detailed phase space structure for a situation similar to panel (a) in Fig. 6.3. Here system
parameters are given by K = 0.8, M = 10, α = 1/3, and q = 3. Panel (a) depicts regimes with large
momentum values, and panel (b) depicts regimes with low momentum values. Curves in regime I are
local KAM curves, KAM curves in regime III are global curves and hence localize momentum. The black
dots regime in II are generated by a single initial condition and indicate a chaotic sea. Curves in regimes
IV that are almost parallel to the momentum axis are ballistic structures.
consider HC , in the two opposite limits, i.e., “non-relativistic” vp  M limit and
“ultra-relativistic” limit vpM . In the first limit, HC becomes









and in the second limit, HC assumes




Regimes I and II can be understood via HS , while regime IV can be well understood
by HL. In particular, HS is the conventional kicked rotor, which makes the regular-
to-chaotic transition as K increases [79]. HL is much similar to the Hamiltonian of
the Maryland model, which is known to produce ballistic trajectories in the momentum
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space3 [224]. Indeed, it can be shown that the asymptotic (in the large p limit) form of
the ballistic trajectories are described by θ = constant, and they are hence completely
parallel to the momentum axis.
As is found from our computational studies, an increase in K may destroy the KAM
curves in regimes I and III, and then turns them to a (possibly transient) chaotic sea
as well. An increase in M will generate more KAM curves in the phase space. The
complexity of the phase space perhaps deserves more careful studies. For our purpose
here, we emphasize that for a sufficiently largeK, the phase space is mainly composed of
a seemingly chaotic sea and ballistic trajectories. It is however challenging to identify a
clear boundary between trajectories eventually landing on the ballistic structure and those
always doing random motion. To appreciate this complexity, in Fig. 6.5 we illustrate
that once global curves are all broken, how an individual trajectory might eventually
land on the ballistic structure after transient, but a long period of, “chaotic" motion.
The whole process is like the following: after the system has wandered in the transient
chaotic sea [see panel (b)] for a long time, the system finally reaches L1 and keeps
moving to the left. Then it reaches L′1 and continues to move towards the left. It then
passes the central transient “chaotic sea". Later the system has a chance to arrive L2,
followed by L′2. The system eventually reach a ballistic curve L3 and then keeps moving
up in the momentum space. In brief, it takes 3 stages for a trajectory launched from
the regime illustrated in panel (b) of Fig. 6.5 to finally turn to ballistic motion. First,
it wanders highly randomly in a transient chaotic sea. Second, it moves alternatively
along some smooth curves [such as those shown in panel (a) and panel (c) in Fig. 6.5],
between which the system returns to the transient chaotic sea, but with the overall
tendency towards curves of large momentum values. Lastly, the system evolves on a
simple ballistic structure.
After the detailed analysis of the phase space of the relativistic kicked-rotor, we shall
briefly compare it with the phase space of the kicked rotor. Compared Figs. 6.3, 6.4 and
6.5 with Fig. 2.3 (the phase space of the kicked rotor), we can clearly see the difference
3 One may consider this as an intuitive proof of ballistic trajectories. For a more rigorous proof, see
Appendix 6.B.
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Fig. 6.5: Evolution of a single trajectory from (θ0, p0) = (0, 0.7). The total evolution time is 2 × 106,
by which time this trajectory becomes clearly ballistic. The whole process is remarkably complicated.
Panels (a) (b) and (c) zoom in some small portions of the shown phase space, with the momentum
values in the middle-θ regime seen to be highly localized. Green dash-dotted arrow shows the moving
direction of the trajectory along the “curves" traced by the trajectory. These curves shown here emerges
after t ≈ 7.6× 105, and similar curves developed in earlier time with smaller p values. Note that these
curves are not KAM invariant curves as the system will eventually leave them. We define the motion
along these curves as “transient chaotic motion".
between them. For example, the phases space of the relativistic kicked-rotor depends on
more parameters instead of K only, and it can be either bounded or unbounded. Under
a certain condition, the phase space can be quite complicated. The phase space of the
kicked rotor depends onK only, and it is relatively not that complicated. However, there
are some links between these two phase spaces, too. For example, regime I in Fig. 6.4
resembles the regimes of low p in Fig. 2.3, which implies that our “non-relativistic”
approximation in Eq. (6.12) works well.
135
6.3. Classical Dynamics
6.3.2 Classical Superballistic Transport
In our simulations, we always choose 105 phase space points randomly sampled from
the following Gaussian distribution








Note that this Gaussian distribution is analogous to the initial Gaussian wavepacket we
used in our quantum dynamics calculations. We then evolve this ensemble of classical





as a function of t, i.e., the number of iterations. Interestingly,








by the power-law ∼ tν for
appropriate time windows, the exponent ν can be larger than 2. In fact, sometimes
ν can be even larger than three or even four. Some examples are shown in Fig. 6.6.
In one case, the superballistic transport exponent is found to be as large as ν = 4.2,
for a time window from t = 106 to t = 3 × 106. On the one hand this confirms
that the classical dynamics may display superballistic transport, on the other hand it is
necessary to better understand the underlying mechanism. By exploring many parameter
choices, it is found that breaking the global KAM curves with an increasing ratio K/M
is a necessary condition. This is already a clear difference from quantum superballistic
transport. For example, for the results shown in Fig. 6.2, v = 2pi/3, q = 3, M = 10,
quantum superballistic transport occurs already for K = 0.8, but in the classical case
shown in Fig. 6.6, superballistic transport is observed only when K exceeds 1.4. Thus, in
the quantum case, a global KAM invariant curve does not forbid the population leakage
from the classically chaotic regime to the ballistic regime, an indication of quantum
tunneling.
To further understand the numerical results, we find it necessary to also account for
normal diffusion as the trajectories seek to land on ballistic trajectories from the chaotic
sea. The associated normal diffusion rate is assumed to be D0. We further assume that
the leakage rate from the chaotic sea to the ballistic structure is given by R(t). Then
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vs time (the number of kicks). The
initial conditions are sampled from a Gaussian distribution described by Eq. (6.14) with σp = 2
√
2 and
σθ = 1/σp, so that the initial phase space distribution is analogous to the quantum initial state used in
Fig. 6.2. Here v = 2pi/3, q = 3, M = 10, and from top to bottom, K = 1.6, 1.5, 1.4, 1.2, and 1.0. Note
that with other system parameters being the same, quantum superballistic transport already occurs for
K = 0.8 (see Fig. 6.2). Here the classical superballistic transport does not emerge until K reaches 1.4.








where B = ρ0p20, with ρ0 being the fraction of trajectories confined in some local
stable islands in Regime I and p20 being their average momentum spread; D = ρ1D0,
with ρ1 representing the fraction of trajectories undergoing normal diffusion, with D0
being the associated diffusion constant; C = ρ2 is the faction of trajectories initially
placed on ballistic structures, with a being the diffusion coefficient. Note that, unlike in
the quantum case, at this point we do not first assume a constant probability leakage
rate because, as seen below, the leakage involves different behavior at different time
windows, and so R(t) can be rather complicated. Indeed, as seen from Fig. 6.5, once
the global KAM curves are destroyed, the escape from a (transient) chaotic sea to
a ballistic structure is extremely complicated: the boundary between them is hard to
identify and different initial conditions sampled from an initial Gaussian ensemble may
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need drastically different times to reach a ballistic structure.
The coexistence of normal diffusion, ballistic transport, and the potentially compli-




(t) even more interesting
than the quantum case. Let us roughly define a regime [−P0, P0] in the phase space,
where trajectories are not doing ballistic motion. In connection with our observations
made from Fig. 6.5, we choose P0 = 500. Let Pc(t) be the occupation probability of
this regime and Pu(t) = 1− Pc(t) be the occupation probability on ballistic structures.
Then R(t) = −dPc(t)dt . Pc(t) is plotted in Fig. 6.7 on either linear or logarithmic scales,
for different time windows, for the value K = 1.4 already studied in Fig. 6.6. The
right inset of Fig. 6.7 indicates that initially most trajectories are trapped in the regime
[−P0, P0], until t = t1 ≈ 5 × 104. Then Pc(t) starts to decrease more appreciably,
with a time dependence not easy to fit [see the first part of the curve in panel (c)].
After t = t2 ≈ 5× 105 kicks however, the relation between Pc(t) and t becomes much
more evident, i.e. lnPc(t) ∝ −Γt, which indicates an exponential decay. The emer-
gence of an exponential decay suggests that the ensemble has reached a certain steady
configuration, as the escape probability now becomes proportional to the occupation
probability itself. As also shown by the bottom inset and by the main figure of Fig. 6.7,
the coefficient Γ slightly changes with time. Expanding such an exponential decay to
the first order, this escape would amount to an almost constant leakage rate of jumping
onto phase space ballistic structures. As a result, one would naively expect, like our
analysis in the quantum part, a superballistic transport case with ν = 3. This prediction
is certainly oversimplified as compared with our actual results shown in Fig. 6.6.
To better digest the results shown in Fig. 6.6, we again focus on the case K = 1.4
in connection with the time dependence of Pc(t) in Fig. 6.7. In the very beginning,
Pc(t) remains almost a constant until t1 ≈ 5× 104 kicks, so for this time period R(t) is
essentially zero. Therefore initially only the first three terms in Eq. (6.15) are non-zero,




should be less than two. This explains
the actual numerical result during the early stage. The plotted curve in Fig. 6.6 at early
times also has an increasing slope. This can be explained as follows. During the early
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Γ = 4.8× 10−7
Γ = 4.0× 10−7
Γ = 4.6× 10−7
Fig. 6.7: Results of lnPc(t) vs time, where Pc defined in the text represents the occupation probability
in a non-ballistic regime. For the two insets (a) and (b), Pc(t) vs time is plotted for two early stages,
where it can be seen that initially most trajectories are trapped in the initial non-ballistic regime for
t < t1 ≈ 5× 104. Then Pc(t) starts to decrease appreciably in a nonlinear fashion. The inset (c) shows
that the time dependence of lnPc(t) is highly nonlinear before t = t2. However, after t2 ≈ 5 × 105,
lnPc(t) and t display a linear relation. The system parameters are the same as the case of K = 1.4 in
Fig. 6.6.
stage, we have B > D > aC. When t > B/D, the Dt term starts to dominate so〈
p2
〉
is close to normal diffusion. Similarly, when t > D/(aC) ≈ 103, the aCt2 term
exceeds the first two, so we have a behavior close to ballistic transport for a quite long
period until t = t2 ≈ 5 × 105. On the other hand, from Fig. 6.7, it is observed that
since as early as t = t1 ≈ 5 × 104, R(t) is already non-zero. So the leakage to the
ballistic regime is building up long before an exponential leakage is observed at t > t2.










(t) ∼ t3 is not observed. In addition, the lack of such a simple
superballistic behavior with ν = 3 is also consistent with the apparent nonlinear time
dependence shown in panel (c) of Fig. 6.7 before t = t2.
To confirm our qualitative analysis above, we now redefine the start time as the
point when an exponential decay of Pc(t) can be clearly identified. Again using the
computational example shown in Fig. 6.7, we now use t2 ≈ 5× 105 as the start time to
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(t2)] vs (t−t2), an analysis motivated by a reset of the start time at t = t2 (see
the text for the details). The result here mainly displays a normal diffusion stage and a superballistic
transport stage with an exponent close to ν = 3. The computational example presented here is the
same one in Fig. 6.7 with K = 1.4. The dashes lines represent power-law fitting.





Because at t2, the population inside the regime [−P0, P0] is about 0.88, we have Pc(t) =










≈ 0.88 D0e−Γ(t−t2)(t− t2)





where the first term account for the normal diffusion as the trajectories diffuse from a
chaotic sea to eventually land on a ballistic structure, the second term describes the
ballistic transport for those trajectories already outside the regime [−P0, P0] at the start
time t2, and the last term describes the impact on the transport dynamics due to the
population leakage from the regime [−P0, P0], with
R(t) = −dPc
dt
= 0.88 Γ exp[−Γ(t− t2] ≈ 0.88 Γ. (6.17)
Equation (6.16) thus suggests that once we reset the start time at t2, there should
be a normal diffusion stage, a transition stage due to the second term, followed by




(t) − 〈p2〉 (t2)] ∼ (t − t2)3. In Fig. 6.8
140
Chapter 6. Quantum and Classical Superballistic Transport in a Relativistic Kicked-Rotor System




(t)− 〈p2〉 (t2)] vs (t − t2), in very good
agreement with our analysis. As a final note, the classical superballistic transport shown
in Fig. 6.8 with the diffusion exponent ν ≈ 3.1 lasts very long, but this behavior cannot
last forever. In the end, almost all trajectories from the initial ensemble will end up on
ballistic structures and then purely ballistic transport will take over.
Returning to an early study [85] of the classical relativistic KR under the reso-
nance condition, we have to disagree with some of their statements; from our results
we conclude that classical superballistic transport was not observed there because the
investigated time scale there was too short.
6.4 Conclusions
In this chapter, we show that both quantum and classical superballistic transport can
occur in a simple periodically driven system, namely, a relativistic kicked-rotor system
with a nonzero mass term. To our knowledge, this appealing scenario has not been
discussed before. Compared with previous lattice-junction models for quantum super-
ballistic transport, the superballistic transport in our model occurs in momentum space
as a consequence of a natural divide imposed by the relativistic dispersion: regions with
low momentum effectively have a quadratic (bare) dispersion relation (hence effectively
a quasi-random on-site potential) and regions of high momentum effectively have a
linear (bare) dispersion relation (hence effectively a quasi-periodic potential).
Remarkably, though found in the same dynamical system, the quantum superballistic
and classical superballistic transport we have analyzed are observed in much different
parameter regimes. Indeed, in the quantum case, the mechanism lies in the leakage of
the quantum state from a regime of dynamical localization to a regime of ballistic trans-
port. This leakage can occur even when the underlying classical limit has global KAM
invariant curves separating the two regimes. How such type of leakage is manifested
in the structure of quantum eigenstates should be relevant to further understandings of
quantum eigenstates lying simultaneously on classical structures with different dynami-
cal features [252]. In the classical case, it is necessary to break the global KAM curves
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first to allow for leakage from a chaotic sea to ballistic trajectories. As a side result, we
find that this kind of leakage in the classical dynamics is unexpectedly complicated and
further studies can be motivated. For example, strictly speaking, the random patterns
shown in the panel (b) of Fig. 6.5 do not represent chaos (chaos is defined as a positive
Lyapunov exponent in the asymptotic long-time limit, but this trajectory will eventually
become ballistic and hence has a zero Lyapunov exponent). The detailed characteristics
of this type of irregular trajectory eventually becoming a regular ballistic one deserve
more attention. The issue of quantum-classical correspondence concerning this type
of trajectories is also of considerable interest for future studies. We shall give a short
discussion on the quantum-classical correspondence in the Appendix 6.C.
The classical relativistic kicked rotor model may be realized by considering relativistic
electrons moving in the field generated by a special electrostatic wavepacket [84]. On
the quantum side, a spinless version of the relativistic kicked rotor may be also realized
by considering a kicked tight-binding lattice whose on-site potential can be determined
by the relativistic dispersion relation [253, 254]. However, due to the large time scales
involved, a direct observation of our numerical results reported here is unlikely. As such
it should be interesting enough to explore the system more to identify other signatures
of superballistic transport at shorter time scales.
6.A The Mapping between the Spinless Quantum Relativis-
tic Kicked Rotor and the Tight-binding Model
This first appendix is devoted to show the connection between periodically driven systems
and Anderson localization. Grempel, Fishman and Prange [81] are the first to give the
derivation that transforms the kicked rotor into 1D tight-binding model. This finally
leads to the experimental observation of 3D Anderson transition by driving a cold atomic
gas with laser pulses [83]. Here we will use our Floquet operator U2 in Eq. (6.6) to show
the derivation, following a revised procedure given by Reichl [91].
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Fig. 6.9: Plots of on-site potential Tm(α) versus momentum site m. They are obtained using Eq. (6.25).
To be consistent with Sec. 6.2, we choose the same values for the parameters α and M , i.e., α = 1/3
andM = 0, 5 and 10 respectively. The quasi-energy Ωα = 0. (a) The overall picture of on-site potential
for m ∈ [−90, 90]. (b), (c) and (d) zoom in some small portions indicated by green dash-dotted line,
pink dashed line and yellow solid line in (a).
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From Floquet operator U2, we define
Hˆ0 =
√
(2piαpˆ)2 +M2 and Vˆ = K cos(qθ). (6.18)
Let |ψ(n)〉 denote the state just before the n-th kick. As shown in Chapter 2, the
Floquet theorem yields
|ψ(n)〉 = e−iΩαn |uα(n)〉 and |uα(n+ 1)〉 = |uα(n)〉 . (6.19)
Therefore, from the evolution relation |ψ(n+ 1)〉 = exp(−iHˆ0) exp(−iVˆ ) |ψ(n)〉 we
can obtain this equation
|uα(n)〉 = e−i(Hˆ0−Ωα)e−iVˆ |uα(n)〉 . (6.20)
And then, two new Hermitian operators are defined as:
e−i(Hˆ0−Ωα) = 1− iTˆα
1 + iTˆα










cos Vˆ2 − i sin Vˆ2




1− i tan Vˆ2
1 + i tan Vˆ2
, (6.22)









|vα(n)〉 = 0. (6.23)




Wm,m′vm′(α) = εvm(α). (6.24)
Here








Chapter 6. Quantum and Classical Superballistic Transport in a Relativistic Kicked-Rotor System
Wm,m′ = 〈m|Wˆ |m′〉, ε = −〈m|Wˆ |m〉 and vm(α) = 〈m|vα(n)〉.
Eq. (6.24) resembles tight-binding model with Tm(α) acting like the on-site potential
and Wm,m′ serving as the hopping potential. Wm,m′ depends only on the difference
(m−m′) and is independent of the lattice site m, so the hopping potential is uniform
from site to site. In contrast, the on-site potential Tm(α) is explicitly dependent on site
m, so it may not be periodic and disorder might be able to enter. For non-vanishing
M , Tm(α) looks obviously non-periodic. We plot Tm(α) as a function of m for both
rational and irrational α (See Fig. 6.9).
The values of α and M are chosen to be consistent with previous study in Sec. 6.2.
For M = 0, the on-site potential Tm(α) is periodic4 with periodicity 3 which is deter-
mined by the denominator of α. Since the momentum is discrete, Tm(α) can only take
3 values repeatedly.
WhenM increases, Tm(α) in the central region (wherem is small) becomes random.
As shown in panels (b) and (c) in Fig. 6.9, larger M causes stronger disorder and larger
disordered region. However, in the large momentum site, the on-site potential Tm(α)
becomes almost periodic. This can be seen in panels (b) and (d).
To sum up, we mapped the relativistic kicked rotor into tight-binding model, and
show that a non-zero mass, in effect, realizes a situation, now in the momentum space,
in which two (momentum) sublattices with different different nature of on-site potential
(disordered in the center while almost clean elsewhere) are connected as a junction [242].
As shown previously, this indeed induces superballistic transport in both the classical and
quantum dynamics.
6.B Ballistic Trajectories and Asymptotic Lines
The phase space is unusually rich, and it was studied before [84, 247]. However, they
missed the ballistic trajectories which appear at large p, so they did not find the super-
ballistic transport. Here we will show that each ballistic trajectory has a corresponding
4 Due to the square root in Tm(α), the on-site potential is actually symmetric with respect to m = 0.
Although the periodicity breaks at m = 0, it does not affect the overall transport property.
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asymptotic (vertical) line θ = θc, such that it will approach this line as p approaches
infinity.
When pn in Eq. (6.10) is sufficient large, we have |pn+1 − pn|  pn, and |θn+1 −
θn|  θn [84]. So we could write
pn+1 − pn ≈ dp, θn+1 − θn ≈ dθ, (6.26)






qK sin qθ . (6.27)
We integrate it with an initial condition (p0, θ0), and get








v2p20 +M2 − vp0) + cos qθ0. (6.28)
In Eq. (6.28), the first term in the RHS is an increasing function of p, and approaches
0 as p goes to infinity. If p → ∞, then θ → θc, and θc = arccosS/q, where S is the
summation of last 2 terms in the RHS of Eq. (6.28). This shows that the asymptotic
line of the ballistic trajectory is θ = θc. Therefore, the trajectory is indeed ballistic, and
they extend to infinity.
6.C Quantum-Classical Correspondence
The differences between quantum and classical mechanics are obvious, yet the boundary
is hard to address. Many theories have been developed to describe the correspondence
and transition between quantum to classical [255] mechanics. Generally speaking, cor-
respondence principle [255] states that any physics in classical mechanics shall have
its analog in quantum physics by considering the classical limit of the corresponding
quantum mechanics problem. If it were not true, then classical and quantum mechanics
would represent two completely different physics, which would be a highly counter-
intuitive. However, no definite violation of the correspondence principle is found yet.
Previously, the absence of “quantum chaos” in the periodically driven quantum system
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Fig. 6.10: Energy-time curves are plotted for quantum systems with different ~eff and the corresponding
classical system. Here E =
√
v2p2 +M2 because the system is relativistic. The initial wave function
is Gaussian, and classically 107 phase points are drawn randomly from the same distribution as wave
function’s probability distribution.
was considered as a candidate of the violation, but later it has been shown to obey the
correspondence principle [79].
As one example of periodically driven systems, the kicked rotor has served as a
good platform to study the correspondence principle through tuning the effective Planck
constant ~eff [79, 256]. Briefly speaking5, a critical time scale called quantum break-
time tc is defined to address the classical limit of a quantum system. When t < tc,
energy-time curves in quantum and classical systems coincide, but they drift apart for
t > tc. In their simulations, tc → ∞ when ~eff → 0, so classical dynamics is restored
once the quantization factor ~eff vanishes.
Here we plan to briefly investigate the correspondence in the new platform, the KRR.
We employ the same method here, i.e., to send ~eff to 0, and analyze the trend implied
by this process. Specifically, ~eff is proportional to kicking period T 6 so that it can be
sent to zero by decreasing T and keeping v, M and K constant (See Sec. 6.1.2). (This
requires the real parameters v˜ = vT−1 and κ = KT−1 to increase proportionally.) In
the next, the energy-time curves are plotted for different ~eff (See Fig. 6.10). As ~eff
5Actually, several time scales have been analyzed in the literature to study the correspondence. One
shall refer to [79] and references therein for details.
6After rescaling the original parameters, Hamiltonian (6.1) is obtained, and we have ~eff = h0T ,
where h0 is a constant.
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decreases, the quantum curve gets closer to the classical one, which implies the validity
of quantum-classical correspondence in the periodically driven relativistic system. The
only exception, i.e., the case of ~eff = 1 is due to the resonance condition exclusive to





In this thesis, we have investigated several disordered 1D (quasi-1D) systems, including
graphene superlattices (GSLs), the Dirac model with square mass barriers, the finite-
chain quantum walk (QW) model and the relativistic kicked-rotor. From these systems,
some novel aspects of localization, delocalization and anomalous transport were explored
in detail. In the following, we shall briefly review the main content of this thesis and
summarize our results1.
In Chapter 1, we first reviewed the previous work on the physical properties of
disordered quantum systems. Then we introduced two of the current research frontiers,
graphene and topological insulators, which motivated our investigations on the physics of
disorder in several related systems, i.e., GSLs, the QW model and the relativistic kicked-
rotor. In Chapter 2, we introduced the transfer matrix formalism which was utilized
repeatedly in Chapters 3, 4 and 5. We also introduced the mapping formalism for
periodically driven classical systems, and the time-evolution operator for studying time-
periodic quantum systems based on the Floquet theorem. These tools were employed
in Chapter 5 and 6.
Chapter 3 was devoted to the study of 1D GSLs with disordered scalar potentials or
1For a quick review, one shall refer to Fig. 1.1 in Chapter 1.
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vector potentials. 1D GSLs refer to graphene under external periodic potentials of the
Kronig-Penney type, which are, however, unavoidably perturbed in practice. Thus we
assumed the presence of weak disorder, and derived a general analytical expression of
the Lyapunov exponent, i.e., the inverse localization length, to investigate the angular
dependent transport properties of massless Dirac particles in the 2D plane. We showed
that localization occurred for almost all incident angles, nevertheless delocalization still
emerged for several particular angles. These results were supported by numerical sim-
ulations. In addition, we discovered that disorder would enhance the supercollimation
previously found in clean GSLs. This was counter-intuitive, but could be understood
as an effect caused by the strong angular dependent filtering owing to the existence of
disorder.
In Chapter 4, we introduced the 1D Dirac model with random mass, and connected
it to both the GSL (with vector potential) discussed in Chapter 3 and the finite-chain
QW model studied in Chapter 5, under the help of the transfer matrix formalism. With
this connection, we could study the effects of off-diagonal disorder, which were studied in
artificial 1D Dirac model two decades ago, now in experimentally realizable QW systems.
This chapter mainly served as a bridge to connect these two kinds of systems, and a
trigger to motivate further study of the QW model as an off-diagonal disordered system.
Then in Chapter 5, we gave a rigorous proof of the presence of off-diagonal disorder in
the disordered QW model. More importantly, we proposed an experimental realization
of delocalized off-diagonal disordered states in a QW set-up under adiabatic conditions,
and numerically demonstrated its excellent performance. This proposal might be of
interest for the experimental study of off-diagonal disordered systems since only one
experimental realization of off-diagonal disorder has been reported till now.
Finally in Chapter 6, we studied the dynamics of a periodically driven system, namely
the relativistic kicked-rotor. Its quantum version was mapped onto a disordered tight-
binding model, where a junction-like scenario (i.e., regions with site indices corresponding
to low and high momentum values possess effectively disordered and clean on-site poten-
tials respectively, and are connected as a junction.) emerged under a certain parameter
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regime. This kind of structure was essential for the emergence of the rare anomalous
transport behavior, namely superballistic transport, in momentum space. Interestingly,
its classical counterpart also displayed superballistic transport, but in the phase space. It
was further shown that superballistic transport in quantum and classical mechanics oc-
curred under very different choices of parameters by analyzing the unusually complicated
phase space. The results are of interest to studies of anomalous transport, quantum
and classical chaos, and the issue of quantum-classical correspondence.
7.2 Outlook
In this thesis, we have shown some novel aspects of localization, delocalization and
anomalous transport in relatively new or not fully explored disordered systems, i.e.,
1D disordered graphene superlattices, the disordered finite-chain QW models and the
relativistic kicked-rotor. We have developed a general expression of Lyapunov exponents
for 1D (quasi-1D) disordered systems that can be described in terms of transfer matrices,
which we believe will serve as a useful tool in the analysis of disordered systems in the
future. So far we have focused on single-particle transport properties. In the future,
we shall consider particle-particle interactions in these disordered systems. For example,
electron-electron interaction is effectively almost absent in graphene or GSLs, but in some
artificial graphene or GSLs simulated by cold-atoms, interactions can be introduced and
tuned. It would be useful to investigate the transport properties (or conductance) due
to the coexistence of disorder and interactions in systems described by Dirac equations.
Besides, the interaction between two walkers in a disordered QW model can be switched
on, in order to investigate how the interaction affects delocalized off-diagonal disordered
states and the DOS. These challenging problems will serve as long-term goals. Some
currently unsolved questions shall be addressed in the near future. For example, in the
numerical simulations of our QW model, the two-point (one of them is the site near
one end of the finite QW chain) correlation of a 0-mode (delocalized eigenstate) did not
always decrease as the two-point separation increased. In fact, when the other point
approached the other end of the QW chain, the correlation started to increase. This
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unusual behavior might be related to the topological properties of the state and warrants
clarification in future works. Also, further investigations of disordered finite-chain split-
step QWs are needed. In addition, the unusually rich phase space of the relativistic
kicked-rotor shall be studied in detail, and some studies on the phase space of the
kicked rotor may be addressed here, such as effects of accelerator modes, bifurcations
and scars. This is of interest for fundamental phase space studies in periodically driven
systems.
Generally speaking, disorder is usually unavoidable in real-world systems, so it is
very important to understand disorder effects. Besides, disorder can also be deliberately
introduced into clean systems to alter the transport properties (conductance), such as
the disorder-enhanced supercollimation of electron beams in 1D disordered GSLs. In
conclusion, there remains much to discover in the physics of disordered systems. Such
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