The paper presents a scalable method for learning probabilistic real-time automata (PRTAs), a new type of model that captures the dynamics of multi-dimensional event logs. In multi-dimensional event logs, events are described by several features instead of only one symbol. Moreover, it is not clear up front which events occur in an event log. The learning method to find a PRTA that models such an event log is based on the state merging of a prefix tree acceptor, which is guided by a clustering to determine the states of the automaton. To make the overall approach scalable, an online clustering method based on maximum frequent patterns (MFPs) is used. The approach is evaluated on a synthetic, a biological and a medical data set. The results show that the induction of automata using MFP-based clustering gives easy to understand and stable automata, but most importantly, makes it scalable to large data sets.
Introduction
The creation of temporal data in all areas of life today gives rise to the need for algorithms to infer process models in the broad sense of the word: models capturing the dynamics of processes in a human-comprehensible form. The input to many such algorithms and systems * Supported by the TUM Graduate School consists of event logs, which are typically recordings of events along with the time at which they are observed. Recently, a new type of process model was proposed to compactly represent complex event logs: probabilistic real time automata (PRTAs) [12] . They are derived from real time automata [15, 14, 16] , which are extensions of standard types of automata [4] . PRTAs offer a main additional feature compared to real-time automata. They are able to handle multi-attribute event logs, where each event is described by a feature vector. As a consequence of this, however, the definition of the states in the automaton must be inferred by the algorithm itself, because they are not defined in advance and data set dependent. This problem is solved by clustering the events of a log. Each cluster will then be used to form the set of states. Additionally, a feature histogram (showing the mean of all events in a cluster) is assigned to each state. This histogram will be called the profile of a state in the remainder of the paper. Figure 3 gives an example of a PRTA. Currently, the DIANA [7] algorithm is used for the clustering step because it performed best among a variety of explored batch clustering algorithms [12] . However, DIANA and most other considered clustering algorithms come with one main drawback: the time complexity is O(n 2 ) or even worse, which renders them unusable for making the learning of PRTAs scalable. A scalable solution is important for most recent data sets, like gene arrays, large population descriptions and medical disease progression records. Such data sets often cover many instances (sometimes millions and more), described by various features and over a long period of time. Thus, the overall dataset can be very large and must be processed efficiently. To overcome this problem, we propose to use an online clustering approach that is based on maximum frequent patterns (MFP) as cluster representatives instead of the traditional DIANA based clustering to enable the processing of large data sets. The idea of using MFPs is based on the following: First, MFPs were already considered to be beneficial in high-dimensional clustering settings [7] and second, these patterns reflect the co-occurring characteristics of events that form a state. If all events that are combined in a state share large patterns, then the state will be meaningful, i.e., is, in principle, interpretable by a human user. As for the overall learning procedure, the proposed automaton induction method makes use of the current state of the art in automaton learning: the creation of a prefix tree acceptor (PTA) and the subsequent state merging procedure [5] . The final model can then be applied to, e.g., cell phase evaluations, i.e., how specific gene expression profiles follow each other. This then reflects how a cell adapts to specific environmental conditions. In this case, a state captures the gene expression profile and transitions between the states show which stages may follow each other, either in normal cell life or under stress. Another use case for such a model is the prediction of the disease status of patients. Then, the profiles of the states show which diseases a person suffers from and how the person will evolve in the future. This includes that a persons acquires additional diseases but may also get healed from others. Such changes in the disease status may be captured by the transitions of the automaton. To sum up, the main contribution of this paper is to provide an MFP-based clustering approach that makes PRTA induction highly scalable and thus allows for compact process models for massive multi-attribute event logs. The paper is organized as follows. First, related work is briefly reviewed. Next, the problem setting and the proposed solution is described, which is subsequently evaluated in the experimental section. The paper closes with a discussion.
Related work
The induction of real time automata (RTA) was introduced recently [15, 14, 16] and is currently based on a state merging procedure. The PRTA [12] is derived from this type of automaton, but additionally includes profiles and transition labels as well as transition probabilities in the model. Thus, it is able to handle multiattribute event logs, contrary to RTAs. This enables modelling organism or population dynamics instead of only the relation between, e.g., genes or organisms. To induce a PRTA, the state merging procedure uses the result of a prior clustering step (DIANA [7] ). DIANA is a batch clusterer and performs best compared to a variety of other cluster algorithms like k-Medoids, DB-Scan and EM that have also been considered for the induction of automata [12] . DIANA is the only clustering algorithm that was able to induce reasonable results, i.e., find more than one cluster, without using a predefined number of clusters but only satisfying a distance constraint, like a maximal distance threshold within a cluster. Moreover, so far no clustering with a symbolic description (e.g., frequent patterns) was applied to the induction of automata. In contrast, in the field of regular clustering, there are examples that also group time series data where the final clusters have a symbolic description [6] . The clustering is achieved in a two-step process: first, a local pattern mining method constructs patterns on the attributes of the instances. These patterns are then used to construct predictive clustering trees (PCTs). Another approach, Itemset Constrained Clustering (IC-Clustering) [13] finds clusters having an itemsets description. It uses a branch and bound approach to come up with its results. Co-clustering (biclustering, formal concepts) also finds clusters of objects that share frequent patterns and was extensively explored for the standard setting of binary data [1] , n-ary relations [3] , numeric data sets [9] and useful applications [2] . All of these methods need several scans over the database, which makes them impractical for massive data sets. However they inspired us to propose an efficient one-pass clustering algorithm that finds clusters of objects sharing a maximal set of attributes for the induction of PRTAs.
Algorithm
This section first defines the desired model (Section 3.1) and second gives the general approach of how to induce it (Section 3.2). Then, a detailed description of the proposed clustering -the essential step of the induction -and especially the used decision function is given in Section 3.3. Last, a method to postprocess the resulting clustering is presented.
Problem setting
The task is to model a timed language model over a database D. Let D be a database of histories H i : D = {H 1 , . . . , H n }. A history H i is a sequence of timed events H i = ( e 1 , t 1 ) ( e 2 , t 2 ) . . . ( e l , t l ). The event sequence is ordered corresponding to the time label (t j ) of the events. Note that the time labels need not necessarily form equal intervals, thus a varying amount of time may pass between successive events. An event e i is a binary vector e i = (a i1 , a i2 , . . . , a ij ) consisting of j attributes, where a ij is equal to one if the attribute was observed in this event. 1 We define a probabilistic real-time automaton (PRTA) as a directed graph, where each state q i is annotated by a profile f i that represents the events E i that are mapped to this state. Thus, the profile shows the mean attribute/feature vector of all events that are mapped to q i :
Transitions t ij ∈ T of the PRTA connect two states q i and q j and reflect changes of events via annotated labels T Lj . These changes are expressed in the so-called delta notation: T Li,j = ∆(E i , E j ), where
δ( e k , e l ) and δ( e k , e l ) is defined as the difference of the binary vectors e k und e l : δ( e k , e l ) = e k − e l . The transitions also restrict the time during which such changes may occur via a delay guard φ j = [t 1 , t 2 ] that denotes the minimal and maximal time steps when this transition can be passed. Moreover, a transition is annotated with a probability p j of occurrence. The sum of the probabilities of all outgoing transitions of one state is equal to one.
Definition A PRTA Γ is a tuple Γ = (Q, , T, S, F )
• Q is a finite set of states
• Σ is a finite set of events to label the transitions
• T is a finite set of transitions
• S = Q is the set of start states
• F = Q is the set of final states A state q i ∈ Q is a pair E i , f i where E i is its set of events and f i is an attribute vector called its profile. Σ are all events e that are observed in D. A transition t ∈ T is a tuple q, q , T L , φ, p where q, q ∈ Q are the source and target states, T L is its label and φ is a delay guard defined by an interval [t 1 , t 2 ] with t 1 , t 2 ∈ N. p defines the probability p ∈ [0, 1] that this transition occurs. The goal is to induce a probabilistic real time automaton Γ that models D and is minimal. Minimal means that the least number of states with respect to some parameter setting must be found [12, 15] . . An event is fully described by this binary feature vector. Bottom: successive steps of the PRTA creation. First a PTA is created (left) and then its nodes are clustered (middle). Relying on this clustering, the nodes of the PTA are merged to form the final states (right). For state 1 the profile and for transition t 1,2 the delay guard and the probability are given exemplarily.
Basic Algorithm
In this section, the basic algorithm for the creation of a PRTA is explained. Algorithm 1 shows the subsequent steps of the approach which is further illustrated in Figure 1 . The main steps of the induction are (1) the creation of a prefix tree acceptor, (2) the clustering of the nodes of the PTA and (3) the merge of all nodes in a cluster. In the following, each step is explained in more detail.
(1) The PRTA is induced by first creating a prefix tree acceptor (PTA) [14, 12] . A PTA is a tree of histories, where shared history prefixes are merged to one path. Thus, each node s i ∈ P T A corresponds to a set of events E i . Moreover, a profile is added to each node in the PTA which is equal to E i . Note that during the PTA creation the data set is only accessed once, while the remaining steps are conducted on the PTA itself. Therefore, the remaining operations are mainly dependent on the following steps.
(2) After PTA creation, the next step is to cluster the nodes of the PTA. In this paper, we propose to use an online clustering method for this task, for which the motivation is now briefly described and further explained in detail in Section 3.3. To cluster the nodes of the PTA, each node s i of the PTA is treated as an individual instance, for which a decision function f N C(s i , C) (presented in Section 3.3.2) identifies whether s i belongs to a cluster C j in the current clustering C (Alg.1, line 4). If this is the case (k = −1), then the instance is added to cluster C j (cf. line 6). Otherwise, a new cluster is created and instance s i is put into the new cluster (cf. line 8). The function f N C(s i , C) that decides Algorithm 1 PRTA Induction (Histories H, double θ)
else 8:
end if 11: end for 12: validateAssignments(pta, C) 13: for all C j ∈ C do 14: mergeAllInstancesOfCluster( C j ) 15: end for whether an instance belongs to a cluster is based on the following basic idea: The instance is to be placed in that cluster whose maximal frequent patterns (MFPs) best cover the new instance. Then, all instances in a cluster share a maximal amount of properties and are thus very similar. As usual, a pattern is frequent if its frequency exceeds a minimum support threshold of θ and maximal if it is not a subset of another frequent pattern [7] . For the given problem setting, any online MFP identification algorithm can be used that finds a cluster's new set of MFPs after a new instance is placed in the cluster. However, in this paper, a method is applied that finds the updated MFPs by only regarding the known MFPs and the new instance [11] and thus perfectly fits the given problem setting. After each node s i ∈ PTA is assigned to a cluster C j , a postprocessing step validates these assignments (cf. line 12). This step is discussed in more detail in section 3.4. The general idea is to identify nodes that were incorrectly assigned to a cluster early in the clustering process and to reassign them to another (better) cluster. (3) Finally, all nodes belonging to the same cluster C j ∈ C are merged (cf. line 14) and annotated with a profile of their corresponding events. A merge is an operation that combines two states q i and q j into one new state q k by joining the profiles f i and f j in a single one f k which is equal to their weighted mean:
Depending on the states that are merged, associated transitions t l and t k potentially also must be merged if they have the same source and target state. This is done by joining the labels, fusing the delay guards to a new delay guard φ k = [a, b], where a = min(φ k , φ l ) and b = max(φ k , φ l ) and adjusting the transition probabilities. The final PRTA is the PTA, where all nodes belonging to a cluster have been merged.
Finding the Best Suited Cluster
This section describes in detail how the decision function works that identifies the best cluster for an instance (cf. Algorithm 1, line 4). First, the necessary notation is introduced, then two desired properties of the resulting clustering are described and third, the decision function is explained in detail. Last, an example illustrates the decision function.
Preliminaries
The identification of the best cluster for an instance is based on the comparison of the instance and the set of MFPs of each cluster C i (denoted as p Ci ). To compare an instance with a pattern p (a set of features), the coverage relation is used. In general, a pattern p covers an instance I i if each item (attribute) of the pattern is also present (equal to one) in the instance. Function cov(I i , p) (coverage, Equation 3.4) returns the number of items of the pattern p that also occur (are equal to one) in instance I i :
Similarly, function covRatio(I i , p) (coverage ratio) gives the fraction of p's features that are covered by instance
is equal to one, the pattern covers the instance. Along the same lines, the coverage can be defined for one instance and a set of patterns. This is necessary if a cluster C j has several MFPs P Cj . Then, the maximal coverage of all patterns is calculated similarly to a complete linkage approach: cov(I i , P Cj ) = max p l ∈P C j cov(I i , p l ). Moreover, the coverage can be constrained to only consider patterns with a coverage above a cluster specific threshold ξ Cj ∈ [0, 1] that defines the minimal coverage of a pattern:
Finally, the function that identifies the best suited cluster k for instance I i should lead to two clustering properties:
1. There must be one MFP for each final cluster to charaterize all states: ∀C i ∈ C : P Ci = ∅ 2. Each instance must belong to the cluster with the best corresponding coverage ratio to produce clusters with a low intra cluster distance:
In the following, we will show how each of these conditions is fulfilled by the proposed decision function and the additional postprocessing step.
A Decision Function for the Online Clustering
In this section the function f N C is presented. It selects the best suited cluster for an instance during the clustering process. As the clustering takes place in an incremental manner, the best or final MFPs for each cluster are not known in advance. Thus, at the beginning of the clustering process some amount of uncertainty should be allowed. This means that a new instance does not need to be covered by the pattern(s) of a cluster, but only to a specific coverage ratio. The more instances a cluster comprises, the higher the associated coverage ratio should be to ensure that large, meaningful and well-covering patterns are found. The uncertainty term is expressed by the minimal coverage ratio ξ and depends on the number of instances that already belong to a cluster. For small clusters it should be small, while the minimum coverage ratio must increase for clusters comprising many instances. Moreover, for clusters containing only one instance, at least half of its pattern should be covered. The idea behind this is that the instances in a cluster should share at least half of the items. Thus, the coverage ratio for clusters with one instance |C j | = 1 must be equal to 0.5. Equation 3.5 shows how the term ξ is currently set:
For larger clusters only instances that are mainly covered by the MFP(s) can be added to the cluster as ξ is approaching one for |C j | → ∞. Of course, any other function that satisfies the described properties could be used. However, we chose this function because the rootterm parameters of Equation 3.5 do not grow as fast as, e.g., 1 − 1 1+n for larger |C j |, but still fast enough. Moreover, this function ensures condition 1). As there is an overlap of at least one item between a new instance and the MFP of a cluster, there is always an MFP that consists of at least one item. The final decision function for the online clustering algorithm that incorporates all previous conditions is shown in Equation 3.6: In other words, if there are several clusters with patterns having the maximum overlap, we pick the one where also the biggest portion of this pattern is covered (see also the subsequent example). For instance I i , the cluster having the largest and best covering MFP is preferred, to keep the MFPs as large as possible. This leads to large differences between the final states, and which are thus easier to interpret.
Example
This section gives a short example to illustrate the proposed decision function. Figure 2 shows the main steps that are conducted when a new instance is to be assigned to a cluster. The top of the figure shows the instance (indicated by a partially filled rectangle, each filled square indicates that attribute I ij = 1) and the four existing clusters along with their corresponding MFPs (slashed rectangles). For simplicity, we assume that each cluster contains the same number of instances and that ξ is equal to 0.8 for each cluster. Below the horizontal line, the two main steps of the decision function are illustrated. First, the coverage cov(I i , p) for each pattern p in cluster c j is computed. All patterns (and clusters respectively) having a coverage larger than the corresponding minimum coverage ξ * |p| are further processed, the remaining are not considered (indicated by light gray). The patterns with a maximum coverage are selected (black font). Note that C 1 is not further considered although cov(I i , p) exceeds ξ Cj * |p| because it is not maximal. If there is more than one pattern with a maximum coverage, the coverage ratio is computed to choose one final cluster. This is the second step. The pattern (and the corresponding cluster) that has the highest coverage ratio (indicated by red) is selected.
Postprocessing
Because the best separation of the instances (and the corresponding MFPs) is not known in advance, wrong assignments can occur at the beginning of the clustering. This is due to the small minimum coverage for small clusters. This leads to clusters that contain outliers, i.e., instances that would fit better in another cluster after all instances were processed which again would violate condition (2). To address this problem, a postprocessing step is conducted (validateAssignments in Algorithm 1 line 12). For each instance (node s i ), the assigned cluster is checked whether the coverage of its MFPs is maximal compared to all other clusters. If this is not the case, s i is assigned to the cluster with the highest coverage. Thus, condition (2) is also fulfilled by the proposed method.
Experiments
This section first introduces the data sets that were taken for the evaluation of the proposed induction method. Then, the performance of the approach is presented based on a synthetic data set. This includes the rediscovery of a known automaton, a stability analysis and specifically, a cluster quality assessment. Last, the proposed method is tested on real-world data sets to evaluate its informational content. Moreover, the results are compared to an existing method for automata induction (using DIANA), if applicable. All experiments were conducted on a 2.7GHz machine (Ubuntu) with 2GB main memory. The quality of the automaton is measured by several indicators. If the true underlying automaton structure is known, the recovery ratio (RR) specifies how many states were correctly identified by the automaton:
. A state q is correctly identified (q ∈ Q corr ) if its set of MFPs corresponds to the binary profile of an original state. To judge the accuracy of the resulting transitions, the F -Measure is used. The quality of the induced clustering is measured by the Adjusted Rand Index [8] (ARI). Additionally, the runtime and the final number of states are given.
Data Sets
Four types of data sets were used for the evaluation: was created (cf. Figure 3) . It consists of ten states described by ten attributes. Based on this automaton, a data set containing 100 histories of average length 10 was produced by traversing the automaton corresponding to the transition probabilities. Each visited state refers to one event and its event is output accordingly. To account for the variability in the states, each attribute of each event had a chance of 0.1% of being inverted. If it is one, it will be changed to zero, and vice versa. Thus, heterogeneous, but similar events are output. For the stability analysis, ten more synthetic data sets were created in the same manner. They serve as a starting point for a bootstrap analysis. From each of these ten data sets, 100 derived data sets were created by the bootstrap method. Thus, 1000 data sets are used in the stability analysis. To examine the algorithm's scalability, even larger data sets were created. They range from 50 to 40,000 histories for each data set. Again, to account for data set variability, for each number of histories 10 data sets were created.
Zoo Data Set
The zoo data set describes 101 animals by their morphologic features like, e.g., feathers or breathing and is used to assess the quality of the resulting clustering. Altogether, the data set contains 17 features, thereof 16 binary. The remaining feature (number of legs) was transformed into five binary features ('has 2 legs', etc.) to fit the given problem setting. Additionally, a class (the corresponding genus) is pro-vided so that a cluster quality assessment is possible. The data set can be found in the UCI Machine Learning Repository 2 .
Yeast Data Set
The yeast metabolism data set 3 holds the expression values of 9,335 genes during the cell cycle [10] . They were recorded using Affymetrix chips (GPL90) for 36 time points with a delay of 25 minutes each. To show the changes during the cell cycle, seven well-examined genes were selected for the final data set. The expression values of each timepoint were discretized via a sliding window approach into over-(1) and underexpressed (0). Overexpression is considered as a raise of the expression level compared to the surrounding time points. Following this intuition, a gene's expression level was set to one at a time point t i if the expression level L(t i ) is higher than the average in the surrounding window. As the genes show a periodic behavior of about 12 time steps, the window size was set to 12.
Hepatitis Data Set
The last data set is the 2004 ECMLPKDD Hepatitis challenge data set 4 . It contains blood test results for 1236 patients suffering from either Hepatitis B or C between 1982 and 2001. Next to some demographic information like age and sex, the results of up to 36 tests are given for each individual examination. Some patients are only recorded once while others have a history of 401 records. However, 95.7% of the patients provide a history of at least two events, where one event is considered as the examination result of one day. The fillgrade of the attributes in this data set varies strongly. To obtain meaningful results, only the attributes that are present in at least 80% of the events were included in the histories. Moreover, each attribute was discretized in three subtypes: blood test result below normal, normal and above normal. For missing test results none of the attribute's values was set. Thus, the final events consist of 33 attributes. To evaluate the algorithm's scalability, several data sets of different sizes (50, 100, 150, 200, 300, . . ., 900, 1000, 1236 histories) were created.
Performance on the Synthethic Data Set
First, the resulting structure of the automaton on the synthetic data set is shown. Second, the runtime and structural dependence on the number of input histories and the minimum support θ are presented. Third, a stability analysis shows how often a correct automaton can be found and which states are the hardest to detect. Figure  3 having the most similar profile.
A comparison to the DIANA based approach is also given. Last, the quality of the induced online clustering is compared to the DIANA based induction via the ARI difference.
Identification of a Known Automaton
First, a known automaton is to be rediscovered which was already successfully accomplished by the induction method based on the DIANA clustering [12] . The automaton given in Figure 3 is used for this analysis. Figure 4 shows the induced automaton. For the final automaton we observe the following. The MFPs of the final clusters (and thus states) exactly match the predefined states and all transitions are inferred correctly (not illustrated). There is only one exception: transition [1, 3, 4] to [3, 4, 5] (state 2 to state 7) is not present in the original automaton. Because of the introduced errors in the data, event [3, 4, 5] was created instead of [3, 5] after event [1, 3, 4] . This of course matches the later profile so that it is not assigned to state [3, 5] but to [3, 4, 5] . However, this is a data-induced error and not a systematic drawback of the algorithm. The transitions and the corresponding probabilities were also identified correctly, with the largest deviation of 0.15. The benefit of the induction of automata becomes more evident when such a timed data set is modeled with other process models, like e.g., Petri nets. We thus also compare the proposed approach to the alpha# [17] algorithm that is an improvement of the alpha++ algorithm. As such process miners do not include an automatic event grouping mechanism (like the clustering), the data set was preprocessed for this task and the resulting states were presented to the algorithm. Thus only the states' relations and not the states themselves had to be found. Figure  5B and C show the resulting models for the alpha++ and alpha# algorithm. Note that the squares are called states while the circles are called places. Moreover, Figure 5 C also includes hidden states (white squares) to model e.g., switches. Although the overall structure is identified correctly, there are states in both models that do not correctly reflect the data: e.g., alpha++ fails to correctly infer the relations of state 2 and 5 while alpha# does indeed better, but also misses transitions (e.g., from state 7 to state 4). This is due to the fact that Petri nets have to satisfy constraints regarding liveliness, reachability and boundness. Therefore, for more complex temporal relationships as given in the current problem setting, such models are not appropriate.
Parameter Dependence
This section analyzes some structural properties of the automaton for the parameters: minimum support and number of input instances. Figure 6 shows two important properties of the resulting automaton when varying the minimum support θ in the clustering step. First, for a higher θ, the number of states decreases. This is the result of the decreasing size of the MFP found in the clusters. As there are exceptions in the data, not every concept of the state is present in each event. Thus the frequencies of large patterns decrease and only small MFPs are found. These small MFPs are of course better to cover than large ones even if the cluster size is large and thus less clusters are necessary for a good coverage ratio. The number of transitions (not shown) decreases simultaneously, because the number of states is also decreasing. Second, there are states that are identified better than others. The lines in Figure 6 exemplarily give the RR for the states 1,3,7 and 10. State 7 is very difficult to recover due to two reasons: a) it is very similar to state 3, thus a separation is not always possible and b) it only has one incoming transition with a small probability. Therefore, this event is not often present in the data and can also be regarded as an exception of state 3. Additionally, state 10 is harder to find with increasing minimum support. Again, this is due to the similarity to state 5. For the remaining states, a quite stable recovery ratio is observed, but the detection rate decreases with increasing minimum support, due to the smaller MFPs. Another important parameter is the number of input histories, and how this number affects the runtime of the approach. This is shown in Figure 7 once for the presented online approach as well as for the approach based on DIANA clustering. We tested our approach on up to 40,000 histories, which corresponds to a data set having 220,000 events (because each history has 5.5 events on average). Note that the traditional approach (using DIANA clustering) can handle only 2000 histories of the same length due to its high complexity. The runtime of the online approach is divided into three separate runtimes: the time that is needed for the PTA construction, the time for the clustering and the time of the postprocessing step. For the DIANA approach only the time for the clustering is given, because the PTA construction time is the same and moreover, no postprocessing step is conducted. As expected, the runtime increases for larger data sets for both approaches. However, the runtime difference for large data sets between the online approach and DIANA is tremendous. The clustering part of the online approach now is the fastest step. Considering the number of final states, both methods result in too many states. This can be explained by exceptions in the data. As more data is available, rare events, i.e., events that strongly differ from their original states, are observed more frequently. Thus, they are also clustered in a separate group. However, the number of final states for both methods converges, but altogether the online approach identifies fewer states than the DIANA based approach. This suggests that it may be able to better find the main information in a data set.
Stability Analysis
In this section the stability of the online approach is presented. Therefore, the synthetic data set is used, because it is the only data set where the underlying structure is known. Figure  8 shows the result of a bootstrap analysis. Figure 8a gives the difference between the number of learned and expected states (10) on the 10 synthetic data sets of 100 histories. The higher the sample size, the more likely the correct number of states is found. Although the average number of states is 10 for a sample size above 75%, there are exceptions that find 11 or 9 states. A smaller number of states can be due to a missing example in the data, a higher number of final states may be due to exceptions in the data that are placed in a separate cluster. Figure 8b shows the average distance between the learned states and the most similar states of the original automaton. For small sample sizes, this distance can be large, but it rapidly decreases for larger data sets. Figure 8c shows how often the transitions were identified Figure 8a -8c bottom), the presented online approach outperforms it in every category: The number of inferred states is closer to the original (cf. Figure 8a bottom: DIANA overestimates the number of states) and has a smaller variance. Moreover, the distance of the states to their closest original is smaller (cf. Figure 8b bottom), while fewer data samples are necessary to reach this quality (for sample sizes of 20% the final state distance is already achieved). Thus, also the transitions are learned better (cf. Figure  8f bottom: the distribution of the F-Measure of DIANA is shifted to the left).
Quality of the Online Approach
Another parameter to evaluate the quality of the online clustering approach is the resulting ARI. The zoo data set is used for this task because it also has a class label assigned to each instance. To validate exclusively the clustering, only the resulting clustering for the nodes of the PTA is inspected, and not the automaton itself. Table 1 shows the resulting ARI for a DIANA based induction and the online approach. Note that the results for the different parameters (c = distance cutoff and θ = minimum support) cannot be compared directly because they have a different influence on the clustering. However, the results show that a similar quality can be achieved by the online approach. Its best ARI of 0.84 reaches the best value of the DIANA approach. Moreover, the online approach achieves at least an ARI of 0.36, which is better than the DIANA clustering. Finally, these numbers show that although the online approach induces fewer clusters than DIANA, these clusters also make sense and thus the clustering informative.
Performance of the Online Approach on a Real World Example
In this section, examples of how to use such an automaton on real world data are given. Moreover, the runtime and structural dependence on the number of input histories for these data sets are presented.
Yeast Gene Expression
A first experiment addresses the knowledge one can elicit from such a type of automaton. Figure 9 presents the automaton (with the corresponding profile for each state) that was induced for the yeast gene expression data set. The first important point that can be observed from this figure is that it shows a cyclic structure, which is known to be the cell cycle. The automaton is thus capable of correctly identifying the stages of life in a population or of individuals. Second, each state is annotated with a specific gene expression profile that shows the current metabolism of the cell. Following the cycle, one can easily observe which genes are activated after another and which genes are co-expressed. Third, a resting phase between state 1 and 2 is identified via the delay guard (φ = [1, 2] ) on the corresponding transition. This shows that the cell can wait between two cell dividing phases. There is only one state that could be better separated from the other state: the profile of state 6 is not as specific as the others. This is due to the fact that there is one instance included that should occur as a separate state before state 6. This also leads to state 7 being a loop structure. However, this assignment is due to the initial variability in the clusters.
Hepatitis Data
This section presents the results of the online approach on the Hepatitis data set.
To test the performance, differently sized data sets from the original one were derived. Compared to the synthetic data set, the Hepatitis data set is a difficult one, because it is very dense and has more attributes. Moreover, the histories are long and the resulting PTA is also very large, because only few histories have the same prefix. Figure 10 gives the runtimes for the Hepatitis data set for the presented approach. (The results for DIANA are not shown as only the smallest data set could be processed.) Even for the smallest number of histories (50), DIANA needs longer (218 s) than the online approach (173 s) for the largest data set (1236 histories). This is caused by the huge number of states on which DIANA operates: 2465 states in the PTA must be clustered for the smallest data set. Although this is still feasible, DI-ANA runs out of memory for the larger Hepatitis data sets. But also for the online approach, the runtimes are higher. Note that the 1236 histories lead to a PTA with 51,699 states. However, comparing the number final states (188) of the online approach for 1236 histories to the DIANA clustering with only 50 histories (338 final states), again a more compact representation can be inferred. Another interesting aspect of the on- line approach is the distribution of the number of MFPs per final cluster and their lengths. Figure 11 shows how these distributions vary for more and more input histories. Note that for a better visualization, not every data set size result is displayed. Figure 11 shows that the majority of clusters is represented by long MFPs: mostly more than two attributes contribute to an MFP. This distribution is quite constant over the different data set sizes. Moreover, in most cases, only few representatives are induced by the clustering (cf. the lines in Figure  11 ). Further, the more histories are used for the creation of the automaton, the fewer MFPs are present in the clustering. This indicates that instances sharing large patterns are grouped together, and thus homogeneous states are found.
Conclusion
We presented a scalable method for learning probabilistic real-time automata (PRTAs), a new type of model that captures the dynamics of multi-dimensional event logs. It is based on a state merging process, which is the current state of the art in automaton induction. As the state merging is guided by a clustering in our approach, the clustering procedure needs to scale well to make the overall approach scalable. Therefore, we employ an online clustering procedure as a plug-in that is based on maximum frequent patterns (MFPs) to decide where to assign states. The approach is compared to induction variant using DIANA clustering. The proposed online method is faster than the one based on DIANA, computes a more compact automaton structure and also works for significantly larger data sets. In future work, we would like to improve the creation of the PTA, which
