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Abstract
This paper introduces a dynamic panel data model where the regression coeﬃcients are allowed to vary
across cross-section units. The framework is a mixture model obtained by mixing two dynamic panel data
models with diﬀerent parameters according to some mixing weights. The parameters in the model are
estimated by the method of maximum likelihood, and it is shown that the maximum likelihood estimator
is consistent and asymptotically normal. Within the mixture model it is possible to distinguish between
diﬀerent unit root hypotheses that cannot be distinguished by existing test procedures. More specifically,
it is possible to test the hypothesis that a group of cross-section units has time-series processes with a
unit root. The method is applied to income data from the PSID. For this sample there is no evidence of
unit roots in the income processes but the processes diﬀer substantially between individuals.
Keywords: Dynamic panel data model; Mixture model; Maximum likelihood estimation; Random coef-
ficients; Unit roots
JEL classification: C13; C16; C23
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1 Introduction
In this paper we consider estimation of the parameters in a dynamic panel data model where the re-
gression coeﬃcients diﬀer across cross-section units. We consider traditional micro-panels where the
time-series dimension is small relative to the cross-section dimension. The model used in this paper can
be considered as being a compromise between two extreme versions of the dynamic panel data model.
One extreme is when the regression coeﬃcients are the same for all cross-section units and the other
extreme is when the regression coeﬃcients vary completely at random across cross-section units. In
between are versions of the model where the variation in the regression coeﬃcients is described by a
specific distribution. In this paper the joint distribution of all parameters, including the regression co-
eﬃcients, is assumed to be discrete with only two possible values of the parameters. The model can be
interpreted as resulting from mixing two groups of cross-section units where each group is characterized
by the value of the parameters describing their time-series processes. The mixing weights describing the
probability that a given cross-section unit belongs to either one of the two groups are also allowed to
vary across cross-section units. Again the variation is restricted such that cross-section units with the
same observable characteristics have the same mixing weights.
The main contribution of the paper is to show that the maximum likelihood estimator of the para-
meters in the mixture model described above has the usual asymptotic properties, i.e. it is consistent
and asymptotically normal. This result diﬀers from the one usually found in this type of mixture model,
since in general the maximum likelihood estimator of the parameters does not exist, see Titterington,
Smith & Markov (1985) and McLachlan & Peel (2000). It turns out that when the model contains
exogenous variables it is necessary to impose a restriction between the number of exogenous variables
and the time-series dimension of the panel in order to show the result. In particular, this restriction
rules out the possibility of including time dummies for each period of time in the model.
It is well-known that in dynamic micro-panels where the regression coeﬃcients diﬀer across cross-
section units, inference on the mean coeﬃcients based on standard panel data methods can be very
misleading, see Robertson & Symons (1992) and Pesaran & Smith (1995). In spite of this, only few
alternative inference procedures have been suggested. Alvarez, Browning & Ejrnæs (2002) investigate
the topic in the modelling of income processes for individuals. As the title of their paper states, they
allow for ‘lots of heterogeneity’ meaning that most of the parameters appearing in their dynamic panel
data model vary across individuals according to some specific distributions. Estimation of the parameters
is done by using a simulated minimum distance procedure. There are two main diﬀerences between their
approach and the approach used in this paper. First, their model does not allow for the inclusion of any
exogenous variables. Second, the parameters in their model, such as the regression coeﬃcients and the
error variances, are assumed to be distributed independently of each other. In the model used in this
paper, the parameters are allowed to be correlated and no parametric form is imposed on the dependency
between the regression coeﬃcients and the error variances. Hence, our approach is more in line with
semi-parametric modelling, see Section 1.4 in McLachlan & Peel (2000). In addition, Alvarez, Browning
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& Ejrnæs (2002) emphasize that their choice of parameter distributions is only appropriate for their
specific data set. Conversely, the method suggested in this paper can be applied to any data set and
hence it can be considered as a general tool. Hsiao, Pesaran & Tahmiscioglu (1999) consider estimation of
the mean regression coeﬃcients in a dynamic panel data model by using a Bayesian approach. However,
in relation to unit root inference the mean regression coeﬃcient is not that interesting.
Mixture models were first introduced into econometrics by Quandt (1972) and within this field they
are often referred to as switching regression models. This type of model has not been used in the
analysis of non-linear dynamic panels whereas it is well-known in the analysis of non-linear time series.
For example, Wong & Li (2000), Wong & Li (2001) and Rahbek & Shephard (2002) consider mixtures
of autoregressive time-series models. These models are used to describe variables with the property
that their behavior changes over time. Even though the interpretation of these models is very diﬀerent
from the model considered in this paper, the paper by Rahbek & Shephard (2002) has been a source of
inspiration.
The mixture model considered in this paper makes it possible to distinguish between unit root
hypotheses that can not be distinguished by any of the existing test procedures. Let us shortly review
the existing test procedures. Breitung & Meyer (1994), Breitung (1997) and Harris & Tzavalis (1999) all
consider testing the null hypothesis of all cross-section units having autoregressive time-series processes
with an autoregressive coeﬃcient of unity. The alternative hypothesis is that all cross-section units
have stationary autoregressive time-series processes with the same autoregressive coeﬃcient. The test
statistics are all based on Least Squares (LS) or Generalized Method of Moments (GMM) estimators of
the autoregressive coeﬃcient. Im, Pesaran & Shin (2003) consider testing the same null hypothesis but
against an alternative hypothesis where the autoregressive coeﬃcient diﬀers across cross-section units
and is less than unity for at least a group of the cross-section units. Hence, the alternative hypothesis
includes the case where a group of the cross-section units have unit root processes while the others
have stationary processes with the same autoregressive coeﬃcient. Their test statistic is based on the
cross-section average of individual Dickey-Fuller test statistics which are obtained separately for each
cross-section unit. A common feature of these tests is that they test the null hypothesis of all cross-
section units having an autoregressive coeﬃcient of unity. But if this hypothesis is rejected the tests do
not provide any information on why that is. The finding could be the result of the fact that only a group
of the cross-sections units has an autoregressive coeﬃcient of unity. In that case, it is interesting to know
the size of this group and also to know which cross-section units are most likely to belong to this group.
Or it could be the result of the fact that none of the cross-section units have an autoregressive coeﬃcient
of unity. Within the mixture model considered in this paper, it is possible to distinguish between these
explanations as they can be formulated as hypotheses on the parameters in the model.
The rest of the paper is organized as follows. In Section 2 the mixture model and the underlying
assumptions are specified. In Section 3 the estimation procedure is discussed. In Section 4 unit root
testing is discussed. In Section 5 the method is applied to income data from the PSID. Section 6 provides
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some concluding remarks.
The following notation is used throughout the paper. The symbol P→ denotes convergence in prob-
ability and w→ denotes weak convergence. The matrix norm kAk is defined as kAk = tr {A0A} 12 . The
inequality A > 0 means that the matrix A is positive definite.
2 The mixture model
We consider the two-component mixture model defined by
yit = ρ1yit−1 + z
0
itω1 + α1i + ε1,it for t = 1, ..., T with probability pi
yit = ρ2yit−1 + z
0
itω2 + α2i + ε2,it for t = 1, ..., T with probability 1− pi
for i = 1, ..., N (1)
where ε1,it and ε2,it are iid normal across i and t with means zero and variances σ21ε and σ
2
2ε, and the
terms α1i and α2i represent individual-specific eﬀects that are unobserved. For notational convenience
we assume that the initial values yi0 are observed. First of all, let us consider the situation where there
are no exogenous variables in the model, i.e. zit = 0. Without loss of generality we assume that ρ1 ≤ ρ2
and we refer to the process defined by the first (second) equation as a low-persistency (high-persistency)
process. Using this terminology, the model expresses that given the initial value yi0 then yit is generated
by a low-persistency process with probability pi and by a high-persistency process with probability 1−pi.
A property of this mixture model is that the mixing is done solely in the cross-section dimension not in
the time-series dimension. It means that for a given cross-section unit the parameters are constant over
time. This property appears to be important in relation to the likelihood analysis discussed in Section 3.
The model can also be interpreted as resulting from mixing two groups of individuals where each group
is characterized by the values of the AR coeﬃcient ρ, the error variance σ2ε and the individual-specific
term αi.
Returning to the model with exogenous variables, zit is a k× 1 vector of such variables which can be
time-constant as well as time-varying including a constant term. The variable zit can also contain lags
of the exogenous variables but this is left implicit as it does not aﬀect the estimation procedure as long
as zit is strictly exogenous. However, with respect to interpretation of the model in relation to unit root
hypotheses the specific form of zit matters. This is discussed in detail in Section 4. The two k×1 vectors
of parameters ω1 and ω2 reflect that the variable zit can aﬀect individuals in the two groups diﬀerently.
For instance, the two groups of individuals can have diﬀerent levels and diﬀerent linear trends. So at
first sight, the model seems to allow for a lot of heterogeneity between cross-section units. However, in
relation to the likelihood analysis in Section 3 it appears that there is restriction between the number
of exogenous variables and the time-series dimension of the panel. In particular, it is not possible to
include time-dummies for each period of time in the model no matter what the time-series dimension
is. This is a common problem in this type of non-linear dynamic panel data model. For example, the
method suggested by Im, Pesaran & Shin (2003) to test for unit roots in the time-series processes for
univariate variables does not allow for time dummies and the method suggested by Alvarez, Browning
& Ejrnæs (2002) to model heterogeneity in income dynamics does not allow time-dummies or any other
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exogenous variables to be included. Thus, an important feature of the model defined by (1) is that it
allows for the inclusion of some exogenous variables and heterogeneity through these.
The mixing weights describing the mixing proportions of the two components in (1) are allowed to
vary across units. We assume that this variation is described by a logistic function of some time-constant
variables. This is expressed in the following way
pi =
exp (γ0Di)
1 + exp (γ0Di)
(2)
where Di is a m× 1 vector of random variables that are constant over time with its first element equal
to 1, and γ is a m× 1 vector of parameters. When γ = (γ1, 0, ..., 0)0 the mixing weights are the same for
all cross-section units, i.e. pi = p for i = 1, ..., N .
To specify the model defined by (1) and (2) further, we impose the following assumptions.
Assumption 1 (General assumptions)
(i) ε1,it and ε2,it are both iid normal across i, t with means zero variances σ21ε and σ
2
2ε
(ii) ε1,it and ε2,it are both independent of α1i and α2i for all t = 1, ..., T
(iii) ε1,it and ε2,it are both independent of yi0, Di and zis for all t, s = 1, ..., T
Assumption 1 states that the errors ε1,it and ε2,it are iid normal across i, t and independent of all
other terms in the process generating yit. In particular, ε1,it and ε2,it are independent of zis for all
s = 1, ..., T , i.e. zit is strictly exogenous. Note that the assumption does not impose any restrictions on
the relation between the individual-specific terms (α1i, α2i) and yi0,Di and zit for t = 1, ..., T .
Assumption 2 (Additional assumptions)
(i) yi0 is iid across i with finite sixth order moments, i.e. E |yi0|6 <∞
(ii) Di is iid across i with finite sixth order moments, i.e. E kDik6 <∞
(iii) zit is iid across i with finite sixth order moments, i.e. E kzitk6 <∞ for all t = 1, ..., T
Assumption 2 states that the variables yi0, Di and zit for t = 1, ..., T are all iid across i with finite
sixth order moments. Here the assumption about the variables being distributed independently across i
is crucial in relation to the likelihood analysis while the assumption about the variables being distributed
identically across i is not. The latter assumption is imposed in order to simplify the likelihood analysis
but can easily be dropped. In that case, slightly stronger moment conditions are required, see Section
4.2 in Amemiya (1985).
Before discussing how to treat the unobserved individual-specific eﬀects α1i and α2i we introduce some
notation. We let yi and yi,−1 be the T×1 vectors defined as yi = (yi1, ..., yiT )0 and yi,−1 = (yi0, ..., yiT−1)0,
zi be the T × k matrix defined as zi =
£
zi1 zi2 · · · ziT
¤0
and ιT be a T × 1 vector of ones. In
addition we let ζ denote the vector of parameters in the model defined by (1) and (2) conditional on
α1i and α2i, i.e. ζ =
¡
ρ1, ω
0
1, σ
2
1ε, ρ2, ω
0
2, σ
2
2ε, γ
0¢0. Then for every i = 1, ..., N the density function of yi
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conditional on the variables yi0,Di and zi and the individual-specific terms α1i and α2i is the following
except for a constant
f˜ζ (yi| yi0,Di, zi, α1i, α2i) ∝ piφ˜i
¡
ρ1, ω1, σ
2
1ε
¯¯
α1i
¢
+ (1− pi) φ˜i
¡
ρ2, ω2, σ
2
2ε
¯¯
α2i
¢
(3)
where
φ˜i
¡
ρ, ω, σ2ε
¯¯
αi
¢
=
¡
σ2ε
¢−T2 expn− ¡2σ2ε¢−1 (yi − ρyi,−1 − ziω − αiιT )0 (yi − ρyi,−1 − ziω − αiιT )o (4)
Now it is not possible to estimate the parameter ζ by using the density above as the terms α1i and
α2i are unobserved. There are two common ways to deal with unobserved individual-specific eﬀects.
The first approach treats α1i and α2i as nuisance parameters. In this case, the number of parameters
increases with the number of observations in the cross-section dimension N . This is the classic incidental-
parameter problem first discussed in the paper by Neyman & Scott (1948). The second approach avoids
this problem by treating (α1i, α2i) as being a random variable with a common distribution function G
(conditional on yi0, Di and zi) for all i = 1, ..., N . In this case the density function of yi conditional on
yi0, Di and zi is the following
fζ,G (yi| yi0,Di, zi) =
Z
f˜ζ (yi| yi0,Di, zi, α1i, α2i) dG (α1i, α2i| yi0,Di, zi) (5)
If no parametric assumptions are imposed on the distribution function G the density above specifies a
semiparametric mixture model for yi. Kiefer & Wolfowitz (1956) give conditions that ensure consistent
estimation of the parameters ζ and the distribution function G. However, in this paper we impose a
parametric form on G which allows for correlation between the individual-specific eﬀects and the initial
value. This is done by imposing the assumption below.
Assumption 3 (Unobserved individual-specific eﬀects)
Conditional on yi0,Di and zi the terms α1i and α2i are independent of each other with the following
conditional distributions
(α1i| yi0,Di, zi) ∼ N
¡
α1yi0, σ21α
¢
where σ21α ≥ 0
(α2i| yi0,Di, zi) ∼ N
¡
α2yi0, σ22α
¢
where σ22α ≥ 0
This specification of the individual-specific eﬀects is suggested by Chamberlain (1980) in a dynamic
panel data model without heterogeneity in the AR coeﬃcient, see also Blundell & Smith (1991), Blundell
& Bond (1998) and Wooldridge (2002a). Compared to the assumptions underlying a standard random
eﬀects model, Assumption 3 is much less restrictive as it allows for correlation between the individual-
specific eﬀects and the initial values. To get a better understanding of the assumption, we consider
the situation where the variable yit is income of individual i at time t and we consider two individuals
with the same initial values. If the two individuals are from diﬀerent groups, the assumption can be
interpreted as allowing the expected values of the individual-specific eﬀects, reflecting such things as
ability and motivation of individuals, to be diﬀerent. On the other hand, if the two individuals are from
the same group the expected values of the individual-specific eﬀects are the same.
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It is also possible to let the conditional mean of the individual-specific eﬀects depend on the exogenous
variable zi, for example by letting E (α1i| yi0,Di, zi) = αjyi0 + z¯0iπj for j = 1, 2 where z¯i = 1T
PT
t=1 zit
and π1, π2 are k× 1 vectors of parameters. If zit is constant over time this specification does not change
the model but it means that only the sum of the parameters ωj and πj for j = 1, 2 is identified. In the
empirical example with income considered in Section 5, the exogenous variables are functions of age and
education level of the individual. In this case, it is likely that the education level (which is constant over
time in our sample) is aﬀected by the individual-specific eﬀects while the age is not. Taking this into
account is left implicit since it does not change the model.
Defining εj,i0 = αji − αjyi0 for j = 1, 2, the model in (1) can be rewritten as follows
yit = ρ1yit−1 + z
0
itω1 + α1yi0 + ε1,i0 + ε1,it for t = 1, ..., T with probability pi
yit = ρ2yit−1 + z
0
itω2 + α2yi0 + ε2,i0 + ε2,it for t = 1, ..., T with probability 1− pi
(6)
where (εj,it| yi0,Di, zi) is iidN
¡
0, σ2jε
¢
across i, t and (εj,i0| yi0,Di, zi) is iidN
¡
0, σ2jα
¢
across i for j =
1, 2. In addition, (εj,it| yi0,Di, zi) and (εj,i0| yi0,Di, zi) are independent of each other for all t = 1, ..., T
according to Assumption 1. This means that (vj,it| yi0,Di, zi) where vj,it = εj,i0 + εj,it for j = 1, 2
satisfies the assumption being made about the error term in a standard random eﬀects model. We
define the (k + 2) × 1 vectors ξ1 and ξ2 as ξj =
¡
ρj , ω
0
j , αj
¢0
for j = 1, 2, and the T × (k + 2) matrix
Zi as Zi =
£
yi,−1 zi yi0ιT
¤
. Then with ϑ =
¡
ξ01, σ21ε, σ21α, ξ
0
2, σ
2
2, σ
2
2α, γ
0¢0 the density function of yi
conditional on yi0, Di and zi is the following except for a constant
fϑ (yi| yi0,Di, zi) ∝ piφi
¡
ξ1, σ
2
1ε, σ
2
1α
¢
+ (1− pi)φi
¡
ξ2, σ
2
2ε, σ
2
2α
¢
(7)
where
φi
¡
ξ, σ2ε, σ
2
α
¢
= |V |− 12 exp
½
−1
2
(yi − Ziξ)0 V −1 (yi − Ziξ)
¾
(8)
with V = σ2εIT + σ
2
αιT ι
0
T where IT is the T × T identity matrix and ιT ι0T a T × T matrix of ones. This
means that when including the initial value yi0 as an additional regressor in each of the T equations,
the density of each component in the mixture model defined by (8) corresponds to that of a standard
random eﬀects model.
The likelihood analysis in Section 3 is done conditional on yi0, Di and zi. Here the choice of condi-
tioning on the initial values yi0 is probably the most controversial. Therefore, we end this section with
a short discussion of this issue, see also Section 13 in Wooldridge (2002b).
The distribution of yi0 (conditional on Di and zi) will typically depend on the parameter ϑ. In spite
of this, the conditional maximum likelihood estimator of ϑ is consistent but it might not be eﬃcient.
Clearly, this statement is only true if the conditional model is correctly specified. On the other hand,
consistency of the unconditional maximum likelihood estimator of the parameters also requires a correct
specification of the distribution of yi0. No matter which approach we choose, it involves specification of
the relation between yi0 and the individual-specific eﬀects. When the AR coeﬃcient is less than unity
in absolute value it is obvious to specify the initial values such that the time-series processes become
covariance stationary, see e.g. Bhargava & Sargan (1983). Clearly, this approach can not be used in
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this paper since we are testing the hypothesis that an AR coeﬃcient equals unity. Hsiao, Pesaran &
Tahmiscioglu (2002) suggest another approach where the model is expressed in first-diﬀences in order to
eliminate the individual-specific eﬀects. To obtain an expression for the joint density of ∆yi1, ...,∆yiT
(only conditional on possible exogenous variables) they impose some restrictions on the initial changes
∆yi1 and on the behavior of possible exogenous variables. Most importantly, these restrictions do
not require that the AR coeﬃcient is less than unity in absolute value. So in principle, their idea
could be incorporated within the framework considered in this paper. In that case, the joint density of
∆yi1, ...,∆yiT will be on the same form as in (7) but with a diﬀerent component density. In future work
it would be interesting to compare the approach suggested by Hsiao, Pesaran & Tahmiscioglu (2002) to
the one used in this paper.
3 Maximum likelihood inference
In this section we consider maximum likelihood estimation of the parameters in the mixture model
specified in the previous section. We derive the asymptotic properties of this estimator under the
assumption that N →∞ and T is fixed.
3.1 Estimation
First of all, the covariance matrix V appearing in the component density φi in equation (8) is parame-
trized in terms of σ2ε and q where q = σ
2
α/σ
2
ε. Clearly, there is a one-to-one correspondence between¡
σ2ε, q
¢
and
¡
σ2ε, σ
2
α
¢
. Defining JT = ιT ι0T/T and CT = IT − JT which are the between-group transfor-
mation matrix and the within-group transformation matrix, respectively, the results below are obtained,
e.g. Section 2.3 in Baltagi (1995).
V = σ2εIT + σ
2
αιT ι
0
T =
¡
Tσ2α + σ
2
ε
¢
JT + σ2εCT (9)
V −1 =
¡
Tσ2α + σ
2
ε
¢−1
JT +
¡
σ2ε
¢−1
CT =
¡
σ2ε
¢−1 ³
(1 + Tq)−1 JT +CT
´
(10)
|V |−1 = ¡σ2ε¢−(T−1) ¡Tσ2α + σ2ε¢−1 = ¡σ2ε¢−T (1 + Tq)−1 (11)
We note that this parametrization can also be used when the panel data set is unbalanced such that
each cross-section unit i is observed for Ti time periods. This is not the case when V is parametrized
in terms of σ2ε and σ
2
ε/(Tσ
2
α + σ
2
ε) as often seen in the literature on maximum-likelihood estimation of
random eﬀects models, e.g. Section 2.4 in Baltagi (1995). In this case, the parametrization of V will
be diﬀerent for cross-section units with diﬀerent Ti and therefore it can not be used. Thus, in order to
make the results provided in this section applicable to unbalanced panel data sets such as the data set
considered in Section 5, we parametrize V in terms of σ2ε and q.
The freely varying parameters of the model defined by the equations (1) and (2) are given by ϑ =
(ξ01, σ21ε, q1, ξ
0
2, σ
2
2ε, q2, γ
0)0 where ξ1, ξ2 are (k + 2)× 1 vectors, σ21ε, σ22ε > 0, q1, q2 ≥ 0 and γ is a m× 1
vector. According to (7), (8) and the results above, the density function of yi conditional on yi0, Di and
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zi is the following except for a constant
fϑ (yi| yi0,Di, zi) ∝ piφi
¡
ξ1, σ
2
1ε, q1
¢
+ (1− pi)φi
¡
ξ2, σ
2
2ε, q2
¢
(12)
where
φi
¡
ξ, σ2ε, q
¢
=
¡
σ2ε
¢−T2 (1 + Tq)− 12 expn− ¡2σ2ε¢−1 (yi − Ziξ)0 ³(1 + Tq)−1 JT +CT´ (yi − Ziξ)o (13)
For every i = 1, ..., N the log-likelihood function conditional on yi0, Di and zi is given by
li (ϑ) = log
©
piφi
¡
ξ1, σ
2
1ε, q1
¢
+ (1− pi)φi
¡
ξ2, σ
2
2ε, q2
¢ª
(14)
Then by using the independency between cross-section units the conditional log-likelihood function can
be written as
lN (ϑ) =
NX
i=1
li (ϑ) =
NX
i=1
log
©
piφi
¡
ξ1, σ
2
1ε, q1
¢
+ (1− pi)φi
¡
ξ2, σ
2
2ε, q2
¢ª
(15)
It is well-known that in general the likelihood function for a mixture of normal distributions is unbounded,
and so the maximum likelihood estimator of the parameters does not exist, see e.g. Redner & Walker
(1984), Section 4.3 in Titterington, Smith & Markov (1985) and Section 3.8 in McLachlan & Peel (2000).
This is not necessarily the case in the mixture model considered in the present paper. More specifically, it
appears that the singularity problem does not occur when the number of exogenous variables is restricted
in relation to the time-series dimension of the panel. To get a better understanding of why this is, we
start out by describing the singularity problem within the most simple framework. This is done in
Example 1 below.
Example 1 A mixture of two univariate normal distributions
Consider the situation where the univariate variable yi is distributed according to the following mixture
model
yi = µ1 + ε1i with probability p
yi = µ2 + ε2i with probability 1− p
for i = 1, ..., N (16)
where ε1i and ε2i are independently distributed across i as N
¡
0, σ21
¢
and N
¡
0, σ22
¢
, respectively, and
where
¡
µ1, σ
2
1
¢ 6= ¡µ2, σ22¢ and 0 < p < 1. The log-likelihood function for this model is given by
lN
¡
µ1, σ
2
1, µ2, σ
2
2, p
¢
=
NX
i=1
log
©
pφi
¡
µ1, σ
2
1
¢
+ (1− p)φi
¡
µ2, σ
2
2
¢ª
(17)
where
φi
¡
µ, σ2
¢
=
1√
2πσ2
exp
½
− 1
2σ2
(yi − µ)2
¾
(18)
Now for any i = 1, ...,N and any observation yi it is possible to choose the parameter µ1 such that
(yi − µ1) = 0. Then as σ21 → 0 the component density φi
¡
µ1, σ
2
1
¢
→ ∞. For any other j = 1, ..., N
where (yj − µ1) 6= 0 the component density φj
¡
µ1, σ
2
1
¢
→ 0 as σ21 → 0, whereas the other component
density φj
¡
µ2, σ
2
2
¢
is bounded away from zero. This means that there are N values of µ1 where the
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log-likelihood function tends to infinity on the boundary of the parameter space as the variance σ21 tends
to zero. In other words, one component of the mixture model can be used to obtain a perfect fit of one
observation. In spite of this, the existence of a maximum likelihood estimator with the usual asymptotic
properties (i.e. consistency and asymptotic normality) can be shown if the parameter space is restricted
appropriately. Kiefer (1978) shows that this is the case when the parameter space is restricted to a
compact neighborhood of the true parameter values. The corresponding estimator is referred to as a
local maximum likelihood estimator. If the component variances are proportional, i.e. σ21 = kσ
2
2 where
k > 0 is known, the singularity problem does not occur. In relation to this, Hathaway (1985) shows that
when the component variances are restricted such that σ21 ≥ kσ22 for some k > 0, then the corresponding
constrained maximum likelihood estimator has the usual asymptotic properties. Finally, Policello (1981)
shows that the singularity problem does not occur when there are at least two diﬀerent observations
from each component in the mixture model.
First of all, we note that if parameter variation over time is also allowed it is not possible to avoid
the singularity problem, as for any i, t it is always possible to choose the parameters ρ1, ω1 and α1 such
that (yit − ρ1yit−1 − z0itω1 − α1yi0) = 0. Hence the assumption about the parameters being constant
over time for a given unit is important. In our mixture model, the question is if for any value of (yi, Zi)
it is possible to choose the parameter ξ1 such that (yi − Ziξ1) = 0. From linear algebra we have the
following result. For any value of yi, the system Ziξ1 = yi has at least one solution if and only if Zi
has full row rank. Negation of this statement yields the restriction on Zi required in order to avoid the
singularity problem. The restriction is that the number of rows in Zi which equals T must be greater
than the number of linearly independent columns in Zi, i.e. T must be greater than the rank of Zi. This
means that time-dummies for each period of time can not be included in the model. Instead time-eﬀects
must be modelled such that the restriction on the number of exogenous variables is satisfied, for example
by including linear time trends. The issue of which variables to include is discussed further in Section
4. In the simple model without exogenous variables and individual-specific eﬀects, i.e. ωj = 0, αji = 0
and qj = 0 for j = 1, 2, the restriction is that T ≥ 2. As each cross-section unit belongs to one of the
two components, it means that there are at least two observations from each component of the mixture
model. In this case, our result is related to the finding in Policello (1981), see Example 1 above.
Before we continue, the restriction is illustrated in Example 2 below.
Example 2 Consider the situation where zit = (1, di)
0 where di is a time-constant variable, for example
a dummy variable. The T × 1 vector yi and the T × 4 matrix Zi are on the following forms
yi =


yi1
...
yiT

 Zi =


yi0 1 di yi0
...
...
...
...
yiT−1 1 di yi0


The rank of Zi is 2 and hence if T ≥ 3 it is not possible to find ξ such that (yi − Ziξ) = 0 for any value
of (yi, Zi).
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Once the restriction described above is imposed, the maximum likelihood estimator of ϑ has the
usual asymptotic properties. More specifically, it can be shown that there exists a sequence of roots of
the likelihood equations which is consistent and asymptotically normally distributed. With probability
tending to one as the sample size N tends to infinity, these roots correspond to a local maximum of the
log-likelihood function. This is summarized in Theorem 1 below.
Theorem 1 Consider the mixture model defined by the equations (1) and (2). Under Assumption 1, 2,
3, when T is greater than the rank of Zi, and when
¡
ξ01, σ21ε, q1
¢0 6= ¡ξ02, σ22ε, q2¢0, then there exists with
probability tending to one as N →∞ a sequence ϑˆ which satisfies the likelihood equations. The sequence
ϑˆ is a consistent estimator of the true parameter value ϑ, i.e.
ϑˆ P→ ϑ as N →∞ (19)
The limiting distribution of ϑˆ is given by
√
N
³
ϑˆ− ϑ
´
w→ N
³
0, I (ϑ)−1
´
as N →∞ (20)
where
I (ϑ) = E
µ
∂li (ϑ)
∂ϑ
∂li (ϑ)
∂ϑ0
¶
= E
µ
−∂
2li (ϑ)
∂ϑ∂ϑ0
¶
> 0 (21)
The proof of Theorem 1 is given in Appendix A.3. It is based on verifying that the standard regularity
conditions due to Cramér (1946) are satisfied. The assumption that
¡
ξ01, σ21ε, q1
¢0 6= ¡ξ02, σ22ε, q2¢0 means
that at least one element in the vector
¡
ξ01, σ21ε, q1
¢0 − ¡ξ02, σ22ε, q2¢0 is diﬀerent from zero such that the
two components in the mixture model are diﬀerent. If the parameters in the two components are the
same, the parameter γ describing the mixing weights is not identified. In this case, the information
matrix I (ϑ) is singular such that the usual Taylor expansions of the maximum likelihood estimator are
invalid. In particular, this means that likelihood-based test statistics, such as LR or LM statistics, of the
hypothesis about the two components being the same do not have the usual asymptotic χ2-distributions.
In the literature this problem is expressed as a nuisance parameter, in this case γ, not being present
under the null hypothesis, see Davies (1977), Davies (1987), Andrews & Ploberger (1994) and Hansen
(1996). The issue of how to determine the number of components in a mixture model is not investigated
in this paper. For a discussion of this problem see Section 6.3 in McLachlan & Peel (2000).
If the restriction on T in relation to the number of exogenous variables does not hold, for example
because there are strong reasons for including time dummies for each time period in the model, the
local maximum likelihood estimator of the parameters has the usual asymptotic properties, see Example
1. In practice, this usually means that the maximum likelihood estimate is obtained without imposing
any restrictions on the parameter space. However, when the number of observations belonging to one
component is low, it can be very diﬃcult to determine if an estimate is spurious, see Section 3.10 in
McLachlan & Peel (2000).
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3.2 Optimization of the log-likelihood function
In principle, we could obtain the maximum likelihood estimator directly by numerically maximizing the
log-likelihood function in (15) with respect to ϑ. However in practice, the maximization problem is
simplified considerably by formulating it as an incomplete-data problem and applying the EM algorithm
introduced by Dempster, Laird & Rubin (1977). The advantage of this approach is that it solely involves
well-known optimization problems once the component density is well-known. In our case the component
density defined in (13) corresponds to that of a standard random eﬀects model.
Within an incomplete-data framework each observation yi is interpreted as coming from one of the
two components in the mixture model defined by (6) and the associated component-indicator si is
unobserved. As our mixture model consists of two components si is binary where si = 1 if yi comes from
the first component of the mixture and si = 0 if yi comes from the second component of the mixture.
Furthermore, Pr (si = 1| yi0,Di, zi) = Pr (si = 1|Di) = pi where pi is defined in (2). The joint density
function of the complete data yCi = (yi, si) conditional on yi0, Di and zi is the following except for a
constant
f˜ϑ
¡
yCi
¯¯
yi0,Di, zi
¢
∝ psii (1− pi)
1−si φi
¡
ξ1, σ
2
1ε, q1
¢si φi ¡ξ2, σ22ε, q2¢1−si
Here the assumption about
¡
yCi
¯¯
yi0,Di, zi
¢
being independent across i is appropriate since it means that
the distribution of the complete data implies the appropriate distribution of the incomplete (observed)
data. Using this the complete-data log-likelihood function lC (ϑ) is given by the following expression
lC (ϑ) =
NX
i=1
si
¡
log pi + logφi
¡
ξ1, σ
2
1ε, q1
¢¢
+
NX
i=1
(1− si)
¡
log (1− pi) + logφi
¡
ξ2, σ
2
2ε, q2
¢¢
(22)
The EM algorithm then repeats the E-step and the M-step described below until convergence is achieved.
E-Step: This step consists of computation of the conditional expectation of the complete-data
log-likelihood function lC (ϑ) given the incomplete (observed) data y = (y1, ..., yN) by using the current
estimate of ϑ. As the complete-data log-likelihood function lC (ϑ) is linear in the missing data (s1, ..., sN)
and
¡
yCi
¯¯
yi0,Di, zi
¢
is independent across i this corresponds to computation of the conditional expecta-
tion of si given the observed data for unit i, i.e.
p∗i = E [si| yi0,Di, zi, yi] = Pr (si = 1| yi0,Di, zi, yi) =
piφi
¡
ξ1, σ
2
1ε, q1
¢
piφi (ξ1, σ
2
1ε, q1) + (1− pi)φi (ξ2, σ22ε, q2)
(23)
The term p∗i is the conditional probability that unit iwith observed value yi belongs to the first component
of the mixture model.
Defining p∗1i = p
∗
i and p
∗
2i = 1−p∗i for i = 1, ..., N , the expectation of the complete-data log-likelihood
function lC (ϑ) conditional on the observed data is then given by
E ( lC (ϑ)| y) =
NX
i=1
p∗1i logφi
¡
ξ1, σ
2
1ε, q1
¢
+
NX
i=1
p∗2i logφi
¡
ξ2, σ
2
2ε, q2
¢
+
NX
i=1
(p∗1i log pi + p
∗
2i log (1− pi))
M-Step: In this step an estimate of ϑ is obtained by maximizing E ( lC (ϑ)| y) with respect to ϑ
keeping p∗1i and p
∗
2i fixed. Using the expression above we see that this maximization problem can be
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divided into three separate maximization problems that are all well-known. The first two are similar
and involve maximizing with respect to the parameters in the component densities. The function to
be maximized is
PN
i=1 p
∗
ji logφi
¡
ξj , σ
2
jε, qj
¢
which can be considered as a weighted maximum likelihood
estimation problem involving sums of logarithms weighted by the probabilities that the observations
belong to the appropriate component population. This maximization problem is well-known as the
component density φi
¡
ξj , σ
2
jε, qj
¢
given in (13) corresponds to that of a standard random eﬀects model.
Obviously, this log-likelihood function can be concentrated with respect to σ2jε and the estimator σˆ
2
jε is
given by
σˆ2jε
¡
ξj , qj
¢
=
PN
i=1 p
∗
ji
¡
yi − Ziξj
¢0 ³
(1 + Tqj)
−1 JT +CT
´¡
yi − Ziξj
¢
T
PN
i=1 p
∗
ji
(24)
The concentrated log-likelihood function is then maximized with respect to ξj and qj . As there is no
explicit solution to this problem it must be solved numerically. The estimators ξˆj and qˆj are obtained
by maximizing the following expression with respect to ξj and qj numerically
−
NX
i=1
p∗ji
1
2

T log


PN
i=1 p
∗
ji
¡
yi − Ziξj
¢0 ³
(1 + Tqj)
−1 JT +CT
´¡
yi − Ziξj
¢
T
PN
i=1 p
∗
ji

+ log (1 + Tqj)

 (25)
This gives the following expression for the estimator σˆ2jε
σˆ2jε
³
ξˆj , qˆj
´
=
PN
i=1 p
∗
ji
³
yi − Ziξˆj
´0 ³
(1 + T qˆj)
−1 JT +CT
´³
yi − Ziξˆj
´
T
PN
i=1 p
∗
ji
(26)
In the case where qj = 0 it is possible to obtain a closed-form expression for the estimator ξˆj which has
a weighted form.
The third maximization problem is that of maximizing with respect to γ which is the vector of
parameters in the mixing weights. The function to be maximized is
PN
i=1 (p
∗
i log pi + (1− p∗i ) log (1− pi))
which can be considered as a log-likelihood function in a logistic regression model with the pseudo
observations p∗i . This means that the estimate of γ is obtained by a logistic regression of p
∗
i on the variable
Di. As there is no explicit solution of these likelihood equations it is necessary to use a numerical method
to obtain estimate γ. The estimator γˆ is obtained by using the Newton-Raphson method. Starting with
the initial value γ(0) the iterations are the following
γ(j+1) = γ(j) +
Ã NX
i=1
p(j)i
³
1− p(j)i
´
DiD0i
!−1Ã NX
i=1
³
p∗i − p
(j)
i
´
Di
!
(27)
for j = 0, 1, 2, ... where p(j)i =
exp(γ(j)0Di)
1+exp(γ(j)0Di)
. When the mixing weights are the same for all cross-section
units, i.e. pi = p =
exp(γ1)
1+exp(γ1)
for i = 1, ..., N then
γˆ1 = log
Ã PN
i=1 p
∗
i
N −
PN
i=1 p
∗
i
!
or pˆ =
1
N
NX
i=1
p∗i (28)
The asymptotic variance matrix of the estimator ϑˆ can be estimated consistently by the observed
information matrix. Expressions for the first and second order derivatives of the log-likelihood function
defined in (15) are found in Appendix A.1 and A.2.
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4 Unit root testing
As explained in the previous sections, the mixture model can be interpreted as resulting from mixing two
groups of cross-section units where each group is characterized by the value of the parameters describing
the time-series processes for yit. In particular, the value of the AR coeﬃcient can be diﬀerent in the
two groups. So the model provides a natural framework for testing the hypothesis that a group of
cross-section units has time-series processes with a unit root.
When no additional restrictions are imposed on the parameters in the model, the time-series processes
for yit lead to very diﬀerent behavior over time depending on whether the AR coeﬃcient is unity or the
AR coeﬃcient is less than unity in absolute value. The reason is the presence of the individual-specific
terms and the exogenous variables. With respect to the individual-specific terms, they are meant to
reflect that diﬀerent cross-section units have diﬀerent levels. However, if they are kept unrestricted
when the AR coeﬃcient equals unity, they reflect that diﬀerent cross-section units have diﬀerent linear
time trends. Hence, the individual-specific terms are restricted to zero under the null hypothesis of a
unit root. Taking the cross-section dimension of the panel into account, this means that under the null
hypothesis all persistency in the time-series processes is attributed to the AR coeﬃcient which is common
for all cross-section units in a particular group. On the other hand, under the alternative hypothesis
when the AR coeﬃcient is less than unity in absolute value, the persistency in the time-series processes
is attributed to both the AR coeﬃcient and the individual-specific term. With respect to exogenous
variables, such as time-constant variables and linear time trends, they must appear in such a way that
by imposing restrictions on the parameters they lead to similar behavior over time irrespective of the
value of the AR coeﬃcient. The issue of how to include deterministic and exogenous variables has been
investigated thoroughly in the literature on time-series analysis of non-stationary variables. In this case,
the issue is important not only with respect to interpretation of the model but also with respect to the
inference procedure, see for example Nielsen & Rahbek (2000). In the present paper, it is only important
with respect to interpretation of the model.
More specifically, in a model allowing for a constant and a linear time trend we include the following
three T × 1 vectors: ιT = (1, ..., 1)0, ι˜T = (0, 1, ..., 1)0 and τT = (1, 2, ..., T )0. Letting xit denote the
remaining exogenous variables, we also include the lagged variable xit−1 where xi0 ≡ 0. In this case, the
matrix of regressors is Zi =
£
yi,−1 ιT ι˜T τT xi xi,−1 yi0ιT
¤
with corresponding parameter
vector ξj =
³
ρj , µj , µ˜j , δj , ψj , ψ˜j , αj
´
for j = 1, 2. According to the discussion above, the unit root
hypothesis for the cross-section units in group 2 is formulated as
H01 : ξ2 = (1, µ2, µ˜2, 0, ψ2,−ψ2, 0) and q2 = 0 (29)
where the parameters µ2, µ˜2 and ψ2 are unrestricted. The hypothesis is tested by using a likelihood ratio
test statistic which is asymptotically distributed as χ2 (dim (xit) + 4). If this hypothesis is accepted we
can go one step further and test the hypothesis
H02 : ξ1 = (1, µ1, µ˜1, 0, ψ1,−ψ1, 0) and q1 = 0 (30)
13
where the parameters µ1, µ˜1 and ψ1 are unrestricted. Note that these likelihood ratio test statistics are
asymptotically χ2-distributed when the two components in the mixture model are diﬀerent. If this is
not the case, the usual asymptotic representations are not valid, see the discussion in Section 3.
We define ∆yi = yi−yi,−1, ZRi =
£
ιT ι˜T xi − xi,−1
¤
and the corresponding vector of parameters
ξR =
¡
µ, µ˜, ψ0
¢
which is unrestricted. Under the null hypothesis H01 the density function is the following
fϑR (yi| yi0,Di, zi) ∝ piφi
¡
ξ1, σ
2
1ε, q1
¢
+ (1− pi)φi
³
ξR2 , σ
2
2ε, 0
´
(31)
where as before the unrestricted component density is
φi
¡
ξ, σ2ε, q
¢
=
¡
σ2ε
¢−T2 (1 + Tq)− 12 exp½−1
2
¡
σ2ε
¢−1
(yi − Ziξ)0
³
(1 + Tq)−1 JT +CT
´
(yi − Ziξ)
¾
(32)
and the restricted component density is
φi
³
ξR2 , σ
2
2ε, 0
´
=
¡
σ22ε
¢−T2 exp½− ¡2σ22ε¢−1 ³∆yi − ZRi ξR´0 ³∆yi − ZRi ξR´¾ (33)
As explained in Section 3.2, the maximum likelihood estimates of the parameters are obtained by using
the EM algorithm. In the restricted model the E-step and the M-step are as described below.
E-step: The conditional probability that yi belongs to the first component of the mixture model is
calculated as
p∗i =
piφi
¡
ξ1, σ
2
1ε, q1
¢
piφi (ξ1, σ
2
1ε, q1) + (1− pi)φi
³
ξR2 , σ
2
1ε, 0
´ (34)
M-step: The parameters belonging to the first component density are estimated numerically as in
the M-step described in Section 3.2. The parameters belonging to the second component density are the
closed form expressions given below. With p∗2i = 1− p∗i they are on the following forms
ξˆ
R
2 =
Ã NX
i=1
p∗2iZ
R0
i Z
R
i
!−1 NX
i=1
p∗2iZ
R0
i ∆yi (35)
σˆ22ε =
PN
i=1 p
∗
2i
³
∆yi − ZRi ξˆ
R
2
´0 ³
∆yi − ZRi ξˆ
R
2
´
T
PN
i=1 p
∗
2i
(36)
As before the parameter γ describing the mixing weights is estimated by a logistic regression of p∗i on
the variable Di.
5 Empirical application
The data set is drawn from the Panel Study of Income Dynamics (PSID). The PSID is a panel data set
beginning in 1968 with approximately 4,800 families. Of these almost 40% are low-income families from
the Survey of Economic Opportunity (SEO). With respect to income the SEO subsample is not random
whereas the remaining families can be considered as a random sample of US families. The survey follows
individuals that are members of the families drawn in 1968 as well as their oﬀspring and individuals
entering the families for example by marriage.
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We use a data set covering the period 1969-93. The data set consists of males aged 25-55 who are
head of the household, report positive earnings and do not belong to the SEO. In addition we only
include individuals with a constant level of education. All individuals that are observed for at least 15
adjoining years and satisfy the criteria described above in every year (in which they are in the PSID) are
included in our data set. The earnings variable is defined as annual income from labor and corresponds
to the year before the interview. The annual earnings are deflated by the CPI (base 1982-84). From
this data set we eliminate individuals where the log of real earnings is less than 8.5 or greater than 12.5
in at least one year. This means that sample is very homogenous with respect to earnings. Altogether,
we end up with an unbalanced panel data set which includes observations from 562 individuals and a
total of 10,890 individual-year observations. Table 4 shows the number of individuals observed in each
year, and the mean and standard deviation of log earnings in each year. We see that all individuals are
observed in the period 1978-82. Finally, the individuals are divided into the following three education
groups: high school dropouts (individuals with less than 12 grades of schooling), high school graduates
(individuals with at least a high school diploma but no college degree) and college graduates (individuals
with a college degree or more). These education groups correspond to respectively 10.1%, 68.2% and
21.7% of the individuals.
We assume that the log of annual earnings are generated by the mixture model defined in Section 2.
As exogenous variables we include: a constant, a linear time trend, dummies for high school dropouts and
college graduates, age and age squared. As explained in Section 4 the lagged values of these variables are
also included. This means that the number of linear independent columns in Zi is 6. As each individual
is observed for at least 15 years, i.e. T ≥ 14 for all individuals, the restriction in Theorem 1 is satisfied.
We have tried to include the education dummies as explanatory variables in the mixing weights, see the
estimation results reported in Table 5 in Appendix B. However, these variables do not have a significant
eﬀect on the mixing weights. Therefore the mixing weights are assumed to be the same for all individuals,
i.e. pi = p for i = 1, ..., N . The parameter estimates from this model are reported in the Table 1.
The estimates of the AR coeﬃcients are 0.50 and 0.71. So none of them are close to unity. The
estimate of the probability that a given individual belongs to group 1 is 0.49, so the proportions of the
two groups are equal. In addition, the estimate of the error variance σ2ε is around 10 times higher in
group 1 compared to group 2 and the estimate of the individual-specific variation σ2α is around 20% of
the error variance σ2ε in both groups. Altogether, the short-run variation is much higher in group 1 than
in group 2. We will return to the estimates of the parameters describing the level of log earnings below.
The parameter estimates from the model where the unit root hypothesis H01 defined in (29) is im-
posed are reported in Table 2. The unit root hypothesis is clearly rejected - a χ2 (7) of 973.06. This
finding is in contrast to the papers by McCurdy (1982) and Abowd & Card (1989) where the autoregres-
sive coeﬃcient as a starting point is assumed to be unity. Our analysis does not support this assumption.
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Table 1: Parameter estimates from the mixture model (standard errors are in brackets)
Variable Group 1 Group 2
Lagged log earnings ρ 0.5043 (0.0145)∗ 0.7060 (0.0150)∗
Constant 2.3185 (0.9674)∗ 0.5709 (0.2582)∗
Dummy for high school dropout -0.1780 (0.0744)∗ -0.0167 (0.0323)
Dummy for college graduate 0.0659 (0.0540) 0.0657 (0.0232)∗
Linear time trend -0.0003 (0.0021) 0.0021 (0.0009)∗
Age 0.0446 (0.0579) 0.0276 (0.0133)∗
Age2/100 -0.0561 (0.0852) -0.0432 (0.0194)∗
Lagged constant 0.0588 (0.9250) 0.2561 (0.2111)
Lagged dummy for high school dropout 0.0989 (0.0699) -0.0225 (0.0295)
Lagged dummy for college graduate 0.0898 (0.0509) 0.0195 (0.0210)
Lagged age -0.0045 (0.0579) -0.0203 (0.0130)
Lagged age2/100 0.0065 (0.0873) 0.0349 (0.0195)
Initial log earnings α 0.1853 (0.0240)∗ 0.2016 (0.0174)∗
Short-run variance σ2ε 0.1074 (0.0025)
∗ 0.0170 (0.0005)∗
q = σ2α/σ
2
ε 0.1885 (0.0263)
∗ 0.2593 (0.0406)∗
Mixing weight p 0.4885 (0.0230)∗ 0.5115 (0.0230) ∗
Log-likelihood: 684.69
∗ The parameter is significantly diﬀerent from zero at the 5% level
Table 2: Parameter estimates from the mixture model under the unit root hypothesis H01 (standard
errors are in brackets)
Variable Group 1 Group 2
Lagged log earnings ρ 0.6616 (0.0169)∗ 1
Constant 0.6189 (0.2671)∗ -0.9122 (0.4306)∗
Dummy for high school dropout -0.0381 (0.0311) 0.9265 (0.4326)∗
Dummy for college graduate 0.0767 (0.0244)∗ -0.1407 (0.1001)
Linear time trend 0.0024 (0.0010)∗ 0
Age 0.0466 (0.0154)∗ 0.0594 (0.0255)∗
Age2/100 -0.0687 (0.0222)∗ -0.0887 (0.0372)∗
Lagged constant 0.5519 (0.2427)∗ 0.0075 (0.0664)
Lagged dummy for high school dropout 0.0022 (0.0277) -0.9265
Lagged dummy for college graduate 0.0220 (0.0225) 0.1407
Lagged age -0.0375 (0.0149)∗ -0.0594
Lagged age2/100 0.0586 (0.0221)∗ 0.0887
Initial log earnings α 0.2075 (0.0166)∗ 0
Short-run variance σ2ε 0.0212 (0.0011)
∗ 0.1608 (0.0060)∗
q = σ2α/σ
2
ε 0.3035 (0.0430)
∗ 0
Mixing weight p 0.5795 (0.0292)∗ 0.4205 (0.0292) ∗
Log-likelihood: 198.16
∗ The parameter is significantly diﬀerent from zero at the 5% level
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In Table 1, the parameters corresponding to the lagged variables do not seem to be significantly
diﬀerent from zero. Therefore, we estimate the model when only a constant, age, age squared and
education dummies are included as exogenous variables. The parameter estimates from this model are
reported in Table 3.
Table 3: Parameter estimates from the mixture model (standard errors are in brackets)
Variable Group 1 Group 2
Lagged log earnings ρ 0.5051 (0.0145)∗ 0.7099 (0.0150)∗
Constant 2.3629 (0.2539)∗ 0.9452 (0.1447)∗
Dummy for high school dropout -0.0846 (0.0338)∗ -0.0465 (0.0153)∗
Dummy for college graduate 0.1509 (0.0246)∗ 0.0863 (0.0120)∗
Age 0.0409 (0.0063)∗ 0.0056 (0.0027)∗
Age2/100 -0.0510 (0.0080)∗ -0.0054 (0.0033)
Initial log earnings α 0.1845 (0.0229)∗ 0.1889 (0.0156)∗
Short-run variance σ2ε 0.1074 (0.0025)
∗ 0.0171 (0.0005)∗
q = σ2α/σ
2
ε 0.1865 (0.0261)
∗ 0.2577 (0.0409)∗
Mixing weight p 0.4883 (0.0232)∗
Log-likelihood: 672.86
∗ The parameter is significantly diﬀerent from zero at the 5% level
As described above, the estimate of the AR coeﬃcient is higher and the estimate of the variance
is lower in group 2 compared to group 1. In addition, the estimates of the constant for all education
groups is higher in group 1 compared to group 2 and the estimates of the parameter α describing the
conditional mean eﬀect of the initial values on the individual-specific terms are equal in the two groups.
The age eﬀect in group 1 is hump-shaped with a peak at the age of 40 while the age eﬀect in group 2
is very low and linear in age. In Figure 1 we show the mean level of log earnings as a function of age
for two individuals from diﬀerent groups. The initial log earnings at the age of 25 is calculated as the
weighted average of log earnings for individuals at the age 25 where p∗i and (1− p∗i ) are used as weights.
We see that for all education groups the average level is higher in group 2 compared to group 1. For an
individual at age 30 the level of annual earnings in group 2 is around 3% higher compared to group 1.
For individuals at age 50 the number is 6%. In addition, the variation group 1 is much higher than in
group 2.
Finally, in their analysis of income data from the PSID, Alvarez, Browning & Ejrnæs (2002) estimate
the mean AR coeﬃcient as being 0.85 whereas we estimate it as being 0.61. The diﬀerence is probably
explained by the fact that our models are diﬀerent in an important aspect. In Alvarez, Browning &
Ejrnæs (2002) the individual-specific eﬀects are assumed to be proportional to the initial values without
any additional variation. In our model, this corresponds to q1 = q2 = 0. For comparison, our model
is estimated when this restriction is imposed. These parameter estimates are reported in Table 6 in
Appendix B. We see that this increases the estimates of the AR coeﬃcients to 0.67 and 0.88 with
an estimate of the mean AR coeﬃcient which is 0.78. This is quite close to the estimate in Alvarez,
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Figure 1: Mean log earnings for group 1 (solid line) and group 2 (dashed line)
Browning & Ejrnæs (2002). The hypothesis that q1 = q2 = 0 is clearly rejected in our sample - a χ2 (2)
of 321.06 - so it seems to be important to allow for additional variation in the individual-specific eﬀects.
6 Conclusions
In this paper we have considered estimation of the parameters in a dynamic panel data model where all
parameters including the regression coeﬃcients diﬀer across cross-section units. To do this we have used
an approach where the parameter variation is assumed to be discrete. The model can be interpreted as
resulting from mixing two groups of cross-section units where each group is characterized by the value
of the parameters in their time-series processes. An important feature of the model is that it allows for
exogenous variables and heterogeneity through these.
We have shown that when the number of exogenous variables is restricted in relation to the time-
series dimension of the panel, the maximum likelihood estimator of the parameters in the model has the
usual asymptotic properties. In particular, the singularity problem usually encountered in this type of
mixture model can be avoided. The model provides a framework for testing unit root hypotheses that
can not be tested by existing test procedures. More specifically, it is possible to test the hypothesis that
a group of cross-section units has time-series processes with a unit root. If the hypothesis is accepted,
the proportion of this group and information about which cross-section units are most likely to belong
to this group is automatically provided.
The method is applied to income data on individuals drawn from the PSID. In this sample there is
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no evidence of unit roots. However, it is clear that the income processes in the two groups of individuals
are very diﬀerent. More specifically, we find that there is a negative correlation between the level and
the variation of income. This means that individuals in the group with a high average level of income
also have low variation in their income and vice versa. The mixing proportions of the two groups is the
same for all individuals.
Finally, there are some issues that are left for future research. First, it is important to verify that the
model provides an adequate fit of the data by performing some specification tests. Adapting the approach
suggested by Bhargava & Sargan (1983), this can be done by testing the validity of the restrictions being
imposed on the time-series behavior of the regression errors. More specifically, by testing the null
hypothesis that the time-series behavior of the regression errors is on the same form as in a standard
random eﬀects models. The hypothesis is tested against alternatives where the time-series behavior of
the regression errors is on a more general form, such as a completely unrestricted form or forms with
systematic autocorrelation. The issue of misspecification testing is related to the problem of how to
determine the number of components in the mixture model. Clearly, the mixture model considered in
this paper can easily be extended to allow for a finite number of components instead of just two. In this
case, the problem of how to determine the number of components arises. If the model does not allow for
suﬃcient variation in the regression coeﬃcients, this is likely to give serial correlation in the regression
errors. This means that the time-series behavior of the regression errors will be diﬀerent from that in
a random eﬀects model. Hence, if the model seems misspecified, this could be an indication that there
is additional variation in the regression coeﬃcients. In this case, an extra component is included in the
mixture model and the specification test is performed again.
Second, when we find that the autoregressive coeﬃcients are less than unity in absolute value, it might
be of interest to test the hypothesis that the parameters describing the long-run relations between the
variables are the same for all cross-section units. In dynamic macro-panels where the cross-section and
the time-series dimensions are similar in magnitude, estimation of the parameters when this restriction is
imposed as a starting point has been investigated by Pesaran, Shin & Smith (1999). The reason for the
interest in this hypothesis is that usually economic theory is concerned with long-run relations between
variables. Hence, there might be good reasons to expect these to be the same for all cross-section units.
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A Appendix
Throughout this appendix the following notation will be used
φji = φi
¡
ξj, σ
2
jε, qj
¢
for j = 1, 2 (37)
ri =
pi
1− pi
= exp (γ0Di) (38)
p∗i =
piφ
1
i
piφ
1
i + (1− pi)φ2i
(39)
The well-known results provided in Lemma 1 below are useful.
Lemma 1 Let ε be a n× 1 vector where ε ∼ N (0,Ω) and let A,B be n× n matrices. Then
E (Aε) = 0 (40)
E (ε0Aε) = tr {AΩ} (41)
E (εε0Aε) = 0 (42)
E (ε0Aεε0Bε) = tr {AΩBΩ}+ tr {A0ΩBΩ}+ tr {AΩ} tr {BΩ} (43)
A.1 First order derivatives of the log-likelihood function
Using the expression for the component density φ
¡
ξ, σ2ε, q
¢
in (13) we obtain the following expressions
for the first order derivatives of logφi with respect to ξ, σ
2
ε and q
∂ logφi
∂ξ
= Z0iV
−1 (yi − Ziξ) (44)
∂ logφi
∂σ2ε
=
1
2σ2ε
¡
−T + (yi − Ziξ)0 V −1 (yi − Ziξ)
¢
(45)
∂ logφi
∂q
=
T
2 (1 + Tq)
µ
−1 + 1
σ2ε (1 + Tq)
(yi − Ziξ)0 JT (yi − Ziξ)
¶
(46)
The first order derivatives of the log-likelihood function defined in equation (14) can be expressed as
∂li
∂ϑk
= p∗i
∂ logφ1i
∂ϑk
+ (1− p∗i )
∂ logφ2i
∂ϑk
+ (p∗i − pi)
∂ log ri
∂ϑk
(47)
where ϑk is an element in ϑ =
¡
ξ01, σ21ε, q1, ξ
0
2, σ
2
2ε, q2, γ
0¢0.
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Using this yields the following
∂li (ϑ)
∂ξ1
= p∗iZ
0
iV
−1
1 (yi − Ziξ1) (48)
∂li (ϑ)
∂σ21ε
= p∗i
1
2σ21ε
¡
−T + (yi − Ziξ1)
0 V −11 (yi − Ziξ1)
¢
(49)
∂li (ϑ)
∂q1
= p∗i
T
2 (1 + Tq1)
µ
−1 + 1
σ21ε (1 + Tq1)
(yi − Ziξ1)
0 JT (yi − Ziξ1)
¶
(50)
∂li (ϑ)
∂ξ2
= (1− p∗i )Z0iV −12 (yi − Ziξ2) (51)
∂li (ϑ)
∂σ22ε
= (1− p∗i )
1
2σ22ε
¡
−T + (yi − Ziξ2)
0 V −12 (yi − Ziξ2)
¢
(52)
∂li (ϑ)
∂q2
= (1− p∗i )
T
2 (1 + Tq2)
µ
−1 + 1
σ22ε (1 + Tq2)
(yi − Ziξ2)
0 JT (yi − Ziξ2)
¶
(53)
∂li (ϑ)
∂γ
= (p∗i − pi)Di (54)
A.2 Second order derivatives of the log-likelihood function
Using the expression for the component density φ
¡
ξ, σ2ε, q
¢
in (13) we obtain the following expressions
for the second order derivatives of logφi with respect to ξ, σ
2
ε and q
∂2 logφi
∂ξ∂ξ0
= −Z0iV −1Zi (55)
∂2 logφi
(∂σ2ε)
2 =
1
2σ4ε
¡
T − 2 (yi − Ziξ)0 V −1 (yi − Ziξ)
¢
(56)
∂2 logφi
(∂q)2
=
T 2
2 (1 + Tq)2
µ
1− 2
σ2ε (1 + Tq)
(yi − Ziξ)0 JT (yi − Ziξ)
¶
(57)
∂2 logφi
∂ξ∂σ2ε
= − 1
2σ2ε
Z0iV
−1 (yi − Ziξ) (58)
∂2 logφi
∂ξ∂q
= − T
σ2ε (1 + Tq)
2Z
0
iJT (yi − Ziξ) (59)
∂2 logφi
∂σ2ε∂q
= − T
2σ4ε (1 + Tq)
2 (yi − Ziξ)
0 JT (yi − Ziξ) (60)
Using the expression in (47) and that all second order derivatives of log ri = γ0Di are equal to zero, the
second order derivatives of the log-likelihood function defined in equation (14) can be expressed as
∂2li
∂ϑk∂ϑl
=
∂p∗i
∂ϑl
∂ logφ1i
∂ϑk
+ p∗i
∂2 logφ1i
∂ϑk∂ϑl
− ∂p
∗
i
∂ϑl
∂ logφ2i
∂ϑk
+ (1− p∗i )
∂2 logφ2i
∂ϑk∂ϑl
+
µ
∂p∗i
∂ϑl
− ∂pi
∂ϑl
¶
∂ log ri
∂ϑk
where ϑk, ϑl are elements in ϑ. By inserting
∂pi
∂ϑk
= pi (1− pi)
∂ log ri
∂ϑk
(61)
∂p∗i
∂ϑk
= p∗i (1− p∗i )
µ
∂ logφ1i
∂ϑk
− ∂ logφ
2
i
∂ϑk
+
∂ log ri
∂ϑk
¶
(62)
we obtain the following expression
∂2li
∂ϑk∂ϑl
= p∗i
∂2 logφ1i
∂ϑk∂ϑl
+ (1− p∗i )
∂2 logφ2i
∂ϑk∂ϑl
− pi (1− pi)
∂ log ri
∂ϑk
∂ log ri
∂ϑl
+p∗i (1− p∗i )
µ
∂ logφ1i
∂ϑk
− ∂ logφ
2
i
∂ϑk
+
∂ log ri
∂ϑk
¶µ
∂ logφ1i
∂ϑl
− ∂ logφ
2
i
∂ϑl
+
∂ log ri
∂ϑl
¶
(63)
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Using this in combination with the expression in (47) gives
∂2li
∂ϑk∂ϑl
+
∂li
∂ϑk
∂li
∂ϑl
= p∗i
µ
∂2 logφ1i
∂ϑk∂ϑl
+
∂ logφ1i
∂ϑk
∂ logφ1i
∂ϑl
¶
+ (1− p∗i )
µ
∂2 logφ2i
∂ϑk∂ϑl
+
∂ logφ2i
∂ϑk
∂ logφ2i
∂ϑl
¶
+(p∗i − pi) (1− 2pi)
∂ log ri
∂ϑk
∂ log ri
∂ϑl
+ p∗i (1− pi)
∂ logφ1i
∂ϑk
∂ log ri
∂ϑl
− (1− p∗i ) pi
∂ logφ2i
∂ϑk
∂ log ri
∂ϑl
(64)
Inserting the expressions for the first and second order derivatives of logφ1i and logφ
2
i given above in
(44)-(46) and (55)-(60) we have
∂2li
∂ϑ∂ϑ0
+
∂li
∂ϑ
∂li
∂ϑ0
=


p∗iH
ξ1ξ1
p∗iH
σ21εξ1 p∗iH
σ21εσ
2
1ε
p∗iH
q1ξ1 p∗iH
q1σ21ε p∗iH
q1q1
0 0 0 (1− p∗i )Hξ2ξ2
0 0 0 (1− p∗i )Hσ
2
2εξ2 (1− p∗i )Hσ
2
2εσ
2
2ε
0 0 0 (1− p∗i )Hq2ξ2 (1− p∗i )Hq2σ
2
2ε (1− p∗i )Hq2q2
p∗iH
γξ1 p∗iH
γσ21ε p∗iH
γq1 (1− p∗i )Hγξ2 (1− p∗i )Hγσ
2
2ε (1− p∗i )Hγq2 Hγγ


where for j = 1, 2
Hξjξj = −Z0iV −1j Zi + Z0iV −1j ejie0jiV −1j Zi (65)
Hσ
2
jεσ
2
jε =
1
4σ4jε
³¡
−T + e0jiV −1j eji
¢2
+ 2
¡
T − 2e0jiV −1j eji
¢´
(66)
Hqjqj =
T 2
4 (1 + Tqj)
2


Ã
−1 + 1
σ2jε (1 + Tqj)
e0jiJT eji
!2
+ 2
Ã
1− 2
σ2jε (1 + Tqj)
e0jiJT eji
!
(67)
Hσ
2
jεξj =
1
2σ2jε
¡
e0jiV
−1
j eji − 1− T
¢
e0jiV
−1
j Zi (68)
Hqjξj =
T
2 (1 + Tqj)
ÃÃ
−1 + 1
σ2jε (1 + Tqj)
e0jiJT eji
!
e0jiV
−1
j Zi −
2
σ2jε (1 + Tqj)
e0jiJTZi
!
(69)
Hqjσ
2
jε =
T
4σ2jε (1 + Tqj)
Ã
T − e0jiV −1j eji +
1
σ2jε (1 + Tqj)
e0jiJT eji
¡
e0jiV
−1
j eji − 2− T
¢!
(70)
Hγγ = (p∗i − pi) (1− 2pi)DiD0i (71)
Hγξj = (1− pi)2−j pj−1i DiejiV −1j Zi (72)
Hγσ
2
jε = (1− pi)2−j pj−1i Di
¡
−T + e0jiV −1j eji
¢
(73)
Hγqj = (1− pi)2−j pj−1i Di
T
2 (1 + Tqj)
Ã
−1 + 1
σ2jε (1 + Tqj)
e0jiJT eji
!
(74)
with the T × 1 vectors e1i and e2i defined by
eji = yi − Ziξj for j = 1, 2 (75)
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A.3 Proof of Theorem 1
The theorem is proved by verifying the standard regularity conditions due to Cramér (1946). The
conditions are found in various forms in Section 4 in Amemiya (1985).
Condition 1 The density function fϑ (yi| yi0,Di, zi) satisfies the following conditions:
(i) The log-likelihood function li (ϑ) = log fϑ is well-defined except for a set of measure zero with
respect to fϑ (yi| yi0,Di, zi). In addition fϑ is two times continuously diﬀerentiable in ϑ.
(ii) For all ϑ the following hold
E
µ
∂li (ϑ)
∂ϑ
¶
= 0 (76)
E
°°°°∂li (ϑ)∂ϑ
°°°°2 < ∞ (77)
E
µ
∂li (ϑ)
∂ϑ
∂li (ϑ)
∂ϑ0
¶
= −E
µ
∂2li (ϑ)
∂ϑ∂ϑ0
¶
> 0 (78)
(iii) For all ϑ there exists a neighborhood N (ϑ) of ϑ such that
E sup
ϑ˜∈N(ϑ)
¯¯¯¯
¯¯ ∂3li
³
ϑ˜
´
∂ϑk∂ϑl∂ϑm
¯¯¯¯
¯¯ <∞ (79)
where ϑk, ϑl, ϑm are elements of ϑ.
Lemma 2 The density function defined in (12) satisfies Condition 1.
Proof of Lemma 2:
First of all we note that by definition
p∗i = E [si |yi0,Di, zi, yi ] (80)
pi = E [si |yi0,Di, zi ] = Pr (si = 1 |yi0,Di, zi ) (81)
As explained in Section 3.2, the density function in (12) can be interpreted as coming from the following
mixture model
yi = Ziξ1 + υ1i if si = 1
yi = Ziξ2 + υ2i if si = 0
for i = 1, ..., N (82)
where (υ1i| yi0,Di, zi) is iidN (0, V1) and (υ2i| yi0,Di, zi) is iidN (0, V2) with Vj = σ2jεIT + σ2jαιT ι0T for
j = 1, 2. Using that Zi =
£
yi,−1 zi yi0ιT
¤
we can express the model above as
yit = ρ1yit−1 + z
0
itω1 + α1yi0 + υ1,it for t = 1, ..., T if si = 1
yit = ρ2yit−1 + z
0
itω2 + α2yi0 + υ2,it for t = 1, ..., T if si = 0
for i = 1, ..., N (83)
where υj,it denotes element t in υji for j = 1, 2. By recursive substitution in the expression above we
find that
yi,−1 =
(
A (ρ1)υ1i +Q (yi0, zi, ξ1) if si = 1
A (ρ2)υ2i +Q (yi0, zi, ξ2) if si = 0
(84)
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where Q (yi0, zi, ξ) is a T×1 vector where element t for t = 1, ..., T equals
¡
ρt−1 +
¡
1 + ...+ ρt−2
¢
α
¢
yi0+³Pt−2
s=0 ρ
szit−1−s
´0
ω and A (ρ) is the following T × T matrix
A (ρ) =


0 0 · · · 0 0
1 0 · · · ... ...
ρ
. . .
. . .
...
...
...
. . .
. . . 0
...
ρT−2 · · · ρ 1 0


(85)
Using the expression in (84) we can express Zi =
£
yi,−1 zi yi0ιT
¤
in the following way
Zi =
(
Z1i if si = 1
Z2i if si = 0
for Zji =
h
A
¡
ρj
¢
υji +Q
¡
yi0, zi, ξj
¢ ... R (yi0, zi) i for j = 1, 2 (86)
where R (yi0, zi) is the T × (k + 1) matrix defined as R (yi0, zi) =
£
zi yi0ιT
¤
.
The results below are used in the following
siK (e1i, Zi) =
(
K (υ1i, Z1i) if si = 1
0 if si = 0
(87)
(1− si)K (e2i, Zi) =
(
0 if si = 1
K (υ2i, Z2i) if si = 0
(88)
where K (eji, Zi) denotes a matrix where the elements depend on eji = yi − Ziξj and Zi for j = 1, 2.
In addition the following results hold
tr
©
A
¡
ρj
¢ª
= 0 (89)
tr
©
A
¡
ρj
¢
A
¡
ρj
¢ª
= 0 (90)
tr {JTVj} = σ2jε (1 + Tqj) (91)
The results in (89) and (90) follow by using the expression for A (ρ) in (85). The result in (91) fol-
lows by using that Vj = σ2jε (1 + Tqj)JT + σ
2
jεCT where JT = ιT ι
0
T /T and CT = IT − JT such that
JT is idempotent and JTCT = 0. Using this we have JTVj = σ2jε (1 + Tqj)JT such that tr {JTVj} =
σ2jε (1 + Tqj) tr {JT } = σ2jε (1 + Tqj).
We obtain the following expressions for the conditional means
E
£
V −1j υji
¯¯
yi0,Di, zi
¤
= 0 (92)
E
£
υ0jiV
−1
j υji
¯¯
yi0,Di, zi
¤
= tr {IT } = T (93)
E [υ01iJTυ1i| yi0,Di, zi] = tr {JTVj} = σ2jε (1 + Tqj) (94)
E
h
υ0jiA
¡
ρj
¢0
V −1j υji
¯¯¯
yi0,Di, zi
i
= tr
n
A
¡
ρj
¢0
V −1j Vj
o
= tr
©
A
¡
ρj
¢ª
= 0 (95)
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They follow by Lemma 1 as (υji| yi0,Di, zi) ∼ N (0, Vj) and the results in (89)-(91).
(i) Clearly, this condition is satisfied.
(ii) To show (76) we first of all note the following
E
£
R (yi0, zi)
0 V −1j υji
¯¯
yi0,Di, zi
¤
= R (yi0, zi)
0E
£
V −1j υji
¯¯
yi0,Di, zi
¤
= 0
Also we have
E
h¡
A
¡
ρj
¢
υji +Q
¡
yi0, zi, ξj
¢¢0
V −1j υji
¯¯¯
yi0,Di, zi
i
= E
h
υ0jiA
¡
ρj
¢0
V −1j υji
¯¯¯
yi0,Di, zi
i
+Q
¡
yi0, zi, ξj
¢0
E
£
V −1j υji
¯¯
yi0,Di, zi
¤
= 0
Comparing with the expression for Zji in (86) this shows that
E
£
Z0jiV
−1
j υji
¯¯
yi0,Di, zi
¤
= 0 (96)
Using the expression in (48) we have
E
·
∂li (ϑ)
∂ξ1
¯¯¯¯
yi0,Di, zi
¸
= E
£
E [si| yi0,Di, zi, yi]Z0iV −11 e1i
¯¯
yi0,Di, zi
¤
(97)
= E
£
siZ0iV
−1
1 e1i
¯¯
yi0,Di, zi
¤
= piE
£
Z01iV
−1
1 υ1i
¯¯
yi0,Di, zi
¤
(98)
= 0 (99)
where the first equality sign follows by inserting the expression for p∗i in (80), the second equality sign
follows by using the law of iterated expectation and that E [si| yi0,Di, zi, yi]Z0iV −11 e1i
= E
£
siZ0iV
−1
1 e1i
¯¯
yi0,Di, zi, yi
¤
, the third equality sign follows by (81) and (87), and the fourth equality
sign holds by the result in (96). This shows that
E
µ
∂li (ϑ)
∂ξ1
¶
= E
µ
E
·
∂li (ϑ)
∂ξ1
¯¯¯¯
yi0,Di, zi
¸¶
= 0 (100)
By repeating these arguments we prove the result in (76) for the remaining elements in ϑ. For this
purpose we use that
−T +E
£
υ0jiV
−1
j υji
¯¯
yi0,Di, zi
¤
= 0 (101)
−1 + 1
σ2jε (1 + Tqj)
E
£
υ0jiJTυji
¯¯
yi0,Di, zi
¤
= 0 (102)
pi −E [si| yi0,Di, zi] = 0 (103)
Next, to show (77) we note that for all t = 1, ..., T
yit ≤
X
j=1,2

¡ρtj + ¡1 + ...+ ρt−1j ¢αj¢ yi0 +
Ãt−1X
s=0
ρsjzit−1−s
!0
ωj +
t−1X
s=0
ρsjυj,it−s

 (104)
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This implies that E |yit|k <∞ when E |yi0|k <∞, E kzitkk <∞ and E |υj,it|k <∞ for all t = 1, ..., T .
According to Assumption 1 and 2 this implies that E |yit|k < ∞ for all t = 1, ..., T and k = 1, ..., 6. In
particular, this implies that E kZikk <∞ and E kyikk <∞. Using this we have
E
°°°°∂li (ϑ)∂ξ1
°°°°2 = E ³p∗2i °°Z0iV −11 e1i°°2´ ≤ E °°Z0iV −11 (yi − Ziξ1)°°2
≤ E
°°Z0iV −11 yi°°2 +E °°Z0iV −11 Ziξ1°°2 <∞ (105)
The result in (77) for the remaining elements follow by using similar arguments.
To show (78) we show that the conditional mean of the expression in (64) is zero. With respect to the
element p∗iH
ξ1ξ1 we use the following. The conditional mean of element (1,1) in the matrix Z0jiV
−1
j Zji
is given by
E
h¡
A
¡
ρj
¢
υji +Q
¡
yi0, zi, ξj
¢¢0
V −1j
¡
A
¡
ρj
¢
υji +Q
¡
yi0, zi, ξj
¢¢¯¯¯
yi0,Di, zi
i
= E
h
υ0jiA
¡
ρj
¢0
V −1j A
¡
ρj
¢
υji
¯¯¯
yi0,Di, zi
i
+E
h
Q
¡
yi0, zi, ξj
¢0
V −1j Q
¡
yi0, zi, ξj
¢¯¯¯
yi0,Di, zi
i
+E
h
2υ0jiA
¡
ρj
¢0
V −1j Q
¡
yi0, zi, ξj
¢¯¯¯
yi0,Di, zi
i
= tr
n
A
¡
ρj
¢0
V −1j A
¡
ρj
¢
Vj
o
+Q
¡
yi0, zi, ξj
¢0
V −1j Q
¡
yi0, zi, ξj
¢
and the conditional mean of element (1,1) in the matrix Z0jiV
−1
j υjiυ
0
jiV
−1
j Zji is given by
E
h¡
A
¡
ρj
¢
υji +Q
¡
yi0, zi, ξj
¢¢0
V −1j υjiυ
0
jiV
−1
j
¡
A
¡
ρj
¢
υji +Q
¡
yi0, zi, ξj
¢¢¯¯¯
yi0,Di, zi
i
= E
h
υ0jiA
¡
ρj
¢0
V −1j υjiυ
0
jiV
−1
j A
¡
ρj
¢
υji +Q
¡
yi0, zi, ξj
¢0
V −1j υjiυ
0
jiV
−1
j Q
¡
yi0, zi, ξj
¢¯¯¯
yi0,Di, zi
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The conditional mean of the matrix obtained by deleting the first row and the first column in the matrix
Z0jiV
−1
j Zji is given by
E
£
R (yi0, zi)
0 V −1j R (yi0, zi)
¯¯
yi0,Di, zi
¤
= R (yi0, zi)
0 V −1j R (yi0, zi)
and the conditional mean of the corresponding sub-matrix of Z0jiV
−1
j υjiυ
0
jiV
−1
j Zji is given by
E
£
R (yi0, zi)
0 V −1j υjiυ
0
jiV
−1
j R (yi0, zi)
¯¯
yi0,Di, zi
¤
= R (yi0, zi)
0 V −1j R (yi0, zi)
The conditional mean of the first row and last k + 1 columns in the matrix Z0jiV
−1
j Zji is given by
E
h¡
A
¡
ρj
¢
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¡
yi0, zi, ξj
¢¢0
V −1j R (yi0, zi)
¯¯¯
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i
= Q
¡
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¢0
V −1j R (yi0, zi)
and the conditional mean of the corresponding sub-matrix of Z0jiV
−1
j υjiυ
0
jiV
−1
j Zji is given by
E
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A
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¢
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¡
yi0, zi, ξj
¢¢0
V −1j υjiυ
0
jiV
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j R (yi0, zi)
¯¯¯
yi0,Di, zi
i
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Q
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V −1j υjiυ
0
jiV
−1
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¯¯¯
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i
= Q
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V −1j R (yi0, zi)
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Altogether, this shows that
E
£
Z0jiV
−1
j Zji
¯¯
yi0,Di, zi
¤
= E
£
Z0jiV
−1
j υjiυ
0
jiV
−1
j Zji
¯¯
yi0,Di, zi
¤
for j = 1, 2 (106)
Using this together with the expression in (65) we obtain
E
£
p∗iH
ξ1ξ1
¯¯
yi0,Di, zi
¤
= E
£
si
¡
−Z0iV −11 Zi + Z0iV −11 e1ie01iV −11 Zi
¢¯¯
yi0,Di, zi
¤
= piE
£
−Z01iV −11 Z1i + Z01iV −11 υ1iυ01iV −11 Z1i
¯¯
yi0,Di, zi
¤
= 0 (107)
where as above the first equality sign follows by inserting the expression for p∗i in (80) together with the
law of iterated expectation and the second equality sign follows by (81) and (87).
To show the result in (78) for the remaining elements in ϑ we use the following together with the
results already obtained
E
£
υ0jiV
−1
j υjiυ
0
jiV
−1
j υji
¯¯
yi0,Di, zi
¤
= 2 tr {IT }+ (tr {IT })2 = 2T + T 2 (108)
E
£
υ0jiJTυjiυ
0
jiJTυji
¯¯
yi0,Di, zi
¤
= 2 tr {JTVjJTVj}+ (tr {JTVj})2 = 3σ4jε (1 + Tqj)2 (109)
E
£
υ0jiJTυ
0
jiυjiV
−1
j υji
¯¯
yi0,Di, zi
¤
= tr {JTVj} (2 + tr {IT }) = σ2jε (1 + Tqj) (2 + T ) (110)
E
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υ0jiV
−1
j υjiυ
0
jiV
−1
j A
¡
ρj
¢
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yi0,Di, zi
¤
= 2 tr {A (ρ1)}+ tr {IT } tr {A (ρ1)} = 0 (111)
E
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o
(112)
E
£
υ0jiJTυjiυ
0
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¡
ρj
¢
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¯¯
yi0,Di, zi
¤
= 2σ2jε (1 + Tqj) tr
n
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¡
ρj
¢0
JT
o
(113)
Again, these results follow by Lemma 1 as (υji| yi0,Di, zi) ∼ N (0, Vj). In addition, we have used the
result in (91) and that JTVj = σ2jε (1 + Tqj)JT such that tr {JTVjJTVj} = σ4jε (1 + Tqj)2 tr {JT } =
σ4jε (1 + Tqj)
2.
The expression in (66) has mean zero since
E
h¡
−T + υ0jiV −1j υji
¢2 ¯¯¯
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i
= T 2 + 2T + T 2 − 2T 2 = 2T
2E
£
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¯¯
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¤
= 2T − 4T = −2T
The expression in (67) has mean zero since
E


Ã
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1− 2
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¯¯¯¯
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#
= 2− 4 = −2
The expression in (68) has mean zero since
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¤
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The expression in (69) has mean zero since
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The expression in (70) has mean zero since
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¤
= 0
With respect to the remaining elements, the result in (78) holds according to the results used to show (76).
The matrix in (78) is positive definite if and only if the elements in the first order derivatives of the
log-likelihood function are linear independent. If
¡
ξ1, σ
2
1ε, q1
¢
=
¡
ξ2, σ
2
2ε, q2
¢
such that p∗i = pi for all
i = 1, ...,N then according to (54) we have ∂li∂γ = 0 for all i = 1, ...,N . This means that the standard
regularity conditions are not satisfied when the two components in the mixture model are the same. This
result is well-known from the literature on mixture models, see Titterington, Smith & Markov (1985) and
McLachlan & Peel (2000). In addition, if the variables in zi are collinear such that the rows in Z0i are lin-
ear dependent for all i = 1, ...,N , then the rows in ∂li∂ξj for j = 1, 2 are linear dependent for all i = 1, ..., N .
If the variables in Di are collinear, then the rows in ∂li∂γ are linear dependent for all i = 1, ..., N . Finally,
if for any observation (yi, Zi) we can choose ξ1 such that (yi − Ziξ1) = 0 which implies that ∂li∂ξ1 = 0.
For any other j where (yj − Zjξ1) 6= 0 we have that as σ21ε → 0 then p∗j → 0. This implies that ∂lj∂ξ1 → 0
as σ21ε → 0. This means that as σ21ε → 0 we have ∂li∂ξ1 → 0 for all i = 1, ..., N . The possibility of choosing
ξ1 such that (yi − Ziξ1) = 0 for any observation (yi, Zi) is ruled out by assuming that the number of
rows in Zi is greater than the rank of Zi. Altogether, we have shown that the condition in (ii) is satisfied.
(iii) The third order derivatives of the log-likelihood function are obtained by using the expression in
(63). As an example, we consider the third order derivative with respect to an element in ξ1 denoted ξ˜.
The corresponding column in Zi is denoted Z˜i. We have
∂3li³
∂ξ˜
´3 = p∗i ∂3 logφ1i³
∂ξ˜
´3 + ∂p∗i∂ξ˜ ∂2 logφ
1
i³
∂ξ˜
´2 + 2p∗i (1− p∗i ) ∂2 logφ1i³
∂ξ˜
´2 ∂ logφ1i∂ξ˜ + (1− 2p∗i ) ∂p∗i∂ξ˜
µ
∂ logφ1i
∂ξ˜
¶2
= (1− 2p∗i ) p∗i (1− p∗i )
µ
∂ logφ1i
∂ξ˜
¶3
+ 3p∗i (1− p∗i )
∂2 logφ1i³
∂ξ˜
´2 ∂ logφ1i∂ξ˜
= (1− 2p∗i ) p∗i (1− p∗i )
³
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³
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´´3
− 3p∗i (1− p∗i ) Z˜0iV −11 Z˜iZ˜0iV −11
³
yi − Z˜iξ˜
´
such that ¯¯¯¯
∂3li
(∂ξ˜)3
¯¯¯¯
≤
¯¯¯
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−1
1
³
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´¯¯¯3
+ 3
¯¯¯
Z˜0iV
−1
1 Z˜iZ˜
0
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−1
1
³
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´¯¯¯
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Since this function is continuous in ξ˜ we can find constants λ1, λ2 and λ3 such that¯¯¯
Z˜0iV
−1
1
³
yi − Z˜iξ˜
´¯¯¯
≤ λ1
¯¯¯
Z˜0iyi
¯¯¯
+ λ2
¯¯¯
Z˜0iZ˜i
¯¯¯
¯¯¯
Z˜0iV
−1
1 Z˜i
¯¯¯
≤ λ3
¯¯¯
Z˜0iZ˜i
¯¯¯
for ϑ˜ ∈ N (ϑ). This means that for some constants λ˜1, λ˜2, λ˜3 and λ˜4 we have
E sup
ϑ˜∈N(ϑ)
¯¯¯¯
∂3li
(∂ξ˜)3
¯¯¯¯
≤ λ˜1E
µ¯¯¯
Z˜0iyi
¯¯¯3¶
+ λ˜2E
µ¯¯¯
Z˜0iZ˜i
¯¯¯3¶
+ λ˜3
s
E
µ¯¯¯
Z˜0iyi
¯¯¯2¶
E
µ¯¯¯
Z˜0iZ˜i
¯¯¯2¶
+ λ˜4E
µ¯¯¯
Z˜0iZ˜i
¯¯¯2¶
Using this we have that E supϑ˜∈N(ϑ)
¯¯¯¯
∂3li
(∂ξ˜)
3
¯¯¯¯
<∞ since E
µ¯¯¯
Z˜0iZ˜i
¯¯¯3¶
= E
°°°Z˜i°°°6 <∞ and Eµ¯¯¯Z˜0iyi ¯¯¯3¶ ≤r
E
°°°Z˜i°°°6E kyik6 <∞, see also above. The condition in (iii) for the remaining elements in ϑ is shown
in a similar manner.
Altogether, we have shown that the density function defined in (12) satisfies Condition 1 and Theo-
rem 1 follows directly. ¤
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B Appendix
Table 4: Log annual earnings
Year Number of observations Mean Standard deviation
1968 262 10.1037 0.3976
1969 288 10.1170 0.4129
1970 308 10.0908 0.4061
1971 339 10.1046 0.4169
1972 369 10.1516 0.4284
1973 401 10.1721 0.4151
1974 427 10.1653 0.4233
1975 455 10.0914 0.4624
1976 490 10.1262 0.4627
1977 523 10.2214 0.4628
1978 562 10.2376 0.4320
1979 562 10.2412 0.4512
1980 562 10.1946 0.4390
1981 562 10.1760 0.4692
1982 562 10.1604 0.4876
1983 525 10.2030 0.4937
1984 488 10.2363 0.4949
1985 463 10.2449 0.5179
1986 449 10.2693 0.5242
1987 428 10.2821 0.5265
1988 407 10.2777 0.5484
1989 393 10.2739 0.5304
1990 374 10.1699 0.5398
1991 358 10.1437 0.5448
1992 333 10.2007 0.5773
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Table 5: Parameter estimates from the logistic mixture model (standard errors are in brackets)
Variable Group 1 Group 2
Lagged log earnings ρ 0.5043 (0.0145)∗ 0.7060 (0.0151)∗
Constant 2.3179 (0.6482)∗ 0.5728 (0.2611)∗
Dummy for high school dropout -0.1786 (0.0745)∗ -0.0168 (0.0317)
Dummy for college graduate 0.0656 (0.0538) 0.0660 (0.0232)∗
Linear time trend -0.0003 (0.0021) 0.0021 (0.0009)∗
Age 0.0446 (0.0371) 0.0276 (0.0135)∗
Age2/100 -0.0561 (0.0544) -0.0432 (0.0197)∗
Lagged constant 0.0600 (0.5913) 0.2551 (0.2142)
Lagged dummy for high school dropout 0.0992 (0.0700) -0.0225 (0.0292)
Lagged dummy for college graduate 0.0901 (0.0507) 0.0192 (0.0210)
Lagged age -0.0046 (0.0368) -0.0203 (0.0132)
Lagged age2/100 0.0066 (0.0553) 0.0348 (0.0198)
Initial log earnings α 0.1854 (0.0240)∗ 0.2014 (0.0174)∗
Short-run variance σ2ε 0.1074 (0.0025)
∗ 0.0170 (0.0005)∗
q = σ2α/σ
2
ε 0.1886 (0.0263)
∗ 0.2593 (0.0407)∗
Mixing weight pi :
Constant 0.0544 (0.1841)
Dummy for high school dropout -0.0049 (0.3215)
Dummy for college graduate -0.1469 (0.2119)
Log-likelihood: 684.99
∗ The parameter is significantly diﬀerent from zero at the 5% level
Table 6: Parameter estimates from the mixture model where q1 = q2 = 0 (standard errors are in brackets)
Variable Group 1 Group 2
Lagged log earnings ρ 0.6723 (0.0110)∗ 0.8845 (0.0084)∗
Constant 1.8021 (0.1702)∗ 0.5164 (0.0859)∗
Dummy for high school dropout -0.0594 (0.0173)∗ -0.0240 (0.0070)∗
Dummy for college graduate 0.1077 (0.0125)∗ 0.0404 (0.0056)∗
Age 0.0237 (0.0064)∗ -0.0037 (0.0027)
Age2/100 -0.0297 (0.0081)∗ 0.0038 (0.0033)
Initial log earnings α 0.1056 (0.0121)∗ 0.0760 (0.0090)∗
Short-run variance σ2ε 0.1198 (0.0028)
∗ 0.0191 (0.0006)∗
Mixing weight p 0.5161 (0.0234)∗
Log-likelihood: 512.33
∗ The parameter is significantly diﬀerent from zero at the 5% level
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