Abstract. In the last decades, the Satisfiability and Constraint Satisfaction Problem frameworks were extended to integrate aspects such as uncertainties, partial observabilities, or uncontrollabilities. The resulting formalisms, including Quantified Boolean Formulas (QBF), Quantified CSP (QCSP), Stochastic SAT (SSAT), or Stochastic CSP (SCSP), still rely on networks of local functions defining specific graphical models, but they involve queries defined by sequences of distinct elimination operators (∃ and ∀ for QBF and QCSP, max and + for SSAT and SCSP) preventing variables from being considered in an arbitrary order when the problem is solved (be it by tree search or by variable elimination). In this paper, we show that it is possible to take advantage of the actual structure of such multi-operator queries to bring to light new ordering freedoms. This leads to an improved constrained induced-width and doing so to possible exponential gains in complexity. This analysis is performed in a generic semiring-based algebraic framework that makes it applicable to various formalisms. It is related with the quantifier tree approach recently proposed for QBF but it is much more general and gives theoretical bases to observed experimental gains.
Introduction
Searching for a solution to a Constraint Satisfaction Problem (CSP [1] ) is equivalent to searching for an assignment of the problem variables maximizing the quantity given by the constraints conjunction, i.e. to eliminating variables using max. 4 As max is the only elimination operator involved in such a mono-operator query, variables can be considered in any order. The situation is similar with the Satisfiability problem (SAT) but not with Quantified CSP (QCSP [2] ) or Quantified Boolean Formulas (QBF), where min (equivalent to ∀) and max (equivalent to ∃) operators can alternate, or with Stochastic SAT (SSAT [3] ) or Stochastic CSP (SCSP [4] ), involving max and + operators: these frameworks define multioperator queries for which the order in which variables can be considered is not free. 4 Eliminating variables in a set S ′ with an operator ⊕ from a function ϕ defined on the set dom(S) of assignments of a set of variables S means computing the function ⊕ S ′ ϕ defined by (⊕ S ′ ϕ)(A) = ⊕ A ′ ∈dom(S ′ ) ϕ(A.A ′ ) for all assignments A of S − S ′ . ⊕ S ′ ϕ synthesizes the information given by ϕ if we disregard variables in S ′ .
To overcome this difficulty, variables are usually considered in an order compatible with the sequence of eliminations (if this sequence is "∀x 1 , x 2 ∃x 3 " for a QCSP, then x 1 and x 2 are considered after x 3 in a variable elimination algorithm). This suffices to obtain the correct result but does not take advantage of all the actual structural features of multi-operator queries. For example, as shown by the quantifier trees approach [5] recently introduced for QBF, analyzing hidden structures of "flat" prenex normal form QBF can lead to important gains in terms of solving time.
After the introduction of some notations, we define a generic systematic approach for analyzing the actual macrostructure of multi-operator queries by transforming them into a tree of mono-operator ones (Section 3). Being defined in a generic algebraic framework, this approach extends and generalizes the all quantifier tree proposal [5] . It is applicable to multiple formalisms, including QCSP, SSAT, or SCSP. Its efficiency, experienced on QBF with quantifier trees, is interpreted theoretically in terms of a parameter called the constrained induced-width. Last, we define on the built macrostructure a generic variable elimination (VE) algorithm exploiting cluster tree decompositions [6] (Section 4).
Background notations and definitions
The domain of values of a variable x is denoted dom(x). By extension, the domain of a set of variables S is dom(S) = x∈S dom(x). A scoped function ϕ on S is a function dom(S) → E. S is called the scope of ϕ and is denoted sc(ϕ).
In order to reason about scoped functions, we need to combine and synthesize the information they express: e.g., to answer a QCSP ∀x 1 , x 2 ∃x 3 (ϕ x1,x3 ∧ϕ x2,x3 ), we need to aggregate local constraints using ∧ and to synthesize the result using ∃ on x 3 and ∀ on x 1 , x 2 . The operator used to aggregate scoped functions is called a combination operator and is denoted ⊗. The multiple operators used to synthesize information are called elimination operators and are denoted ⊕. More precisely, the algebraic structure we consider, defining elimination and combination operators, is a Multi Commutative Semiring (MCS). Definition 1. (E, ⊕, ⊗) is a commutative semiring iff E is a set such that ⊕ and ⊗ are binary associative, commutative operators on E, ⊕ has an identity
is a commutative semiring. Table 1 shows MCS examples and frameworks in which they are used. There exist many other examples, such as (E, {∩, ∪}, ∩).
where V is a finite set of finite domain variables and Φ is a finite multiset of scoped functions taking values in E and whose scopes are included in V . A CSP is a graphical model (V, Φ) where Φ contains constraints on V . We introduce operator-variables sequences and queries to reason about graphical models.
Definition 3.
Let be a partial order on V . The set of linearizations of , denoted lin( ), is the set of total orders ′ on V satisfying (x y) → (x ′ y).
A sequence of operator-variables on a set of variables V is defined by SOV = op 1S 1 · op 2S 2 · . . . · op p Sp , where {S 1 , S 2 , . . . , S p } is a partition of V and op j ∈ {⊕ i , i ∈ I} for all j ∈ {1, . . . , p}. The partial order SOV induced by SOV is given by S 1 ≺ SOV S 2 ≺ SOV . . . ≺ SOV S p (it forces variables in S j to be eliminated before variables in S i whenever i < j). An elimination order o : x o1 ≺ x o2 ≺ . . . ≺ x oq on V is a total order on V . It is compatible with SOV iff o ∈ lin( SOV ). If op(x) corresponds to the elimination operator of x in SOV , SOV (o) denotes the sequence of operator-
For the MCS (R + ∪ {∞}, {min, max, +}, ×), a sequence of operator-variables on V = {x 1 , x 2 , x 3 , x 4 , x 5 } is e.g. SOV = min x1,x2 x3,x4 max x5 . The partial order it induces satisfies {x 1 ,
is compatible with SOV (and SOV (o) = min x1 min x2 x4 x3 min x5 ), whereas o ′ :
Definition 5. Given a MCS (E, {⊕ i , i ∈ I}, ⊗), a query is a pair Q = (SOV, N ) where N = (V, Φ) is a graphical model and SOV is a sequence of operatorvariables on V . The answer to a query is Ans(Q) = SOV (⊗ ϕ∈Φ ϕ).
All the elimination operators considered here being commutative and associative, every elimination order compatible with SOV can be used to answer a query, i.e. for every o ∈ lin( SOV ),
The definition of the answer to a query covers various decision problems raised in many formalisms. Among the multi-operator ones, one can cite:
1. Quantified Boolean Formulas in conjunctive prenex normal form and Quantified CSPs [2] , looking like ∀x 1 , x 2 ∃x 3 ∀x 4 (ϕ x1,x3,x4 ∧ ϕ x2,x4 ); 2. Stochastic Satisfaction problems (SSAT and Extended-SSAT [3] ) and some queries on Stochastic CSPs [4] looking like max d1,d2 s1 max d3 ( ϕ∈Φ ϕ), where Φ contains both constraints and conditional probability distributions; 3. some types of finite horizon Markov Decision Processes (MDPs [10] ), on which queries look like max d1 ⊕ s1 . . . max dn ⊕ sn (⊗ ϕ∈Φ ϕ), where (⊕, ⊗) equals (+, ×) (MDPs optimizing an expected satisfaction), (max, min) (optimistic possibilistic MDPs [9] ), or (max, +) (MDPs based on kappa-rankings [8] ).
It also covers queries in other frameworks like Bayesian Networks (BN [7] ), or in yet unpublished frameworks such as quantified VCSPs (i.e. VCSPs [11] using an alternation of min and max operations on a combination of soft constraints) or semiring CSPs [11] with multiple elimination operators. As only one combination operator is involved in the definition of the answer to a query, formalisms such as influence diagrams [12] , classical probabilistic MDPs [10] , or pessimistic possibilistic MDPs [9] are not basically covered but can be if transformed using so-called "potentials" [13] . However, in these cases, more direct efficient approaches can be proposed. See [14] for further details.
Macrostructuring a multi-operator query
Analyzing the macrostructure of queries means bringing to light the actual constraints on the elimination order and the possible decompositions. We first give a parameter, the constrained induced-width, for quantifying the complexity of a VE algorithm on multi-operator queries and then show how this complexity can be decreased. This leads us to define a systematic method for structuring an unstructured multi-operator query into a tree of mono-operator ones.
Constrained induced-width
A parameter defining an upper bound on the theoretical complexity of standard VE algorithms on mono-operator queries is the induced-width [15] . In the multioperator case however, there are constraints on the elimination order because the alternating elimination operators do not generally commute. The complexity can then be quantified using the constrained induced-width [16, 17] as defined below. 6 and let be a partial order on V G . The constrained induced-width w G ( ) of G with constraints on the elimination order given by ("x ≺ y" stands for "y must be eliminated before x") is defined by w G ( ) = min o∈lin( ) w G (o), w G (o) being the induced-width of G for the elimination order o (i.e. the size of the largest hyperedge created when eliminating variables in the order given by o).
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The basic hypergraph associated with a graphical model N = (V, Φ) is G = (V, {sc(ϕ) | ϕ ∈ Φ}) and the constraints on the elimination order imposed by a query Q = (SOV, N ) can be described by SOV (cf Definition 4). An upper bound on the theoretical complexity of a VE algorithm for answering a query is then O(|Φ| · d 1+wG( SOV ) ), d being the maximum domain size (for all the complexity results of the paper, we assume that operations like a ⊗ b or a ⊕ b take a bounded time). Since a linear variation of the constrained induced width yields an exponential variation of the complexity, it is worth working on the two parameters it depends on: the partial order SOV and the hypergraph G.
Weakening constraints on the elimination order is known to be useless in contexts like Maximum A Posteriori hypothesis [17] , where there is only one alternation of max and sum marginalizations. But it can decrease the constrained induced-width as soon as there are more than two levels of alternation.
Indeed, assume that a Stochastic CSP query is equivalent to computing max x1,...,xq y max xq+1 ϕ y × ϕ y,x1 × i∈{1,...,q} ϕ xi,xq+1 (this may occur if ϕ y is a probability distribution on y, the other ϕ S model constraints, and the value of y is observed only before making decision x q+1 ). If one uses G = (V G , H G ), with V G = {x 1 , . . . , x q+1 , y} and H G = {{y}, {y, x 1 }} ∪ {{x i , x q+1 }, i ∈ {1, . . . , q}}, together with 1 = SOV ({x 1 , . . . , x q } ≺ 1 y ≺ 1 x q+1 ), the constrained inducedwidth is w G ( 1 ) = q, because x q+1 is then necessarily eliminated first (eliminating x q+1 from G creates the hyperedge {x 1 , . . . , x q } of size q).
However, the scopes of the functions involved enable us to write the quantity to compute as max x1 y ϕ y × ϕ y,x1 × max x2,...,xq+1 i∈{1,...,q} ϕ xi,xq+1 . This rewriting shows that the only constraint on the elimination order is that x 1 must be eliminated before y. This constraint, modeled by 2 defined by x 1 ≺ 2 y, gives w G ( 2 ) = 1 (e.g. with the elimination order
(there is a q + 2 factor because there are q + 2 scoped functions).
This example shows that defining constraints on the elimination order from the sequence of operator-variables only is uselessly strong and may be exponentially suboptimal compared to a method considering the scopes of the functions involved. It is also obvious that weakening constraints on the elimination order can only decrease the constrained induced-width:
Working on the hypergraph There may exist decompositions enabling to use more than just the distributivity of ⊗ over ⊕.
Indeed, let us consider the QCSP ∃x 1 . . . ∃x q ∀y ϕ x1,y ∧ . . . ∧ ϕ xq,y . Using G 1 = ({x 1 , . . . , x q , y}, {{x i , y}, i ∈ {1, . . . , q}}) and 1 defined by {x 1 , . . . , x q } ≺ 1 y gives w G1 ( 1 ) = q (because y is then necessarily eliminated first). However, it is possible to duplicate y and write ∃x 1 . . . ∃x q ∀y ϕ x1,y ∧ . . . ∧ ϕ xq,y = ∃x 1 , . . . , ∃x q (∀y 1 ϕ x1,y1 ) ∧ . . . ∧ ∀y q ϕ xq,yq . The complexity is then given by G 2 = ({x 1 , . . . , x q , y 1 , . . . , y q }, {{x i , y i }, i ∈ {1, . . . , q}}) and 2 defined by x i ≺ 2 y i , leading to the constrained induced-width w G2 ( 2 ) = 1. Therefore, duplicating y decreases the theoretical complexity from
. Proposition 1 shows that such a duplication mechanism can be used only in one specific case, applicable for eliminations with ∀ on QBF, QCSP, or with min on possibilistic optimistic MDPs. Proposition 2 proves that duplicating is always better than not duplicating.
) by commutativity and associativity of ⊕. Conversely, assume that for all scoped functions ϕ1, ϕ2,
is a MCS, ⊗ has an identity 1⊗ and ⊕ has an identity 0⊕. Let us consider a boolean variable x and two scoped functions ϕ1, ϕ2
Proposition 2. Let (E, {⊕ i , i ∈ I}, ⊗) be a MCS and let ⊕ ∈ {⊕ i , i ∈ I}. Let ϕ x,Sj be a scoped function of scope {x} ∪ S j for all j ∈ {1, . . . , m}. The direct computation of ψ = ⊕ x (ϕ x,S1 ⊗ · · · ⊗ ϕ x,Sm ) always requires more operations than the one of (⊕ x ϕ x,S1 ) ⊗ · · · ⊗ (⊕ x ϕ x,Sm ). Moreover, the direct computation of ψ results in a time complexity O(m · d 1+|S1∪...∪Sm| ), whereas the one of the m quantities in the set
Proof. It can be shown that computing directly ⊕x(ϕx,
Directly computing the quantities in˘⊕xϕx,S j |j ∈ {1, . . . , m}¯requires n2 = (
Towards a tree of mono-operator queries
The constrained induced-width can be decreased and exponential gains in complexity obtained thanks to an accurate multi-operators query analysis. The latter corresponds to determining the actual constraints on the elimination order and the possible additional decompositions using duplication. To systematize it, we introduce rewriting rules transforming an initial unstructured multi-operator query into a tree of mono-operator ones The basic elements used for such a transformation are computation nodes.
-either a scoped function ϕ ( atomic computation node); the value of n is then val(n) = ϕ and its scope is sc(n) = sc(ϕ); -or a pair (SOV, N ) s.t. SOV is a sequence of operator-variables on a set of variables S and N is a set of computation nodes; the value of n is then val(n) = SOV (⊗ n ′ ∈N val(n ′ )), the set of variables it eliminates is V e (n) = S, its scope is sc(n) = (∪ n ′ ∈N sc(n ′ )) − V e (n), and the set of its sons is Sons(n) = N .
We extend the previous definitions to sets of computation nodes N by val(
, and, if all nodes in N are non-atomic, then V e (N ) = ∪ n ′ ∈N V e (n ′ ) and Sons(N ) = ∪ n ′ ∈N Sons(n ′ ). Moreover, for all ⊕ ∈ {⊕ i , i ∈ I}, we define the set of nodes in N performing eliminations with
Informally, a computation node (SOV, N ) specifies a sequence of eliminations on the combination of its sons and can be seen as the root of a tree of computation nodes. It can be represented as in Figure 1 . Given a set of computation nodes N , we define N +x (resp. N −x ) as the set of nodes of N whose scope contains x (resp. does not contain x): N +x = {n ∈ N | x ∈ sc(n)} (resp. N −x = {n ∈ N | x / ∈ sc(n)}).
SOV ϕ1 ϕ2 ϕ k n l n2 n1 Fig. 1: A computation node (SOV, N ) . Note that atomic sons (in N ∩ Φ = {ϕ 1 , . . . , ϕ k }) and non-atomic ones (in N − Φ = {n 1 , . . . , n l }) are distinguished.
The value of computation nodes can easily be linked to the answer to a query. Indeed, given a query Q = (SOV, (V, Φ)) defined on a MCS (E, {⊕ i , i ∈ I}, ⊗), Ans(Q) = val(n 0 ) where n 0 = (SOV, Φ). The problem consists in rewriting n 0 so as to exhibit the query structure. To do so, we consider each variable from the right to the left of SOV , using an elimination order o compatible with SOV (cf Definition 4), and simulate the decomposition induced by the elimination of the |V | variables from the right to the left of SOV (o). More precisely, we start from the initial Computation Nodes Tree (CNT):
In the example in Figure 2 , this initial CNT corresponds to the first node. For all k ∈ {0, . . . , |V | − 1}, the macrostructure at step k + 1, denoted CN T k+1 (Q, o), is obtained from CN T k (Q, o) by considering the rightmost remaining elimination and by applying two types of rewriting rules:
1. A decomposition rule DR, using the distributivity of the elimination operators over ⊗ (so that when eliminating a variable x, only scoped functions with x in their scopes are considered) together with possible duplications. Note that DR implements both types of decompositions.
In Figure 2 , DR transforms the initial structure
(max x5 , {ϕ x1,x5 , ϕ x2,x5 , ϕ x3,x5 })}).
2. A recomposition rule RR which aims at revealing freedoms in the elimination order for the nodes created by DR.
In Figure 2 , RR transforms the computation node (min x1 max x2 , {(min x4 , {ϕ x1,x4 }), (max x3 , {(min x4 , {ϕ x3,x4 }), (max x5 , {ϕ x1,x5 , ϕ x2,x5 , ϕ x3,x5 })})}) into CN T 3 (Q, o) = (min x1 max x2 , {(min x4 , {ϕ x1,x4 }), (max x3,x5 , {(min x4 , {ϕ x3,x4 }), ϕ x1,x5 , ϕ x2,x5 , ϕ x3,x5 })}), because the structure shows that although x 3 ≺ SOV x 5 , there is actually no need to eliminate x 5 before x 3 . RR cannot make one miss a better variable ordering, since what is recomposed will always be decomposable again (using the techniques of Section 4).
More formally, for rewriting rule RR : n 1 n 2 , let us denote n 2 = RR(n 1 ). Then, for all k ∈ {0, . . . , |V | − 1}, CN T k+1 (Q, o) = rewrite (CN T k (Q, o) ), where
This means that when eliminating variable x, we decompose the computations (using duplication if ⊕ = ⊗), and recompose the created nodes in order to reveal freedoms in the elimination order. At each step, a non-duplicated variable appears once in the tree and a duplicated one appears at most once in each branch of the tree. The final computation nodes tree, denoted CN T (Q, o), is
Some good properties of the macrostructure obtained
The soundness of the created macrostructure is provided by Propositions 3 and 4, which show that the rewriting process preserves nodes value.
Proposition 3. Let Q = (SOV, N ) be a query and let o ∈ lin( SOV ). Then,
Proof. We use four lemmas. Lemma 1. Rewriting rule DR : n1 n2 is sound, i.e. val(n1) = val(n2) holds. Proof of Lemma 1. As ⊗ distributes over ⊕, val ((sov·⊕x , N ) 
′ is a sound rewriting rule. Proof of Lemma 2. Given that ⊗ distributes over ⊕ and ⊗n∈N 1 val(n) ) ⊗ (⊗n∈N 1 val(n))). As N1 ∩ N2 = ∅ and S ∩ S ′ = ∅, the latter quantity also equals ⊕ S∪S ′ (⊗n∈N 1 ∪N 2 val(n)), i.e. val((⊕ S∪S ′ , N1 ∪ N2)). Fig. 2 : Application of the rewriting rules on a QCSP example: min x1 max x2,x3 min x4 max x5 (ϕ x3,x4 ∧ ϕ x1,x4 ∧ ϕ x1,x5 ∧ ϕ x2,x5 ∧ ϕ x3,x5 ), with the elimination order o : If it holds at step k, it can be shown to hold at k+1 (the main point being that DR splits the nodes with x in their scopes and the ones not having x in their scopes) Lemma 4. RR is a sound rewriting rule. Proof of Lemma 4. If the variable eliminated uses ⊕ = ⊗ as an operator, then, thanks to Lemma 3 and the fact that all computation nodes are distinct, and since variable x considered at step k satisfies x / ∈ Ve(N [⊕]), it is possible to recursively apply Lemma 2 to nodes in N [⊕], because the two conditions looking like S ′ ∩ (S ∪ sc(N1)) and N1 ∩ N2 then always hold. This shows that RR is sound when ⊕ = ⊗. If ⊕ = ⊗, then the nodes to recompose look like (⊕x, {(⊕S, N ′ )}). As S ∩ {x} = ∅, Lemma 3 entails that RR is sound.
As both DR and RR are sound, Proposition 3 holds.
⊓ ⊔
Independence with regard to the linearization of SOV Proposition 5 shows that the final tree of computation nodes is independent from the arbitrary elimination order o compatible with SOV chosen at the beginning. In this sense, the structure obtained is a unique fixed point which can be denoted simply by CN T (Q). 
Comparison with an unstructured approach
Building the macrostructure of a query can induce exponential gains in theoretical complexity, as shown in Section 3.1. Stronger results can be stated, proving that the structured approach is always as least as good as existing approaches in terms of constrained induced-width. Let us define the width w n of a node n = (⊕ S , N ) as the induced width of the hypergraph G = (sc(N ), {sc(n ′ ), n ′ ∈ N ) for the elimination of the variables in S (i.e. the minimum size, among all elimination orders of S, of the largest hyperedge created when eliminating variables in S from G). The induced-width of a tree of computation nodes CN T is w CN T = max n∈CN T w n . One can say that 1 + w CN T is the maximum number of variables to consider simultaneously when using an optimal elimination order in a VE algorithm. Theorem 1 shows that the macrostructuration of a query can only decrease the induced-width.
Sketch of the proof. Let o * be an elimination order s.t. wG( SOV ) = wG(o * ). The idea is to apply the rewriting rules on CN T0(Q, o * ). Let H k denote the set of hyperedges in the hypergraph G k obtained after the k first eliminations in o * . More precisely, G0 = G and, if
h − {x} is the hyperedge created from step k to k + 1. It can be proved that for all k ∈ {0, . . . , |V | − 1}, if CN T k (Q, o * ) = (sov · ⊕x, N ), then for all n ∈ N , there exists h ∈ H k s.t. sc(n) ⊂ sc(h). This property easily holds at step 0, and if it holds at step k, then sc((⊕x, N +x )) ⊂ sc(h k+1 ). Moreover, if duplication is used, then for all n ∈ N +x , sc((⊕x, {n})) ⊂ sc(h k+1 ). Rewriting rule RR can be shown to be always advantageous in terms of induced-width. This entails the required result.
⊓ ⊔
For the QCSP example in Figure 2 , w CN T (Q) = 1, whereas the initial constrained induced-width is w G ( SOV ) = 3 (and without duplication, w CN T (Q) would equal 2): the complexity decreases from
. More important gaps between w CN T (Q) and w G ( SOV ) can be observed on larger problems. More precisely, we performed experiments on instances of the QBF library (only a limited number are reported here). The results are shown in Table 2 . In order to compute induced-widths and constrained inducedwidths, we use usual junction tree construction techniques with the so-called min-fill heuristic. The results show that there can be no gain in analyzing the macrostructure of queries, as is the case for instances of the "robot" problem (which involve only 3 alternations of elimination operators), but that as soon as the number of alternation increases, revealing freedoms in the elimination order can be greatly beneficial. Note that these results provide a theoretical explanation to the experimental gains observed when using quantifier trees on QBF [5] .
Theorem 1 shows that working directly on the structure obtained can be a good option, because it can decrease the induced-width. However, given an existing solver, an alternative approach is to see the macrostructuration of a query only as a useful preprocessing step revealing freedoms in the elimination order, thanks to Proposition 6.
Sketch of the proof. The idea is that if o ∈ lin( CNT (Q) ), it is possible to do the inverse operations of RR and DR, considering first smallest variables in o. These inverse operations are naturally sound and lead to the structure (SOV (o), Φ), which proves that SOV (o) (⊗ ϕ∈Φ ϕ) = Ans(Q).
If o ∈ lin( SOV ) and x o y, then, for all n = (
, it is impossible that y ∈ S1 and x ∈ S2 (because y is considered before x during the rewriting process). As this holds for all x, y such that x o y, this entails that ¬(y CNT (Q) x). (x o y) → ¬(y CNT (Q) x) can also be written (y CNT (Q) x) → (y ≺o x), which implies that o ∈ lin(CN T (Q)). Therefore, Table 2 . Comparison between w = w CNT (Q) and w ′ = wG( SOV ) on some instances of the QBF library (nbv, nbc, nba denote respectively the number of variables, the number of clauses, and the number of elimination operator alternations of an instance).
Complexity results
The macrostructure is usable only if its computation is tractable. Based on the algorithm in Figure 3 , implementing the macrostructuration of a query, Proposition 7 gives an upper bound on the complexity, showing that rewriting a query as a tree of mono-operator computation nodes is easy. In the algorithm in Figure 3 , the root node of the tree of computation nodes is rewritten. With each node n = (op S , N ) are associated an operator op(n) = op, a set of sons Sons(n) = N modeled as a list, and a set of variables eliminated V e (n) = S modeled as a list too. The scope of n is modeled using a table of |V | booleans. As long as the sequence of operator-variables is not empty, the rightmost remaining elimination is considered. The pseudo-code just implements the rewrite function, which dissociates the cases ⊕ = ⊗ and ⊕ = ⊗. Proof. At each rewriting step and for each son n ′ of the root node, tests like "x ∈ sc(n ′ )" and operations like "sc(n) ← sc(n) ∪ sc(n ′ )" or "sc(n ′ ) ← sc(n ′ ) − {x}" are O(|V |), since a scope is represented as a table of size |V |. Operations like "Sons(root) ← Sons(root) − {n
, since Ve and Sons are represented as lists. Therefore, the operations performed for each rewriting step and for each son of the root are O(|V |). As at each step, |Sons(root)| ≤ |Φ|, and as there are |V | rewriting steps, the algorithm is time O(|V | 2 · |Φ|). As for the space complexity, given that only the scopes of the root sons are used, we need a space O(|V | · |Φ|) for the scopes. As it can be shown that the number of nodes in the tree of computation nodes is always O(|V | + |Φ|), recording op(n) and Sons(n) for all nodes n is O(|V | + |Φ|) too. Last, recording Ve(n) for all nodes n is O(|V | · |Φ|) because the sum of the number of variables eliminated in each node is lesser than |V | · |Φ| (the worst case occurs when all variables are duplicated). Hence, the overall space complexity is O(|V | · |Φ|).
⊓ ⊔ 4 Decomposing computation nodes
From computation nodes to multi-operator cluster trees
Once the macrostructure is built (in the form of a tree of mono-operator computation nodes), we use freedoms in the elimination order so as to minimize the induced-width. As (E, ⊕, ⊗) is a commutative semiring for every ⊕ ∈ {⊕ i , i ∈ I}, this can be achieved by decomposing each mono-operator computation node into a cluster tree using usual cluster tree construction techniques. This cluster tree is obtained by considering for each computation node n = (op S , N ) the hypergraph G(n) = (∪ n∈N sc(n), {sc(n), n ∈ N }) associated with it.
The structure obtained then contains both a macrostructure given by the computation nodes and an internal cluster tree structure given by each of their decompositions. It is then sufficient to choose a root in the cluster tree decomposition [6] of each computation node to obtain a so-called multi-operator cluster tree as in Figure 4 (corresponding to an Extended-SSAT [3] problem). It follows from the construction process that if r is the root node of the MCTree associated with a query Q, val(r) = Ans(Q).
A generic variable elimination algorithm on MCTrees
To define a generic VE algorithm on a MCTree, it suffices to say that as soon as a cluster c has received val(s) from all its children s ∈ Sons(c), it computes its own value val(c) = ⊕(c) V (pa(c))−V (c) ⊗ ϕ∈Φ(c) ϕ ⊗ ⊗ s∈Sons(c) val(s) and sends it to pa(c), its parent in the MCTree. The value of the root cluster then equals the answer to the query. Fig. 4 : Example of a MCTree obtained from CN T (Q). Note that a cluster c is represented by 1) the set V (c)−V (pa(c)) of variables it eliminates, its elimination operator op(c), and the set of function Φ(c) associated with it, all these elements being put in a pointwise box; 2) the set of its sons, pointing to it in the structure.
CN T (Q)

Conclusion
Solving multi-operator queries using only the sequence of elimination to define constraints on the elimination order is easy but does not take advantage of the actual structure of such queries. Performing a preprocessing finer analysis taking into account both the function scopes and operator properties can reveal extra freedoms in the elimination order as well as decompositions using more than just the distributivity of the combination operator over the elimination operators. This analysis transforms an initial unstructured multi-operator query into a tree of mono-operator computation nodes. The obtained macrostructure is always as least as good as the unstructured query in terms of induced-width, which can induce exponential gains in complexity. It is then possible to define a generic VE algorithm on Multi-operator Cluster Trees (MCTrees) by building a clustertree decomposition of each mono-operator computation node. Performing such a work using generic algebraic operators makes it applicable to various frameworks (QBF, QCSP, SCSP, SSAT, BN, MDPs).
Other algorithms than VE could be designed on MCTrees, such as a tree search enhanced by branch and bound techniques, e.g. in an AND/OR search [18] or a backtrack bounded by tree decomposition (BTD-like [19] ) scheme. Ideas from the game theory field like the alpha-beta algorithm [20] can also be considered. This work was partially conducted within the EU IP COGNIRON ("The Cognitive Companion") funded by the European Commission Division FP6-IST Future and Emerging Technologies under Contract FP6-002020.
