In this paper we examine the problem of optimizing the average time latency of a network using agents that are able to learn. The network design is constrained by a traffic matrix which dedicates specific flows between specific pairs of nodes. Although this is an analysis of an application, we only present two methodologies here, i.e. an algorithm for optimization and a corresponding conservative rate of convergence based on no learning. The application part will be presented in the near future once data is available. We expect the tools developed in this paper can be used to optimize a wide range of objective functions. They will not be limited to optimizing time latency.
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BACKGROUND
As part of a Technology Investment Fund project on network-centric warfare (Ng et al. 2006) currently being conducted at the Defence Research and Development Canada Centre for Operational Research and Analysis, we aim to optimize the time latency of a defence network. An example of such a network is the one implemented at Defence Research and Development Canada -Atlantic known as the Networked Underwater Warfare Technology Demonstration Program (LeFrançois 2004) . The time latency of a network can be determined in many ways. However, in this paper we describe a methodology designed to optimize time latency using agents that have the ability to learn. The main results of this paper are to provide an algorithm to do so and to derive the rate of convergence of the corresponding algorithm when no learning is in effect. Our methodology draws on (Oommen and Roberts 2000) , which provides a heuristic algorithm to optimize a cost objective function.
LEARNING ALGORITHM
We examine a communication network that has a global maximum capacity . The network flows must satisfy the traffic matrix ( C uv ). That is, there will be a dedicated flow from node to node that is greater than or equal to u v uv . This ensures that node can communicate with node with the desired flow u v uv . In addition, the time latency of the network depends on both the flow and the capacity of each link. We make use of the algorithm in (Oommen and Roberts 2000) which is described below. While (count<num-iterations) and (accuracy-level (all links) < required accuracy)
End-If
If (
If (network is feasible)
End-If Else
Reset all links to best-objective capacities
End-If
If (network is feasible) and (current-objective < best-objective)
End-For
best-objective = current-objective() We define the rate of convergence as the probability that a globally optimal state is found at least once as a function of number of iterations in a similar way to that in (Rajasekaran 1990) . The rate of convergence that we derive below assumes no learning. Since the purpose of learning is to accelerate the convergence of the algorithm, we expect that this rate of convergence is a conservative estimate of the algorithm. We observe that for a link , the flow through that link is regulated by a Markov chain as shown in Fig 2. Each flow state is labeled by a number. For example, the label 0 indicates that the flow is equal to zero (unit of flow), while the label 1 indicates that the flow is equal to one (unit of flow) etc. The connections between the labels show the transitions among the states. 
End-If

End-For
End-While
where . We model that way so that the states with flow equal to zero or are not considered feasible. If a flow of a link is equal to zero then there is no communication necessary. Hence, the probability of transition from state zero to state one is set to 100 %. If a flow of a link is equal to C then there is no capacity left for the remaining links, which can happen only when we have only one link in the network. However, the network that we consider consists of many links. Hence, the probability of transition from state to state 1/ 3 a P C C 1 C is also set to 100 %. Lemma 1. The probability that the flow through a path is optimal is greater than or equal to: 
Note that, and Q do not change with . This is so as there is no learning. However, when learning is in effect, the elements of and Q are updated through the triplets
Proof of Lemma 1. To alleviate the notation, we suppress the subscript f associated with and . Let the optimal flow be P Q * f . We wish to determine the probability that a random and nonoptimal flow i transitions to another also random and non-optimal flow . The probability that we pick a random flow such that i is: 
The probability that we start with a feasible flow and end up with another feasible flow is regulated by the transition matrix . That is,
The probability that we start with any feasible flow and end up with any other feasible flow is the sum of the above expression over i and such that , i.e. since all the elements of the transition matrix are non-negative and the LHS sums over all elements and such that , while the RHS sums over all elements and with no restrictions. That is, the sum on the RHS includes more elements of than the sum on the LHS. Therefore,
Additionally, the sum on the RHS above runs over the states that are feasible and non-optimal, meaning that , 0, i j C . This can be interpreted in a way such that the RHS above includes all transitions from a state i that is feasible to a state that is also feasible. Therefore, all transitions from (to) or C to (from) a feasible state are forbidden. This is equivalent to replacing with . Repeating this argument n times, we get an upper bound for the probability of not achieving the optimal state after iterations:
Therefore, the lower bound to the probability 1 f p of achieving the optimal state satisfies: Lemma 3. It turns out that the probability that the capacity of a link will be optimal is greater than or equal to 
Note that is the probability of achieving the optimal capacity and . But if we assume learning, then and will change as a function of , in which case they will not necessarily evolve in the same way. Observe that the capacity of a link must be greater than the flow through that link; otherwise the average time latency shown in Eqn Corollary. Combining the result of Lemma 1 to that of Lemma 3, we obtain the second main result of this paper, the lower bound to the probability of finding the optimal solution in a network which has links: e Proof of Corollary. The probability of finding the optimal solution is the product of the probabilities that each path carries the optimal flow (provided by Eqn (3)) and the probabilities that each link has the optimal capacity (provided by Eqn (6)). That is, following the inequality sign in Eqn (11), the first factor is the lower probabilistic bound of finding the optimal flows where s is the total number of paths between all pairs of nodes, while the second factor is the lower probabilistic bound of finding the optimal capacities for links. e 
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