In [LY] a differential Harnack inequality was proved for solutions to the heat equation on a Riemannian manifold. Inspired by this result, Hamilton first proved trace and matrix Harnack inequalities for the Ricci flow on compact surfaces [H0] and then vastly generalized his own result to all higher dimensions for complete solutions of the Ricci flow with nonnegative curvature operator [ H2]. Soon afterwards, a matrix Harnack inequality for the Kähler-Ricci flow under the assumption of nonnegative bisectional curvature was proved by HuaiDong Cao [C]. In this paper, following a suggestion of Richard Hamilton, we give an alternate proof of the matrix Harnack inequality for the Ricci flow originally proved by him.
In [LY] a differential Harnack inequality was proved for solutions to the heat equation on a Riemannian manifold. Inspired by this result, Hamilton first proved trace and matrix Harnack inequalities for the Ricci flow on compact surfaces [H0] and then vastly generalized his own result to all higher dimensions for complete solutions of the Ricci flow with nonnegative curvature operator [ H2] . Soon afterwards, a matrix Harnack inequality for the Kähler-Ricci flow under the assumption of nonnegative bisectional curvature was proved by HuaiDong Cao [C] . In this paper, following a suggestion of Richard Hamilton, we give an alternate proof of the matrix Harnack inequality for the Ricci flow originally proved by him.
1 In [ H2] , Hamilton proved that if (M n , g (t)) is a complete solution to the Ricci flow with nonnegative curvature operator, then
for any vector field V. In particular, if in addition the Ricci curvature is positive, then
This trace Harnack inequality is a corollary of Hamilton's matrix Harnack inequality, which we now recall (we follow Hamilton's sign convention for the curvature tensor so that R ijkl = g kh R h ijl ). Define tensors P and M by
R ab * Research partially supported by NSF grant DMS-9971891. 1 Yet another proof is given in [CC] . Hamilton's motivation for considering the alternate proof given in the present paper is that it may possibly falicitate extending his Harnack inequality to the variable signed curvature case, especially in dimension three. See the end of [H3] for some reasons for studying the problem of extending the Harnack inequality.
and consider the Harnack quadratic
where U is any 2-form and W is any 1-form. Hamilton's matrix Harnack estimate says that if (M n , g (t)) is a complete solution to the Ricci flow with nonnegative curvature operator, then
for all U and W. Taking U = V ∧ W and summing over W in an orthonormal frame, one obtains (1).
The idea of giving an alternate proof of it is as follows. Given any vector W, consider the 2-form U minimizing the quadratic form. This leads to the consideration of a symmetric 2-tensor Z ab which has a nice evolution equation. In particular, Z ab is essentially a supersolution to the heat equation so that the maximum principle implies that it is positive definite, which is equivalent to the matrix Harnack inequality. Tracing this 2-tensor yields a trace Harnack inequality: Z Z aa > 0. Now we proceed with the details of the proof. Assume that the curvature operator is positive and let S abcd denote the inverse of R abcd so that e,f S abef R ef cd = I abcd , where I : ∧ 2 M → ∧ 2 M is the identity. First we rewrite the matrix Harnack quadratic by completing the square:
Since Rm > 0, the above expression is minimized when
which is a symmetric 2-tensor.
The main computation is that in an orthonormal moving frame, the evolution of Z ab is given as follows. Following the idea in [ H2] , as long as it is nonnegative-definite, we may write the Harnack quadratic as a sum of squares:
Here, given a point
is some orthogonal set of vectors
Main Theorem. If Rm > 0, then the Harnack quantity Z ab satisfies the evolution equation:
where
Note that applying the maximum principle for symmetric 2-tensors in section 7 of [ H1] yields Z ab > 0, which is equivalent to Hamilton's matrix Harnack inequality. Here we used the fact that if Rm > 0, then as long as Z ab is nonnegative definite, L N M a is well-defined. The bulk of the rest of this paper is devoted to proving the theorem. First recall Hamilton's computations for the evolution equations of the Harnack quadratic [ H2] .
Lemma 1 In an evolving local orthonormal frame field, we have 1.
2.
3.
We use this lemma in the computations below. We start by computing:
Thus, besides the evolution equations for M ab and P abc , we need the evolution equation for S ijkl , which is given by:
Substituting in those evolution equations, we obtain:
where B abcd = R aebf R cedf . Taking into account symmetries and combining some like terms, we have
Separating the terms quadratic in P abc from the rest and noticing that most of the rest is a square, we obtain:
We simplify the terms that are quadratic in P abc :
In the above computation we used the following identities. First, the quadratic B in curvature can be rewritten using
Second, we have the identities
where the first follows from
which is obtained from
and the second is proved similarly. Third, we have the identity P cda P cdb = (P adc + P cad ) (P bdc + P cbd ) = 2 (P acd P bcd − P acd P bdc ) .
Now define E ija S ijkl P kla to simplify notation further. Then
Recall that
Note that the terms Y Now the terms on the last line may be rewritten as
where we used
is symmetric in N and M ). Therefore the evolution equation for Z ab is:
where E ija = S ijkl P kla . We may rewrite this as
That is
This completes the proof of the main theorem.
Now it is interesting to observe the form of the resulting evolution equation when we trace the above computation. Define Z Z aa = 1 2 ∆R + 2 |Rc| 2 + 1 t R − S ijkl P ija P kla .
This trace Harnack quantity is slightly different than (1); however its positivity is of course still a corollary of Hamilton's matrix Harnack estimate. Tracing equation (2), we have
Note however that an application of the maximum principle does not yield a direct proof of the trace Harnack inequality. This is because in order for L
N M a
, which appears on the rhs, to be well-defined, we need the matrix Harnack quantity to be nonnegative!
