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*本稿は,英文で投稿されましたが,編集部より依頼 して,日本語で再投稿していただきました｡ (編集部 )

































































































































































0 2 4 6 8 10 12 14 16
t














































































紘 1-瑚 +1】-妄p;1,;鞘朋 +ll
S,!'1のiP依存性は次式で表されるo
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沼FS,l･十1-沼 Fsgn(mt+N-l沼 FSIt+Q;.) (37)
Qj･もガウス分布に従 うランダム変数であるOここで沼,Pについての条件付き期待値をとると､
2SIt.JmL+SJt-1bf
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図7:シミュレー ションによるノイズのキュミュ ラ ン ト;〟 - 9000 (a)α - 0･08,m o = 0･5
(b)α-0･08,m0-0･1(C)α-0･20,m0-0･1C,･(i- 1,･･･,4)は ノ イ ズ の i番 目 の キ ュ ミ ュ ラ ン
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図 10‥巨視的状態変数の動的振る舞い;α-0.20,m｡-0.1ダイアモンドの印の付いた実線は甘





























甘利 と馬被の理論に従って､Niが平均 O､分散qi2のガウス分布に従 う変数であると仮定する｡
h巨 mt+o･te.･ (72)



















h(p-i･Pql)-/_三 島 exp(一言)sech2p(-加 Z)
3.2 相図












tー ∞ の極限で､神経回路網は平衡状態に達すると考えられる.そこでmfとcTtをm とo･で
表すことにすると､式 (74)と(75)､(76)は次のようになる｡
--/_w鳥 exp(-i,tanhβ(-･qz,
















O-長 鳥exp(-i)tanhβ(挿 Z) (82)
O-長 鳥 exp(一言)tanh2β(vGTz) (83)
(84)




























































章で議論 したように､甘利 と馬敏の理論は記憶回復が成功 しない場合に有効ではない｡したがっ
て T,elの境界領域で甘利 ･馬被の理論が成 り立っているかは疑わしいOさらに平均場理論 もい
くつかの仮定を含んでいる｡最 も注意すべきことは､レプリカ法を用いること自体､数学的な
厳密性を欠 くということである｡結局､平衡状態を記述するのに厳密な意味でどちらの理論を






































-一よく- -/_: 鳥 exp(-i)tanhβ(-･vGz)) (98)
-一芸 トq･ /_w 鳥 exp(-i)tanh2β(叫 声 Z)) (99)
1∂/ αβ, q











子を､一つの変数だけ平衡桐に固定 して残 りの変数の関数 として､記述 したものである｡この



























































様々な初期値の組み合わせ (mo,qo)に対 して､式 (102)-(104)を解いた.方向余弦m の振る舞
いはqの初期値に依存 しないようであったので､qをqoに固定Lmoの値はいろいろと変えて方
向余弦の時間依存 した振る舞いを調べた｡図 14に見られるように､m の初期値に依存 した開催
現象は見 られなかった｡つまりいかなる初期状態から出発 しても回復相においては回復が成功
してしまう｡
次に初期イ直roをいろいろに変えて調べる.(moとqoは固定 しておく｡)初期値 roに依存 した
振る舞いが図15に見 られる｡
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El(Nil)21からEtN.･t]2を差 し引かなければならない｡ところが ElN,!]26ま､N2α2V4に等 しいの
で､結局坤 ま次のようになる｡
gi2+1 - α+αNv3
= α+2αβm什 1mlh(βml,βOIL)+β2oli2h(βmi,βO.i)2
(109)
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