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ABSTRACT
We used Independent Component Analysis (ICA) with sparse coding to analyze music spectral sequences.
We modelled an audio spectrum as an approximate mixture of the spectra of individual notes, using our
ICA approach to \unmix" this to nd the individual notes and note spectra. Notes are assumed to be
approximately independent, and sparse (mostly o). Results on synthesized harpsichord music are encour-
aging, producing an approximate piano-roll transcription, and a passable rendition of the original music
when resynthesized. We are currently working to extend and improve this through the use of temporal
information of note activities and to handle more complex timbral behaviour.
INTRODUCTION
In the last few years, Independent Component Anal-
ysis (ICA) has emerged as a promising method for
Blind Signal Separation (BSS), where n sensors (e.g.
microphones) receive dierent mixtures from m in-
dependent signals (sources) [1]. ICA has been ap-ABDALLAH AND PLUMBLEY AN ICA APROACH TO MUSIC TRANSCRIPTION
plied to EEG analysis and audio source separation,
where normally m = n. Some sources are known
to have a high probability of being zero, a so-called
sparse source[2]. In this case, the technique of sparse
coding [3] can be used, and can allow us to separate
more sources than there are sensors. This results in
only a few sources being \on" at any particular time.
In this paper, we describe an approach to auto-
matic transcription of polyphonic music based on
this sparse ICA approach.
We will describe a sparse coding ICA system which
operates on a single musical audio spectral sequence
rather than multiple audio waveforms [4]. The in-
tention is that observed spectra can be considered to
approximate a mixture of the spectra of individual
musical notes, and the notes will be \more indepen-
dent" and \more sparse" than the original spectra.
We should therefore be able to extract notes and
harmonic proles from only the audio spectrogram,
without any pre-training on individual notes.
GENERATIVE MODEL
We use a causal latent variable model in which the
observed vectors x 2 Rn are noisy linear mixtures
of m basis vectors, with sources si assumed to be
independent random variables and arranged into a
vector s 2 Rm.
Thus, we have x = As + e, where A is an n  m
matrix encoding the basis vectors and e is a Gaus-
sian random vector representing additive noise. An
equivalent graphical model is illustrated in Fig. 1.
The conditional density of the generated vector x is
given by
P(xjA;s) =

dete
(2)n
1=2
exp 1
2eTee: (1)
As mentioned above, the elements of the source vec-
tor s are assumed to be independent, and are as-
sumed to be drawn from a continuous density p(),
giving
P(s) =
m Y
i=1
p(si): (2)
The resulting density model for the observed data is
P(xjA) =
Z
Rm
P(xjA;s)P(s) ds: (3)
[
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Sources: independent,
continuous, non-Gaussian
Observations: linear combination
with additive Gaussian noise
Fig. 1: Graphical model of sparse coder with a three-
dimensional latent space.
If A is known and x is observed, then s can be esti-
mated from the posterior density,
P(sjA;x) =
P(xjA;s)P(s)
P(xjA)
: (4)
A maximum a posteriori (MAP) estimate can then
be found at the posterior mode:
^ s = argmax
s
P(sjA;x): (5)
If the posterior is suciently smooth, this can be
found by gradient ascent on the logarithm of this
function.
Estimation of the mixing matrix
To estimate the basis matrix A, we maximise the
following objective function:
L = Ex logP(xjA); (6)
where Ex denotes the expectation over the observed
distribution of x. This leads to the update rule
A = e
Z
(x   As)sTP(sjA;x) ds
= e Esjx;A esT;
(7)
where  is a learning rate parameter.
After further approximations and a covariant gradi-
ent modication [5], we get:
ALS = A[(^ s)^ s
T   I]: (8)
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Fig. 3: A Two dimensional illustration of the operation
of the modied active set optimiser. Given the proposed
step from s to s
0, and the local behaviour of the gradient
along the segments AB and CD, the modied optimiser
would truncate the step at the second zero crossing, and
inactivate the rst coordinate, s1.
where (s)
def =  rs logP(s). Since P(s) is factorial,
its gradient will be an element-wise function dened
in terms of the prior density p(s):
[(s)]i = (si); (s)
def =  
d
ds
logp(s): (9)
Modication of the Prior
The parameters  and  control the width and rel-
ative mass of the central peak in the prior (Fig. 2):
f(s) =
(
Ce jsj : jsj  ;
CKe jsj : jsj < ;
(10)
where C is a normalisation constant, and K =
e( 1) to ensure continuity. The associated func-
tion (s), illustrated in Fig. 2(b), is given by
(s) =
(
sgns : jsj  ;
sgns : jsj < :
(11)
This prior results in a thresholding behaviour when
computing ^ s.
Optimization Algorithm
We modied the approach of Lewicki and Sejnowski
[6] to estimate the unknown parameters. To esti-
mate the value of A, we marginalize out s and max-
imize the expected value of logP(xjA): this is the
learning stage. If we have an estimate of A, we can
calculate an estimate of s by maximising P(sjA;x).
We used a \sparsied" Laplacian prior for s, so that
logp(s) is piecewise linear.
A modied `active set' quasi-Newton optimisation
algorithm was developed to deal with the disconti-
nuities in the gradient of the objective function used
in maximum a posteriori estimation in the sparse
coding model (Fig. 3).
RESULTS
We applied our method to short-term Fourier mag-
nitude spectra derived from some synthesised harp-
sichord music. The basis vectors, the `independent
components,' were found to be the note spectra, and
so the system as a whole, after training, was essen-
tially doing an optimal linear decomposition of the
input spectra into a set of atomic note spectra, but
where the atomic spectra were themselves learned
from the music in an unsupervised fashion.
On an extract of Bach: Partita in A minor, 55
non-zero spectra (columns of A) were extracted, of
which 49 corresponded to notes (Fig. 4). A har-
monic relationship between spectral peaks for each
note emerged from the analysis, without anything in
the model that required harmonics. The estimated
sparse sources (s) gave a \piano-roll" transcription
of the music (Fig. 5, Fig. 6), and resynthesized audio
rendered a passable (if hesitant) reproduction of the
piece.
Finally, we also tested the approach with input x
consisting of of 4 consecutive spectrogram frames
instead of a single spectrum. As well as basis vectors
representing steady-state notes, many of the basis
vectors learned by the algorithm were tuned to note
onsets (Fig. 7).
DISCUSSION
We believe that this approach to Automatic Music
Transcription is unique, in that it is based simply on
the assumption that notes are sparse and approxi-
mately independent. There is no need to build in
any heuristic knowledge from psychophysical obser-
vations, as used in e.g. blackboard models [7, 8],
or to assume any harmonic structure [9]. Since it
is not necessary to build in any spectral proles or
harmonic assumptions, this approach may be partic-
ularly applicable to recordings of new or unknown
instruments. The sparse coding ICA approach al-
AES 114TH CONVENTION, AMSTERDAM, THE NETHERLANDS, 2003 MARCH 22{25 3ABDALLAH AND PLUMBLEY AN ICA APROACH TO MUSIC TRANSCRIPTION
 0 
0
0.5
1
1.5
2
PSfrag replacements
(a)
(b)
(c)
  
 

(s)
P
(
s
) a
b
c
 a
 b
 c
s

 
x=A
 0 
−1
 0
 1
PSfrag replacements
(a)
(b)
(c)
  
 


(
s
)
P(s)
a
b
c
 a
 b
 c
s

 
x=A
 0 
−1
 0
 1
PSfrag replacements
(a)
(b)
(c)
 

 

(s)
P(s)
a b c  a  b  c
s

 
x=A
Fig. 2: Approximation to `sparsied' Laplacian, constructed piecewise from exponential segments. (a) Prior,
p(s), (b) (s) =  (d=ds)logp(s), and (c) shrinkage operator. Where the shrinkage operator is multi-valued,
the actual value reached depends on the details of the optimisation procedure used to nd ^ s. The two options
are shown as the solid and dashed lines; the dotted line shows the line ^ s = x=A.
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Fig. 5: Sparse coding of an extract of Bach: Partita showing at the top (a) the input spectogram and (b)
histograms of input activity at a selection of frequencies, and at the bottom (c) the output activity and (d)
output histograms. The output is visibly sparser than the input. The output histograms also show some
interesting structure: their bimodality reects the on/o nature of the notes present in the music.
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Fig. 4: The 55 non-zero basis vectors obtained from
sparse coding synthetic harpsichord music. The lower
plot show the lengths (2-norms) of the basis vectors,
showing that the basis vectors corresponding to the most
structurally important pitches in the key (which is A mi-
nor) had the larges norms.
lows us to solve the \chicken and egg" problem of
note extraction and spectral analysis together, us-
ing a rigorous probabilistic model.
This method could form the basis of an automatic
transcription system, and was found to be capable
of doing audio to midi conversion even with an ex-
tremely simple nal stage. However, this was with
a very restricted data set, and it remains to be seen
how it performs with other types of music played on
real instruments. The notes produced by the syn-
thetic harpsichord were very consistent, and real in-
struments produce much more variable sounds.
We do not expect to build a complete polyphonic
transcription system based on a simple linear gener-
ative model like this. However, what this approach
illustrates is that there is enough structure in mu-
sic for musically relevant aspects to emerge through
unsupervised learning; in this case, it was the in-
dependent existences of notes, each with a certain
spectral structure.
Given the limitations of the linear generative model,
the system performed quite well, but at a high com-
putational cost. It was also somewhat tricky to ob-
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Fig. 6: A longer extract of `piano-roll' output show-
ing how the system performs with varying degrees of
polyphony.
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Fig. 7: Basis trained on 2-dimensional strips of spec-
trogram. Each strip is four pixels wide. Many of the
basis vectors appear to be are attuned to note on-
sets, and one (bottom row, sixth from right) seems
to represent wide-band onset activity.
tain the appropriate parameters for the prior distri-
bution p(s). In general, it seems that probabilistic
inference in this sort of noisy, multiple-cause graphi-
cal model is a powerful technique, but cannot be ap-
plied to large amounts of data without some restric-
tions on the graph topology to allow more ecient
inference, or preprocessing to reduce the number of
variables involved.
We saw that the marginal distributions of the basis
vectors were bimodal, and that this was probably re-
lated to the binary nature of note activation. It may
be possible to formalise this with an explicit mix-
ture model. Olshausen and Millman [10] developed
a sparse coder using a mixture-of-Gaussians prior,
but again, this is at a high computational cost due
to the need to integrate over a multimodal posterior.
The current approach assumes white noise in the
spectral domain. Even if a white noise model was
appropriate in the time domain, observation of the
Fourier magnitude spectra suggests that the `noise-
like' activity is not distributed uniformly across the
spectrum, but tends to be proportional to signal
activity|this is a manifestation of spectral leak-
age and fundamentally, is due to phase information
`leaking' into the supposedly phase invariant mag-
nitude spectrum because of the windowing process.
This could be modelled as a multiplicative noise pro-
cess, but since there is generally more activity at
the lower end of the spectrum, it would be much
simpler, as an initial step, to assume additive, un-
correlated, but non-uniform Gaussian noise, with a
smaller variance at high frequencies. This would re-
sult in the higher harmonics of musical notes receiv-
ing more weight in the sparse coder.
The main diculty with the use of sparse coding is
the computational cost. One way of overcoming this
would be to reduce the connectivity of the system
considered as a network. It may be possible to do
this by using a more ecient method such as ICA, to
do an intial phase of redundancy reduction, followed
by a topographic organisation to localise the residual
dependencies. Then, a sparse coder could be imple-
mented with less than full connectivity. Hoyer and
Hyv arinen [11] have made steps in this direction but
their algorithm does not exploit the expected local-
ity of the residual dependecies.
The initial experiments with two-dimensional spec-
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trogram patches suggested that note onsets would
be an important feature; the use of wider patches
should result in more reliable note detection by
learning the typical prole of a note in time as well
as frequency. The main obstacle to this is the large
amount of data involved in representing a patch.
Unlike visual images, these spectrogram `auditory
images' are not translation invariant in the frequency
direction and hence the patches used as input must
span the whole frequency range.
CONCLUSIONS
We considered the problem of automatic polyphonic
music transcription to be one of identifying `inde-
pendent' notes that mix and give rise to observed
spectra. With this motivation, we used the tech-
niques of Independent Component Analysis (ICA)
and sparse coding (where extracted parameters are
mostly `o') to analyse spectra of polyphonic music.
We found that we could indeed separate out notes
from simple polyphonic music played on synthesized
harsichord, and produce a piano-roll description,
which could be resynthesized into a passable (if hes-
itant) rendition of the piece. It remains to be seen
how it performs with other types of music played on
real instruments.
We are currently working on developments to over-
come limitations of this approach. For example, the
synthesized harpsichord ts much better to the gen-
erative model used here than real-world sounds do.
Other instruments with vibrato or signicant spec-
tral change over time, requiring perhaps a 2D spec-
tral subspace space to contain their \timbre track",
will require at least a subspace rather than vector in
the generative model.
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