This article documents the authors' attempt to develop a quick, inexpensive, and reliable method for demonstrating user testing to an audience. The resulting method, Usability@90mph, is simple enough to be conducted at minimal expense, fast enough to be completed in only thirty minutes, comprehensible enough to be presented to audiences numbering in the hundreds, and yet sophisticated enough to produce relevant design recommendations, thereby illustrating for the audience the potential value of user testing in general. In this article, the authors present their user testing demonstration method in detail, analyze results from forty-four trials of the method in practice, and discuss lessons learned for demonstrating user testing in front of an audience.
Introduction
Under the right conditions, only a small moment of time is necessary to demonstrate a lesson well known to usability professionals, that the best way to evaluate an interface for usability is to test that interface with representative users. Watching users struggle with an unfamiliar interface, even observers who have never considered the importance of usability become instantly aware of the need for and benefits of representative user testing (Dumas, 2002; Nielsen, 1994a) . As researchers and practitioners call for increased accountability from designers in terms of meeting the needs of all users (Shneiderman, 2000) , it is crucial that individuals from every discipline become aware of the value of user testing for improving the usability of information interfaces. There is no doubt that user testing demonstrations can be an extremely powerful way of illustrating the potential benefits of usability analysis to a wide variety of observers.
The problem, however, is that demonstrating user testing in front of an audience is a non-trivial procedure. There are two major difficulties with conducting user testing demonstrations. First, neither experimental, laboratory-based methods of user testing nor simulations of user testing suitable for college classrooms lend themselves well to audience demonstrations. While classroom simulations can be performed quickly and cheaply, it is rare that simulations produce relevant results or useful recommendations for design improvements on their own, thereby limiting the potential impact of this approach on an audience. Similarly, laboratory-based user testing, despite its high potential as a demonstration tool, tends to be both expensive and timeconsuming, and the typical usability laboratory is not a suitable environment for demonstrating user testing to an audience greater than a few people.
The second difficulty with demonstrating user testing to an audience is that observing users in action is only part of the process; if people are truly to understand the benefits of user testing, they need to acquire at least a basic understanding of the entire process from start to finish. The complete user testing process requires trained usability evaluators to study an interface (often one with which they are unfamiliar), assess its strengths and weaknesses, develop representative scenarios of use, administer these scenarios to representative users, analyze and evaluate the results, and generate relevant and useful recommendations for design improvements (Nielsen, 1994b; Rubin, 1994; Hackos and Redish, 1998) . Usability researchers and practitioners have found that this process can take days if not weeks to complete, far too long a time for a demonstration (Thomas, 1996) . For this reason, usability professionals wishing to prove the value of user testing to their colleagues have traditionally had to rely on "guerrilla" tactics that gradually encourage usability engineering practices over long periods of time (Nielsen, 1994a) . Given these constraints, a relatively quick, inexpensive, and easy-to-use method of demonstrating user testing to an audience would be a valuable tool for individuals wishing to encourage a "culture of usability" in their own organizations (cf. Fraser, 2002) .
This article, therefore, addresses the following research question: Can a high-speed user testing demonstration method be developed that will help audience members understand the value of user testing quickly, yet without sacrificing the inherent "realism" of user testing by relying solely on simulations? To answer this question, the authors developed a new method capable of demonstrating an entire user test from start to finish in thirty minutes, and tested this method by evaluating websites in front of large audiences at several different national and international conferences. Developing this method was challenging, as it had to be general enough to reach audience members with varying levels of technical expertise from almost any discipline, yet specific enough to generate relevant and useful (i.e. not simulated) design recommendations that could potentially improve the usability of the interfaces being tested.
The resulting method, which we call Usability@90mph, is simple enough to be conducted at minimal expense, fast enough to be completed in only thirty minutes, comprehensible enough to be presented to audiences numbering in the hundreds, and yet sophisticated enough to produce relevant and useful design recommendations, thereby illustrating for an audience the potential value of user testing in general. Over the past four years, we have tested this method forty-four (44) times by demonstrating it to audiences at six different national and international conferences for museum professionals. Each demonstration was conducted on a different museum website, and each test resulted in design recommendations that, if implemented, would likely improve the usability of those websites (for examples, see Marty and Twidale, 2004) . Of greater significance for this article, however, is that the results of our tests clearly indicate that this demonstration method has the potential to introduce diverse audiences to the power, value, and benefits of user testing, quickly, cheaply, and reliably.
In this article, we will review the case for usability demonstration methods, present the Usability@90mph method in detail, analyze the results from our forty-four tests of the method, and discuss the lessons learned for demonstrating user testing in front of an audience.
Demos@90mph: The Case for High-Speed User Testing Demonstrations
The past ten years have seen great advances in the willingness of most organizations to concede the value of usability engineering for improving their products (Dumas, 2002) . The overall usability of websites, for example, continues to improve as a direct result of more attention being paid to user testing by design companies (Nielsen, 1999) . Nevertheless, misconceptions about the value of user testing persist, and consumers still contend daily with poorly designed and unusable interfaces (Shneiderman, 2002) . Even today, many need to be convinced of the value of user testing for improving interfaces (Donahue, 2001; Siegel, 2003) .
Fortunately for advocates of usability analysis, user testing is itself already a very powerful way of convincing people of the benefits of usability engineering. Often, the mere act of watching a user test in process is all that is necessary to convert individuals skeptical of the benefits of user testing. As Dumas (2002) writes, "One of the important assets of testing is that it sells itself. Watching a few minutes of live testing can be very persuasive. … When people see their first live test they are almost always fascinated by what they see. They gain an understanding of the value of the method. … Some of them will even become advocates for testing." (p. 1103) Nielsen (1994a) has made similar arguments, while also pointing out the potential difficulties of employing this approach in organizations: "Many teachers of usability engineering have described the almost religious effect it seems to have the first time students try running a user test and see with their own eyes the difficulties perfectly normal people can have using supposedly 'easy' software. Unfortunately, organizations are more difficult to convert, so they mostly have to be conquered from within by the use of guerrilla methods like discount usability engineering that gradually show more and more people that usability methods work and improve products." (p. 269) Many of the "discount usability engineering" techniques employed to demonstrate the value of usability analysis are "inspection methods," such as heuristic evaluation or cognitive walkthroughs, where interfaces can be evaluated without the involvement of actual users (Nielsen and Mack, 1994) . While such techniques are extremely valuable for usability analysts, they are not typically as dramatic (from an observer's perspective) as representative user testing can be. If one had an eye-opening method of easily and effectively demonstrating user testing to large audiences, one could potentially convert more people to the benefits of user testing more quickly; and the faster such a method worked, the more easily demonstrators could maximize audience impact per time expended.
Developing such a method presents certain challenges. The need to demonstrate user testing in front of a large audience (on stage using large screen computer projections, for instance) places serious constraints on the method. Taking the user test out of the user testing lab can be problematic for many evaluators, especially since experimental user testing methods often rely on non-portable, proprietary hardware or particular physical surroundings (Rowley, 1994; Wixon and Ramey, 1996) . Moreover, given the public nature of the method, it might prove difficult for evaluators to get permission to use video cameras or other recording devices to document the tests, thereby limiting the data analysis capabilities.
The most serious challenge, however, is the challenge of time. Every stage in user testing can be time consuming. Nielsen (1994a) estimates that conducting one user test, including evaluating the interface, planning the test, coming up with representative tasks, administering those tasks, evaluating the results, and making design recommendations, could consume at least 50 hours; for many usability engineers, conducting user tests quickly means limiting the testing process to three days (Bauersfield and Halgren, 1996) . Given all of these challenges, is it possible to develop a user testing demonstration method that can be performed quickly while still illustrating the inherent value of user testing?
Research@90mph: Assessing a Method for High-Speed User Testing Demonstrations
Our pedagogic aims in answering this research question were to make the process of user testing visible to and comprehensible for as large an audience as possible. It was critical to reach out not just to those already interested in user testing and already practicing it in their organizations, but also those who wanted to do so but were not sure how to do it under extreme constraints of time and budget; those who wanted to advocate for user testing in their organizations and needed help doing that; those who had heard about user testing but wanted to know a bit more; those who were skeptical that user testing could performed out of a laboratory environment; as well as those who believed that user testing was too expensive and beyond the budget of their organization. As a result we needed to create a somewhat light, somewhat entertaining method that could convey the concepts of user testing while simultaneously providing suggestions for ways in which user testing can be conducted at minimal cost. Nevertheless, our principal goal was to encourage further consideration of user testing amongst audience members, rather than to present a prepackaged solution for user testing which others could implement in their own organizations.
As instructors who regularly teach courses in usability analysis, we were well aware of the power of usability demonstrations when we began this project; we were also inspired by the Interactionary performed at CHI conferences as an entertaining way of illustrating design concepts in very short time frames (Berkun, 2003) . Our first step in developing our method for user testing demonstrations, therefore, was to isolate the key principles of representative user testing (system analysis, task analysis, user testing, results analysis, design recommendations) and distill them to the barest possible elements that could be demonstrated in the quickest possible time. The result, which we called Usability@90mph, was a simple, step-by-step process where evaluators spend ten minutes assessing a previously unknown interface and developing representative tasks, ten minutes administering these tasks to representative users, and ten minutes analyzing the results of the tests to identify usability flaws and make recommendations for design. Each ten minute section was further broken down with specific rules that governed the actions of the evaluators and all participants in the method (see below for a detailed description of the operation of the method).
Our next step was to evaluate the usefulness of this method as a proof of concept for demonstrating the user testing process to an audience. We were especially curious to see whether a single demonstration, lasting thirty minutes from start to finish, could generate design recommendations of sufficient number to illustrate the potential of user testing. To be a genuine demonstration of the power of user testing, Usability@90mph could not be merely a simulation of user testing (generating stock or pre-determined answers), but had to be a quasi-legitimate form of user testing, producing specific, individual design recommendations for each interface tested. Although we could never claim in thirty minutes to have found the majority or even the most serious of the usability flaws associated with any given interface, the flaws that we did find had to be accepted by the audience as legitimate usability problems with the interface being evaluated; only then would the method serve its purpose as a demonstration tool.
To assess the capabilities of Usability@90mph, we conducted 44 separate trials of the method at six different national and international conferences for museum professionals over the past four years. The total amount of time dedicated to the method at each conference varied, ranging from a minimum of two hours to a maximum of six hours. In sum, a total of twenty-two hours were allocated to the demonstration and testing of the method, and forty-four high-speed user testing demonstrations were conducted in this amount of time. The size of the audiences varied widely from conference to conference, from a minimum of about thirty to a maximum of around two hundred. Although an exact count was impossible to determine, it is safe to say that over the course of the 44 trials, at least six hundred people observed at least one user testing demonstration.
The fact that we presented and assessed our method at museum conferences for museum professionals using museum websites was a somewhat arbitrary choice based on the authors' research interests. The websites that were evaluated with this user testing demonstration method were suggested by conference attendees (typically users of museum websites, developers of museum websites, or both) through the use of a signup sheet; a representative from the organization whose website was being evaluated was required to be on hand during the user testing demonstration. Volunteer user testers were selected from the audience at the start of each session, provided they had no prior familiarity with the specific museum website being evaluated. In order to learn what the volunteer user testers were thinking, we employed two common techniques (usually alternating them from test to test). In 24 of 44 trials, we used the "think-aloud" protocol where one volunteer user vocalized his or her thoughts during the test (Waes, 2000) . In 20 of 44 trials, we used a variation on "constructive interaction" where two volunteers discussed strategies of completing tasks in front of the audience (Wildman, 1995) .
Conducting research at such high speeds is not easy, and the public nature of these events combined with the impossibility of obtaining informed consent from all audience members attending these conferences meant that it was impossible for us to create audio or video recordings of the tests. We therefore had to rely on notes that allowed us to reconstruct each test at the end of each conference; while necessarily brief, these provided valuable data that helped us assess the method. During each session, we recorded the types of sites evaluated, the tasks developed for each test, the number of tasks actually administered during the test, the number of tasks completed by the user testers, the usability flaws uncovered in each test, and design recommendations made by the evaluators. In addition, we gathered informal feedback from the participants in each demonstration by asking the site representatives, the volunteer user testers, and the audience whether they thought that the results of each evaluation represented valid usability problems that typical users might face. This feedback about the relevance of the usability flaws uncovered by the Usability@90mph method helped validate the potential of the method as a demonstration tool.
Using these data, we conducted quantitative and qualitative analyses to determine 1) the value of our user testing demonstration method in terms of how much we were able to accomplish in each thirty minute test; and 2) lessons learned about convincing audiences of the benefits of user testing through demonstration methods. We will now present our method, discuss the success of the method as a demonstration tool, and present the lessons we learned for making demonstrations of user testing as successful and as valuable as possible.
Usability@90mph: Presenting a Method for High-Speed User Testing Demonstrations
Each Usability@90mph session is designed to take thirty minutes, although some give and take in this duration is expected. As mentioned above, the goal is to spend ten minutes analyzing the site to be evaluated and determining representative tasks, ten minutes running the tasks with representative users, and ten minutes analyzing the results with the help of the audience. At a minimum, the method requires two evaluators, one representative from the organization that owns the website being tested, one or two user testers, and an audience. The four distinct roles played by the participants are defined here:
Evaluators refers to the trained usability experts who run the user-testing demonstration. There are two evaluators: the macro-level evaluator and the micro-level evaluator; the former is responsible for developing and administering representative tasks while the latter is responsible for guiding the volunteer user testers through the user testing process.
Site Representative refers to the person representing the organization responsible for the site being evaluated. Site representatives need to be present when their sites are evaluated.
Audience refers to the observers of the user testing demonstrations, who also serve as potential volunteer user testers.
Volunteer User Testers refers to the individuals who have volunteered to perform a representative task or scenario which a typical visitor to the site might naturally attempt to accomplish; there can be one or two volunteer user testers in each evaluation.
Usability@90mph requires only a minimal amount of preparation, and assumes that the demonstration area has been prepared in advance with a computer and a projector. The websites to be evaluated should also have been determined ahead of time, and it is preferable that these websites be unfamiliar to the usability evaluators, so as not to compromise the integrity of the demonstration. The successful implementation of the Usability@90mph method involves the completion of three distinct stages: task analysis and development, testing of site with tasks, and analysis of test results. The following discussion presents the actions of the participants throughout these three stages (see Table 1 for a summary of this discussion). Assuming all participants are in attendance and ready to proceed, the evaluators can begin the first stage of this demonstration method with virtually no preliminary effort. This stage has three main steps: introduction, site presentation, and task development.
Introduction (2 minutes)
The evaluators introduce Usability@90mph by telling audience members that the purpose of this demonstration is to illustrate how observing users attempting to perform representative tasks with a given website can highlight hitherto unknown usability problems with that site. The site to be evaluated is announced and the site representative comes forward to the front of the room. The evaluators then ask the audience for volunteer user tester(s), with the stipulation that those volunteering can have no prior experience with the website being evaluated. One evaluator (the micro-level evaluator) then takes the volunteer user tester(s) out of the room. The site to be evaluated is then projected on the screen for the audience.
Site Presentation (4 minutes)
Once the micro-level evaluator and volunteer user tester(s) have left the room, the other evaluator (the macro-level evaluator) asks the site representative to quickly introduce this site to the audience. Depending on the preferences of the site representative, the evaluator, the site representative, an audience volunteer, or some other assistant can navigate the website on the computer in real time while the site representative describes the site to the audience. The evaluator should ask the site representative to concentrate on aspects of the site that would be of interest to the website's typical visitors. This step should take no more than four minutes.
Task Development (4 minutes)
After the site representative has introduced the site, the evaluator, drawing upon the site representative's presentation, develops several representative scenarios of use. These scenarios are phrased as tasks, and should reflect typical tasks that a representative user of this website would actually be interested in doing. These tasks can duplicate aspects of the site explicitly demonstrated by the site representative, or can be hypothetical tasks suggested by the evaluator. Suggestions for tasks from the audience may also be entertained. Once a list of tasks has been developed, each task should be presented to the audience and the site representative, and the site representative asked to confirm that each accurately represents tasks a typical visitor to this website might attempt. Tasks should be abandoned or modified, and new tasks developed, until the site representative is satisfied that the tasks are in fact representative. At this point in time, it may not be obvious to anyone except the site representative exactly how these tasks would (or would not) be completed by any given visitor to the site. The evaluator should aim to develop four or five representative tasks (approximately one task per minute).
While the task analysis is taking place in the room, the micro-level evaluator outside the room explains to the volunteer user tester(s) what will happen when they re-enter the room. He or she needs to explain to the volunteers that they are conducting a test on the website, and that they themselves are not being evaluated (a useful metaphor for this purpose is to explain that this is a "test drive" and not a "driving test"). It is especially important for the evaluator to make sure the volunteers feel at ease with the process of testing the website. If there is only one volunteer user tester, the evaluator will ask the volunteer to explain to the audience what he or she is thinking when he or she returns to the room to navigate the website. If there are two volunteers, the evaluator asks the two volunteers to discuss their thoughts and proposed actions when they return to the room to navigate the website.
Stage 2: Testing of Site with Tasks (10 minutes)
Once the representative tasks have been developed, the micro-level evaluator and volunteer(s) waiting outside the room are asked to return inside and to take a seat at the test computer. The macro-level evaluator stands where he or she can see the projected screen. It is as this point where the need for two evaluators becomes clear, as each assumes a different role in the user testing demonstration process.
The evaluator who developed the tasks, the macro-level evaluator, administers each task one at a time in the form of scenarios. Each scenario is presented to the volunteer(s) who then proceed to use the website to complete the assigned task, making sure to vocalize their thoughts as the evaluators and audience members observe. The macro-level evaluator, who along with the audience has some familiarity with the website, follows the volunteer(s) interactions with the interface looking for macro-level usability flaws: unclear labeling, confusing site layout, poorly designed information architecture, difficult navigation, etc.
The evaluator who left the room with the volunteer(s), the micro-level evaluator, who like the volunteer(s) is seeing this website for the first time, observes the proceedings looking for microlevel usability flaws: confusions, hesitations resulting from unclear vocabulary, evidence of user surprise, mismatches between system terminology and user expectations, unclear or unexpected system feedback, mis-clicks with the mouse, verbal references, mouse hovering, etc. The microlevel evaluator is also responsible for prompting the volunteer(s) to "think-aloud" or "interact" if necessary.
Each evaluator takes notes about task completion rates, usability flaws encountered, and potential design recommendations throughout the test. The macro-level evaluator is responsible for determining whether a task has been successfully completed or whether it is likely the volunteer test users will not complete a given task and a new task should be assigned. The macro-level evaluator may choose to vary the order of the tasks depending on the results of the user test. The macro-level evaluator continues assigning tasks until all tasks have been completed or ten minutes have passed.
Stage 3: Analysis of Test Results (10 minutes)
At this stage, the volunteer(s) are thanked for their participation, and the two evaluators discuss the usability flaws they observed. Each evaluator will have a unique perspective on the problems with the website. How the evaluators present their findings is left to the discretion of the evaluators, although we found it useful for the micro-level evaluator to present his or her findings first. This allows for the evaluator without insider knowledge to summarize the nature of the problems a user of this website might experience. The macro-level evaluator can then compare the actions of the volunteer test users with the site representative's expectations, and discuss the assumptions inherent to the design process.
At various points in this discussion, the evaluators may need to ask the volunteer test users to try to explain certain actions or choices they made during the user testing demonstration, carefully phrasing the request so that it is acceptable for them to venture a guess or say they do not remember. In addition, the evaluators should encourage audience members to contribute suggestions about usability problems they observed during the user test. The goal of this stage is to generate as many design recommendations as possible. These recommendations should directly address usability flaws discovered during the user test, and should be positive, constructive comments that will result in usability improvements of the website being tested. We found that once a usability problem has been identified and its potential causes clearly articulated, it is relatively easy for the evaluators, the volunteers, the audience, or the site representative to generate ideas that could fix the problem.
Once this is finished, the Usability@90mph method is complete. The evaluators should thank the site representative and the volunteer user tester(s) for participating in the demonstration. They are now ready to move on to their next thirty-minute, high-speed user testing demonstration.
Results@90mph: Analyzing the Success of High-Speed User Testing Demonstrations
As discussed above, our goal in this study was to develop and evaluate a high-speed method of demonstrating the user testing process that would help audience members better understand the value of conducting user tests in general. To be successful, the Usability@90mph method needed to show high numbers of tasks administered and design recommendations made per unit time as well as by the number of audience members reached during the demonstration. Our data analysis clearly illustrates how much of the user testing process can be demonstrated in a small amount of time to a large number of people.
In only twenty-two hours worth of demonstrations, working with unfamiliar interfaces in front of audiences totaling over 600 people, we developed a total of 178 representative tasks and administered 141 of them to representative users, who were then able to complete 100 of those tasks during the tests. Moreover, the results of these tests enabled us to make more than 500 design recommendations, each directly related to at least one usability flaw found while the volunteers were attempting to complete the administered tasks (see Table 2 ). 178  141  100  500+  Table 2 : Total Results after 44 Trials of Method During each thirty minute demonstration, we developed between one and eight tasks (at a rate of approximately one per minute); we administered between one and five tasks (usually administering three of every four tasks developed); and volunteers user testers completed between zero and five tasks (usually succeeding in completing two out of three tasks). By the end of each evaluation, moreover, we had made somewhere between five and twenty-five design recommendations to improve the website, each reflecting usability flaws uncovered by our analysis. On average, therefore, in one thirty-minute test, we were able to develop approximately four tasks; we were able to administer approximately three tasks; the users could successfully complete approximately two tasks; and we could make somewhere between ten and fifteen recommendations for design (see Table 3 ). These results were, to us at least, simply astonishing. In preparing this method, we had hoped that in thirty minutes we would be able to illustrate the process and perhaps make a handful of observations about usability issues observed in the demonstrations. Given our limited time frame, we could never have imagined the rich information we received (we had even worried we would not uncover any findings worth reporting). When we compare our expectations with our results, our data look almost too good to be true (we have every sympathy with the skeptical reader)! In a companion paper (in progress), we are exploring from a theoretical perspective why this method is so productive, seemingly against all odds; in the meantime, we urge others to try and replicate the method and see for themselves, while we address below the power of this method as a demonstration tool in practice.
Tasks Developed Tasks Administered Tasks Completed Findings/Recommendations

Tasks
The important question for this paper is whether the Usability@90mph method is useful for both demonstrating the user testing process and convincing audiences that user testing is a valuable and efficient way of findings problems with any given interface. To meet our performance/pedagogical goal, we needed to create a significant number of teachable moments in the shortest possible time in each evaluation. We believe there are three factors that indicate that we successfully achieved this goal in each of our 44 tests.
Each evaluation demonstrated many different aspects of the user testing process.
The above data analysis shows clearly that we thoroughly demonstrated all parts of the user testing process (from representative task development through recommendations for design improvements) in a very small amount of time. Compared to the amount of time these steps typically take in experimental user testing labs, these numbers were tremendous indeed. Audience members who watched only one evaluation, on average, observed the equivalent of more than fifty hours of user testing and analysis, compressed into thirty minutes.
There was no instance of zero findings in any of the 44 evaluations.
At a minimum, we always found at least five to ten usability flaws which we were able to translate into recommendations for design improvements. At no time did we have nothing to say, nor were these stock responses we kept in reserve from some kind of prior evaluation; there were no prior evaluations conducted of any of the sites. All of these findings were specific recommendations that derived directly from the results of the tests.
Participants in the method personally validated the results of the tests in each evaluation.
While we cannot claim, given the nature of the method, that these findings were in any way comprehensive or indicative of the majority of usability problems with the evaluated sites, we could and did attempt to validate our findings with the site representatives, volunteer user testers, and audience members during each test. Our goal in doing so was to determine whether our findings would be taken seriously by observers and participants. We found that, again and again, the participants recognized the usability flaws discussed as serious usability problems and agreed that implementing the design recommendations would in fact improve the usability of the site being evaluated. In addition, participants (as well as the evaluators) frequently validated the results of each test by noting how particular findings were often observed in other websites and widely reported upon in the literature on website usability.
Thus, in every single instance, we provided a relatively complete demonstration of the user testing process, consistently produced non-zero recommendations for design, and all participants (evaluators, volunteer user testers, site representatives, and audience members) confirmed the validity of the findings in terms of usability problems that needed to be solved. Whether or not this method produced the most significant usability problems with the sites being tested is irrelevant; at the end of each demonstration, all that mattered was that each participant or observer agreed that the findings were relevant, the demonstrations were valuable, and the recommendations for design would result in overall usability improvements. The fact that the audience and participants were convinced, allows us to conclude that even when conducted at high speeds, demonstrations of user testing are effective in illustrating the importance of usability analysis.
Success@90mph: Strategies for Successful High-Speed User Testing Demonstrations
This section presents some of the lessons we learned in developing our method that will help others performing similar high-speed demonstrations of user testing. These lessons are divided into four categories by the different roles of participants in Usability@90mph.
Evaluators
While evaluators need to have expertise with "regular," laboratory-based user-testing methods, they also need to understand that Usability@90mph is not a "regular" usability method. By definition, Usability@90mph occurs very quickly, and the evaluators should practice splitting their focus between macro issues, such as interpreting user actions, and micro issues, such as where the user is clicking. The method will not necessarily run the exact same way each time it is implemented, and evaluators will need to be prepared to make modifications to activities as necessary. In particular, they need to be skilled with scenario-based evaluations (Rosson and Carroll, 2001 ) and comfortable with quickly developing and adapting scenarios on the fly.
Creating representative scenarios of use at the rate of one each minute can be challenging; evaluators have to pay careful attention to the site representative's introduction, always thinking of possible tasks for potential users, while avoiding tasks that might be trivially easy or impossible to perform. Developing suitable tasks is easier if the macro-level evaluator has some domain knowledge of the types of interfaces being evaluated. Familiarity with the common usability problems of websites in general or this type of website in particular will also help evaluators develop as many tasks as possible in the shortest amount of time. **The micro-level evaluator should focus on differential analysis: the way in which certain tasks or parts of tasks seem to cause more difficulty or hesitation than others, and the likely causes of those differences due to the underlying site design and the ongoing learning of the site by the volunteers.** Evaluators should be prepared to make mistakes and recover from them. Having never seen the site before, they cannot expect to develop scenarios that will be consistently suitable for the volunteer test users. Some scenarios may turn out to be impossible to complete, others may be inappropriate given the time restraints, while others still may be problematic because of the evaluator's incomplete knowledge of the website. The skilled evaluator needs to determine quickly when any given scenario is not working, and move on to other scenarios that may be more likely to yield valuable findings. The more evaluators practice with the Usability@90mph method, the better they will get at administering scenarios that address key usability findings and illustrate the value of user testing.
Site Representatives
The Usability@90mph method works best when the site representatives are fully involved in the process. Site representatives occasionally had a hard time resisting interfering in the tests; there is a reason, after all, that most usability labs have programmers and designers sitting behind sound-proof windows. During some tests, site representatives could not resist interrupting the test and shouting out comments, whether from frustration or excitement.
The site representatives who learned the most about their site appeared to be those individuals who watched attentively and virtually debugged their system as the user test occurred. The site representatives who saw this method as a learning opportunity appeared to find the results far more useful than site representatives who were very defensive about their site and unwilling to accept constructive criticism. The more frequently site representatives observed the method in action **beforehand**, they more they seemed to learn when their own site was evaluated.
Finally, the site representatives often had difficulty limiting their site introductions to four minutes. The usability evaluators have to be prepared to move them along, encouraging them to hit the highlights so that the audience (and evaluators) understood the site's purpose without getting bogged down in too many details.
Volunteer User Testers
When running a method such as Usability@90mph, the guidelines governing when evaluators should intervene in user tests are very different from laboratory-based user testing. If our volunteer user testers appeared stuck, or we felt that too much time was being spent on a scenario unlikely to return useful results, we would usually intervene and ask them to move on to the next scenario. We often intervened to ask our test users probing questions (a form of cognitive diagnosis) to demonstrate to the audience how relevant questions (e.g., what do you think about what just happened?) can help elucidate more information. Given the extremely limited time available for analysis, we frequently paused the testing process and analyzed some findings on the fly, especially when we were finding many usability problems and worried that we might not be able to cover them all in the last stage of the method. These kinds of interventions are more acceptable in a demonstration method than in laboratory-based user testing, since our primary goal is to create a positive experience for the audience.
Evaluators must also bear in mind that their user testers, as audience volunteers, may not be truly representative users of the interface being evaluated (and certainly not the sort of users one would normally advocate for user testing). In our trials of this method, the audience members were primarily museum professionals, sometimes even museum website designers, and we felt it important to make it clear to the audience any possible limitations this might create. Our volunteers, while unfamiliar with the websites being evaluated, were likely far more web-savvy and far more knowledgeable about museum websites overall than the general population. Despite this, they still experienced many usability problems with the museum websites we evaluated, and a result we often argued that any problems they encountered would likely cause even more trouble for the average museum website visitor. By focusing on the confusions and errors encountered by the volunteer user testers, evaluators can identify problems worth considering in later tests from the perspective of more representative users.
Finally, our volunteer user testers often **sometimes** became nervous, and we had to keep reminding them that we were testing the website and not them. Completing a user test in public can be extremely daunting, especially for professionals who might feel particularly embarrassed about making mistakes in front of an audience of their peers. To mitigate this anxiety, in addition to the conventional reassurances given to user testers, evaluators should endeavor throughout the testing process to emphasize the informal, educational, and playful nature of the experience. The scenarios we provided our volunteer user testers typically involved asking them to assume the roles of non-expert users; therefore, any mistakes or other misunderstandings would not reflect on the volunteers' professional status. The public nature of the demonstrations also meant that most volunteers had already seen the testing process at least once and so fully understood the aims and nature of the demonstrations before volunteering. In addition, a feeling of nervousness helped our volunteers understand what it is like to participate in a user test; after having participated in a session, our volunteers frequently said they would be more likely to empathize with frustrated users in the future.
Audience
One difficulty with demonstrating user testing in front of an audience stems from the potential for audience members, either individually or as a group, to interfere with the test in progress. The atmosphere in the room was often like that of a game show, with audience members gasping, laughing, or commenting along with the volunteer user testers. Naturally, such feedback, whether implicit or explicit, can have some effect on the usability test, and as evaluators we sometimes had to remind audience members not to interfere too much with the test in progress. Some interference is a given, however, and usability evaluators must take that into consideration when implementing this method. In addition, even if no one in the audience is making a sound, a room full of people silently watching a user test in action can be extremely intimidating for the volunteer user testers. Evaluators can help volunteers feel safer and less intimidated by creating an atmosphere where the user testers feel like the audience is working with them to evaluate the interface, and not working against them, secretly willing them to fail at the representative tasks.
By asking audience members to assist the evaluators and testers in finding usability problems with the interface, we often uncovered many more problems than we might have if the audience had not been present. Also, audience members often made many good suggestions for representative tasks that identified key usability issues. This level of involvement on the part of the audience helped develop the evangelical nature of Usability@90mph as a demonstration method. As audience members spread the word about the effectiveness of user testing, our audiences at these conferences would frequently swell until every seat was taken; often audience members told us that they thought they would stop by for just a few minutes and ended up staying for hours, so riveted were they by the proceedings taking place. Finally, many audience members told us that their involvement in the user tests made them even more likely to stress the importance of user testing in their own organizations than if they had been merely passive observers.
Implications@90mph: Conclusions, Limitations, and Future Directions
Our study of the Usability@90mph method indicates that high-speed user testing demonstration methods can be very effective for both demonstrating the user testing process and illustrating the benefits of user testing in general. The fact that we were able to implement this method fortyfour times in only twenty-two hours to audiences numbering in the hundreds stands as testimony to the ability of Usability@90mph to influence people and increase the visibility of user testing methods. We firmly believe that this method has the potential to demonstrate the capabilities and benefits of user testing quickly and easily, illustrate the importance of user testing to a variety of stakeholders, reach audiences far larger than possible in a user testing laboratory, and convince observers that user testing is something that should be performed early and often. There are three limitations of this demonstration method, however, which are important to point out.
First, the goal of this demonstration method was not to train audience members in user testing methods per se, but rather to educate them about the value of user testing in general. Not everyone has the education or experience necessary to conduct user tests, and we would be dismayed if anyone, after watching one short user testing demonstration, considered him or herself to be an expert at usability analysis! The benefit of this demonstration method was that it allowed audience members to gain some familiarity with the user testing process in its entirety without having to invest one, two, or three days in attending workshops or training sessions. It is our hope, then, that audience members will take their new found appreciation and understanding of the value of user testing back to their organizations to spread the word that user testing is a "good thing" and worth pursuing.
Second, one should bear in mind that conducting successful public demonstrations of user testing is not easy; doing this well takes a great deal of familiarity with experimental user testing methods as well as the ability to apply the theories of usability on the fly to obtain practical results in a very short period of time. We hope that the "lessons learned" provided in this article will help usability evaluators understand how the public and pedagogic nature of our goals in developing Usability@90mph sometimes conflicted with the goals of "regular" (i.e. nondemonstration) user testing. The pragmatics of conducting user tests with a focus on education, user advocacy, and performance in front of sizeable audiences naturally constrained the user testing process in some ways, and it is important that the constraints discussed above be firmly understood by anyone attempting to conduct public user testing demonstrations on their own. Third, the method described in this paper should not be mistaken as a substitute for traditional, experimental, laboratory-based user testing. **Its purpose is to be a theatrical trailer, not a replacement for the main feature.** One thirty-minute usability evaluation can never uncover all, or even the majority, of the usability problems with any given interface; it is even possible that the most serious usability flaws will be overlooked by this method. It would, therefore, not be advisable for unskilled evaluators to attempt to substitute the informal method described in this paper for more scientific, formal evaluation methods. In our forty-four trials of this method, we often had to explain to our audience why we felt our results were valid in each circumstance, and in doing so we drew upon many years of personal experience with user testing. Arriving at these sorts of conclusions is not easy, and not just anyone will be able to implement this demonstration method; there could be serious consequences that backfire on the unskilled evaluator. Nevertheless, with these caveats in mind, we believe that Usability@90mph, as a method of raising awareness of and interest in user testing, is replicable by others who have experience with user testing and usability analysis. While the authors have considerable experience in evaluating museum websites in particular, this method does not require specific knowledge of particular types of websites as much as it requires knowledge of interface design and website usability in general. Moreover, the fact that the method requires little advance preparation makes it likely that this approach could be easily adapted for use in other venues or at smaller scales (around a conference table, for example, rather than on a stage). By demonstrating the potential value of user testing to many different types of audiences, we hope to encourage a greater affinity for frequent user testing, and to convince usability educators and evaluators that high-speed demonstration methods like Usability@90mph are worth developing and pursuing.
In conclusion, we believe that high-speed, public demonstrations of user testing are an excellent way of encouraging a "culture of usability." We feel that the results presented above clearly document the power of Usability@90mph to demonstrate, quickly and easily, the value of user testing. While our personal tests of this method have been extremely encouraging, a far stronger test would lie in the successful replication of this approach by other usability evaluators or educators. One of our main reasons for publishing this paper, therefore, is to invite others to adopt or adapt our method for their own needs, comparing our findings with their own experiences demonstrating user testing as a combination of evaluative and pedagogic techniques.
