Bidimensional spiking models are garnering a lot of attention for their simplicity and their ability to reproduce various spiking patterns of cortical neurons and are used particularly for large network simulations. These models describe the dynamics of the membrane potential by a nonlinear differential equation that blows up in finite time, coupled to a second equation for adaptation. Spikes are emitted when the membrane potential blows up or reaches a cutoff θ. The precise simulation of the spike times and of the adaptation variable is critical, for it governs the spike pattern produced and is hard to compute accurately because of the exploding nature of the system at the spike times. We thoroughly study the precision of fixed time-step integration schemes for this type of model and demonstrate that these methods produce systematic errors that are unbounded, as the cutoff value is increased, in the evaluation of the two crucial quantities: the spike time and the value of the adaptation variable at this time. Precise evaluation of these quantities therefore involves very small time steps and long simulation times. In order to achieve a fixed absolute precision in a reasonable computational time, we propose here a new algorithm to simulate these systems based on a variable integration step method that either integrates the original ordinary differential equation or the equation of the orbits in the phase plane, and compare this algorithm with fixed time-step Euler scheme and other more accurate simulation algorithms.
Introduction
Because of the increasingly finer description of the biophysics of neurons and their ionic channels, the biological mechanism of action potential firing is understood in great detail.
1 This understanding allows to propose precise models of neurons mimicking the dynamics of ionic transfers through the channels. Yet simple neuron models such as the integrate-and-fire model (Lapicque, 1907; Gerstner & Kistler, 2002) remain popular in the computational neuroscience community because they can be simulated efficiently and, perhaps more important, because they are easier to understand and analyze. The drawback is that these simple models cannot account for the variety of electrophysiological behaviors of real neurons (see, e.g., Markram et al., 2004, for interneurons) . Among the variety of neuron models available, two main mathematically inspired models prove particularly efficient: map-based models and nonlinear integrate-and-fire neurons. Map-based models are a class of discrete-time low-dimensional dynamical systems aimed at reproducing cortical behaviors yet remaining simple enough for mathematical characterization and analysis (see, e.g., Rulkov, 2002; Rulkov, Timofeev, & Bazhenov, 2004; Rabinovich, Varona, Selverston, & Abarbanel, 2006 , for a review and comparison with other types of models). Another interesting property of such models is that they can be exactly simulated, in contrast with models based on ordinary differential equations that involve numerical integrations. Recently, several authors have introduced and studied a new class of two-variable spiking models (Izhikevich, 2004; Brette & Gerstner, 2005; Touboul, 2008a) , which, despite their simplicity, can reproduce a variety of electrophysiological signatures such as bursting or regular spiking. Different sets of parameter values correspond to different electrophysiological classes.
These models seem to provide a compromise between simplicity and versatility: simplicity in the sense that it allows analytical studies (Touboul, 2008a; Touboul & Brette, 2009) , efficient numerical simulations for very large networks simulations (Izhikevich & Edelman, 2008) , and a small number of parameters, and versatility because it is able to reproduce a variety of possible behaviors that neurons present. Izhikevich (2004) and Touboul (2008a) provide simulations corresponding to a wide variety of neuronal behaviors, and simple sets of parameters corresponding to each behaviors can be determined analytically (Touboul, 2008a; Touboul & Brette, 2009) or numerically (Naud, Macille, Clopath, & Gerstner, 2008) and can be precisely and easily tuned to fit intracellular recordings (Clopath, Jolivet, Rauch, Lüscher, & Gerstner, 2007; Jolivet, Kobayashi et al., 2008; Jolivet, Schurmann et al., 2008; Rossant, Goodman, Platkiewicz, & Brette, 2010) . These models also aroused the interest of mathematicians, for the nonlinear nature of the dynamics, combined with the discrete nature of spikes, makes this class of models an interesting novel mathematical object (Touboul, 2008a; Touboul & Brette, 2009 ).
These models describe the dynamics of the membrane potential by a nonlinear differential equation, coupled to a second equation for adaptation, and a separate discrete mechanism accounts for the spike emission. In details, these models satisfy reduced equations of the type
where a and b are nonnegative parameters accounting, respectively, for the timescale of the adaptation variable with respect to the membrane potential's timescale and for the coupling strength between the two variables. The function F (·) is a real function that satisfies the following assumptions: Assumption 1.
1. F is regular (at least three times continuously differentiable). 2. F is strictly convex, and lim x →−∞ F (x ) ≤ 0.
3. There exists ε > 0 and α > 0 for which F (v) ≥ αv 1+ε when v → ∞ (we will say that F grows faster than v 1+ε when v → ∞).
Under these assumptions, the membrane potential blows up in finite time for some initial conditions (see Touboul & Brette, 2009 , and appendix A). A spike is emitted at the time t * when the membrane potential v reaches a cutoff value θ or when it blows up. At this time, the membrane potential is reset to a constant value c and the adaptation variable is updated to w(t * ) + d where w(t * ) is the value of the adaptation variable at the time of the spike and d > 0 is the spike-triggered adaptation parameter. Furthermore, if the function F satisfies the assumption: Assumption 2. There exists ε > 0 and α > 0 for which F (v) ≥ αv 2+ε when v → ∞ (F grows faster than v 2+ε when v → ∞), then the adaptation variables converge to a finite value when the membrane potential blows up, which allows replacing of the strict voltage threshold of classical (linear) integrate-and-fire neurons (Lapicque, 1907; Stein, 1967) with a more realistic smooth spike initiation (see Latham, Richmond, Nelson, & Nirenberg, 2000; Fourcaud-Trocme, Hansel, van Vreeswijk, & Brunel, 2003) . Among these models, the widely used quadratic adaptive model (Izhikevich, 2004) corresponds to the case where F (v) = v 2 and has been recently used by Eugene Izhikevich and coworkers (Izhikevich & Edelman, 2008) in impressive very large-scale simulation of neural networks. This model does not satisfies assumption 2, and in that case, the adaptation variable w blows up at the times of the spikes, which implies that the spike patterns produced by the simulation of this model might depend on the choice of the cutoff, a parameter that does not have clear biological interpretation (see Touboul, 2009) . The adaptive exponential model (Brette & Gerstner, 2005) corresponds to the case where F (v) = e v − v. Its parameters can be related to electrophysiological quantities and have been successfully fit to intracellular recordings of pyramidal cells (Clopath et al., 2007; Jolivet, Kobayashi et al., 2008; Badel et al., 2008) . The quartic model (Touboul, 2008b) corresponds to the case where F (v) = v 4 + αv. It has the advantage of being able to reproduce all the behaviors featured by the other two and also self-sustained subthreshold oscillations that are of particular interest to model certain nerve cells. Similar models involving different nonlinearities on the adaptation variables can be studied analogously-in particular, the early model introduced by Smith, Rinzel and collaborators in Smith, Cox, Sherman, and Rinzel (2000) , which includes a saturating adaptation variable, and extensions of such models using different adaptation variable dynamics (see, e.g., Richardson, 2009 ). Most results proved in the classical case of linear adaptation will extend to these new cases.
In the class of models considered in this letter, the neural code is assumed to be contained in the times of the spikes. Therefore, computing the spike times with accuracy is essential. Moreover, the reset mechanism makes critical the value of the adaptation variable at the time of the spike. Indeed, when a spike is emitted at time t * , the new initial condition of system 1.1 is (c, w(t * ) + d). Therefore, this value w(t * ) governs the subsequent evolution of the membrane potential, and hence the spike pattern produced. For instance Touboul and Brette (2008 show that the sequence of reset locations after each spike time shapes the spiking signature of the neuron. They also show that small perturbations can result in dramatic changes, since the spike pattern produced undergoes bifurcations as a function of the parameters. This discontinuity, linked with the spike emission, might lead to error accumulation on a spike train emission. As a conclusion, spike times must be precisely evaluated, and to this purpose, it might also be necessary to precisely evaluate the adaptation variable value at the spike time.
The explosion of the membrane potential variable (and possibly of the adaptation variable) makes the simulation of these models delicate. Indeed, the explosion implies that the membrane potential v, as a function of time, presents singularities at the spike times, where both the membrane potential and the adaptation variables have an infinite derivative (the explosion in finite time always corresponds to an infinite derivative, and equation 1.1 implies that at these times, the derivative of w also tends to infinity).
2 This property of the model makes accurate simulation of these models very difficult. For-one dimensional models where no adaptation (variable w) is taken into account, the spike time can be corrected following Fourcaud-Trocme et al. (2003) by computing the explosion time in closed form, which allows a good estimation of the spike times. Unfortunately, such corrections do not exist for the more biologically realistic bidimensional models with adaptation, and the precise evaluation of spike times and adaptation value at these times necessitates the development of new computational techniques.
In this letter, we start by thoroughly studying the precision of fixed timestep methods such as the Euler integration scheme, which are the most widely used methods to simulate such equations. We will observe that the errors made in evaluating spike time and the adaptation variable at this time are unbounded as the threshold θ is increased, which leads us to propose in section 3 a new algorithm for accurately and efficiently simulating the solutions of these equations, in particular two crucial features of the model: the spike time and the value of the adaptation variable at these times. The comparison of this new algorithm with some other algorithms is then discussed. Throughout the letter, we use some of the theoretical results on the orbits of dynamical system 1.1 that are summarized and proved in appendix A.
Fixed Time-Step Simulation Methods
Most simulation algorithms found in the literature for simulating neuron models of the type of equation 1.1 involve direct integration of the equations with fixed time-step integration algorithms such as the Euler scheme (Izhikevich, 2003; Clopath, Ziegler, Vasilaki, Busing, & Gerstner, 2008; Touboul & Brette, 2008) or the more precise Runge-Kutta like schemes. In these simulation algorithms, spikes are emitted when the voltage variable reaches a given threshold θ . The use of such fixed time-step methods for solving this type of blowing-up equations was initially motivated by the observation that the spike time is easily evaluated because of the explosion property of the membrane potential variable v, as discussed in Izhikevich (2007) , where a typical Euler algorithm is suggested. However, recent research established that in order to accurately simulate these models, one also needs to have an important precision in the evaluation of the adaptation variable at the time of the spike. Indeed, it was shown that this variable governs spiking patterns (Touboul, 2009; Touboul & Brette, 2009) and that small changes in the evaluation of this variable can quantitatively and qualitatively modify them.
The crucial question that this observation raises is that beyond the necessary precision in spike time, the model requires accurately evaluating the value of the simulated adaptation variable at the time of the spike. In this view, though usual fixed time-step methods might provide a fair precision on the evaluation of the spike time (we will show that even this evaluation is imprecise with such fixed time-step methods, involving unbounded errors as the spiking cutoff is increased), they are imprecise for calculating the value of the adaptation variable at the time of the spike, as we rigorously show in this section. This imprecision will substantially modify the value of the time of the next spikes, and this effect will be increasingly important as number of spikes emitted increases. Indeed, because of the discontinuity induced by the spike emission and the reset, numerical errors will accumulate. We analyze the precision for the computation of the first spike before addressing the question of how these errors accumulate.
Precision of the Computation of the First Spike Time and Adaptation Variable at This Time.
We now turn to the mathematical details of the analysis of such fixed time-step methods for simulating the solutions of equation 1.1. We concentrate on the simpler and most widely used fixed time-step Euler scheme, with threshold θ and time-step τ . The numerical solutions computed through such numerical procedures are solutions of the recursion:
starting from a given initial condition (v 0 , w 0 ). We denote X n := (v n , w n ) and the map such that X n+1 = (X n ), given by recursion 2.1. We define a zone of the phase plane Z * as a subset of the spiking zone defined in Touboul and Brette (2009) , which will be of particular interest in the sequel.
Definition 1. Let Z(V) be the region of the phase plane (v, w) defined as
Note that Z(V) constitutes a decreasing family of nested sets. We further define, when the input current I (t) ≥ I * is lower-bounded,
where v + (I * , b) is the largest fixed point of system 1.1 when it exists and −∞ if it does not (see appendix A). If m(b) denotes the minimal value of F (v) − b v, we have:
and because of the convexity assumption made of F , we have
when it exists, or for all v when no fixed point exists. This directly implies that v n+1 > v n . Moreover, since in Z * we have w < b v, we can readily show that w n+1 > w n , implying that both sequences are increasing.
We therefore have
* amounts only to proving that w n+1 < b v n+1 . We have
Therefore, for all n ≥ 0, we have X n ∈ Z * . To end the proof of the lemma, we need to prove the unboundedness property of v n . Since we have
which is strictly positive constant, we have for all p ∈ N the inequality v p ≥ v 0 + p K 0 , and therefore for all M > 0, there exists n ∈ N such that v n > M.
We therefore observe that for any initial condition in the spiking zone, the adaptation variable of the solution of the Euler simulation scheme diverges (i.e., v n → ∞ when n → ∞). However, for any n ∈ N, we have shown that v n is finite; hence, the Euler scheme does not blow up in finite time. This fact implies in particular that the error made on the evaluation of v is a priori unbounded if there is no cutoff in the simulation: solutions of equation 1.1 starting from some initial condition (v 0 , w 0 ) ∈ Z * blow up in finite time (say t * ), and the approximated value of v at time t * computed from the Euler scheme is finite, producing an infinite error on the evaluation of v.
However, numerical methods truncate the solution as soon as the value of the membrane potential variable reaches a given threshold (or cutoff) θ . The spike time corresponds to the first time the simulated trajectory exceeds θ and is then reset. For v ≤ θ , the vector field is Lipschitz continuous, and it is known from standard numerical analysis theory that the thresholded discretization scheme is of order one in τ , meaning that the error is bounded by a constant depending on the parameters of the model multiplied by τ . Ensuring an absolute given precision on the spike time and the adaptation variable at this time therefore amounts to controlling the value of the constant involved in the error, which is what we now do.
Error on the Membrane Potential and the Adaptation Variable.
Let us now take a closer look at the absolute error made in the thresholded discretized solution. We define the functions α(·) and β(·), corresponding to the first-order error in τ of the discretization of v and w, as
We have
and moreover (see, e.g., Hairer & Lubich, 1984; Isaacson & Keller, 1994; Sanz-Serna & Verwer, 1986) ,
By the recursion relationship between v n and v n+1 , we have
Equalizing the two expressions, we get
Proceeding in the exact same fashion for the difference w n+1 − w n , we are led to the following system of ordinary differential equations on the first-order error of the Euler scheme:
Using equations 1.1 governing v and w, we obtain
It is easy to prove using Gronwall's theorem along the same lines as in Touboul (2009) that both errors tend to infinity when no threshold is considered, as we also noted from the fact that the continuous solution v(t) blows up in finite time and the discretized version v n remains finite for all n ∈ N. Let us consider a spiking trajectory. From theorem 2 in appendix A and in lemma 1, we know that as soon as the trajectory enters the spiking zone Z * , the error can be parameterized as a function of the membrane potential v(t). In the sequel, instead of studying the error functions α(t) and β(t), it will appear particularly convenient to study the composed applications
is defined in theorem 2 in appendix A as the inverse of the function t → v(t) and • denotes the composition of applications. These two functions satisfy the equations:
. These equations, similarly to the equations of the initial model, are quite hard to solve in their general setting. However, using the fact that W < b v and that on a spiking trajectory W = o(v) and similarly β = o(v), the behavior of the error close to a relatively high threshold can be approximated by the solution of
These equations can be easily understood heuristically. Indeed, since we know that at spike times, the membrane potential blows up and the adaptation variable is dominated by the value of the membrane potential variable, the error made on the membrane potential evaluation essentially stems from the divergence membrane potential variable, which asymptotically satisfies an equation of typeẏ = F (y) + I . This is why the first equation in equation 2.4 is exactly the same as the one for the error of fixed time-step methods for this one-dimensional equation. The error A computed is the term that mostly disturbs the evaluation of the adaptation variable and acts on the second equation of equation 2.4 as an independent input function. This is coherent with the heuristic argument that the main part of the errors made on estimating the adaptation variable at the time of the spike is therefore related to the imprecision in the evaluation of the membrane potential variable close to the explosion. The first equation of equation 2.4 and of the threshold crossing time is quite straightforward at this point. The first equation is integrated as
which yields the error on the adaptation variable
and the error made on the evaluation of the adaptation variable because of the discretization at the threshold crossing time is therefore equal to |B(θ )|.
It is now easy to instantiate the models and find an approximation of the error:
i. For F (v) having a polynomial dominant term v m (which is, for instance, the case of Izhikevich quadratic model and the quartic model), we have
ii. For F (v) equivalent to an exponential function (the case in the adaptive exponential model), we have the error estimate
These functions are plotted as a function of v in Figure 1 . Both are unbounded and diverging as θ increases. This result implies that the greater the cutoff is, the more imprecise the evaluation of the adaptation variable at the cutoff time is and that the error diverges as the cutoff value is increased. Hence, the use of fixed time-step methods to approximate such nonlinear integrate-and-fire models leads to substantial quantitative errors on the evaluation of v and w that might change the qualitative behaviors, as we will further address in section 4. We also note that the error made is always negative: the evaluated w at the time of the spike will be systematically smaller than the actual value of the adaptation variable.
Error on the Spike Times.
We now address the following question: Are the spike times accurately evaluated by this procedure? The answer to this question was understood to be positive, and the argument given was the divergence of the membrane potential at the time of the spike. However, as we rigorously prove in the sequel, this is not exact. Indeed, the explosion concerns only the differential equation, whereas the numerical procedure does not blow up in finite time but diverges when time tends to infinity. This induces increasingly large (and even infinite) errors on the evaluated membrane potential v that produces systematic errors at the threshold crossing time, and these errors are unbounded as the cutoff is increased. The proof of this fact is quite difficult to produce in the full system. However, because during the explosion we have w = o(v), we will restrict the study to a comparison of the recursion y n+1 = y n + F (y n ) and the blowing-up solution of y = F (y), and only for power and exponential F functions, which cover most practical cases.
Remark. Note that the results of this section directly apply to the cases of nonlinear integrate-and-fire models without adaptation or with nonlinear, saturating adaptation variables.
Let us treat in parallel the power and the exponential cases. Let m > 1 be a real number, and consider respectively the ordinary differential equations:
The solution of these ordinary differential equation reads (respectively): 
for 0 ≤ t < t * . Therefore, we have
, when τ → 0 and for 0 ≤ t < t * . Let us now define z p (k) (resp. z e (k)) as the continuous variable linear interpolation of y p n (resp. y e n ) between two integers n (we have y e (n) = z e (n) for all n ∈ N, and between two consecutive integers, the function k ∈ [n, n + 1] → z e (k) is linear, as it is for the polynomial case with indexes p). The relation between z p (kτ ) and y p (t) (resp. z e (kτ ) and y e (t)) is the same as the relation between y p (t) and y p n (resp. y e (t) and y e n ) since the errors made by a linear interpolation in an interval of length τ are of order O(τ 2 ). Let us now define n * e ∈ R and n * p ∈ R such that z e (n * e ) = z p (n * p ) = θ . We aim at comparing n * e and n * * e defined by y e (n * * e τ ) = θ (and similarly in the polynomial case). We have
Ze , which can be solved up to the second order (by identifying the constant and the linear in τ coefficients of the solution)
.
Eventually inverting the expression of y(t), one obtains
. Therefore, there is a systematic delay of the estimated spike time produced compared to the actual spike time, which increases as the cutoff is increased. In order to achieve precision on the evaluation of this variable too, we therefore need to use small time steps. Therefore, we showed, by analogy to one-dimensional ordinary differential equation that capture the explosion of the membrane potential at the time of the spike, that a systematic error is made on the evaluation of the spike time, which is of first order in τ with a bounded coefficient that diverges when the cutoff is increased, and, most important, that the errors made in the estimation of the adaptation variable at the time of the spike, of order one in τ also, have a coefficient that is of large amplitude and is quickly diverging when the cutoff is increased. This implies that very small time steps are necessary to achieve a given precision of the simulation, which leads to excessive precision in the region of parameters where the vector field is smooth and that questions the efficiency of the obtained simulation algorithm.
We observe that the faster the divergence of the membrane potential, linked with the growth of the function F (v), the larger the error made on the adaptation variable at the cutoff time and the smaller the error made on the spike time are.
Error Accumulation During a Spike Train.
We have seen that starting from the same initial condition, a fixed time-step Euler scheme produces errors on the evaluation of the spike time and on the value of the adaptation variable at this time. Therefore, when the emission of a spike train is being simulated, an additional deviation between the numerical spike train, computed and the actual spike train appears linked with a shift in the spike time and on the value of the adaptation variable at these times; as we show here, since the map is expanding, the distance between two trajectories increases as time goes by, which increases the numerical errors produced. Indeed, assume that the actual system spikes at time t * and the simulated system at time t * * and that the actual value of the adaptation at this time w * is approximated by w * * . We therefore need to compare the solutions of equation 1.1 with different initial conditions (t * , c, w * ), a solution we denote (v 1 , w 1 ), and (t * * , c, w * * ), denoted (v 2 , w 2 ). We have for t > max(t * , t * * ):
The error on the value of the adaptation variable w is therefore governed by the error made on the membrane potential variable, and this difference is unboundedly large close to the spike emission time where the flow is expanding because of assumption 1.3. Indeed, for all K > 0, there exists
. Therefore, the errors on the computation of the time and adaptation variable are expanded if the threshold is large enough, and there is no way to control it since this divergence is linked with the divergence of the solutions of equation 1.1 with different initial conditions.
3
We therefore showed in this section that the Euler fixed time-step methods yielded important errors on the computation of the spike times and the value of the adaptation variable at these times. The results still hold for any fixed time-step algorithm since these are linked with the very nature of the problem: the explosion at the time of the spike and the reset discontinuity, in addition to the infinite slope of the adaptation variable at the spike time. These issues motivate the introduction of an integration scheme adapted to the nature of the equations we simulate.
Fixed Absolute Precision Simulation Algorithm
The explosion, and the infinite slope of the adaptation variable at the time of the spike, make the accurate simulation of the solutions very delicate. The usual fixed time-step methods necessitate small time steps in order to achieve a precise evaluation of the spike time and the adaptation variable at these times, which results in excessive precision in regions where the vector field varies slowly.
In this section, we propose a novel algorithm in order to overcome these difficulties. The heuristic idea behind this approach is the following: in order to overcome the difficulty of computing close to the explosion time the diverging membrane potential variable as a function of time, we propose to turn the picture around and simulate time as a function of the membrane potential. The simulation algorithm we propose is based on a simulation of the trajectories in the phase plane as studied in appendix A, in particular, in theorem 2. More specifically, the algorithm is based on the local inversion theorem. In details, let M > 0 be a fixed constant and t 0 ∈ R a given time, and assume that (v(t), w(t)) is an orbit of equation 1.1 containing the point
us denote by v → T(v) the inverse of the function t → v(t) and by W(v) the composed application w • T(v) = w(T(v))
. These functions are differentiable in a neighborhood of (v 0 , w 0 ), and the differential reads
This inversion is valid as long as v (t) is invertible, that is, as long as
and therefore
We can therefore define δ > 0 as a function of this second derivative, such that equation 3.1 is valid on
This choice of δ will be further discussed in the description of the algorithm. Moreover, it is important to note that as soon as the trajectory enters the spiking zone, in particular, when it enters zone Z * , this description of the trajectories in the phase plane is valid until the spike emission (explosion of the membrane potential). More precisely, we demonstrate in appendix A the following: Therefore, the description given by equations 3.1 is valid, in particular during the explosion of the membrane potential variable. Both the time of the spike and the value of the adaptation variable at this time can be accurately and easily simulated by solving the smooth ordinary differential equations 3.1, that govern the trajectory W(v) of the adaptation variable in the phase plane and T(v) the inverse function of t → v(t). The description of the trajectories in the phase plane allows simulating well-behaved equations during this phase where the Euler scheme was particularly sensitive. This description is the cornerstone of the algorithm we develop.
Theorem 2. Assume that the input current I (t) depends on time, and, moreover, that t → I (t) is lower bounded (at least on the time interval considered
The discrete integration scheme makes use of this convenient description of the trajectory in the phase plane in regions of the phase plane where the function t → v(t) is smoothly invertible. In the rest of the phase plane close to the v-nullclines, it simulates the solutions of equations 1.1 with a fixed time-step Euler scheme.
We propose two algorithms based on this idea: a fixed integration step method and a fixed precision method with adaptive integration steps.
Fixed Integration-
Step Method. Let us assume that we have defined M > 0 a real parameter, and let dt > 0 and dv > 0 be, respectively, a time-step and a space step that will be used to numerically compute the solution of equations 1.1 and 3.1.
Starting from an initial condition (v 0 , w 0 ) at time t 0 , we iteratively build a sequence (t n , v n , w n ) approximating the orbit (t, v(t) , w(t)) solution of the continuous ordinary differential equations 1.1. Given (t n , v n , w n ) the numerical solution computed at iteration n, we compute t n+1 , v n+1 and w n+1 as follows:
corresponding to the integration of equation 1.1 with a constant timestep dt. This phase of the integration algorithm is referred as the time-integration phase.
ii
, which corresponds to the integration of equation 3.1 with constant v-step dv. This phase of the integration algorithm is referred as the phase-plane integration phase.
Intuitively, this method consists exactly as announced in solving equation 1.1 in the regions of the phase plane where the vector field is of small amplitude and solving equation 3.1 in the regions of phase plane where the vector field of the dynamical system given by equation 1.1 is of large amplitude and yields divergence of the solutions in finite time.
Let us now analyze this algorithm and control the precision of the solution computed. First, we analyze the solutions of the algorithm in spiking regions when no threshold is taken into account. Proof. Let (v 0 , w 0 ) ∈ Z * . We have for any n, (v n , w n ) ∈ Z * . After a finite number of iterations K , we will have for all n ≥ K : F (v n ) − w n + I (t n ) > M. Indeed, while (v n , w n ) ∈ Z * , lemma 2.1 implies that v n is unboundedly increasing and, moreover, in that zone, we have
Since v n is unboundedly increasing when simulated with a Euler scheme, so is F (v n ) − b v n + I (nτ ), and therefore there exists
, is hence computed using the simulation in the phase plane algorithm. Using the same argument as in the proof of lemma 1, we obtain that the sequence (v n , w n ) stays in a zone where F (v) − w + I > M and w < b v, and therefore for all n ≥ K , the simulation algorithm used is the phase plane algorithm.
We therefore obtain that v n tends to infinity since v n+1 = v n + dv. We now show that the sequence t n converges to a finite limit. Indeed, we have for all n ≥ K ,
The series converges when n → ∞ because of the hypothesis that F grows faster than v 1+δ for some δ > 0, by a simple sum-integral comparison.
In order to compute the precision of the algorithm in the evaluation of the spike time and of the value of the adaptation variable at the time of the spike, we now consider a thresholded version of the simulation algorithm consisting as usual of introducing a cutoff θ . The simulation algorithm is run as long as v n < θ. When v n exceeds θ , we instantaneously reset the membrane potential and update the adaptation variable by defining
We are now in a position to propose a suitable choice of (M, dt, dv), ensuring a fixed precision ε on the adaptation variable at the time of the cutoff v = θ . An optimal choice of (M, dt, dv) would, moreover, minimize the number of operations necessary to reach the desired precision ε, but this optimal choice is quite difficult to define. We nevertheless define an even more efficient method in section 3.2 that involves adaptive integration steps ensuring a fixed absolute error ε. For this purpose, let us assume that we consider a bounded set of initial conditions Figure 2) , and let us consider the regions of the phase plane reached by the orbits of the system starting from these initial conditions.
Lemma 3. For any initial condition
(v 0 , w 0 ) ∈ [v m , v M ] × [w m , w M ], the thresh- olded trajectories (v(t), w(t)) are contained in a compact set [v l , θ] × [w d , w u ].
Moreover, if F grows faster than v
2+δ for some δ > 0, then v l , w d , and w u are independent of θ , and the time integration phase takes place in a compact set independent of θ .
The proof of this quite intuitive lemma is provided in appendix B and is illustrated in Figure 2 . The zones of the phase plane depicted in dark gray and the rest of the phase plane not plotted in the figure constitute zone of the phase plane that the orbit starting from any initial condition in the subset defined will never reach. Now that we have restricted the possible initial conditions of the system, we know from lemma 3 that the values of (v, w) on the orbits are contained in a bounded set. For the quadratic model, these values depend on the cutoff value θ since the adaptation variable at the times the spike diverges, Figure 2 : Partition of the phase space. Light gray zone: phase-plane integration; white zone: time integration; dotted box: initial conditions. Orbits starting from this zone will never reach the dark gray regions and models satisfying assumption 2, can be defined independent of θ . On this bounded set, the functions F (v) − w + I and a (b v − w) are both bounded, differentiable with bounded derivatives, which allows definition of time-steps dt and phase-space-step dv that uniformly ensure a given precision of the numerical algorithm. This fact is discussed in appendix B. We now discuss a more efficient method based on the algorithm proposed but involving adaptive integration steps.
This algorithm can be adapted to most classical simulation tools used in computational neuroscience-for example, BRIAN (Goodman & Brette, 2008) or NEST (Diesmann & Gewaltig, 2002) and that make use of fixed time-step methods, by including a condition to switch to integrating either equation 1.1 (emulating step i of the algorithm) or equation 3.1 (step ii of the algorithm) .
Adaptive Integration
Steps Algorithm. Let us consider a constant M > 0 fixed. In contrast to the fixed integration step methods introduced in the previous section, we define ε as the absolute precision we want to achieve along the simulation of the orbits. We also define DT and DV as the maximal values of time and phase-space integration steps we want to take into account. An efficient method minimizing the computation operations consists of defining at each operation the optimal integration steps ensuring a precision bounded by ε at each step of the integration algorithm. The absolute precision is known to be bounded by the second derivative of the vector field multiplied by the integration step. We therefore define the integration step as a function of the value of the modulus of the derivative of the vector field in each case. Let (t 0 , v 0 , w 0 ) be an initial condition of the dynamical system 1.1 with cutoff and reset, and assume that we iteratively compute the solution up to rank n. We therefore dispose of a point (t n , v n , w n ). We compute the next point of the orbit (t n+1 , v n+1 , w n+1 ) as follows: The time-step chosen depends on the value of the second derivative of v(t) and w(t),
where x denotes the derivative of x(t) with respect to time. The larger time-step dt ensures a precision of order ε at the point (v, w):
In order to keep enough points in regions where the vector field varies slowly, we define τ n = min( dt(v, w), DT) and
ii. If |F (v n ) − w n + I (t n )| < M, we advance the simulation by computing the next point through equation 1.1. The integration step chosen depends on the value of the second derivative of T(v) and W(v) with respect to v (denoted with a double dot), which reads:
With these expressions, we are in a position to choose an optimal integration step depending on the values of the variables (v, w) ensuring the desired precision:
Here again, in order to keep enough points in regions where the vector field varies slowly, we define dv n = min ( dv(v, w) , DV) and
The integration steps chosen at each pace of the algorithm ensures that the precision is always bounded by ε. During phase 1, it therefore ensures that we have
This algorithm therefore ensures an overall precision bounded by a constant C multiplied by ε, where the constant C is proportional to the maximal derivatives of v → W(v) and v → T(v), both of which are uniformly bounded on Z * . Note that the choice of the value of M affects the number of operations performed. Choosing a large value for M implies that the time integration phase is emphasized, whereas a small value of M emphasizes the phasespace integration. Note also that the remark on the explosion of v in the algorithm is still valid, and that on a spiking trajectory, the integration step in phase 2 of the algorithm is soon chosen to be DV.
Numerical Errors Accumulation During a Spike Train Simulation.
Similar to the case treated in section 2, we have shown that the evaluation of the spike time and the value of the adaptation variable at this time yielded errors, but in contrast with the fixed time-step method, the absolute precision is controlled in our algorithm. Indeed, let us assume that (v(t), w(t)) is a spiking orbit and that for t ≥ t * , the orbit is contained in Z * and, moreover, F (v(t)) − w(t) + I (t) ≥ M. Let us denote by X * = (t * , v * , w * ) a point of the orbit in this region of the phase space and X * * = (t * * , v * * , w * * ) another such initial condition. We are interested in the divergence of the trajectories starting from X * and X * * and solutions of equations 3.1, denoted, respectively, (T 1 (v), W 1 (v)) and (T 2 (v), W 2 (v)). Integrating formally the equation and subtracting the expressions obtained, we get, denoting
These equations are contracting and will result in an exponential decrease of the error made. Let us demonstrate this fact by first considering the case where the input current I is constant (the general case can be done along the same lines). Making more explicit the above expressions, we get
and therefore the error made on the evaluation of the spike time is governed by the error made on the evaluation of the adaptation variable:
Therefore, as v increases, the equation on the distance between W 1 and W 2 contracts, and the distance between the two adaptation variable trajectories is reduced. This result extends to the time variables, and hence, in contrast to system 1.1, the error here is reduced instead of exponentially increased, and the larger the cutoff θ is, the smaller the distance between the two computed trajectories. 4 After the first spike is fired, the numerically computed spike time t * * and the value of the adaptation variable at this time w * * differ from the actual spike time t * and value of the adaptation variable w * , and the difference is bounded by the precision ε chosen. We have noticed that equation 1.1 was expanding along spiking trajectories; the distance between two orbits starting from different initial conditions diverges close to a spike emission.
However, in the case of the algorithm we propose here, instead of simulating equations 1.1 close to the spike emission, we instead simulate equations 3.1. We showed that these equations, contrary to the original dynamical system, are contracting when v is large enough: two orbits starting from different initial conditions converge exponentially, the one toward the other. Therefore, instead of increasing the errors, the simulation of equation 3.1 will reduce the error made on the evaluation of the spike time and the adaptation variable at this time. Although the discontinuity might produce large errors at the reset points, the spike time and adaptation variable that are eventually computed are reliable because of the contracting properties of the flow of equations 3.1.
More Refined Integration Procedures.
In the algorithm we proposed in this section, we made use of a Euler scheme with fixed or adaptive integration steps. The same procedure can be performed with more refined numerical integration procedures, such as Runge-Kutta methods, AdamsMoulton or Adams-Bashforth multistep methods, or implicit schemes, in each phase of the algorithm-phase i of time integration and phase ii of phase-space integration. These methods therefore present both the advantages of finer integration methods and our integration scheme that chooses between the two descriptions of orbits 1.1 and 3.1-the one that minimizes numerical errors-and also the fact that the errors made on the evaluation of the spike time and the adaptation variable at this time exponentially decrease in the integration phase (ii). These therefore provide a set of efficient simulation methods.
Discussion
In this letter, have we studied the error produced by fixed time-step integration methods for nonlinear bidimensional neuron models and have shown that the errors produced, even if these are of order 1 in the time-step chosen, are proportional to a function of the parameters and of the cutoff chosen to identify the spikes, and this function is unbounded as the cutoff is increased. This fact implies that in order to achieve a fixed precision on the global algorithm and accurately simulate the explosion time, one needs to use a large enough threshold value θ and a very small time-step in order to accurately estimate the spike time and the value of the adaptation variable at this time. We saw that the main difficulty arises in the vicinity of the spike time, since the explosion of the membrane potential variable produces large errors and the differential of the adaptation variable also diverges at this time. The small time-step needed to accurately evaluate the crucial values of the spike time and the adaptation variable at these times will result in excessive precision in regions where the vector field is smooth and increased computational time.
In order to overcome this difficulty, we proposed an alternative algorithm that is based on numerical computation of the orbits in the phase plane in regions where the modulus of the vector field is large enough. This algorithm, similar to classical variable integration step methods, allows choosing optimal steps in order to achieve the desired precision in a minimal number of operations, which can be uniformly bounded, as shown in section 3. Therefore, this method provides a stable method that allows considering large thresholds and precisely evaluates the spike times and the value of the adaptation variable at these times in a reduced number of operations.
In this section, we focus on the impact of numerical errors in the evaluated trajectories and the computational efficiency of the algorithms.
Quantitative Imprecision Yields Dramatic Qualitative Errors.
We now discuss the importance of numerical errors on the simulations from a computational neuroscience viewpoint. The models we addressed in this letter are used to simulate spike times in order to identify different spike patterns, such as regular spiking, bursting, and chaotic spiking (see Izhikevich, 2003 Izhikevich, , 2007 Brette & Gerstner, 2005; Touboul, 2008a; Touboul & Brette, 2009) . We showed that the spike times and the adaptation variable at these times can be substantially modified when using fixed time-step methods, and this effect can produce qualitative distinctions between firing patterns. Indeed, Touboul and Brette (2009) showed that the spike pattern depended sensitively on the value of the adaptation variable at the times of the spikes and that these spike patterns undergo bifurcations. Since we have seen that a fixed time step Euler scheme produces a systematic negative error (i.e., the evaluated spike time was strictly inferior to its actual value as a solution of the continuous differential equations), this error can make the system cross bifurcation points and change spike patterns.
We illustrate this fact on the quadratic model with the original parameters provided in Izhikevich (2003) : in this case, F (x) = 0.04 x 2 + 5 x + 140 and c = −59.9, parameters that were chosen to fit intracellular recordings. By choosing the parameters a = 0.02, b = 0.19, d = 1.15, θ = 30 and a constant input I = 7.6, the system produces bursts with two spikes per bursts. We simulate for T = 0 to 1000 in order to record a long enough spike train and plot the sequence of values of the adaptation variable at the time of the spikes. These values allow discriminating between bursts (that produce periodic sequences of reset values with period two) and regular spiking (that correspond to a fixed point of the sequence). Results of the simulation are plotted in Figure 3 . We observe that for dt < 0.025, the bursting nature of the trajectory is recovered, but for any time-step greater than this value, the bursting nature of the spike pattern produced is no more identifiable. Moreover, we observe that for dt > 0.05, the spike pattern produced corresponds to a regular spiking behavior: the system crossed the period-doubling bifurcation because of numerical errors, and this is not a purely visual effect: the sequence of reset values is unimodal (as shown in Figure 3A) . Therefore, on our simulation interval, one needs to perform at least 30,000 operations to recover the nature of the desired spike train, and at this resolution, the burst is quite perturbed by numerical imprecision.
For the same parameters, we set a precision ε = 0.01 and compute the trajectory using our fixed precision algorithm. The algorithm performs 2000 operations and achieves great precision on the value of the adaptation variable at the spike time, which is not comparable to what is obtained by the fixed time step Euler method. Actually, the precision of the algorithm is smaller than the value of ε chosen because of the control put on the value of the integration steps in order for these not to exceed certain values in regions where the vector field varies slowly. For such precision, one would need to use dt = 0.01 corresponding actually to 100,000 operations. Therefore, the computational gain of using the new algorithm instead of a fixed time-step Euler method ranges from 30 to 50.
We now compare our algorithm to different classical algorithms with adaptive time steps encoded in Matlab. All classical algorithms are tested, and both simulated trajectory and execution time are compared to our algorithm. For small time intervals, all methods fairly well approximate the solution, but after some time, the spikes are shifted, and though all methods still conserve the bursting nature of the trajectory, all the solutions are increasingly shifted. We set an absolute precision of 0.01 and compare the computation times, summarized in Table 1 , and the trajectories in Figure 4 . We observe that the algorithm proposed in this letter is much faster than any other method; this is expected since it is adapted to the very nature of the problem and is not as generic as Matlab routines. We observe that all the simulations display increasingly large delays in the spikes compared to our simulation algorithm (see Figure 4) , which is probably linked with the fact, evidenced here in fixed time-step Euler integration scheme, that estimated spike times with fixed time-step integration schemes or adaptive time-step algorithms present a systematic positive delay in the estimation of the spike time and also that the errors accumulate along the emission of a spike train. However, an adaptive method seems to stand out: the ode113 routine, implementing a variable-order Adams-Bashforth-Moulton PECE solver, a linear multistep integration method (see Hairer, Nørsett, & Wanner, 1993) provides a very good match with our simulation algorithm, with reasonable computational time. None of Matlab's other algorithms reliably simulate the system, even if the precision is set to ε = 0.01, on the interval [0, 1000] . This will also be the case of the fixed time-step Euler scheme: whatever the time-step dt is, small variations will progressively shift the spikes. Besides this imprecision, all algorithms present longer execution time evaluated on a Macbook with processor 2 GHz Intel Core 2 Duo and memory 2GB 1067 MHz DDR3. However, in spite of these differences, it is important to note that all the algorithms reproduce the bursting property and provide a good match with the sequence of reset values expected. This is not the case with the Euler method for time-step dt > 0.03.
This conclusion extends to most adaptive time-step integration methods, such as the one implemented in NEST (Diesmann & Gewaltig, 2002) .
Number of Operations Needed to Achieve Fixed Precision for a Fixed Time-
Step Euler Scheme. In this section we compare the computational efficiency of the two proposed algorithms. In Figure 1 , we plotted the error made on the evaluation of the adaptation variable as a function of the cutoff θ chosen. Let us denote by E(θ ) this function. The error is then proportional to E(θ ) dt, and therefore these curves are directly related to the time-step needed to achieve a given precision. Indeed, achieving an absolute precision bounded by ε on the adaptation variable requires choosing dt < ε/|E(θ )|, which implies that the number of operations needed is proportional to |E(θ )|/ε, which diverges as the cutoff is increased. The curves on the error |A(v)| and |B(v)| are therefore proportional to the number of operations needed to achieved fixed precision.
Further Topics.
In models satisfying assumption 2, such as the quartic and the exponential adaptive models, the adaptation variable at the times of the spike converges, and therefore it can be very convenient to use large values of the cutoff in order to get rid of the artificial strict voltage threshold similar to classical integrate-and-fire models (Lapicque, 1907; Stein, 1967) in favor of a more realistic spike initiation (see Latham, Richmond, Nelson, & Nirenberg, 2000; Fourcaud-Trocme et al., 2003) and fully taking advantage of this property of nonlinear integrate-and-fire neurons. The algorithm proposed here allows considering larger values of cutoff θ without prohibitively increasing the computational time, which allows more accurate simulation of the blowing-up system. Another interest of the proposed numerical method is its flexibility in terms of spike times: in contrast to all fixed time-step methods where the spike times are aligned on a grid, our algorithm can have arbitrary spike times, an important property from a biological viewpoint and for the computation of large networks or over large period of times.
The algorithm we propose can easily be used for simulations of networks composed of neurons of the type studied here. This new method will therefore be very useful for simulating very large networks using such models by providing a more precise and computationally more efficient method to simulate the solutions of these equations.
We also want to emphasize that although mathematically convenient, the class of models studied here is in many aspects quite far from biological reality. In particular, the explosion of the membrane potential (and the adaptation variable in the case of the quadratic integrate-and-fire model) is obviously not biologically plausible and is an artifactual effect of the modeling. These approximations generate errors that are due to the model itself and can be more important than the controlled numerical errors. In some regimes of the model also, the simulation can become intrinsically difficult. For instance, in a chaotic spiking regime, as evidenced in Brette (2008, 2009 ) and Zheng and Tonnelier (2009) close to the presence of period-adding bifurcations, the precise simulation of the trajectories will be very hard to perform for fundamental reasons: in a chaotic regime, very small numerical errors will progressively increase in amplitude, and the numerical trajectory will deviate from the theoretical one. The origin of such chaotic spiking behaviors was identified on similar discretized bidimensional models by Shilnikov and Rulkov (2003) . In a similar slow-fast system, they evidence a regime of parameters where instability occurs near the spiking threshold due to the formation of canards. In this case, the trajectory can be dragged into a highly unstable region, and forthcoming spiking behavior becomes very sensitive to accuracy of computation.
The algorithm proposed in this letter can be extended to a much wider class of neurons. Indeed, spikes are always characterized by a sharp initiation at the level of the voltage variable. This sharpness can produce, similar to the case of nonlinear integrate-and-fire neurons, substantial numerical errors. In the spiking regions where the slope of the membrane potential voltage is very large, using voltage steps in place of time-steps could much improve precision and computational efficiency. (I s (a , b) , b)) = a . This curve is given by the equation
, where v * (a ) is the unique solution of F (v * (a )) = a . a. If I < I s (a , b) , the fixed point is attractive. b. If I > I s (a , b) , the fixed point is repulsive. Touboul and Brette (2009) thoroughly define a Markov partition of the dynamics in each case that involves a spiking zone that is stable under the flow and where any orbit with initial condition in the zone blows up in finite time (and fires a spike). The precise description of this zone is quite complex and involves the description of the stable manifold of the saddle fixed point v + (I, b), which does not have a simple analytical expression. We are interested here in defining a subzone of the spiking zone stable under the flow of the differential equation that allows a simple computation of the spike time and of the adaptation variable at this time. In definition 1, we introduced a subset of the phase plane Z * . These subsets of the phase plane allow an alternative definition of the dynamics of the system, as shown in this theorem: 
Theorem 2. Assume that the input current I (t) depends on time and, moreover, that t → I (t) is lower-bounded (at least on the time interval considered
(τ 0 , τ 1 )),
. Then t → v(t) is strictly increasing, and therefore invertible. Its inverse function T(v) is differentiable, hence so is W(v) = w(T(v)), and these variables satisfy the nonlinear differential equation:
The explosion time (resp. the value of the adaptation variable at this time) is the limit of T(v) (resp. W(v) ) when v → ∞.
Proof.
i. The stability of Z * = Z(I * , b) under the flow of the equation stems from the fact that the vector field points inward in Z * on its boundary (see Figure 5 ). Let us first address the case I * > −m (b) . In that case, we have (by definition of m(b)) F (v) − b v + I (t) > 0 for all v ∈ R and all t ∈ (τ 0 , τ 1 ). Z * is defined as {(v, w) ; (v, w) < 0} where (v, w) = w − b v. We use a proof by contradiction. Let us assume that the zone Z * is not stable under the flow and that a solution (v(t), w(t)) with initial condition (v 0 , w 0 ) ∈ Z * at t 0 ∈ (τ 0 , τ 1 ) exits Z * at time t 1 . This time t 1 is defined as the first exit time of Z * :
Because of the continuity of the boundary and the solutions, necessarily we have w(t 1 ) = b v(t 1 ). Moreover, at this point, we have
This last expression is strictly negative because of the fact that
) is a differentiable function of time such that γ (t 1 ) = 0 and dγ dt 
is strictly increasing, and hence the solution will never cross the boundary v = v + (I * , b), and can exit Z * only through the boundary w = b v. On this boundary, the same argument as in the case where I * > −m(b) applies, which ends the proof. Note that when the current I (t) is constant, this result comes directly from the property that the vector field points inward in the zone Z * (and inward in any
, making of the zone Z * a trapping region (Strogatz, 1994 ) (a proof of this property can be found in Viterbo, 2005) .
is a strictly increasing function. Moreover, since the derivative of v(t) never vanishes, t → v(t) is invertible with differentiable inverse function T(v) by application of the inverse function theorem.
From the stability property of Z * , for all t ≥ t 0 , we have w ≤ b v and, hence,
whose solution blows up in finite time under assumption 1 by virtue of Gronwall's lemma (see Touboul, 2009 ). We denoted by T(v) the inverse of the function t → v(t) and noticed that it was differentiable, and therefore W(v) the composed application W(v) = w (T(v) ) is also differentiable. It is clear that the explosion time corresponds to the limit of T(v) when v → ∞ and the value of the adaptation variable at the explosion time the limit of W(v) when v → ∞. We have by definition v(T(v)) = v, and differentiating by v, we get
It is also equal to one since v(T(v)) = v. Therefore we have, since
, and using the differentiation formula of a composed function,
Another property we can deduce from Touboul (2009) is that the adaptation variable in a left neighborhood of the explosion time is always negligible compared to v; This remark implies that the differential of w(t) tends to infinity at the explosion times of v. However, theorem 2 shows that in the region where the neuron elicits a spike, the time of the spike and the adaptation variable satisfy a well-behaved differential equation A.1, on which our simulation algorithm of section 3 is grounded.
Appendix B: Trajectories Starting from a Given Set of Initial Conditions Are Bounded
In this appendix we demonstrate lemma 3, which we repeat here: 
, and consider the orbit of the dynamical system 1.1 with (v 0 , w 0 ) an initial condition in this region. We start by considering I (t) constant. The trajectories for I (t) nonconstant will be bounded by the values the orbit can reach for the vector associated with the minimal and maximal values of the I (t) because of the monotony of the vector field and because of Gronwall's inequality. First, the case where F (v) − b v + I > 0 for all v corresponding to the case where the nullclines never intersect is simple to treat. Indeed, in that case, the spiking zone is simply {(v, w); w ≤ b v}, and it is a trapping zone: no trajectory with initial condition in the spiking zone will ever escape from it. For any initial condition in this spiking zone (zone I in Figure 5B Figure 5B , that is, w 0 ≥ F (v 0 ) + I , the value of both v(t) and w(t) is initially decreasing and in finite time will reach the v-nullcline where it enters zone II. Before reaching this zone, the minimal value reached by the variable v(t) is greater than v 1 = min(F −1 (w 0 − I )) and smaller than v 0 ≤ v M , and the value of w(t) is smaller than w 0 ≤ w M and greater than min(F (v) + I ), which is reached at a point denoted v * . From these initial conditions in zone II, the same analysis as previously done extends the boundaries to
After resetting, the initial condition is on the line c with values of w in the interval [min(v 1 , v m 
, and a similar analysis provides the boundaries
Moreover, in the case where F grows faster than v 2+δ for some δ > 0, Touboul and Brette (2009) proved by a thorough analysis of the spike and reset process that the maximal value reached by the variable w in the spiking zone is bounded by a value * independent of the cutoff, making the boundaries provided independent of θ .
In the case where the nullclines do meet, we perform a similar analysis. It is clear that the value of w(t) before resetting is bounded by max(w M , b θ ). After the reset, w is therefore upper-bounded by
The value of v is cut at θ , and hence any thresholded trajectory has v(t) ≤ theta. We assume that F (c) − w u + I * < 0. At this point, we have v decreasing, and the minimal value of v after a reset corresponds to this value and is lower-bounded by the solution of F (v) − w u + I * = 0, that is, v ≥ min(F −1 (w u − I * )). If w u < F (c) + I * , then the value of v on any reset trajectory is greater than c. Therefore, we conclude that v ≥ v l = min(c, v m , min(F −1 (w u − I * ))). Eventually this value provides a minimal value of w along the trajectories. Indeed, the minimal value of v after reset implies that any reset trajectory will have w(t) ≥ b v l .
First, because of the structure of the flow and the reset condition, the maximal value reached on the reset line v = c is upper-bounded by b θ + d. This bound can be made independent of θ if the function F grows faster than v 2+δ for some δ > 0. In that case, there exists a value denoted * + d, as defined in Touboul and Brette (2009) , and corresponding to the value where the adaptation variable will be reset when starting just below w * = F (c) + I * . This value does not depend on theta and can be evaluated before simulations by simulating equation A. v m ) . This value allows defining the lower w value that trajectories can have. As soon as the w-nullcline is crossed, w increases. Therefore, w is larger than w l := min(b v l , w m ). It has the typical structure depicted in Figure 2 . The set where the algorithm (i) is used is the white space in Figure 2 and is strictly included in [v l , v + 
Now that we have restricted possible initial conditions of the system, we know from lemma 3 that the values of (v, w) on the orbits are contained in a bounded set. For the quadratic model, these values depend on the cutoff value θ since the adaptation variable at the spike time diverges, and for models satisfying assumption 2, it can be defined independent of θ . On this bounded set, the functions F (v) − w + I and a (b v − w) are both bounded, differentiable with bounded derivatives, which allows definition of timesteps dt and phase-space step dv that uniformly ensure a given precision of the numerical algorithm.
Indeed, in both the time integration stage and the phase-space integration stage, the integration method is an Euler scheme, integrated in either time or the v variable. In these cases, it is well known that the precision of the method is bounded by the second derivative of the integrated variables multiplied by the integration step (the proof of this fact stems from the analysis performed in section 2). More specifically, we have:
i. The numerical time integration consists of Euler scheme approximating the solutions of equations 1.1 on a compact subset of the phase space where |F (v) − w + I | ≤ M. Moreover, the values of the variable (v, w) are contained in a compact set that can be chosen independent of the value of θ under assumption 2, as already discussed. The second derivative of v(t) and w(t) reads:
where x denotes the derivative of x(t) with respect to time. We also note that time integration is performed on an even more reduced zone of the phase space. Indeed, the fact that |F (v) − w + I | < M implies that F (v) ≤ M + w u − I * , defining an interval of values of v where the integration is performed, and on this compact set, we clearly have C 1 > 0 and C 2 > 0 such that |a (b v − w)| < C 1 and |F (v)| < C 2 . Therefore, choosing dt < ε/(max(C 2 M + C 1 + I ∞ , |ab|M + C 2 )), we ensure having a precision of the order ε on the evaluated value of v(t) and w(t). Moreover, besides the uniform bound on the error that allows choosing a time step dt ensuring a precision of order ε at any point of the phase plane where the time integration is performed, the analysis allows defining an optimal time-step dt depending on the point (v, w) 
we ensure that the error on W(v) and T(v) is bounded by ε. Here again, we are in a position to choose an optimal integration step depending on the values of the variables (v, w) ensuring the desired precision:
The evaluation of the values of C 1 , C 2 , C 3 , C 4 is quite difficult in the most general case. However, we can choose varying integration steps dt and dv depending on the values of the variables that exactly ensure a precision bounded by ε at each integration time, as done in the main text.
It is interesting to note that the choice of M affects the values of dt and dv, and therefore the number of operations necessary to integrate the system for a fixed precision ε. The larger M is chosen, the smaller dt is and the larger dv is, meaning that we emphasize the time integration (phase i of the algorithm) and give less importance to the phase space simulation (phase ii of the algorithm). Conversely, if M is small, the resulting dv will be smaller and dt larger, and the scheme will emphasize the phase-space integration. A balanced choice of M will allow an optimal simulation of the model by taking advantage of both integration methods, in the sense that it will perform the smaller number of operations for a given precision ε.
