As buildings from ancient times wither away or are transformed or destroyed, it becomes increasingly difficult to figure what it looked like back then. Virtual reality is a great tool to handle this role, although it often implies a three-dimensional model of a building disconnected from the remains. In this article, we present an on-site device dedicated to architectural heritage, which uses realistic photometric rendering associated with the reproduction of the user's point of view in the virtual scene to immerse him in the uchronic virtual world while maintaining the link to the real site. This design is already in use at the old church of Cluny (France), where is it was welcomed by tourists and guides.
INTRODUCTION AND RELATED WORKS
This article describes the work done to improve the visitor's experience while visiting the historical site of the Cluny Abbey in Burgundy, France. The church of this abbey, founded in 910 and the biggest church of Christendom until the 16th century, was almost completely destroyed after the French Revolution and thus is hard for visitors to comprehend. The use of virtual reality is one of the ways to improve the understanding of the architecture of the site.
Of all cultural heritage subjects, buildings present the disadvantage of their size, making it less evident to confront the real site to any virtual representation of it. The obvious solution is the installation of on-site devices or the use of mobile devices.
On-site augmented reality applications dedicated to cultural heritage appeared more than 10 years ago. A well-known application that pioneered this research field is the Archeoguide project [Vassilios This work has been done by the on-situ company (http://www.on-situ.com). Authors' addresses: E. Durand, (Current address) 4139 avenue des Erables, Montréal H2K3V7, CA; email: emmanueldurand@ gmail.com; F. Mérienne, 2 rue Thomas Dumorey, 71100 Châlon sur Saône, FR; email: frederic.merienne@ensam.eu; C. Père, 2 rue Thomas Dumorey, 71100 Châlon sur Saône, FR; email: christian.pere@ensam.eu; P. Callet, 2 avenue Sully Prudhomme, 92290 Châtenay-Malabry, FR; email: patrick.callet@mines-paristech.fr Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. Three-dimensional models of the buildings were displayed on a see-through headmounted display (HMD) worn by the user who was geolocalized. Computation was taken care of by a laptop that the user had to carry in a backpack. Later on, Zoellner et al. [2007] used an ultramobile PC (UMPC) to handle the computation and display in the iTACITUS project. Tracking was done through GPS localization and improved by video tracking. The goal of this project was to overlay old prints related to what was captured in the live video feed. More recently, Davies et al. [2013] presented a tablet PC equipped with a GPS that allows the display of virtual models of historical buildings at their right place, with precision being limited to around 2m by the used geolocalization technology.
Other methods have been used to augment a degraded site with virtual objects in place of geolocalization. A recent exemple is the one from Girbacia et al. [2013] , who used common planar region tracking to recognize areas of interest and place correctly virtual models. More generally, Seo et al.
[2010] described a framework for designing tracking in augmented reality applications aimed toward cultural heritage.
Fixed applications also arose, of which we can cite the Virtual Museum Guide from the Fraunhofer Institute [Zoellner 2010 ]. This takes the shape of a dedicated device constituted by a screen mobile around the vertical axis, with a camera targeting a wall covered by a poster. The device added contextual elements (be it texts or images) on top of the captured video feed. On another angle, the CITU showed a prototype of an "augmented reality telescope" [Benayoun 2008 ] that was temporarily installed on top of the Arc de Triomphe in Paris for a week. This device gave textual information about Paris from this point of view (Figure 2) .
Finally, the quick expansion of the smartphone market led to the emergence of applications dedicated to these portable devices, among which we can cite the Streetmuseum application developed by the Museum of London (Figure 3 ), which gave a similar experience to that of the iTACITUS project, less the specific hardware (UMPC never reached the same market share as smartphones). In addition, middlewares dedicated to augmented reality on smartphones exist, like the one from Layar.
SCIENTIFIC ISSUES
Cultural heritage virtual reality applications have the same goals as any of the other various techniques applied to this field: to improve the understanding and the knowledge of the visitor about the heritage with which he is confronted. The hard part is to allow the visitor to easily find the information he needs without distracting his attention from the subject.
In the context of using mixed reality in a historical site, this means that the application should immerse the user in its virtual content without breaking the connection with the real site. As well, if the site is displayed in one of its previous forms, it should be possible to easily compare and spot the differences between now and the virtual "then" in such a way that it helps the visitor comprehend the history of the site.
This leads to the immediate question of how to immerse the user in a virtual representation of the site, sufficiently precise to show details in common with the real site, while not drawing his attention from the latter.
PROPOSED APPROACH
From the context of this work (described in the introduction), we chose to create a uchronic window that would show the user a view of the site as it existed at a specific time in the past. Through such an imaginary window, the user would have a full view of the virtual site while being conscious of the surrounding real site. The result is, from the user's point of view, a merging of the real and virtual site that may be enhanced by the use of mixed reality techniques on the virtual side.
To achieve this result, we applied two main principles. The first is the geometric consistency between the real and virtual worlds, which could be expressed as follows:
In a mixed reality context, obtaining geometric consistency is equivalent to calibrating the realities so that their respective objects volume match in position, orientation, and size. This has multiple implications. In a mixed reality context, it means that two objects in the final mixed setup have to be correctly placed respectively to one another. In a more generic context involving a display and its surroundings, it means that the displayed objects should be positioned meaningfully with respect to the real surrounding objects. As an effect, this would reduce the distance between both sides of the display and ease the correspondence between them.
The second principle is the visual consistency, which suggests that both realities are easier to merge if they are visually close. This observation has already been explored in the case of augmented reality where multiple video sources, real and virtual, would be processed to look identical in the end: in addition to the obvious choice of rendering virtual content photorealistically, works from Fischer et al. [2005] and Chen et al. [2008] showed how reducing the realism of real view can help in the context of augmented reality. Visual consistency could be defined as follows:
In a mixed reality context, visual consistency implies that the different realities in a composited image are indistinguishable to a human observer.
In the current context, it obviously is not possible to modify the look of the real site, so the way to go is to render the virtual site in a photorealistic way to get close to the real view.
The concept of a window implies a sufficiently wide display to act as such. Although portable tablets could suffice to a certain extent, positioning is not precise enough to match the first principle of geometric consistency. Thus, it was decided to use a fixed display that could orient around two axes so that it would be possible to target any area surrounding the device.
GEOMETRIC CONSISTENCY

Original Design
For our purpose, geometric consistency implies that virtual models and real objects are aligned. To meet this objective, the point of view of the user must be known and reproduced accordingly in the virtual rendering. Then, all virtual camera parameters are immediately accessible as soon as the dimensions and position of the display are also known.
In our design, the user's position is not measured but is approximately imposed. The device is free to move around two axes, as the user handles it by grabbing both side and moving it around. Thus, being in front of the device, at arm's length, is the most comfortable position to adopt when using it. By choosing average values for the height of the device and arm's length (set to 63cm), and knowing the display size (in our case, a 32-inch screen), an average virtual camera is calculated and used for the rendering of the virtual scene.
With such average values, the distance from the eyes to the screen is roughly 59cm. Considering that the user holds the device with both hands, as well as arm's length from 58 to 68cm, the maximum positioning error is around 5cm and the resulting maximum field of view error is 12%. As an illustration, it means that a virtual object situated 10m from the user, beyond the display, may be positioned at worst with an error of 0.8m if it is on the edge of the field of view allowed by the screen.
Finally, the orientation of the device is measured through absolute sensors, ensuring a nondrifting input of the actual posture of the device and the user. Additionally, it is worth noting that the center of rotation is situated close to the display to reduce point-of-view variations that could be otherwise visible due to the rendering method; this will be explained in the next section.
Alternative Design
The previous proposition is especially effective when real objects are close to the visitor/device. Looking at real ancient columns going down from the ceiling to the floor and passing behind the display while still being visible in their virtual, historically reproduced form is an interesting view. But outdoor setups are also necessary to picture the whole building or site. Such points of view can be too far away from the building and so geometric consistency is not as useful.
For these situations, we imagined a two-step alternative. While immobile, the device would still act as a window, showing the historical site as it once was. Then, when moved by a visitor, the field of view of the virtual camera would tighten to zoom and show details invisible at this distance, even more if they disappeared with time. While the user changes the orientation of the display, the virtual camera follows the movement and acts as a spotting scope.
Discussion of the Chosen Designs
The described fixed design has a significant benefit over model ones: the position of the user is always known. This reduces the positioning bias of virtual objects versus real ones, although it does not solve everything. The field of view covered by the display depends on the user's head position, and an average position is used for our design. Still, the error is inferior to that of the mobile devices, which adds this field of view approximation to positioning error.
One can think of two ways to eliminate this bias. The first would be to precisely track the user's head and update the virtual camera position accordingly. The second would be to replace the used display with a HMD.
On a different note, the choice of a fixed design, while not very flexible for the user, has the advantage of allowing a very large display. This facilitates the immersion of the user and enables him to perceive more details. This size makes it particularly useful for guides, who can easily use the device as an illustrative support for large groups, which is not as easy with smaller portable devices. In addition, it can be used as a scenario tool: for example, by placing the devices along a specific path, the user is invited to follow a scenario to help him understand the site. Finally, we did not want this device to be limited to indoor locations. It has been designed to handle various weather conditions from a hot summer day to rain and snow through control of the temperature inside the device.
VISUAL CONSISTENCY
As explained earlier, visual consistency is the second condition to attain the goal of simulating a uchronic window. Although multiple methods have been proposed to enhance the coherency between real and virtual video feeds, in the current context the real "source" is the surrounding environment seen by the user. This source is obviously not modifiable, so the only way is to correctly reproduce the real look in the virtual source.
Lighting Reproduction
Realism, and subsequently realistic lighting, has been a widely studied matter since the beginning of computer graphics. Greenberg et al. [1997] proposed a framework to obtain consistency between real objects and displayed simulations. The method we used is similar, except the focus was set on merging real and virtual objects before displaying any of them; thus, we did not consider the bias of the display.
To obtain this look, we used an image-based rendering (IBR) method as described by Callieri and Debevec [Callieri et al. 2005 ] and later Pessoa et al. [2008, 2010] . This choice is dictated by the complexity of the virtual mockup of the historical site, which reduces the possibility to render the scene in real time with the lighting effects needed to obtain a photorealistic look. This complexity is mostly hidden with an IBR technique, by precomputing a large part of the render and leaving only the lighting to transpose to the virtual result.
The IBR technique used in this work is applied to the rendering of a full panorama from the point of view of the device. From the observation that a given lighting environment is equivalent (from a given point of view) to a sum of directional lights, to a certain extent it is possible to reproduce any lighting condition by adding up multiple weighted renderings of the same panorama with the only difference between them being the position of a single directional light. Then, reproducing a lighting conditions in a virtual panorama is a three-step procedure:
(1) Render the panorama for a number n of different, unit directional lights, (2) Capture a high dynamic range (HDR) image probe of the lighting environment, and decompose it to the same directions as used for rendering, (3) Accumulate the renderings according to the weights calculated for each direction in the previous step.
Under the hypothesis that the renderings have been calculated with a physically based rendering engine, and that the camera used for capturing the light probe is colorimetrically and photometrically calibrated, the accumulation step will produce a correct HDR reproduction of the lighting conditions. These two conditions are detailed in the following paragraphs. 5.1.1 Photometric Image-Based Rendering. The final rendering of an IBR engine highly depends on the discretization of the light probe. First, correctness of the lighting reproduction is an increasing function of the number of subdivisions (and thus directional lights) of the light probe. As a reminder, the rendering equation for a diffuse nonemitting material is as follows: This equation can be approximated as the weighted summation of an infinite number of unit realization of the lighting environment:
where t pi is the i-th realization of the lighting environment, and l i is its associated weight. The reader interested in the demonstration of this equality is invited to read the references cited earlier for more details. In addition, this demonstration can be extended to more complex materials.
From the equation, IBR consists in selecting a limited number of t pi forming a basis in which the light probe can be projected. The choice of this basis is done regarding precision of the rendering (thus projection error) and computation time. As well, even if the projection induces approximations, the principle of energy conservation can be met in this process.
We invite the reader to refer to the article of Robart [1999] regarding the discretization method we used to subdivide the light probe. It goes through multiple subdivisions of a square-based pyramid, with each new vertex being projected on the sphere before the next subdivision. Any other appropriate subdivision model could have been used, although it is once again important to ensure that energy conservation is met. In our case, as the solid angle of each face is different (Figure 5 ), the weight of the corresponding light direction is calculated as follows:
where S f is the solid angle of each face, L p is the luminous intensity of pixel p from face f , and P f is the number of pixels inside each face. The solid angles of all pixels of a face are considered equal as an approximation; therefore, the higher the number of subdivisions, the lower the error. 5.1.2 Camera Calibration. Camera calibration is a two-step process. Color calibration is done first, then photometric calibration. The reason for this ordering is that photometric calibration implies calculating luminance from the three components of the color capture in a known color space, and color calibration is meant to adjust the camera so that grabbed images are described in a specific color space.
Color calibration is done by creating an ICC color profile for the camera. An image of a color card is grabbed under a known light. We used a very standard Greytag Colorchecker card for this purpose, illuminated by a white 6,500K light. A precise description of each sample of the color card is provided with it, so it is easy to calculate which color should be captured by the camera. We used the software suite Argyll CMS [Gill 2012 ] to compute the ICC profile.
Then, photometric calibration consists in calculating the ISO sensitivity S of the sensor. It is done using gray samples of the color card and a luminance meter. As the samples of the color card mostly diffuse, the luminance reflected by them is well described by Lambert's law:
where L is the measured luminance in cd.m −2 , I is the illuminance in lux, and θ is the angle to the normal of the surface. Considering that the camera is set up to be at the vertical of the color card, the measured luminance L is calculated by multiplying the illuminance measured by the luminance meter by 1 π . On the camera side, luminance is calculated as follows in the RGB E color space:
where f and t are the aperture and the exposure time, respectively, of the camera; K is a value defined by the standard (ISO 2720), which can have a value between 10.6 and 13.4 (left to the manufacturer discretion); and Z is the pixel value in grayscale and Z 0 the mean pixel value used to define the ISO sentivity, where Z 0 = 0.71 * Z max with Z max the maximum value the sensor can capture. The conversion from color to gray values is computed as follows in the RGB E color space:
From these equations, we can extract the sensitivity of the camera and thus use it as a luminance meter. In this manner, captured images can easily be converted to a physically meaningful space. Combined with the physically correct lighting reproduction method described earlier, we have a complete lighting capture and reproduction chain. 5.1.3 Evaluation of the Lighting Reproduction. The proposed method for correct reproduction of a real light environment to a virtual object or scene has been evaluated through an appropriate setup. As the method implies that light sources are distant (if not infinitely far), a test bench was set outside, composed of a color chart, a camera directed toward it, and a camera with a fisheye lens to capture a light probe. Both cameras were previously calibrated, color and sensitivity-wise. The color chart was recreated as a three-dimensional model, using the precise color values given by the manufacturer. An image database was then precomputed, and the lighting was reproduced using the method described earlier.
All of the virtual images were modeled with the open source software Blender 1 and rendered with the physically based renderer LuxRender. The capture of the real color chart and its simulation were compared. First, the mean difference in luminance over all color samples is roughly 0.5 stops. As a comparison, the difference between two successive gray samples is comprised between 1 and 1.5 stops. Second, the color difference between each sample and its reproduction were measured using the E 1994 metric. The results are visible in Figure 6 .
Mean E has a value of around 6.3, which is good because a value lower than 6 is usually considered to be acceptable in the printing industry.
Augmented Reality
Taking advantage of the lighting reproduction, it is possible to ease the merging of virtual and real live video feeds. One of the difficulties of this step is the consistency between the various merged sources, which needs tuning of the color balances and exposure/brightness settings for them to match. Considering changing lighting conditions, these parameters are subject to change as well, so on-site installations need automatic methods to update the parameters.
Let's now consider the previous calibrated lighting reproduction method, combined with a calibrated camera grabbing a live video feed of the scene we want to augment with virtual elements (Figure 7) . As both sources are calibrated, merging them becomes a simple matter from a color and exposure perspective and is a two-step process:
(1) Geometrically move both sources (with any cropping, masking, and geometrical transformation needed). (2) Apply a tone mapping on the resulting HDR image to obtain a displayable image.
The main benefit of this approach is its robustness to lighting changes, keeping at any time a similar look for all merged sources.
THE PILOT SITE OF CLUNY ABBEY (BURGUNDY, FRANCE)
As described in the introduction, since the beginning, the development of this device's goal was the site of the old and mostly destroyed church of Cluny. A small part of the original building remains (around 10%), and a recurring comment from visitors was that it was difficult to imagine the site in its previous state, as most of the traces in the ground have been replaced with newer buildings. Four devices are currently installed, available all year long, giving very different points of view of the church (Figure 8 ). The models where first created with CATIA 3 and refined with Maya, 4 then rendered with Mental Ray.
5 Although this renderer is not physically based, good reproduction results can be obtained after the calibration of its light source and careful application of a linear workflow. The visiting path goes through the remaining southern parts of the transepts, where two devices are installed and configured by the original design described in Section 4 ( Figure 9 ). These devices show fully virtual panoramas of the inside of the church, with the reproduction of the lighting environment.
Next along the visiting path is the park located next to the remains. At the opposite side of this park, a device has been installed using the alternative design described earlier. From this point of view, a full view of the church is visible and merged with the existing, more recent building, and there is a precise view of the details of the outside of the choir, the southern transept, and most towers (see Figure 9 ).
Finally, a last device is installed outside of the visiting path, in a nearby tower from which visitors have a unique side view of the site of the church. This device has introduced the use of augmented reality and is paired with a camera grabbing the view, with the virtual and real views being merged as described in the previous section (Figure 10 ).
DISCUSSION
This article described the work done to design and build an on-site virtual reality system, named rayon, 6 which complements and integrates with the surrounding remains and helps the understanding of the historical site without hiding or replacing it. From the feedback given by visitors and guides of the Cluny Abbey, these devices proved to be efficient and met their goal: it made the work of the guides more illustrative, and visitors on their own can enjoy full views of the building. An unexpected reaction happened a few times, when visitors would notice the virtual addition of the Tour des fromages (see Figure 7 ) device at first, wondering of its purpose. On the other side, we observed that contrary to young people, who are very inclined to manipulate the device (so far as to try to tap on the screen), the elderly are more prone to watch it from a distance.
Our approach is not without limitation. As detailed in this article, the hardware is fixed, so multiple devices are needed for multiple points of view. In addition, the device has to be connected to a distant control room, which can be an issue with places such as outdoor heritage sites where no such control room is available. On a different note, merging a live video feed with the re-enlightened virtual panorama is currently only possible for points of view distant from the target scene, preventing the use of augmented reality for indoor situations.
Among the improvements from which this device could benefit, the most immediate are those related to the enhancement of the window analogy. Although it seems difficult to allow multiple users to have a correct view with a single device, integrating head tracking for a single user would greatly improve the feeling of being in front of a window. Additionally, replacing the actual rendering method using fixed panoramas to a full three-dimensional rendering engine (but keeping lighting reproduction by using IBR on textures) would allow the user to see the parallax (either when moving the device or his head) and thus feel the depth in the display.
