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Abstract
A sequence x = 〈xn : n ∈ ω〉 of elements of a complete Boolean algebra (briefly c.B.a.) B converges to b ∈ B a priori (in
notation x → b) if lim inf x = lim sup x = b. The sequential topology τs on B is the maximal topology on B such that x → b
implies x→τs b, where→τs denotes the convergence in the space 〈B, τs〉— the a posteriori convergence.
These two forms of convergence, as well as the properties of the sequential topology related to forcing, are investigated. So,
the a posteriori convergence is described in terms of killing of tall ideals on ω, and it is shown that the a posteriori convergence
is equivalent to the a priori convergence iff forcing by B does not produce new reals. A property (h¯) of c.B.a.’s, satisfying t-cc
⇒ (h¯)⇒ s-cc and providing an explicit (algebraic) definition of the a posteriori convergence, is isolated. Finally, it is shown that,
for an arbitrary c.B.a. B, the space 〈B, τs〉 is sequentially compact iff the algebra B has the property (h¯) and does not produce
independent reals by forcing, and that s = ω1 implies P(ω) is the unique sequentially compact c.B.a. in the class of Suslin forcing
notions.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The sequential topology, τs , on Boolean algebras is related to significant problems belonging to several areas of
mathematics. For example, in 1937 von Neumann asked whether each weakly distributive ccc complete Boolean
algebra is a measure algebra (see [17]). In 1947 Maharam [16] gave a consistent counter-example, a Suslin algebra,
and showed that the existence of a strictly positive continuous submeasure (Maharam submeasure) on a c.B.a. B
is equivalent to the metrizability of τs . In 1998 Balcar, Glo´wczyn´ski and Jech [3] proved that τs is metrizable iff
τs is regular iff τs is Hausdorff and B is ccc iff {0} is a Gδ-set and B is weakly distributive. By a recent result of
Todorcˇevic´ [22], the condition “{0} is a Gδ-set” can be replaced by “B is a countable union of pieces having no
infinite antichains”. Since, in fact, the famous Control Measure Problem formulated by Maharam and recently solved
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by Talagrand (see [19,20]) asks whether the metrizability of τs implies that B is a measure algebra, regarding the
problem of von Neumann it should be noted that Balcar, Jech and Paza´k in [5] and, independently, Velicˇkovic´ in
[25] proved that the P-ideal dichotomy (a principle formulated by Abraham and Todorcˇevic´ in [1] and extended by
Todorcˇevic´ in [21]) implies each weakly distributive ccc c.B.a. is a Maharam algebra (and, hence, has the topology τs
metrizable). Similar results are also obtained by Farah and Zapletal in [13].
Also, the sequential topology can be used in investigation of the properties of Boolean algebras related to Boolean-
valued models and forcing. For example, in 2005 Balcar, Jech and Paza´k [5] showed that a ccc c.B.a. B does not add
independent reals iff the topology τs is sequentially compact. On the other hand, according to the results of Velicˇkovc´
obtained in [25], each non-atomic ccc c.B.a. belonging to the class of Suslin forcing notions adds independent reals.
The notation used in the paper is mainly standard. So, ω denotes the set of natural numbers and Y X denotes the set
of all functions f : X → Y . By ω↑ω we denote the set of all strictly increasing functions from ω into ω. A sequence
in the set X is each function x : ω → X . Then, instead of x(n), we usually write xn and also x = 〈xn : n ∈ ω〉.
If f ∈ ω↑ω, then the sequence y = x ◦ f is said to be a subsequence of the sequence x , and we write y ≺ x . By
|X | we denote the cardinality (the size) of the set X and, if κ is a cardinal, then [X ]κ = {A ⊂ X : |A| = κ} and
[X ]<κ = {A ⊂ X : |A| < κ}.
By c we denote the cardinality of the continuum. For subsets A and B of ω we write A ⊂∗ B if A \ B is a finite
set and A  ∗ B denotes A ⊂∗ B and B 6⊂∗ A. The set S splits the set A if the sets A ∩ S and A \ S are infinite.
S ⊂ [ω]ω is called a splitting family if each set A ∈ [ω]ω is split by some element of S and s is the minimal size
of a splitting family (the splitting number). A set P is a pseudointersection of a family T ⊂ [ω]ω if P ⊂∗ T for
each T ∈ T . A family T ⊂ [ω]ω is a tower if 〈T ,∗!〉 is a well-ordered set and T has no pseudointersection. The
tower number, t, is the minimal size of a tower in [ω]ω. If 〈P,≤〉 is a partial order, a subset D ⊂ P is called dense
if ∀p ∈ P ∃d ∈ D d ≤ p, and D is called open if p ≤ q ∈ D implies p ∈ D. The distributivity number, h, is the
minimal size of a family of dense open subsets of the order 〈[ω]ω,⊂〉 whose intersection is not dense. If f, g ∈ ωω,
then f ≤∗ g denotes: f (n) > g(n) for finitely many n ∈ ω. A family B ⊂ ωω is unbounded if there is no g ∈ ωω
such that f ≤∗ g for all f ∈ B. The minimal size of an unbounded family is denoted by b (the bounding number).
A family J ⊂ P(ω) is an ideal if: (I1) ∅ ∈ J 63 ω; (I2) A ⊂ B ∈ J ⇒ A ∈ J ; (I3) A, B ∈ J ⇒ A ∪ B ∈ J . An
ideal J is a tall ideal if each infinite X ⊂ ω has an infinite subset I ∈ J . Two sets A, B ∈ [ω]ω are almost disjoint
if |A ∩ B| < ω. A family A ⊂ [ω]ω is an almost disjoint family if each two different members of A are almost
disjoint. By Zorn’s Lemma there exist maximal infinite almost disjoint families,mad families, and it is easy to check
that if A is a mad family, then JA = {I ⊂ ω : ∃F ∈ [A]<ω I ⊂ ⋃F} is a tall ideal on ω. More on families of sets
and functions and about the corresponding small cardinals can be found by the reader in [11,24] or [6].
If 〈B,∧,∨,′ , 0, 1〉 is a Boolean algebra, B+ denotes the set of its non-zero elements. A subset A ⊂ B+ is
an antichain if, for each different a, b ∈ A, there holds a ∧ b = 0. B satisfies the κ-cc if B does not contain
κ-sized antichains. In particular, instead of ℵ1-cc we write ccc. A c.B.a. B is (ω, 2)-distributive iff the equality∧
m∈ω
∨
n∈2 bmn =
∨
f ∈2ω
∧
m∈ω bm f (m) holds for each double sequence 〈bmn : m ∈ ω ∧ n ∈ 2〉 ∈ Bω×2. If
x = 〈xn : n ∈ ω〉 is a sequence in B, then lim inf x = ∨k∈ω∧n≥k xn and lim sup x = ∧k∈ω∨n≥k xn . A sequence
x = 〈xn : n ∈ ω〉 in B converges to b ∈ B a priori (in notation x → b) if lim inf x = lim sup x = b. The sequential
topology τs on B is the maximal topology on B such that x → b implies x →τs b, where→τs denotes the convergence
in the space 〈B, τs〉— the a posteriori convergence. The closure of a set A ⊂ B in the space 〈B, τs〉 is obtained by
the iterative application (ω1-many times) of the operator of sequential closure, u(A) = {b : ∃x ∈ Aω x → b}. An
extensive analysis of the topology τs is given in [3].
The assertions contained in this paper are mainly proved by the method of forcing. So by V we will denote the
model of ZFC in which we work (the ground model). Roughly speaking, the forcing construction has the following
steps. Firstly, given a c.B.a. B ∈ V , the class VB of names is constructed by recursion (names are B-valued functions).
Secondly, for each ZFC formula ϕ(v0, . . . , vn) and arbitrary names τ0, . . . , τn , the Boolean value ‖ϕ(τ0, . . . , τn)‖ is
defined by recursion. Finally, if G ⊂ B is a B-generic filter over V (i.e. G intersects all dense subsets of B+ belonging
to V ) then for each name τ the G-evaluation of τ , denoted by τG , is defined by τG = {σG : σ ∈ dom(τ )∧τ(σ ) ∈ G},
and VB[G] = {τG : τ ∈ VB} is the corresponding generic extension of V , the minimal model of ZFC such that
V ⊂ VB[G] 3 G. The properties of VB[G] are controlled by the choice of B and G and by the forcing relation 
defined by
b  ϕ(τ) def⇐⇒ ∀G ∈ GBV (b ∈ G ⇒ VB[G]  ϕ(τG)) .
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(Here “G ∈ GBV ” will be an abbreviation for “G is a B-generic filter over V ”.) If A ∈ V , then there is a name Aˇ ∈ VB
such that in each extension VB[G] there holds ( Aˇ)G = A (for example, Aˇ = {〈a, 1〉 : a ∈ A}).
Fact 1. (a) If ϕ andψ are ZFC formulas, then ‖ϕ∧ψ‖ = ‖ϕ‖∧‖ψ‖; ‖¬ϕ‖ = ‖ϕ‖′ and ‖∀x ϕ(x)‖ =∧τ∈VB ‖ϕ(τ)‖.
Moreover, if A ∈ V , then ‖∀x ∈ Aˇ ϕ(x)‖ =∧a∈A ‖ϕ(aˇ)‖.
(b) b  ϕ iff b ≤ ‖ϕ‖.
(c) 1  ϕ ⇒ ψ iff ‖ϕ‖ ≤ ‖ψ‖.
(d) If ZFC ` ϕ(v), then 1  ϕ(τ) for each τ ∈ VB.
(e) If VB[G]  ϕ, then there is b ∈ G such that b  ϕ.
(f) If 1  ∃x ϕ(x), then 1  ϕ(τ) for some τ ∈ VB (The Maximum Principle).
A real r ∈ [ω]ω belonging to a generic extension VB[G] is new if r 6∈ V and r is an independent real if there is
no A ∈ [ω]ω ∩ V such that A ⊂ r or A ⊂ ω \ r .
If x = 〈xn : n ∈ ω〉 is a sequence in B, then τx = {〈nˇ, xn〉 : n ∈ ω} ∈ VB and 1  τx ⊂ ωˇ. Clearly, ‖nˇ ∈ τx‖ = xn ,
for each n ∈ ω. Moreover, if r ∈ P(ω) ∩ VB[G], then r = τG for some τ ∈ VB and there is b ∈ G such that
b  τ ⊂ ωˇ. If, in addition, xn = ‖nˇ ∈ τ‖, n ∈ ω, then b  τ = τx , so each real belonging to VB[G] can be
represented by a nice name of the shape τx . The following fact is well known.
Fact 2. A c.B.a. B does not add new reals by forcing iff B is (ω, 2)-distributive.
We will say that a real r ∈ [ω]ω ∩ VB[G] kills a tall ideal J ∈ V (respectively, kills a mad family A ∈ V ) if
|r ∩ I | < ω, for each I ∈ J (respectively, |r ∩ A| < ω, for each A ∈ A). The following lemma is well known but, for
the sake of completeness, we give its proof.
Lemma 1. There exist a mad family A and a tall ideal J on ω which are killed in each generic extension containing
new reals.
Proof. Let <ω2 = ⋃n∈ω{0, 1}n be the binary tree of height ω and let B be the family of all infinite chains and
antichains in the partial order 〈<ω2,⊃〉. By Zorn’s Lemma there is a maximal subfamilyA2 ⊂ B consisting of almost
disjoint elements of B and, by Ramsey’s Theorem, A2 is a mad family on the set <ω2. Let f : <ω2 → ω be a
bijection. Then, clearly, A = { f [A] : A ∈ A2} is a mad family on ω and the ideal J generated by unions of finite
subcollections of A is a tall ideal on ω.
Let r ⊂ ω be a new real belonging to VB[G]. Then its characteristic function, χr ∈ 2ω ∩ VB[G], determines a new
branch B = {χrn : n ∈ ω} in the tree <ω2 which clearly kills the mad family A2. Consequently, the real f [B] ⊂ ω
kills the mad family A and, hence, the tall ideal J as well. 
For more information about forcing, we recommend [14]. The following lemma will be frequently used in the
paper.
Lemma 2. Let B be a c.B.a., x = 〈xn : n ∈ ω〉 ∈ Bω and f ∈ ω↑ω. Then
(a) lim sup x = ‖|τx | = ωˇ‖ = ‖τx ⊂ ωˇ is infinite‖.
(b) lim inf x = ‖ωˇ ⊂∗ τx‖ = ‖τx ⊂ ωˇ is cofinite‖.
(c) 1  τx◦ f = f −1[τx ].
(d) lim sup x ◦ f = ‖| f [ω]ˇ ∩ τx | = ωˇ‖.
(e) lim inf x ◦ f = ‖ f [ω]ˇ ⊂∗ τx‖.
(f) 1  τx ′ = ωˇ \ τx , where x ′ = 〈x ′n : n ∈ ω〉.
Proof. Using Fact 1 and the equality xn = ‖nˇ ∈ τx‖, we have ‖|τx | = ωˇ‖ = ‖∀k ∈ ωˇ ∃n ≥ k n ∈ τx‖ =∧
k∈ω
∨
n≥k ‖nˇ ∈ τx‖ = lim sup x and (a) is proved. The proof of (b) is analogous. For the proof of (c), suppose
G ∈ GBV . Then n ∈ (τx◦ f )G iff x f (n) ∈ G iff f (n) ∈ (τx )G iff n ∈ f −1[(τx )G] and (c) is proved. Let us prove (d).
Using (a) and (c), we obtain lim sup x ◦ f = ‖|τx◦ f | = ωˇ‖ = ‖| f −1[τx ]| = ωˇ‖ = ‖| f [ω]ˇ ∩ τx | = ωˇ‖, since f is an
injection. The proof of (e) is similar. Finally, (f) is true since n ∈ (τx ′)G iff x ′n ∈ G iff xn 6∈ G iff n ∈ ω \ (τx )G . 
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2. Convergence in arbitrary complete Boolean algebras
In this section we give two characterizations of convergence in the spaces of the shape 〈B, τs〉. The first of them,
Theorem 1, is a combinatorial one, while the second, Theorem 5, is a forcing characterization. Also, we describe
the algebras in which the a priori convergence and the a posteriori convergence coincide (Theorem 2) and isolate
a necessary condition for convergence (Theorem 3) which is a sufficient condition as well in the class of c.B.a.s
considered in Section 3.
Lemma 3. Let B be a c.B.a. and x a sequence in B. Then the following conditions are equivalent:
(a) x →τs b;
(b) ∀y ≺ x ∃z ≺ y z → b;
(c) ∀ f ∈ ω↑ω ∃g ∈ ω↑ω lim sup x ◦ f ◦ g = lim inf x ◦ f ◦ g = b;
(d) ∀A ∈ [ω]ω ∃B ∈ [A]ω ‖|Bˇ ∩ τx | = ωˇ‖ = ‖Bˇ ⊂∗ τx‖ = b.
Proof. The equivalence (a)⇔(b), mentioned in [3], is a consequence of known and more general considerations (see
[7], or Chapter X of [8] or [12]). Clearly, (c) is (b) written in another way.
(c)⇒(d). Let condition (c) hold. Let A ∈ [ω]ω and let fA : ω → ω be the increasing enumeration of the set A.
Then, by (c), there is a function g ∈ ω↑ω such that
lim sup x ◦ fA ◦ g = lim inf x ◦ fA ◦ g = b. (1)
Since fA and g are injections, we have B
def= fA [g[ω]] ∈ [A]ω and, using Lemma 2 and (1), we obtain
‖|Bˇ ∩ τx | = ωˇ‖ = ‖Bˇ ⊂∗ τx‖ = b.
(d)⇒(c). Let (d) hold, let f ∈ ω↑ω and A = f [ω]. Then by (d) there exists B ∈ [A]ω such that
‖|Bˇ ∩ τx | = ωˇ‖ = ‖Bˇ ⊂∗ τx‖ = b. (2)
Let C = f −1[B] and let gC : ω → ω be the increasing enumeration of the set C . Since B ⊂ f [ω], we have
f [gC [ω]] = B so, by Lemma 2 and (2), there holds lim sup x ◦ f ◦ gC = lim inf x ◦ f ◦ gC = b, and (c) is proved. 
Lemma 4. Let B be a c.B.a., x ∈ Bω and b ∈ B. Then
J xb def= [ω]<ω ∪
{
B ∈ [ω]ω : ‖|Bˇ ∩ τx | = ωˇ‖ = ‖Bˇ ⊂∗ τx‖ = b
}
is an ideal in P(ω) or J xb = P(ω).
Proof. Assuming that J xb 6= P(ω), we prove that J xb is an ideal.
(I2) Let C ⊂ B ∈ J xb . If C is a finite set, then clearly C ∈ J xb . Otherwise, since 1  Bˇ ⊂∗ τx ⇒ Cˇ ⊂∗ τx ⇒ |Cˇ ∩
τx | = ωˇ⇒ |Bˇ∩τx | = ωˇ, by Fact 1 we have b = ‖Bˇ ⊂∗ τx‖ ≤ ‖Cˇ ⊂∗ τx‖ ≤ ‖|Cˇ∩τx | = ωˇ‖ ≤ ‖|Bˇ∩τx | = ωˇ‖ = b,
thus C ∈ J xb .
(I1) Clearly, ∅ ∈ J xb and, by (I2), ω ∈ J xb would imply J xb = P(ω), thus ω 6∈ J xb .
(I3) Assuming B,C ∈ J xb , we prove B ∪ C ∈ J xb . If the sets B and C are infinite, then ‖|(B ∪ C )ˇ ∩ τx = ωˇ‖ =
‖|Bˇ ∩ τx | = ωˇ‖ ∨ ‖|Cˇ ∩ τx | = ωˇ‖ = b ∨ b = b and ‖(B ∪ C )ˇ ⊂∗ τx‖ = ‖Bˇ ⊂∗ τx‖ ∧ ‖Cˇ ⊂∗ τx‖ = b ∧ b = b, so
B ∪ C ∈ J xb . If the sets B and C are finite, then B ∪ C ∈ [ω]<ω ⊂ J xb . Finally, if exactly one of two sets, say B, is
finite, then ‖|(B ∪C )ˇ∩ τx | = ωˇ‖ = ‖|Cˇ ∩ τx | = ωˇ‖ = b and ‖(B ∪C )ˇ ⊂∗ τx‖ = ‖Cˇ ⊂∗ τx‖ = b, thus B ∪C ∈ J xb
again. 
We note that the ideal J xb can be defined algebraically (without mention of forcing), since B ∈ J xb ∩ [ω]ω iff∧
k∈ω
∨
n∈B\k xn =
∨
k∈ω
∧
n∈B\k xn = b.
Theorem 1. Let B be a c.B.a., let x ∈ Bω and b ∈ B. Then:
(i) The sequence x converges to b a posteriori if and only if J xb is a tall ideal in P(ω) or J xb = P(ω).
(ii) The sequence x converges to b a priori if and only if J xb = P(ω).
(iii) The sequence x converges to b a posteriori, but not a priori if and only if J xb is a tall ideal in P(ω). Then, in
some generic extension VB[G], the set (τx )G or its complement kills J xb .
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Proof. (ii) According to the definition of algebraic convergence, x → b if and only if lim sup x = lim inf x = b, that
is, by Lemma 2, ‖|τx | = ωˇ‖ = ‖ωˇ ⊂∗ τx‖ = b, which is equivalent to ω ∈ J xb and, by Lemma 4, to J xb = P(ω).
(i) Let x →τs b. If J xb = P(ω), then we are done. Otherwise, by Lemma 4, J xb is an ideal in P(ω) and, by (d) of
Lemma 3, it is tall. Conversely, if J xb is a tall ideal, then (d) of Lemma 3 holds and x →τs b. Otherwise, J xb = P(ω)
so, by (ii), x → b, which implies x →τs b.
(iii) The first claim follows from (i) and (ii). Let x →τs b and x 6→ b. By Fact 1, for each B ∈ J xb ∩ [ω]ω we have
lim inf x = ‖ωˇ ⊂∗ τx‖ ≤ ‖Bˇ ⊂∗ τx‖ = b = ‖|Bˇ ∩ τx | = ωˇ‖ ≤ ‖|τx | = ωˇ‖ = lim sup x . Since x 6→ b, we have
lim inf x < lim sup x , so lim inf x < b or b < lim sup x .
If lim inf x < b, then c = b∧‖|ωˇ\τx | = ωˇ‖ > 0. Now c ≤ b implies that c ≤ ‖Bˇ ⊂∗ τx‖, for each B ∈ J xb ∩[ω]ω,
which means that c  ∀B ∈ J xb ˇ|B ∩ ωˇ \ τx | < ωˇ. Thus if G is B-generic filter and c ∈ G, then in VB[G] the set
ω \ (τx )G is infinite and kills the tall ideal J xb .
If b < lim sup x , then c = b′∧‖|τx | = ωˇ‖ > 0. Now c ≤ b′ implies that c ≤ ‖|Bˇ∩τx | < ωˇ‖, for all B ∈ J xb ∩[ω]ω,
which implies that c  ∀B ∈ J xb ˇ|B ∩ τx | < ωˇ. So c forces the set τx to be infinite and kills J xb . 
Remark 1. Clearly, J xb is a tall ideal or P(ω) iff the set Dxb = J xb ∩ [ω]ω is dense in the partial order 〈[ω]ω,⊂〉. So,
by the previous theorem, x →τs b iff the set Dxb is dense in 〈[ω]ω,⊂〉 and x → b iff Dxb = [ω]ω.
According to (iii) of the previous theorem and since a real which kills a tall ideal must be new, we conclude that if
a c.B.a. B does not produce new reals by forcing (or equivalently, if B is (ω, 2)-distributive), then the convergence a
posteriori is equal to the convergence a priori. The converse will be proved in the sequel.
Lemma 5. Let B be a c.B.a., y ∈ Bω and J ⊂ P(ω) a tall ideal. If c = ‖|τy | = ωˇ ∧ ∀B ∈ Jˇ |B ∩ τy | < ωˇ‖ > 0,
then the sequence x = 〈yn ∧ c : n ∈ ω〉 converges to 0 a posteriori, but not a priori.
Proof. Clearly, c′  τx = ∅ˇ and c  τx = τy because, whenever G is a B-generic filter containing c, there holds:
n ∈ (τx )G iff yn ∧ c ∈ G iff yn ∈ G iff n ∈ (τy)G . Consequently, in each generic extension VB[G], the set (τx )G is
either empty or almost disjoint with each B ∈ J , thus (τx )G is not a cofinite set and, by Lemma 2, lim inf x = 0. On
the other hand, lim sup x = c ∧ lim sup y = c ∧ ‖|τy | = ωˇ‖ = c > 0, thus the sequence x does not converge a priori.
Let us prove x →τs 0, that is (by Lemma 3),
∀A ∈ [ω]ω ∃B ∈ [A]ω ‖|Bˇ ∩ τx | = ωˇ‖ = ‖Bˇ ⊂∗ τx‖ = 0. (3)
Let A ∈ [ω]ω. Since J is a tall ideal, there exists B ∈ J ∩ [A]ω. Now c  τx = τy implies that c ≤ ‖|Bˇ ∩ τx | < ωˇ‖
and c′  τx = ∅ˇ implies that c′ ≤ ‖|Bˇ ∩ τx | < ωˇ‖. Hence ‖|Bˇ ∩ τx | < ωˇ‖ = 1, that is ‖|Bˇ ∩ τx | = ωˇ‖ = 0. Since
|B| = ω, we have ‖Bˇ ⊂∗ τx‖ ≤ ‖|Bˇ ∩ τx | = ωˇ‖, which implies ‖Bˇ ⊂∗ τx‖ = 0 and (3) is proved. 
Theorem 2. Let B be a c.B.a. Then the convergence a priori is equal to the convergence a posteriori if and only if
forcing by B does not produce new reals (or, equivalently, if B is (ω, 2)-distributive).
Proof. The direction (⇐) follows from Theorem 1.
(⇒) Suppose that B is not (ω, 2)-distributive. Then, in some generic extension VB[G], a new real appears and, by
Lemma 1, there is a real r ∈ VB[G] which kills some tall ideal J ⊂ P(ω). Let yn = ‖nˇ ∈ r‖, n ∈ ω. Then the
assumptions of the previous lemma are satisfied and two convergences are not equal. 
In the sequel we give a necessary condition for a posteriori convergence in an arbitrary c.B.a. For this purpose, for
a sequence x in a c.B.a. B we define two elements of B, ax and bx by:
ax =∧A∈[ω]ω∨B∈[A]ω∨k∈ω∧n∈B\k xn,
bx =∨A∈[ω]ω∧B∈[A]ω∧k∈ω∨n∈B\k xn .
Using the elementary properties of Boolean values, it is easy to prove the following lemma.
Lemma 6. Let B be a c.B.a. and x ∈ Bω. Then
ax = ∧A∈[ω]ω∨B∈[A]ω ‖Bˇ ⊂∗ τx‖
= ‖∀A ∈
(
([ω]ω)V
)ˇ
∃B ∈
(
([A]ω)V
)ˇ
B ⊂∗ τx‖
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= ‖∀A ∈
(
([ω]ω)V
)ˇ
∃B ∈
(
([A]ω)V
)ˇ
B ⊂ τx‖
= ∧A∈[ω]ω∨B∈[A]ω∧n∈B xn,
bx = ∨A∈[ω]ω∧B∈[A]ω ‖|Bˇ ∩ τx | = ωˇ‖
= ‖∃A ∈
(
([ω]ω)V
)ˇ
∀B ∈
(
([A]ω)V
)ˇ
|B ∩ τx | = ωˇ‖
= ‖∃A ∈
(
([ω]ω)V
)ˇ
∀B ∈
(
([A]ω)V
)ˇ
B ∩ τx 6= ∅ˇ‖
= ∨A∈[ω]ω∧B∈[A]ω∨n∈B xn .
(We remark that “∀B ∈ (([A]ω)V )ˇϕ” is an abbreviation for “∀B ∈ (([ω]ω)V )ˇ (B ⊂ A ⇒ ϕ)”, etc.) Also, there
holds:
Lemma 7. Let B be a c.B.a. and x ∈ Bω. Then
lim inf x ≤ ax ≤ bx ≤ lim sup x .
Proof. This follows from the previous lemma, Fact 1, and the fact that 1 (the unity of B) forces the following chain
of implications:
ωˇ ⊂∗ τx ⇒ ∀A ∈
(
([ω]ω)V
)ˇ
∃B ∈
(
([A]ω)V
)ˇ
B ⊂∗ τx
⇒ ∃A ∈
(
([ω]ω)V
)ˇ
A ⊂∗ τx
⇒ ∃A ∈
(
([ω]ω)V
)ˇ
A ⊂ τx
⇒ ∃A ∈
(
([ω]ω)V
)ˇ
∀B ∈
(
([A]ω)V
)ˇ
|B ∩ τx | = ωˇ
⇒ |τx | = ωˇ. 
Theorem 3. Let B be a c.B.a., x ∈ Bω and b ∈ B. Then
x →τs b ⇒ ax = bx = b.
Proof. Let x →τs b, that is, by Lemma 3,
∀A ∈ [ω]ω ∃B ∈ [A]ω ‖|Bˇ ∩ τx | = ωˇ‖ = ‖Bˇ ⊂∗ τx‖ = b. (4)
So, for an arbitrary A ∈ [ω]ω there is BA ∈ [A]ω such that ‖|BˇA ∩ τx | = ωˇ‖ = b, which implies∧B∈[A]ω ‖|Bˇ ∩ τx | =
ωˇ‖ ≤ b. So, by Lemma 6, bx ≤ b. By (4) again, for an arbitrary A ∈ [ω]ω, there is BA ∈ [A]ω such that
‖BˇA ⊂∗ τx‖ = b, so∨B∈[A]ω ‖Bˇ ⊂∗ τx‖ ≥ b, thus by Lemma 6 we have ax ≥ b, so ax ≥ bx . Finally, according to
Lemma 7 there holds ax = bx . 
Finally, we show that the converse is not true. Namely, there holds
Theorem 4. Let B be a c.B.a. which has an antichain of size c and produces new reals in each generic extension.
Then there is a sequence x in B which does not converge a posteriori, although ax = bx .
Proof. By Lemma 1 there is a madf A on ω which is killed in each generic extension containing new reals. Thus, by
the assumption, 1  ∃r (r ∈ [ωˇ]ωˇ ∧ ∀A ∈ Aˇ |r ∩ A| < ωˇ) and, by The Maximum Principle, there is a B-name, pi ,
such that
1  pi ∈ [ωˇ]ωˇ ∧ ∀A ∈ Aˇ |pi ∩ A| < ωˇ. (5)
Let us fix an enumeration [ω]ω = {Sα : α < c} and choose bijections fα : Sα → ω, α < c. Let {bα : α < c} ⊂ B+ be
a maximal antichain in B and let the name σ be defined by σ = {〈nˇ,∨α<c bα ∧ ‖ fα(n)ˇ ∈ pi‖〉 : n ∈ ω}.
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Claim 1. bα  σ = f −1α [pi ].
Proof of Claim 1. Let G be aB-generic filter over V and bα0 ∈ G. Then n ∈ σG iff bα0∧
∨
α<c bα∧‖ fα(n)ˇ ∈ pi‖ ∈ G
iff bα0 ∧ ‖ fα0(n)ˇ ∈ pi‖ ∈ G iff ‖ fα0(n)ˇ ∈ pi‖ ∈ G iff fα0(n) ∈ piG iff n ∈ f −1α0 [piG]. Thus σG = f −1α0 [piG] and
Claim 1 is proved. 
Clearly, for α < c, Aα = { f −1α [A] : A ∈ A} is a mad family on the set Sα .
Claim 2. bα  σ ∈ [Sˇα]ωˇ ∧ ∀A ∈ Aˇα|σ ∩ A| < ωˇ.
Proof of Claim 2. According to (5) and Claim 1, we have bα  σ ∈ [Sˇα]ωˇ. Let bα ∈ G and A ∈ Aα . Then
A = f −1α [A1] for some A1 ∈ A and, by (5), we have |piG ∩ A1| < ω which, since fα is a bijection, implies that
| f −1α [piG] ∩ A| < ω, that is, by Claim 1, |σG ∩ A| < ωˇ and Claim 2 is proved. 
Claim 3. 1  ∀A ∈ (([ω]ω)V )ˇ ∃B ∈ (([A]ω)V )ˇ |σ ∩ B| < ωˇ.
Proof of Claim 3. Let G be a B-generic filter over V . Then there is exactly one α0 < c such that bα0 ∈ G and, by
Claim 2,
σG ∈ [Sα0 ]ω ∧ ∀A ∈ Aα0 |σG ∩ A| < ω. (6)
Let A ∈ ([ω]ω)V . Then there is α1 < c such that A = Sα1 . If |Sα1 ∩ Sα0 | < ω, then, by (6), we have |Sα1 ∩ σG | < ω,
that is, for B = A there holds |σG ∩ B| < ω. Otherwise, if |Sα1 ∩ Sα0 | = ω, then, since Aα0 is a mad family on the
set Sα0 , there is C ∈ Aα0 such that the set B = C ∩ Sα1 ∩ Sα0 is infinite. By (6), |σG ∩ C | < ω, which implies that|σG ∩ B| < ω and Claim 3 is proved. 
Claim 4. ∀A ∈ [ω]ω ‖| Aˇ ∩ σ | = ωˇ‖ > 0.
Proof of Claim 4. If A ∈ [ω]ω, then A = Sα0 for some α0 < c. By Claim 2, bα0  σ ∈ [ Aˇ]ωˇ and consequently
bα0  | Aˇ ∩ σ | = ωˇ. By the assumption, bα0 > 0 and Claim 4 is proved. 
Let xn = ‖nˇ ∈ σ‖′, n ∈ ω. Then, by Lemma 2, 1  τx = ωˇ \ σ , hence by Claim 3 we have ax = ‖∀A ∈
(([ω]ω)V )ˇ ∃B ∈ (([A]ω)V )ˇ B ⊂∗ τx‖ = 1 and, according to Lemma 7, bx = 1.
Suppose x →τs b. Then, by Theorem 3, b = 1, so, by Lemma 3 there exists A ∈ [ω]ω such that ‖ Aˇ ⊂∗ τx‖ = 1.
But this is impossible because, by Claim 4, ‖| Aˇ ∩ ωˇ \ τx | = ωˇ‖ > 0, thus the sequence x does not converge a
posteriori. 
Now, a forcing characterization of convergence follows.
Theorem 5. Let B be a c.B.a. and x ∈ Bω. Then:
(a) x converges a priori if and only if
1  τx is finite or cofinite. (7)
(b) x converges a posteriori if and only if there exists a tall ideal J on ω such that
1  τx is finite or cofinite or kills Jˇ or τ cx kills Jˇ . (8)
(c) If x converges a posteriori, then x →τs b, where b = ‖∀B ∈ Jˇ B ⊂∗ τx‖ and there holds J ⊂ J xb .
Proof. (a) By definition, the sequence x converges a priori iff lim inf x = lim sup x which is, by Lemma 2, equivalent
to ‖|τx | = ωˇ‖ ≤ ‖|ωˇ \ τx | < ωˇ‖, that is, 1  |τx | < ωˇ ∨ |ωˇ \ τx | < ωˇ.
(b) (⇒) Let x →τs b. If x → b, then (7) holds, hence (8) holds trivially, for each tall ideal J . Otherwise, if x
does not converge a priori, then, by Theorem 1, J xb is a tall ideal. By Theorem 3 we have b = ax = bx which, by
Lemma 7, implies that lim inf x ≤ b ≤ lim sup x . Thus, 1 = lim inf x ∨ (b \ lim inf x)∨ (lim sup x \b)∨ (1\ lim sup x)
is a partition of the unity (some members of which can be zero). In order to prove (8), suppose that G is a B-generic
filter over V . If lim inf x ∈ G or 1 \ lim sup x ∈ G, then (τx )G is a cofinite or a finite set and we are done. If
b \ lim inf x ∈ G, then ω \ (τx )G is an infinite set and, for each B ∈ J xb ∩ [ω]ω, we have b = ‖Bˇ ⊂∗ τx‖ ∈ G, which
implies |B ∩ ω \ (τx )G | < ω, for every B ∈ J xb . Thus (τx )cG kills J xb . Finally, if lim sup x \ b ∈ G, then (τx )G is an
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infinite set and, for each B ∈ J xb ∩ [ω]ω, there holds b′ = ‖|Bˇ ∩ τx | < ωˇ‖ ∈ G. So |B ∩ (τx )G | < ω for all B ∈ J xb ,
that is, (τx )G kills the tall ideal J xb and (8) is proved.
(⇐) Let J be a tall ideal on ω such that (8) holds. Let us prove the equality
‖∀B ∈ Jˇ B ⊂∗ τx‖ = ‖∃B ∈ Jˇ |B ∩ τx | = ωˇ‖. (9)
Let B0 ∈ J ∩ [ω]ω. Then ∧B∈J ‖Bˇ ⊂∗ τx‖ ≤ ‖Bˇ0 ⊂∗ τx‖ ≤ ‖|Bˇ0 ∩ τx | = ωˇ‖ ≤ ∨B∈J ‖|Bˇ ∩ τx | = ωˇ‖, so
we proved “≤” in (9). Suppose that “<” holds in (9). Then there is a generic extension VB[G] such that there are
B0, B1 ∈ J satisfying |B0 ∩ (τx )G | = ω and |B1 ∩ (τx )cG | = ω. Consequently, (τx )G is neither finite nor cofinite and
neither (τx )G nor (τx )cG kills J . A contradiction.
Let b = ‖∀B ∈ Jˇ B ⊂∗ τx‖. In order to prove x →τs b, we check condition (d) of Lemma 3. Let A ∈ [ω]ω. Since
J is a tall ideal, there is B0 ∈ [A]ω ∩ J . Then, by (9), b ≤ ‖Bˇ0 ⊂∗ τx‖ ≤ ‖|Bˇ0 ∩ τx | = ωˇ‖ ≤ b, which implies
‖Bˇ0 ⊂∗ τx‖ = ‖|Bˇ0 ∩ τx | = ωˇ‖ and we are done.
(c) is proved in the proof of (b). 
Example 1. A sequence x which does not converge, although τx kills some tall ideal in some extension. Let B be a
c.B.a. which produces new reals in each extension. Then, using Lemma 1, as in the proof of Theorem 4, we find a tall
ideal J and a sequence y such that
1  τy ∈ [ωˇ]ωˇ ∧ ∀B ∈ Jˇ |B ∩ τy | < ωˇ. (10)
Let P = {0, 2, 4, . . .} and Q = {1, 3, 5, . . .}. By (10), ‖|τy ∩ Pˇ| = ωˇ‖ > 0 or ‖|τy ∩ Qˇ| = ωˇ‖ > 0. W.l.o.g. suppose
that the first inequality holds and let 0 < p < ‖|τy ∩ Pˇ| = ωˇ‖ and x = 〈y0 ∧ p, p′, y2 ∧ p, p′, y4 ∧ p, . . .〉.
It is easy to check that p  τx = τy ∩ Pˇ and p′  τx = Qˇ. So, by the choice of p and (10), we have
p  |τx | = ωˇ ∧ ∀B ∈ Jˇ |B ∩ τx | < ωˇ, thus τx kills J in some extensions. On the other hand, p < 1 implies
that p′ > 0 so, if G is a B-generic filter over V and p′ ∈ G, then in VB[G] we have (τx )G = {1, 3, 5, . . .}. Hence
(τx )G is an infinite coinfinite old subset of ω which can not kill any tall ideal, and by Theorem 5 the sequence x does
not converge.
According to Theorem 5, if a sequence x ∈ Bω converges a priori, then the real named by τx must be old in each
generic extension and, if x converges a posteriori but not a priori, then the corresponding real must be new sometimes.
But everything is possible here, as the following example shows.
Example 2. Convergence versus novelty. First, 1  τx , τy ∈ V , where x = 〈0, 0, 0, . . .〉 and y = 〈0, 1, 0, 1, . . .〉, but
the sequence x converges a priori while y does not converge at all. Secondly, if J is a tall ideal and 1  “τx kills J ”,
then x converges and 1  τx 6∈ V . Finally, let 1  τy 6∈ V , let ω = A ∪ B ∪ C , where A, B and C are disjoint infinite
sets and let f : ω → B be a bijection. If τx is a B-name for the set A ∪ f [τy], then 1  τx 6∈ V and the sequence x
does not converge by Theorem 5(b).
We remark that in [10] the reader can find an extensive study of stability of tall ideals in several generic extensions.
3. Condition (h¯)
We will say that a c.B.a. B satisfies condition (h¯) if and only if, for each sequence x ∈ Bω, the set Dx ⊂ [ω]ω
defined by
Dx =
{
A ∈ [ω]ω : ∀B ∈ [A]ω ‖|Bˇ ∩ τx | = ωˇ‖ = ‖| Aˇ ∩ τx | = ωˇ‖
}
is dense in the partial order 〈[ω]ω,⊂〉, (i.e. ∀S ∈ [ω]ω ∃A ∈ Dx A ⊂ S). Clearly, there holds:
Lemma 8. The set Dx is open in the poset 〈[ω]ω,⊂〉 (that is, A1 ⊂ A ∈ Dx implies A1 ∈ Dx ).
In the sequel we compare condition (h¯) with the cellularity of c.B.a.s. The following theorem was proved by Balcar,
Franek and Hrusˇka in [4] and we give its proof in order to make the text complete.
Theorem 6 (Balcar, Franek and Hrusˇka). If a c.B.a. B satisfies the t-cc, then it satisfies (h¯).
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Proof. Suppose that B does not satisfy (h¯). Then there exists S ∈ [ω]ω such that
∀A ∈ [S]ω ∃B ∈ [A]ω ‖|Bˇ ∩ τx | = ωˇ‖ < ‖| Aˇ ∩ τx | = ωˇ‖. (11)
Using the elementary properties of forcing, we easily prove that, for each A, B ∈ [ω]ω,
B ⊂∗ A ∧ ‖|Bˇ ∩ τx | = ωˇ‖ < ‖| Aˇ ∩ τx | = ωˇ‖ ⇒ B  ∗ A. (12)
Using recursion, we define a sequence of sets Aα ∈ [S]ω, α < t, such that
α < β ⇒ Aβ  ∗ Aα ∧ ‖| Aˇβ ∩ τx | = ωˇ‖ < ‖| Aˇα ∩ τx | = ωˇ‖. (13)
Let A0 = S. Let ξ < t and let Aα , α < ξ be defined such that (13) holds.
If ξ = α + 1, then Aα ∈ [S]ω and, because of (11), we can choose Aξ ∈ [Aα]ω such that ‖| Aˇξ ∩ τx | = ωˇ‖ <
‖| Aˇα ∩ τx | = ωˇ‖. By (12), there holds Aξ  ∗ Aα and the sequence Aα, α ≤ ξ , satisfies (13).
If ξ is a limit ordinal, then, since ξ < t and (by the hypothesis) 〈{Aα : α < ξ}, ∗ ⊃〉 is a well ordering, there is a
pseudointersection A ∈ [S]ω, i.e.
∀α < ξ A ⊂∗ Aα, (14)
which implies
∀α < ξ ‖| Aˇ ∩ τx | = ωˇ‖ ≤ ‖| Aˇα ∩ τx | = ωˇ‖. (15)
Now, using (11), we choose Aξ ∈ [A]ω such that ‖| Aˇξ ∩ τx | = ωˇ‖ < ‖| Aˇ ∩ τx | = ωˇ‖. By (12), this implies Aξ  ∗ A
which, according to (14) and (15), implies
∀α < ξ
(
Aξ  ∗ Aα ∧ ‖| Aˇξ ∩ τx | = ωˇ‖ < ‖| Aˇα ∩ τx | = ωˇ‖
)
.
Hence the sequence Aα , α ≤ ξ , satisfies (13) again.
So, we obtain a decreasing sequence 〈bα : α < t〉 in B, where bα = ‖| Aˇα∩τx | = ωˇ‖, and {bα \bα+1 : α < t} ⊂ B+
is an antichain in B witnessing B is not t-cc. 
Theorem 7. If a c.B.a. B satisfies (h¯), then it satisfies the s-cc.
Proof. Suppose that B is not s-cc. Let A = {bα : α < s} ⊂ B+ be a maximal antichain of size s and let
S = {Sα : α < s} ⊂ [ω]ω be a splitting family. We define a name for a subset of ω, τ , by
τ =
{
〈nˇ,
∨
{bα : α < s ∧ n ∈ Sα}〉 : n ∈ ω
}
.
Firstly, we prove that, for each α < s, there holds
bα  τ = Sˇα. (16)
Let bα0 ∈ G, where G is a B-generic filter over V . If n ∈ τG , then xn =
∨{bα : α < s ∧ n ∈ Sα} ∈ G, which implies
bα0 ∧ xn ∈ G, and consequently there is α < s such that n ∈ Sα and bα0 ∧ bα > 0. This implies that α = α0 and
n ∈ Sα0 . Conversely, if n ∈ Sα0 , then bα0 ≤ xn , thus xn ∈ G and n ∈ τG . So τG = Sα0 and (16) is proved.
Let us prove
∀A ∈ [ω]ω ∃B ∈ [A]ω ‖|Bˇ ∩ τ | = ωˇ‖ < ‖| Aˇ ∩ τ | = ωˇ‖. (17)
Let A ∈ [ω]ω and let Sα0 split A. Then B = A \ Sα0 ∈ [A]ω, so
‖|Bˇ ∩ τ | = ωˇ‖ ≤ ‖| Aˇ ∩ τ | = ωˇ‖. (18)
Also, we have |A ∩ Sα0 | = ω and, by (16), bα0  τ = Sˇα0 , thus bα0  | Aˇ ∩ τ | = ωˇ, that is, bα0 ≤ ‖| Aˇ ∩ τ | = ωˇ‖.
Suppose that the equality holds in (18). Then, by the last inequality, bα0  |Bˇ ∩ τ | = ωˇ and, according to (16), we
have bα0  |Bˇ ∩ Sˇα0 | = ωˇ, which is impossible. Thus we have “<” in (18) and (17) is proved. Now, by (17), the
sequence x = 〈xn : n ∈ ω〉 witnesses B that does not satisfy (h¯). 
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Theorem 8. Let B be an (ω, 2)-distributive c.B.a. Then B satisfies (h¯) if and only if B is s-cc.
Proof. By the previous theorem, the implication “⇐” remains to be proved. Suppose ¬(h¯). Then there exist x ∈ Bω
and S ∈ [ω]ω such that
∀A ∈ [S]ω ∃B ∈ [A]ω ‖| Aˇ ∩ τx | = ωˇ ∧ |Bˇ ∩ τx | < ωˇ‖ > 0. (19)
Since B is (ω, 2)-distributive, there holds 1  τx ∈ (P(ω)V )ˇ . Let
T =
{
C ∈ [ω]ω : ‖τx = Cˇ‖ > 0
}
and, for C ∈ T , let bC = ‖τx = Cˇ‖. Firstly, we prove that {bC : C ∈ T } is a maximal antichain below
b = ‖|τx | = ωˇ‖. Clearly, bC ≤ b, for allC ∈ T and bC1∧bC2 = 0, for differentC1,C2 ∈ T . Since 1  τx ∈ (P(ω)V )ˇ,
we have b  ∃C ∈ (([ω]ω)V )ˇ τx = C , that is, ∀p ∈ (0, b] ∃C ∈ [ω]ω p ∧ bC > 0 and the maximality is proved.
Now we prove that T is a splitting family on the set S. Let A ∈ [S]ω. By (19) there is B ∈ [A]ω such that
b∗ = ‖| Aˇ ∩ τx | = ωˇ ∧ |Bˇ ∩ τx | < ωˇ‖ > 0. Clearly, b∗ ≤ b, so there is C0 ∈ T such that b∗ ∧ bC0 > 0. Let G be
a B-generic filter containing b∗ ∧ bC0 . Then in VB[G] we have (τx )G = C0, |(τx )G ∩ A| = ω and |(τx )G ∩ B| < ω,
which implies C0 splits A.
Since |T | ≥ s, {bC : C ∈ T } is an antichain in B of size ≥ s, thus B is not a s-cc algebra. 
Corollary 1. (a) Let κ ≥ ω be a cardinal. The algebra P(κ) is not κ-cc and satisfies (h¯) if and only if κ < s.
(b) The implication “(h¯) ⇒ s-cc” is the best possible in ZFC, more precisely s = min
{κ ∈ Card : Each c.B.a. having (h¯) has the κ-cc}.
(c) ZFC 6` (h¯)⇒ κ-cc, for κ ∈ {t, h, b}.
(d) ZFC 6` b-cc⇒ (h¯).
Proof. (a) Clearly, P(κ) is not a κ-cc algebra and it is (ω, 2)-distributive. So, by Theorem 8, P(κ) satisfies (h¯) iff
P(κ) is s-cc iff κ < s.
(b) The inequality “≥” follows from Theorem 7. For a proof of “≤”, suppose that κ < s. Then, by (a), the algebra
P(κ) has (h¯), but it is not κ-cc.
(c) Since ZFC ` t ≤ h ≤ b (see [2]) and Con(b < s) (see [9]), for κ ∈ {t, h, b} we have Con(κ < s). So, in a
model of κ < s, the algebra P(κ) has (h¯) (by (a)) but it is not κ-cc.
(d) It is well known that Con(s < b) (see, for example, [18]). So, in a model of s < b, the algebra P(s) is b-cc, but
it does not satisfy condition (h¯) by (a). 
Corollary 2. Conditions (h¯) and ccc are equivalent (in the class of all c.B.a.s) if and only if s = ω1.
Proof. Let (h¯)⇔ ccc and suppose that s > ω1. Then, by Theorem 8, P(ω1) satisfies (h¯), that is, ccc, which is not true.
Thus s = ω1. Conversely, if s = ω1, then clearly t = ω1 and, using Theorems 6 and 7, we obtain (h¯)⇔ ω1-cc. 
So “(h¯)⇔ s-cc” is consistent. We do not know whether ZFC ` s-cc⇒ (h¯), even whether ZFC ` h-cc⇒ (h¯).
The following two equivalents of condition (h¯) will be used in the sequel.
Lemma 9. A c.B.a. B satisfies (h¯) if and only if, for each sequence x ∈ Bω, the set
∆x =
{
A ∈ [ω]ω : ∀B ∈ [A]ω ‖Bˇ ⊂∗ τx‖ = ‖ Aˇ ⊂∗ τx‖
}
is dense in the partial order 〈[ω]ω,⊂〉.
Proof. Firstly, we prove that, for each sequence x ∈ Bω and each A, B ∈ [ω]ω, there holds
‖|Bˇ ∩ τx | = ωˇ‖ = ‖| Aˇ ∩ τx | = ωˇ‖ ⇔ ‖Bˇ ⊂∗ τx ′‖ = ‖ Aˇ ⊂∗ τx ′‖ (20)
where x ′ = 〈x ′n : n ∈ ω〉. The left equality holds iff ‖|Bˇ ∩ τx | < ωˇ‖ = ‖| Aˇ ∩ τx | < ωˇ‖, that is, ‖Bˇ ⊂∗ ωˇ \ τx‖ =
‖ Aˇ ⊂∗ ωˇ \ τx‖ which is, by Lemma 2, equivalent to the right equality and (20) is proved. Hence
∀x ∈ Bω Dx = ∆x ′ . (21)
Let condition (h¯) hold, and let x ∈ Bω. Then x ′ ∈ Bω, and because of (h¯), Dx ′ is a dense subset of [ω]ω. By (21), the
set ∆x is dense in [ω]ω and “⇒” is proved. The proof of the another implication is analogous. 
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Lemma 10. A c.B.a. B satisfies condition (h¯) if and only if
∀x ∈ Bω ∃y ≺ x ∀z ≺ y lim sup z = lim sup y. (22)
Proof. (⇒) Let (h¯) hold and x ∈ Bω. Then there is A ∈ [ω]ω such that
∀B ∈ [A]ω ‖|Bˇ ∩ τx | = ωˇ‖ = ‖| Aˇ ∩ τx | = ωˇ‖. (23)
If f : ω→ A is the natural isomorphism, then y = x ◦ f ≺ x . For an arbitrary z ≺ y there exists g ∈ ω↑ω such that
z = y ◦ g and, for f [g[ω]] ∈ [A]ω, according to (23), we have ‖| f [g[ω]]ˇ ∩ τx | = ωˇ‖ = ‖| f [ω]ˇ ∩ τx | = ωˇ‖, that is,
by Lemma 2(d), lim sup x ◦ f ◦ g = lim sup x ◦ f , hence lim sup z = lim sup y.
(⇐) Let (22) hold, let x ∈ Bω and S ∈ [ω]ω. Let f : ω→ S be a natural isomorphism. Then x0 = x ◦ f ∈ Bω, so,
by (22), there is y ≺ x0 such that
∀z ≺ y lim sup z = lim sup y. (24)
Now y = x0◦g, for some g ∈ ω↑ω, and clearly A = f [g[ω]] ∈ [S]ω. Let B ∈ [A]ω. Since C = g−1[ f −1[B]] ∈ [ω]ω,
there is the natural isomorphism h : ω→ C and, for z = y ◦ h = x ◦ f ◦ g ◦ h, we have z ≺ y, so by (24) there holds
lim sup x ◦ f ◦ g ◦ h = lim sup x ◦ f ◦ g, that is, by Lemma 2(d), ‖| f [g[h[ω]]]ˇ ∩ τx | = ωˇ‖ = ‖| f [g[ω]]ˇ ∩ τx | = ωˇ‖.
Since B ⊂ f [g[ω]], we have f [g[h[ω]]] = B, hence ‖|Bˇ ∩ τx | = ωˇ‖ = ‖| Aˇ ∩ τx | = ωˇ‖ and (h¯) holds. 
4. Convergence in Boolean algebras satisfying (h¯)
By Theorem 3, if B is an arbitrary c.B.a., x ∈ Bω and b ∈ B, then x →τs b implies that ax = bx = b. Here we
show that, for the algebras satisfying condition (h¯), these two conditions are equivalent. Namely, there holds:
Theorem 9. LetB be a c.B.a. satisfying condition (h¯), let x ∈ Bω and b ∈ B. Then x →τs b if and only if ax = bx = b.
Proof. The direction “⇒” is Theorem 3. In order to prove “⇐”, suppose that ax = bx = b. According to Lemma 3,
we prove
∀A ∈ [ω]ω ∃B ∈ [A]ω ‖|Bˇ ∩ τx | = ωˇ‖ = ‖Bˇ ⊂∗ τx‖ = b. (25)
Let A ∈ [ω]ω. By Lemmas 8 and 9, the sets Dx and ∆x are dense open subsets of [ω]ω, so Dx ∩ ∆x is dense
in [ω]ω as well. Hence there is B0 ∈ [A]ω ∩ Dx ∩ ∆x . Since B0 ∈ Dx , for each B ∈ [B0]ω there holds
‖|Bˇ ∩ τx | = ωˇ‖ = ‖|Bˇ0 ∩ τx | = ωˇ‖, so
‖|Bˇ0 ∩ τx | = ωˇ‖ =∧B∈[B0]ω ‖|Bˇ ∩ τx | = ωˇ‖ ≤ bx = b. (26)
Since B0 ∈ ∆x , for each B ∈ [B0]ω there holds ‖Bˇ ⊂∗ τx‖ = ‖Bˇ0 ⊂∗ τx‖, so
‖Bˇ0 ⊂∗ τx‖ =∨B∈[B0]ω ‖Bˇ ⊂∗ τx‖ ≥ ax = b. (27)
Now by (26) and (27) there holds b ≤ ‖Bˇ0 ⊂∗ τx‖ ≤ ‖|Bˇ0 ∩ τx | = ωˇ‖ ≤ b, and (25) is proved. 
Remark 2. According to Theorem 9, if a c.B.a. B satisfies condition (h¯) (for example, if B has the ccc), then the
topology τs on B can be introduced defining the operator of sequential convergence λ : Bω → P(B) by: λ(x) = {ax },
if ax = bx and λ(x) = ∅ otherwise. Since λ is the limit operator in the space 〈B, τs〉, it satisfies conditions (L1), (L2)
and (L3) (see [12]) and, by 1.7.19 of [12], a set F ⊂ B is closed iff ax ∈ F for each x ∈ Fω satisfying ax = bx . If, in
addition, 〈B, τs〉 is a Freche´t space (by [3] this holds iff the algebra B is weakly distributive and b-cc) then, according
to 1.7.18 (b) of [12], for each A ⊂ B we have A = {ax : x ∈ Aω ∧ ax = bx }.
Clearly, the operator λ defined above can be regarded as an operator of a priori convergence in any c.B.a., but the
resulting topology must not coincide with τs (see Theorem 4).
Remark 3. By Theorem 5, a sequence x in an arbitrary c.B.a. B converges iff
∃J ∈ Tall 1  ∀B ∈ Jˇ |B ∩ τx | < ωˇ ∨ ∀B ∈ Jˇ |B ∩ τ cx | < ωˇ, (28)
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where Tall denotes the set of all tall ideals on ω and, by Theorem 9, if B satisfies condition (h¯), then we can avoid
mention of tall ideals, namely x ∈ Bω converges iff
1  ∀A ∈
(
([ω]ω)V
)
ˇ∃B ∈
(
([A]ω)V
)
ˇ |B ∩ τx | < ωˇ ∨
∀A ∈
(
([ω]ω)V
)
ˇ∃B ∈
(
([A]ω)V
)
ˇ |B ∩ τ cx | < ωˇ. (29)
By Theorem 4, condition (29) is weaker than condition (28).
5. The sequential compactness of τs
A nice example of the interplay between the properties of the sequential topology and the properties of complete
Boolean algebras related to forcing is the theorem of Balcar, Jech and Paza´k claiming that, for ccc c.B.a.s, the topology
τs is sequentially compact if and only if forcing does not add independent reals (see [5]). Moreover, in the proof of
the direction “⇒”, the countable chain condition is not used, so there holds the following theorem whose proof we
give for the sake of completeness.
Theorem 10. LetB be a c.B.a. If the space 〈B, τs〉 is sequentially compact, then forcing byB does not add independent
reals.
Proof. If r ⊂ ω is a real belonging to some generic extension VB[G], then r = τG for some B-name τ and, if
xn = ‖n ∈ τ‖, n ∈ ω, then the nice name τx also represents r . So, it is sufficient to prove that, for each sequence
x ∈ Bω, there holds
1  ∃C ∈
(
([ω]ω)V
)ˇ
(C ⊂ τx ∨ C ⊂ ωˇ \ τx ). (30)
Let x ∈ Bω. By the sequential compactness of τs there is f ∈ ω↑ω and b ∈ B such that x ◦ f →τs b. By Theorem 3
we have ax◦ f = bx◦ f , which is, by Lemma 7, equivalent to bx◦ f ≤ ax◦ f , and by Lemma 2 and Fact 1 to
1  ∀A ∈
(
([ω]ω)V
)
ˇ∃B ∈
(
([A]ω)V
)
ˇ | f [B] ∩ τx | < ωˇ ∨
∀A ∈
(
([ω]ω)V
)
ˇ∃B ∈
(
([A]ω)V
)
ˇ f [B] ⊂∗ τx . (31)
Now, since f is “1-1”, (31) implies (30). 
The following theorem is a slight modification of the theorem of Balcar, Jech and Paza´k obtained replacing the ccc
by the weaker condition (h¯).
Theorem 11. Let B be a c.B.a. satisfying (h¯). Then the space 〈B, τs〉 is sequentially compact if and only if forcing by
B does not produce independent reals.
Proof. According to Theorem 10, it remains to be proved that, if the space 〈B, τs〉 is not sequentially compact, then
forcing by B produces an independent real in some extension. So, let x ∈ Bω be a sequence having no convergent
subsequences. As in the proof of Theorem 9, using (h¯) we find a set A ∈ Dx ∩ ∆x . Now, if c = ‖ Aˇ ⊂∗ τx‖ and
d = ‖| Aˇ ∩ τx | = ωˇ‖, then
∀B ∈ [A]ω (‖Bˇ ⊂∗ τx‖ = c ∧ ‖|Bˇ ∩ τx | = ωˇ‖ = d). (32)
Suppose that c = d. Let fA : ω → A be the increasing enumeration of the set A. Then, by Lemma 2 and
since fA[ω] = A, we have lim inf x ◦ fA = lim sup x ◦ fA, thus the subsequence x ◦ fA of the sequence x
converges, which contradicts the assumption, so c < d. According to (32), for each B ∈ [A]ω there holds
d \ c  |Bˇ ∩ τx | = ωˇ ∧ |Bˇ \ τx | = ωˇ, hence d \ c  ∀B ∈ (([A]ω)V )ˇ (τx splits B). Finally, let G be a B-
generic filter over V containing d \ c. Then in VB[G] the real (τx )G splits each infinite subset of A and, consequently,
f −1A [(τx )G] splits each element of [ω]ω, that is, f −1A [(τx )G] is an independent real. 
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In the sequel we characterize the complete Boolean algebras having sequentially compact topology τs . Firstly, we
prove:
Theorem 12. Let B be an arbitrary c.B.a. If the space 〈B, τs〉 is sequentially compact, then the algebra B satisfies
condition (h¯).
Proof. Let B not satisfy (h¯). Then, by Lemma 10, there is a sequence x ∈ Bω such that
∀z ≺ x ∃t ≺ z lim sup t < lim sup z. (33)
Suppose that the space 〈B, τs〉 is sequentially compact. Then x has a convergent subsequence y →τs b and, by
Lemma 3(b), y has a subsequence z which converges to b a priori, that is,
lim inf z = lim sup z = b. (34)
Now z ≺ y ≺ x implies that z ≺ x so, by (33), there is t ≺ z such that lim sup t < lim sup z. But this is impossible,
since, by Lemma 2, lim inf z ≤ lim inf t ≤ lim sup t ≤ lim sup z, and (34) holds. Thus 〈B, τs〉 is not a sequentially
compact space. 
According to Theorems 10–12, we have:
Theorem 13. Let B be an arbitrary c.B.a. Then the space 〈B, τs〉 is sequentially compact if and only if the algebra B
satisfies condition (h¯) and forcing by B does not produce independent reals.
In the sequel, a c.B.a. B will be called sequentially compact if the space 〈B, τs〉 is sequentially compact.
Corollary 3. (a) An (ω, 2)-distributive c.B.a. is sequentially compact if and only if it is s-cc.
(b) The algebra P(κ) is sequentially compact if and only if κ < s (see [23]).
(c) Each Suslin algebra (i.e. a non-atomic, ccc and ω-distributive c.B.a.) is sequentially compact.
Proof. (a) follows from Theorems 13 and 8 and Fact 2. (b) and (c) follow from (a). 
Thus the examples of atomic sequentially compact c.B.a.s are P(ω) (a ZFC example) and, if s > ω1, the algebras
P(κ), for κ < s. Concerning non-atomic algebras, firstly we have Suslin algebras (consistent examples) which do
not produce new reals. Moreover, in [5], three consistent examples of ccc (and, hence, satisfying (h¯)) c.B.a.s which
produce new but not independent reals are presented. Clearly, they are sequentially compact. On the other hand, using
a result of Velicˇkovic´ given in [25], we prove:
Theorem 14. s = ω1 (and, in particular, CH) implies that P(ω) is the unique sequentially compact c.B.a. in the class
of Suslin forcing notions.
Proof. Let s = ω1 and let B be a sequentially compact c.B.a. belonging to the class of Suslin forcings. Then, by
Theorem 13, (h¯) holds in B and, by Corollary 2, B is ccc. Also, by Theorem 13 again, B does not produce independent
reals by forcing. Suppose that B is non-atomic. Then B is a non-atomic ccc Suslin forcing and, according to Corollary
1 and Theorem 2 of [25], B must produce independent reals, a contradiction. Thus B is an atomic ccc c.B.a. and,
hence, B is isomorphic to P(ω). 
The preceding theorem can be regarded as a partial answer to the question concerning the existence of non-trivial
compact spaces of the form 〈B, τs〉 asked in Remark 4.2(iii) of [5].
Concerning the algebraic properties describing the sequential compactness of the spaces 〈B, τs〉, we note that a
c.B.a. does not add independent reals iff the equality
∨
A∈[ω]ω (
∧
n∈A xn) ∨ (
∧
n∈A x ′n) = 1 holds for each sequence
x ∈ Bω (see [15]). Also, by Lemma 10, B satisfies condition (h¯) iff each sequence x ∈ Bω has a subsequence y such
that
∧
k∈ω
∨
n≥k yn =
∧
f ∈ω↑ω
∧
k∈ω
∨
n≥k y f (k).
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