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INTRODUCTION 
The usefulness of linear programming as an empirical tool has 
long been recognized by research workers in the field of agricul­
tural economics. Howeverf the restrictive mathematical assumptions 
of linearity, divisibility, continuity, and convexity, which con­
tribute to the relative simplicity of linear programming as a pro­
gramming technique have also limited its applicability because these 
assumptions often make the empirical analysis of certain economic 
situations unrealistic. Moreover, when several time periods are in­
volved, the vast dimensionality makes a problem practically unsolv-
able, especially on a small computer. 
It is the main objective of this thesis to resolve these dif­
ficulties by augmenting the linear programming method with some re­
cent developments in programming techniques, both linear and non­
linear. After a section on Methods in which Dantzig and Wolfe's 
decomposition principle (17,18), Gomory's mixed integer programming 
(28), and Bellman's functional equation approach (3,7) are intro­
duced, explained, and examined as to their empirical possibilities, 
a section on Empirical Research tackles specific farm problems. 
These problems, while typical of certain farm situations, have 
been chosen also for their practical value in illustrating the oper­
ation of the techniques discussed in the preceding methodological 
section. A small feeder cattle study is designed to illustrate the 
working of the decomposition algorithm and the functional equation 
approach in solving slightly intertwined linear matrices. Next, a 
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dairy farm planning involving indivisible fixed labor chargés and 
nonconvex decreasing variable labor cost is studied by the mixed 
integer programming technique. And finally, a farm tractor replace­
ment problem which involves an irregular upkeep cost curve and sev­
eral exponential type cost curves is solved by the use of Bellman's 
dynamic programming model. The merits and demerits of each program­
ming technique as applicable to the particular problem are summa­
rized in the Concluding Remarks following each of the empirical 
studies. 
Thus in undertaking these studies, the specific programming 
problems tackled in this thesis are: 
1. The technical problem of solving large scale dynamic 
linear systems; 
2. The problem involving indivisible charges or investments; 
). The problem involving nonconvex increasing returns to 
scale; 
k. The problem involving many non-linear functions. 
AH the three studies in the "Empirical Research" section, how­
ever, assume no risk and uncertainty, since the scope of this thesis 
covers only the nonstochastic aspects of programming techniques. 
3 
METHODS 
Within the last two years some new methods in linear program­
ming have been published, among which are Dantzig and Wolfe's decom­
position principle and Gomory's mixed integer programming technique. 
These new methods seem to be the answers to certain difficulties 
presented by the linear programming technique. As part of general 
programming techniques, an earlier but nonetheless novel development 
is Bellman's functional equation approach which may be applied with 
great efficiency to solving dynamic non-linear systems. This sec­
tion will present these new techniques successively in separate 
discussions. 
The Decomposition Principle 
This algorithm is most useful in solving the difficulty encoun­
tered in applying standard linear programming techniques to large 
scale dynamic linear systems. Although modern electronic computers 
can handle linear programming problems of up to two hundred equa-
/ 
tions or even more, the time and accuracy requirements make the mag­
nitude of the matrices impractical. 
On the other hand, the majority of economic problems possess a 
common structural property "which may be described, in part, as com­
posed of separate linear programming problems tied together by a 
number of constraints considerably smaller than the total number im­
posed on the problem" (17, p. 1). This makes it possible to apply 
the decomposition principle, because the joint constraints, after 
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linear transformation, can be put together to form a master program 
coordinating the individual subprograms. Thus the originally large 
scale problem can be solved on separate but smaller matrices. It 
follows then that the first step in the operation of the decomposi­
tion principle is the suitable ordering of the original problem in 
a decomposed form. 
Figure 1 shows the decomposed form of a dynamic minimization 
problem in which the number of constraints interconnecting periods 
is considerably smaller than the total number of constraints in the 
problem. All the interconnecting-period constraints are ordered at 
the top of the matrix which is partitioned according to periods. 
Mathematically, the original problem may be written as a problem to 
minimize the linear form: 
ItVt U) 
subject to: 
t o  = b  (2) 
Vt - bt (5> 
and ^ 0 Call t) t = 1,««», N. 
where : X. = a column vector of n. activities 
C. = an n. row vector, the objective form 
t t 
A. = an m by n. matrix 
X v > 
= an m^ by n^ matrix 
b", b. = the right hand side column of constants; 
b is an m-vector and b^ is an m^-vector. 
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X2 XN 
C, C2 N 
Figure 1. The original problem as in a decomposed form 
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The basic idea underlying the decomposition principle is to 
distinguish clearly between those constraints of Equation 3 which 
pertain only to a part of the problem and those of Equation 2 which 
interconnect the periods. Apparently, "each of the N sets of con­
straints of /Équation Jj constitutes a 'subproblem' of secondary 
importance to the whole program, and . . . should be studied mainly 
through the restrictions they impose on the activities of the 
•joint' constraints /Équation 2jn (17, p. 4). Consequently, it is 
possible to formulate an equivalent extremal problem from the ex­
treme points of the N sets defined by Equation 3* This extremal 
problem is the master program which will coordinate the subproblems. 
The mathematical representation of the extremal problem is 
given below: 
Assume 
St « (Xt|Xt > o, BtXt . bt) (4) 
and bounded* for each t with t = l,c, N. Then let = 
(Xtl, Xt2,...,Xtr ) be the set of all extreme points on the convex 
polyhedron S.^. 
Define P^ = 
for k = rt (5) 
°tk = CtXtk 
The extremal program is to find numbers s^(t = 1,..., N; 
k = I,..., rt) which will minimize the linear form 
•For a discussion of the unbounded case, refer to (17* PP* 13-
14). 
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£t,k°tketk (*) 
subject to: 
£t,kPtketk = b 8tk - 0 (al1 k) (7) 
^atk = 1 (all t) (8) 
If the numbers (s^) solve the extremal program, Equations 6 
to 8, then the vectors 
St e ^ kXtkstk t = 1,..., N (9) 
solve the problem, Equations 1 to 3* 
The matrix of coefficients for the extremal problem is 
displayed in Figure 2. 
The extremal problem therefore has m + N constraint equations; 
"the m joint constraints of the original problem have gone over into 
the m constraints of /Equation constituting the upper block in 
Figure 2 and the m^ constraints of the t**1 subproblem have gone over 
into single constraints of the form /Equation 8/" (17, p. 6). If 
the m^ constraints are large, the reduction in the total number of 
constraints will be substantial; and "it is this fact on which the 
computational efficiency of the decomposition principle relies" 
(17» p« 6). 
On the other hand, the number of variables in the problem are 
greatly increased from the- original ^ .n^ to the number ^ r^. This 
increase, however, poses no special difficulty, inasmuch as by the 
principle of coefficient generation (26) this number, jT^r^, will be 
(f 
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effectively reduced and the extremal problem of Equations 6 to 8 
"can be solved by the simplex method for linear programming without 
prior calculation of all the data given in the statement of the prob 
lem" (17i p. 8). This then is the central idea of the decomposition 
principle. 
A complete cycle of the decomposition algorithm will now be de­
scribed step by step: 
1. Find a feasible basis for the extremal problem. Since the 
extremal problem has m + N constraints there will be m + N columns 
to constitute a feasible basis. Usually the initial feasible basis 
is formulated by the m + N slack variables. But if the device of 
Phase One is used, then the initial feasible basis is formed by the 
m + N artificial variables. Although the two bases are the same, 
having an identity matrix, the price vectors associated with them 
are different. This difference will be explained further: 
Let (7C;it) be the price vector in the extremal problem — 
m-vector T[ being associated with the first m,constraints, and the 
N-vector 7X. with the remaining N, as in Figure 2. Then the operation 
of the price vector in the extremal problem is: 
• t p t k + f t = c t k  t l 0 >  
for the basic columns drawn from the t^ partition, where is the 
th w ' 
t component of 7[, t = 1,..., N. 
If the initial feasible basis for the extremal problem is for­
mulated by the m + N slack variables which have zero costs, the vec-
/ 
tor of initial prices associated with that basis will be 
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( = (0,..., 0; 0). Whereas when Phase One is used, then the 
initial price vector will be (7T;t|-) = (l,..., 1; 1) because each 
of the M + N artificial variables has Ml" on the cost row. 
2. Modify the objective function for each subproblem thus: 
Ct -. Then minimize : 
<ct -^At)xt 
subject to: 
Vt = bt ("J 
and X. > 0 
t — 
for all t. Accordingly, there should be N solution vectors from the 
N subproblems. 
J. Use X. to indicate the solution vector of the t**1 sub-
o 
problem. 
Let 
st = (=t -7TAt )ït -irt - Mi=t [(Ct -7rAt)xt -Tt-J (12) 
0 0 0 0 * 
If < 0, form a new column and its associated cost for the 
extretial problem as & 
(A. X. ; 0,•.., !,«••, 0) and C^ X^ (1?) 
oo oo 
4. Add the new column and its associated cost to the current 
basis and delete one column from the basis in such a way that the 
new basis is still feasible. 
5. Calculate the prices ( associated with the new basis, 
so that the next iterative step can begin. 
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6» If £. > 0 for all t, then the current solution (s^, ) 
1 £ tk 
solves the extremal problem; hence the vectors ^ « Y t-X-.e.. solve 
v & viC tlC 
the original problem. 
The Mixed Integer Programming Method 
Mixed integer programming is a technique dealing with a class 
of problems in which some of the variables are integers, or which 
have nonconvex character, or both. Usually problems involving setup 
cost, economies of scale, or long term investment in capital goods 
belong to this category. These problems present difficulties when 
the linear programming technique is applied because they violate 
some of the basic assumptions such as divisibility, continuity, and 
convexity. 
Historically, the mixed integer programming is an extension of 
the integer programming technique. Dantzig was the first to present 
the so-called "cutting plane" method for solving problems which re­
quire integer solutions to all variables (9,16). This methoji "con­
sists in first solving the linear programming problem without the 
integer constraints. If the optimal solution happens to satisfy -v 
these conditions, all is well. If not, more linear inequality con­
straints (called cutting planes) are added to the system in such a 
way as to remove the non-admissible extreme point solution and yet 
retain all admissible solutions (e.g., those having integer values)"' 
(13, pp. 2-3). Eventually, the required solution in which all vari­
ables have legitimate values will be reached. 
12 
This method was first used for the travelling salesman problem 
(13, p. 1). Then Markowitz and Manne (37) further explored the 
method and pointed out the difference between "pure integer" and 
mixed integer programming problems. In the former, all the vari­
ables have to be integers, while in the latter, only some of the 
variables need be integers. And a problem with nonconvex objective 
function may be formulated as a mixed integer programming problem. 
However, the method described by Markowitz and Manne was empir­
ical, and no automatic method of generating the required additional 
constraints was offered, until recently when R. E. Gomory developed 
a theory of automatically generating "cutting planes", thus permit­
ting efficient solution of linear programs in integers in a finite 
number of steps (27,29,30). Since then, the method has been gener­
alized,by Beale (2), by Dantzig (10), and by Land and Doig (36) to 
include cases where some variables sure continuous and some are con­
strained to be integers. 
More recently, Gomory\imself suggested a more direct way of 
using the method he had developed earlier, and this new development 
makes it possible now to tackle a vast new field of non-linear, non-
convex, combinatorial and economic problems by the linear program­
ming technique. 
The algorithm for Gomory1s method for solving mixed integer 
programming problems is summarized below (28, pp. 1—4, 7-9)? 
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The problem is to maximize : 
2 
- 
a°-°*k (-v 
subject to: 
n 
£ ai ^  « ai.o ^ = 1'*""» m (14) 
j»l ,J J f 
all tj > 0, 
and some specified ty's should be integers 
where : tj s nonnegative variables 
a . s coefficients in the objective form 
° » 3  
a± j « input-output coefficients 
a ; a. = coefficients on the right hand side, or 
0,0 ,0 coefficients in the 0-column. 
If the inequalities above are changed into equations by the 
addition of m slack variables and the variables are expressed in 
terms of the independent or "non-basic" ones, a uniform expression 
results: 
n 
j 
x. = a. _ + T a. .(-t.) i = 0,..., m (15) 
1 i,o x,o J 
where : x^ = the basic variables 
a. = the coefficients in the O-column 
1,0 
a. . = the coefficients associated with non-basic 
'J variables 
tj = the non-basic variables. 
It is easy to see that when i = o, this equation represents the 
objective function. 
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The problem now is to find x^(i = 1,..., m) and 
tj(j = I****, n) satisfying Equation 15 such that xQ is maximal. 
Using the simplex (or dual-simplex) method successive pivot 
choices bring Equation 15 into a maximal form in which, denoting the 
new coefficients in the equations by primes, the following are ob­
tained: 
1. a£ Q > 0 i = 1,..., m + n 
2. a^ j ^  0 j s 1,..., n 
The first condition shows that by making all the non-basic 
variables equal to zero, the values that result for all the vari­
ables are nonnegative. The second condition makes certain that the 
s 
objective form is in fact maximal. The solution obtained is: 
= a^ Q 1 = 0,..., m 
This solution may not satisfy the integer requirement, i.e., 
some x^ that is required to be an integer is assigned the non-
integer value a£ Q. But an additional constraint can now be formu­
lated. 
We make use of the equation: 
*i • ai,0 * E "i.j'-V (l6) 
where : xi = an integer variable 
aJ = a non-integer number i,o 
a' = current coefficients associated with non-basic 
variables 
tj = the current set of non-basic variables. 
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Through the above equation a new variable b± is introduced, 
such that : 
•1 wi,o - £ 'î.i'-y <") 
where: f' = a' - n. ; n the largest integer < a.1 
1,0 1,0 i$o i,o — i|0 
f* « all nonnegative coefficients given by the follow-
—i« j 
ing formulae: 
( a! . if a.' > 0 and t. noninteger variable 
( 1iJ i»J~ J 
( f • 
L (-a' ,) if a* . < 0 and t. noninteger variable i-f1|0 i.j i.i j 
i,j / 
) f! . if f/ . < f. and t. integer variable ( i,j i,j - i,o j 
/î  vV° C l - f j )  i f  f  !  .  >  f j  „  a n d  t .  i n t e g e r  v a r i a b l e  
H - i j  i « J  i « j  1  * °  J  
c 1,0 
where : f ' . = a' . - n, . with n. , the largest integer < a.. 
i  |  J  J  J " l J  ^  J J  l l j  
Equation 17 is then added to the solution equations, 
x. = aî + 7 af .(-t.)i i = 0,...* m l l,o «- 1,3 j 
and the problem is remaximized. It is desirable to use the dual-
simplex method for remaximization because all the a/ j, j > 1, are 
nonnegative, and there is only one negative element -f^Q in the 
O-column. It is also possible to dualize the problem and use the 
primal method on the dual problem. This has the advantage that new 
variables (columns) rather than new equations (rows) are added dur­
ing the computation. 
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The single negative entry usually makes the remaximization 
quite rapid. If the new maximum solution still contains integer 
variables which are assigned noninteger values, the process is re­
peated. 
If the dual-simplex method is applied, the O-column is de­
creased lexicographically at the next step. Furthermore, denoting 
by double primes the coefficients after the next pivot step and by 
Jo the column in which the pivot step takes place, we have: 
° (19) 
at!o - ni,o • 1 if ai,J„ " 0 
where n^ Q is the integer part of a.* Q, the index i in Equation 19 
being that of the row figuring in Equations 16 through 18. This 
means that after the next pivot step the value assigned to x^ by the 
new trial solution is either > the next highest integer or < the 
next lowest integer. 
To make the foregoing algorithm clearer, an example of setting 
up a new constraint (cutting plane) is now presented below: 
Let us suppose that a linear programming problem has been 
solved by the simplex method, and that the solution requires 1.6 
units of new farm building. Since a building cannot be fractional, 
it is necessary that the activity should take integer value. 
We shall assume the particular row corresponding to the build­
ing activity in the trial solution to be as follows: 
x' = 1.6 + 0.8(-t1) - 1.7(-t2) + O.^C-tj) - l.6(-t^) + 0.8(-t^) 
17 
where : = noninteger variablee 
and ty t^, t^ » integer variables. 
The equation implies that with all the non-basic variables t^ 
through tg equal to zero, the building activity x1 is equal to 1.6. 
This equation corresponds to Equation 16. A new constraint, Equa­
tion 17* should be deduced from x' row, and this is computed in the 
following manner ; 
s^ a slack variable for the new constraint 
f^O = 1.6 - 1 = 0.6 
f£ 2 = 0.8 since a^ ^ a 0.8 > 0 
'1,2 • -T&r - 2.55 slice 4i2 . -1.7 < 0 
fi,3 - °"3 slnce fi,3 * *1,0 
where f^ ^ = 0.3 - 0 a 0.3* q = 0.6 
£i,4 * °A fi,4 ' fi,0 
where f^ ^ = -1.6 - (-2) a 0.4, f£ ^  = 0.6 
0.6 f i  n  ON n 7 -J X- I ^ X* I (1-0.8) = 0.3 since f• _ > f' 
'1,5 " 1-0.6 vev/ " v,v 1,5 1,0 
where fJ c = 0.8 - 0 = 0.8, tJ n = 0.6. 1*5 ^-*u 
The new constraint takes the form: 
= —0.6 — 0.8(—t^) - 2»55(-t2) •" 0.3(—t^) 
— 0.4(-tlf) - 0.3(-t^). 
Adding this row to the trial solution matrix, the remaximiza­
tion process will bring a ngw^maximum solution in which the building 
activity will take integer value. In the remaximization, if the 
18 
pivot element happens to be chosen from the coefficients associated 
with t^ and t^ in the new row, then the level of the building activ­
ity from Equation 19 is slJ'q > 1 + 1 s 2 because the corresponding 
coefficients a^ ^  and a^ ^ in the x1 row are less than zero. While 
a^Q < 1 if chosen from other coefficients. Since the quotient of 
0.6 divided by 2.55 is the smallest compared to those divided by 
other coefficients in the new row, the pivot element will be 2.55i 
the coefficient associated with t^. Therefore we may expect that 
the level of building activity to be > 2. 
The Functional Equation Approach 
The functional equation approach was developed by B. Bellman 
with special reference to multistage processes. By this approach 
a multidimensional problem of N-stage planning periods with n activ­
ities in each period (i.e., a problem with nN dimensions) can be 
solved by a sequence of N one-stage problems with n dimensionality 
in each problem. However, in order to render this reduction of 
dimensionality feasible, the problems dealt with must be limited to 
those in which the stages are interconnected by a small number of 
variables (21). Bellman (4) and Dreyfus (23) are of the opinion 
that extension to more variables can be made; but they also admit 
that the increase in computational work would make the process 
rather tedious in practice. 
The central idea of the functional equation approach is 
Bellman1 s "Principle of Optimal!ty". It states that "an optimal 
19 
policy has the property that whatever the initial state and initial 
decision are, the remaining decisions must constitute an optimal 
policy with regard to the state resulting from the first decision" 
(), p. 83). This principle permits the fundamental functional equa­
tion to be written thus: 
fN(X) = Max /T(fN-1(X'), P)J (20) 
where: f^(X) = the optimal return from an N-stage process 
which is a function of an initial vector X. 
X = an initial state vector which typically represents 
the resources available to perform activities within 
the first stsqge and the subsequent stages. 
P = policy which is a sequence of decisions. The most 
desirable policy according to some pre-determined 
criteria is called the "optimal policy". 
T = transformation performed by the activities within 
a stage to change the state vector into a new state 
vector for initiation of the next stage. 
X' = a new state vector which depends upon the old state 
vector X and policy P. 
The equation asserts the dependence of the N-stage result upon 
the (N-l) stage result and the policy P. The task here is to choose 
P so as to maximize f^(X). 
In the section on Empirical Research in this thesis, the func­
tional equation approach is used in dealing with two specific dynam­
ic programming problems: 
1. The dynamic linear programming problem with one state 
variable shared in common between stages as represented 
by the feeder cattle planning study; 
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2. The dynamic programming problem with many non-linear 
analytic functions as represented by the farm tractor 
replacement' study. 
The algorithms for these two problems will now be presented in 
detail. 
Slightly intertwined linear programming matrices 
The dynamic linear problem having one constraint shared in com­
mon between stages may be solved by the proposal for solving linear 
programming problems involving a "slightly intertwined" matrix as 
presented by Bellman (6), and elaborated by Dantzig (14). By this 
approach, an N-stage dynamic problem is solved by one stage computa­
tion performed N times. The computational efficiency is achieved 
through the drastic reduction of dimensionality. 
Let us suppose a three-stage dynamic system with the matrix 
form as displayed in Figure 3» To solve the problem, we begin by 
finding the optimal program for the last stage through the use of a 
technique known as the "variable resource linear programming" (32). 
By means of this technique, the s^  in Figure 4 will have 0 value to' 
start with, and can be varied over any specified range of values, 
yielding the returns Z^ of the third-stage activities to the objec­
tive form as a function of s^. 
Now Zg = Z^(s^) as shown in Figure 6, is a broken line function 
and only the values at the breakpoints are recorded; those values 
in-between are available by linear interpolation. 
According to Dantzig (12,15), it is possible to write s^ and 
21 
BgCëg) as 
s2 = I a^ 
(21) 
Z2(s2) = iciXi 
provided: 
• 1 (22) 
where : A . = the activity starting from the origin to 
the breakpoint i 
a^ = the value of at breakpoint i 
c^ = the value of Z^ at breakpoint i 
i = 1,..., k. 
Equations 21 and 22 define that the Z^(a^) broken-line curve 
is the upper bound, and any point on the curve is a linear combina­
tion of the recorded breakpoints. 
The next step will be to add the following items to the 
second-stage program: 
1. The activities with (a^, c^) as its coefficients, a^ 
goes to the row corresponding to a^; c^ goes to the objective form 
for i = 1,..., k. 
k 
2. The additional constraint £ A  ,  = 1 .  
1=1 1 
Now we are ready to find the optimal program for the second 
stage where s^ is treated as a parameter. The matrix form is shown 
in Figure 0. 
Going on from here, the functions , Z^(s^) can be com­
puted successively. The optimal program for the first stage activ­
ities can also be obtained now since all the initial resources are 
22 
h— O b j e c t i v e  f o r m  
H H 
X 
H 
H 
Z (Maximum) 
ui 
II 
b2 
sï 
Figure A dynamic system involving a slightly 
intertwined matrix 
H = Z2 (S2) Max. 
s2 
Figure 4. Linear program for 
the third stage 
n Cl C2 • • Ck = Z|(S|)Max. 
n 
0 
01 02 • ' Ok 
o • • 0 1 1 • • • 1 
Figure 5* The second stage 
program 
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ZgtSg) 
Figure 6. The convexity of Z^ = ZgCSg) 
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known. With this first stage optimal program, the value of is 
determined and used to arrive at the optimal program for the second 
stage activities, which will in turn determine the value of s^, and 
so lead to the solution for the third stage. 
Non-linear dynamic programming 
The dynamic programming problem with many non-linear analytic 
functions (as illustrated by the farm tractor replacement study) is 
formulated mathematically according to the studies on equipment re­
placement made by both Bellman (5) and Dreyfus (24): 
Let us assume two policies: 
1. Policy P which is the purchase of a new equipment, and 
2. Policy K which is the decision to maintain the equipment 
until a new decision shall have been arrived at in the following 
year. 
To indicate the various costs and returns obtainable in year N 
from a machine of age t, we postulate the existence of a revenue 
function r^(t)> and upkeep function TJ^(t), a fixed cost function 
VN(t), and a replacement cost function C^(t). 
Now we define 
f (t) = value at year N of the overall return from a 
machine which is t years old, where an optimal 
replacement policy is employed for the remainder 
of the process. 
The overall return associated with purchase at year N would be: 
fN(t) = rN(0) - UN(0) - VN(0) - CN(t) + afN+1(l) 
where: 0, 1, t = machine age 
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N, N - 1 = chronological year 
a = a discount factor representing the value at year N 
of a dollar at year N + 1. 
Similarly, the return from a decision to keep the machine is: 
Since we wish to maximize the return, we choose the large 
value and write : 
These revenue and cost functions conventionally are assumed to 
take exponential forms (1) and are solved analytically. However, in 
dynamic programming the computational solution does not make use of 
the forms involved. This makes the programming model more realistic 
and free from restrictive mathematical assumptions. In the farm 
tractor replacement study in this thesis, the fixed cost and re­
placement cost curves take exponential forms while the revenue and 
the upkeep cost cannot be fitted well to any continuous curves. 
J. The computational technique used in the replacement study is 
the so-called "problem-space function iteration" (22). We assume 
a process of K-year, i.e., starting in year 1 and ending after 
year K. Consequently, the return of the process, fg+^(t) will be 
identically zero for all t from year K + 1 until the end of the 
process. Since in Equation 23 N = K, we can therefore express fR(t) 
in terms of known functions and solve for it accordingly. Solving 
likewise for all the admissible t, it is possible to reach the last 
fN(t) = rN(t) - UN(t).- VN(t) + afN+1(t + 1) 
fy(t) = Max ( 
(Pi rN(0) - UN(0) - VN(0) - C„(t) + af^(D) 
)(23) 
) (K: rN(t) - UN(t) - VN(t) - af^(t) 
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stage with anything from a one-year-old machine bought in the pre­
ceding period to a many-year-old machine with which the process 
began. Whichever it is will depend on the as yet undetermined ear­
lier decisions. 
With the function f^(t) now constructed, Equation 23 can be 
used to determine the function fg_^(t). Proceeding in this manner, 
the optimal return f^(t) is obtained for a process starting in 
year 1. At the same time, it becomes evident that the replacement 
policy yielding the optimal return is the policy used in the maxi­
mization of Equation 23» This is the numerical solution of the 
problem. 
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EMPIRICAL RESEARCH 
Feeder Cattle Planning Study 
This study on feeder cattle planning is designed mainly to 
illustrate the working of the decomposition algorithm and the func­
tional equation approach. It is formulated, as a linear programming 
problem involving two time periods. Data used are from the erosion 
control study on Ida-Monona soils in western Iowa (35» P» 119)i with 
the prices adjusted up to date. 
The feeder cattle enterprise is a part of the activities on a 
280-acre farm in western Iowa. The less common feeder cattle prac­
tices have been eliminated, and for purposes of this study only four 
major feeder cattle activities are considered. Also, three relevant 
resources restrictions in each time period are assigned to this en­
terprise. Within the well-defined limitations of this rather small 
dynamic linear programming model (11), it will be possible to demon­
strate clearly the operation of the two algorithms stated above. 
The situation 
The resources available for the feeder cattle enterprise as a 
part of the activities on the 280-acre farm in western Iowa consist 
of $4,524.30 in initial capital, 1,650 hours of labor, building 
space for 60 heads of cattle, and an effectively unlimited feed 
grain and forage supply• The four feeder cattle activities are : 
1. Yearlings fed on dry lot — good-choice yearling feeder 
steers weighing about 650 pounds are purchased in 
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November, wintered, and full fed on dry lot. They are 
then sold at about 1,070 pounds the following September; 
2. Yearlings fed on pasture — these steers are treated 
similar to Activity 1, except that they are full fed on 
pasture after wintering ; 
3* Yearlings deferred-fed — good-choice yearling feeder 
steers weighing about 650 pounds are purchased in 
November, wintered, grazed 60 days on pasture, and then 
finished on dry lot. They are then sold the following 
November at about 1,120 pounds; 
4. Yearlings fed on clippings — these are handled as in 
Activity 3 except that after wintering the steers are 
fed limited corn plus green clippings for 80 days before 
finishing on dry lot. 
The input-output coefficients for these activities are listed in 
Table 1. 
The objective of the problem is to maximize the present value 
of net revenue obtainable from the four activities in two years, 
subject to the resource restrictions of capital, labor, and space. 
The computational solution 
Details of the two algorithms utilized in this study will now 
be set forth. 
The decomposition algorithm According to the decomposition 
algorithm, the programming matrix should first be suitably ordered 
in the form as shown in Figure 1. The resultant matrix is given in 
Table 2. The first row in the table is the only row shared in com­
mon between the two time periods, i.e., selling cattle at the end of 
the first year will provide capital for buying cattle at the begin­
ning of the second year. This single joint constraint and the two 
Table 1. Input and output coefficients for the feeder cattle programming 
Unit 
Yearlings fed 
on dry lot 
(*v V 
head 
Yearlings fed 
on pasture 
(=2* x6) 
head 
Yearlings 
deferred-fed 
<Xy %y) 
head 
Yearlings fed 
on clippings 
<xv Xg) 
head 
Input coefficientsi 
Capital S 144.85 135.37 137.10 148.10 
Labor hr. 25.2 26.2 29 36.2 
Housing space head 1 1 1 1 
Output coefficients : 
Capital S 198.69 198.69 207.98 207.98 
Present value 
of net revenue : 
(6?6 discount rate) 
Year 1 54.84 65.32 70.88 59.87 
Year 2 50.79 61.62 66.87 56.48 
Table 2. Simplex table for the feeder cattle programming 
Capital d1 
Capital dg 
Labor d^ 
Space d^ 
Labor dc 
Space dg 
Z — G 
Capital d^ 
Capital d^ 
Labor d^ 
Space d^ 
Labor de 5 
Space dg 
z — c 
0 
4,524.30 
1,650 
60 
1,650 
60 
-198.69 -198.69 -207.98 
144.85 133.37 137.10 
25.2 26.2 29 
1 1 1  
-53.84 -65,32 -70.88 
8 
-207.98 144.85 133.37 137.10 148.11 
148.11 
36.2 
1 
25.2 26.2 29 36.2 1 
1 1 1 1 1 
-59.87 -50.79 -61.62 -66.87 -56.48 0 0 
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planning periods in the problem make up three rows for the extremal 
problem in the decomposition algorithm, hence its basis will be a 
3*3 matrix. Also, there will be two subproblems which, with their 
disposal activities, will be 3x7 and 2x6 in size, respectively 
(Table 3). 
Since this feeder cattle planning study is a maximization prob­
lem, the criterion of ^ ^  in Equation 12 should be changed to the 
following form: 
L = (7ÇA - C ) X + 7[ (24) 
o o 0 0 
Accordingly, the objective form of the subproblems should be 
(7tAt - Ct)Xt. 
The step-by-step procedure for the decomposition algorithm is 
presented below: 
1. The initial feasible basis for the extremal problem is 
assumed to be the 3x3 identity matrix, hence the price vector asso­
ciated with the basis is apparently (7[ ;7{) = ( &; 0 0 ). 
2. Use T f =  0 to form the modified objective functions 
(7ÇA^ - Cj.)X^, t = 1, 2 for the two subproblems as shown in Table 3* 
Since ?r= o, the original objective function of remains un­
changed. Solving the subproblems by the simplex method, the* follow­
ing solutions are obtained: 
a. The solution for the subproblem 1: 
x^ = 33; d^ = 693; d^ = 27; z - c = 2,339.04 
b. The solution for the subproblem 2: 
Xg = 32.13; Xy = 27.87; z - c = 3,843.53 
Table 3* Two subproblems for the feeder cattle programming 
Subproblem 1 
Capital d„ 
Labor d^ 
Space d^ 
z - c 
Labor d. 
Space dg 
z - c 
4,524.30 
1,650 
60 
1,650 
60 
1 
0 
144.85 
25.2 
1 
-53.84 
133.37 
26.2 
1 
-65.32 
137.10 
29 
1 
-70.88 
Subproblem 2 
148.11 
36.2 
1 
-59.87 
8 
25.2 
1 
-50.79 
26.2 
1 
-61.62 
29 
1 
-66.87 
36.2 
1 
-56.48 
1 
0 
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3» Test values by using Equation 24: 
<?11 = (° • Ai - = -2,339.04 + o = -2,339.04 < o 
where : means & value of subproblem 1 in the 1st run 
A^ = ( -198.69 -198.69 -207.98 -207.98) 
C± = ( -53.84 -65.32 -70.88 -59.87) 
X.. = ( 0 0 33 0) which is the solution 
of the subproblem 1 in the first run, in 
terms of the real activities 
S21 = (0 • A2 - » -3,843-52 + 0 = -3,843.53 < 0 
where : means £ value of subproblem 2 in the 1st run 
A2 = ( 144.85 137.37 137.10 148.10) 
C2 = ( -50.79 -61.62 -66.87 -56.48) 
X = ( 0 32.13 27.87 0 ) which is the 
solution of the subproblem 2 in the first 
run, in terms of the real activities. 
Since both ^ and ^  are negative, it is necessary to form two 
new columns as well as their associated costs for the extremal prob­
lem, using Equation 13: 
Pll = ( \ . Xu5 1 0 ) = ( -6,863.34 1 0 ) 
and ou = . xn = 2,339.04; 
P21 = ( A2 * *2l; 0 1 ) = ( 8,106.16 0 1 ) 
and c21 = C2 . x21 = 3,843.53. 
4. These two columns and their costs are added to the initial 
feasible basis of the extremal problem, and columns from the initial 
basis are deleted in accordance with the simplex rule. The solution 
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of the problem as shown in Table 4 determines the new feasible basis 
as well as the level of the activities s^ in the basis. Now the 
columns P^i' and 1^ constitute a new basis, and the level of 
each activity will be s^1 = 1, a?1 = 0.85, and 1^ = 0.15, respec­
tively. 
5« The price vector (see Table 4) associated with the new 
basis is now: (7£;T^) = ( 0.4?; 5,593*28 0 ). This new 
price vector is used to initiate the second cycle of the decomposi­
tion algorithm. 
6. In beginning the second cycle, two new objective functions 
for the two subproblems are modified by using = 0.47. They are : 
a. (0.47^ - C1) Xx = ( -147.07 -159.55 -169.52 -158.51 ) \ 
b. ( 0.4?A2 - Gg ) Xg = ( 17.91 1.64 -1.66 13.77 ) ^  
Then replace the z - c rows in the subproblems 1 and 2 by the 
forms a. and b. respectively. The remarimization of the two sub-
problems with new objective forms bring the following solutions : 
= ( 0 0 33 0 ) 
with dg = 693; d^ = 27; z - c = 5,594.16; 
x22 - ( 0 0 56.90 0 ) 
with dg = 3.10; z - c = 94.45» 
7. Test 5^ values by using Equation 24: 
i*12 = ( 0.4?A1 - C1 )\z + 5,593.28 = 0; 
S22 = ( 0.47A2 - C2 )%22 + 0 = -94.45 < 0. 
•Bounded error = 0*88. 
Table 4. Determination of the current feasible basis for the extremal problem 
0 =1 J2 =3 P11 P21 
=1 0 1 -6,863.34 8,106.16 
=2 1 1 1 0 
b 1 1 0 1 
z — c 0 0 0 -2,339.04 -3,843.53 
P21 
0 0.000123 0 0 —0.84668 1 
*2 1 0 1 0 1 0 
X3 
1 -0.000123 0 1 0.84668 0 
z — c 0 0.4743 0 0 -5,593.28 0 
P21 0*84668 0.000123 0.84668 0 0 1 
P11 1 
0 1 0 1 0 
S . 0.15332 -.000123 -.84668 1 0 0 
5,593*28 .4743 5,593*28 0 0 0 
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Since 5^2 » 0 the subproblem 1 is completed now, and the 
column P^ is retained in the basis of the extremal problem. This 
leaves the computation on subproblem 2 still to be done, because 
« 0. 
Through the solution of the subproblem 2, Xp?, a new column 
must be formed for the extremal problem by using Equation 13$ 
P22 = (Agïggi 0 1 ) = < 7800.51 0 1 ) 
and c22 = C2X22 = 3,804.67 
8. Now add Pg2 and its associated cost to the problem in 
Table 4. Since the original 3 columns (3 identity vectors) have 
been increased to 5 by the addition of the two columns from the 
first run, the new column therefore makes up the 6th column in the 
Table 4 problem. This procedure, "while requiring perhaps more sim­
plex iterations for solving the problem, should require fewer sub­
program solutions to be found" (17, p. 15). Thus the remaximiza-
* 
tion of the problem in Table 4 after P22 has been added yields a new 
feasible basis for the extremal problem. This new basis consists of 
the columns Pg2, P^ and 1^ with s22 = 0.88; s^ = 1 and 1^ = 0.12 
as their respective levels. 
9. The price vector associated with the current basis is: 
(?[;%) = ( 0.4877; 5,686.58 0 ) 
Again, by using this current price vector, the objective function 
of the subproblem 2 is modified as follows: 
(0.48?7A% - C2)X2 = ( 19.85 5.37 0 15.75 )X2 
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which shows that none of the activities is profitable. Thus no 
additional remaximization is needed. For purposes of checking, the 
value is tested as follows: 
$22 = ( 0.4877A2 - C2 )X22 +0=0 
Now both and are equal to zero. And the current solution 
(fin ; 022) has solved the extremal problem. 
10. Accordingly, the original problem is solved by Equation 9, 
and the solution is as follows: 
sii*n B 1( 0 0 55 0 ) = ( 0 0 33 0 ) 
s22^22 e 0'88( 0 0 56.90 0) = ( 0 0 50 0 ) 
These vectors indicate that the solution for the original prob­
lem is Xj = 33 and Xy = 50 in terms of real activities. The com­
plete solution is listed below: 
x3 » 33, d? = 693, d4 = 27, x? » 50, d? « 200, dg = 10; 
z -  c » 5,686.57» 
According to the above results, the farmer should ituy 33 
heads of the deferred fed yearlings in the first year and 50 heads 
of the same kind in the second year. He would then have 693 hours 
of labor and 27 units of cattle space unused in the first year and 
200 hours of labor and 10 unite of unused space in the second year. 
The total net profit for the two-year period would be $5,686.57 in 
terms of the present money value. 
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The functional equation approach. The first step in the 
functional equation method is to find the optimal program for the 
second year with the capital as a variable resource. Table 5 shows 
the setup of the second year program. Using the technique of vari­
able resource programming (32, pp. 232-243), the following solutions 
for the program are obtained: ^ 
Capital needed x^ x^ x? Xg Net revenus 
$7,800.51 0 0 0 56.90 $3,804.67 
X2 $8,106.16 0 0 32.13 27.87 #3,843.53 
The second step is to add the following items to the first year 
program and form a program as shown in Table 6. 
a. The activity with a^ = 7,800.51; = 3,804.6? 
b. The activity with a^ = 8,106.16; c2 = 3,843*53 
c. The additional constraint X^ + X 2 = 
The simplex method is then used to solve, the problem in Table 6 
and it arrives at the following solution: 
x3 * 33, d2 H 693, d^ = 27, X^ = 0.88, d^ = 0.12, 
z - c s 5,686.57* 
According to this solution, the optimal plan for the farm in the 
two-year period is to raise 33 heads of deferred fed yearlings and 
to have a program associated with the A^ at the level of X^ » 0.88 
in the second year, thus yielding the total net revenue of $5,686.73 
in terms of the present money value during the two-year period. 
Table 5* Second year programming for the feeder cattle enterprise with 
capital as a variable resource 
0 
X5 x6 *7 x8 d4 d5 d6 
Capital 0 144.85 133.37 137.10 148.11 1 
Labor 1,650 25.2 26.2 29 36.2 1 
Space 60 1 1 1 1 l 
z - c -50.79 —61.62 -66.87 • -56.48 0 0 0 
D 
L 
-O.3506 —0.4620 -0.4877 -0.3813 # * * 
Table 6. First year programming for the feeder cattle enterprise,Xvariables included 
*1 x2 X3 *4 1 2 dl d2 d3 d4 d 
Capital 
dl 
4524.30 144.85 133.37 137.10 148.11 0 0 1 
Labor 
d2 
1650 25.2 26.2 29 36.2 0 0 1 
Space 
d3 
60 1 1 1 l 0 0 1 
Capital 
d4 
0 -198.69 -198.69 -207.98 -207.98 7800.51 8106.16 1 
dx 1 0 0 0 0 1 1 1 
z — c -53.84 -65.32 -70.88 
-
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-
8i 
-3804.67 -3843.53 0 0 0 0 0 
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With the value of 7\^ now known, it is necessary to go back to 
the solution of the second year program and multiply it through by 
71* 0.88, and so obtain the following results: 
0.88 ( 7,800.51 0 0 0 56.90 3,804.67 ) 
» ( 6,863.34 0 0 0 50 3,348.11 ) 
These figures indicate that in the second year the farmer 
should buy 50 heads of deferred fed yearlings to obtain the dis­
counted net revenue of $3,348.11. The capital of $6,863.3** re­
quired for buying this number of cattle would be supplied by the 
first year's activity. The complete solution of the two-year pro­
gram including the disposal activities are as follows: 
Year 1: x^ = 33, dg = 693, d^ = 27, z-c = $2,339.04 
Year 2: x^ = 50, d,. = 200, dg = 10, z-c = $3,348.11 
Total net revenue : $5,686.57* 
Methodological explanation 
The computational steps in the operation of the decomposition 
principle and the functional equation approach will now be explained 
with regard to their methodological meaning. 
The decomposition algorithm The working of the decomposi­
tion algorithm is brought out clearly by the feeder cattle planning 
study. With the two subproblems as two independent programs, the 
extremal problem becomes the master program coordinating them. 
•Rounded error = 0.58. 
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In the first run, the subprogram 1 offers to the master program 
a production plan producing ay = 33» with a maximum net revenue of 
#2,339*04. Subprogram 2 offers a production plan of Xg = 32.13, 
= 27*17» with a maximum net revenue of §3,843.33. If there were 
no joint constraint binding these subproblems 1 and 2, the highest 
net revenue attainable from the two subprograms would be the simple 
total amount, $6,182.57* However, the joint constraint imposes a 
restriction in the present study. 
Since the capital for starting subprogram 2 depends on the 
revenue outcome of subprogram 1, it is necessary to have a master 
program to calculate the possible supply of capital from the plan 
offered by subprogram 1 and the demand for capital from the plan 
offered by subprogram 2 so as to make them mutually^feasible. This 
calculation corresponds to and ApX?1 which show that while 
subprogram 1 can supply a capital of $6,863*34, the capital demanded 
by subprogram 2 is $8,106.16. To make them mutually feasible, they 
are formulated as the two activities in a linear programming problem 
with the objective function of maximizing the total net revenue from 
two time periods. A restriction that the demand for capital be 
equal to the supply of capital is imposed on the activities. This 
setup corresponds to the problem in Table 4. 
The solution shown in Table 4 indicates that while subprogram 1 
can carry out its plan, subprogram 2 can accomplish only approxi­
mately 85% of its offered production plan due to the fact that its 
capital demand is only about 85% fulfilled by subprogram 1. The 
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total discounted net revenue obtainable in this case is $5,593.28. 
The solution also shows a shadow price of $.4? on the capital. 
This means that a unit increase in the capital supply will increase 
the discounted net revenue by $.47. Accordingly, the two subpro­
grams will both try to provide more capital to the master program 
by modifying their own objective functions. And from these modi­
fied objective functions it is evident that subprogram 1 shows an 
increase in per unit net revenue for all four activities, while 
subprogram 2 shows a decrease in per unit net revenue for all its 
activities (see page 34 of this thesis, step 6, a and b). Hence 
in the remaximization, subproblem 1 will tend to attract activities 
into the program so as to increase its capital supply, while sub-
problem 2, in trying to reduce its capital demand, will tend to dis­
courage activities from entering it. The new production plans are 
again offered to the master program. 
A criterion test is then applied to these new plans to decide 
whether or not they can better the total discounted net revenue in 
the master program. The results show that subprogram 1 does not 
improve with the new plan, since it has already achieved it's highest 
obtainable return in the first maximization• Subprogram 2, however, 
shows possibility of increasing its return with the new plan, and so 
the master program now incorporates it as another activity. The 
capital demand of this new activity is now $7,800.51, with a dis­
counted net revenue of $3,804.67« 
The master program then considers the new plan offered by 
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subprogram 2 in conjunction with the two original plane it already 
has from subprograms 1 and 2, and tries to find their optimal com­
bination in order to maximize the total discounted net revenue. The 
solution of this second run shows that with subprogram 1 remaining 
unchanged, subprogram 2 can fulfill approximately 98% of its new 
production plan. The total discounted net revenue» is now $5,686.57, 
an increase of $93.29 over the previous $5,593.28. There is also a 
new shadow price of $.4877 on capital. 
Using the new shadow price to modify the original objective 
function of the subproblem 2, the results show that none of its four 
activities yields any profit. This means that no further maximiza­
tion can be done on subprogram 2, and that the solution obtained in 
the second run is the optimal solution. Thus the solution to the 
original problem consists of the first production plan offered by 
subprogram 1 and 88% of the second production plan offered by sub­
program 2. 
The functional equation approach According to Bellman's 
"Principle of Optimality," the plan for the final year (in this case 
the second year) should be optimal itself regardless of the amount 
of capital supplied by the preceding year. Therefore all possible 
optimal plans for the second year are computed by treating capital 
as a variable resource. The net revenue and the capital requirement 
associated with each of the optimal plans are taken into considera­
tion by the first year's program and its maximization will therefore 
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determine the second year's optimal plan as well. 
Concluding remarks 
The main usefulness of the two methods presented in this sec­
tion is in solving large scale linear programming problems. Al­
though the functional equation approach seems simpler and computa­
tionally more efficient than the decomposition method in this small 
illustrative feeder cattle planning study« one should bear in mind 
that the decomposition method is useful and efficient in a more 
general case} i.e., the number of joint constraints need not be 
limited. In such cases, the functional equation approach would be 
very hard to apply. 
On the other hand, the structural properties characteristic of 
these two methods create certain conditions for achieving computa­
tional efficiency in solving large scale linear systems. The func­
tional equation approach has to have a slightly intertwined linear 
matrix. Otherwise, computations would be difficult or almost impos­
sible (21). And for maximum computational efficiency, the decompo­
sition method requires that the number of joint constraints between 
time periods be considerably smaller than the number of total con­
straints imposed on the problem. Otherwise, its extremal problem 
would have so many rows that the problem would again be almost 
equivalent to an ordinary large scale linear programming problem, 
and no substantial saving on computations can be obtained. 
However, if it should happen that a large scale dynamic linear 
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programming problem lacks the structural properties required by the 
two methods discussed in the foregoing sections, it may still be 
solved with an appreciable degree of computational efficiency by the 
following suggested method: 
If it is within the limits of the machine codes, the large 
scale dynamic linear system in this case should be solved on a mul­
tistage basis, with the results of the first period subproblem 
translated into restrictions for the second period subproblem. Then 
the results of the second period subproblem are again translated 
into restrictions for the third period subproblem, and so on until 
the final period subproblem has been reached. The solutions from 
the various subproblems are then put together to constitute a feasi­
ble basis for maximization of the large scale original problem. 
This method has several advantages. 
Firstly, it provides a test for determining whether or not 
there is a feasible solution for the large scale problem. If no 
feasible solution can be obtained for a subproblem, it is an indi­
cation that the formulation of the large scale problem needs adjust­
ment. Thus errors, if any, can be detected with relative facility 
and with a minimum waste of machine time. 
Secondly, it provides a feasible basis which is better than the 
usual identity basis for starting the computations for the large 
scale system, because the number of iterations can be reduced sub­
stantially. This is especially true when the inter-temporal substi­
tutions between activities are not very many. Moreover, if there is 
4? 
no feasible identity basis with which to start the coaptations of 
the large scale system, the solutions collected from the various 
subproblems will always provide a feasible basis. Concommitantly, 
the device of Phase One can be omitted, and the computations begun 
r '  
immediately with Phase Two. This is especially significant! in the 
case of large scale problem because of the saving in machine time. 
Thirdly, programs can be run on a short time period of one, 
two, or three years and the results compared with those of the 
longer aggregate time period so as to bring out the differences 
consequent to different planning horizons. Such comparison can 
serve as useful reference for determining the best planning period 
for optimal results. 
The Dairy Farm Planning Study 
This study is concerned with the dairy farm planning in the 
Carrington soil area of northeastern Iowa. This area has a higher 
proportion of dairy farms than in most parts of the state (39• 
p. 48). The data used are from the extensive farm survey for the 
area undertaken by Iowa State University as part of the USDA Lake 
States Dairy Adjustment Study (4j5). This section of the thesis will 
examine the applicability of the mixed integer programming technique 
in a dairy case, with the end in view of facilitating the Dairy 
Adjustment Study. A concommittant objective is to provide some gen­
eral background information for the use of extension personnel. 
With the help of the USDA Economist, Mr. Jay Anderson, a 
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typical farm situation is chosen to provide the needed background 
material for the analysis. Only selected resource situations and 
important planning considerations are included to make this study 
manageable for achieving the above-mentioned objectives. 
The situation 
The farm used is a typical farm of 200 acres in the Carrington 
soil area of northeastern Iowa. Of these 200 acres, 190 acres are 
crop land, with the remaining 10 acres being occupied by farm build­
ings, roads, and wasteland. It is operated by an established owner. 
Besides the land, he owns $11,500 of capital, a barn for 40 cows, 
and hog houses for 20 litters of hogs. 
The farmer-owner also provides 60 hours of labor himself per 
week. During the 23 weeks of summer time which runs from May to 
early October and includes harvesting time, the labor supply is 
extremely short, thus making it a limiting factor in planning. In 
this study the labor factor during summer time is assumed as having 
three varying situations, ranging from (l) very limited, (2). limited 
with labor buying activity, to (3) unlimited supply. 
The crop enterprises included in this study are the most com­
mon competing ones in the area. These are continuous corn and COMM 
four-year rotation; i.e., one year of corn followed by one year of 
oats and two years of hay. Agronomists in the Iowa State University 
recommend 66-50-41 of the fertilizer level for continuous corn and 
10-50-41 for first year corn, 0-29-29 for second year oats in the 
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four-year COMM rotation. 
The typical livestock enterprises included are the deferred fed 
beef calf system, the one-litter hog system, and the dairy activity. 
The deferred fed feeding system for steer calves is to purchase 
calves in October at 430 pounds. These are wintered, grazed 60 days 
on pasture, and then fed on dry lot until they are sold the follow­
ing October at about 1,035 pounds each. The one-litter hog system 
has the pigs farrowed in February, and from each litter eight are 
saved and sold in August at about 225 pounds per hog. This makes a 
total of approximately 2,170 pounds of pork sold per litter, in­
cluded in which are 350 pounds of sow and 20 pounds of boar. 
The dairy activity produces an average of 10,000 pounds milk 
per cow per year, and an average revenue of $75-58 per year from the 
sale of bull calves, cull cow and excess heifers. In following the 
Lake States Dairy Adjustment Study, the annual expenditure per cow 
of $62.14 is not included in the capital coefficient, because it is 
assumed to be covered by the current milk receipts instead of the 
initial capital. However, it is taken into consideration in comput­
ing the net revenue figure for the dairy activity. 
The prices used in this study are the projected prices in 1965 
computed by the Lake States Dairy Adjustment Study on the basis of 
the adjusted historical prices. The basic input-output data for the 
enterprises described in the preceding paragraphs are tabulated in 
the Appendix, while explanation of the detailed procedure for deriv­
ing all of the coefficients will be found in the Lake States Dairy 
50 
Adjustment Study. 
Peculiar characteristics of the problem 
Given the initial resources and the important competing enter­
prises as listed in the above situation section, the dairy planning 
problem may be formulated as a linear programming problem in order 
to maximize the net revenue. However, looking at Table 7, the use 
of labor for the care of dairy cattle reveals difficulties for the 
application of the linear programming technique. Firstly, a certain 
amount of fixed labor charge has to be met in the dairy business, 
irrespective of the size of the herd. Secondly, the variable labor 
charge per cow decreases as the number of cows increases. The fixed 
labor charge presents a problem of indivisibility and the economies 
of the use of labor introduce a problem of nonconvexity. Both of 
them violate basic assumptions imposed on the linear programming 
technique. With these peculiar characteristics, the dairy planning 
problem needs special attention, and should be handled by the mixed 
integer programming technique which will solve the problem by re-
» 
quiring some of the variables to take integer values. 
The formulation 
Mathematically, the fixed labor charge problem can be formu­
lated in the following manner: 
Let y be the total labor cost charged against dairy activity x. 
We have y = a + bx, where a is the fixed labor charge and b is the 
per-unit variable labor charge. The restriction imposed on y is 
Table ?• Labor used for oare of dairy cattle - 23-week summertchore by size of herd* 
Herd A Herd B Herd C 
1-10 cows II-25 cows 26-40 cows 
(hours) 
Fixed labor charge 
Cleaning and preparation of utensils - two single 
units, grade A, can or bulk tank 101.2 101.2 101.2 
Hay feeding - baled hay, fed outside 20.7 20.7 20.7 
Grain feeding - fed twice a day 39.1 39.1 39.1 
Manure handling - little carrier or drive through 41.4 41.4 41.4 
Other routine work 64.4 64.4 64.4 
Miscellaneous labor 
Dairy cattle in stanchions 13.8 13.8 13.8 
Daily rotational grazing 34.5 34.5 34.5 
Total fixed labor charge 315.1 315.1 315.1 
Variable labor charge 
(hours per cow) 
Milking - two single units, barns with rows 
17.94 15.34 14.12 arranged lengthwise 
Bedding - baled and chopped .69 .99 1.10 
Care of dairy cattle not in stanchions -
pastured separated only 1.84 1.40 1.12 
Miscellaneous labor 
Dairy cattle not in stanchions .23 .19 .23 
Feed grinding .46 •53 .53 
Total variable labor charge per cow 21.16 18.45 17.10 
aSource: (19). 
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that when x = 0, y = 0; and when x > o, y = a + bx. Supposing that 
a new variable S is added to the equation to form y = a & + bx, 
then the restriction can be stated as when x * 0, C; and when 
x > 0, S s 1. Since the value of ^ is to be zero or one, the fixed 
charge problem can be handled by the mixed integer programming 
method. 
To apply the mixed integer programming method the problem 
should be formulated first in the linear programming form. However, 
the incorporation of & in linear programming requires that the upper 
bound of x be known. Assuming that the upper bound for x ic U, an 
additional row in the following form is needed: 
0 = -a i + (a/U)x 
The linear programming matrix form for the fixed labor charge 
is therefore as follows: 
Po I x 
Labor L a b 
0 -a a/U 
where L is the initial available labor resource. When x = U, & = 1; 
then x a 0, $ * 0, since a * 0; and when U > x > 0, 1 > ^  > 0. If 
in the linear programming solution S takes a fractional value, mixed 
integer programming will be applied to determine the integer value 
of ^ , either zero or one. It is always possible to find an upper 
bound for the activity concerned, since it will be determined by the 
most restricted resource. 
The case of the decreasing labor cost in dairy planning can 
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also be handled by the mixed integer programming method, with a 
restriction imposed on each of the dairy activities x^, such that 
x^ = 0 or x± > 1 
This restriction implies two conditions: (1) There is no value 
for X£ between zero and one; and (2) x^ is continuous if it is 
greater than one. The first condition is to avoid the difficulty 
arising from nonconvexity due to the decreasing labor cost. In 
other words, it forbids the program from presenting any of the less 
efficient dairy activities as a fraction of the most efficient dairy 
activity in terms of labor use. The second condition recognizes the 
fact that one cow may become a fraction of the activity unit which 
is the lower bound of the respective size of herd, the basis on 
which the activities are classified. Accordingly, it makes the er­
ror of rounding off of one cow admissible. 
The setup of the present study allows' three dairy activities, 
classified according to the size of the herd: herd A, 1 to 10 cows; 
herd B, 11 to 25 cows; and herd C, 26 to 40 cows. It is assumed 
that the net profit, the production of milk, and the use of all re­
sources except labor are proportional to the number of cows. There­
fore, with the exception of labor-use, all the technological coeffi­
cients and net profit for herd B are equal to 11 times the respec­
tive coefficients of herd A, and those for herd C are equal to 26 
times those of herd A. 
The upper bounds for the three dairy activities, in terms of 
the respective activity-units, are = 10, = 25/11» and 
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u
c = 40/26. With the total fixed labor charge a = 315.1 hours, 
we have a/JJ& = 31.51, a/Ub = 138.6, and a/O^ = 204.815. The vari­
able labor charges shown in Table 7» after being converted into the 
activity unit, are 21.16 hours for herd A, 202.95 hours for herd B, 
and 444.6 hours for herd C. The simplex setup for the three dairy 
activities and the fixed labor charge can be seen in Table 8. 
The solutions 
Three solutions respectively are obtained for the three labor 
situations in this study which are: 
1. Situation I with a summer labor supply of 1,450 man-hours 
contributed by the operator himself plus approximately 
three hours of help per week from his family; 
2. Situation II with an assumed labor-buying activity added 
to the 1,450 hours of labor supply; 
3. Situation III with no labor-buying activity, but with 300 
hours of extra labor supply contributed by a school-aged 
son during his summer vacation. 
The continuous optimal solutions were computed on IBM 650, while the 
mixed integer solutions were computed by hand. 
Situation I: 1,450 hours summer labor supply The complete 
simplex table for Situation I of the dairy planning is shown in 
Table 8. After it was solved by the usual simplex procedure, the 
continuous optimal solution and final solution matrix were obtained 
for the use of the mixed integer programming (see Table 9)• In the 
continuous solution, the level of herd C is approximately equivalent 
to 21 cows. Since it was less than 25 cows, it should belong to the 
Table 8. Simplex liable for Situation I of the dairy farm planning problem (disposal 
activities are not shown) 
Contin­ Corn Milk Fixed 
uous sell­ Hog Beef sell­ labor Herd Herd Herd 0 corn COMM ing calves ing charge . A . B C 
=1 X2 *3 x4 *5 x6 X7 x8 x9 =10 
z - c 25-71 11.61 -1.11 -I65.24 -125.45 -3.50 -13.44 -147.84 -349.44 
Capital 
dl 
11,500 25.71 11.61 135 111.62 370 4,070 9,620 
Labor d^ 1,450 3.86 5.586 12.66 3.029 315.10 21.16 202.95 444.6 
Grain d^ 0 -70 -25 1 117 57.5 55 605 1,430 
Forage d^ 0 -I.50 0.7 2.3 7.8 85.8 202.8 
Barn 
space 40 l 11 26 
Hog 
space dg 20 l 
Land d^ 190 1 1 
Milk 
selling dg 0 1 -100 1^,100 —2,600 
Fixed 
labor 0 -315.IO 31.51 138.6 204.815 
charge d^ 
Table 9» Mixed integer programming for the dairy planning: Situation I 
o *1 d2 43 â4 â5 d6 â7 d8 ag 
z - c 12,324.7660 3-4173 1.1098 27.8258 38.7877 3.500 3.4173 
Capital 353.06OO 1 -8.7377 -19.4540 8.0140 -8.7377 
°1 
Fixed 
labor .5277 .0007 .0008 -.0028 -.0024 
charge 
Hog 
apace dg 20 1 
Cont. 
corn x1 80.2230 -.1531 .4904 1.5908 -.1531 
Barn 
space d5 18.8885 -.0294 -.0339 1 .1136 -.0294 
COMM x2 109.7769 .1531 -.4904 -.5908 .1531 
6b" 7,201.9413 -8.5138 1.0003 20.2107 102.8783 -8.5138 
sexxmg x^ 
wiling ,^ 2,111.1510 2.9451 3.3900 -II.3630 1 2.9451 
Herd C x^^ .8120 .0011 .0013 -.0044 .0011 
s1 .5277 .0007 .0008 .0032 .0027 
Table 9 (Continued). 
=1 x2 x3 x4 x5 x6 x7 x8 x9 xio ei "i 
z — c 27-3525 12.7163 94.6371 288.2665 10,000 
Capital d^ 10.7550 4o.4o4o -241.9900 -583.65OO 
Fixed 
labor 
charge x^ 
.0099 .0042 1 -.0546 -.1157 
Hog 
apace dg 1 
Cont. 
corn x^ 1 -I.5958 .6639 -4.2409 -IO.2285 
Barn 
space d^ -.3966 -.1672 -.8157 -I.9672 
COMM x2 1 1.5958 -.6639 4.2409 10.2285 
Corn 
selling Xj 1 23.3868 78.2076 -235.7822 -568.6807 
Milk sell­
ing Xg 39.6620 16.7170 1 81.5700 196.7200 
Herd C x^ .0152 .0064 .0698 .4987 1 
81 
.0099 .0042 .0610 .1292 -1 1 
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herd B category. Moreover, the fixed labor charge came into the 
solution with an undesirable fraction, 0.5277. 
The mixed integer programming technique was then applied to re­
move these two fractional parts of the activities in the continuous 
solution. New constraints were constructed and added to the final 
solution matrix. The fraction of the fixed labor charge which was 
removed first was chosen arbitrarily. The row corresponding to the 
fixed labor charge in the final solution matrix is the third row in 
Table 9* Expressed in the form of Equation 16, it is as follows: 
x? = .5277 + .0007(-dg) + ,0008(-d^ ) - .0028(-d?) - .0024(-dg) 
+ .0099(-X4) + .0042(-x5) - .0546(-X8) - .1157(-xg). 
Of the non-basic variables in the above equation, dg, which is 
the disposal activity of the fixed labor charge, is an integer vari­
able. The variables Xg and xg which represent herd A and herd B, 
respectively, are treated as integer variables before they take any 
value greater than one. By the formula of Equation 18, a new con­
straint was formed as follows: 
s^  = -.5277 - .0007(d2) - .0008(-d4) - .0052(-dy) - .002?(-dg) 
- .0099(-xlf) - .0042(-x5) - .06l0(-xg) - .1292(-xg). 
This row was added to the final solution matrix for remaximiza­
tion. However, since the usual primal simplex method was used, the 
whole equation had to be multiplied through by -1 because it did not 
allow negative figures in the right hand side column. This opera­
tion set -1 in the cell of the disposal activity of s- and made it 
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necessary to add a positive artificial disposal activity s£ with 
penalty M: (M = 10,000 in this case) attached, to the final solution 
matrix. Table 9 shows the completed form for starting the mixed 
integer programming procedure. 
The first step in the mixed integer programming was to elimi­
nate the penalty 10,000 from the column of s^. By this the z - c 
cell of the column s^ would then have 10,000 and some of the z^ -
cj would then become negative. Then the usual simplex method was 
applied to search for the optimal solution. 
The continuous optimal solution, as well as the mixed integer 
optimal solution of Situation I are listed in Table 10 for compari­
son. It is obvious that the continuous optimal solution can be mis­
leading if the fixed labor charge and the decreasing labor cost are 
involved in the program. The "unutilized*1 fixed labor charge of 
130.03 hours appears in the mixed integer solution because of the 
upper-bound device. According to this device, only 25 cows of the 
herd B can "use up" the complete fixed labor charge. Therefore, 
with only 14.66 cows, there should be some fixed labor charge arti­
ficially unutilized in the program. 
Situation II: allowance for hired labor included It is 
quite common in the Carrington soil area to hire labor for doing 
chores on the farm, although some of the farmers insist on carrying 
the entire load of the work by themselves. The hourly wage for 
hired labor is $1.20, and at this rate the supply is assumed to be 
Table 10. Optimal solutions for Situation I of the dairy farm planning 
Item Unit 
Continuous 
solution 
Mixed integer 
solution 
Net profit 
Continuous corn 
COMM 
Corn selling 
Milk selling 
Dairy cows: 
Herd C 
Herd B 
Fixed labor charge 
Unused capital 
Unused barn space 
Unused hog space 
"Unutilized" fixed labor 
$ 
acre 
acre 
bu. 
cwt 
unit 
unit 
unit 
$ 
unit 
unit 
hr. 
12,324.76 
80.22 
109.78 
7,201.94 
2,111.15 
.81 (21.11 heads) 
.53 (167 hrs.) 
353.06 
18.89 
20 
11,583.39 
113.77 
76.23 
9,067.02 
1,465-98 
1.33 (14.66 heads) 
1 (315.1 hrs.) 
2,267.19 
25.34 
20 
130.03 
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unlimited. Thus in Situation II it is capital rather than labor 
which limits the profit maximizing program. 
The simplex table for Situation II differs from that of Situa­
tion I by only one additional labor-buying activity x11. This ac­
tivity requires $1.20 of capital to provide for one unit of labor. 
It also shows the net cost of $1.20 in the z - c row. The continu­
ous optimal solution for Situation II and its final solution matrix 
are shown in Table 11. 
In the continuous solution, it may be noted that both herd C 
and the fixed labor charge are fractions. These should be removed 
by mixed integer programming technique. This time the fraction of 
herd C was chosen to be removed first. The additional constraint 
for this step is shown in Table 11. It took one iteration to com­
plete the remaximization procedure. 
But the mixed integer optimal solution shows that the level of 
the fixed labor charge, although already raised to 0.8672, is still 
a fraction (see Table 12). Thus a second constraint corresponding 
to the fixed labor charge had to be added to the final mixed integer 
solution matrix. The complete simplex table for the second remax-
imization is shown in Table 12. The mixed integer optimal solution 
was obtained after two iterations had been run in addition to the 
removal of penalty M. For purposes of comparison, this solution is 
listed in Table 13 together with the continuous optimal solution. 
Table 11. Mixed integer programming for the dairy farm planning: 
the additional constraint corresponding to herd C 
0 d, d„ d, di. d„ df 
Situation II with 
8 9 
z-c 12,4o3.54o4 .2231 1.4678 1.1098 
35.5274 .1006 -.8794 
.5538 .0001 .0001 
Labor 
buying 
d, 1 
Fixed 
labor 
charge x^ 
Hog 
space dg 
Cont. 
corn x^ 
Barn 
space dg 
COMM x2 
Corn sell­
ing x. 
23.4852 
-I.9576 
-.0006 
20 
74.7828 -.0154 -.0185 
17.8423 -.0030 -.0036 
115.2172 .0154 .0185 
.7902 
.0238 
—7902 
6,899.4721 -.8567 -I.0280 1.002 36.8774 
Milk sell­
ing x6 2,215.7710 .2963 .3558 
Herd C 
*10 .8522 .0001 .0001 
.8522 .0001 .0001 
-2.3750 
-.0009 
.0052 
40.5759 3.5000 1.4678 
.8065 
—.0002 
1.4674 
.0899 
-.4674 
96.0122 
-8.9880 
-.0035 
.0120 
-.8792 
-.0031 
-.0185 
—.0036 
.0185 
-I.0280 
.3558 
.0001 
.0001 
Table 11 (Continued). 
*6 x? 8 *10 *11 al *î 
z-c 
Labor buy­
ing dx 
Fixed 
labor 
charge x^ 
Hog space 
d6 
Coat. 
corn x^ 
Barn 
space d^ 
COMM x2 
Corn sell­
ing 
Milk sell-
ing x6 
Herd C 
*10 
29-7521 21.7312 
1.0822 4.0657 
.0107 .0072 
-I.7615 .0413 
-.4285 -.2869 
1.7615 -.0413 
1 14.1733 43.5928 
42.8490 28.6910 1 
.0165 .0110 
.0165 .0110 
40.6438 98.0412 
-24.3510 -58.7300 
-.0725 -.1589 
-.5120 -1.2349 
-.0986 -.2376 
.5120 1.2349 
-28.4645 -68.6558 
9.8600 27.7600 
.0423 .4322 
.0423 .4322 
300 
-1 1 
Table 12. Mixed integer programming for the dairy farm planning; Situatiol II with the 
additional constraint corresponding to the fixed labor charge 
0 di d2 d3 d4 d5 d6 *7 d8 d9 
a-c 12,210.2226 .1980 1.4359 1.1098 22.2943 36.0504 3.5000 1.4359 
Labor buy­
ing dx 151.3242 .1153 -.8606 -1.2440 3.5175 -.8604 
Fixed labor 
charge x? .8672 .0001 .0001 .0013 .0051 -.0030 
Hog 
space dg 20 1 
C.ont. 
corn x1 77.2177 -.0151 -.0181 .8052 1.5244 -.0181 
Barn 
space d^ 18.3108 -.0029 -.0035 .0266 1 .1008 -.0035 
COMM Xg 112.7823 .0151 0l8l -.8052 -.5244 .0181 
Corn sell­
ing Xj 7,034.8394 -.8396 1.0061 1.0002 37.7115 99.1814 -I.006I 
Milk sell­
ing x6 2,168.9239 .2904 .3482 -2.6637 -10.0848 1 .3482 
Herd C 0 0 0 - .0062 — .0234 0 
Herd B xg 1.9717 .0002 .0003 .0122 .0462 .0003 
Sg .8672 .0001 .0001 .0013 .0051 .0198 
Table 12 (Continued). 
=2 x5 x4 x5 x6 x7 x8 x9 82 a2 
Z—C 
Cônt. 
corn x^ 
Barn 
space d^ 
Corn sell­
ing x3 
Milk sell­
ing x6 
Herd C x^0 
Herd B x. 
s2 
26.0137 19.2268 31.0572 100 
Labor buy­
ing â1 3.3216 5.5657 -I8.609O 
Fixed labor 
charge x^ 
Hog 
space dg 1 
.0168 .0112 1 -.0570 
-1.7144 .0728 -.3913 
-.4194 -.2808 -.0754 
COMM x2 1 1.7144 -.0728 .3913 
1 16.7911 45.3463 -21.7520 
41.9430 28.0842 1 7.5370 
00 0 
.0381 .0255 .0978 1 
.0168 .0112 .3721 -1 
Table 13. Optimal solutions for Situation II of the dairy farm planning 
Item Unlt^  
Continuous 
solution 
Mixed integer 
solution 
Net profit 
Continuous corn 
COMM 
Corn selling 
Milk selling 
Dairy cows: 
Herd C 
Herd B 
Fixed labor charge 
Labor buying 
Unused barn space 
Unused hog space 
"Unutilized" fixed labor 
8 
acre 
acre 
bu. 
cwt 
unit 
unit 
unit 
hr. 
unit 
unit 
hr. 
12,403.54 
74.78 
115.22 
6,899.47 
2,215.77 
.8522 (22.16 heads) 
.5538 (174.5 hrs.) 
35.53 
17.84 
20 
12,152.10 
78.01 
111.99 
7,078.95 
2,153.66 
1.96 (21.54 heads) 
1 (315.1 hrs.) 
189.05 
18.46 
20 
43.84 
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Situation III: 1.750 hoars of summer labor supply As 
stated before, in Situation III it is assumed that the farmer has 
a son of school-age who contributes 300 hours of labor during the 
23-week summer time. The continuous optimal solution of this 
situation shows an unused labor which in effect nullifies the eco­
nomic significance of the decreasing labor cost and the fixed labor 
charge in the mixed integer optimal solution. 
Both the continuous and the mixed integer optimal solution for 
Situation III are listed in Table 14. A comparison of the two solu­
tions brings out two peculiar features: (1) the levels of all ac­
tivities and net profits with the exception of the unused labor and 
the fixed labor charge are exactly the same in both solutions; (2) 
both herd A and herd B appear in the mixed integer optimal solution 
with a sum which, in terms of number of cows, is equal to the level 
of herd C in the continuous optimal solution. 
The key to these peculiar features lies in the unused labor. 
The continuous final solution matrix of Situation III (see Table 15) 
shows that not only the shadow price of labor is zero, but the z - c 
figures for herds A, B, and C as well. The zero shadow price of 
labor indicates a surplus of labor, while the zero z - c figures 
imply that the three dairy activities of herds A, B, and C are 
interchangeable without decreasing the net profit. As already spec­
ified in the section of the formulation, these activities differ 
from one another only in the labor-use. Since labor bears no shadow 
price, the three activities are economically identical. Therefore, 
Table 14. Optimal solutions for Situation III of the dairy farm planning 
Item Unit 
Continuous 
solution 
Mixed integer 
solution 
Net profit 
Continuous corn 
COMM 
Corn selling 
Milk selling 
Dairy cows: 
Herd C 
Herd B 
Herd A 
Total cows 
Fixed labor charge 
Unused labor 
Unused barn space 
Unused hog space 
$ 
acre 
acre 
bu. 
cwt 
unit 
unit 
unit 
heads 
unit 
hr. 
unit 
unit 
12,462.84 
?4.04 
115.96 
6,857.92 
2,230.13 
.8577 (22.30 heads) 
22.30 
.5574 (175-6 hrs.) 
259.60 
17.70 
20 
12,462.84 
74.04 
115.96 
6,857.92 
2,230.13 
1.86 (20.5 heads) 
I.80 (1.8 heads) 
22.30 
1 (315.1 hrs.) 
85.14 
17.70 
20 
Table 15• The continuous final solution matrix for Situation III of the dairy 
farm planning 
0 dl *2 d3 *4 d5 d6 d7 d8 d9 
z-c 12,462.8394 .3912 1.1098 20.2172 41.9221 3*5000 
Fixed 
labor .5574 .0001 -.0008 -.0022 -.0032 
charge x? 
Labor dg 259-6011 -.1144 1 2.2265 -.9172 1 
Hog 
space dg 20 1 
Contin­
uous corn 74.0360 -.0175 .8313 1.4504 
=1 
Barn 
space d5 17.6987 -.0034 .0317 1 .0866 
COMM Xg 115-9640 .0175 -.8313 -.4504 
Corn sell­
ing 6,857.9230 -.9744 1.0002 39.1662 95.0692 
Milk sell­
ing Xg 2,230.1280 .3370 -3.I66O -8.6620 1 
Herd C x1Q .8577 .0001 -.0012 -.0033 
Table 15 (Continued). 
*1 *2 x3 x4 x5 x6 x7 x8 x9 *10 
z-c 31.5585 28.5181 
Fixed labor 
charge x^ .0108 .0076 1 -.0750 -.1648 
Labor d^ -1.2307 -4.6240 27.6940 66.7950 
Hog 
space dg 1 
Contin­
uous corn 1 -1.7842 - .0442 
*1 
Barn 
space d^ -.4329 -.3034 
COMM x2 1 1.7842 .0442 
Corn sell- „ „ „„ 
ing 1 12.9077 38.8388 
Milk sell­
ing x6 43.2860 30.3360 1 .0385 .4231 
Herd C x^Q .0166 .0117 1 
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the integer restriction imposed on each of the dairy activities in 
the mixed integer programming will not affect either the net profit 
or the levels of activities other than the labor supply in the con­
tinuous optimal solution. 
However, the simultaneous appearance of herds A and B in the 
mixed integer optimal solution is practically meaningless. It is 
not likely that on the same farm there will be both an efficient and 
an inefficient herd. In other words, a desirable optimal plan 
should have the three dairy activities mutually exclusive of one 
another, as follows: 
*8*9 * 0 =9=10 = 0 =8=10 = 0 
where Xg = herd A, xg = herd B, and x^ = herd 0. 
These non-linear restrictions are not included in the present 
formulation. Nevertheless, the simplex criterion has achieved these 
non-linear requirements in all of the continuous optimal solutions 
of Situations I, II, and III, as well as in the mixed integer solu­
tions of Situations I and II. But in Situation III, where the sur­
plus labor is included in the continuous optimal solution, these 
mutually exclusive conditions were not satisfied when the mixed in­
teger programming technique was subsequently applied. This is be­
cause the mixed integer programming always requires additional ac­
tivities in the basis, and the activities which use only free re­
sources will naturally have the first chance to enter the optimal 
plan. Thus herd A and herd B appeared in the mixed integer optimal 
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solution at the same time. 
In order to make this solution economically meaningful, an ad­
justment was therefore needed. The 1.8 cows of herd A were included 
in herd B, and the unused labor increased to 90.02 man-hours accord­
ingly . 
Concluding remarks 
The optimal plans under the different summer labor situations 
for a typical dairy farm in the Carrington soil area of northeastern 
Iowa suggest that the farmer should concentrate on his dairy activi­
ty, and next to this, raise corn for feed as well as for sale. The 
usual practices on farms in that area of having the one-litter hog 
system and the deferred fed beef cattle enterprise are not profit­
able, judging from their exclusion in the optimal plans. 
When the labor supply increases, the farmer should enlarge his . 
dairy herd and increase his COMM rotation acres, while decreasing 
the acreage for continuous corn. This arrangement will increase the 
net profit obtainable for the optimal plans from between $11,583*39 
to $12,462.84, depending on the variation in labor supply from the 
very limited to the surplus situation. 
This study has proven that Gomory's mixed integer programming 
technique can handle the dairy planning case successfully. The 
technique is simple and direct. The setup of new constraints can be 
done with minimum effort by simply following a set of formulas, 
while the mixed integer program itself can be remaximized by the 
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usual simplex algorithm. 
With regard to the computational procedure in the dairy plan­
ning case, there is ho definite criterion for deciding which addi­
tional constraint for removing the corresponding fractional value 
should be added first, if more than one variable is required to take 
integer value. In the present study two methods are proposed: 
(l) removal of the largest f^ Q value first, as suggested by Gomory 
(27, p. 23); (2) removal first of the fraction of that activity 
whose corresponding incoming column will least decrease the net 
profit. 
Proposal 1 was used in computing Situation II. It required two 
additional constraints for removal of the two fractional values. 
Proposal 2 was used in computing Situations I and III. Only one ad­
ditional row was needed to reach the mixed integer optimal solution. 
However, the total number of iterations needed to complete the re-
maximization procedure is the same in both cases. 
Situation III of the dairy planning demonstrates that the ap­
plication of the mixed integer programming technique according to 
the present formulation, may yield an optimal solution which will 
need some adjustment in order to be economically meaningful. Fur­
thermore, it shows that the net profit and the levels of many activ­
ities in the O-column need not decrease when the simplex or the dual 
simplex method is applied. 
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Farm Tractor Replacement Study 
Since the 1920's when the use of machinery on a farm was a 
novelty, powered equipment for agricultural purposes has come a long 
way. Farm machinery is now an important part of U. S. farm economy. 
A USDA report on farm machinery states that "investment in machinery 
is now about 10 percent of the value of physical assets on farms" 
and that "the inventory of machinery on farms has reached a high 
level" (4l, pp. 1-2). With such a high degree of mechanization the 
question is no longer one of whether or not to replace human labor 
with machinery, but the more complicated problem of replacing the 
farm machinery already in use with newer and better models. 
The matter is further complicated by the rapid pace of techno­
logical progress in recent years. For instance, the records of the 
International Harvester on their large size gasoline tricycle series 
of tractors show that from 1938 to 1952 only Model "M" was manufac­
tured. But from 1952 to I960, Models "Super M", "Super MTA", "400", 
"450", and "560" were put on the market, each an improvement over 
the previous model in the same series. Under such conditions, re­
placement cannot be a simple matter of replacing worn-out equipment, 
but a necessity dictated also by the technological factor of im­
proved model. Any program of farm machinery replacement to be fea­
sible must take into consideration these two factors of time and 
technological advance. 
Since the farm tractor is the most basic of the powered farm 
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equipment and the major piece of machinery on a farm, it is taken 
as the object for this study as being most representative of farm 
machinery. The particular type of farm tractor considered is the 
wheel type tractor, because this type alone made up 98 percent of 
the farm tractors in use in 1959 (40, p. 4). Approximately 80 
percent of these wheel tractors were gasoline-fueled. Hence "farm 
tractor" in this study refers to the wheel type gasoline farm trac­
tor. 
According to the ÏÏSDA report, the replacement of farm machinery 
as practised by farmers shows the following characteristics (4l, 
pp. 30-36): 
1. The replacement is at least as large as the old machine, 
and often larger. 
2. 50 percent of the replacement for tractors are bought 
new, and the rest are used machines. 
5. New machines tend to go to the larger farms auad used 
machines to the smaller farms. 
With these general facts as background, the present study will 
try to determine an optimal farm tractor replacement policy for the 
larger farms (220 acres or more) by applying Bellman's functional 
equation approach. Two alternatives are provided: whether to 
buy a new machine, or to keep the old one. And since there is a 
growing demand for larger size farm machines (8, p. 5)1 the wheel 
type gasoline farm tractor considered in this study is the large 
size, i.e., 35 horsepower or more. The 1956 national survey of farm 
machinery shows that farms of 220 acres or more own more than 40 
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percent of this large size wheel tractors while farms of less than 
100 acres have only about 11 percent (8, p. 7). 
The farm tractor data used in this study pertain to Interna­
tional Harvester's large size gasoline tricycle series, with Story 
County of Iowa state taken as example. Incidentally, Iowa with 
320«000 tractors in 1959 is the state with the largest number of 
farm tractors in the country (40, p. 13). 
The situation in Story County, Iowa 
The farm situation here reflects the national tendency toward 
larger farms. Figures taken from the 1959 Census of Agriculture 
(42) show a marked increase in the number of farms of 220 acres or 
more in Story County and a decrease in farms of 219 acres or less 
over the figures for 1954. As to the number of farm tractors, the 
same Census shows that there were 3*847 tractors (other than garden) 
on farms in Story County of Iowa in 1959, and that the number of 
farms with 2 or more tractors was three times that of farms with 
only one tractor. According to farm machinery dealers' sales 
records*, about 61 percent of these tractors were made by the Inter­
national Harvester, and of this number, one-half were of the large 
size gasoline tricycle models category. 
This particular series which from 1938 to 1952 had produced 
only one model, the Model "M", had developed in the eight years 
•Armstrong Tractor and Truck Co., International Harvester 
Sales and Service, Highway 69 South, Ames, Iowa. 
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since 1952 five new models. A variety of mounted implements, such 
as the continuous power take-off, the continuous life hydraulics, 
the torque amplifier, etc., have also been added. The calculated 
(sea level) drawbar horsepower has been increased from $4.44 to 
59.47, and the belt horsepower from 39.2? to 65.25 (Table 16). 
Table 16. Horsepower, year of manufacture of the large size 
tractors, International Harvester gasoline tricycles* 
Model 
Year of 
manufacture 
Nebraska 
test no. 
Calculated horsepower 
Drawbar Belt 
M 1939-1952 328 34.44 39.23 
Super M 1952-1953 475 44.24 48.56 
Super MTAb 1953-1954 475 44.24 48.56 
400 1954-1957 532 47.34 52.71 
450 1957-1959 612 51.25 57.05 
560 1959-1961 , 671 59.47 |65»25 
aSource: (38). 
^Super MTA differs from Super M not in horsepower but in 
mounted implements such as: torque amplifier, continuous life 
hydraulics, continuous power take-off. 
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The empirical procedures 
The economic replacement process for the large size tractors on 
large farms undertaken by this study is designed for a program of 
ten years and involves the two alternatives of purchase of a new 
tractor or keeping the old one. It is assumed that before the be­
ginning of the 10-year period, the farmer already owns a 3-year-old 
large size farm tractor. 
The objective of the replacement process is to maximize the 
total discounted net revenue on farm tractors for the future 10 
years, subject to various cost streams. The revenue and the costs 
are functions of the machine's age and the technological improve­
ment. These functions—namely, revenue, fixed cost, upkeep cost, 
and replacement cost—are estimated through the behavior and the 
development of the large size gasoline tricycle series made by In-
ternational Harvester. They have been adjusted in terms of i960 
constant prices. The procedures for the various estimations are 
described below. 
The revenue function It is impossible to determine the 
revenue to tractors alone, because the activities as well as the 
income are different from farm to farm. However, in view of the 
fact that farmers usually seek some custom work to reduce the per 
unit overhead cost of their tractors (41, p. 9)» it is reasonable, 
for purposes of this study, to use the opportunity revenue function 
on the basis of the custom rate. Several assumptions must be 
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stated first: 
1. The hourly custom rate for hiring a tractor is proportional 
to the horsepower of the tractor. 
2. The future rate of increase on horsepower for large size 
tractors follows the pattern of the development of Model 
"M" to Model "560" in the projected 10 years. 
3» The annual working hours of the tractor decrease as the 
machine ages. 
The hourly custom rate for hiring tractors with 3 or more bot­
toms was 82.60 in i960 in the North Central region of the U. S. 
(20). This rate did not include fuel and labor. The gasoline tank 
of the tractor is^usually full when the farmer comes in to pick it 
up and is returned to the owner again full. Starting with the rate 
of 82.60, the projection of the hourly custom rate is proportional 
to the projection of the belt horsepower development. Since, ac­
cording to farm machinery dealers, it is unlikely that 1961 would 
have any new tractors other than the "560", the 82.60 rate will be 
used here as the rate of the ten-year plan year 1 and "56O" assumed 
as the product of year 1. 
The horsepower development of the "M" to "560" series from 1951 
to I960 was so fast that it presented a straight line relationship 
with respect to time (Figure 7, Table 17). By using the least 
squares method, the regression line of the belt horsepower on the 
time is fitted in the following form: 
Ï = 40.36 + 2.46X 
Both the coefficients are significant at 0.01 level, and correlation 
coefficient r = .95» 
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Table !?• Regression of horsepower by year, International Harvester 
large size gasoline tricycles 
Tear 
X 
Belt horse­
power T 
Estimated 
value Y 
0 - 40.36 
1 39.23 42.82 
2 48.56 45.28 
3 48.56 47.74 
4 52.71 50.20 
5 52.71 52.66 
6 52.71 55.12 
7 57.05 57.58 
8 57.05 60.04 
9 65.25 62.50 
10 65.25 64.96 
Fitted line: Y = 40.36 + 2.46 X 
Assuming that the power development for the future ten years 
would follow the fitted line, the hourly custom rate would be pro­
portionally increased from $2.60 to 64.02. The complete projected 
custom rate is listed in Table 18. 
The large size tr,actor on farms of 220 acres or more usually 
works 904 hours per year (41, p. 21). These working hours decrease 
to 860 when the tractor becomes seven to eleven years old, and to 
628 when the tractor is twelve years old or more. These decreases 
are estimated proportionally according to the changes shown in data 
Table 18. Estimated annual revenue for large size tractors - International Harvester 
gasoline tricycles 
Annual revenue 
Year of 
manufacture 
Estimated 
horsepower 
Estimated 
custom rate 
6 years old or 
less (904 hrs.) 
7 to 11 years 
old (860 hrs.) 
12 years old and 
more (628 hrs.) 
1 40.36 2.6O 2,350.40 2,236.00 1,632.80 
2 42.82 2.76 2,495.04 2,373.60 1,733.28 
3 45.28 2.92 2,639.68 2,511.20 1,833.76 
4 47.74 3.07 2,775.28 2,640.20 1,927.96 
5 50.20 3.23 2,919.92 2,777.80 2,028.44 
6 52.66 3-39 3,064.56 2,915.40 2,128.92 
7 55-12 3.55 3,209.20 3,053.00 2,229.40 
8 57.58 3.71 3,354.84 3,190.60 2,329.88 
9 60.04 3.87 3,498.48 3,328.20 2,430.36 
10 62.50 4.02 3,634.08 3,457.20 2,524.56 
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available for all sizes of tractors worked on farms of 220 acres or 
more (4l, p. 21). 
By multiplying the projected hourly rate with the number of 
working hours per year, the annual opportunity revenue for farm 
tractors is therefore obtained. For the farm tractor produced each 
year, there is a step-down revenue stream as it ages. Hence for a 
10-year program, there is a family of revenue streams. These 
streams are tabulated in Table 18. 
The fixed cost As a rule, the fixed cost includes insur­
ance, property tax, interest, and depreciation. But in this model 
the interest will be accounted for by the discounted factor "a" in 
Equation 23, while the depreciation cost becomes the trade-in value 
incorporated in the replacement. Thus the fixed cost includes only 
insurance premium and property tax. In practice these two items 
take a constant percentage of the current assessed value of the 
tractor. Since the current assessed value is a function of the ini­
tial cost and the depreciation, it is necessary to construct the 
projection of initial costs and the depreciation schedule first. 
The projection of initial costs is made on the basis of the 
initial cost s/ries for large size tricycles in the past ten years 
(Table 19). These costs represent a trend of technological changes 
after being converted into I960 constant money value. 
The technological change is assumed to follow an exponential 
curve in the form of y = C - y*e-kx. This curve has a ceiling value 
Table 19. Initial costs for large size tractors in Story County, Iowa - International 
Harvester gasoline tricycles 
Model 
Listed f.o.b. 
factory price®-
Adjusted 
list price 
(1960.100) Freight** 
Handling 
charge0 Taxes* 
Total 
dealer's 
cost® 
M 2,514 3,118 46 71.71 64.06 3,299.77 
Super M 2,538 3,117 46 71.70 64.04 3,298.74 
Super MTA 2,982 3,651 46 83.98 33.72 3,855.70 
400 3,516 3,972 46 91.36 81.24 4,190.60 
450 4,138 4,249 46 97.72 86.78 4,458.26 
560 4,704 4,704 46 108.19 95.88 4,954.07 
aSource: (j8) 20% of the list price is dealer's normal profit. 
*From Moline, Illinois to Ames, Iowa. 
"Computed as 5% of the first 10% of list price plus 2% of the remaining 9096 
of list price. 
*2# sales tax plus 1096 excise tax on tires and battery. 
eThe dealer's cost means the cost which does not include extra profit the dealer 
may get from customers. He has 2096 of the list price as his normal profit. 
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C which has to be estimated from the data without any previous know­
ledge concerning it. Therefore, Hartley's internal least squares 
method (31) is used to provide the three estimates of C, y*, and k 
simultaneously. The fitted exponential curve takes the form: 
j(^ ) = 9,579.20 - 8,659.l8e-020^ . 
Its value and the projections of the initial costs are shown in 
Table 20 and Figure 8. 
According to the fitted curve the ceiling value is approxi­
mately $12,700 which is fairly high, being 2.5 times of the present 
tractor price. However, according to Table 20, the increase in the 
projected tractor price for the next ten years will be $1,318.19, 
which is about 26 percent of its initial cost of $4,964.81 in 
year 1, while the increase in the previous 10-year period was 
$1,780.85, or about 60 percent of the tractor price of $3,183.96 
in its year 1. Hence the projection of initial cost for the tractor 
in the next ten years may still be considered as within the relevant 
range of the fitted curve. 
The depreciation schedule is estimated from the actual trade-in 
value for the large size tricycle series as listed in the Official 
Tractor and Equipment Guide (38). The average service life of a 
tractor, according to the national survey data (8, p. 10), is 
approximately 17 years. The exponential curve fitted by Hartley's 
internal least squares method is as follows: 
y (^ ) = -.0036 + .36Ole~'°^^ . 
Table 20. Estimated initial cost for large size farm tractors - International 
Harvester gasoline tricycles 
Year 
X 
Initial 
cost Y 
Working 
scale s 1 (origin=3«200) 
Estimated 
y <i ) 
(origin*3«200) 
Estimated 
Y 
origin s 0 
Projected Y 
(X = 10 as year! 
( one 
0 3,299-77 -5 99.77 -16.04 3,183.96 —— 
1 3,299-77 -4 99.77 178.97 3,378.97 4,964.81 
2 3,298.74 -3 98.74 369.90 3,569.90 5,^23.62 
3 3,855.70 -2 655.70 557.11 3,757.11 5,279.14 
4 4,190.60 -1 990.60 740.43 3,940.43 5,431.45 
5 4,190.60 0 990.60 920.02 4,120.02 5,580.82, 
6 4,190.60 1 990.60 1,095.98 4,295.98 5,727.16 
7 4,458.26 2 1,258.26 1,268.38 4,468.38 5,870.30 
8 4,458.26 3 1,258.26 1,437.23 4,637.23 6,010.93 
9 4,954.07 4 1,754.07 1,602.71 4,802.71 6,148.35 
10 4,954.07 5 1,754.07 1,764.81 4,964.81 6,283.00 
Fitted law: y (j ) « 9,579.20 - 8,659.18e" -0.02053/ 
3000 
w) 2000 
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Figure 8. Estimated initial cost for large size farm tractors 
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Within the relevant range of this curve the tractor should have 
20 percent of its initial cost for salvage value (Table 21 and 
Figure 9)• The curve also shows that the loss due to acquisition 
in the year of purchase is approximately 33 percent of the initial 
cost. However, the fixed cost for the year of purchase is propor­
tional to the initial cost rather than to the depreciated value of 
the tractor. 
With the aid of the two foregoing functions, it is now possible 
to construct a table of tractor value after depreciation (Table 22). 
Since we, are interested only in a 10-year program, the table which 
comprises the usable data takes a triangular shape. 
As mentioned before, the insurance premium and the county prop­
erty tax take a constant percentage of the current assessed tractor 
value as listed in Table 22. There are two kinds of insurance poli­
cy on farm tractors which farmers in Story County usually carry: 
1. Physical damage insurance policy—it covers damage from 
fire, lightning, hail, tornado, etc. The charge is 44 
cents per hundred dollars insured. 
2. Liability insurance policy—it refers to tractor liability 
only, and covers the tractor operated on public highways 
as well as on the premises. The minimum charge is $10 per 
year for a policy of $10,000 - $20,000 for bodily injury 
and $5,000 for property damage. 
With regard to the property tax, the rate in Story County is 37 
mills on 40 percent of the current assessed value of the tractor. 
The complete fixed cost charges may be seen in Table 24. 
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Table 21. Estimated depreciation schedule for large size farm 
tractors - International Harvester gasoline tricycles 
Working Observed 
Tear scale trade-in Estimated 
X £ i value y± y (£ ) 
0 
— .6657 
1 -8 .630 .6212 
2 
-7 .570 •5796 
3 —6 .511 .5408 
4 
-5 .482 .5046 
5 -4 .468 .4708 
6 
-3 .433 .4392 
7 -2 .414 .4097 
8 -1 .407 .3822 
9 0 .379 *' .3565 
10 1 .343 .3325 
11 2 •319 .3104 
12 3 .296 .2836 
13 4 .231 .2647 
14 5 .231 .2471 
15 6 .231 .2306 
16 7 .231 .2156 
17 8 .231 .2002 
Fitted law: 
y <f ,) « -.0036 + .3601«-06654^ 
90 
100 
S 80 
o 
o 
o 
c 
60 
«+— 
o 
<D 
o> 
O 
5 40 
o 
k_ 
0) 
CL 
C 
<D 
V) 
<U 
L_ 
CL 
8 -6 -4 -2 0 2 4 6 
Year (£) 
Y(5 ) = -.0036 + .3601 e' 066541 
Figure 9* Estimated depreciation schedule 
for large size farm tractors 
Table 22. Current assessed value of the tractor after depreciation 
Tractor age (year) 
Tear 
made 
Initial 
cost 0 1 2 3 4 5 6 7 8 9 
1 4,965 3,305 3,084 2,878 2,685 2,505 2,338 2,181 2,034 1,898 1,770 
2 5,124 3,411 3,183 2,970 2,771 2,586 2,412 2,250 2.099 1,958 
3 5,279 3,514 3,279 3,060 2,855 2,664 2,485 2,318 2,163 
4 5,431 3,615 3,374 3,148 2,937 2,740 2,557 2,385 
5 5,581 3,715 3,467 3,235 3,018 2,816 2,627 
6 5,727 3,812 3,558 3,319 3,097 2,890 
7 5,870 3,908 3,646 3,402 3,174 
8 6,011 4,002 3,734 3,484 
9 6,148 4,093 3,819 
10 6,283 4,182 
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The upkeep coat There are two methods ordinarily used for 
estimating the upkeep cost for farm tractors. One is to assume 3.5% 
of the initial cost annually throughout the service life of the 
tractor (25, 33, 34), and the other is to assume a convex exponen­
tial curve (l, p. 26). Both of these methods are not realistic when 
applied to the present study. In fact, the trend of the upkeep cost 
as the tractor ages is so irregular that it makes a straight line or 
an exponential curve meaningless. 
For this study, a table for the 13-year upkeep cost of large 
size farm tractors was established after discussion with dealers and 
farmers in Story County and with research workers in Iowa State 
University. It may be considered as an optimal upkeep policy 
(Table 23). 
According to this policy, the farmer should overhaul his farm 
tractor in the 4th year, or after 3,500 hours of use. In the 8th 
year he should have another overhaul, including the engine, trans­
mission, and differential of the tractor. The annual basic upkeep 
cost which includes oil, grease, filters, spark plugs, etc. is about 
854 in terms of i960 money value. 
The replacement cost The replacement cost is equal to the 
purchasing cost of the new item in that year minus the trade-in 
value of a tractor in the same year. The complete list of replace­
ment costs may be found in Table 24. 
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Table 23» Upkeep cost for the large size farm tractor by age 
Tear Item Quantity Cost 
1 Oil filters 
Oil, 9 times @ 6 qts. 
Grease, 24 times @ 17$ 
Spark plugs 
Points and condenser 
Basic upkeep cost 
6 sets 
54 qts. 
2 sets 
2 sets 
10.80 
21.60 
4.08 
12.00 
5-38 
8 53-86 
2 Basic upkeep cost 
Generator brushes 
Fan belt 
Radiator hose 
Total 
1 set 
1 pc. 
1 pc. 
53.86 
4.50 
3.68 
1.00 
8 63.04 
3 Basic upkeep cost 
Battery 
Total 
1 pc. 
53.86 
18.00 
S 71.86 
4 Basic upkeep cost 
Overhaul 
Tires 
Radiator repairing 
Generator rebuilding 
Fan belt 
Total 
1 set 
1 pc. 
53.86 
250.00 
250.00 
10.00 
16.50 
?.68 
#584.04 
5 Basic upkeep cost 
Wheel bearings, brake lining, etc. 
Huffier 
Total 
53.86 
25.00 
12.00 
8 90.86 
6 Basic upkeep cost 
Battery 
Generator brushes 
Fan belt 
Radiator hose 
Total 
1 pc. 
1 set 
1 pc. 
53.86 
18.00 
4.50 
3*68 
1.00 
8 81.04 
7 Basic upkeep cost 
Paint 
Total 
- - 53.86 
25.00 
8 88.86 
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Table 23 (Continued). 
Year Item Quantity Coat 
8 Basic upkeep cost 53.86 
Overhaul engine, transmission, 
differential —— 375.00 
Tires 1 set 250.00 
Radiator repairing — 10.00 
Generator rebuilding —— 16.50 
Fan belt 1 pc. 3.68 
Total $709.04 
9 Basic upkeep cost 53-86 
Battery 1 pc. 18.00 
Total $ 71.86 
10 Basic upkeep cost • — 53.86 
Wheel bearings, brake lining, etc. —— 25.00 
Muffler 1 pc. 12.00 
Generator brushes 1 set 4.50 
Fan belt 1 pc. 3.68 
Radiator hose 1 pc. 1.00 
Total 8100.04 
11 Basic upkeep cost — 53-86 
12 Basic upkeep cost 53.86 
Overhaul —- 250.00 
Tires 1 set 250.00 
Radiator repairing —- 10.00 
Generator rebuilding —- 16.50 
Fan belt 1 pc. 3.68 
Battery 1 pc. 18.00 
Total 8602.04 
13 Basic upkeep cost — - 53.86 
Table 24. Dynamic programming table for farm tractor replacement 
Machine made in year 1 
Machine age 0 1 2 3 4 5 6 7 8 . 9 
Revenue 2,350 2,350 2,350 2,350 2,350 2,350 2,236 2,236 2,236 2,236 
Fixed cost 39 28 27 26 25 24 23 22 21 20 
Upkeep cost 54 63 72 584 91 81 89 709 72 100 
Replacement 1,660 2,040 2,401 2,746 3,076 3,389 3,689 3.977 4,250 4,513 
Machine made in year 2 
Machine age 0 1 2 3 4 5 6 7 8 
Revenue 2,495 2,495 2,495 2,495 2,495 2,495 2,374 2,374 2,374 
Fixed cost 40 29 27 26 25 24 23 22 22 
Upkeep cost 54 63 72 584 91 81 89 709 72 
Replacement 1,713 2,096 2,461 2,810 3,l4l 3,458 3,761 4,049 4,325 
Machine made in year 3 
Machine age 0 1 2 3 4 5 6 7 
Revenue 2,640 2,640 2,640 2,640 2,640 2,640 2,511 2,511 
Fixed cost 41 29 28 27 26 25 24 23 
Upkeep cost 54 63 72 584 91 81 89 709 
Replacement 1,765 2,152 2,521 2,872 3,206 3,526 3,830 4,120 
Table 24 (Continued). 
Machine made in year 4 
Machine age 0 1 2 3 
Revenue 2 ,775 2,775 2,775 2,775 
Fixed cost 42 30 28 27 
Upkeep cost 54 63 72 584 
Replacement 1 ,816 2,207 2,579 2,933 
Machine made in year 5 
Machine age 0 1 2 3 
Revenue 2 ,920 2,920 2,920 2,920 
Fixed cost 43 30 29 28 
Upkeep cost 54 63 72 584 
Replacement 1 ,866 2,260 2,635 2,993 
Machine made in year 6 
Machine age 0 1 2 3 
Revenue 3 ,064 3,064 3,064 3,064 
Fixed cost 44 31 30 28 
Upkeep cost 54 63 72 584 
Replacement 1 ,915 2,312 2,692 3,051 
4 5 6 
2,775 2,775 2,640 
26 25 24 
91 81 89 
3,271 3,591 3,898 
4 5 
2,920 2,920 
26 25 
91 81 
3,332 3,656 
4 
3,064 
27 
91 
3,393 
Table 24 (Continued). 
Machine made in year 7 
Machine age 0 1 2 3 
Hevenue 3,209 3,209 3,209 3,209 
Fixed cost 44 31 30 29 
Upkeep cost 54 63 72 584 
Replacement 1,962 2,365 2,746 3,109 
Machine made in year 8 
Machine age 0 1 2 
Revenue 3,354 3,354 3,354 
Fixed cost 45 32 30 
Upkeep cost 54 63 72 
Replacement 2,009 2,414 2,799 
Machine made in year 9 
Machine age 0 1 
Revenue 3,498 3,498 
Fixed cost 46 32 
Upkeep cost 54 63 
Replacement 2,055 2,464 
Machine made in year 10 
Machine age 0 
Revenue 3,634 
Fixed cost 47 
Upkeep cost 54 
Replacement 2,101 
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The revenue and various coats for the tractor on hand 
Assuming that the farmer has a farm tractor of Model "450" which is 
three years old now, the initial cost was $4,468 and the custom rate 
for this particular model of tractor is $2.12 per hour. With these 
two figures the revenue, the fixed cost, the upkeep cost, and the 
replacement cost can be estimated as described in the preceding 
sections. These are presented in Table 25* 
The computational solution 
The complete data for a 10-year dynamic programming for the 
farm tractor replacement process is tabulated in Tables 24 and 25* 
The first step in the computation is to construct a table of f^O^ * 
To compute f^(l) we compare the net revenue from the old tractor 
(a one-year-old tractor made in year 9) with that of the new trac­
tor. The net revenue for the old tractor is obtained by deducting 
its fixed and upkeep costs from its revenue, while that for the new 
tractor is obtained by deducting its respective fixed, upkeep, and 
replacement costs from its revenue. Hence, 
(P: 3,634 - 4? - 54 - 2,464) (1,069) 
f-.(l) = max ( J = ( ) = 3.403 
10 (K; 3>98 - 32 - 63 ) (3,403) 
and the policy should be to keep the machine. 
Similarly, 
(P: 3,634 - 4? - 54 - 2,799) ( 734) 
fin(2) = max ( % = / \ = 3'252 
10 (K: 3,354 -30-72 ) (3,252) 
Table 25» Dynamic programming table for a 3-year old incumbent tractor, model '4$0* 
Machine age 3 4 5 6 7 8 9 10 11 12 
Revenue 1,916 1,916 1,916 1,823 1,823 1,823 1,823 1,823 1,331 1,331 
Fixed cost 24 23 22 22 21 20 19 19 18 1? 
Upkeep 584 91 81 89 709 72 100 54 602 54 
Replacement 2,549 2,870 3,175 3,469 3,751 4,019 4,277 4,525 4,761 5,016 
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The complete computation for f1Q(t) may be seen in Table 21 of the 
Appendix. 
The detailed computation for f^(t) is shown in Table 31 of the 
Appendix, while its summary is tabulated in Table 26. 
From Table 26 the optimal solution can be obtained simply by 
looking at f^(3) which says to keep the machine, and again at f^(4) 
and f^(5)« But at f^(6) the policy indicates the purchase of a new 
machine. In this case the next figure is f^(l) because in year 5 
the newly bought machine will have become one year old. From f^(l) 
to fg(2), and so on to f^(6), the policy should be to keep the 
machine. In other words, keep the already three-year-old farm 
tractor at the start of the program for another three years. Then 
in year 4 the farmer should purchase a new machine and keep it 
through the remaining years of the process. The total discounted 
revenue for the 10-year replacement program is $14,545, the figure 
shown in f^(t). This total can be checked in the following manner: 
The second step is to compute f^(t). The discounted factor "a" 
ia (1 + e06) "*• which assumes the interest rate to be 6 percent. 
Computations of f^(l) and f^(2) are presented below: 
fg(l) = max 
fQ(2) a max ( 
7 t 
(P: 3,498-46-54-2,746 + a(3,403)) (3,862) 
) = ( ) « 5,556 
(K: 3,209-30-72 + a(2,596) ) (5,556) 
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Table 26. Computational summary for f^(t) 
t f10(t) Policy t f9<t) Policy t fg(t) Policy 
1 3,403 K 1 6,327 K 1 8,357 K 
2 3,252 K 2 5,556 K 2 7,931 K 
3 2,596 K 3 5,267 K 3 7,457 K 
4 2,946 K 4 5,458 K 4 7,425 K 
5 2,814 K 5 5,053 K 5 6,379 K 
6 2,527 K 6 4,076 K 6 5,841 K 
7 1,779 K 7 3,794 K 7 5,410 K 
8 2,280 K 8 4,139 K 8 
9 2,116 K 9 9 
10 10 10 4,699 P 
11 11 1,900 K 
12 1,260 K 
t f?(t) Policy i f6(tO Policy t f5(t) Policy 
1 10,452 K 1 12,123 K 1 13,366 K 
2 9,854 K 2 11,325 K 2 12,056 K 
3 9,169 K 3 10,087 K 3 11,450 P 
4 8,541 K 4 9,832 K 4 11,184 P 
5 7,900 K 5 9,437 P 5 
6 7,306 P 6 6 
7 7 7 10,509 P 
8 8 8,807 P 
9 6,718 P 
t v° Policy t f3(t) Policy t f2(t) Policy 
1 13,922 K 1 14,854 K 1 15.545 K 
2 13,198 K 2 14,083 K 2 
3 12,524 P 3 3 
14,031 4 4 4 K 
5 5 12,963 K 
6 11,819 P 
t fx(t) Policy 
1 
2 
3 14,545 K 
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Tear Policy Revenue Discounted revenue 
1 
2 
3 
4 
K 
K 
K 
P 
K 
K 
K 
K 
K 
K 
$ 1,308 
1,802 
1,813 
790 
S 1,308 
1,700 
1,613 
- 663 
2,124 5 
6 
7 
8 
9 
10 
2,682 
2,675 
2,164 
2,658 
2,669 
2,527 
1,999 
1,526 
1,768 
1,674 
1,496 
814,545 
Much side information may be obtained from the f^(t) table in 
Table 31 of the Appendix. For example, suppose that the farmer 
would not have enough money in year 4 to replace his farm tractor. 
That is to say, instead of purchase, he would follow the policy of 
"keep" in f^(6). In that case he should buy the new tractor in 
year 5, because the "keep" in f^(6) is connected with "purchase" in 
f^(7). Then after the farmer "buys" the new machine in year 5, he 
should keep it for the rest of the ten years according to the pro­
gram. The discounted profit would be $14,372, or $173 less than the 
optimal policy. 
Or suppose that the farmer, for some reason or other, would 
like to replace his farm tractor in year 1. In this case he should 
keep the purchased tractor for three years. Then in year 4 he 
should have another replacement and keep that tractor through the 
rest of the process. It may seem surprising that the farmer should 
keep a new tractor for only three years. However, the national sur­
vey data reveal that the most common use expectation (about 50 
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percent of the reported farms) is in the 3- to 6-year range regard­
less of the current age of the tractor (4l, pp. 33 and 36). This 
rather interesting relationship can perhaps be partially explained 
by the fact that "the old machines were used less than the newer 
machines" (4l, p. 33)« and that the farmers probably had in mind the 
overhaul cost which would occur every other four years. 
Concluding remarks 
The rate at which durable equipment is replaced with new equip­
ment is an important determinant of the efficiency and productivity 
of agricultural as well as industrial economy. The method for guid­
ing replacement presented here recognizes both obsolescence and 
technological progress in farm machines, and incorporates them in 
the forecasts and analysis. It is not perturbed by non-linear or 
integral constraints* No unrealistic assumptions need be made in 
order to fit a restrictive mathematical model. And the model does 
not require difficult and extensive computations. In fact, the com­
putation is simple and brief. As soon as the programming table has 
been constructed, it takes only about an hour of manual calculation 
to test 2"^ possible replacement schedules and choose the optimal 
solution, while producing on the side interesting information for 
useful reference. 
The study can also be extended to include some other alterna­
tives, e.g., to purchase a used tractor instead of a new one (24, 
p. 14). In this case, it is necessary to-define a cost function 
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g^(t,x) which determines the cost of replacing a machine of age t 
by one of age x in year N. The recurrence relation is as follows: 
(Purchase a new machine : ) 
( rN(0)-UN(0)-VN(0)-CN(t) + afN+1(l) ) 
(Purchase a machine of age x: ) 
fN(t) = max ( m^x (r^(x)-U^(x)-V^(x)-g^(t,x) + afH+1(x + lj 
{Keep: rN(t)-UN(t)-VN(t) + afN+1(t) } 
Probably the most important possible source of error would 
arise from the usual uncertainty concerning the future. All the 
data entering into the replacement decisions are forecasts. If 
these are incorrect, a fallacious decision will be indicated. In 
view of this, if the uncertainty is also incorporated, a choice 
must then be made from a set of subjective outcome distributions 
rather than from a set of single values. This aspect of programming 
is definitely beyond the scope of the present study. 
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SUMMARY 
This study has been both a methodological exploration into the 
empirical possibilities of certain recently developed programming 
techniques and an empirical research into specific agricultural 
problems. The mathematical formulations of the various programming 
techniques presented in the first half of the thesis are used to 
solve specific farm economic problems in the second half of the 
thesis. The results of this methodological-empirical research have 
yielded some very interesting and useful information with regard to 
programming method as well as to farm planning. 
The feeder cattle planning study presents a two-year feeder 
cattle programming as a ^ >art of the activities on a typical 280-acre 
farm in western Iowa and consists of the four most promising cattle 
activities in each year subject to the respective restrictions of 
capital, labor, and space. As worked out by the algorithms of the 
decomposition principle, the two 1-year periods are regarded as two 
independent subprograms with a master program-coordinator which is 
formed from their extremal points after linear transformation through 
the interconnecting capital constraint. On the other hand, the func­
tional equation approach works backward step-by-step from the second 
subprogram to the first subprogram by incorporating, in the maximiza­
tion process of the latter, all the possible optimal plans of the 
former resulting from a variable capital resource. Thus the last 
maximization, which is that of the first subprogram, will produce 
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optimal plans inclusive of the final, or second, subprogram. Algo­
rithms for both methods have been given in detail, as well as a 
methodological explanation which gives the insight of operation in 
terms of economic analysis. The results show that the deferred fed 
yearlings provide the most profitable activity among the four con­
sidered . 
Although both the decomposition principle and the functional 
equation approach are useful in solving large scale linear program­
ming problems, their structural properties create certain limita­
tions. The functional equation approach has to have a slightly 
intertwined linear matrix, while the decomposition method requires 
that the number of joint constraints between time periods be consid­
erably smaller than the number of total constraints imposed on the 
problem. A direct translation method has been presented as an alter­
native for solving those problems which may not have the above-
described structural properties, but which still lie within the lim­
its of machine codes. The advantages of this simple intuitive meth­
od are : (a) the feasibility of the large scale problem can be exam­
ined preliminarily by means of smaller programs; (b) a feasible 
basis better than the identity basis can be obtained for starting 
the computations; and (c) the best planning period can be chosen by 
comparing the results of different planning horizons. 
The dairy farm planning study is concerned with a typical farm 
of 200 acres in the Carrington soil area of northeastern Iowa. The 
enterprises included in the program consist of continuous corn, COMM 
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rotation, deferred fed cattle, one-litter hog system and dairy activ­
ity which is divided into three subactivities according the the size 
of herd. The central problem in this study is the fixed labor charge 
and decreasing variable labor cost. Hence three varying labor sup­
ply situations have been considered. The fixed labor charge is for­
mulated as a zero-one variable, while the three dairy subactivities 
are formulated to take values equal to zero or > 1 because of their 
decreasing labor cost. Then the problem is solved by the simplex 
method, and, to the optimal solution, are added new constraints for 
remaximization so as to meet the integer requirement. Both the for­
mulation procedure and the setup of new constraints have been given 
in detail. The solutions show that a typical dairy farm in the 
Carrington soil area of northeastern Iowa should concentrate on its 
dairy activity, and, next to this, raise corn for feed as well as 
for sale. 
The dairy farm planning study also proves that Gomory's mixed 
integer programming is a simple and direct technique. Even the 
addition of the new constraints can be set up simply by following a 
set of formulas. The operation of the technique has been explained 
and discussed at length in this study. 
The farm tractor replacement study, which is based on data from 
Story County in Iowa, illustrates the Bellman-Dreyfus replacement 
model, and takes into consideration both obsolescence and techno­
logical progress. It involves a family each of step-down linear 
revenue streams, of descending exponential type fixed cost curves, 
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Mitcherlich—type replacement cost curves, and of irregular up­
keep cost curves. Utilizing these families of curves, two policies 
are formulated—"Purchase _a new machine" or "Keep the old machine"— 
with the choice being determined by the maximal return for a ten-
year period. The farmer is also provided with alternatives derived 
from the side information furnished by the program. However, these 
alternatives are suboptimal solutions and are designed to meet cases 
when the farmer cannot, or will not, carry out what the optimal plan 
calls for. The significant fact derived from this study is that 
Bellman's functional equation approach is not perturbed by non-lin­
ear constraints. Moreover, no unrealistic assumptions need be made 
in order to fit a restrictive mathematical model; neither does it 
involve difficult and extensive computations. 
From the foregoing, it is evident that the decomposition prin­
ciple, the mixed integer programming, and the functional equation 
approach have greatly augmented the usefulness of the linear pro­
gramming technique through overcoming the specific difficulties 
presented by the restrictive mathematical assumptions of linearity, 
divisibility, continuity, and convexity. The empirical research has 
also indicated that the problem of vast dimensionality, which is un­
avoidable in the increasing complexity of economic situations, can 
be handled with relative ease by these new techniques. 
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Table 27. Basic input-output data per head for deferred-fed beef 
cattle, Carrington soil area, northeastern Iowa 
Item Unit Data 
Purchasing date 
Marketing date 
Initial weight 
Market weight 
Purchasing price (cwt) 
Selling price (cwt) 
lb. 
lb. 
8 
8 
October 
October 
430 
1,035 
22.50 
23.50 
Feed 
Corn equivalent 
Supplement 
Hay equivalent 
23-week stunner labor 
Annual cash expenses 
Supplement 
Feeder stock 
Other costs 
bu. 
lb. 
ton 
hr. 
8 
8 
8 
57.5 
124 
2.3 
3.029 
5.74 
96.75 
9.13 
Total annual cash expenses 111.62 
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Table 28. Basic input-output data for the one-litter hog system, 
Carrington soil area, northeastern Iowa 
Item Unit Data 
Farrowing date 
Breeding gilt 
Pigs sold 
Market hogs 
Market sow 
Market boar 
Price for gilt (cwt) 
Price for sow (cwt) 
Price for boar (cwt) 
Cash outlay for feeder pigs 
Initial investment 
Breeding gilt 
Boar 
Annual expenses 
Supplement 
Power use 
Bedding 
Vaccination 
Overhead 
Miscellaneous cost 
lb. 
hd. 
lb. 
lb. 
lb. 
$ 
S 
8 
$ 
8 
8 
8 
8 
$ 
8 
$ 
Total annual expenses 8 
Total cash outlay for 
feeder pigs $ 
Expenses from feeder to market 
Supplement 8 
Power and equipment use 8 
Overhead and fixed cost 8 
Miscellaneous cost 8 
Total expenses from feeder 
to marke t 8 
Total cash outlay for one-litter hog system 
February 
200 
8 
225 
350 
20 
14.10 
12.89 
7.05 
28.20 
4.43 
15.84 
4.33 
.60 
3.87 
8.91 
0.38 
33.93 
66.56 
27.60 
6.16 
34.04 
0.64 
68.44 
135-00 
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Table 28 (Continued). 
Item Unit Data 
23-week summer labor per litter hr. 12.66 
Corn equivalent per litter bu. 117 
Hay equivalent per litter ton 0.7 
Table 29. Basic input-output data per head for the dairy cow 
enterprise, Carrington soil area, northeastern Iowa 
Item Unit Data 
Feed 
Corn equivalent bu. 55 
Hay ton 7.1 
Waste on pasture ton 0.7 
Hay equivalent ton 7.8 
Supplement lb. 120 
Investment in cow 8 300 
Replacement heifers 8 70 
Total investment $ 370 
Annual expenses - -
Building use $ 9.23 
Power use $ 4.83 
Equipment use 8 8.63 
Shelter use 8 8.29 
Miscellaneous cost $ 25.90 
Calf starter, milk replacer, supplement $ 5.26 
Total annual expenses 1 62.14 
Annual revenue besides milk 
Bull calf, cull cow, excess heifer $ 75.58 
Annual net revenue besides milk 8 13.44 
Milk selling price, grade A (cwt) 8 3.50 
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Table 30. Basic input-output data per acre for crop enterprise, 
Carrington soil area, northeastern Iowa 
Item 
Unit 
Continuous 
corn COMM 
Machinery cost $ 1.38 0.565 
Tractor cost $ 2.62 0.7725 
Seed cost $ 3.00 2.6525 
Fertilizer and spray * 16.61 3.77 
Harvesting cost $ 2.10 2.60 
Combining hay $ - 1.25 
Total annual cost $ 25.71 11.61 
23-week summer labor including 
3.86 5.586 harvesting hr. 
Yield of corn equivalent bu. 70 25 
Yield of hay 
Corn selling price (bu.) 
ton 
# 1.10 
1.5 
1.10 
Table 31 « Computation of dynamic programming for farm tractor replacement 
f1Q(t) Policy 
f10 (1) max 
(P: 
( 
(Ki 
3,634 
3,498 
- 47 
32 
- 54 -
63 
2,464) 
) 
M 
(1,069) 
( ) 
(3,403) 
a 3,403 K 
f10 
(2) s max 
(P: 
( 
(K: 
3,634 
3,354 
- 47 
30 
*• 54 -
72 
2,799) 
) 
) 
es 
( 734) 
( ) 
(3,252) 
m 3,252 K 
f10 (3) X max 
(P; 
( 
(Ki 
3,634 
3,209 
— 47 
29 
54 -
584 
3,109) 
) 
s 
( 424) 
( ) 
(2,596) 
se 2,596 K 
f10 
(4) • max 
(P: 
( 
(Ki 
3,634 
3,064 
— 47 
27 
— 54 -
91 
3,393) 
SX 
( 140) 
( ) 
(2,946) 
as 2,946 K 
f10 (5) n max 
(P: 
( 
(K: 
3,634 
2,920 
47 
25 
54 -
81 
3,656) 
) 
) 
( -123) 
( ) 
(2,814) 
es 2,814 K 
f10 (6) * max 
(Pi 
( 
(Ki 
3,634 
2,640 ; 47 24 — 54 -89 3,898) ) s ( -365) ( ) (2,527) 2,527 K 
f10 (7) s max 
(P: 
( 
(Ki 
3,634 
2,511 
- 4? 
23 
~ 54 -
709 
4,120) 
) 
( -587) 
( ) 
(1,779) 
1,779 K 
Table 31 (Continued). 
t10(t) Policy 
f10 
(8) = max 
(P: 
( 
(Ki 
3,634 
2,374 
- 47 
- 22 
- 54 -
- 72 
4,325) 
) 
) 
( -792) 
» ( ) > 
(2,280) 
2,280 K 
f10 
(9) = max 
(P: 
( 
(K: 
3,634 
2,236 
- 47 
- 20 
- 54 -
- 100 
4,513) 
) 
) 
( -980) 
- ( ) » 
(2,116) 
2,116 K 
f10 
(12) = max 
(P; 
( 
(K: 
3,634 
1,331 
- 4? 
- 17 
— 54 -
- 54 
5,016) 
) 
) 
(-1,483) 
*E ( ) « 
( 1,260) 
1,260 K 
< * >  
*9 
(1) m max 
(P: 
( 
(Ki 
3,498 
3,354 
- 46 
- 32 
— 54 — 
— 63 + 
2,414 + a 
a (3,252) 
(3,403) 
) 
(4,194) 
» ( ) 
(6,327) 
= 6,327 K 
f9 
(2) = max 
(Pi 
( 
(Ki 
3,498 
3,209 
- 46 
- 30 
- 54 -
- 72 + 
2,746 + a 
a (2,596) 
(3,403) 
) 
) 
(3,862) 
- ( ) 
(5,556) 
« 5,556 K 
f9 
(3) = max 
(Pi 
( 
(Ki 
3,498 
3,064 
- 46 
- 28 
- 54 - 3,051 + a 
- 548 + a (2,946) 
(3,403) 
) 
(3,557) 
« ( ) 
(5,267) 
« 5,267 K 
'9 
<t) = max 
(Pi 
( 
(Ki 
3,498 
2,920 
- 46 
- 26 
- 54 -
- 91 + 
3,332 + a 
a (2,814) 
(3,403) 
) 
) 
(3,276) 
» ( ) 
(5,458) 
= 5,458 K 
Table 31 (Continued). 
fg (t) Policy 
f9 
(5) s max 
(P: 
( 
(K: 
3,498 
2,775 
- 46 
- 25 
- 54 - 3,591 + a (3,403) 
- 81 + a (2,527) ) 
S 
(3,017) 
( ) 
(5,053) 
* 5,053 K 
f9 
(6) s max 
(P: 
( 
(K: 
3,498 
2,511 
- 46 
- 24 
- 54 - 3,830 + a (3,403) 
- 89 + a (1,779) ) 
S 
(2,778) 
( ) 
(4,076) 
*T 4,076 K 
f9 
(7) * max 
(P: 
( 
(K: 
3,498 
2,374 
— 46 
- 22 
- 54 - 4,049 + a (3,403) 
- 709 + a (2,280) ) 
s 
(2,559) 
( ) 
(3,794) 
m 3,794 K 
*9 
(8) • max 
(PÏ 
( 
(K: 
3,498 
2,236 
- 46 
- 21 
- 54 - 4,250 jt a (3,403) 
- 72 + a (2,116) ) 
m 
(2,358) 
( ) 
(4,139) 
m 4,139 K 
f9 
(11) * max 
(P: 
( 
(K: 
3,498 
1,331 
- 46 
- 18 
- 54 - 4,761 + a (3,403) 
- 602 + a (1,260) ) 
s 
(1,847) 
( ) 
(1,900) 
8 1,900 K 
a: discount rate -(1 4 • .06)-1 « .9434 
f8 
(t) 
f8 (l) • max 
(P: 
( 
(K: 
3,354 
3,209 
- 45 
- 31 
- 54 - 2,365 + a (6,327) 
) 
- 63 + a (5,556) ) 
m 
(6,859) 
( ) 
(8,357) 
m 8,357 K 
f8 (2) S max 
(P: 
( . 
(K; 
3,354 
3,064 
1
 
1 
- 54 - 2,692 + a (6,327) 
- 72 + a (5,267) ) 
at 
(6,532) 
( ) 
(7,931) 
8 7,931 K 
Table 31 (Continued). 
fg (t) Policy 
f8 (3) s max 
(P: 
( 
(K: 
3,354 
2.920 
- 45 
- 28 
- 54 - 2,993 + a (6,327) 
) 
- 584 + a (5,458) ) 
(6,231) 
( ) 
(7,457) 
SS 7,457 K 
f8 (4) = max 
(PI 
( 
(K: 
3,354 
2,775 
- 45 
— 26 
- 54 - 3,271 +Va (6,327) 
- 91 + a (5,053) ) 
(5,953) 
( ) 
(7,425) 
S 7,425 K 
f8 (5) S max 
(P: 
( 
(K: 
3,354 
2,640 
- 45 
- 25 
- 54 - 3,526 + a (6,327) 
) 
- 81 + a (4,076) ) 
S 
(5,698) 
( ) 
(6,379) 
XX 6,379 K 
f8 (6) = max 
(P: 
( 
(K: 
3,354 
2,374 
- 45 
- 23 
- 54 - 3,761 + a (6,327) 
) 
- 89 + a (3,794) ) 
e 
(5,463) 
( ) 
(5,841) 
s 5,841 K 
f8 (7) = max 
(P: 
( 
(K: 
3,354 
2,236 
- 45 
- 22 
- 54 - 3,977 + a (6,327) 
- 709 + a (4,139) ) 
(5,247) 
( ) 
(5,410) 
5,410 K 
f8 (10) « max 
(P: 
( 
(KI 
3,354 
1,823 
- 45 
- 19 
- 54 - 4,525 + a (6,327) 
) 
- 54 + a (1,900) ) 
M 
(4,699) 
( ) 
(3,542) 
s 4,699 P 
f7 (t) 
f7 
(1) s max 
(P: 
( 
(K: 
3,209 
3,064 
- 44 
- 31 
- 54 - 2,312 + a (8,357) 
) 
- 63 + a (7,931) ) 
A 
(8,683) 
( ) 
(10,452) 
M 10,452 K 
Table 31 (Continued). 
fy (t) Policy 
f7 
(2) = max 
(P: 
( 
(K: 
3,209 - 44 
2,920 - 29 
- 54 - 2,635 + a (8,357) 
) 
- 72 + a (7,457) ) 
S 
(8,360) 
( ) 
(9,854) 
a 9,854 K 
f7 
(3) « max 
(P: 
( 
(K: 
3,209 - 44 
2,775 - 27 
- 54 - 2,933 + a (8,357) 
) 
- 584 + a (7,425) ) 
(8,062) 
( ) 
(9,169) 
a 9,169 K 
f7 
(4) = max 
(P: 
( 
(Ki 
3,209 - 44 
2,640 - 26 
- 54 - 3,206 + a (8,357) 
- 91 + a (6,379) ) 
m 
(7,789) 
( ) 
(8,541) 
s 8,541 K 
f7 
(5) « max 
(P: 
( 
(K: 
3,209 - 44 
2,495 - 24 
- 54 - 3,458 + a (8,357) 
- 81 + a (5,841) ) 
a 
(7,537) 
( ) 
(7,900) 
7,900 K 
f7 
(6) s max 
(P: 
( 
(K: 
3,209 - 44 
2,236 - 23 
- 54 - 3,689 + a (8,357) 
) 
- 89 + a (5,410) ) 
s 
(7,306) 
( ) 
(7,228) 
a 7,306 P 
f7 
(9) = max 
(P: 
( 
(K: 
3,209 - 44 
1,823 - 19 
- 54 - 4,277 + a (8,357) 
- 100 + a (4,699) ) 
a 
(6,718) 
( ) 
(6,137) 
a 6,718 P 
f6 (t) 
f6 (1) * max 
(P: 
( 
(Kî 
3,064 - 44 
2,920 - 30 
- 54 - 2,260 + a (10,452) 
- 63 + a (9,854) ) 
(10,566) 
( ) 
(12,123) 
s 12,123 K 
f6 (2) s max 
(Pi 
( 
(Ki 
3,064 - 44 
2,775 - 28 
- 54 - 2,579 + a (10,452) 
) 
- 72 + a (9,169) ) 
a 
(10,247) 
( ) 
(11,325) 
a 11,325 K 
Table 31 (Continued). 
f6 (t) Policy 
f6 O) s max 
(Pî 
( 
(Ki 
3,064 
2,640 
- 44 
- 2? 
- 54 - 2,872 + a (10,452) 
- 584 + a (8,541) ) 
S 
( 9,954) 
( ) 
(10,087) 
10,087 K 
f6 (4) s max 
(Pi 
( 
(Ki 
3,064 
2,495 
- 44 
- 25 
- 54 - 3,141 + a (10,452) 
- 91 + a (7,900) ) 
( 9,685) 
( ) 
( 9,832) 
9,852 K 
f6 (5) # max 
(Pi 
( 
(Ki 
3,064 
2,350 
- 44 
- 24 
- 54 - 3,389 + a (10,452) 
- 81 + a (7,306) ) 
S 
( 9,437) 
( ) 
(9,137 ) 
C 9,437 P 
f6 
(8) * max 
(Pi 
( 
(Ki 
3,064 
1,823 
- 44 
- 20 
- 54 - 4,019 + a (10,452) 
- 72 + a (6,718) ) 
S 
( 8,807) 
( ) 
( 8,069) 
S 8,807 P 
f5 
(t) 
*5 
(1) = max 
(Pi 
( 
(Ki 
2,920 
2,755 
- 43 
- 30 
- 54 - 2,207 + a (12,123) 
- 63 + a (11,325) ) 
(12,053) 
( ) 
(13,366) 
88 13,366 K 
f5 
(2) « max 
(Pi 
( 
(Ki 
2,920 
2,640 
KN 
CO 
•
d- 
<M 
1
 
1 
- 54 - 2,521 + a (12,123) 
- 72 + a (10,087) ) 
* 
(11,739) 
( ) 
(12,056) 
12,056 K 
f5 
(3) # max 
(Pi 
( 
(Ki 
2,920 
2,495 
- 43 
- 26 
- 54 - 2,810 + a (12,123) 
- 584 + a (9,832) ) 
s 
(Il,450) 
( ) 
(11,161) 
11,450 P 
f5 
(4) * max 
(Pi 
( 
(Ki 
2,920 
2,350 
- 43 
- 25 
- 54 - 3.076 + a (12,123) 
- 91 + a (9,437) ) 
m 
(11,184) 
( ) 
(11,137) 
11,184 P 
Table 31 (Continued). 
f5 (t) 
(Pî 2,920 - 43 
f_ (7) = max ( 
5 (Ki 1,823 - 21 
\ (t) 
CPT~2,775 - 42 
t. (1) = max ( 
(Ki 2,640 - 29 
(Pi 2,775 - 42 
tu (2) = max ( 
(Ki 2,495 - 27 
(Pi 2,775 - 42 
fj, (3) = max ( 
(Ki 2,350 - 26 
(Pi 2,775 - 42 
fr (6) » max ( 
(Ki 1,823 - 22 
f3 (t) 
(Pi 2,640 - 41 
t (1) • max ( 
5 (Ki 2,495 - 29 
(Pi 2,640 - 41 
f (2) « max ( 
* (Ki 2,350 - 27 
Policy 
54 - 3,751 + a (12,123) (10,509) 
) « ( ) = 10,509 
709 + a (8,807) ) ( 9,402) 
54 - 2,152 + a (13,366) (13,136) 
) » ( ) - 13,922 K 
63 + a (12,056) ) (13,922) 
54 - 2,461 + a (13,366) (12,827) 
) « ( ) = 13,198 K 
72 + a (16,450) ) (13,198) 
H 
54 - 2,746 + a (13,366) (12,542) $ 
) = ( ) = 12,542 P 
584 + a (11,184) ) (12,291) 
54 - 3,469 + a (13,366) (11,819) 
) « ( ) = 11,819 P 
89 + a (10,509) ) (11,626) 
54 - 2,096 + a (13,922) (13,583) 
) = ( ) = 14,854 K 
63 + a (13,198) ) (14,854) 
54 - 2,401 + a (13,922) (13,278) 
) » ( ) = 14,083 K 
72 + a (12,542) ) ( I4p83) 
Table 31 (Continued). 
(t) Policy 
(P: 2,640 - 41 - 5 4 - 3,175 + a (13,922) (12,504) 
t. (5) s max ( ) = ( ) » 12,963 K 
5 (K: 1,916 - 22 - 81 + a (11,819) ) (12,963) 
f2 (t) 
(P: 2,495 - 40 • 54 « 2,040 + a (14,854) (14,374) 
f2 (1) a max ( ) = ( ) = 15,545 K 
(K; 2,350 - 28 - 63 + a (14,083) ) (15,545) 
(P: 2,495 - 4o - 54 - 2,870 + a (14,854) (13,544) 
(4) s max ( ) « ( ) « 14,031 K 2 (K: 1,916 - 23 1 2
 
+
 
a (12,963) ) (14,031) 
fl (t) 
(P: 2,350 - 39 — 54 — 2,549 + a (15,545) (14,373) 
*, (3) e max ( ) = ( ) » 14,545 K J. (K: 1,916 - 24 - 584 • f a (14,031) ) (14,545) 
