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Flaw detection problems in ultrasonic NDE can be considered as two-class 
classification problems, i.e., determining whether a flaw is present or not present. To be 
practical, a flaw classification method must be able to handle the uncertainties associated 
with interference from grain noise which leads to poor signal-to-noise ratios (SNR). In this 
work, the use of neural network models and statistical correlation is demonstrated for one 
such detection/classification problem. In particular, based on simulation studies, we wish to 
establish practical strategies in detecting weak volumetric flaw signals corrupted by high 
grain noise. An example of this type that is of recent interest is the detection of "hard-alpha" 
inclusions in aircraft titanium components [1]. Both the feasibility and reliability of using 
these classifiers are assessed. This effort was carried out in P¥allel with another study [2] 
where more traditional signal processing approaches were taken. 
This paper describes the signal simulation procedures and the signal pre-processing 
steps that were performed to extract useful features from simulated ultrasonic A-scan data. 
Preliminary results for detection of hard-alpha inclusions using these features are presented 
for an adaptive backpropagation network, a probabilistic network, and a statistical 
correlation classifier. Performance of these algorithms are evaluated based on their operating 
characteristics such as probability of detection (POD) and probability of false alarm (POF) 
versus various parameter settings. 
SIGNAL SIMULATION AND PEA TURE EXTRACTION 
Due to the scarcity of seeded samples that truly resemble hard-alpha inclusion, we used 
a signal modeling technique to obtain simulated data. As described in [2], the hard-alpha 
inclusion signals were modeled by the Thompson-Gray measurement model. The flaw data 
were then synthesized by superimposing actual noise measurements on the simulated flaw 
signals. As the first example, we selected a spherical inclusion of 1000 11m as the target 
flaw. A time domain inclusion signal for this example is shown in Fig. I (a). The setup we 
modelled was an immersion scan of a Ti-6246 alloy block, containing this flaw with 
moderate grain noise level, using a 5MHz wideband focused transducer. Fig. l(b) depicts 
an example of the corresponding noise measurements obtained from a real scan in the same 
setup. The impedance difference between the inclusion and host titanium is assumed to be 
about 7%. The ratio of the peak signal from the flaw to the average of the peak noise signal 
for the 230 samples defined an input SNR of -0.4 dB. This poor SNR situation can be seen 
in Fig. 1 (c) where, after superposition, the flaw signal is completely corrupted by the noise 
background. Also generated was another signal from an inclusion with impedance 10% 
higher than the host material. The average SNR is then increased to 1.3 dB. 
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Fig. 1. The simulated inclusion signal (a), the corresponding real noise measurement (b) 
and the superposition of them (C) within the focused region. 
For the feature selection we assumed the availability of training data (which is a must 
for neural network related applications), but required no a priori information about the 
structural details of the data such as the one in Fig. l(c). This is a practical strategy since, in 
the reality, the actual flaw signature varies among data sets and should be considered from a 
statistical point of view. As the result, we chose to compute the first four statistical 
moments, namely, mean, variance, skewness and curtosis in the time domain as the basic 
features. Two additional features, zero crossing and absolute mean, are also included. The 
definitions of these features are given below: 
skewness 
4 
N1 ~ ( Xi 0- 11) - 3, curto sis = L..J 
i 
zero crossing I Pi Pi = 1 if Xi xi+l < 0, Pi = 0 otherwise (1) 
where Xi denotes the i-th bin within the focused zone in a digitized A-scan signal. Basically, 
these statistical moments determine the deviations due to the presence of flaws from the 
noise distribution which is approximately normal. For example, absolute mean, as the 
measure of the signal strength at a specific scan point, provides the scale of variation resulted 
from local material inhomogeneity. 
The 230 noise records were randomly divided into two groups of 115. In each group, 
15 data records were randomly selected to superimpose on the flaw signal of either high or 
low SNR. These are the flaw data records, as distinct from the remaining 100 pure noise 
data records. We used one group as the training set and the other as the test set for the 
neural network models. Generally, the output target value was assigned value 0 for no flaw 
and 1 for flaw in the training phase. In the case of backpropagation network, an alternate 
assignment of 0.5 for the flaw was also evaluated. For the probabilistic network, the 
normalization was done separately on the training and test sets by normalizing fIrst the san1e 
feature for the entire 115 data records and then normalizing again across different feature 
classes in the same datum. For the backpropagation net, within each feature class the entire 
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230 data records in both the training and test sets were normalized together but no cross-
feature normalization was needed. 
TIfE USE OF A BACKPROPAGATION NEURAL NET 
The first neural network model applied to our detection/classification problem was an 
error backpropagation network (BPN) implementing a new adaptive algorithm for fast 
learning [3]. Since the basic backpropagation principle is well documented in the literature 
[4], here we merely outline the adaptive learning scheme. 
The adaptive scheme was developed to improve backpropagation's major weakness -
its slow learning ability. This scheme consists of two elements. The first involves applying 
the past learning history as a guide line to adaptively adjust the network's learning rates in 
future steps of learning. The adjustments to the learning rate are made by multiplying the 
learning rate by a power factor FN where F can be greater or less than 1 for accelerating or 
decreasing learning speed and N is the trace-back step size. Secondly, the learning path is 
estimated and subdivided into several stages. In each stage, higher and lower safe bounds 
are imposed to the learning rate to prevent search step overshooting. These adaptive 
strategies were shown capable of reducing the number of training iterations by up to a factor 
of five on various benchmark problems with very little extra computation. 
A four-layer backpropagation network using this adaptive training algorithm was set 
up for the hard-alpha data set of low SNR. The input layer contained six nodes, one for 
each of the six input feature values (eq. (1)). Ten nodes were assigned to each of the two 
hidden layers and the output layer contained only one node. The output range of the sigmoid 
activation function was set between -0.1 and 1.1. This relaxation helped to speed up the 
training phase. The batch size of weight update was 1 which is commonly used to give 
faster convergence. The initial learning rate and momentum rate were empirically chosen to 
be 0.7 and 0.3, respectively. The starting accelerating factor, decreasing factor, back-tracing 
step size and two safe bounds for the adaptive algorithm were also empirically set to 1.05, 
0.9,3,0.1 and 0.001, respectively. The classification of testing data was determined by 
thresholding output node response in-between the target values 0 and 1 (or 0 and 0.5) as 
previously stated. 
We trained and tested simultaneously a number of networks using different initial 
weights and target ranges. The epoch iteration numbers ranged from 1835 to 41377 and the 
test root-mean squared (RMS) errors were from 0.014 to 0.062. The best results in terms of 
POD and POF versus threshold are summarized in Table 1, where the threshold is defined as 
the value of the output node separating flaw and no flaw calls. It shows that decreasing 
threshold from 0.25 to 0.1 improves the POD by 7% while increasing the POF by 4%. We 
found the quality of results from different runs were quite insensitive to the final RMS 
criterion and iteration times. With the lowest threshold value of 0.1, we also found that the 
network responses of all the missed flawed data (misclassified as noise data) were very close 
to the target value of zero. This suggests that the features of those missed data did not reflect 
sufficient flaw signal strength over noise background and the network may have reached 
optimal performance with respect to the given training and testing data. 
Table 1. The operating performance of backpropagation neural network versus threshold 
Threshold POD % POF% 
0.50 60 2 
0.25 66 2 
0.10 73 6 
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THE USE OF A PROBABILISTIC NEURAL NET 
The probabilistic neural network (PNN) is a neural network that implements a Bayes 
decision strategy and a non-parametric estimator of probability density function based on 
training samples [5]. Its one-sweep training makes it considerably faster than the iterative 
backpropagation algorithm with comparable accuracy. This technique has been successful in 
solving many classification problems including NDE applications [6]. The brief description 
of PNN's key components - Bayes strategy and Parzen's probability density function 
estimate - is as follows. 
Bayes strategy in the statistical decision theory is recognized as an optimal decision 
estimate to minimize average risk. Regarding our problem, it can be expressed as 
decision(x) = flaw; if P{{x)L{{x)F{{x) > P n(x)Ln(x)Fn(x) 
= noise; otherwise 
(2) 
where subscripts f and n denote flaw and noise, respectively. x is the feature vector, P's are 
the prior probabilities, L's are the loss functions, and F's are the probability density 
functions (PDF's). In order to use the Bayes rules, however, the PDF's must be known in 
advance by, say, estimating from training data. Specht [5] has shown that one such estimate 
of the PDF, F(x), can be made from Parzen's Gaussian window of the form: 
" [ (x - x:) T (x _ Xl) ] 
F(x) = coefficient ~ exp 1 D 1 (3) 
I 
in which x (Xl) is the test (training) feature vector, and D is a factor determining the region of 
influence of each training sample. In the training session, all training data are presented to 
the network are used to build up the PDF's using eq. (3) and in the test session the nonlinear 
classification decision boundary is determined through eq. (2) with user-preset prior 
probabilities and loss functions. 
In the hard-alpha detection problem, both low and high SNR data sets were tested by 
the PNN. To balance the quantity difference (and hence the "influence deficit") between the 
15 flaw and 100 noise data, the product value of loss function and prior probability was set 
to favor flaw data by 2 to 1 ratio. In the high SNR set, all six features were used. The zero 
crossing feature was later determined to be ineffective and removed from the low SNR data 
set. The test results of POD and POF versus the smoothing factor are shown in Fig. 2(a) for 
high SNR case and in Fig. 2(b) for low SNR case. As the smoothing factor (variable D in 
eq. (3)) increases, the network's PDF estimate becomes less discriminative between noise 
and flaw data. This is why all four probability curves in both cases increase monotonically. 
At the extreme values of the smoothing factor, the POD's can be improved to 100% but the 
POF's also increased to more than 50%. Since the average flaw signal strength is weaker in 
the low SNR case, the POF increases at a higher rate than that of high SNR case, which is 
as expected. 
THE USE OF STATISTICAL CORRELATION ANALYSIS 
The matched filter concept in signal processing (see the study in [2]) can be extended 
in a statistical manner by replacing the signal correlation matching in the matched filter 
approach by statistical correlation coefficient calculations. The detection task is then carried 
out by properly thresholding the cross-correlation coefficient values computed between the 
test data and the known reference flaw data (Fig.3). 
Two widely used statistical correlation coefficients, namely the Pearson's linear and 
the Spearman's rank-order correlation coefficients [7], were utilized in distinguishing flawed 
data from pure noise. Both coefficients can be expressed in the same form : 
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Fig. 2. The operating performance of probabilistic neural network versus smoothing factor 
for (a) higher signal-to-noise ratio data and, (b) lower signal-to-noise ratio data. 
Fig. 3. The schematic diagram of statistical correlation classifier. 
correlation coefficient (4) 
For the Pearson's coefficient, Ti and Ri here are the digitized A-scan values Xi and Yi at 
time ti of the test and reference data records, respectively. For the Spearman's coefficient, 
Ti and Ri instead are the ranks of Xi and Yi among all x's and y's in each data record, 
respectively. The bars associated with T and R denote the means of each data record. The 
value of correlation coefficient inclusively lies between positive and negative one: positive or 
negative one if data records X and y are perfectly correlated either of the same or opposite 
signs, respectively, and zero if the data sets are not correlated. 
The Pearson's coefficient is known to be valid for the case of bi-normal distributed 
data while the Spearman's rank-order coefficient, derived from non-parametric statistics, is 
not limited by this constraint. Spearman's method also shows general robustness subjected 
to data time shift as well as in sensing hidden data correlation. Our studies in this work have 
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supported these assertions. The numerical computation of Spearman's coefficient, however, 
requires additional effort in sorting the data ranks. Nevertheless, we selected Spearman's 
method because its superior performance. 
We have tested this correlation classifier using 75 flaw data against 75 pure grain noise 
data. Both flaw and noise data were randomly drawn from the same A-scan data pool as 
used by the neural networks. Another 75 known flaw data serving as a reference were also 
taken from the data pool. The classification of each input data (either from flaw set or noise 
set) was determined by thresholding the ensemble average of the Spearman's correlation 
coefficients with respect to the 75 reference data. The ensemble average applied here is a 
simple technique for smoothing out the randomness in the data. The correlation classifier's 
receiver characteristics in terms of POD and POF curves versus threshold is illustrated in 
Fig. 4. It is seen that this classifier performs exceptionally well by achieving 92% POD 
while maintaining low POF of 11 % at the threshold value of 0.35. When the POD finally 
reaches the prefect 100%, the POF is still tolerable at 22%. 
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Fig. 4. The operating performance of statistical correlation classifier versus threshold. 
SUMMARY AND DISCUSSION 
In this paper, classification of flaws via statistical correlation calculations is shown to 
be analogous to the matched filter approach in signal processing. This correlation classifier 
can achieve good POD at the cost of intensive computations. The BPN gives the lowest 
POF but does not give as large POD values as the correlation classifier and requires a long 
training time. On the other hand, the PNN consumes the least training time and can obtain 
comparable detection probability as the statistical classifier but with a higher false alarm rate. 
The PNN also has the advantage of reaching an optimal performance by fine tuning the 
smoothing factor, a feature not present in either the BPN or the correlation classifier. 
However, due to the relatively small numbers of data sets, the PNN here appears overly 
sensitive to the change of smoothing factor. Table 2 compares the operating performance 
(under roughly equivalent test conditions) across different approaches at around 10% POF 
level. With a known flaw signal, the matched filter seems to perform the best. However, 
the techniques presented here can be easily extended to many other applications without this 
a priori flaw signal information. 
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Table 2. Perfonnance comparisons of matched filter, neural networks and statistical 
correlation classifier. 
Method POD % POF% 
Matched Filter 92 10 (signal processing [2]) 
Stat. Correlation 92 II Analysis 
Back Propagation 73 6 Neural Net 
Probabilistic 73 7 Neural Net 
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