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Abstract  
Efficient payment systems are crucial for developing countries’ economic development, 
and are regarded as the backbone to a highly competitive country. Innovations in the 
payment industry have also lead to greater access to formal financial system. As such, this 
study explores the factors influencing e-payment adoption by businesses and consumers 
in Malaysia.  
More specifically, this study modifies and extends the Perceived E-Readiness 
Model. The modified model redefines relationships between the variables and introduces 
business strategy as a new independent variable and e-payment adoption as the 
dependent variable. I combine two established theories in technology innovation and 
adoption behaviour areas—the Technology Acceptance Model and the Technology 
Readiness Index—into an integrated model. This model better explains the impact of 
behavioural readiness and perceptions of technology to e-payment adoption.  
By using partial least squares structural equation modelling, I analysed 165 
business data and found that e-payment adoption by businesses was strongly influenced 
by nine organisational and external factors (human resources, business resources, 
technology resources, business strategy, governance, commitment, awareness, market 
forces e-readiness, and supporting industries e-readiness). The government e-readiness 
factor was insignificant. I also analysed 687 consumer data and found that three consumer 
behavioural dimensions (innovativeness, optimism, and insecurity) were strong predictors 
of the perceived ease of use of e-payment technology. On the other hand, only the 
optimism dimension significantly and positively influenced perceived usefulness. The 
discomfort dimension was insignificant. 
Qualitative responses through open-ended questionnaires received from 
businesses and consumers respondents provided additional support to the quantitative 
findings. Comments highlighted by technology service providers through semi-structured 
interview sessions contributed additional perspectives on the subject matter. I analysed 
these qualitative data manually and by using Leximancer software. 
Further, I perform mediation and moderation data analyses to further explain the 
respective findings and arguments offered. I identified a few relationships in both the 
business and consumer models to have been partially mediated by several variables: the 
business strategy and commitment variables in the business model, and perceived ease of 
use and perceived usefulness in the consumer model. Using a multi-group analysis 
technique, this study also provides evidence of the moderating effects of several 
moderating factors. Business characteristics identified as moderators for business model 
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were firm age, firm size and business performance. Meanwhile, based on consumers’ 
demographic information, the moderators for consumer model were age, gender, level of 
education, and usage experience. In order to assess the moderating effects of these 
factors, theoretical frameworks and moderating hypotheses were developed accordingly. 
The results of the study lead to the conclusion that, the government, regulatory 
authorities, and other related agencies should consider the highlighted organisational and 
external factors for businesses, and the identified behavioural dimensions and perceptions 
for consumers when strategising their plan to expedite the Malaysia’s migration to e-
payment. 
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Chapter One: Introduction  
 
Sustainable competitiveness1 has become a central concept for both developed and 
developing nations, who compete for investment and human capital that are critical to their 
economic growth (Schwab et al. 2014). Countries’ focus on national competitiveness is 
reinforced by global competitiveness rankings. These rankings paint a picture of a 
country’s ability to attract investments, raise per capita gross domestic product (GDP), 
create jobs, improve wealth, and ultimately raise living standards (Ayala 2012).  
In relation to that, improved financial inclusion2 is a critical factor in a country’s 
competitiveness. High financial inclusion, that is by having broader access to and 
participation in the financial system, can reduce income inequality, boost employment 
creation, raise income, accelerate consumption, increase investments in human capital, 
reduce poverty, and directly help poor people manage risk and absorb financial shocks 
(WorldBank 2014a). In a 2012 worldwide study, 50% of adults reported to have an account 
at a formal financial institution, with only 41% in developing economies (89% in developed 
or high-income economies) (Demirguc-Kunt & Klapper 2012). This situation illustrates a 
great challenge in addressing financial inclusion.  
There is no doubt that electronic payment (e-payment) development will strongly 
contribute to improving countries’ competitiveness in many ways (Kamulegeya 2010). 
Innovations in the payment industry have also led to greater financial inclusion, where e-
payment service providers help to facilitate payment transactions into the formal financial 
system even in the absence of banking accounts. The World Bank has also suggested that 
e-payment is crucial for economic development. In its report entitled ‘The Opportunities of 
Digitizing Payments’, it states that rapidly developing and extending digital platforms 
including e-payment can provide all the means to increase financial inclusion at the 
desired scale. E-payment is able to do this by providing the increased speed, security, 
transparency, and cost efficiencies (WorldBank 2014b).  
                                            
1
 Sustainable competitiveness is ‘the set of institutions, policies, and factors that make a nation productive 
over the longer term while ensuring social and environmental sustainability’. Social sustainability, in turn, is 
‘the institutions, policies, and factors that enable all members of society to experience the best possible 
health, participation, and security that maximise their potential to contribute to and benefit from the economic 
prosperity of the country in which they live’. Environmental sustainability is ‘the institutions, policies, and 
factors that ensure an efficient management of resources to enable prosperity for present and future 
generations’ (Schwab et al. 2014, p. 55). 
2
 Financial inclusion is broadly ‘both access to and usage of appropriate, affordable, and accessible financial 
services’ (WorldBank 2014b, p. 6). 
2 
 
A widespread trend towards a globalised market has further extended the need for 
countries to be equipped with efficient payment systems to promote overall efficiency to 
the entire economy and provide meaningful cost savings (Humphrey et al. 2001; 
Humphrey et al. 2003a; Chou et al. 2004; Stroborn et al. 2004; Swartz et al. 2004; Tsiakis 
& Sthephanides 2005; Humphrey et al. 2006; Linck et al. 2006; Cotteleer et al. 2007; 
MasterCard 2008; Lorenz 2009; Kim et al. 2010). Efficient payment systems would also 
help redeploy resources used for manually or semi-automatically processing payments 
and help reduce costs related to cash and cheque handling through a more intensive use 
of e-payment (BNM 2011b).  
However, many technological innovations are radical or new to both the consumers 
and businesses alike (Garcia & Calantone 2002), and can cause apprehension in those 
who lack sufficient experience with them. The main categories of stakeholders (namely, 
consumers, businesses, and service providers3) have different levels of usage and 
different penetration rates for e-payment. Consumers’ reluctance to adopt these new 
technologies has become a hurdle for businesses that want the full cost benefits of 
technological service innovations. Meanwhile, businesses’ reluctance to offer these 
technologies to their consumers to improve the payment process hinders nationwide 
adoption. A recent market survey discovered that one in six consumers walk away from a 
purchase if payment cards are not accepted. This phenomenon has causes lost sales of 
approximately £7 billion a year in the UK alone (Prosser 2014). However, to achieve 
economic benefits, business, consumers, and other stakeholders must migrate to e-
payment (Humphrey et al. 2006). Indeed, the Asia-Pacific region contains 62% of the 
global population, but performs only 21% of worldwide non-cash transactions (Agicha et al. 
2010). These figures show a large opportunity for the e-payment market in this region.  
 
 
1.1 Research problem 
E-payment has become an important component for the success of businesses and 
financial services (Hsieh 2001, Stroborn et al. 2004, Linck et al. 2006, Cotteleer et al. 
2007, Kim et al. 2010). The main reason for the popularity and importance of e-payment 
as compared to the traditional payment methods is its several favourable characteristics. 
These include security, reliability, scalability, anonymity, acceptability, privacy, efficiency, 
and convenience. (Chou et al. 2004, Stroborn et al. 2004, Tsiakis and Sthephanides 2005, 
Linck et al. 2006, Cotteleer et al. 2007). E-payment systems have gained greater 
                                            
3
 Refer to companies that provide technology infrastructure and services related to e-payment. 
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recognition over time and have been deployed by businesses throughout the world (Kim et 
al., 2010). Having efficient payment systems is the backbone of a highly competitive 
country. The effort to prioritise e-payment as a national agenda is important to boost 
productivity and contribute towards raising a country’s competitiveness (BNM 2011b). 
Developed countries such as France, the US and the UK have fully developed e-
payment systems; meanwhile developing countries in regions such as the Asia-Pacific 
provide the growth impetus to the industry (Kim et al., 2010). For instance, the Central 
Bank of Malaysia has stated that Malaysia would achieve higher economic growth and 
higher competitiveness by fully migrating from paper-based payment systems to e-
payments because the latter provides, among other things, opportunities to enhance 
productivity levels and lower the cost of doing business (BNM 2011b).  
Malaysia was ranked 20th in the 2014-2015 World Economic Forum’s Global 
Competitiveness Index4. Although moving up four places from previous ranking, Malaysia 
is still far behind its neighbouring country Singapore, which ranked second worldwide, and 
other Asia-Pacific countries such as Japan and China, which ranked 6th and 14th 
respectively (Schwab et al. 2014). In addition, the World Bank reported that 59% of adults 
in developing economies including Malaysia do not have a formal bank account, which 
makes it harder to alleviate inequality and spur economic growth in these countries 
(WorldBank 2014b). Therefore, Malaysia needs to fully migrate from paper-based to 
electronic payment systems to achieve economic growth and greater financial inclusions 
for its people, and subsequently, higher country’s competitiveness. 
With only 9% of its transactions being cashless in 2007, Malaysia is classified as a 
cash-based country (Denecker et al. 2009). The expected growth for cashless transactions 
in Malaysia for the 2010-2015 period is only 9%, compared to 12% and 27% for Japan and 
China, respectively (Vinayak et al. 2012). Based on these figures, we can see that 
Malaysia has and will continue to rely heavily on cash and other paper-based payments.  
Given e-payment’s importance, Malaysia, with a strong vision to advance from a 
developing to a developed country by 2020 (Razak 2014) needs to promote and migrate 
all payment stakeholders (especially businesses and consumers) to adopt e-payment. 
However, various stakeholders in Malaysia, especially consumers, are still reluctant to fully 
use e-payment technology. For example, in the country’s road toll fee collection system, 
many motor vehicle drivers still opt to endure long queues to pay cash, rather than use the 
shorter and faster lanes that accept prepaid electronic cards.  
                                            
4
 The most comprehensive country competitiveness ranking that covers 144 countries and represents 99% 
of the world’s GDP (Schwab et al. 2014) 
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In any case, we need to improve our knowledge of factors influencing consumers’ 
and businesses’ willingness to adopt e-payment and the challenges encountered by the 
technology service providers in providing reliable and efficient services to both parties. 
Understanding the determinants and the impacts of these critical factors on e-payment 
adoption will be important to countries seeking to migrate to e-payment. As such, in this 
thesis, I empirically examine factors that influence Malaysia’s e-payment adoption.  
 
 
1.2 Research objectives 
There are two schools of thought regarding whether a research question comes before a 
research objective, or vice versa. For this study, the approach that I used is to firstly define 
the research objectives. Then I developed the research questions to meet the objectives. 
This thesis focuses on the factors influencing e-payment adoption by various 
stakeholders in Malaysia. Primarily, by using end consumers, retail businesses, and e-
payment service providers as my research subjects, I developed and validated models that 
demonstrate important elements that influence the adoption of e-payment technology. A 
thorough understanding of the models may assist practitioners to analyse the reasons why 
stakeholders resist e-payment technology, and to improve user acceptance and usage of 
the technology. According to Davis (1989), practitioners evaluate systems for two 
purposes: (1) to predict acceptability and (2) to diagnose the reasons for non-acceptance 
and to take proper measures to improve user acceptance. As such, in this thesis, my 
research objectives are:  
1. To examine the factors that influence the main e-payment stakeholders in 
Malaysia to adopt e-payment technology. To do this, I employ the perceived 
e-readiness model (PERM) for retail businesses, and integrate the 
technology readiness index (TRI) and technology acceptance model (TAM) 
for end consumers. I also identify the challenges encountered by technology 
service providers in providing reliable and efficient e-payment infrastructure. 
2. To uncover the interconnection between the factors that influence 
stakeholders’ e-payment adoption, discuss their implications, and make 
recommendations for further improvement. 
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1.3 Research questions 
In addressing my research objectives, I develop and examine the following research 
questions: 
1. What are the main factors that drive businesses and consumers to adopt e-
payment, and what challenges do technology service providers face in 
providing reliable and efficient e-payment infrastructure? 
2. How do the factors that influence stakeholders’ e-payment adoption interlink 
and influence each other?  
 
To further elaborate on the research questions, I examine the following sub-
questions:  
1. To what extent do the identified contributing factors affect businesses’ and 
consumers’ adoption of e-payment?  
2. Are there any differences in e-payment adoption based on consumer 
demographic criteria and business characteristics?   
3. What are the benefits and drawbacks in adopting e-payment to the 
businesses and consumers, from the perspective of technology service 
providers? 
4. What are the implication of the findings to the practitioners and policy 
makers? 
 
 
1.4 Study’s scope 
This study focuses on retail e-payment because retail transactions cover all types of 
transactions by businesses and consumers, including business-to-consumer, consumer-
to-business, government-to-consumer, consumer-to-government, and consumer-to-
consumer or peer-to-peer transactions. These are the common transactions in payment 
industry and, thus, indicate the extensiveness of e-payment usage in a country.  
The respondents involved in this study are: (1) retail businesses, (2) end 
consumers, and (3) e-payment technology service providers in Malaysia. It is important to 
look into views and perspectives of different main stakeholders for e-payment transactions 
to comprehend the overall issues and concerns on the slow e-payment adoption rate in 
Malaysia. Engaging each e-payment stakeholder in this study will allow a complete 
understanding on the factors that influence their decision to or not to adopt e-payment. 
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First, I targeted retail businesses from various business characteristics because I 
focus on internal and external business factors that influence e-payment adoption. 
Second, I targeted end consumers from various demographic criteria because I focus on 
the individual behavioural dimensions that influence technology adoption. Third, for the 
business and technology service provider respondents, I targeted their top management. 
Top management are the key persons in institutions that fully understand their respective 
institution’s vision and strategy on e-payment adoption, and thus provide relevant and 
reliable information for this study. 
I collected my primary empirical data through hardcopy and online questionnaires, 
and through semi-structured interviews that I conducted throughout Malaysia from January 
to April 2012. These data comprises of businesses’, consumers’, and technology service 
providers’ perceptions and perspectives on e-payment adoption. 
 
 
1.5 Study’s significance and contributions 
Businesses and consumers are constantly faced with technology adoption decisions. As 
such, investigating and examining the determinants that stimulate their adoption behaviour 
is important, especially for technologically developing countries such as Malaysia, where 
the opportunity for economic growth is high and the benefit of technologies such as e-
payment is not yet fully realised. 
With this study, I make several significant theoretical, methodological, and 
managerial contributions to the literature.  
I contribute to theory by modifying the PERM. More specifically, I produce a 
stronger predictive model with better results in specifying the relationships between the 
variables that influence businesses’ e-payment adoption. I further extend the model by 
introducing a new independent variable: business strategy. For consumer data, this study 
integrates TAM and TRI models and introduces e-payment adoption as the dependent 
variable. Additionally, I examine the mediation effects between variables to better 
understand the relationships. A few relationships in both the business and consumer 
models were partially mediated by the business strategy, commitment, perceived ease of 
use, and perceived usefulness variables. I also introduce new moderating variables that 
affect the relationship between e-payment adoption factors. These moderating variables 
include firm age, firm size, and business performance for business data, and age, gender, 
education level, and usage experience for consumer data. Overall, I empirically verify 
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PERM, TRI, and TAM models by examining the factors that affect e-payment adoption in 
specific target groups in a specific country (i.e., businesses and consumers in Malaysia).  
I contribute to methodology by applying a mixed-methods approach (i.e., I combine 
quantitative and qualitative research strategies to collect primary data from three main e-
payment stakeholders). This methodology addresses constraints imposed in using only 
one approach. I also developed two sets of questionnaires to explain the factors that 
influence business and consumers to adopt or not adopt e-payment, which future research 
can use in relation to e-payment. This study adopts partial least squared structural 
equation modelling (PLS-SEM) approach using SmartPLS 2.0, the text analytics analysis 
using Leximancer, and the multi-group analysis moderating technique to explain the 
aforementioned relationships. 
I contribute to practice or policy by generating insights that regulators and policy 
makers can use to formulate relevant policies and guidelines to expedite their respective 
country’s e-payment adoption. Moreover, I contribute to assist the stakeholders of the e-
payment industry such as merchant acquirers and technology service providers to fully 
understand and address businesses’ and consumers’ needs and concerns with using e-
payment for retail transactions. 
Last but not least, I open an avenue for future research to examine similar samples 
in different countries for comparison purposes.  
The detail contributions of the study are explained at length in Chapter 7. 
 
 
1.6 Thesis structure 
This thesis is structured as follows. In Chapter 2, I review the literature. In Chapter 3, I 
outline the theoretical foundations on which I developed the research models and I explain 
the hypotheses developments. In Chapter 4, I describe the research methodology I 
adopted to obtain the data used to test the hypotheses. In Chapter 5, I present the primary 
quantitative and qualitative results for each stakeholder. In Chapter 6, I summarise the 
extended data analysis and the findings, and, in Chapter 7, I discuss and interlink the 
findings, and presents the study’s implications and conclusions. 
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1.7 Summary 
This chapter lays the study’s foundation. First, it introduces the research’s importance by 
explaining the research problem. It then presents the study’s objectives and research 
questions, and describes the study’s scope. Subsequently, it outlines the study’s 
significance and potential contributions. In Chapter 2, I review the existing literature to 
develop a clear understanding on technology innovation, technology readiness, technology 
acceptance, and e-payment technology adoption. 
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Chapter Two: Literature Review  
 
In this chapter, I critically review the existing literature on technology innovation, 
technology readiness, technology acceptance, and e-payment technology adoption to 
provide a firm theoretical and empirical context to the study. 
 
 
2.1 Theories and studies on technology innovation, technology readiness, and 
technology acceptance 
Researchers have noted innovation as the key to gaining a competitive advantage in a 
highly turbulent environment (Neely & Hii 1998). Meanwhile, the contribution of 
technological innovations to economic growth can only be realised when and if it is widely 
diffused and adopted (Hall & Khan 2002). Suggesting its importance, the process of 
adopting innovations (especially information technology (IT) innovations) has been studied 
for over 40 years (e.g., Freeman & Perez 1988; NRC 1988, 1994; Sahin 2006). According 
to various studies, the values that innovations create are often manifested in new ways of 
doing things or new products and processes that contribute to firms’ wealth and 
competitiveness. 
However, organisations who innovate face many barriers (both internally and 
externally) (OECD 1992) despite its known advantages. Internal barriers include rigid 
organisational arrangement and procedures, hierarchical and formal communication 
structures, conservatism, conformity and lack of vision, resistance to change, lack of 
motivation, and risk-avoiding attitudes. External barriers include a lack of infrastructure, 
deficiencies in education and training systems, and inappropriate legislation. 
 
 
Diffusion of technology innovation 
In order to understand the diffusion of technological innovation, it is first important to define 
technology innovation, a term that generally covers the harnessing of electronic 
technology for a business’s information needs at all levels. In general, technology 
innovation uses computer-based systems and telecommunication technologies to store, 
process, and communicate (Anderson 1990; Claus & Schwill 1992). The OECD (1991) 
defines innovation (as cited by Garcia and Calantone (2002, p. 112)) as ‘an iterative 
process initiated by the perception of a new market and/or new service opportunity for a 
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technology-based invention which leads to development, production, and marketing tasks 
striving for the commercial success of the invention. While King et al. (1994, p. 140) 
defines innovation as ‘a process whereby inventions move into usable form’. 
IT, as known from recent decades, has involved an ongoing process of innovation 
(Laudon 1985), which many researchers have characterised innovation as a process of 
movement through three overlapping stages: (1) invention, (2) innovation, and (3) diffusion 
(e.g., Enos 1962; Mansfield 1968; Dosi 1988; King et al. 1994). King et al. (1994, p. 140) 
define an invention as ‘a new idea or product which may or may not have economic value’, 
and  innovation as ‘the process whereby inventions move into usable form’. In other words, 
an innovation is ‘an idea, practice, or object that is perceived as new by an individual or 
other unit of adoption’ (Rogers 1995, p. 11). Meanwhile, diffusion is ‘the spread of the 
capacity to produce and/or use an innovation, and its use in practice’ (King et al. 1994, p. 
140). Based on Rogers’ (1995) definition, Figure 1 illustrates the four main elements of the 
diffusion process (i.e., the innovation, the channels it’s communicated through, the time 
over which it’s communicated, and the social system members it’s communicated to). In 
addition, Rogers (2003, p. 177) states that adoption is a decision to ‘full[y] use…an 
innovation as the best course of action available’ and rejection is a decision ‘not to adopt 
an innovation’. 
 
Figure 1: Diffusion process 
 
Diffusion is ‘a process by which (1) an innovation is (2) communicated through 
certain (3) channels over (4) time among the members of a social system’ (Rogers 1995, 
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p. 11). Since its creation, the most popular innovation adoption model adopted by 
researchers is the diffusion of innovations (DOI) theory (see Rogers 2003). The DOI theory 
has been used in broad variety of research fields such as political science, public health, 
communications, history, economics, and education. DOI theory has also been widely 
used as a theoretical framework in the area of technology diffusion and adoption (Dooley 
1999; Stuart 2000). In fact, much diffusion research involves technological innovation; as 
such, Rogers (2003) usually uses the words technology and innovation as synonyms. A 
technology is ‘a design for instrumental action that reduces the uncertainty in the cause-
effect relationships involved in achieving a desired outcome’. It has two parts: hardware 
and software. Hardware is ‘the tool that embodies the technology in the form of a material 
or physical object’, and software is ‘the information base for the tool’ Rogers (2003, p. 12). 
Rogers (2003) suggests five innovation attributes that, through how an individual 
perceives them, predicts whether an individual will adopt an innovation. The attributes are: 
relative advantage, compatibility, complexity, trialability, and observability. He states that 
all five attributes have a positive effect on innovation’s rate of adoption except the 
complexity attribute, which has negative influence. Table 1 defines and describes each 
attribute. 
 
Table 1: Definition and description of each attribute of the diffusion of innovations theory 
(DOI) (Rogers 2003) 
Attribute Definition Description 
Relative 
advantage 
The degree to which an innovation 
is perceived as better than the idea 
it supersedes. 
The greater the perceived relative advantage 
of the proposal compared to previous 
products, whether in terms of cost, reliability, 
or ease of operations, the more quickly the 
innovation will be accepted. 
Compatibility The degree to which innovation is 
perceived as consistent with the 
existing values, past experiences, 
and needs of potential adopters. 
The more closely the innovation is compatible 
with existing individual values and practices, 
the more quickly it will be adopted. 
Complexity The degree to which innovation is 
perceived as relatively difficult to 
understand and use. 
The more difficult an innovation is to 
understand and to use, the more slowly it is 
likely to be adopted. 
Trialability The degree to which innovation may 
be experimented with on a limited 
basis. 
If it is possible to try the new product on a 
limited basis, it is more likely to be accepted 
quickly. 
Observability The degree to which the results of 
an innovation are visible to others. 
If it is possible to describe or to observe the 
results of the innovation with relative ease, 
adoption is likely to occur more quickly. 
12 
 
Innovation has different meanings in different contexts. According to Neely and Hii 
(1998), since 1990s, rapid changes in social, political and technological was believed to be 
the main characteristic of innovation. Hence, it was difficult to have a theory of innovation 
because the notion of change was still not fully understood. We can classify innovation 
into: (1) product innovation, (2) process innovation, and (3) organisational innovation. 
Here, product innovation refers to a new or improved product, piece of equipment, or 
service that was successful on the market; and process innovation involves the adoption of 
a new or improved manufacturing or distribution processes, or a new method of social 
service. Both are not mutually exclusive because process innovation may lead on to 
product innovation; similarly, product innovation might induce innovation in processes. 
Organisational innovation can lead to a more effective use of human resources that are 
crucial to successfully exploiting ideas (Neely & Hii 1998). 
 
 
Theories on technology readiness 
The rapid rate of ICT’s penetration throughout the world, coupled with dramatic 
advancement in its usage in business and society, has created extensive interest in 
various aspects of the digital divide and e-readiness (Choucri et al. 2003). Since e-
readiness was introduced in the late 1990s, there have been many studies that have 
looked at the e-readiness assessment models at the macro scale (i.e., at the country level) 
(e.g., Oxley & Yeung 2001; Haj Bakry 2003; Bridges 2005; Gregorio et al. 2005) 
During this time, some organisations began to develop unified frameworks that 
provided quantitative snapshots of how thoroughly a particular community, region, or 
country could take advantage of IT for development activities (Luyt 2006). The frameworks 
expanded during the late 1990s to look at the breadth and depth of the digital divide 
between developing and developed countries (Grigorovici et al. 2003). The concept has 
only grown with the Internet’s rise in global penetration, with the use of IT in business and 
industry. As such, we can now see many e-readiness assessment measures that are 
based on a variety of indicators such as e-connectivity, human capital, business climate, 
leadership, and others (Fathian et al. 2008).  
The e-readiness assessments adopt widely varying definitions, use different 
methods for measurement, and are diverse in their goals, approaches, and results 
(Bridges 2005). Methodologically, most assessments have been based on statistical 
studies or questionnaires, country case studies, ad hoc interviews, and summary 
evaluations of IT-readiness for economic growth and for business opportunities 
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(Hanafizadeh et al. 2009). Traditional measurements undertaken over the past several 
years have mainly focused on infrastructural access (Barzilai-Nahon 2006). More recently, 
however, the assessments have included other concerns and dimensions that generate e-
readiness and digital inequality.  
 
Country e-readiness 
Country e-readiness assessment may be divided into two groups: (1) those that focuses 
strictly on e-economy, and (2) those that look more widely at ICT’s role in society (Luyt 
2006). As e-readiness can mean different things to different people in different contexts, 
and because it can be used for different purposes (Peter 2001), one must clearly define 
what they mean by e-readiness.   
The computer systems policy project (CSPP) was the first body to define e-
readiness for country-level e-readiness assessments (Mutula & van Brakel 2006). In their 
model, they defined an e-ready community as: 
‘one that has high-speed access in a competitive market; with constant access and 
application of information and communication technologies (ICTs) at schools, 
government offices, businesses, healthcare facilities, and homes; user privacy; 
online security and government policies which are favourable to promoting 
connectedness and using the network’ (Bridges.org (2001) as cited in (Mutula & van 
Brakel (2006, p. 212)). 
However, the Asian Pacific Economic Cooperation (APEC) is more focused on assessing 
the readiness of e-commerce and digital economy. The APEC group defined e-readiness 
as ‘the degree to which an economy or community is prepared to participate in the digital 
economy’ (APEC 2000, p. 2).  
Several other e-readiness definitions and models have emerged via the efforts of 
development agencies, research organisations, academies, business enterprises, and 
individuals. E-readiness assessment models or tools purported to show how ready the 
countries are to exploit the potential of new ICT (Luyt 2006). These models use different e-
readiness definitions and, thus, adopt different methods for measurement (Fathian et al. 
2008). Table 2 describes the main four categories of the e-readiness assessment models 
according to the Bridges website (Bridges 2005). Meanwhile, Table 3 provides examples 
of some e-readiness assessment that have been conducted thus far. 
 
 
 
14 
 
Table 2: Categories of e-readiness assessment models (Bridges 2005) 
Category Description 
Ready-to-use 
tools 
There are few ready-to-use tools freely available on the Web (e.g., IQ Net 
Readiness Scorecard). 
Case studies There are numerous case studies that assess specific countries’ e-readiness, and 
many of these can be used as bases for e-readiness tools. 
Third party 
surveys and 
reports 
These reports rank and rate countries based on various measures held to indicate e-
readiness. 
Other e-readiness 
assessment 
models 
In addition to the formal tools and surveys described above, there is a range of other 
frameworks such as digital divide reports and position papers that can be similarly 
used to assess e-readiness. 
 
 
Table 3: Selected e-readiness assessment surveys (Luyt 2006) 
Project name Responsible 
organisation 
Starting 
year 
Frequency Countries 
surveyed 
Area of 
focus 
Global diffusion of the 
Internet 
Mosaic Group 1997 Case studies 30 E-economy 
Ready? Net. Go! McConnell 
International 
2001 One-time 
project 
53 E-economy 
E-readiness rankings Economist 
Intelligence Unit 
2000 Annual 65 E-economy 
Knowledge assessment 
methodology 
World Bank 1998 Annual 128 E-society 
Monitoring the digital divide Orbicom 2002 One-time 
project 
139-192 E-society 
Digital Access Index (DAI) ITU 1998 Annual 178 E-society 
International survey of e-
commerce 
WITSA 2000 One-time 
project 
25 E-economy 
APEC readiness initiatives APEC 1999 Case studies n/a E-economy 
ICT assessments USAID 1999 Case studies 9 E-economy 
Information Society Index IDC 1995 Annual 53 E-society 
E-readiness assessment ASEAN 2001 One-time 
project 
10 E-society 
 
To construct an e-readiness model, first one needs to define and specify what 
should be measured, which may require interrelating measured phenomenon and/or 
recognizing that some are, in fact, multi-dimensional (Nardo et al. 2005). In measuring a 
country’s e-readiness, one may need to define the variables that represent the different 
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elements and features of a complex social environment. Perusing the reputable e-
readiness assessments in the literature reveals that the majority of them have similar 
variables. Figure 2 illustrates the commonly used variables for e-readiness assessment.  
 
 
Figure 2: Commonly used variables for e-readiness assessment (Hanafizadeh et al. 2009) 
 
Each variable presented in Figure 2 was an index by itself. Therefore, some 
common indicators are used to measure each variable. For example, the indicators used 
for the e-business variable include percentage of businesses with computers, proportion of 
businesses with broadband Internet access, proportion of businesses with a Web 
presence, and so on (Hanafizadeh et al. 2009). The infrastructure and access variable 
focuses on indicators such as telephone main lines per 100 inhabitants, mobile cellular 
subscribers per 100 inhabitants, number of ISPs, etc. Meanwhile, the basic enabling 
indicator focuses on adult literacy rate, gross national income per capita, population, and 
expenditures for research and development (% of GDP); and the common indicators for 
the e-education variable deliberate on percentage of schools with website, percentage of 
schools connected to the internet, and number of computers per 100 students/learners. 
For the access to and use of ICT by households and individuals, the common indicators 
include proportion of households with a computer, proportion of household with internet 
access at home, frequency of individuals access to internet for the last 12 months. Lastly, 
for the e-government variable, the indicators include share of public administration service 
available online, percentage of government offices with internet access, and percentage of 
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government offices with a website, and percentage of government employees with internet 
access from the office (Hanafizadeh et al., 2009). 
Some example of empirical studies on country’s e-readiness include studies by 
Oxley and Yeung (2001), Haj Bakry (2003), Bridges (2005), and Gregorio et al. (2005). 
Using secondary data on 62 countries, Oxley and Yeung (2001) analyse whether 
the development of e-commerce in a country depends on the presence of an institutional 
environment that facilitates the building of transactional integrity in online markets. Their 
findings reveal that the emergence and development of e-commerce is not only dependent 
on a country’s e-commerce readiness, but that it is also significantly affected by the 
characteristics of a country’s institutional environment, especially the availability and 
enforcement of related laws. 
Meanwhile, Haj Bakry’s (2003) study shows that a country’s e-readiness 
assessments is associated with the intensity of digital integration in that country, of which 
includes the government’s ICT infrastructure and applications, e-commerce, e-learning, 
and other e-applications.  
By focusing on the activities and outcomes of infoDev’s (the World Bank Information 
for Development Program) e-readiness initiative, Bridges5 (2005) conducted an in-depth 
case study of 13 countries to overview e-readiness assessments in developing countries 
which involves government agencies, consortium, non-profit organisation, businesses, and 
so on. Based on the findings, Bridges explores possible ways to progress the e-readiness 
agenda in the developing world. 
Gregorio et al. (2005) empirically analyse the determinants of e-business activity 
across a sample of 26 developed countries and 52 emerging markets. Using secondary 
data and cross-sectional database of these countries, their results document the 
persistence of the global digital divide and support e-readiness concept. Their findings 
suggest that a country’s e-business activity is not only dependent on ICT infrastructure, but 
also human capital and logistics infrastructure. The absence of a link between institutional 
factors and e-business suggests that e-business arises not only when supporting 
economic institutions existed, but also as a means of overcoming inadequate institutional 
conditions. 
 
  
                                            
5
 Bridges.org is an international NGO that helps people in developing countries use ICT to improve their 
lives. 
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Firm’s e-readiness 
While the traditional access-oriented thinking focuses on questions related to measures 
such as the ownership, availability, and affordability of infrastructure, the focus has since 
moved beyond technology to users (Hanafizadeh et al. 2009). Since then, the literature 
and discussion on e-readiness has grown to include micro-level subjects, such as firms 
and individuals. 
According to Bridges (2005), some studies assessed technology adoption in firms 
(e-commerce in particular) in developed countries such as the United Stated, Australia, 
and some other European and Asian countries (e.g., Grandon & Pearson 2004). However, 
there has been increasing interest in exploring the technology adoption and e-readiness of 
firms in developing countries such as Iran, South Africa, Spain, Nigeria, Uganda, India, 
China, and so on. (e.g., Molla & Licker 2005b; Oyelaran-Oyeyinka & Lal 2006a; Bayo-
Moriones & Lera-López 2007; Tan et al. 2007; Fathian et al. 2008; Hourali et al. 2008; 
Maswera et al. 2008; Elahi & Hassanzadeh 2009b).  
Indeed, despite assessing the readiness of countries and governments to adopt IT, 
some research organisations such as Cisco have focused on assessing organisations’ 
ability to migrate to an Internet business model through its Web-based application called 
IQ Net Readiness Scorecard (Hartman et al. 2000).  
For example, Fathian et al. (2008) highlight the critical issues for e-readiness 
assessment for SMEs in developing countries. Focusing on non-profit ICT-based SMEs, 
they identify the critical factors for small and medium-sized enterprises’ (SMEs) e-
readiness assessment that include organisational features, ICT infrastructure, ICT 
availability, and the security and legal environment.  
 
Perceived E-Readiness Model (PERM) 
To assess a firm’s e-readiness, most previous literature employs the PERM by Molla and 
Licker (2005a). These authors define perceived e-readiness as ‘an organisation’s 
assessment of the e-commerce, managerial, organisational, and external situations in 
making decisions about adopting e-commerce’ (Molla & Licker 2005a, p. 879). In order to 
make the model parsimonious, they identify two constructs: perceived organisational e-
readiness (POER) and perceived external e-readiness (PEER). POER indicates the audit 
of several imperative attributes:  
i. Innovation: an organisation’s perception, comprehension, and projection of e-
commerce and its potential benefits and risks 
ii. Managerial: the commitment of its managers, and 
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iii. Organisational: key organisational components, such as resources, 
processes, and business infrastructure. 
 
PEER represents an organisation’s assessment and evaluation of relevant external 
environmental factors (environmental imperative attributes). Taken together, Molla and 
Licker (2005a) hypothesize that PEER and POER predict e-commerce adoption and 
explain a significant part of the variance in the level of e-commerce adoption in developing 
countries. 
For firm’s e-readiness assessment model, Figure 3 illustrates Molla and Licker’s 
(2005a) model. 
 
 
Figure 3: The PERM general structure (Molla & Licker 2005a) 
 
Molla and Licker (2005a) developed the model because they believed that e-
commerce, as part of diffused technology, contributed to the advancement of businesses 
in developing countries (i.e., through the Internet’s potential to reduce transaction costs by 
bypassing some, if not all, of the intermediary and facilitating linkages to the global supply 
chains). Through this model, which combines the contextual differences between two 
socio-economic areas (both organisational (internal) and environmental (external)), Molla 
and Licker (2005a) provide an underlying model of e-commerce adoption for identifying the 
relevant factors that affect decisions to open or develop e-commerce systems in 
developing countries. 
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Technology Readiness Index (TRI)  
In assessing the individual’s e-readiness, most studies adopt Parasuraman’s multiple-item 
scale TRI model. According to Parasuraman (2000, p. 308), the technology-readiness 
construct refers to ‘people’s propensity to embrace and use new technologies for 
accomplishing goals in home life and at work’. We can view this construct as an overall 
state of mind resulting from a gestalt of mental enablers and inhibitors that collectively 
determine a person’s predisposition to use new technologies. Figure 4 below illustrates the 
TRI assessment model as proposed by Parasuraman (2000) and adopted by most 
literature relating to the subject matter. 
 
 
Figure 4: The TRI assessment model (Parasuraman 2000) 
 
The development of the above model involved a multi-year and multi-phase 
research programme. Parasuraman, with the collaboration of Rockbridge Associates6, 
implemented a seven-layer scrutinisation process to ensure the model’s high reliability and 
stability. Such scrutinisation process involved qualitative studies such as focus groups and 
in-depth interviews, and several empirical studies, including the national technology 
readiness survey, which is a non-proprietary, non-client-sponsored general technology-
readiness scale based on responses from a country-wide cross section of adult 
consumers. 
 TRI is a framework that relates to technology in general. It postulates that an 
individual’s personality is at the centre of their acceptance of technology. Traits differ 
among people and, therefore, their beliefs about various aspects of technology also differ. 
According to Mick and Fournier (1998b), consumers interacting directly with technology 
simultaneously experience positive and negative feelings towards using new technology. 
                                            
6
 A Virginia-based company specialising in service and technology research. 
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Although these negative and positive feeling about technology may coexist, the relative 
strength of these feelings vary across individuals (Parasuraman 2000). The relative 
strength of each trait indicates a person’s openness to technology. Thus, TRI reflects a set 
of beliefs about technology, but is not an indicator of a person’s competence in using it.  
TRI measures an individual’s readiness to use new technology in general using four 
personality traits: optimism, innovativeness, discomfort, and insecurity. Optimism and 
innovativeness are the drivers of technology readiness, while discomfort and insecurity are 
its inhibitors. Positive and negative beliefs about technology may coexist, and people can 
be arrayed along a technology-belief continuum with a strongly positive attitude at one end 
and a strongly negative attitude at the other. Parasuraman (2000) empirically confirms the 
correlation between people’s technology readiness and their propensity to employ 
technology. Indeed, in Walczuch et al. (2007) study, a person with high optimism and 
innovativeness and little discomfort and insecurity was more likely to use a new 
technology. Moreover, Rose and Fogarty (2010) show that technology readiness did not 
predict intention or behaviour, but merely provided a measure of how ready a market is to 
adopt new technologies. 
 
 
Theories on technology acceptance 
Since its emergence, IT has dramatically impacted the daily routine of organisations and 
individuals. Some estimates indicate that, since the 1980s, about 50 percent of all new 
capital investment in organisations were in IT (Westland & Clark 2000). However, in order 
for technologies to be fully used to improve productivity, they must be accepted and used 
by organisations’ employees and consumers. Exploring and explaining factors that 
influence the user acceptance of new technology is often described as one of the most 
widely researched areas in the contemporary information systems (IS) literature (e.g., Hu 
et al. 1999). Research in this area has resulted in several theoretical models, with roots in 
IS, psychology, and sociology, which regularly explain over 40 percent of the variance in 
individual intention to use new technologies (e.g., Davis 1989; Taylor & Todd 1995b; 
Venkatesh & Davis 2000). 
 
Technology Acceptance Model (TAM) 
According to Legris et al. (2003), since the 70s, researchers have concentrated on 
identifying the conditions or factors that can facilitate the integration of IS into businesses. 
From the mid-80s, IS researchers (e.g., Cheney et al. 1986; Chau 1996) have focused on 
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developing and testing models that could help to predict system usage. (1989) TAM has 
been tested and extended by many researchers (e.g., Venkatesh et al. 2003; Venkatesh & 
Bala 2008) and, importantly, TAM has been empirically proven to be successful in 
predicting 40 percent of a system’s usage. 
 Initially, researchers such as Bailey and Pearson (1983) developed tools for 
measuring and analysing computer users’ satisfaction (Legris et al. 2003). According to 
the researchers, user acceptance models began with psychologists’ efforts in studying 
satisfaction in a larger sense. Subsequently, Davis (1989) and Davis et al. (1989) 
proposed TAM to address why users accept or reject IT.  Figure 5 describes the TAM. 
 
 
Figure 5: The TAM (Davis et al. 1989) 
  
According to several studies (e.g., Lee et al. 2003; Venkatesh et al. 2003; 
Venkatesh & Bala 2008), among other theoretical models, TAM was the most widely 
employed model to assess a diverse set of technologies in the area of IT adoption and 
usage. Researchers widely applied the model to explain IS usage behaviour.  
TAM is a specific and parsimonious framework for predicting and explaining 
people’s adoption of IT in work settings (Davis et al. 1989). The model suggests that, when 
users were presented with a new technology, there are two factors that influence their 
decision about how and when they will use it: perceived usefulness (PU) and perceived 
ease of use (PEOU). PU refers to ‘the degree to which a person believes that using a 
particular system would enhance his or her job performance’, while PEOU refers to ‘the 
degree to which a person believes that using a particular system would be free of effort’ 
(Davis 1989, p. 320). TAM postulates that user acceptance of a new system is determined 
by the user’s intention to use the system, which is influenced by the users’ beliefs about 
the system’s perceived usefulness and perceived ease of use (Lin et al. 2007). Indeed, 
studies have shown that both PU and PEOU factors affect users’ IT use (Davis 1989).  
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Davis (1989) adapted TAM from the theory of reasoned action (TRA) (the latter 
having developed via studies on attitude and behaviour). Commensurate with how it 
developed, TRA’s basic components include behavioural intention, attitudes, and 
subjective norms. The theory explains that a person’s behavioural intention depends on 
their attitude about the behaviour and subjective norms.  
Several attempts have been made to further refine the TAM. In 2000, Venkatesh 
and Davis (2000) introduced TAM2 by extending the original model to incorporate 
additional theoretical constructs spanning from social influence processes (subjective 
norm, voluntariness, and image) to cognitive instrumental processes (job relevance, output 
quality, result demonstrability, and perceived ease of use) as the predictors of intention. 
Other attempts include Al-Sukkar and Hasan’s (2005) modifications: to the TAM, they add 
(as external variables) trust and cultural factors for consumers, and technical quality 
factors to organisations. Venkatesh and Bala (2008) also further improve the original 
acceptance model by introducing TAM3, which presents a complete nomological network 
of the determinants of individuals’ IT adoption and use.  
Apart from review and compare eight7 key competing theoretical models explaining 
individual’s technology acceptance including TAM, Venkatesh et al. (2003) formulated 
Unified Theory of Acceptance and Use of Technology (UTAUT) with four core 
determinants of intention and usage (performance expectancy, effort expectancy, social 
influence and facilitating conditions). Venkatesh et al. (2012) further refine the theory to 
incorporate three new constructs (hedonic motivation, price value and habit) and named it 
as UTAUT2. 
Those underlying theories are the main references on the theoretical framework 
development for this study. The theory on diffusion of technology innovation is the basis 
for this study to explain why it is important to understand the e-payment adoption by both 
businesses and consumers. However, as there are limited studies on the adoption of e-
payments by both businesses and consumers, there are gaps that need to be filled. 
Hence, both technology readiness and technology acceptance theories are modified and 
synthesised in both business and consumer models to reduce the gaps and provide 
contributions in this field. In particular, PERM is used and modified for business model, 
while both TRI and TAM are synthesised for consumer model. In the next section we will 
examine the empirical studies related to those theories. 
 
                                            
7
 The reviewed theories are TRA, TAM, motivational model, theory of planned behaviour, combined TAM 
and TPB, model of PC utilisation, innovation diffusion theory and social cognitive theory. 
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Studies on technology adoption by businesses 
 
Empirical studies on technology innovation by businesses 
The IT literature (e.g., Sethi & King 1994; Armstrong & Sambamurthy 1999) suggests that 
IT’s potential to enhance firms’ performance in value chain activities (Porter 1985) is a 
significant motivation for them to adopt IT. Several studies have examined the 
determinants of IT adoption decisions and found significant differences between adopters 
and non-adopters in terms of internal resources and external resources (e.g., Iacovau et 
al. 1995; Chau & Tam 1997; Zhu et al. 2003).  
Many studies examined the determinants of technology innovation adoptions such 
as Rogers (1995), Neely and Hii (1998), Zhu et al. (2006) and Lin and Lin (2008). Next, I 
describe each study in detail.  
Rogers (1995) suggests that the important research questions that diffusion 
scholars have answered include: (1) how  do earlier innovation adopters differ from later 
adopters; and (2) how do an innovation’s perceived attributes, such as its relative 
advantage or compatibility, affect its adoption rate. However, Kimberly and Evanisko 
(1981) point to the lack of theorising and research on the rejection of innovations.  
Zhu et al. (2006) argues that initial adoption does not always result in a firm’s 
widespread usage of a technology. The authors explain that most information technologies 
exhibit an ‘assimilation gap’ (i.e., the technologies’ widespread usage tends to lag behind 
the initial adoption). This is where a new technology may be successfully adopted at the 
initial stage but nevertheless after certain period, it is difficult to sustain its usage. As Zhu 
et al. (2006) explain, after a firm adopts a new IT innovation, it needs to accept, adapt, 
routinise, and institutionalise the innovation. After its initial adoption, the firm and its 
members usually do not have sufficient knowledge to leverage the system, and, often, 
misalignments occurred between the new technology and the user environment. 
Based on innovation diffusion literatures (e.g., Meyer & Goes 1988; Rogers 1995), 
an innovation’s assimilation starts from a firm initially recognising and evaluating it. This 
initial stage ‘amounts both to identifying and prioritising needs and problems on one hand, 
and to search the organisation’s environment to locate innovations of potential usefulness 
to meet the organisation’s problems’ (Rogers 1995, p. 391). Furthermore, He et al. (2008) 
state that researchers are particularly interested in factors that influence the adoption of IS 
and IT innovations where innovation diffusion theory is used frequently to evaluate the 
effect of perceived innovation attributes. However, perceived innovation attributes’ 
explanatory power varies across different innovations. It shows that it is important to 
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examine both the factors that positively and negatively affect technology innovations’ 
adoption.  
Neely and Hii (1998), in their literature survey on innovation and business 
performance, create a comprehensive summary on innovation. Their findings suggest that 
firm innovativeness is influenced by three sets of factors: (1) organisational characteristics, 
(2) managerial characteristics, and (3) environmental characteristics. Their findings also 
supports other numerous empirical studies which suggest that innovations enhance firm’s 
performance because they increase firms’ competitiveness and, along with the innovation 
process, transform firms’ internal capabilities to make them more adaptable to change.  
Zhu et al. (2006) develop a model to examine how technology readiness, 
technology integration, firm size, global scope, managerial obstacles, competition intensity, 
and regulatory environment influenced e-business assimilation at the firm level, both for 
developed and developing countries. Their data set is from 1,857 firms in 10 countries. 
Among their findings: (1) competition has positive effects on initiation and adoption, but 
has a negative impact on routinisation; (2) large firms have a resource advantage at the 
initiation stage, but have to overcome structural inertia in the later stages; (3) a firm’s 
regulatory environment has a more-important role in developing countries than in 
developed countries; and (4) technology readiness was the strongest factor affecting 
assimilation in developing countries, while technology integration was the strongest factor 
in developed countries.  
Lin and Lin (2008) develop a research model to study the determinants of e-
business diffusion. Their study is based on technology diffusion and the technology-
organisation-environment (TOE) framework. Their determinants are categorised into 
technological, organisational, and environmental contexts. The authors gathered their data 
from 163 IS executives in large Taiwanese firms. They used structural equation modelling 
(SEM) to test the relationships in the model. The findings show that the significant factors 
that affected e-business diffusion were IS infrastructure, IS expertise, expected benefits of 
e-business, and competitiveness pressure. 
Those empirical evidences showed the importance of technology innovation by 
businesses. Hence, it is critical to understand to what extent the businesses are ready to 
embark into new technologies. Consequently, the next section will discuss the studies on 
technology readiness and examine its determinants. 
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Empirical studies on technology readiness by businesses 
In recent years, several studies have attempted to evaluate e-readiness from a micro 
perspective (i.e., at the firm or individual level). Some of these studies link firms’ level of e-
readiness with their adoption of e-commerce or ICT in general (e.g., Grandon & Pearson 
2004; Molla 2004; Molla & Licker 2005a; Molla & Licker 2005b; Oyelaran-Oyeyinka & Lal 
2006a; Ruikar et al. 2006; Tarantola & Gatelli 2006; Bayo-Moriones & Lera-López 2007). 
Meanwhile, other studies have focused on e-commerce’s critical success and failure 
factors (e.g., Kuzic et al. 2002; Sung 2006; Maswera et al. 2008; Elahi & Hassanzadeh 
2009b). 
Because approximately 80% of global economic growth comes from the SME sector 
and a total of 99% of all businesses in North America and Europe were SMEs (Adam et al. 
1998), an increasing number of studies on firm’s e-readiness have focused on SMEs in 
various business sectors (e.g., Jutla et al. 2002; Damaskopoulos & Evgeniou 2003; Rizk 
2004; Tan et al. 2007; Fathian et al. 2008; Hourali et al. 2008). Fathian et al. (2008, p. 578) 
defines a SME’s e-readiness as its ability ‘to successfully adopt, use, and benefit from 
information technologies such as e-commerce’. 
Tan et al. (2007) extends Molla and Licker’s (2002, 2005b) PERM to assess e-
commerce adoption in China through an empirical study of 134 Chinese SMEs. Their 
findings suggest that, among these firms, the dominant inhibiting factors in adopting e-
commerce were: restricted access to computers, lack of internal trust, lack of enterprise-
wide information sharing, intolerance towards failure, and incapability of dealing with rapid 
change. 
Rizk (2004) assessed 36 SMEs in Egypt’s textile industry by assessing their level of 
connectivity, awareness, and usage of ICTs in marketing, production, and business 
management. The author also identifies the nature of and barriers to ICT usage by these 
firms. The results suggest that firms’ ICT usage was generally proportional to size, and 
that the lack of qualified personnel was the main barrier for implementing ICT in both 
management and production. Limited awareness was the second-most important barrier. 
With a similar quest to understand what key drivers influenced SME’s adoption of 
new economy practices, Damaskopoulos and Evgeniou (2003) studied 900 SME 
managers in four Eastern European countries and Cyprus. Their findings show that the 
areas with the highest need for managerial training that could facilitate e-business 
adoption included: (1) developing a business plan, (2) developing an e-business strategy, 
(3) understanding of e-payment methods, and (4) financing e-business initiatives. 
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Based on an exploratory Delphi study8 on Iranian SMEs, Hourali et al. (2008) 
developed a model for measuring the e-readiness of SMEs (ESME). Their main finding 
suggests that there are six major dimensions for assessing ESME: (1) telecommunication 
and technical infrastructure, (2) human resources and cultural infrastructure, (3) 
management and organisational policy, (4) information technology security, (5) 
communication with environment, and (6) legal environment. 
According to Fathian et al. (2008), the literature contains two main findings that 
have implications for economic policy concerning SMEs: (1) the nature of innovation 
adoption differs according to a firm’s size, and (2) clusters of small firms or industrial 
districts can be important for regional development (La Rovere 1998). As Rothwell and 
Dodgson (1993) suggest, both SMEs and large firms have some advantages in innovation 
adoption, but these advantages differ. While large firms have material advantages due to 
their greater capability to support research and development (R&D), SMEs have 
behavioural advantages that stem from their greater flexibility and ability to adapt changes 
in the market. 
Accordingly, Jutla et al. (2002) present a conceptual model in creating and 
sustaining a national adoption of e-business focusing on SMEs, and suggest six 
categories of e-business readiness metrics and measures on how a country can provide a 
positive e-business readiness climate. By critically reviewing the literature (including case 
studies of a few countries that were adopting e-business), the authors found that market 
misallocation and ‘brain drain’ were the e-readiness problems that might arise when one 
type of e-business infrastructure was emphasized over others. The components they 
identify to support e-business readiness in SMEs are: (1) knowledge and innovation 
process-based economy; (2) e-government leadership; (3) regulatory, trust and financial 
infrastructure; (4) content infrastructure (include content management processes); (5) 
human infrastructure, including skills distribution network; and (6) the communications and 
IS infrastructure and access. 
Molla (2004) investigates the impact of e-readiness on e-commerce success 
through a firm-level analysis. Based on the PERM and data collected from business 
organisations in South Africa, the author’s findings suggest that, contrary to the 
conventionally accepted perception that treats environmental factors as major barriers to 
e-commerce in developing countries, firm-specific variables appeared to be the key drivers 
in differentiating relatively successful from less-successful businesses. 
                                            
8
 A Delphi study is an exploratory study developed by the Rand Corporation in the 1950s. It is a data-
collection approach that is designed to structure group opinion. 
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Molla and Licker (2005b) further explore the factors that affect firm e-readiness and 
e-commerce adoption in a developing country. Using PERM, they collected survey data 
from 150 businesses in the South Africa. Their findings show that internal factors (POER) 
better explain these businesses’ initial decision to adopt e-commerce than external factors 
(PEER). However, PEER factors and POER’s commitment and governance variables 
explain the extent to which the businesses institutionalised e-commerce. Their findings 
also suggest that a combination of PEER and POER factors affected the businesses’ e-
commerce adoption. Molla and Licker’s (2005a) second study, which involved 1,000 
businesses, also led to similar findings. 
Grandon and Pearson (2004) examined the determinant factors of strategic value 
and adoption of e-commerce by referring to the perceived strategic value of IT framework 
and TAM. From surveys they conducted with managers and owners of some SMEs, they 
identified four factors that influenced e-commerce adoption: organisational readiness, 
external pressure, perceived ease of use, and perceived usefulness. 
Bayo-Moriones and Lera-Lopez (2007) explore ICT adoption in 337 Spanish firms 
by looking at five contributing factors: environment, structural characteristics, human 
capital, competitive strategy, and internal organisation. They devised and used quantitative 
and qualitative indices to evaluate and rank countries on their e-readiness. From their 
findings, they propose that managers should consistently align their firm’s ICT adoption 
with its strategic focus. They also highlight that there is a need to study different types of 
ICT adoption separately and such study should also include other factors such as 
establishment size, multinational ownership, highly skilled workforce, quality control 
systems, and team-based work organisation. 
Oyelaran-Oyeyinka and Lal (2006a) found evidence of ICT investment and learning 
processes in some selected developing countries such as India, Nigeria, and Uganda. 
They show that there was clear evidence of increasing complexity in adapting and using 
ICT for firms in developing countries. In addition, Oyelaran-Oyeyinka and Lal (2006b) 
identify that technological progress requires firms to upgrade skills upgrading by explicitly 
training staff in new technologies. In addition, in their results, firm performance was highly 
associated with learning capabilities, levels of technology, levels of knowledge, and firms’ 
skills and experience. 
Ruikar et al. (2006) develop an e-readiness assessment prototype application for 
construction companies. This application assesses the e-readiness of construction 
companies in terms of their management, people, processes, and technology contexts.  
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Sung (2006) explores the critical success factors for e-commerce adoption in Korea 
compared to Japan and USA. Sung’s findings show that technical e-commerce expertise 
showed a statistically significant explanatory power on firm performance in all three 
countries. Privacy of information, sufficient information on goods and services, and variety 
of goods and services had strong explanatory power in Korea, while payment process, 
security of systems, delivery of goods and services, and stability of the systems had strong 
explanatory power in Japan. For the USA, the statistically significant explanatory powers 
were greater towards the evaluation of e-commerce operations and ease of use. 
Kuzic et al. (2002) identify the e-commerce benefits, challenges, and success 
factors in Australian businesses. Through an in-depth interview with seven large Australian 
companies and a survey of top-500 Australian companies, they conclude that e-
commerce’s benefits include increased sales, business efficiency, competitive advantage, 
increased automation of processes, and an increased customer base. They conclude that 
e-commerce’s key challenges include technology costs, lack of e-commerce knowledge, 
budgeting, acquiring IT skilled people, and customer service. Lastly, the critical success 
factors they identify include secure transaction, support from top management, functional 
and user-friendly websites, partnerships with technology providers, and effective project 
leaders. 
Elahi and Hassanzadeh (2009b) evaluated e-commerce adoption at 27 Iranian 
companies. They found that the technical, organisational, and inter-organisational 
dimensions identified these companies’ degree of e-commerce adoption. Changes in any 
of the dimensions led to changes in others. The findings also reveal that the most 
important elements for e-commerce adoption in the companies were: compatibility, 
Internet security, computer availability, speed of Internet network, interoperability, and 
access to remote communication services.  
Maswera et al. (2008) studied websites of tourist organisations to gain insight into 
the current state of e-commerce adoption of travel and tourism organisations in four 
countries: South Africa, Kenya, Zimbabwe, and Uganda. They accessed a total of 373 
websites from these countries and compared them with 180 websites from the USA and 
Western Europe. Their findings state that few African organisations were embracing e-
commerce and, although some websites were comparable to those of their Western 
counterparts, the majority had room for considerable improvements. In addition, the 
authors found the African websites to be generally informative but lacked interactive 
facilities for online transactions. 
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Empirical evidences as above contributed to the field of technology readiness. 
However, there is still a lack of empirical evidences on technology innovation on e-
payments. This is very critical as e-payment is one of the most important developments of 
information technology. As such, one of this study’s objectives is to examine the 
determinants of e-payment adoption by businesses by modifying the PERM and then, 
further enhance the model by explaining the moderating and mediating impacts on the 
adoption. Next section will explore the underlying studies on technology adoption by 
consumers in order to explain the second objective of this study that is to understand the 
determinants of e-payment adoption by consumers. 
 
 
Studies on technology adoption by consumers 
 
Empirical studies on technology acceptance by consumers 
The TAM is one of the most used models in information science (Svendsen et al. 2011) 
and has been applied to many different technologies (e.g., word processors, e-mail, the 
Internet, hospital IS) under different situations (e.g., time and culture) with different control 
factors (e.g., gender, and organisational type and size) and different subjects (e.g., 
undergraduate and postgraduate students and knowledge workers), which has led its 
proponents to believe in its robustness (Lee et al. 2003).  
The first wave of TAM studies have employed the model to test over 30 different 
types of IS, which Lee et al. (2003) classifies into four major categories: 
i. Communication systems (includes email, v-mail, fax, dial-up systems, and 
other systems mainly used for communications. In this category, email has 
been the predominantly researched target system, especially during the early 
1990s). 
ii. General-purpose systems (includes Microsoft Windows, personal computers, 
microcomputers, workstations, the Internet, and other computer facilities. 
More recently, the Internet has been the most widely applied target 
technology in TAM studies). 
iii. Office systems (includes word processors and spreadsheets, the most 
commonly studied technologies in the office systems category). 
iv. Specialised business systems (includes special usage purposes and 
company-developed systems. Case tools and expert systems are some 
examples of this technology). 
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Subsequently, various studies have also employed the TAM in other contexts. We 
can categorise these studies as follows: 
i. Studies on technology acceptance pertaining different types of technologies 
(e.g., Davis 1989; Davis et al. 1989; Davis 1993), and 
ii. Studies on technology acceptance in relation to e-payment, particularly in 
Internet banking (e.g., Suh & Han 2002; Lai & Li 2005; Cheng et al. 2006; Al-
Somali et al. 2009; Lee 2009; Alsajjan & Dennis 2010; Chowdhury et al. 
2014) and e-shopping (e.g., Chen et al. 2002; Shih 2004; Vijayasarathy 
2004; Ha & Stoel 2009; Al-Gahtani 2011). 
 
Among the earliest empirical TAM studies include Davis (1989, 1993) and Davis et 
al. (1989). Davis (1989) developed and validated two specific TAM variables TAM (PU and 
PEOU), which he hypothesised to be the fundamental determinants of user acceptance. 
With a sample size of 152 users, Davis’ findings explain that both PEOU and PU were 
significantly correlated with reported current usage and self-predicted future usage. The 
regression analysis in the study suggests that the PEOU may actually be a causal 
antecedent to PU, as opposed to a parallel, direct determinant of system usage. Then, 
Davis (1993) explains the TAM by specifying the causal relationships between the system 
design features PU, PEOU, attitude towards use, and actual usage behaviour. His 
conducted a field study on two end-user systems with 112 users. His findings explain that 
TAM fully mediated the effect of system characteristics on usage behaviour and accounted 
for 36% of the variance in usage. Importantly, the findings revealed that PU was 50% more 
influential than PEOU in determining usage. Therefore, Davis concludes that, overall, TAM 
provided an informative representation of the mechanism by which the model can explain 
user acceptance, and should be helpful to both forecast and evaluate user acceptance of 
IT. 
 Among the studies on Internet banking, Suh and Han (2002) examined the effect of 
trust on customer acceptance of Internet banking. The authors collected 845 data on the 
Internet to survey users’ behaviour towards Internet banking services. Using SEM to 
analyse their data, they found that trust was one of the most significant factors that 
explained customer’s attitude towards using Internet banking. They also found that 
customer’s perceptions of the usefulness and ease of use to affect their attitude 
significantly. In addition, they found that behavioural intention to use Internet banking was 
highly related to attitude, perceived usefulness, and trust.   
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 Lai and Li (2005) apply the TAM to conduct invariance analysis in the context of 
Internet banking acceptance with a final sample of 214 business graduate students at a 
major university in Hong Kong. Their findings highlight that male and female, old and 
young, and IT expert and novice individuals, conceptualised the TAM construct in a similar 
way and supported TAM’s validity in technology acceptance research.  
Cheng et al. (2006) investigate how customers perceived and adopted Internet 
banking in Hong Kong. They used the TAM and added a new construct, perceived web 
security, to explain customers’ behaviour intention to adopt Internet banking. In total, they 
obtained 203 usable responses from randomly selected customers. They analysed the 
relationships between the variables using SEM. The findings explained that their extended 
TAM confirmed the robustness of the model to predict customers’ intention to adopt 
Internet banking.  
Al-Somali et al. (2009) study Internet banking acceptance in Saudi Arabia by 
incorporating TAM to identify factors that encouraged customers to use Internet banking 
services. Their final study sample consisted of 202 randomly chosen Saudi community 
members, all of whom were bank customers. Their findings explain that the quality of 
Internet connection, awareness of Internet banking and its benefits, social influence, and 
computer self-efficacy had significant effects on the respondents’ attitude about adopting 
Internet banking services. 
 Lee (2009) examine the factors influencing the adoption of Internet banking by 
integrating the TAM and the theory of planned behaviour with perceived risk and perceived 
benefit. He conducted an online survey that yielded a sample size of 368 users for an 
overall response rate of 83%. He used SEM to analyse the data. His findings explain that 
the intention to use Internet banking was adversely affected mainly by the security or 
privacy risk and financial risk; however, it was positively affected mainly by the perceived 
benefit, attitude, and perceived usefulness.  
 Alsajjan and Dennis (2010) propose a revised TAM, which they name the Internet 
banking acceptance model (IBAM), to measure customers’ acceptance of Internet 
banking. They collected empirical data from 618 university students in the United Kingdom 
and Saudi Arabia, and adopted SEM to confirm model fit. Their findings show that 
perceived usefulness and trust fully mediated the impact of subjective norms and 
perceived manageability on attitudinal intentions. Furthermore, their invariance analysis 
demonstrated a psychometric equivalence of the IBAM measurement between the two 
country groups. Trust and system usefulness also influenced attitudinal intentions between 
the two country groups, which highlights the potential role of culture in IS adoption.  
32 
 
Chowdhury et al. (2014) study the factors affecting customer’s intention to adopt 
technology-facilitated services (such as mobile banking) that requires simultaneous 
existence of three entities – customer, technology and service provider – during a service-
encounter. Based on 222 sample size and using SEM analysis, the study found that while 
human-technology interaction is important, human-human interaction is equally critical 
during the service delivery, especially in developing countries like India. 
  Among studies on e-shopping, Chen et al. (2002) study customers’ perspectives on 
the acceptance of virtual store. The authors apply the TAM and innovation diffusion theory 
to examine customer behaviour in using virtual stores. They use both confirmatory factor 
analysis (CFA) and SEM to evaluate their causal model. Their findings show that their 
intentions (determined by their attitudes towards using virtual stores) could predict their 
acceptance and use of virtual stores. They found that compatibility, perceived usefulness, 
and perceived eased of use were the primary determinants of customers’ attitude towards 
using virtual stores; and both compatibility and perceived eased of use had a direct effect 
on the perceived usefulness of virtual stores. 
Shih (2004) develop an extended model based on the TRA and the TAM to predict 
customer acceptance of e-shopping. Their data comprised 212 responses sourced via 
questionnaires, which they analysed using multiple regressions. The findings indicate that 
individual attitudes toward e-shopping were strongly and positively correlated with user 
acceptance. These results confirm that the perceived ease of use of trading online 
(PEOUT) and PU can significantly determine individuals’ attitudes towards e-shopping. In 
addition, the authors found that perceived ease of use of the Internet had a significant 
effect on PEOUT, which, in turn, affected PU. However, they did not find PU to have 
significant effect on user acceptance. Finally, their findings also highlight that user’s 
satisfaction with the Internet and perception towards information, systems, and services 
had a significant effect on user acceptance.  
Vijayasarathy (2004) uses the TAM in explaining customer intention to use online 
shopping. Besides the TAM’s common components, the author included the constructs 
compatibility, privacy, security, normative beliefs, and self-efficacy in the model. The 
author collected data from 281 adult customers we lived in an upper mid-western U.S. city 
with a population of approximately 80,000. The findings show that compatibility, 
usefulness, ease of use, and security were the significant predictors of the costumers’ 
attitude towards online shopping. However, privacy was not significant. The intention to 
use online shopping was strongly affected by attitude towards online shopping, normative 
beliefs, and self-efficacy. 
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Ha and Stoel (2009) incorporate e-shopping quality, enjoyment, and trust into the 
TAM to further understand customers’ acceptance towards e-shopping. They collected 
data from 298 college students through an online survey, and performed SEM to analyse 
it. Their findings show that e-shopping quality determined customers’ perceptions of 
usefulness, trust, and enjoyment, which, in turn, affected their attitudes toward e-shopping. 
Furthermore, they found that customers’ perception of usefulness and attitude towards e-
shopping influenced their intention to shop online. Meanwhile, PEOU did not influence 
their attitudes towards e-shopping. Hence, the authors conclude that shopping enjoyment 
and trust have significant roles in customers’ adoption of e-shopping.  
Al-Gahtani (2011) integrates the well-established TAM with three constructs: trust, 
credibility, and risk, which are important in predicting individual acceptance of online 
transactions in Saudi Arabia. He collected 128 data with 42% response rate from faculty 
members, staff, and students in a major university in Saudi Arabia. He used SEM to 
evaluate his causal model and explain its reliability and validity. The findings highlight that 
trust; credibility, and risk were the important determinants towards the acceptance of 
online transactions. 
There are many studies on consumer technology acceptance applying TAM. 
Various studies adopted TAM on different types of technology, for instance, Internet 
banking and online shopping. Hence, this has shown the importance of TAM in 
understanding the adoption of technology. For further understanding, TAM can be 
improved and integrated with other models to provide more in depth explanation on the 
technology adoption. Therefore, next section explores various studies on technology 
readiness by consumers.  
 
Empirical studies on technology readiness by consumers 
Previous studies have indicated that individual differences are important external factors 
that play a crucial role in any technological innovation’s implementation across a wide 
range of fields (Wang et al. 2003). These studies also investigate the influence of 
individual or consumer traits (e.g., demographic factors, psychographic profiles, and 
personality traits) on technology acceptance models (Agarwal & Prasad 1998; Dabholkar 
& Bagozzi 2002; Yi et al. 2006). Variation in consumer differences arising from personality 
traits might be more important than demographic or psychographic factors because such 
variation is significantly affects consumers’ attitude formation and behavioural intentions 
(Dabholkar & Bagozzi 2002). However, researchers have paid limited attention to how 
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individuals’ personality traits affects whether they adopt new technology. Focusing on how 
these personality traits impacted on the tendency to use technology was imperative (Yi et 
al. 2006). Therefore, when assessing consumers’ perception of, behaviour towards, and 
tendency to adopt new technologies, researchers should also take into account 
consumers’ personality traits (Parasuraman 2000; Lin & Hsieh 2006; Lin et al. 2007). 
To study technology readiness at the consumer level, many studies have used 
Parasuraman’s (2000) multiple-items scale technology readiness index (TRI). Most 
empirical studies that have adopted Parasuraman’s (2000) TRI model focus on: 
i. Examining the effects of technology readiness on the adoption of self-service 
technologies (SSTs) (e.g. Liljander et al. 2006; Lin & Hsieh 2007; Rose & 
Fogarty 2010; Lin & Chang 2011), and  
ii. Investigating the relationship between technology readiness and consumers’ 
demographics and behaviour (e.g., Yi et al. 2003; Nikos 2004; Lin et al. 2007; 
Walczuch et al. 2007; Lam et al. 2008). 
 
Interestingly, some of these studies integrate TRI and the TAM into one model to 
study how consumers adopt new technologies (e.g. Yi et al. 2003; Lin et al. 2007; 
Walczuch et al. 2007; Lin & Chang 2011). These studies specifically measure the 
relationship between TRI’s personality trait dimensions and the TAM’s cognitive 
dimensions. 
Yi et al. (2003) address Baron and Kenny’s (1986) question “What processes link 
traits to behaviour?” by examining the effects of one set of individual traits in technology 
readiness (TR) in TAM. The authors collected data via an online survey from year 1 and 
year 2 undergraduate students, with 113 and 88 usable responses received, respectively. 
They found that two TR dimensions (innovativeness and optimism) interacted with 
perceived usefulness to determine people’s intention to accept new technologies. 
However, they found that perceived usefulness did not significantly influence behaviour 
intention for people who were either innovative or optimistic about new technologies. 
In comparing Parasuraman and Colby’s (2001) U.S. data, Nikos (2004) used U.K. 
data (i.e., the author interviewed via phone 400 U.K. respondents via random dialling) to 
support a technology readiness-based taxonomy of different types of customers according 
to their technology beliefs. The author grouped customers into five clusters: explorers, 
pioneers, sceptics, paranoids, and laggards. Based on each cluster, the author explored 
and compared the relationships between technology readiness, demographics, current 
use, and future adoption of technology-based services. The study supports the existence 
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of four original customer-type clusters in the U.K. market (all of the above except 
paranoids). The author also explored and compared the relationship between technology 
readiness, demographics, current use, and future adoption of technology-based services 
for each cluster. 
In investigating the effects of technology readiness on consumers’ attitudes towards 
using SSTs for airline check-in, Liljander et al. (2006) discuss the validity of the TRI’s 
constructs in predicting consumers’ technology adoption. The authors uncover the effects 
of technology readiness on consumers’ evaluations (from perceived service quality, 
satisfaction and loyalty perspectives) of a new self-service check-in on the Internet. The 
authors collected data via online and mail surveys with loyalty programme customers of a 
European airline who had access to Internet check-in, which resulted in 1,258 usable 
responses. They found that only optimism and innovativeness formed unique individual 
dimensions. Technology readiness surprisingly had minimal impact on consumer attitudes 
towards SSTs, adoption behaviour, and SST evaluations. Optimism greatly explained 
consumer behaviour towards SSTs, whereas innovativeness had a marginal influence on 
attitudes to use the Internet or mobile phones to check-in. 
With a similar focus, Lin and Hsieh (2007) examine the role of consumer’s 
technology readiness and assess its influence on both satisfaction with and behavioural 
intention to use SSTs. The authors cover a wide variety of SSTs and do not limit 
themselves to any particular SST: they cover ATMs, voice processing and voice mail 
systems, automated ticketing or check-in machines, and telephone banking and Internet 
services. With data obtained from 413 adult consumers in Taiwan, they found that 
technology readiness positively influenced consumer satisfaction and behavioural intention 
to use SSTs. They confirm customers with higher satisfaction when using SSTs were more 
likely to use it again and recommended it to others. 
Lin et al. (2007) integrates the TRI into the TAM in the context of consumer 
adoption of e-service systems. The authors conducted a web-based survey by inviting 
members of several online investment discussion forums in Taiwan to participate. Within 
two months, they had successfully gathered a total of 406 completed questionnaires. Their 
main finding highlights that the TRI’s impact on use intention was completely mediated by 
both perceived usefulness and perceived ease of use. The combined two models, called 
the integrated technology readiness and acceptance model, has substantially broadened 
the applicability and explanatory power of both the TRI and the TAM and might be a better 
way to gauge technology adoption in situations where adoption was not mandated by 
organisational objectives.  
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Walczuch et al. (2007) look at the relationship between employees’ personality and 
technology acceptance by examining the TRI’s personality trait dimensions with the TAM’s 
cognitive dimensions. They analysed responses received from 810 employees of multi-site 
financial service providers. Their findings show that personality traits had the expected 
impact on user perceptions and that innovativeness was negatively related to usefulness. 
Lam et al. (2008) separate TRI’s four constructs and examine the effect of each on 
technology acceptance, unlike previous studies (e.g., Lin et al. 2007) that aggregate the 
scores on the four technology readiness constructs to form a composite measure of 
technology readiness. The researchers opine that previous studies’ approaches might be 
oversimplified and have limited value from the standpoint of both behavioural prediction 
and explanation. Furthermore, in contrast with previous studies, the authors included the 
level of risk associated with using a focal technology as a moderating factor because 
usage risk was a major variable affecting consumers’ technology acceptance behaviour 
(Mick & Fournier 1998a). The study used data from three nationwide surveys conducted in 
the US in 2000, 2001 and 2002 by Rockbridge Associates, Inc. They had 940, 453, and 
459 usable observations in the year 2000, 2001, and 2002, respectively. In addition, the 
authors replicated these constructs’ influences over samples collected in different years, 
thereby supporting the robustness of their findings. Their data analysis suggests that these 
constructs’ influences were reasonably durable over the adoption and the usage stages of 
technology acceptance, and across low- and high-risk usages. The finding helped to 
establish the four technological readiness dimensions as generalised predictors of 
technology acceptance. While some studies have examined the overall influence of 
technology readiness on technology acceptance (e.g., Parasuraman 2000; Lin et al. 2007), 
Lam et al. (2008)offer greater insights by showing strong support for the effects of 
individual technology readiness constructs and the robustness of these effects. Therefore, 
together with existing evidence that supports the use of technology readiness as a 
technology acceptance pre-predictor, Lam et al.’s findings and their conceptualisation of 
the technology readiness constructs suggest that one could use these constructs to predict 
acceptance of any specific technology-based product.  
Rose and Fogarty (2010) validate an abbreviated technology readiness scale and 
segmentation profile among mature consumers over 50 years old. They investigate the 
propensity of mature consumers to use technologies and, more specifically, self-service 
banking technologies such as Internet banking, ATMs, and mobile banking. The authors 
collected primary data using a proportional stratified sampling method from a large 
Australian Seniors database that had greater than 300,000 members across Australia. 
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They sent a total of 6,000 mail self-administered surveys to selected respondents, and 
2,076 (35% of the total) usable questionnaires were returned. The study concluded that, 
when compared to the US findings, mature consumers in Australia were less likely to be 
early adopter (explorers and pioneers) and more likely to adopt at the late growth stage or 
decline in using the technology (sceptics and laggards). As such, this study suggests that 
the mature consumer market is heterogeneous and should no longer be viewed as one 
market. 
Lin and Chang (2011) develop and test a model that integrates the role of 
technology readiness into the TAM to study how individuals adopt SSTs. Using an 
intercept data-collection method at busy public locations such as shopping centres, train 
stations, and densely populated urban locations, they managed to gather 410 usable 
responses. They assessed data collected from consumers with SST experience (including 
kiosks, interactive phone response system, the Internet, and mobile services) using SEM 
and hierarchical moderated regression analysis. The study results show that perceived 
usefulness and perceived ease of use were both positively associated with attitude to use 
SST (i.e., the more an individual perceived SSTs as useful and easy to use, the more 
favourable their attitude was in using SSTs). The results also suggest that attitude about 
using SSTs was positively associated with behavioural intentions and that perceived 
usefulness led to greater behavioural intention (i.e., customers with a higher positive 
perception of ease of use rated perceived usefulness higher). In conclusion, the greater 
perceived ease of use led to greater perceived usefulness of SSTs.  
Table 4 summarise the findings of previous empirical studies on technology 
innovation, technology readiness and technology acceptance by businesses and 
consumers. 
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Table 4: Summary of findings of previous empirical studies on technology innovation, technology readiness and technology acceptance 
by businesses and consumers 
No. Previous studies Summary of findings 
1 Empirical studies on technology innovation by businesses 
Iacovau et al. 1995; Chau & Tam 1997; 
Zhu et al. 2003 
These studies examine the determinants of IT adoption decisions and found significant differences between 
adopters and non-adopters in terms of internal and external resources. 
Rogers 1995; Neely and Hii 1998; Zhu 
et al. 2006; Lin and Lin 2008 
These studies examine the determinants of technology innovation adoptions and found that technological 
(infrastructure, expertise), organisational (firm size, expected benefits, innovative capacity, business 
performance) and environmental (competitive pressure, regulatory) factors strongly influences technology 
innovation and adoption by businesses. 
2 Empirical studies on technology readiness by businesses 
Grandon & Pearson 2004; Molla 2004; 
Molla & Licker 2005a; Molla & Licker 
2005b; Oyelaran-Oyeyinka & Lal 
2006a; Ruikar et al. 2006; Tarantola & 
Gatelli 2006; Bayo-Moriones & Lera-
López 2007 
These studies attempt to evaluate e-readiness from a micro perspective i.e. at the firm or individual level. Some 
of these studies link firms’ level of e-readiness with their adoption of e-commerce or ICT in general. 
Kuzic et al. 2002; Sung 2006; Maswera 
et al. 2008; Elahi & Hassanzadeh 
2009b 
These studies focus on e-commerce’s critical success and failure factors, including costs of the technology, 
awareness on e-commerce, evaluation of e-commerce operations, perceived ease of use, budgeting, security, 
privacy, and technical expertise. 
Jutla et al. 2002; Damaskopoulos & 
Evgeniou 2003; Rizk 2004; Tan et al. 
2007; Fathian et al. 2008; Hourali et al. 
2008 
These studies focus on technology readiness by SMEs in various business sectors and found that some 
components to support e-business readiness include knowledge & innovation process-based economy; e-
government leadership; regulatory, trust and financial infrastructure; content infrastructure; human 
infrastructure; ICT availability and infrastructure; technological transformations; firms’ organisational and 
knowledge-creating capabilities; emerging market and industry structures; public institutions and regulatory 
frameworks; security; and legal environment. 
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3 Empirical studies on technology acceptance by consumers 
Davis 1989; Davis et al. 1989; Davis 
1993 
These studies focus on consumer’s technology acceptance on different types of technologies and found that 
perceived ease of use is a causal antecedent for perceived usefulness, as opposed to a parallel and direct 
determinant of system usage. 
Suh & Han 2002; Chen et al. 2002; 
Shih 2004; Vijayasarathy 2004; Lai & Li 
2005; Cheng et al. 2006; Al-Somali et 
al. 2009; Lee 2009; Ha & Stoel 2009; 
Alsajjan & Dennis 2010; Al-Gahtani 
2011; Chowdhury et al. 2014 
These studies focus on consumer’s technology acceptance in relation to e-payment, particularly in Internet 
banking and e-shopping or e-commerce. These studies found that an intention to use Internet banking or e-
commerce is adversely affected mainly by the security or privacy risk, financial risk and is positively affected 
mainly by perceived benefit, attitude and perceived usefulness. Other factors include Internet connection, 
awareness level, social influence, computer self-efficacy, trust, resistance to change, perceived usefulness, 
enjoyment and subjective norms. 
4 Empirical studies on technology readiness by consumers 
Agarwal & Prasad 1998; Dabholkar & 
Bagozzi 2002; Yi et al. 2006 
These studies investigate the influence of individual or consumer traits on technology acceptance models 
which includes individual differences (demographic factors, psychographic profiles, situational variables, and 
personality traits e.g. inherent novelty seeking, self-efficacy with technology, self-consciousness), perceptions 
(perceived ease of use, perceived usefulness), and technology usage behaviour. 
Parasuraman 2000; Lin & Hsieh 2006; 
Lin et al. 2007 
These studies conclude that when assessing consumers’ perception of, behaviour towards, and tendency to 
adopt new technologies, researchers should also take into account consumers’ personality traits. 
Liljander et al. 2006; Lin & Hsieh 2007; 
Rose & Fogarty 2010; Lin & Chang 
2011 
These studies focus on examining the effects of technology readiness on the adoption of self-service 
technologies. Results indicate that customer’s technology readiness enhances perceived usefulness, perceived 
ease of use, attitude toward use, and intention to use new technologies. The four technology readiness 
dimensions (optimism, innovativeness, discomfort and insecurity) were also replicated and validated. 
Yi et al. 2003; Nikos 2004; Lin et al. 
2007; Walczuch et al. 2007; Lam et al. 
2008; Lin & Chang 2011 
These studies integrate TRI and the TAM into one model to study how consumers adopt new technologies. 
The analysis results revealed that TRI’s personality traits (optimism, innovativeness, discomfort and insecurity) 
had impact on TAM’s cognitive dimensions or user perceptions (perceived ease of use and perceived 
usefulness). 
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Those empirical evidences explain the importance of technology readiness by 
consumers in adopting certain types of technology. Due to the fact that the previous TAM 
is a core model in understanding technology adoption, both TAM and technology 
readiness model will be synergised in developing a framework for consumer adoption of e-
payment, as one of the important technology innovation. 
 
 
2.2 Theories and studies on e-payment technology adoption 
Payment is the act of transferring funds for goods and services. Initiating a payment 
transaction (i.e., handing over the money, so to speak) is the last chain process in 
purchasing such products. E-payment is where such a process is managed electronically 
using available technology made via face-to-face transactions or online purchases (e-
commerce).  
The literature on payments is extremely diverse: studies range from including 
general equilibrium models of the usage of payment instruments to practical issues on how 
best to control risk on payment networks. Overall, previous studies have focused on three 
basic payment issues (Hancock & Humphrey 1998): 
i. The trade-off between cash and other assets as the alternative means of 
payment. One problem was to explain why cash, with a positive opportunity 
cost, continues to be used for transactions when other assets earn a positive 
return. 
ii. Demand for money and the implications of substitution among different 
current payment media (cash, cheque, and credit and debit cards) have on 
asset holdings (demand deposits, savings deposits, time accounts, and 
bonds) on money supply measurement and on the implementation of 
monetary policy. 
iii. Risk of settlement failure on large-value funds-transfer networks. This is the 
so-called systemic risk problem, which generates a moral hazard for the 
banking system's government-provided safety net (deposit insurance and 
discount window borrowing).  
This study focuses on the first issue; in particular, on the trade-off and migration of 
cash and other paper-based payment instruments including cheques. I review previous 
studies to examine the issues in migrating to e-payment and the gaps of e-payment 
adoption because their findings may have a direct and important bearing on governmental 
monetary policies.  
41 
 
Empirical studies on e-payment adoption 
The limited number of studies on both the supply and demand sides of payment 
instruments made it difficult to gauge the acceptance and readiness level of both 
merchants and consumers in offering and using such payment services. Data on individual 
consumers’ payment behaviours were difficult to obtain, while data on merchants’ payment 
behaviours were even more difficult to obtain. 
 I found few studies that analyse the effects of individual consumers’ socio-
demographic characteristics on the adoption of payment instruments or have shown 
adoption rate by demographic cohort (e.g., Stavins 2001; Mester 2003; Anguelov et al. 
2004; Bertaut & Haliassos 2005; Kim et al. 2006; Klee 2006; Mester 2006; Zinman 2009; 
Lo & Harvey 2011). Many have found strong effects of demographic characteristics on the 
adoption of payments. 
 Truman et al. (2003), Rysman (2007), and Borzekowski et al. (2008) use detailed 
proprietary data to explore consumer payment behaviour, while Ching and Hayashi (2010) 
and Bolt et al. (2010) analyse how a surcharging policy and a rewards programme, 
respectively, influenced consumers’ payment preferences. Consumers’ perceptions were 
also considered as a strong factor in determining the diffusion rate of e-payment 
instruments by Tan and Chen (2008) and Kim et al. (2010). However, these studies still 
lack data on consumers’ e-payment readiness. 
 In addition, few studies have looked into merchants’ characteristics, coupled with 
their behaviour with, preferences for, and perceptions of e-payment adoption. A few 
identified studies focus only on merchants’ payment behaviour in general (e.g., Truman et 
al. 2003; Rysman 2007; He et al. 2008). 
Many studies examine the payment characteristics and attributes that were specific 
to certain types of payment instruments such as credit cards, e-cash, cheque, and 
micropayment and link them to consumers’ adoption of such payment methods (e.g., Yu et 
al. 2002; Baddeley 2004; Borzekowski & Kiser 2008; Tan & Chen 2008; Schuh & Stavins 
2010). 
 
 
Studies on consumers’ characteristics  
In data collected via the 1998 Survey of Consumer Finance, Stavins (2001) observes the 
effect of consumers’ demographic characteristics on their use of e-payment instruments 
The author’s results highlight that the effects of demographic characteristics on e-
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payments usage were not uniform, and changing payment habits might only be relevant to 
specific demographic group that favour e-payments more than the population at large. 
Comparing Taiwan and the UK, Lo and Harvey (2011) examine whether (1) 
payments made via credit card led compulsive shoppers to overspend more dramatically 
than the rest of the population, and (2) having a credit card affected shoppers’ budget-
consciousness and their mood reactions to events related to their purchasing behaviour. 
They conducted two Web-based experimental studies in which 174 Taiwanese and 464 
British individuals participated. The authors found that compulsive shoppers often 
overspent and were rarely influenced by price, less conscious of their budgets, enjoys 
online shopping than a physical shopping trip, and so on. Their overspending was partially 
mediated by their excessive use of credit cards. They concluded that cultural differences 
were the main factor for such compulsive shopping behaviour. 
 
Studies on consumers’ and merchants’ payment behaviours, preferences and perceptions  
Truman et al. (2003) explain why a trial of smartcard technology on a wide scale basis 
failed in the United States. Backed with innovation and critical mass theories, they found 
that poor to neutral evaluations of smartcard technology’s relative advantage vis-a-vis 
cash may have contributed to the trial’s failure. There was no evidence for critical mass 
effects as a predictor of either consumers’ or merchants’ acceptance.  
Rysman (2007) explores the determinants of consumers’ using payment cards, and 
establishes a correlation between consumer usage and merchant acceptance by applying 
two main theories in the payment industry: two-sided markets and network effect theories. 
Using secondary panel data from 1998 to 2001, Rysman shows that consumers were 
concentrating their spending on a single payment network (single-homing), although many 
maintained unused cards that allow them to use multiple networks (multi-homing). 
To further understand the payment patterns and preferences of consumers who use 
debit cards, and how they response to price changes, Borzekowski et al. (2008) conducted 
a national consumer survey of more than 1,500 respondents in the United States. Their 
finding show that the consumers were relatively price sensitive in making payments at 
point-of-sales terminals and, if a 1.8% fee was charged on certain debit card transactions, 
that consumers who used debit cards would decline by 12%. 
Ching and Hayashi (2010) estimate the effects of payment card rewards on 
consumers’ choice of payment methods. They focus on consumer perceptions based on 
eleven attributes: comfortable, fast, convenience, easy to use, preferred by stores, safe, 
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taken right away, helps budgeting, for small amounts, control, and easy to get refund. 
They found that the effects of rewards to be statistically significant across five retail 
sectors: grocery stores, department stores, discount stores, pharmacies, and fast food 
restaurants. They also found that consumer perception on payment methods was the 
significant factor for payment preferences and, if rewards were removed, that there would 
be a small decrease in credit and debit card usage. 
Bolt et al. (2010) analyse the impact of surcharging card payments and payment 
behaviour in the Netherlands9. A panel survey of 1,863 consumers and 1,000 merchants 
led to the findings that: (1) surcharging steers consumers towards using cash instead of 
debit cards, and (2) removing debit card charges will lead to more debit card payments 
and a reduced use of cash, which would thus save up to EUR 50 million in the long-run. 
In understanding the dynamics that influence the changes in business model for 
micro-payment systems in Taiwan, Tan and Chen (2008) analyse the factors influencing 
the success of the bank-issued micropayment system in the country. Based on 526 usable 
survey responses, they report that: (1) security, concern, and transaction costs of the e-
micropayment programme influenced perceived usefulness; (2) network externality 
influenced consumer’s satisfaction and intention to continue using the e-micropayment 
programme; and (3) contradictorily to the supply side, demand side of network externality 
did not significantly influence the perceived usefulness of the bank-issued programme or 
the perception of convenience. 
With the innovation diffusion theory, He et al. (2008) examine the adoption of online 
e-payment by business enterprises in China using Rogers’ relational model of perceived 
innovation attributes on online e-payment adoption. Their findings suggest that only 
perceived compatibility has a significant effect on Chinese companies’ decision to adopt 
online e-payments.  
Kim et al. (2010) describe the determinants and effects of consumers’ perceived 
security and trust in using e-payment systems. With 291 usable responses, they conclude 
that: (1) both technical protections and security statements were significant factors for 
improving consumers’ perceived security, (2) consumers’ perceived security was positively 
related to consumers’ perceived trust and e-payment systems usage, and (3) consumers’ 
perceived trust had a positive impact on their e-payment systems’ usage. 
 
                                            
9
 Dutch merchants are allowed to surcharge consumers for making any payment card transactions. In 2006, 
one in five debit card accepting merchants made use of this possibility and charged consumers for small 
debit card payments in an effort to recover the payment cost. 
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Studies on payment characteristics 
Borzekowski and Kiser (2008) conducted supply- and demand-driven counterfactual 
experiments to estimate the market share and cost effects of customers’ demand across 
payment instruments. Open-ended qualitative survey sent to 1,501 households has 
resulted in 70% response rate. They tested the following product attributes: leverage 
potential, transaction time, safety, speed, cost, and ease of use. From a counterfactual 
experiment in which merchants stopped accepting credit cards, the authors predicted 
merchant costs to decline substantially. However, as merchants accepted credit cards 
nonetheless, they regard their finding as evidence either that the credit card networks hold 
market power, or that merchants experience unmeasured intangible benefits from 
accepting credit cards. In addition, they also predicted that contactless debit cards would 
take market share from cash, cheques, and credit cards, and that the age or cohort effect 
alone was unlikely to cause debit card usage to increase substantially over the next 10-
year period. 
Based on a review of relevant studies and experts’ opinions, Yu et al. (2002) 
explore the advantages and limitations of several different e-payment instruments (online 
credit card, e-cash, e-cheque, and small payments) in terms of merchants’ and 
consumers’ requirements, appropriate business environments, and future potential of 
expandability. Their evaluation of the assessment criteria covered five dimensions: 
technological, economic, social, institution, and law aspects.  
Baddeley (2004) analyse the e-cash development’s essential characteristics and 
micro- and macro-economic implications. E-cash, as part of micro-payment systems, is an 
e-payment solution that allows for payments up to 5 Euros (Carat 2002). Using the 
electronic payments systems observatory database, the findings show that an effective, 
widely accepted e-cash system has yet to be developed, and that many important 
characteristics of conventional cash must be incorporated into the current e-cash protocols 
if e-cash is to act as an effective substitute for other form of money.  
Wonglimpiyarat (2009) studied banking strategies in e-payment innovations. More 
specifically, they studied the smartcard-based payment system and analysed its long-term 
viability. Due to increasing e-commerce transactions, both banks but non-banks have 
competed to deploy smartcard technology for Internet use. The authors explain the 
smartcard e-cash innovation in the financial services industry.  
A continuous decline in cheque usage in the United States since 1995 (which 
beforehand had long dominated) encouraged Schuh and Stavins (2010) to study the 
payment characteristics that stimulated the reduction. They found that changes in the 
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relative convenience and cost of cheques could directly explain the decline in cheque 
payments from 2003 to 2006. Changes in the relative characteristics of substitute payment 
instruments also contributed indirectly to the decline in cheque usage. 
Table 5 summarise the findings of previous empirical studies on e-payment 
adoption. 
 
Table 5: Summary of findings of previous empirical studies on e-payment adoption 
Previous studies Summary of study findings 
Stavins 2001; Mester 2003; 
Anguelov et al. 2004; 
Bertaut & Haliassos 2005; 
Kim et al. 2006; Klee 2006; 
Mester 2006; Zinman 2009; 
Lo & Harvey 2011 
These studies analyse the effects of individual consumers’ socio-
demographic characteristics on the adoption of payment instruments or 
have shown adoption rate by demographic cohort. The analysis results 
found strong effects of demographic characteristics on the adoption of 
payments. 
Truman et al. 2003; 
Rysman 2007; Borzekowski 
et al. 2008 
These studies use detailed proprietary data to explore consumer payment 
behaviour and found that relative advantages associated with the new 
technology does not necessarily leads to critical mass of its usage. Instead, 
efforts may be usefully directed to several aspects of technical, product and 
marketing strategy development as alternative means toward attaining 
critical mass. 
Ching and Hayashi 2010; 
Bolt et al. 2010 
These studies analyse how a surcharging policy and a rewards programme 
influenced consumers’ payment preferences. The results revealed that the 
reward effect is statistically significant across different types of business. 
The analysis shows that surcharging or removing rewards would steers 
consumers away from using payment cards towards cash. 
Tan and Chen 2008; Kim et 
al. 2010 
These studies consider consumers’ perceptions as a strong factor in 
determining the diffusion rate of e-payment instruments. The results show 
that confirmation of security, convenience, trusts and transaction cost, do to 
some extent influence consumers’ perceived usefulness.  
Yu et al. 2002; Baddeley 
2004; Borzekowski & Kiser 
2008; Tan & Chen 2008; 
Wonglimpiyarat 2009; 
Schuh & Stavins 2010 
These studies examine the payment characteristics (security, accuracy, 
convenience and cost) and attributes (applicable environments, potential for 
evolution, and likely acceptance by merchants and consumers) that are 
specific to certain types of payment instruments and link them to 
consumers’ adoption. 
There are many studies that examine the e-payment adoption, ranged from 
consumer characteristics to payment characteristics. Most of the studies mainly showed 
that there are many factors that may influence e-payment adoption and explained the 
importance of e-payment. Hence, the next section will specifically discuss issues on the 
migration to e-payment such as the advantages and disadvantages. Specific issues on e-
payment agenda in Malaysia will also be elaborated in detail. 
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2.3 Migration to e-payment 
E-payment technology is part of e-commerce and, in fact, is the most crucial part in 
ensuring the success of e-commerce implementation because, without the e-payment 
application, e-commerce business would not be able to process any online transactions. 
Molla and Licker (2002) states that e-commerce involves a cluster of technologies (of 
which may include e-payment) that are used to perform a range of business functions.  
Motivated by studies that report a country may enjoy substantial savings of 1% of its 
GDP annually if it shifts from a fully paper-based to a fully electronic-based payment 
system (e.g., Humphrey et al. 2003b), both developed and developing countries have 
actively promoted and migrated to e-payment. Payment markets throughout the world 
have shown a gradual migration towards e-payments. As part of this migration, countries 
have seen a general decrease in paper-based cheque usage and significant increase in 
card usage, displacing both cash and cheques at the point-of-sales. Moreover, new 
products, noticeably stored value, and smart cards began to gain traction and started to 
integrate with other payment instruments and channels (Tan 2004). 
However, although cash usage has shrunk across the world, the McKinsey Global 
Payments Map (Denecker et al. 2009) reports that cash remained the most frequently 
used payment instrument in most countries and that it was particularly strong in some of 
the world’s largest developing markets such as China, India, Brazil, and Russia. Cash was 
also prevalent in several mature economies such as Japan and Germany. In the United 
States, cash accounts for approximately 57% of the total payment volume and, in Europe, 
it ranged from 47% (Finland) to almost 94% (Poland). The variation in cash usage 
between cash economies and non-cash economies in Asia-Pacific countries was similarly 
wide, from 61% in Hong Kong and Australia to 99% in India and Indonesia. Figure 6 shows 
the share of cash transactions in several countries in 2007.  
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Note: *2006 data for Brazil, Colombia and Mexico. 
Figure 6: Share of cash transactions in 2007 (Denecker et al. 2009) 
 
Following up after three years, a similar report by McKinsey (Vinayak et al. 2012) 
show that, contradictory to the reduction of cash usage in other Asian countries such as 
Japan, Korea, and Hong Kong, the share of cash in terms of number of transactions in 
Malaysia increased from 91.0% in 2007 to 92.5% in 2010.  
Table 6 shows the cash-usage trends in those Asian countries. 
 
Table 6: Cash-usage trends in number of transactions between 2007 and 2010 
Country 2007 (%) 2010 (%) +/- (%) 
Japan 88.0 76.8 -11.2 
Korea 75.0 65.6 -9.4 
Hong Kong 61.0 55.1 -5.9 
Malaysia 91.0 92.5 +1.5 
 
Banks and other organisations in diverse markets have advanced the ‘war on cash’ 
and reduced the costs of cash processing by promoting electronic and card payments and 
alternative payment channels (e.g., Globe’s G-Cash, a mobile banking and payments 
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initiative in the Philippines (Denecker et al. 2009), and M-Pesa in Kenya (AFP 2014)). 
Indeed, the Netherlands, Germany, and Switzerland have virtually eliminated the usage of 
paper instruments and replace it with non-cash payment transactions over the past few 
decades (Celent 2002). 
Another popular paper-based payment has been cheque. While cheques have 
served as the main alternative to cash in certain countries, their relative importance 
globally has declined rapidly in recent years. Denecker et al. (2009) report that, in 
countries such as Finland and the Netherlands, cheques have actually ceased to exist. 
They expect the same to happen soon in most of northwest Europe, too. In a recent 
drastic move, the U.K. Payment Council, an organisation that sets the country’s payment 
strategy, has set 31 October 2018 as the deadline to close its central cheque-clearing 
system. As such, using cheques payments for both retail and businesses in the UK will be 
abolished (PC 2011).  
 
 
Advantages of e-payment 
In most countries, the effort to migrate from cash, cheque, and other paper-based payment 
instruments to e-payment has been championed by their central banks as their payment 
regulator and sole currency issuer, and by industry players as a whole, especially banking 
institutions. Their efforts have mainly been driven by the fact that the traditional payment 
methods including cash and cheques are increasingly being seen as cumbersome, 
unsecure to carry in large amounts, and not always available at the point of need (Lorenz 
2009).  
Furthermore, many studies have revealed the enormous benefits of e-payment to 
society, especially the payment industry’s stakeholders (i.e., banking institutions, central 
banks (as the currency issuer), merchants, and consumers). In comparison to traditional 
payment methods, these studies reveal that e-payment has several favourable 
characteristics including greater cost savings, security, scalability, acceptability, reliability, 
anonymity, efficiency, privacy, safety, accuracy, and convenience (Humphrey et al. 2001; 
Humphrey et al. 2003a; Chou et al. 2004; Stroborn et al. 2004; Swartz et al. 2004; Tsiakis 
& Sthephanides 2005; Humphrey et al. 2006; Linck et al. 2006; Cotteleer et al. 2007; 
MasterCard 2008; Lorenz 2009; Kim et al. 2010). From a central bank point of view, e-
payment is also able to increase economic efficiency, productivity, and competitiveness 
(BNM 2014a). 
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In addition, Swartz et al. (2004) suggest that the shift to e-payment appears to 
improve economic welfare. Their findings highlight that, when all key parties to a 
transaction were considered and benefits added, cash and cheques were more costly than 
many earlier studies have stated. 
Mohammad (2008) states that, from a central bank point of view, apart from 
reducing transaction costs, the development of e-payments will enhance liquidity in 
countries’ financial systems and facilitate better allocation of financial resources that could 
bring significant benefits to all parties in their financial sector. 
In recent years, e-payment use has expanded rapidly, mainly due to technological 
innovation and reductions in the cost of computing and telecommunications. South East 
Asian countries including Malaysia have visibly progressed to using e-payments. Some 
European countries have also seen a large shifts to e-payments (Humphrey et al. 2003b), 
as have countries with high cheque usage (i.e., Australia, United States, United Kingdom 
(UK), Canada, New Zealand, and France). These countries have seen a consistent decline 
in per capita cheque usage that averages to 6% per year since 1997 (RBA 2003). Figure 7 
shows the results from Humphrey’s (2004) study. The study illustrates that credit and debit 
cards gained market share in the US between 1974 until 2000, while the market share of 
cash and cheques deteriorated. Their major results indicate that the share of cash in 
consumer payments fell from 0.31% in 1974 to 0.20% in 2000, a one-third reduction. At 
the same time, the share of cards doubled from 0.13% in 1974 to 0.27% in 2000, while the 
share of cheques fell from 0.56% to 0.46%. 
 
 
Figure 7: Shares of cash, consumer cheques, and credit and debit cards in U.S. consumer 
payments between 1974-2000 (in %) (Humphrey 2004) 
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Similarly, although approximately 76% of all retail payments in 1997 in Germany 
were paid by cash, this number has since declined, and the same goes to the worldwide 
usage of cheques in general (Stroborn et al. 2004). 
 
Cost savings to the banking institutions and the country 
Payments services generate worldwide revenues of more than $900 billion each year, and 
represent roughly 25% to 30% of total bank revenues (Denecker et al. 2009). Payment 
services usually cost 5% or more of the value of an average consumer’s purchases. 
Meanwhile, the total cost to operate a country’s payment system might account for about 
3% of its GDP. Some of these expenses go to the government in the form of seignorage10 
from issuing currency (Hancock & Humphrey 1998). Humphrey (2003b) established that, 
since an e-payment transaction costs between one-third and one-half of a paper-based 
transaction, a country might save a substantial savings in social costs (i.e., about 1% of its 
GDP annually if it shifts from a fully paper-based to a fully electronic-based payment 
system).  
In an earlier study, Humphrey et al. (2001) focus on Norway: the authors note that it 
could save 0.6% of its GDP in bank costs if it shifted from all paper-based non-cash to all-
electronic payment system. They also indicate that the European banks’ costs of making a 
payment may have fallen by 45% as the share of electronic transactions in 12 surveyed 
European countries rose from 0.43 to 0.79 between 1987 to 1999. In addition, Humphrey 
et al. (2006), in studying the European banking system, conclude that European countries 
might save of 1% of their GDP annually if they switch from fully paper-based to e-
payments and rely more on ATMs rather than costly branch services to deliver depositor-
related services. 
 
Intangible benefits to the merchants 
Not all stakeholders in the payment industry have enjoyed the cost savings in migrating to 
e-payments. Swartz et al. (2004) suggest that certain groups, notably customers, were 
likely to gain from this shift. In contrast, some merchants might not benefit much from it.  
Based on survey information from the Food Marketing Institute to U.S. merchants in 
2000, Humphrey et al. (2003b) show that cash was typically the cheapest instrument that 
the merchants accepted at the point-of-sale compared to other e-payment instruments 
                                            
10
 Refers to the difference between the value of money and the cost to produce it; that is, the economic cost 
of producing a currency in a given economy or country. If the seigniorage is positive, then the government 
will make an economic profit; a negative seigniorage will result in an economic loss (Investopedia 2011). 
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such as debit cards, credit cards, cheques, or giro or ACH payments. As Table 7 
illustrates, the ‘all-in’ cost of accepting cash was $0.12 per transaction at U.S. 
supermarkets compared to $0.34 per online debit card transaction, $0.36 per cheque, and 
$0.72 per credit and off-line debit card payment11. Based on $100 worth of sales, 
accepting cash costs $0.90 (just under 1% of the value), whereas accepting e-payments 
costs between $0.12 to $0.72. 
 
Table 7: Merchant cost estimates for different payment instruments in 2000 for the US 
(Food Marketing Institute 2001) 
 Cheque Credit Card ACH Debit Card Cash 
Cost per transaction: $0.36 $0.72 $0.24 $0.34 $0.12 
Cost per $100 sales: $0.80 $1.80 $1.00 $0.80 $0.90 
 
Borzekowski and Kiser (2008) also support the above findings in their study, in 
which they report cash to be the least costly option for merchants, with credit card being 
the most expensive. They also show that, if merchants did not accept credit card 
payments, they saved roughly $0.16 per transaction, or almost 23% of the average cost for 
processing average checkout amount of $54.24. 
Despite higher operating costs at the point of sale, accepting debit and credit cards 
has expanded merchants’ output and increased their profit. Wright (2010) found that 
competing merchants will accept payment cards because, when doing so, it enabled them 
to earn higher margins. This result arose because consumers were willing to pay more for 
goods when they had the ability to purchase via card. Wright also found that merchants 
that accepted payment cards had higher sales and earned more profit.  
According to Borzekowski and Kiser (2008), merchants accepted credit cards 
despite their higher costs compared to cash because: (1) the credit card networks hold 
market power (i.e., credit cards were so primary in consumer demand that merchants 
could expect a substantial customer loss if they no longer accepted credit cards), and (2) 
merchants perceived unmeasured benefits to accepting credit cards that derived neither 
from processing costs nor from the network effect. In either case, in Rochet and Tirole’s 
(2002) terminology, this finding was evidence of low merchant resistance to high credit 
card processing costs. 
                                            
11
 These costs include the time it takes to complete different transactions at the checkout station, the wage 
and fringe benefits of the various accepting/verifying/accounting employees, armoured courier costs (for 
cash), check and other fraud expenses, bank charges, electronic network transaction fees, and credit card 
fees. 
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E-payment agenda and development in Malaysia 
In Malaysia, Bank Negara Malaysia (BNM), along with government initiatives and 
coordinated industry efforts, has spearheaded a plan to migrate the country to e-
payments. Supported by the literature on e-payment, BNM believes that, if the country 
adopts e-payments, it will create greater economic efficiencies and create a payment 
system that is cost effective, safe, fast, and easy to use (BNM 2011a). 
 
E-payment agenda in Malaysia 
BNM set targets achieving widespread e-payment adoption in the Financial Sector 
Blueprint 2011-2020. As Table 8 shows, Malaysia is targeted to reach 200 e-payment 
transactions per capita by 2020 (was 65 in 2013), and 30 debit card transactions per 
capita and 25 point-of-sale terminals deployed per every 1,000 inhabitants. Similarly, 
Malaysia has aimed to reduce the number of cheque issued to 100 million (BNM 2014a). 
 
Table 8: E-payment progress and targets outlined in the Financial Sector Blueprint 2011-
2020 (BNM 2014a) 
Key Performance Indicators Target by 2020 
E-payment transactions per capita 200 
Debit card transactions per capita 30 
No. of POS terminal per 1,000 inhabitants 25 
No. of cheques issued 100 million 
 
In order to accelerate the e-payment adoption, BNM has adopted three steps: (1) 
implement conducive pricing structure; (2) enhance e-payment infrastructure to widen 
accessibility, enhance convenience, and strengthen security; and (3) promote greater 
awareness of e-payments’ benefits.  
For the first step, they introduced the pricing reform framework in 2013 to align the 
price of using payment instruments with the actual costs of producing and processing each 
payment instruments. This step has three phases. Phase 1 (2013-2015) involves 
implementing below-cost pricing for selected e-payment services; phase 2 (2016-2017) 
involves incrementally adjusting the pricing of cheques; and phase 3 (2018-2020) involves 
basing the pricing for payment services on actual costs of producing and processing each 
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payment instruments (BNM 2014a). For the second step, MyClear12 (Malaysian Electronic 
Clearing Corporation Sdn. Bhd.) initiated the development of the net bill payment system 
(NBPS), which provides a common and open platform for bank customers to make online 
bill payments from any bank to any corporation or merchant registered with NBPS. The 
system was implemented in 2014, with banks joining the platform in phases targeted to 
complete in mid-2015. Simultaneously, BNM also accelerated the deployment of POS 
terminals including mobile POS terminals operated on wireless networks, particularly 
among smaller businesses. Other new initiatives to enhance Malaysia’s e-payment 
infrastructure includes: (1) the deployment of at least one self-service Internet kiosk at 
each bank branch, (2) an increase from one to four clearing windows for IBG (Interbank 
GIRO) transactions, (3) standardised IBG transactions crediting times, and (4) the 
introduction of a payment reference standard for e-payment transactions for reconciliation 
purposes. For the third step, BNM with industry collaboration has organised the payment 
system forum and exhibition, a series of ‘Experience IBG’ roadshows in 12 major towns 
nationwide and an ‘open day’ week at bank branches in 16 other towns (BNM 2014a).  
In line with the Economic Transformation Programme (ETP), which involves 
enhancing telecommunication and broadband infrastructure that would stimulate e-
payment adoption, the Malaysian Government has fully supported the country’s e-payment 
transition. ETP has set up a number of entry point projects (EPP) that serve as enablers 
and catalysts for e-payment development (e.g., 1MY payment, connecting 1MY, 
broadband for all, extend reach, and regional network) (Ramachandran 2014). Table 9 
describes each EPP. 
 
 
 
 
 
 
 
 
 
                                            
12
 MyClear is a wholly owned subsidiary of the Central Bank of Malaysia and was established in 2008 in line 
with international best practice that suggest the separation of roles between regulator and operator of 
systemically important payment systems. MyClear has also undertaken initiatives to accelerate Malaysia’s 
migration to e-payment. 
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Table 9: Entry point projects for communication content and infrastructure (Ramachandran 
2014) 
EPP Description 
1MY payment Common standards, platforms, and security protocols to bring cashless payment 
to Malaysia. 
Connecting 1MY Next-generation services to provide ubiquitous connectivity and compelling 
services for the people at home, in the workplace, and on-the-move. 
Broadband for all Establishing broadband as an essential service to Malaysians on par with other 
utilities (e.g., water and electricity). 
Extend reach Acceleration and expansion of broadband coverage in non-urban areas. 
Smart network Differentiated pricing to provide higher-quality and more-affordable Internet 
services. 
Regional network Capacity increase of Malaysia’s submarine cable network to lower international 
Internet protocol connectivity costs. 
 
It was noted that improving access to Internet was fundamental for the success of 
promoting online payments. Therefore, under the purview of the connecting 1MY EPP, in 
the last few years, 200 PayPoint booths were installed in urban areas for the public to use 
Wi-Fi to access the Internet. To improve the broadband penetration rate for faster Internet 
connection speeds in Malaysia, the broadband for all EPP increased the broadband 
penetration rate to 65% with communication bandwidth of at least 256kbps. Going forward 
to 2020, broadband access will be further improved to include 80% of the populated areas 
in the greater Kuala Lumpur and 30% of seven state capitals with a minimum target 
speeds of 2Mbps. Supporting this, the Connected@City Programme will enable free Wi-Fi 
in food and beverage outlets, waiting areas, lobbies, and other public meeting places. 
Efforts were initiated by the government to widen the broadband penetration rate in sub-
urban, rural, and remote areas to extend the reach of EPP. Among others, the Kampung 
Tanpa Wayar project provided affordable wireless access to selected villages across the 
country and established the Pusat Internet 1Malaysia, a centre with computer facilities and 
Internet access for villagers’ usage (Pemandu 2014).  
Moreover, under the broadband for all EPP, the Uniform Building By-laws 1984 Act 
requires developers to provide communication infrastructure for all new housing and 
commercial developments. The act also enforce adherence to one-stop centre processes 
that govern telecommunication providers who wish to build telecommunication 
infrastructure. To promote tiered broadband pricing under the smart network EPP, a 
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guideline for smart broadband packages pricing is made available on the Malaysian 
technical standards forum website (www.mtsfb.org.my) and all services providers are 
required to abide to it. Smart network EPP addressed the affordability and quality of 
Malaysia’s Internet services by creating tiered broadband price plans based on priority of 
service and usage caps. Service providers offering a more affordable broadband package 
called Pakej Mampu Milik continues to address the needs of those who cannot afford 
current broadband subscriptions (Pemandu 2014). 
Because about 90% of Malaysia’s Internet traffic goes outside the country, the 
regional reach EPP has encouraged the establishment of advanced data network centres 
to route the Internet traffic in Malaysia only. Other initiatives included: (1) the development 
of high-bandwidth optical fibre submarine Batam-Dumai-Malacca cable system that 
directly connects Malaysia and Indonesia; (2) the building of a two-fibre pair cable system 
linking Malaysia to Japan and Hong Kong called the Cahaya Malaysia Cable; and (3) the 
establishment of 24 telecommunication companies known as the Konsortium Rangkaian 
Serantau Sdn. Bhd. that addressed bandwidth capacity and costs by reducing the cost of 
bulk bandwidth purchases and the building of an undersea cable network (Pemandu 
2014).  
 
 
E-payment development in Malaysia 
The payment systems environment in Malaysia has evolved significantly with technological 
advancements over the years. Figure 8 illustrates the evolution of e-payment in Malaysia. 
According to Mohammad (2008), one can broadly categorise the country’s into the 
following stages: 
i. Late 1970s: development of the card-based payment systems 
ii. Late 1990s: implementation of network or Internet-based payment systems 
iii. Mid-2000s: introduction of mobile-based payment systems 
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Figure 8: Evolution of retail e-payment systems in Malaysia (Mohammad 2008) 
 
E-payment’s development in Malaysia was highly dependent on the basic 
telecommunication infrastructure such as wired and wireless communication connectivity 
and broadband coverage areas that provided by supporting industries. According to the 
National IT Council (NITC), an organisation that functions as the primary advisor and 
consultant to the Malaysian Government on matters pertaining to ICT development in the 
country, the broadband penetration rate13 reached 66% nationwide as at 2012, while the 
fixed line penetration rate has reduced to 34.4% (NITC 2014). Figure 9 shows the year-to-
year broadband and fixed-line penetration rates in Malaysia from 2007 until 2012. The 
national broadband initiatives launched in 2007 and implemented by the Malaysian 
Communications and Multimedia Commission (MCMC) mainly contributed to this positive 
development. 
 
                                            
13
 The broadband penetration rate per 100 households was calculated by dividing the number of subscription 
used in private households by the number of private households and multiplying by 100. Non-private 
household subscriptions and public WIFI subscription were not taken into account (NITC 2014).  
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Figure 9: Broadband and fixed-line penetration rates in Malaysia (NITC 2014) 
 
In general, the payment system in Malaysia is divided into a large value-payment 
system and a retail-payment system. Retail payment system infrastructure in Malaysia is 
further classified into payment systems, payment instruments, and payment channels. 
Figure 10 overviews the payment system infrastructure in Malaysia. I describe the details 
of each category of the retail payment systems infrastructure in the following paragraphs. 
 
 
Figure 10: Payment systems in Malaysia (BNM 2014b) 
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There are several major and important retail payment systems in Malaysia (i.e., the 
national electronic cheque information clearing system (eSPICK), interbank GIRO (IBG), 
shared ATM network (SAN), e-debit, financial process exchange (FPX), and MEPS 
(Malaysian Electronic Payment System Sdn. Bhd.) direct debit. Table 10 summarises each 
payment system. 
 
Table 10: Summary of major retail payment systems operating in Malaysia (BNM 2011a) 
System Description Operator 
National 
electronic cheque 
information 
clearing system 
(eSPICK) 
An image-based cheque clearing system where the 
cheque image and magnetic ink character recognition 
(MICR) code line data are captured and transmitted 
electronically to facilitate clearing. 
MyClear 
Interbank GIRO 
(IBG) 
An interbank funds transfer system that facilitates 
payments of up to RM500,000 per transaction. 
MyClear 
Shared ATM 
network (SAN) 
A network switch which enables bank customers to 
access their funds from any of the participating banks’ 
automated teller machines (ATMs). There are currently 
two networks; that is, MEPS SAN and HOUSe. MEPS is 
owned by all domestic commercial banks, two Islamic 
banks and one development financial institution. As at 
2014, 14 domestic banks and 7 foreign banks are 
participating in MEPS SAN. Established in 2006, HOUSe 
is owned by four locally incorporated foreign banks.  
MEPS and 
HOUSe 
e-debit A switching network which enables participating banks’ 
ATM cards to be used to pay for purchases at point-of-
sale (POS) terminals at all participating retail outlets. 
MyClear 
Financial process 
exchange (FPX) 
An Internet-based multi-bank payment platform that 
leverages on the Internet banking services of banking 
institutions to offer online payment for electronic 
commerce (e-commerce) transactions. 
MyClear 
Direct debit An interbank collection service for regular and recurring 
payments enabling automated collection directly from a 
customer’s bank account at multiple banks with a single 
authorisation. 
MyClear 
 
In terms of the overall e-payment usage in Malaysia, Table 11 provides a snapshot 
view of the gradual increases in the e-payment transactions volume for 2012 and 2013 
(BNM 2014a). The e-payment volume improved from 55 to 65 transactions per capita in 
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2013, mainly from the increased debit card transactions (1.2 to 1.7 per capita) for the 
same period. The deployment of POS terminals also increased from 9.2 to 9.5 in 2013. 
During the same period, the number of cheques issues reduced from 204 million to 197 
million. 
 
Table 11: E-payment progress in Malaysia (BNM 2014a). 
Key performance indicators 2012 2013 
E-payment transactions per capita 55 65 
Debit card transactions per capita 1.2 1.7 
No. of POS terminal per 1,000 inhabitants 9.2 9.5 
No. of cheques issued 204 million 197 million 
 
The Financial Services Act 2013 and Islamic Financial Services Act 2013 (effective 
as of 30 June 2013) superseded the Payment System Act 2003. The acts provide 
regulation and supervision of payment systems to promote financial stability in Malaysia. 
The acts also empower the BNM to designate a payment instrument as a designated 
payment instrument (DPI), including credit cards, charge cards, debit cards, and e-money. 
Table 12 shows the number of issuers for each DPI in Malaysia. 
 
Table 12: Number of card issuers for each payment instrument (BNM 2014a) 
Payment 
instruments 
Issuers 
Credit card 25 card issuers, including two issuers for credit cards based on Islamic principles 
Charge card 7 card issuers: American Express, Diners Club, MBf, iSynergy, HSBC Amanah, and Al-
Rajhi 
Debit card 25 debit card issuers in total: consists of 15 international debit card issuers, 13 e-debit
14
 
card issuers, and 8 issuers for debit cards with both international debit and domestic PIN-
based applications 
E-money 25 e-money issuers, of which 5 and 15 are banking and non-banking institutions, 
respectively. 
 
                                            
14
 E-debit is a domestic PIN-based ATM card. This scheme enables online payments for purchases at the 
POS of participating outlets via Bankcard/ATM card with an online PIN verification. For every transaction, 
payment is debited directly from the cardholders’ bank account. MEPS provides the central switching system 
to support the e-debit transactions between the participating issuing and acquiring financial institutions.  
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According to the Financial Stability and Payment Systems Report 2013 (BNM 
2014a), in 2013, credit cards were the preferred payment card with an 86.4% share of the 
392.6 million payment card transactions performed—a growth of 7.4% from the previous 
year. Debit card usage grew even faster, by 36.9%. Meanwhile, e-money’s transaction 
volume rose by 13.6% in the same year, mainly due to the use of Touch ‘n Go and PayPal, 
the leading e-money schemes in the card-based and network-based e-money industries. 
E-payment channels available in Malaysia are ATMs, Internet banking, and mobile 
banking. The ATM has come a long way since its introduction in the 1980s. From 
facilitating cash withdrawals and balance enquiries, they are now providing a suite of 
payment services that have made it an increasingly popular payment channel in the 
country. Apart from cash withdrawals, ATM’s other functionalities include interbank funds 
transfers, card and loan repayments, bill payments, card reloads, initial public offer (IPO) 
share subscriptions, and so on. MEPS provides switching services for ‘not-on-us’ ATM 
transactions to facilitate interbank cash withdrawal and other arrangements. In 2013, the 
total transaction volume for funds transferred via ATM was 33 million, while card/loan 
repayments and bill payments accounted for 8.5 million and 4.1 million, respectively (BNM 
2014a). 
As of 2014, the majority of banking institutes in Malaysia are providing Internet 
banking services. Such services provide convenience, affordability, accessibility, and 
greater access to banking services (especially in initiating funds transfers, making bill and 
loan payments, reloading mobile prepaid airtime, enquiring account balances, making 
foreign telegraphic transfers, initiating online share application service for initial public 
offering, and other facilities. In 2013, 27 Malaysian banking institutions provided Internet 
banking services to 15.6 million registered users. As such, the penetration rate of Internet 
banking subscribers among Malaysia’s 29.9 million residents was 52.3%. The average 
active Internet banking subscribers in Malaysia for 2013 was about 44% of the total 
Internet subscribers (BNM 2014a).  
As of 2013, 13 banking institutions provide mobile banking services. These services 
include account enquiries, account funds transfer bill payments, reloading of mobile 
prepaid airtime, and prepaid top-ups. As at end-2013, the total number of mobile banking 
subscribers was 3.8 million, with penetration rates to the entire population and mobile 
phone subscribers at 12.7% and 8.8%, respectively. About one-third of all mobile banking 
transactions in 2013 were from mobile phone prepaid top-ups or reloads (BNM 2014a). 
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E-payment definition and description 
In broad terms, European Central Banks (ECB) (2004, p. 3) defines e-payment as ‘a 
payments that are initiated, processed and received electronically’. In a similar context, 
Kim (2010, p. 85) define e-payment as ‘the transfer of an electronic value of payment from 
a payer to a payee through an e-payment mechanism’. According to ECB (2010, p. 25), a 
payer is ‘the party to a payment transaction who issues the payment order or agrees to 
transfer funds to a payee’. A payee or beneficiary is ‘the final recipient of the funds’.  
Based on these definitions, I consider any payment not affected by paper-based 
instruments as an e-payment transaction. Paper-based payment instruments include cash 
and cheques, while electronic-based payment instruments include credit cards, debit 
cards, prepaid/charged (stored-value) cards, card-based and network-based mobile 
payments, electronic funds transfer (EFT) instructions, and even virtual money or 
accounts. 
We can categorize e-payment transactions into three segments (Tan 2004; ECB 
2010). Table 13 describes each type of e-payment (i.e., retail e-payment, corporate e-
payment, and wholesale e-payment). 
 
Table 13: Description of each e-payment category (Tan 2004) 
Types of     
e-payment 
Description 
Retail         
e-payment 
 Payments between private households, non-financial corporations, or government 
agencies.  
 Consumer-to-business (C2B), business-to-consumer (B2C), and peer-to-peer (P2P) or 
consumer-to-consumer (C2C). 
Corporate  
e-payment 
 Payment transactions for goods and services between businesses or corporate 
entities. 
 Business-to-business (B2B), business-to-bank or bank-to-business (B2B), business-to-
government (B2G) or government-to-business (G2B), and government-to-government 
(G2G) payments. 
Wholesale  
e-payment 
 Payments between banks and between banks and central banks. 
 Such payment tends to have a high value and usually time-critical (i.e., they need to be 
cleared and settled on a particular day, sometimes even in a particular time period on 
that day). 
 
According to ECB (2010, p. 25), payment instruments are:  
‘a means of authorising and submitting a payment (i.e., the means by which the 
payer gives its bank authorisation for funds to be transferred or the means by which 
the payee gives its bank instructions for funds to be collected from the payer)’.  
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In general, e-payment instruments include credit transfers, direct debit, payment 
cards, and electronic money (e-money). Table 14 defines each instrument in more detail. 
 
Table 14: Description of each e-payment instrument (BIS 1999; ECB 2010). 
E-payment 
instrument 
Description 
Credit 
transfer 
 Instructions sent by a payer to its bank requesting that a defined amount of funds to be 
transferred to a payee’s account, such as giro payments. 
 A transaction order instructing the payer’s bank to carry out a recurrent payment is 
referred to as a ‘standing order’.  
 Also called ‘direct credit’. 
Direct debit  Instructions authorising the debiting of the payer’s bank account.  
 The instruction is initiated by the payee on the basis of authorisation given by the payer.  
Payment 
cards 
Credit card 
 Allows cardholder to charge purchases against a line of credit up to an authorised 
amount and cardholder pays interest on the revolved balance. 
 It is the card issuer that postpones payment and provides credit. Therefore, a merchant 
or an ATM owner will be paid in full even if the cardholder uses a credit facility. 
 The outstanding amount can be either settled by the cardholder in full by the end of a 
specified period, or settled in part, with the remaining balance extended as credit and 
subject to interest payments. 
Charge card 
 Allows cardholder to charge to a card account up to an authorised limit and postpone 
the payment. 
 The credit facility is provided by the card issuer.  
 The card does not offer extended credit and any outstanding amount has to be settled in 
full at the end of a specified period, generally around one month. 
Debit card 
 Linked to a deposit bank account (usually a current account; in some cases, a savings 
account) and allows cardholder to charge purchases or ATM cash withdrawals directly 
to this account. 
 When a cardholder uses a debit card, the amount is typically debited from the account 
either immediately (with personal identification number (PIN)-based authorisation) or at 
the end-of-day (with signature-based authorisation). 
Payment 
cards 
Prepaid card 
 A card on which a monetary value can be loaded in advance and stored either on the 
card itself; also known as card-based electronic money (e-money).  
 Usually issued by non-banking institutions, or by banking institutions on behalf of 
merchants for use in specified merchant outlets. 
E-money  A monetary value represented as a claim on the issuer that is stored on an electronic 
device and accepted as a means of payment by undertakings other than the issuer.  
 Can be either hardware-based (i.e., stored on a device, typically a card; please refer 
‘prepaid card’ above) or software- or network-based (i.e., stored on a computer server). 
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2.4  Summary 
This chapter reviews the previous literature on technology innovation, technology 
acceptance, technology readiness, and e-payment adoption. In measuring e-payment 
diffusion rate, it is found that most studies adopted e-readiness assessment as the 
evaluation tool. However, contributing factors and critical issues for assessing e-readiness 
for countries adopting e-payment have not yet been widely analytically or empirically 
investigated, especially for developing countries such as Malaysia. This chapter reviews 
the context of this study and discusses the knowledge gap in identifying e-readiness 
factors for e-payment adoption by businesses and consumers in Malaysia.  
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Chapter Three: Theoretical Frameworks and Hypotheses 
Development 
 
This chapter highlights the theoretical frameworks that support this study and develops the 
hypotheses. 
 
 
3.1 Definition of variables 
This section describes the definition and description of variables in the three main areas 
investigated in this study; namely, technology acceptance, e-readiness, and e-payment. 
Tables 15-18 show the definition of each variable and the source of references. Please 
also see Appendix 1 and Appendix 12 for the full list of references for each item adopted in 
this study. 
 
 
Variables for technology acceptance 
In addressing the question on why users accept or reject information and communication 
technology (ICT), Davis (1989) and David et al. (1989) have proposed a theory widely 
known as the technology acceptance model (TAM). The TAM suggests two fundamental 
determinants that influence users’ decision to accept and use a system or technology: 
perceived usefulness (PU) and perceived ease of use (PEOU). With the TAM, Davis 
sought to provide a basis for tracing the impact of external variables on internal beliefs, 
attitudes, and intentions (Legris et al. 2003). Table 15 defines the two factors as modified 
from Davis (1989) and used in this study. 
 
Table 15: Technology acceptance variables, its definition and source references 
Variables Definition Source references 
Perceived 
usefulness (PU) 
The degree to which a person believes that 
using e-payment would enhance their job 
performance. 
Davis (1989), Walczuch et al. 
(2007), Lin et al. (2007) 
Perceived ease of 
use (PEOU) 
The degree to which a person believes that 
using e-payment would be free from effort. 
Davis (1989), Walczuch et al. 
(2007), Lin et al. (2007) 
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Variables for e-readiness 
E-readiness is a relatively a new concept that has materialised as a result of the emerging 
Internet adoption throughout the world. E-readiness can mean different things to different 
people in different contexts, and it can be used for different purposes (Peter 2001). There 
is no perfect or standard definition for e-readiness and, in fact, e-readiness assessments 
can be very diverse in their objectives, strategies, and results (Vaezi & Bimar 2009). 
While heavy efforts have been initiated to provide insight into the overall e-
readiness of countries on the macro level, few studies have attempted to evaluate e-
readiness from a micro context (i.e., at the business or consumer levels). In particular, 
studies that have assessed the adoption of ICTs by businesses, especially small and 
medium-sized enterprises (SMEs) in the United States, Australia, Uganda, and some 
European and Asian countries (e.g., Daniel & Grimshaw 2002; Maksoud & Youssef 2003; 
Rizk 2004; Battisti et al. 2007; Bayo-Moriones & Lera-Lopez 2007; Giunta & Trivieri 2007a; 
Barbosa & Faria 2008; Aggrey 2011; Haller & Siedschlag 2011). However, no such study 
has been conducted for South East Asian countries. This study takes on this endeavour. 
As such, it is first attempt to adopt a micro approach to assess the e-readiness of 
businesses and consumers in a South East Asian country (in this case, Malaysia).  
Table 4 defines business e-readiness and consumer e-readiness as adopted from 
Parasuraman (2000) and Molla and Licker (2005a) and used in this study. 
 
Table 16: Definition and source of reference for different category of e-readiness  
E-readiness Definition Source of reference 
Business               
e-readiness 
An organisation’s assessment of new technologies; and 
assessment on managerial, organisational, and external 
situations in making decisions about adopting new 
technologies. 
Parasuraman (2000) 
Consumer  
e-readiness 
People’s propensity to embrace and use new 
technologies for accomplishing goals in home life and at 
work. 
Molla and Licker 
(2005a) 
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Business e-readiness 
Based on Molla and Licker’s (2005a) perceived e-readiness model (PERM) referred to in 
this study, I categorise e-readiness into perceived organisational e-readiness (POER) and 
perceived external e-readiness (PEER), which refer to the organisational and external 
environmental factors, respectively.  
POER comprises (1) awareness, (2) commitment, (3) human resources, (4) 
technological resources, (5) business resources, and (6) governance factors. In addition, 
the literature review revealed another important factor that I also evaluate: (7) business 
strategy. Meanwhile, PEER comprises (8) government e-readiness, (9) market forces e-
readiness, and (10) supporting industries e-readiness factors.  
Table 17 describes each e-readiness factor in PERM as modified from Molla and 
Licker (2005a) and used in this study. 
 
Table 17: E-readiness factors in PERM, its definition and source of references 
Variables Description Source of references 
Perceived organisation e-readiness (POER)  
1 Awareness Represents perception of e-payment elements in 
the environment, comprehension of their 
meaning through an understanding of e-payment 
technologies, business models, requirements, 
benefits and threats, and projection of e-
payment’s future trends and their impact. 
Han and Noh (1999), Molla 
and Licker (2005a), Elahi 
and Hassanzadeh (2009) 
2 Commitment Reflects enough energy and support for e-
payment from all corners of an organisation. It 
refers to having clear-cut e-payment initiatives 
championed by top management, e-payment 
leadership, and organisation-wide support of e-
payment ideas and projects. 
Damaskopoulos and 
Evgeniou (2003); Molla and 
Licker (2005a); Fathian et al. 
(2008); Hourali et al. (2008); 
Elahi and Hassanzadeh 
(2009); Zakaria et al. (2010) 
3 Human 
resources 
Refers to the availability (accessibility) of 
employees with adequate experience and 
exposure to ICT and other skills (e.g., marketing) 
that are needed to adequately staff e-payment 
initiatives and projects. 
Powell and Dent-Micallef 
(1997); Damaskopoulos and 
Evgeniou (2003); Molla and 
Licker (2005a); Fathian et al. 
(2008); Zakaria et al. (2010) 
4 Technological 
resources 
Refers to the ICT base of an organisation and 
assesses the extent of computerisation, the 
flexibility of existing systems, and experience 
with network-based applications. 
Powell and Dent-Micallef 
(1997); Molla and Licker 
(2005a); Zakaria et al. 
(2010) 
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5 Business 
resources 
This covers a wide range of capabilities and 
most of the intangible assets of the organisation. 
It includes the openness of organisational 
communication, risk-taking behaviour, existing 
business relationships, and funding to finance e-
payment projects. 
Powell and Dent-Micallef 
(1997); Molla and Licker 
(2005a); Zakaria et al. 
(2010) 
6 Governance  The strategic, tactical, and operational model of 
an organisation put in place to govern its 
business activities and e-payment initiatives. 
Powell and Dent-Micallef 
(1997); Odedra-Straub 
(2003); Molla and Licker 
(2005a); Fathian et al. 
(2008); Zakaria et al. (2010) 
7 Business 
strategy 
The vision, direction, and scope of an 
organisation over the long term on e-payment 
initiatives, which aim to achieve advantages for 
the organisation through its configuration of 
resources in a challenging environment to meet 
the market’s needs and to fulfil stakeholders’ 
expectations. 
Hsieh (2001); Grandon and 
Pearson (2004); Card 
Technology (2009); Elahi 
and Hassanzadeh (2009) 
Perceived external e-readiness (PEER)  
8 Government e-
readiness 
Organisations’ assessment of a country and its 
various institutions’ preparedness to promote, 
support, facilitate, and regulate e-payment and 
its various requirements. 
King et al. (1994); 
Montealegre (1999); 
Baddeley (2004); Taddesse 
and Kidan (2005); Molla and 
Licker (2005a); Fathian et al. 
(2008); Zakaria et al. (2010) 
9 Market forces 
e-readiness 
The assessment that an organisation’s business 
partners’ willingness, such as customers and 
suppliers, to conduct transactions electronically. 
King et al. (1994); Molla and 
Licker (2005a); Taddesse 
and Kidan, (2005); Elahi and 
Hassanzadeh (2009); 
Zakaria et al. (2010) 
10 Supporting 
industries e-
readiness 
Refers to the assessment of the presence, 
development, service level, and cost structure of 
support-giving institutions such as 
telecommunication companies, finance 
companies, trust enablers, and the information 
technology (IT) industry, whose activities might 
affect businesses’ e-payment initiatives. 
King et al. (1994); Molla and 
Licker (2005a); Fathian et al. 
(2008); Zakaria et al. (2010) 
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Consumer e-readiness 
For consumer e-readiness, I adopted and expanded Parasuraman’s (2000) Technology 
Readiness Index (TRI) model, a multiple-item scale used to assess people's readiness to 
interact with technology. In general, the model categorised technology-related attitudes 
and behaviours into four main dimensions: optimism and innovativeness as drivers of 
technology readiness, and discomfort and insecurity as its inhibitors. Table 18 defines 
these four dimensions as adapted from Parasuraman (2000) and used in this study. 
 
Table 18: Attitudes and behavioural dimensions in TRI with its definition and references 
Variables Definition Source of references 
Optimism 
(OPT) 
A positive view of e-payment technology 
and a belief that it offers people 
increased control, flexibility, and 
efficiency in their lives. 
Parasuraman (2000); Yi et al. (2003); 
Liljander (2006); Lin & Hsieh (2007); 
Walczuch et al. (2007); Lam et al. (2008) 
Innovativeness 
(INN) 
A tendency to be an e-payment 
technology pioneer and thought leader. 
Parasuraman (2000); Yi et al. (2003); 
Liljander (2006); Lin & Hsieh (2007); 
Walczuch et al. (2007); Lam et al. (2008) 
Discomfort 
(DISC) 
A perceived lack of control over e-
payment technology and a feeling of 
being overwhelmed by it. 
Parasuraman (2000); Liljander (2006); Lin 
& Hsieh (2007); Walczuch et al. (2007); 
Lam et al. (2008) 
Insecurity 
(INS) 
Distrust of e-payment technology and 
scepticism about its ability to work 
properly. 
Parasuraman (2000); Yi et al. (2003); 
Liljander (2006); Lin & Hsieh (2007); 
Walczuch et al. (2007); Lam et al. (2008) 
 
Variable for e-payment 
As stated in Chapter 2, e-payment refers to ‘payments that are initiated, processed and 
received electronically’ (ECB 2004, p. 3) or ‘a transfer of an electronic value of payment 
from a payer to a payee through an e-payment mechanism’ (Kim 2010, p. 85). 
Tan (2004) further categorises e-payment into three segments: retail e-payments, 
corporate e-payments, and wholesale e-payments. This study focuses on retail e-
payments, which we can further categorise into three transaction types: consumer-to-
business, business-to-consumer, and peer-to-peer or consumer-to-consumer. 
Retail e-payments include transactions made via payment cards (e.g., credit, debit, 
charge/prepaid (stored-value cards); mobile payments (card based and network based); 
electronic funds transfer instructions (direct debit and credit transfer), and virtual money or 
accounts. 
  
69 
 
3.2 Theoretical framework and hypotheses development for business data 
 
Theoretical framework for business data 
This study is among the few that examines factors in adopting e-payment by business 
enterprises, especially in Malaysia. The theoretical framework I adopt is based on studies 
of technology innovation (e.g., Neely & Hii 1998; Dooley 1999; Stuart 2000; Rogers 2003), 
e-commerce (e.g., Grandon & Pearson 2004; Molla 2004; Molla & Licker 2005b; Fathian et 
al. 2008), and e-payment (e.g., Rysman 2007; Borzekowski et al. 2008; Tan & Chen 
2008). In general, there are two broad categories of factors for adopting technology-related 
innovations (e.g., Grandon & Pearson 2004; Molla & Licker 2005a). These factors can be 
classified as: 
i. Internal factors: managerial (e.g., Rothwell 1977; Lakhanpal 1994; Harrison et 
al. 1997), organisational (e.g., Kraemer & King 1981; Moreton 1995), and 
technological (e.g., Davis 1989; Rogers 2003); and 
ii. External factor: environmental (e.g., Munene 1991; Montealegre 1998). 
 
In this study, I examined both internal and external e-readiness factors that 
influence the adoption of e-payment products, especially in developing countries. This is 
important because e-payment is part of e-commerce (Molla & Licker 2002) and, as the 
literature review shows (see Chapter 2), has a significant impact on the success of e-
commerce. 
This study is on e-payment adoption. Review of literature showed a lack of 
theoretical framework through which to discuss new technology (e-payment) adoption by 
businesses (see Molla and Licker 2002). Therefore, this study uses e-readiness factors as 
a proxy for the adoption of e-payment by businesses. This study refers to PERM (Molla 
and Licker, 2002, 2005) in developing the theoretical framework for businesses, where the 
model posits an organisation’s perceptions of its internal (POER) and external (PEER) e-
readiness factors influence the adoption of new technology. Basically, this study measures 
the e-readiness factors to gauge the adoption of new technology by businesses. 
The theoretical framework I adopt in this study is based on the Molla and Licker 
(2005b) e-readiness model (PERM), but with the addition of the new independent variable, 
business strategy, under POER, and e-payment adoption as the dependent variable.  
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Hypotheses development for business model15 
I developed ten hypotheses to determine the factors that influence businesses’ decision to 
adopt e-payment (see Figure 11). The internal factors are: (1) awareness, (2) human 
resources, (3) business resources, (4) technology resources, (5) commitment, (6) 
governance, and (7) business strategy. Meanwhile, the external factors are: (8) market 
forces e-readiness, (9) government e-readiness, and (10) supporting industries e-
readiness. 
The first factor is e-payment awareness. In general, being aware of a technology 
innovation and its benefits is an important initial stage in adopting e-payment. Many 
studies on technology innovation (e.g., Licker 1997; APEC 1999; Behrendorff & Rahman 
1999; ECA 1999; Han & Noh 1999; Molla & Licker 2002) have found that a lack of 
awareness and not having knowledge of innovations were among the problems in 
successfully adopting them. Indeed, as Licker (1997) states, having awareness about 
innovations and their benefits is an important stage that affects whether an innovation is 
rejected or adopted. Moreover, an awareness and knowledge of e-payment’s appropriate 
and relevant models, perceived benefits, opportunities, and threats are believed to impact 
e-payment adoption. For instance, a business that aware of the opportunity and threat of 
e-payment methods of transactions might have greater influence on their decision making. 
Hence, I hypothesize that: 
H1:  Awareness contributes significantly and is positively related to e-payment 
adoption. 
  
The second factor is the resources available for a business organisation. Resources 
are commonly classified as human, business, and/or technological (Molla & Licker 2002). 
There are studies (e.g., Collis & Montgomery 1997) that mention that the resources an 
organisation possesses, develops, and deploys illustrate its capability to respond to e-
commerce’s requirements. For instance, an organisation with the necessary technical, 
managerial, and other skills to support e-payment implementation is expected to adopt e-
payment as compared to an organisation that does not have the necessary skills. 
Montealegre (1996), who found that a lack of resources was one of the stumbling blocks 
that managers in developing countries had to face while attempting to implement e-
commerce. Supports this assertion (see also Hsieh (2001) and Cotteleer et al. (2007)), 
Hsieh (2001) mentions that technological obsolescence is one of the main obstacles for 
adoption of new e-payment methods, and Cotteleer et al. (2007) states that one of the 
                                            
15
 Refer to e-payment adoption model for business organisations. 
71 
 
challenges for businesses to adopt e-payment processes is the lack of technology 
resources in handling system integration. Therefore, as Molla and Licker (2002) also 
argue, an organisation’s perception of the availability or cost acquiring the resources is 
likely to influence both their initial e-commerce adoption and subsequent maturity. As 
such, I hypothesize that: 
H2: Human resources contribute significantly and are positively related to e-
payment adoption. 
H3:  Business resources contribute significantly and are positively related to e-
payment adoption. 
H4: Technology resources contribute significantly and are positively related to e-
payment adoption. 
 
The third factor is commitment to adopt technological innovations. Many previous 
studies (e.g., Powell & Dent-Micallef 1997; Silince et al. 1998) have emphasised the role of 
the top management (especially the chief executive officer) and their commitment to 
adopting and successfully implementing e-commerce and other innovations. As Molla and 
Licker (2002) argue, organisational commitment can be manifested through resource 
allocation, management agenda, and strategic development. Furthermore, they state that, 
particularly in developing countries where frequent turnover of managers are common, 
maintaining commitment’s momentum is essential to both e-commerce’s initial adoption 
and subsequent maturity. Hence, I hypothesize that: 
H5: Commitment contributes significantly and is positively related to e-payment 
adoption. 
 
The fourth factor is IT governance, which facilitates an organisation’s operations, 
including the facilitation of e-payment technology. There are studies and standards (e.g. 
COBIT 2000; IT Governance Institute 2007; Marnewick & Labuschagne 2010) that explain 
how organisations should adhere to IT governance to ensure their IT sustain and achieve 
their business objectives. Businesses should establish good IT governance to implement 
IT-related projects and provide a clear e-payment policy for implementing e-payment 
projects. Because e-payment is part of many businesses’ objectives, we can expect that 
implementing good IT governance will improve e-payment adoption in businesses. Hence, 
I hypothesize that: 
H6: Governance contributes significantly and is positively related to e-payment 
adoption. 
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The fifth factor is business strategy or businesses’ strategic direction in relation to IT 
innovation. I expect a strong and comprehensive business strategy towards IT innovation 
will influence how strongly the organisation will adopt e-payment. There are some studies 
(e.g. Thong 1999; Hsieh 2001; Mirchandani & Motwani 2001; Grandon & Pearson 2004) 
that focus on top management’s characteristics in setting up their organisation’s future 
direction. The right attributes and strategy for a business organisation (i.e., an 
organisation’s perception of a new technology’s benefits) is an important criterion to 
establish e-payment. In addition, Hsieh (2001) states that an uncertain business strategy 
may become a hindrance that could distort the adoption of new payment methods. It is 
important for businesses to include e-payment solutions as part of their business 
strategies to serve their customers in order to stay competitive in the market (Card Tech 
2009). Several studies found that participation of all firm’s stakeholders (management and 
staff) in designing business strategies for the firm will subsequently improve the 
implementation of the strategic plans (Guth & Macmillan 1986; Korsgaard et al. 1995; 
Klein & Sorra 1996; Kim & Mauborgne 1998). Hence, I hypothesize that: 
H7: Business strategy contributes significantly and is positively related to e-
payment adoption. 
  
The sixth factor is the market forces that affect a business’s organisation. There are 
some studies (e.g. Silince et al. 1998; NNI 1999; Molla & Licker 2002) that find 
organisations’ perception on connectivity, trust, and openness of the market forces and 
business partners in IT innovation might affect their business decisions in adopting 
technological innovation products. Furthermore, as Silince et al. (1998) and NNI (1999) 
argue, an organisation that perceives their customers and partners are ready to conduct 
business electronically are more likely to adopt e-commerce, a finding that can similarly 
apply to e-payment adoption. For instance, if customers understand the cost and benefits 
of using e-payment facilities, it will motivate organisations to adopt e-payment facilities. 
Hence, I hypothesize that: 
H8: Market forces e-readiness contributes significantly and is positively related to 
e-payment adoption. 
  
The seventh factor is governments’ e-readiness level, which can have a major 
impact on whether business organisations accept e-payment. Some studies (e.g. ECA 
1999; Hsieh 2001; Molla & Licker 2002) explain that government policies, regulations, 
protections, and frameworks for businesses’ conduct can generally affect e-commerce 
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diffusion. Hsieh (2001) back this by saying that the lack of e-banking and e-commerce 
standards has hindered its adoption by both merchants and consumers. Furthermore, 
Molla and Licker (2002) state that an organisation’s perception of government commitment 
to develop policy and regulations around e-commerce will influence its adoption of e-
commerce as compared to an organisation who identifies that government policies and 
actions are not encouraging. Similarly, in the case of e-payment, we can expect 
government support to be the main influence for businesses to adopt e-payment. For 
instance, government policy to provide adequate infrastructure, sufficient financial support, 
and appropriate incentives to assist e-payment’s development will affect businesses’ 
tendency to adopt e-payment. Hence, I hypothesize that: 
H9: Government e-readiness contributes significantly and is positively related to 
e-payment adoption. 
 
The eighth factor is the influence of the e-payment support industries (e.g., e-
payment device industry, telecommunication industry, and finance industry). As Molla and 
Licker (2002) state, e-commerce’s conduct depends on support provided by industries 
whose activities might affect an organisation’s e-commerce adoption decision that similarly 
for e-payment adoption. For example, if financial institutions and local IT firms support 
installing e-payment infrastructure, we can expect that the businesses are more likely to 
adopt e-payment. This shows that an organisation’s perception about the readiness of 
these supporting industries might affect their e-payment adoption. Hence, I hypothesize 
that: 
H10: Support industries’ e-readiness contributes significantly and is positively 
related to e-payment adoption 
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Figure 11 illustrates the resulting theoretical framework. 
 
 
 
Figure 11: The theoretical framework used to investigate businesses’ e-payment adoption 
(original model) 
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3.3 Theoretical framework and hypotheses development for consumer data 
 
Theoretical framework for consumer data 
Many studies on consumer or user e-readiness have applied two main information system 
(IS) theories to investigate the determinants for the acceptance and usage of technology: 
the TAM by Davis (1989) and the TRI by Parasuraman (2000) (e.g. Yi et al. 2003; Liljander 
et al. 2006; Lin et al. 2007; Lin & Hsieh 2007; Walczuch et al. 2007; Lam et al. 2008; Lin & 
Chang 2011).  
The TAM has been widely applied to explain IS usage behaviour. In brief, the TAM 
is a specific and parsimonious framework for predicting and explaining people’s adoption 
of IT in work settings (Davis et al. 1989). The model suggests that, when users are 
presented with a new technology, there are several factors that influence their decision 
about how and when they will use it; notably (i) perceived usefulness and (ii) perceived 
ease of use. The TAM postulates that user acceptance of a new system is determined by 
users’ intention to use the system, which is influenced by their beliefs about the system’s 
perceived usefulness and perceived ease of use (Lin et al. 2007). Previous studies show 
that both factors affect IT use (Davis 1989).  
Davis et al. (1989) state that he designed TAM for work settings or mandated 
environments. According to Legris et al. (2003), the TAM is a useful model but has to be 
integrated into a broader one that includes variables related to both human and social 
change processes.  
We have since seen several attempts to further refine the model. In 2000, 
Venkatesh and Davis (2000) introduced TAM2 by extending the original model to 
incorporate additional theoretical variables spanning social influence processes (subjective 
norm, voluntariness, and image) and cognitive instrumental processes (job relevance, 
output quality, result demonstrability, and perceived ease of use). TAM2 has further 
improved our understanding on user adoption behaviour. Meanwhile, Al-Sukkar and 
Hasan (2005) modified the original TAM to investigate customer behaviour towards e-
banking and e-payment services in developing countries. They add trust and culture to the 
consumer side and technical quality to the organisational side (in this case, bank) as 
external variables to the TAM. Then, Venkatesh and Bala (2008) further improved the 
model in 2008 by presenting complete nomological network of the determinants of 
individual’s IT adoption and use.  
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 Another stream of research is based on the TRI framework proposed by 
Parasuraman (2000), which posits that an individual’s personality is at the centre of their 
acceptance of technology. The TRI is a framework that relates to technology in general. 
Personality traits differ among people and, therefore, their beliefs about various aspects of 
technology also differ. The relative strength of each trait indicates a person’s openness to 
technology. The TRI reflects a set of beliefs about technology, but is not an indicator of a 
person’s competence in using it. TRI measures an individual’s readiness to use new 
technology in general using four personality traits: optimism, innovativeness, discomfort, 
and insecurity. Optimism and innovativeness are the drivers of technology readiness, and 
discomfort and insecurity are its inhibitors. Positive and negative beliefs about technology 
might coexist, and people can be arrayed along a technology belief continuum with 
strongly positive attitudes at one end and strongly negative attitudes at the other. 
Parasuraman (2000) empirically confirms the correlation between people’s technology 
readiness and their propensity to employ technology. According to Parasuraman, a person 
with optimism and innovativeness and little discomfort and insecurity is more likely to use a 
new technology (Walczuch et al. 2007). 
Efforts have been undertaken to integrate the TRI and TAM and, thus, create a 
model including both personality traits and perceptions of technology. For example: 
i. Yi et al. (2003), who studied first-year undergraduates’ intention to use an 
Internet-based e-learning system, and second-year undergraduates’ intention 
to use a statistical software package in a university in Taiwan. 
ii. Lin et al. (2007), who studied the usage intention of the online stock trading 
system in Taiwan. 
iii. Walczuch et al. (2007), who studied usage intention of software application 
use most by the employees of a multi-site financial service provider in 
Belgium. 
iv. Lin and Chang (2011), who studied the adoption of self-service technologies. 
 
Theoretically, it is possible to integrate the TRI and TAM because both theories are 
proposed to explain technology acceptance, even though they are conceptually different. 
The TRI accounts for technology acceptance via individuals’ general predispositions, while 
the TAM uses system-specific perceptions to explain technology acceptance. Lin et al. 
(2007) argue that the TAM applied in marketing or non-mandated setting thus may not 
sufficiently explain consumers’ technology adoption behaviour. A combination of TRI and 
TAM would be a good IS theory for non-work or non-mandated environments. Therefore, 
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this study combines TAM and TRI to suit the study objectives – by looking at individual’s e-
readiness index and perceptions to gauge the adoption of new technology. 
This is the first study that applies an integrated TRI and TAM in gauging the effect 
of personality traits and perceptions on technology on e-payment adoption. As a new 
technology in the payment industry, e-payment usage by end users or consumers plays an 
important role in promoting payment efficiency and cost savings for a country. Humphrey 
(2003b) supports this findings: the author establishes that, since an e-payment costs 
between one-third and one-half of a paper-based transaction, a country may save about 
1% of its gross domestic products annually if it shifted from a fully paper-based to a fully 
electronic-based payment system.  
 
 
Hypotheses development for consumer model16 
I developed eleven hypotheses (see Figure 12) to gauge how the personality traits (i.e., 
innovativeness, optimism, discomfort, and insecurity) that posit as e-readiness factors 
through the TAM’s cognitive dimensions (i.e., perceived ease of use and perceived 
usefulness) affect consumers’ intention to adopt e-payment. 
The first individual e-readiness factor is innovativeness. Innovativeness in general is 
‘a tendency to be a technology pioneer and thought leader’ (Lin et al. 2007, p. 643). 
Alternatively, it is the willingness of an individual to try out any new technologies released 
into the market (Midgley & Dowling 1978; Flynn & Goldsmith 1993). Individuals who are 
high in technology innovativeness usually have stronger intrinsic motivation to use and 
enjoy the stimulation of trying new technologies. Compared with less-innovative 
individuals, highly innovative individuals are not greatly concerned about whether new 
technologies are easy to use and may still intend to try them despite the possible 
difficulties in using them (Dabholkar & Bagozzi 2002). In addition, highly innovative 
individuals have less-complex belief sets about new technologies (Karahanna et al. 1998). 
Hence, I hypothesize that: 
H1a: High personal innovativeness about technology in general leads to higher 
perceived ease of use of an e-payment technology. 
H1b: High personal innovativeness about technology in general leads to higher 
perceived usefulness of an e-payment technology. 
 
                                            
16
 Refer to e-payment adoption model for consumers. 
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The second personality trait or individual e-readiness factor is an individual’s 
personal optimism towards technology in general. Optimism is ‘a positive view of 
technology and a belief that technology offers people increased control, flexibility, and 
efficiency’ (Lin et al. 2007, p. 643). Alternatively, optimism is ‘the tendency to believe that 
one will generally experience good versus bad outcomes in life’ (Scheier & Carver 1992, p. 
203). A technology optimist believes that new technologies will offer people increased 
control, flexibility, and efficiency in their lives (Parasuraman 2000), which means that they 
have a pre-determined positive view of new technology before they are introduced to it. 
Optimists use more-active coping strategies than pessimists. These strategies are more 
effective in achieving positive outcomes, and inversely related to emotional distress, worry, 
and concern about bad experiences, perceived risk and perceived control (Taylor et al. 
1992).  
Optimists have more-positive attitudes in general that help foster more-positive 
attitudes towards new technology (Loyd & Gressard 1984; Munger & Loyd 1989). They are 
more likely to accept their situation and confront technology more openly, and less likely to 
be escapists or focus on negative events (e.g., Scheier & Carver 1992; Lee et al. 1993). 
Since technology optimists generally expecting things to go their way and consider that 
good rather than bad things will happen to them, they have an innate positive perception of 
new technologies due to their self-confidence in their ability to master new technologies. 
Therefore, optimists are more willing to use new technologies (e.g. Scheier & Carver 1985; 
Scheier & Carver 1992; Lee et al. 1993). Based on the above arguments, we can argue 
that optimists will perceive new technology as being more useful and easier to use 
because they worry less about possible negative outcomes. Hence, I hypothesize that: 
H2a: High personal optimism about technology in general leads to higher 
perceived ease of use of an e-payment technology. 
H2b: High personal optimism about technology in general leads to higher 
perceived usefulness of an e-payment technology. 
 
The third factor is insecurity, which refers to ‘distrust of technology and scepticism 
about its ability to work properly’ (Lin et al. 2007, p. 644). Apprehensiveness results in 
individuals avoiding technology due to their innate fear of it. This may be due to 
scepticisms that people have towards new technologies (Kwon & Chidambaram 2000). 
Individuals with high insecurity are not confident in the security level that new technologies 
possess and need assurances on its safety (Parasuraman & Colby 1997). They are only 
willing to take risks in adopting new technology if they believe that they will greatly benefit 
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from it. Thus, I posit that people with a sense of insecurity will have lower perceived ease 
of use and perceived usefulness of a new technology. Hence, I hypothesize that: 
H3a: High personal insecurity about technology in general leads to lower 
perceived ease of use of an e-payment technology. 
H3b: High personal insecurity about technology in general leads to lower 
perceived usefulness of an e-payment technology. 
 
The fourth personality trait is discomfort, which refers to individuals who a lack 
control over technology and a sense of being overwhelmed by it (Lin et al. 2007; Walczuch 
et al. 2007). People who are highly uncomfortable with technology believe that they are 
controlled by it and that it is not designed for ordinary people (Parasuraman 2000). 
Furthermore, individuals with a low comfort level in adopting new technology usually feel 
more complex and uncertain about new things (Gefen et al. 2003). Therefore, to achieve 
the same level of intention to adopt new technology with individual with high comfort level, 
someone uncomfortable with technology must find the new technology much easier to use. 
Similarly, to have the same level of behaviour intentions, these individuals must believe 
that adopting new technology is useful to a greater extent than those with a higher level of 
comfort (Yi et al. 2003). Hence, I hypothesize that: 
H4a: High personal discomfort about technology in general leads to lower 
perceived ease of use of an e-payment technology. 
H4b: High personal discomfort about technology in general leads to lower 
perceived usefulness of an e-payment technology.  
 
Many studies have extensively tested the relationship between TAM’s two cognitive 
dimensions. There are sufficient empirical studies supporting that perceived ease of use 
has significant and positive influences on perceived usefulness (e.g. Taylor & Todd 1995b; 
Venkatesh & Davis 2000; Venkatesh & Morris 2000; Lin & Chang 2011). We can deduce 
that perceived ease of use and perceived usefulness will be positively related when the 
perceived usefulness refers to ‘a prospective user’s subjective belief that using a specific 
technology will increase their job performance’ (Walczuch et al. 2007, p. 209). Hence, I 
hypothesize that: 
H5: Perceived ease of use and perceived usefulness of e-payment technology 
will have a positive relationship. 
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Similarly, previous studies have also addressed the relationships between both 
perceived ease of use and perceived usefulness with the actual usage studies. Extensive 
evidence exists that demonstrates that perceived ease of use is significantly linked to 
actual usage (e.g. Davis et al. 1989; Chau 1996; Igbaria et al. 1997), both directly and 
indirectly via its impact on perceived usefulness. Hence, I hypothesize that: 
H6: Perceived ease of use and adoption of an e-payment technology will have a 
positive relationship. 
H7: Perceived usefulness and adoption of an e-payment technology will have a 
positive relationship. 
 
Figure 12 illustrates the theoretical framework for this study to investigate 
consumers’ e-payment adoption. 
 
 
Figure 12: The theoretical framework used to investigate consumers’ e-payment adoption. 
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3.4 Summary 
The outlined theoretical frameworks and hypotheses developments for businesses and 
consumers in this study are based on theories in technology innovation, technology 
readiness, technology acceptance, and e-payment adoption. This chapter highlights how I 
synthesised three main theories (PERM, TRI, and TAM) to conceptualise the research 
model and hypotheses in this study.  
The theoretical framework for businesses incorporates PERM constructs (human 
resources, business resources, technology resources, commitment, governance, 
awareness, market forces e-readiness, supporting industries e-readiness, and government 
e-readiness), and introduces a new independent construct (business strategy) and e-
payment adoption as the dependent construct. 
The theoretical framework for consumers incorporates TRI constructs 
(innovativeness, optimism, insecurity, and discomfort) and TAM constructs (perceived 
ease of use and perceived usefulness). It integrates these two main ground theories and 
uses a new dependent construct (e-payment adoption).  
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Chapter Four: Research Methodology 
 
This chapter discusses the general research paradigms, research processes, development 
of research instruments, data-collection methods, and data analysis approaches I 
employed in this study. 
 
 
4.1 Research paradigm 
Research designs are the plans and procedures for research that span from broad 
assumptions about the study to detailed methods of data collection and analysis (Creswell 
2009). Designing a research study always begin with selecting a topic and research 
paradigm (Creswell 2003). A paradigm is a set of assumptions that provides a conceptual 
framework or a philosophical world view, which enables us to study the world around us in 
an organised way (Suppe 1977). 
According to Filstead (1979) as cited by Deshpande (1983), paradigms serve 
several purposes: (1) they guide professionals because they indicate important issues 
challenging any field; (2) they allow researchers to develop models and theories that 
permits them solve these issues; (3) they establish criteria for tools such as methodology, 
instruments, and data collection that will solve these issues; and (4) they provide the 
principles, procedures, and methods to consider when similar issues appear again. 
In general, researchers are usually guided by two major research paradigms: 
positivism and interpretivism. Positivism is a research philosophy that assumes that the 
phenomena being studied has a stable reality that is measurable from the outside by an 
objective observer (Guba & Lincoln 1989). With positivism, the researcher assumes that 
they view reality as objective, and both the researcher and reality are separated (Weber 
2004). Positivists tend to use several methods as their preferred research methods such 
as laboratory experiments, field experiments, and surveys. Through these methods, they 
seek to gather large amount of data and normally adopt statistical analysis. 
On the other hand, interpretivism assumes that the researcher and reality are 
inseparable (Weber 2004) and interpretivists tend to understand and interpret from their 
own frame of reference (Fitzgerald & Howcroft 1998). According to Weber (2004), 
interpretivists tend to use case studies, ethnographic studies, phenomenographic studies, 
and enthnomethodological studies as their preferred research methods, and normally use 
hermeneutics and phenomenology to decipher indirect meanings and reflect on hidden 
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ones. In this paradigm, the researcher is allowed to interact directly with the subjects in 
order for the individual to interpret the meaning that the subject has about a phenomenon.  
Table 19 summarises each research paradigm. 
 
Table 19: Research paradigms 
Characteristic Positivism Interpretivism 
Purpose The researcher predicts and 
explains possible determinants 
of e-payment adoption. 
The researcher interviews the stakeholders or 
provides open-ended questions, and 
recognises the value and depth of individual 
content. 
Beliefs One truth exists. 
Must be objective. 
Many truths and realities. 
Different people have different perceptions, 
needs, and experiences. 
Study data is based 
on 
Measurable outcomes from 
questionnaire data. 
Descriptive, explanatory, and contextual words 
of interview data or open-ended responses. 
Study sample Clear and precise inclusion and 
exclusion of data. 
Representatives who are able to provide 
expertise from different point of view. 
Research methods Quantitative. Qualitative. 
  
Quantitative and qualitative approaches are not dichotomies; instead, they 
represent different ends of a continuum (Newman & Benz 1998). Data categorised as 
quantitative are generally gathered through structured questions in questionnaires. 
Qualitative data are derived from broad answers to specific questions in interviews, 
responses to open-ended questions in a questionnaire, through observations, or from 
already available information gathered from various sources (Sekaran 2003). 
Quantitative research is about testing objective theories by examining the 
relationship among variables (Creswell 2009). Accordingly, these variables can be 
measured, typically using instruments, so that numbered data can be analysed using 
statistical procedures. More recently, quantitative strategy has also included elaborated 
structural equation modelling (SEM) that incorporate causal paths and the identification of 
the collective strength of multiple variables (Creswell 2009). SEM’s popularity has grown 
out of the need to test complete theories and concepts (Rigdon 1998).  
According to Creswell (2009), qualitative research is a means of exploring and 
understanding the meaning that individuals or groups ascribe to a social or human 
problems. Accordingly, qualitative research involves merging questions and procedures, 
where data are typically collected in the participant’s setting. Then, data analysis 
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inductively builds from particulars to general themes, and, finally, the researcher interprets 
the data.  
Quantitative and qualitative research methodologies differ in the philosophies that 
underpin their mode of enquiry and, to some extent, in their methods, models, and 
procedures (Kumar 2005). Table 20 summarises the differences between quantitative and 
qualitative research methods. 
 
Table 20: Differences between quantitative and qualitative research methods (Kumar 
2005) 
Difference with 
respect to: 
Quantitative research Qualitative research 
Underpinning 
philosophy 
Rationalism: ‘Human beings achieve 
knowledge because of their capacity to 
reason’. 
Empiricism: ‘The only knowledge that 
human beings acquire is from 
sensory experiences’. 
Approach to 
inquiry 
Structured/ rigid/ predetermined 
methodology. 
Unstructured/ flexible/ open 
methodology. 
Main purpose of 
investigation 
To quantify extent of variation in a 
phenomenon, situation, issue, etc. 
To describe variation in a 
phenomenon, situation, issue, etc. 
Measurement of 
variables 
Emphasis on some form of either 
measurement or classification of variables. 
Emphasis on description of variables. 
Sample size  Emphasis on greater sample size. Fewer cases. 
Focus of inquiry Narrows focus in terms of extent of inquiry, 
but assembles required information from a 
greater number of respondents. 
Covers multiple issues but 
assembles required information from 
fewer respondents. 
Dominant 
research value 
Reliability and objectivity (value free). Authenticity but does not claim to be 
value free. 
Dominant 
research topic 
Explains prevalence, incidence, extent, 
nature of issues, opinions and attitude; 
discovers regularities and formulates 
theories. 
Explores experiences, meanings, 
perceptions, and feelings. 
Analysis of data Subjects variables to frequency distributions, 
cross-tabulations, or other statistical 
procedures. 
Subjects responses, narratives, or 
observation data to identify themes 
Communication 
of findings 
Organisation more analytical in nature, 
drawing inferences and conclusions, and 
testing magnitude and strength of a 
relationship. 
Organisation more descriptive and 
narrative in nature. 
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For this study, I used mixed-methods approach that combines quantitative and 
qualitative research methods in a similar research context. Such work can assist to 
cultivate rich insights into various phenomena of interests that cannot be fully understood 
using only a quantitative or a quantitative method (Venkatesh et al. 2013). The blending of 
both quantitative/positivist and qualitative/interpretivism paradigms provides the ability to 
statistically analyse the scientific data while also recognising the complexity of determining 
factors that influence e-payment adoption by businesses and consumers in Malaysia.  
The mixed-methods approach addresses the constraints imposed in using only one 
approach to gather data. This method improves internal, construct, and external validities 
by combining separate data-collection methods in one study. Thus, it counters the trade-
offs of validity issues inherent in individual research method (Webb et al. 1966; Erzberger 
& Prein 1997; Scandura & Williams 2000; Geurts & Roosendaal 2001; Bryman 2014). 
In Sections 4.2 to 4.6, I elaborate on and describe in detail how I implemented each 
paradigm and methodological approach in this study. 
 
 
4.2 Research process 
I employed a common research process (see Figure 13) that has seven main stages as 
Frankfort-Nachmias and Nachmias (1992) describe. 
 
 
Figure 13: The main stages of the research process (Frankfort-Nachmias & Nachmias 
1992) 
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To begin with, I conducted a literature review in which I developed the problem 
statements, research objectives, and research questions by identifying gaps and issues in 
the literature. Secondly, I identified relevant theories from the literature that acted as the 
basis for developing the theoretical framework and hypotheses for this research. Among 
the core theories I identified for this study were: (1) the perceived e-readiness model 
(PERM) by Molla and Licker (2005b), (2) the technology acceptance model (TAM) by 
Davis (1989), and (3) the technology readiness index (TRI) by Parasuraman (2000).  
At the third stage, I determined a suitable research design for the study. I adopted a 
mixed-methods approach, which melds both quantitative and qualitative research 
strategies. Fourth, for the quantitative strategy in the measurement phase, I used two 
different sets of questionnaires as the research instruments to determine e-payment 
adoption for the two main stakeholders: businesses and consumers. Along with close-
ended Likert scale questions, the questionnaires used open-ended questions about e-
payment adoption by both businesses and consumers. Before I finalised the 
questionnaires, I sought several experts to review and validate the questionnaires’ content. 
Meanwhile, for the service providers, I used semi-structured interviews to gather data from 
them. 
At the fifth and sixth stages, I distributed the questionnaires to various businesses 
and consumers in Malaysia, and set interview sessions with identified service providers. 
Subsequently, I analysed the gathered quantitative data. I conducted test for outliers and 
obtained an overall view of the respondents. I used SEM analysis to perform a multifactor 
analysis. I performed a mediation data analysis to clearly specify the relationships between 
the variables. I also conducted a moderating data analysis using a few selected business 
characteristics (for business data) and consumer demographic factors (for consumer 
data).  
To support the quantitative approach, I adopted a qualitative strategy. I analysed 
the data collected through open-ended questions designed for both businesses and 
consumers and the comments received during interview sessions with service providers. I 
also used the data to understand the challenges and concerns raised by the service 
providers in providing reliable and efficient e-payment services.  
Finally, at the seventh stage, I generalised the findings by combining all the analysis 
results, drew comprehensive conclusions, and made some recommendations to the 
parties concerned. 
In this study, three main stakeholders were involved in explaining the determinants 
of e-payment adoption in Malaysia (see Figure 14). Figure 14 shows the main 
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stakeholders involved in the study. The triangulation demonstrates the inter-linkages 
between the stakeholders which contribute to the research findings.  
 
Figure 14: Main stakeholders involved in this study 
 
Figure 14 is further expanded into Figure 15 that shows the details of the research 
models, research methodology, research instrument, and sample size for the studies of 
each stakeholder. For businesses and consumers, I adopted both quantitative and 
qualitative strategies; I obtained 166 and 687 usable responses for these two 
stakeholders, respectively. The questionnaires included both close-ended Likert scale 
questions and open-ended questions. I adopted the partial least square structural equation 
modelling (PLS-SEM) analysis using SmartPLS 2.0 for the quantitative data to validate the 
hypotheses and test for moderation and mediation. Meanwhile, I analysed qualitative data 
manually, and by using Leximancer text analytic software. For the technology service 
providers, I adopted the qualitative strategy by interviewing seven senior management 
officers of different companies.  
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Figure 15: Research model, research methodology, and sample size for each stakeholder 
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4.3 Development of research instrument 
 
Businesses 
Many studies have examined the factors influencing the adoption of information 
technology (IT)-related innovation products that use primary sources (e.g. Damaskopoulos 
& Evgeniou 2003; Molla & Licker 2005b; Zhu et al. 2006; He et al. 2008; Lin & Lin 2008) 
and also secondary sources (e.g. Oxley & Yeung 2001; Humphrey 2004; Gregorio et al. 
2005; Rysman 2007; Hanafizadeh et al. 2009). Studies that use secondary types of data, 
(e.g., information and communication technology (ICT) infrastructure, institutional 
environment, physical infrastructure, rules of law, and so on) always focus on the 
technology or e-readiness specifically at the national level, while studies that use primary 
sources focus on the perception of either consumers or businesses in their technology 
readiness. In addition, many studies examine technology acceptance by consumers by 
using primary sources (e.g. Borzekowski et al. 2008; Tan & Chen 2008; Bolt et al. 2010; 
Ching & Hayashi 2010; Kim et al. 2010). 
Hence, to achieve the study objectives, I used primary data to measure 
organisations’ perceptions about the factors that affect e-payment adoption. Managers’ 
perceptions about their organisation, innovation, and environment is critical in adopting 
new technology (e.g. Damaskopoulos & Evgeniou 2003; Molla & Licker 2005b; Zhu et al. 
2006; Tan et al. 2007; Lin & Lin 2008), including e-payment. 
I prepared the initial instrument in three phases. In the first phase, I designed a 
questionnaire to explain managers’ perceptions on the ten factors that I expected to affect 
e-payment adoption by businesses. I generated an initial pool of 88 questionnaire items for 
both internal and external variables. I adopted the questions from relevant studies on 
innovation, technology readiness, and e-readiness (e.g. Grandon & Pearson 2004; Molla & 
Licker 2005b; Fathian et al. 2008; Zakaria et al. 2010) and modified them accordingly to fit 
the objectives of this study. To ensure that the questions were reliable and relevant, I 
sought comments from experts in the field. Based on their comments, I refined the 
questionnaire items and divided them into two sets: survey 1 consisted of 46 quantitative 
questionnaire items using a 5-point Likert scale close-ended response format, and survey 
2 consisted of 22 qualitative questionnaire items using an open-ended response format.  
In the second phase, to further test the questions’ reliability, I sought comments 
from e-payment practitioners. These identified experts were the representatives of a 
commercial bank in Malaysia, a consultancy firm in Malaysia, the Central Bank of 
Malaysia, and the Malaysian Electronic Clearing Corporation Sdn. Bhd. (MyClear).  
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In the third phase, I translated the questionnaire into Bahasa Melayu, the national 
language of Malaysia. I validated the translation from an experienced language lecturer 
that was fluent in both English and Bahasa Melayu. 
Appendices 1 and 2 present the initial questionnaires with the respective references 
and the compiled comments from the e-payment experts review exercise. Appendix 3 
shows the final questionnaire. 
 
 
Consumers 
Many empirical studies on consumers’ technology acceptance use primary sources to 
successfully validate their developed models (e.g., Yi et al. 2003; Liljander et al. 2006; Lin 
et al. 2007; Walczuch et al. 2007). Hence, to achieve my study’s objectives, I used primary 
data to measure individual consumers’ intention to adopt e-payment. 
Similar to the questionnaires for businesses, I designed two sets of questionnaires 
(survey 1 and survey 2) to demonstrate the effect of individuals’ personality traits or their 
technology readiness factors on their perception of e-payments and, eventually, their 
behavioural intention to use e-payment in their daily retail and financial transactions. I 
adopted the questions from several relevant studies on individuals’ technology readiness 
and technology acceptance and modified them accordingly (i.e., Davis 1989; Parasuraman 
2000; Yi et al. 2003; Liljander et al. 2006; Lin et al. 2007; Lin & Hsieh 2007; Walczuch et 
al. 2007; Lam et al. 2008). 
Consumer survey 1 was a quantitative survey that used a 5-point Likert scale close-
ended response format. The survey employed 34-item TRI scales that Parasuraman 
(2000) mentions to measure four sub-dimensions of technology readiness: seven items for 
innovativeness, ten items for optimism, nine items for discomfort, and eight items for 
insecurity. The questionnaire also employed eight items of TAM scales by Davis (1989): 
four items each for perceived usefulness and perceived ease of use. I designed one new 
item concerning e-payment adoption specifically for this study. Meanwhile, consumer 
survey 2 was a qualitative survey with open-ended questions. It comprised four items for 
TRI scales: an item for each TRI dimension, and four items for TAM scales: two items for 
each factor, including three items modified from Walczuch et al.’s (2007) findings. I 
included three new items pertaining to e-payment adoption in the questionnaires. 
This initial research instrument was prepared to undergo reliability and expert 
review assessments because most of the questionnaire items had been fully tested by 
previous studies. These processes were critically important, especially for the qualitative 
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questionnaire items. To ensure that the questions were reliable and relevant, I first sought 
comments from experts in the fields of technology, e-payment, and consumers’ 
perceptions and behaviour. I then refined the questionnaire items. The reliability of the 
questionnaire items were tested again via comments sought from practitioners in e-
payment: these practitioners were from a commercial bank in Malaysia, a consultancy firm 
in Malaysia, the Central Bank of Malaysia, and the MyClear. Lastly, the questionnaire was 
translated into Bahasa Melayu, the national language of Malaysia. I validated the 
translation with an experienced language lecturer who is fluent in both English and Bahasa 
Melayu. 
Appendices 12 and 13 show the initial questionnaires with the respective references 
and the compiled comments from the e-payment experts review exercise. Appendix 14 
shows the final questionnaire. 
 
 
4.4 Data-collection method 
 
Businesses 
For this study, I targeted 100 businesses from various retail sectors in Malaysia. I 
performed a priori statistical power analysis for a sample size estimation based on other 
survey-based studies in the technology, information services, and e-commerce domains 
(e.g. Pinsonneault & Kraemer 1993; Han & Noh 1999; Thong 1999; Daniel & Grimshaw 
2002; Teo & Ranganathan 2004; Molla & Licker 2005b; Saleh & Burgess 2009; Chang & 
Shaw 2010; Harris et al. 2011; AsiaFoundation 2012). The effect size in this study was 
0.35, which is considered large using Cohen’s (1988) criteria. With an alpha, α=0.05 and 
power=0.95, the projected sample size required with this effect size using G*Power 3.117 
software is approximately n=80. Therefore, the proposed sample size of n=100 was more 
than adequate for the main objective of this study, which allowed for expected attrition and 
met the study’s additional objectives of controlling for possible mediating and moderating 
factors and subgroup analysis. 
I obtained the list and contact details of these business organisations directly from 
the Officers in-charge for Malaysian Franchise Association (MFA), Malaysian Retailer-
Chains Association (MRCA), Majlis Amanah Rakyat (MARA), and individual businesses’ 
websites. These businesses are members of MFA and MRCA, and businesses that 
                                            
17
 A standalone power analysis programme for many statistical tests commonly used in the social, 
behavioural, and biomedicine sciences (Faul et al. 2007; Faul et al. 2009). 
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obtained financing facility from and participate in training with MARA. The respondents I 
selected from the top or senior management of each business organisation were chief 
executive officers, managing directors, directors, senior managers, managers, or similar. 
Kumar (2005) is among the well-known reference books for Research Method and he 
states, it is wise to use questionnaires when respondents are scattered over a wide 
geographical area.  
I employed a convenience sampling method for the following data-collection 
approaches for businesses: 
i. Hardcopy questionnaire distributed by hand for on-spot (or immediate) and 
delayed responses (whereby the questionnaires were returned through mail 
or fax sometime after the questionnaires were distributed). For on-spot 
responses, I engaged with the respondents face-to-face and personally 
administered the questionnaires to the respondents. Meanwhile, for the 
delayed responses, I gave respondents the option to respond either by mail 
using an enclosed self-addressed paid envelope or by fax using the given fax 
cover page. 
ii. Hardcopy questionnaire distributed via postage mail to the identified senior 
management officer. Respondents could opt to respond either by mail or fax. 
iii. Online questionnaire using GoogleDocs, which I distributed via a link in an 
email to the identified senior management officer. 
 
 
Consumers 
For this study, I targeted 500 Malaysian consumers from various demographics. I 
performed a priori statistical power analysis to estimate an acceptable sample size based 
on data from other studies on technology adoption by consumers (e.g., Yi et al. (2003); 
Walczuch et al. (2007); Lin and Hsieh (2007); Lin and Chang (2011). The effect size was 
0.15, which is considered to be medium using Cohen’s (1988) criteria. With an alpha, 
α=0.05 and power=0.95, the projected sample size required with this effect size was 
approximately n=138. Therefore, the proposed sample size of n=500 was more than 
adequate for the main objective of this study, as it allowed for expected attrition and met 
the study’s additional objectives of controlling for possible mediating and moderating 
factors and subgroup analysis. 
I employed a convenience sampling method for the following data-collection 
approaches for consumers:  
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i. Hardcopy questionnaire distributed by hand for on-spot (or immediate) and 
delayed responses (whereby the questionnaires were returned through mail 
or fax sometime after the questionnaires were distributed). For on-spot 
responses, I personally administered the questionnaires to the respondents. 
Meanwhile, for the delayed responses, I gave respondents the option to 
either respond by mail using an enclosed self-addressed paid envelope or by 
fax using the fax cover page. 
ii. Online questionnaire using GoogleDocs, which I distributed via a link in an 
email and via social network pages (i.e., Facebook and Twitter) for wider 
coverage. The post in social network pages contained a clause that 
mentioned the survey was only intended for Malaysians who were currently 
residing in Malaysia. 
 
 
Service providers 
For this study, I targeted at least five service providers whose representatives were at the 
director’s level or equivalent and responsible for setting the strategic direction of the 
company. There is no official list of technology service providers available in Malaysia. 
However, I have been dealing with them while working in Bank Negara Malaysia since 
2001, I have listed about 25 companies that provide services related to e-payment. Out of 
these 25 companies, I have successfully contacted 37 senior management officers from 
20 technology service provider companies via email or telephone calls and I invited them 
to participate in the study.  
 
 
4.5 Ethical consideration 
I submitted an ethical research application on the research instruments for both the 
businesses and consumers e-payment adoption studies. I received approval on 12 
September 2011. 
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4.6 Data analysis approaches and statistical tools 
 
Overview of data analysis  
Figure 16 overviews the data analysis processes I used in this study. 
 
 
Figure 16: Overview of data analysis processes 
 
At the first stage, I conducted primary data analysis on both the quantitative and 
qualitative data for all stakeholders. This part involved five separate analyses on five sets 
of data. First, I analysed the quantitative data for businesses and consumers using PLS-
SEM. Figure 17 shows the overall data analysis processes I performed under PLS-SEM. 
Then, I analysed the qualitative data for businesses, consumers, and service providers. I 
used Leximancer, text analytic software to analyse consumers’ qualitative data. 
Meanwhile, for businesses’ and service providers’ qualitative data, I analysed them 
manually. Chapter 5 discusses the primary analysis results.  
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Figure 17: Data analysis processes in PLS-SEM 
 
For the second stage, I performed extended data analysis on the quantitative data 
for businesses and consumers. This part involved five separate analyses on two sets of 
data. First, I modified the business model to better specify the relationship between the 
variables. Then, I conducted mediation data analysis on both businesses’ and consumers’ 
quantitative data. With this step, I aimed to further understand the direct and indirect 
effects of relationships between the variables. Finally, I performed moderation data 
analyses for both businesses’ and consumers’ quantitative data. With this moderation 
analysis process, I intended to gauge the effect of the businesses’ characteristics and 
consumers’ demographic factors on the relationships between variables. The findings of 
the extended data analyses provide support to the primary findings and additional 
information that enrich the study’s conclusion. Chapter 6 discusses the extended analysis 
results. 
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Quantitative data analysis 
To explain business and consumer e-payment adoption, I used the SEM technique to 
analyse the collected data. Regression-based approaches, which are also known as the 
first-generation techniques18, analyse data based on one layer of linkages between 
independent and dependant variables at one particular time. Meanwhile, SEM, as a 
second-generation technique, allows a researcher to simultaneously model relationships 
between multiple independent and dependent variables (Gefen et al. 2000).  
According to MacLean and Gray (1998), SEM is a technique that effectively 
subsumed a whole range of standard multivariate analysis methods, including regression, 
factor analysis, and analysis of variance. SEM allows separate relationships for each set of 
dependent variables. According to Ghauri and Gronhaug (2005), SEM provides the most 
appropriate and efficient estimation technique for simultaneous estimation of a series of 
multiple regression equations. SEM is characterised by two basic components: 
measurement and structural models.  
Nowadays, SEM has become a popular and important way of analysing data 
(Ghauri & Gronhaug 2005). In general, there are two techniques to estimate SEM’s 
parameters (Haenlein & Kaplan 2004): covariance based and variance based (or 
component based). 
Covariance-based structural equation modelling (CB-SEM), developed by Jöreskog 
in the early 1970s (Joreskog & Wold 1982), is the most widely known. Many software 
packages such as AMOS (Analysis of Moment Structures), LISREL (Linear Structural 
Relations), EQS (Equations), SEPATH, and ROMANA are available to run the SEM 
technique (Chin 1998b). This analysis technique uses a maximum likelihood function that 
attempts to minimise the differences between the sample covariance and those implied by 
the theoretical model. Hence, it aims to achieve the best goodness-of-fit to the model 
proposed in a study. However, goodness-of-fit does not necessarily infer that the model is 
any good if it is not supported by a sound theoretical background. 
Another technique for applying SEM in data analysis is the variance-based 
technique, widely known as PLS-SEM. Chin and Newsted (1999) summarise the 
differences between CB-SEM and PLS-SEM. Unlike the CB-SEM, this method works more 
towards achieving a proposed model’s predictive ability rather than obtaining the 
goodness-of-fit. It estimates the variance in the endogenous variables and its reflective 
                                            
18 
The first-generation techniques includes (i) regression-based approaches (e.g., multiple regression 
analysis, discriminant analysis, logistic regression, and analysis of variance), and (ii) factor or cluster 
analysis (Haenlein & Kaplan 2004). 
97 
 
observed variables (Chin 1998b). PLS-SEM aims to minimise the variances of the 
dependent variables, observed variables, and latent variables (Chin & Newsted 1999). 
PLS-SEM is particularly suitable in a situation where variables are measured by a very 
large number of indicators and where the maximum likelihood of the CB-SEM technique 
tools have reached their limit (Haenlein & Kaplan 2004). Maximum likelihood is the most 
frequently used iterative procedure to minimise a discrepancy between a model and 
sample covariance matrices. 
PLS-SEM enjoys steady popularity as a key multivariate analysis methods in many 
research areas, especially in management information systems (MIS) (Ringle et al. 2012), 
marketing (Hair et al. 2012b), and strategic management (Hair et al. 2012a). Indeed, Hair 
et al. (2012a) notes that 37 studies in the area of strategic management were published in 
eight leading management journals19 from 1981 through 2010 that used PLS-SEM for data 
analysis. Those studies include Cool et al. (1989), Fornell et al. (1990), Staples et al. 
(1999), Robins et al. (2002), Gray and Meister (2004), and Jarvenpaa and Majchrzak 
(2008). Furthermore, many studies that examine technology acceptance and technology 
readiness for both business and consumer perspectives used SEM to analyse their 
empirical data (e.g., Lin et al. 2007; Walczuch et al. 2007; Lin & Lin 2008; Lin & Chang 
2011). In particular, Walczuch et al. (2007) use PLS-SEM to explain both the 
measurement and structural models in their analysis to measure the relation between TRIs 
personality trait dimensions and the TAM’s cognitive dimensions of the use of technology 
by a multi-site financial service provider. 
PLS-SEM’s statistical power is always larger than or equal to CB-SEM’s (Reinartz 
et al. 2009). Moreover, PLS-SEM has several advantages over other CB-SEM analysis 
tools. For example, PLS-SEM: 
i. Does not assume about populations or scales of measurement for non-
normal data (Fornell & Bookstein 1982; Hair et al. 2012a).  
ii. Works better with small sample size (Henseler et al. 2009; Reinartz et al. 
2009; Hair et al. 2011; Hair et al. 2012a). 
iii. Focuses on prediction, and explains the variance of key target variables by 
different explanatory variables (Fornell & Bookstein 1982; Haenlein & Kaplan 
2004; Reinartz et al. 2009; Hair et al. 2012a) 
 
                                            
19
 The Academy of Management Journal, Administrative Science Quarterly, Journal of Management, Journal 
of Management Studies, Management Science, Organisation Science, Strategic Management Journal, and 
Long Range Planning (Hair et al. 2012a). 
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With regard to (ii) above, a good rule of thumb for a sample size in SEM is 15 cases 
per predictor in a standard ordinary least squares multiple regression analysis. Since SEM 
is closely related to multiple regressions in some respects, 15 cases per measured 
variable in SEM is reasonable (Stevens 2009). Bentler and Chou (1987) state that 
researchers may go as low as five cases per parameter estimate (not per measured 
variable) in SEM analyses, but only if the data are perfectly well behaved: that is, normally 
distributed, with no missing data or outlying cases. Meanwhile according to Reinartz et al. 
(2009), 100 observations could be sufficient for PLS-SEM to achieve acceptable levels of 
statistical power given a certain quality of the measurement model. 
Scale development usually draws on reflective measurement models where the 
observed indicators are assumed to be caused by the latent variables (Churchill 1979). 
This means value changes in the latent variables result in changing values of all reflective 
indicators. Hence, high correlations between the indicators are expected (Fornell & 
Bookstein 1982). Reflective scales are interchangeable, where leaving out one specific 
indicator of a reflective scale won’t result in alternations in its sense of content (Nunnally & 
Bernstein 1994). Meanwhile, for formative measurement model, the opposite direction is 
assumed where the indicators cause the latent variable (Diamantopoulos & Winklhofer 
2001). High correlations between formative indicators might occur, but are not generally 
expected. Any elimination of relevant formative indicators will result in reductions of scale 
validity (Christophersen & Konradt 2008). 
I initially used the CB-SEM technique via AMOS software to analyse the collected 
data and to test the hypotheses associated with the research questions. However, I found 
that the collected data was not normally distributed, violating the maximum likelihood 
assumption in the AMOS technique. As I described in details in Chapter 5, for the 
consumer data, the analysis showed that, although the univariate data was normal, the 
multivariate data was non-normally distributed with the Kurtosis index (KI) of 348 points. 
Kline (2011) states that a KI greater than eight suggests a problem. I found similar results 
when analysing the business data. We can similarly summarise that most variables in the 
business model also deviated significantly from normality, thereby limiting the validity of 
maximum likelihood estimation assumption. One possible reason is that most of the 
respondents tended to agree with the statements rather than disagree. In other words, the 
respondents often responded either on the Likert scale with 3 (neutral), 4 (agree) or 5 
(strongly agree), positively skewing the data distribution. 
Therefore, I concluded that the CB-SEM technique using AMOS software was not 
suitable to analyse the collected consumer and business data due to the violation of the 
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maximum likelihood assumption in the AMOS. This is one of the reasons why non-
parametric approach is adopted in this study. In any case, for the above reasons, I applied 
the PLS-SEM technique to analyse the collected data. Table 21 shows my complete 
reasoning for choosing PLS-SEM. 
Like CB-SEM, PLS-SEM is a latent variable modelling technique that incorporates 
multiple dependent constructs and explicitly recognises measurement error (Karim 2009). 
Chin (1998b) highlights that PLS-SEM can be applied for theory confirmation or theory 
development. In the latter case, PLS-SEM is used to develop propositions by exploring the 
relationships between variables. According to Chin and Newsted (1999), when the 
phenomenon under research is relatively new or changing, or when the theoretical model 
or measures are not well formed, the PLS-SEM approach is often regarded as more 
suitable.  
As a theory-development technique, PLS-SEM can be an appropriate alternative to 
CB-SEM in the situations highlighted in Table 21 (Chin 1998a; Chin & Newsted 1999; 
Urbach & Ahlemann 2010). The table also explains how does each situation applied to the 
study and the reasons why I adopted PLS-SEM. 
 
Table 21: Situations most suitable for PLS-SEM and the reasons I used PLS-SEM in this 
study 
No. Situation Application to this study and its importance 
1 The phenomenon to be 
investigated is relatively new 
and measurement models 
need to be developed. 
This study focuses on the antecedents of e-payment adoption, a 
hardly studied area, especially for developing countries such as 
Malaysia. As such, I newly developed and modified research models. 
2 The structural equation 
model is complex with a 
large number of latent 
variables and indicators.  
The structural equation models adopted in this study are considered 
complex, with large numbers of variables. For the business model, 
there were 11 latent variables and 50 indicators. Meanwhile, for the 
consumer model that integrates both the TAM and the TRI into one 
integrated model, there were 7 latent variables and 29 indicators 
altogether. 
3 Relationships between the 
indicators and latent 
variables in the 
measurement models can be 
formative and/or reflective. 
All relationships in the measurement models in this study were 
reflective. 
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4 The conditions relating to 
sample size, independence, 
or normal distribution are not 
met.  
The sample sizes for the business and consumer respondents were 
acceptable with 166 and 687 usable data, respectively. However, I 
found both dataset to be not normally distributed. I deemed PLS-SEM 
as the most suitable modelling technique for this study because it 
does not assume data normality and demands a smaller sample size 
compared to other methods. 
5 Prediction is more important 
than parameter estimation.  
PLS-SEM is better suited for this study because the research 
objective focuses on prediction and theory development. The focus of 
this study is to maximise the amount of covariance between latent 
variables in order to increase the model interpretation.  
 
I used SmartPLS software version 2.0 (Ringle et al. 2005) in this study. SmartPLS is 
a software application for (graphical) path modelling with latent variables, also known as 
latent variables path (LVP) analysis. I used the PLS-SEM technique for the LVP analysis in 
this software. This software adopted the PLS-SEM technique to develop measurement 
and structural models for businesses and consumers data, and performed hypotheses 
testing to achieve the study’s objectives. 
In this study, the underlying theories in relation to technology (namely, PERM, the 
TAM, and the TRI) played important roles in the data analysis. The research frameworks 
(see Figure 11, Figure 12, and Figure 24) highlighted the determinants of e-payment 
adoption by businesses and consumers in Malaysia. Latent variables were immeasurable 
and not directly observed, but were rather inferred (through a statistical model) from other 
variables that were observed and directly measured. Observed variables have numeric 
responses to a rating scale on a questionnaire that measured the different level of e-
payment adoption by businesses and consumers. I also undertook mediation analysis to 
understand in detail the relationships between the variables, and cross-validated the 
models to assess the moderating effect of business characteristics and consumers’ 
demographic factors. 
 
 
Qualitative data analysis 
I undertook qualitative surveys to a better understand the determinants of e-payment 
adoption. I also used them to validate, support, and enrich the findings from the 
quantitative analysis. I gathered the qualitative data through open-ended questions 
embedded in the questionnaires for businesses and consumers. I also conducted a few 
interview sessions with technology service providers. 
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I analysed 682 responses received from consumer respondents using Leximancer, 
text analytic software that can be used to analyse large volumes of qualitative textual 
documents and display the results visually in a bird’s eye view. Leximancer can used to 
determine the main topics in a text, highlight relations of topics, and indicate which source, 
individuals, or groups that contain particular topics. Specifically, Leximancer uses word 
occurrence and co-occurrence counts to extract thematic and conceptual content directly 
from an input text. This automated process generates a tailored taxonomy that can be 
displayed graphically via an interactive concept map, or as tables indicating key concepts 
and conceptual relationships. One advantage of Leximancer is that it generates a concept 
list that is statistically reliable and reproducible. Therefore, subtle or unusual relationships 
are more likely to emerge (Angus et al. 2013). Leximancer also does not require the use of 
stop words (importance for the interpretation of results) and automatically creates 
disambiguating rules and a synonym list to further validate the findings (Koenig 2005). 
I performed some alterations to Leximancer’s settings so it would effectively analyse 
the data. In generating the thesaurus for concept seeds, some words emerged to create 
more-meaningful concept seeds. These words included: payment + system, credit + card, 
settlement + system, payment + card, and so on. With a similar objective, I also removed 
some words in the thesaurus for concept seeds, such as absolutely, certainly, look, 
having, guess, sure, probably, and so on. Following these alterations, the software then 
analysed the data and generated concept maps.  
On the other hand, I analysed comments received from business respondents 
manually due to some limitations on the comments received (i.e., being short, direct, and 
without detail). Consequently, Leximancer was unable to precisely map the main themes 
and concepts seeds for each topic with these comments. Also, given that the number of 
comments was small and manageable (i.e., 44 responses), analysing the data manually 
was the best option.  
In contrast, comments received from technology service providers during the 
interview sessions were rich and full of information. Still, because the number of 
respondents was minimal (i.e., 7 responses) and each topic was separately discussed and 
elaborated in length, it was more effective to sort, code, and interlink the themes and 
topics manually. 
The interviewed technology service providers consisted of merchant acquirers, 
terminal providers, and other e-payment infrastructure suppliers. The objectives of the 
interview sessions were: 
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i. To gauge the challenges and issues encountered by technology service 
providers in offering a reliable and efficient e-payment infrastructure to the 
businesses and consumers, and 
ii. To identify the benefits and drawbacks of adopting e-payment to businesses 
and consumers from the perspective of technology service providers. 
Appendix 19 lists the questions used for the semi-structured interview. 
I began the manual data analysis process by organising and preparing the raw data 
files. To draw out the data’s meaning, I conducted a directed content analysis. First, I 
coded high-level categories, then condensed and abstracted the data into key meanings. I 
cautiously sorted the key themes and topics prior to analysing the data.  
 
 
Mediation data analysis 
Mediation is typically the standard for testing theories regarding process (e.g., Judd & 
Kenny 1981; James & Brett 1984; Baron & Kenny 1986; MacKinnon et al. 2002; Preacher 
& Hayes 2004; Muller et al. 2005; Preacher et al. 2007; MacKinnon 2008; Rucker et al. 
2011). Mediation analysis is required to identify and explain the mechanism or process 
that underlies an observed relationship between an independent variable and a dependent 
variable via an inclusion of a third explanatory variable, known as mediator variable. 
Rather than hypothesising a direct causal relationship between independent variable and 
dependent variable, a mediation model hypothesises that independent variable influences 
mediator variable, which in turn influences dependent variable. Therefore, a mediator 
variable serves to clarify the nature of the relationship between independent and 
dependent variables. In other words, mediating relationships occur when a third variable 
plays an important role in governing the relationship between the other two variables (Hair 
et al. 2014). 
Prerequisite for mediation analysis is to have a significant association between 
independent and dependent variables in the absence of the mediator (Baron & Kenny 
1986; Shadish & Sweeney 1991). Another necessary component of mediation analysis is a 
statistically and practically significant indirect effect (Preacher & Hayes 2004).  
SEM is highly considered for assessing mediation because it offers a reasonable 
way to control for measurement error as well as some interesting alternative ways to 
explore the mediation effect (Judd & Kenny 1981; Baron & Kenny 1986; Preacher & Hayes 
2004). Bootstrapping, a non-parametric resampling procedure has been recognised as 
one of the more rigorous and powerful methods for testing the mediating effects (Shrout & 
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Bolger 2002; Hayes 2009; Zhao et al. 2010). The application of bootstrapping for 
mediation analysis has recently advocated by Hair et al. (2014, p. 223) whom noted that 
‘when testing mediating effects, researchers should rather follow Preacher and Hayes 
(2004, 2008) and bootstrap the sampling distribution of the indirect effect, which works for 
simple and multiple mediator models’. 
The bootstrapping method is a non-parametric test, thus does not violate 
assumption of normality. Bootstrapping involves repeated random sampling observations 
with replacement from the data to compute the desired statistics in each resample. 
Bootstrap resamples provide an approximation of the sampling distribution of the statistic 
of interest. This method provides point estimates and confidence intervals by which one 
can assess the significance or non-significance of a mediation effect. Point estimates 
reveal the mean over the number of bootstrapped samples and if zero does not fall 
between the resulting confidence intervals of the bootstrapping method, one can 
confidently conclude that there is a significant mediation effect to report (Preacher & 
Hayes 2008).  
This study performed mediation analysis by bootstrapping the indirect effects of the 
observed relationships using SmartPLS 2.0. Figure 18 presents the mediator analysis 
procedure in PLS-SEM as suggested by Hair et al. (2014). 
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Figure 18: Mediator analysis procedure in PLS-SEM (Hair et al. 2014) 
 
 
Moderation data analysis 
According to Jaccard and Turrisi (2003), there are basically six different types of 
relationships that can occur in causal models: (1) direct effect, (2) indirect effect, (3) 
spurious effect, (4) bidirectional effect, (5) unanalysed effect, and (6) moderating effect 
(also known as interaction effect). PLS path modelling can detect and examine for direct, 
indirect, and moderating effects.  
Apart from direct and indirect effects, researchers are more often interested to 
investigate the moderating effects induced by variables whose variation influences the 
strength or the direction of a relationship between independent (exogenous) and 
dependent (endogenous) variables (Baron & Kenny 1986; Henseler & Fassott 2010). In 
many SEM-related studies, moderating effects are not taken into account, although, in the 
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literature, the importance of moderators for understanding of complex relationships is 
emphasized repeatedly (Homburg & Giering 2001; Chin et al. 2003). Investigation using 
PLS path modelling needs appropriate means to test the models for such moderating 
effects (Henseler & Fassott 2010). 
In this study, I further investigated the variables’ relationships by explaining 
comparisons for different groups of observations. This represents a special case of 
moderating effects by having the grouping variable as a categorical moderator variable 
(Henseler & Fassott 2010). According to Henseler and Fassott (2010), if either the 
independent or the moderator variable is not continuous, an alternative technique for 
identifying moderating effects in SEM is widely suggested. Researchers can apply a ‘multi-
sample’ approach if one or both of the interacting variables is discrete (or can be made so) 
with the interaction effects becoming apparent as differences in parameter estimates when 
the same model is applied to different but related sets of data (Rigdon et al. 1998). 
Moreover, when the moderator variable is categorical (e.g., sex, race, class) it can be used 
as a grouping variable without further refinement. 
Some of previous studies that use moderating variables are Homburg and Giering 
(2001), Tenenhaus et al. (2005), Chin and Dibbern (2010), Eberl (2010), Streukens et al. 
(2010), Ho and Tsai (2011) and Assaker et al. (2011). According to Henseler and Fassott 
(2010), there are two approaches in testing for moderating effect: the product-term 
approach and the group-comparison approach. However, for moderator variables that are 
categorical and for a quick overview of possible moderator effects, the group-comparison 
approach is recommended. Indeed, Eberl (2010) states that group-comparison analysis is 
useful for discrete moderator variables (e.g., gender, stakeholder group, and so on), where 
it can be interpreted as dividing the data into groups of subsamples. The same PLS path 
model can then be estimated in each of the distinct subsamples. 
 
 
Moderation on consumer data 
Individual competence factors have received some attention in previous studies (Sun & 
Zhang 2006). Several researchers have recently started to examine the potential 
moderating effects that may overcome the limitations of the relatively low explanatory 
power and the inconsistent influences of the factors across studies (Sun & Zhang 2006). I 
include moderating variables to understand the group difference because it is among a few 
studies that explain moderating effects in the integration of TRI and TAM in consumer 
perspective. Furthermore, moderating factors may account for both the limited explanatory 
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power and the inconsistencies between studies (Sun & Zhang 2006). Adams et al. (1992) 
have also called for more examination of moderating factors. Among studies that 
emphasize individual moderating factors are Agarwal and Prasad (1998), Lucas and 
Spitler (1999) and Venkatesh et al. (2003).  
 Sun and Zhang (2006) review 54 papers in the area of technology acceptance (e.g. 
Mathieson et al. 2001; Chen et al. 2002; Gefen et al. 2003; Heijden 2003) that include 
individual factors as moderating variables. These individual factors include: (1) age, (2) 
gender, (3) level of education (intellectual capabilities), and (4) usage experience. The 
individual differences are usually user factors that include demographic variables attributes 
and circumstances such as experience and training (Agarwal & Prasad 1999).  
 
 
Multi-group analysis approaches 
Research on group comparison (also known as multi-group analysis (MGA)) is a rather 
new field, where only a small number of methodologically oriented papers have discussed 
available approaches (e.g. Chin & Dibbern 2010; Rigdon et al. 2010). Sarstedt et al. 
(2011) highlights that there few references to MGA are available. Through analysing 
researchers’ discussion forums such as http://www.smartpls.de, they found a strong need 
to clarify how MGA can be carried out in a PLS path modelling framework. For this 
purpose, Sarstedt et al. (2011) illustrates the use of MGA procedures in PLS path 
modelling.  
For this study, I adopted the predominant approach to MGA using t-test brought 
forward by Keil et al. (2000) (see also Chin 2000) to compare the significance of the 
identified relationships between variables in the two subsamples. This approach involved 
estimating model parameters for each subgroup separately and using the standard errors 
obtained from bootstrapping as the input for a parametric test (Henseler 2010; Sarstedt et 
al. 2011). Figure 19 shows the formula I used. 
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Figure 19: Multi-group analysis formula (Chin 2000; Keil et al. 2000) 
 
Because parametric approach’s distributional assumption does not really fit PLS 
path modelling’s distribution-free character, some other approaches have recently been 
proposed. Chin (2003) and Henseler (2007) describe alternative distribution-free 
approaches by using a random permutation procedure (see also Chin & Dibbern 2010) 
and by comparing group-specific bootstrap estimates from each bootstrap sample (see 
also Henseler et al. 2009), respectively. However, these non-parametric approaches are 
rather new to PLS path modelling and would be a very interesting alternative for further 
research.  
Sarstedt et al. (2011) highlight that there are other limitations to the non-parametric 
approaches that Chin (2003) and Henseler (2007) suggest. Chin’s permutation-based 
approach requires group-specific sample sizes to be fairly similar, which is a central 
limitation (Chin & Dibbern 2010). Meanwhile, Henseler’s approach only allows for testing 
one-sided hypotheses. Since the bootstrap-based distribution is not necessarily 
symmetric, it cannot be used to test two-sided hypotheses. Eberl (2010) also comments 
that Chin’s permutation approach requires a huge number of simulation runs; therefore, it 
has not been used in much research to date for practical reasons. 
I did not adopt Chin’s (2003) or Henseler’s (2007) non-parametric approaches 
because both approaches have limitations and have not yet been fully researched. 
Alternatively, although recognising its constraints, I did adopt Keil et al.’s (2000) parametric 
approach because much practical research has noted its applicability (e.g. Hwang 2010; 
Arenas-Gaitan et al. 2011). Despite the differences of these approaches, empirical data 
analysis based on Homburg and Rudolph (1997) and Festge and Schwaiger (2007) 
108 
 
studies examined by Sarstedt et al. (2011) showed that, in general, the multi-group 
comparison test results among the three multi-group analysis approaches were 
corresponded very closely. In addition, Keil et al.’s (2000) parametric approach can 
generally be considered more liberal in terms of rendering a certain level of significant to 
the analysis. 
 
 
4.7 Summary 
This chapter elaborates the research paradigm, research process, and research 
instrument development for this study. It also explains the statistical tools used in this 
study and the data analysis approaches adopted. This study used SmartPLS 2.0 and 
Leximancer to analyse quantitative and qualitative data, respectively. The chapter also 
describes how I manually interpreted the qualitative data. 
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Chapter Five: Data Collection, Analysis, and Preliminary 
Findings 
 
This chapter discusses the data collection, data analysis, and preliminary findings. In 
particular, I performed assessments on the measurement models of the business and 
consumer data using construct validity, convergent validity, discriminant validity, and 
construct reliability tests. Subsequently, I assessed the structural models of the business 
and consumer data via PLS path analysis and hypotheses testing. I also explain the 
analyses I conducted on the qualitative data for business, consumer, and service 
providers. 
 
 
5.1 Quantitative data analysis for businesses 
I acknowledge in previous chapters that there is a lack of technology adoption studies on 
businesses in developing countries (Chowdhury 2003; Kartiwi 2006; Kurnia & Ali 2012). As 
such, I focused on Malaysia and targeted senior executives of businesses incorporated in 
Malaysia. Obtaining responses from the senior executives as representatives of, and 
decision makers in, their organisations is consistent with previous technology adoption 
studies (e.g., Kuan & Chau 2001; Mirchandani & Motwani 2001).  
I adapted the research instrument from previous literature and modified it based on 
the conceptual framework developed in previous chapters and in accordance to this 
study’s specific objectives.  
The questionnaire used 5-point Likert scales. I designed the questionnaire using a 
multiple-items measurement scale adapted from previous studies including King et al. 
(1994), Powell and Dent-Micallef (1997), Damaskopoulos and Evgeniou (2003), Molla and 
Licker (2005b), Fathian et al. (2008), Elahi and Hassanzadeh (2009a), and Zakaria et al. 
(2010). The questionnaire design and development followed a structured approach in 
which an expert panel was referred to refine the questions and ensure the instrument’s 
logic and validity (Sekaran 2003; Creswell 2009). 
Following ethics approval, I initiated the data collection process as described in 
Section 4.4 in Chapter 4. I carried out the process of distributing and collecting 
questionnaires over a 4-month period from February to May 2012. I used non-probability 
purposive sampling in this study, where the target sample fit the study’s specific purpose 
or description (Sekaran 2003). 
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In total, I gathered a sampling frame of 5,797 Malaysian businesses, which I 
deemed to be representative of the wider Malaysian economy in terms of industry sector, 
size, and location. This sampling frame is based on the list provided to me by Malaysian 
Franchise Association, Malaysian Retailer-Chains Association, and Majlis Amanah Rakyat.  
Representative sampling is a subset of a statistical population that accurately 
reflects the entire population. A representative sample is an unbiased indication of what 
the population is like. The distribution of characteristics among the elements of a 
representative sample is the same as the distribution of those characteristics among the 
total population. In an unrepresentative sample, some characteristics are overrepresented 
or underrepresented (Barreiro & Albandoz 2001). 
In general, I sent out 995 questionnaires and received a total of 166 usable 
responses by hand, fax, and mail. This translates to a 16.7% response rate. I stopped 
sending out the questionnaires after 995 questionnaires were distributed because at that 
time I already received 166 usable responses which exceeded my initial target of only 100 
responses. The response rate was comparable to other survey-based studies in the 
technology, information services, and e-commerce domains (e.g. Pinsonneault & Kraemer 
1993; Han & Noh 1999; Thong 1999; Daniel & Grimshaw 2002; Teo & Ranganathan 2004; 
Molla & Licker 2005b; Saleh & Burgess 2009; Chang & Shaw 2010; Harris et al. 2011; 
AsiaFoundation 2012). These studies had response rates of between 13%-22%.  
In detail, out of 995 questionnaires, I sent out 817 through hardcopy (of which 605 
were mailed and 212 were distributed by-hand) and 178 were e-mailed where an online 
survey link was also provided. In return, I received 167 responses, where 157 through 
hardcopy (of which 13 responses were returned through posted mail and 144 by-hands) 
and 10 were received through the online survey link. 
If I breakdown the response rate according to each questionnaire distribution 
method, 19% response rate was for hardcopy questionnaire (of which 68% responded by-
hand and 2% through mail) and 6% responded through the online survey link. 
Based on the above empirical data, I performed a descriptive analysis and other 
PLS-SEM analyses using SmartPLS 2.0.  
Appendices 3 to 6 include the final questionnaire for businesses, the support letter 
from the University of Queensland, the cover letter template for the hardcopy 
questionnaire, and the email template for the online questionnaire.  
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Descriptive analysis 
I describe the main features of the businesses in this study based on their characteristics 
(see Table 22). 
 
Table 22: Businesses’ characteristics 
No. Business characteristics Number Percentage 
1 Business sector Agriculture  4 2.4 
Financial services 2 1.2 
Information services 14 8.5 
Real estates 7 4.2 
Retailers and distributors 70 42.4 
Services 52 31.5 
Transportation 4 2.4 
Utilities 2 1.2 
Others 10 6.1 
2 Years since 
establishment 
< 5 years 104 63.0 
5-14 years 50 30.3 
15-25 years 6 3.6 
>25 years 5 3.0 
3 No. of 
employees 
<10 people 102 61.8 
10-49 people 49 29.7 
50-250 people 9 5.5 
>250 people 5 3.0 
4 Yearly sales 
turnover 
<RM 2 million 97 58.8 
RM 2-9 million 52 31.5 
RM 10-50 million 10 6.1 
>RM 50 million 6 3.6 
5 Job title Chief Executive Officer/ 
Managing Director 
6 3.6 
Director 10 6.1 
General Manager 9 5.5 
Manager 136 82.4 
Others 4 2.4 
6 Years of 
services with the 
company 
<5 years 126 76.4 
5-14 years 33 20.0 
15-25 years 4 2.4 
>25 years 2 1.2 
7 Years of 
services in 
current position 
<5 years 125 75.8 
5-14 years 32 19.4 
15-25 years 7 4.2 
>25 years 1 0.6 
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Based on the descriptive analysis, the typical business for this study in Malaysia 
was a retailer and distributor, established less than five years ago with less than ten 
employees, and a yearly sales turnover of less than RM2 million.  
The majority of the businesses (74%) were from two sectors: retailers and 
distributors (42%) and services (32%). One can consider most of the businesses (93%) as 
emerging businesses, with 63% being incorporated less than five years previously and 
another 30% between 5-14 years ago. I categorised almost all of the businesses (92%) 
were small and medium-sized enterprises (SMEs) because 62% of them had less than ten 
employees and another 30% had between 10-49 employees. More than half of the 
businesses had yearly sales turnover of less than RM2 million (59%), followed by another 
group of businesses with yearly sales turnover of between RM2-RM9 million (32%).  
I deemed the collected data represent the national population of businesses in 
Malaysia because, according to the Census Report on SMEs 2011 (Statistics 2011), SMEs 
that operated their businesses in Malaysia represented 97% of total business 
establishments. A more-recent report quoted that the total number of SMEs account for up 
to 99% of total business establishments in 2012 (Hamzah 2012). 
The business representative that responded was typically a manager with less than 
five years’ experience with the company. More specifically, most of the company 
respondents were managers (82%); the remaining individuals held directorial positions: 
director (6%), general manager (6%), and chief executive officer or managing director 
(4%). Most of the respondents (96%) had working experience either less than five years 
(76%) or between 5-14 years (20%) with the company. Similarly, almost all of the 
respondents (95%) had less than five years (76%) or between 5-14 years (19%) of 
services in their current position. 
 
 
Testing the data model 
Screening data was the first step of data cleaning for PLS-SEM analysis. Obvious outliers 
needed to be eliminated and the data needed to be checked for normality (Marcoulides & 
Saunders 2006). Therefore, I conducted an outlier test based on the latent variable scores 
table to identify the outliers. An outlier was detected if the coefficient value of the latent 
variable was less than -3.00 or more than 3.00 (Kline 2011). Appendix 7 shows the details 
of the latent variable scores. For the business data, only the data point numbered 108 had 
a coefficient value less than -3.00, and it was consequently deleted. As a result, I analysed 
a revised model with 165 responses. 
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For most SEM techniques, the presence of multivariate normality is required 
(Walczuch et al. 2007). By performing the normality assessment, the multivariate Kurtosis 
index (KI) and multivariate critical ratio (C.R.) of the data were 202 and 18 points, 
respectively. Since the KI index should be less than eight points (Kline 2011) and 
multivariate CR should be less than five points (Byrne 2010), we can see that the data is 
not normally distributed. Appendix 8 shows the details of the normality test and Section 4.6 
in Chapter 4 explains the actions taken to address this important issue. 
 
Assessment of goodness-of-fit measures 
When a research instrument is modified or combined in a study, the original validity and 
reliability may not hold for the new instrument. Therefore, it is important to re-establish 
validity and reliability of the new research instrument during the data analysis process 
(Creswell 2009). Validity and reliability are two major criteria used for testing goodness-of-
fit measures (i.e., assessing the degree of measurement error that is presented in any 
measure). 
Validity is ‘the extent to which a measure or set of measures correctly represents 
the concept of study, i.e., the degree to which it is free from any systematic or non-random 
error’ (Hair et al. 2010, p. 3). In other words, validity is a test of how well an instrument 
measures the particular concept it is intended to measure (Sekaran & Bougie 2010). 
Ensuring validity starts with a thorough understanding of what is to be measured and 
making the measurement as correctly and accurately as possible. Once the validity is 
assured, consideration must also be given to the measurements’ reliability (Hair et al. 
2010). 
Reliability is ‘the extent to which a variable or set of variables is consistent in what it 
is intended to measure. If multiple measurements are taken, the reliable measures will all 
be consistent in their values’ (Hair et al. 2010, p. 3). Accordingly, Sekaran and Bougie 
(2010) explain that reliability is a test of how consistently a measuring instrument 
measures whatever concept it is measuring. For example, if the same measures are asked 
repeatedly, more-reliable measures will show greater consistency than less-reliable 
measures (Hair et al. 2010). 
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Measurement model 
One of the major forms of validity that requires testing to verify a model is construct 
validity. Construct validity verifies how well the results that are obtained from using the 
measure fit the theories around which the test is designed (Sekaran & Bougie 2010). This 
matter can be assessed by looking at the results of the (i) convergent validity and (ii) 
discriminant validity tests performed on the data (Chin 1998b). Collectively, both tests 
assess whether the constructs in a model measure what they are supposed to measure, 
and such validity provides some evidence regarding the goodness-of-fit of the 
measurement model 
 
Convergent validity 
Convergent validity is ‘the degree to which multiple items that measure the same variable 
are in agreement’ (Ramayah et al. 2011, p. 419). Specifically, Hair et al. (2006, p. 771) 
define convergent validity as ‘the extent to which indicators of a specific variable converge 
or share a high proportion of variance in common’. A set of variables presumed to 
measure the same variable shows convergent validity if their inter-correlations are at least 
moderate in magnitude. In contrast, a set of variables presumed to measure different 
variables shows discriminant validity if their inter-correlations are not too high (Kline 2011). 
As Hair et al. (2010) suggests, a model’s convergent validity is assessed based on three 
criteria: (i) factor loading analysis, (ii) composite reliability (CR) analysis, and (iii) average 
variance extracted (AVE) analysis, with the recommended cut-off parameters of 0.5, 0.7, 
and 0.5, respectively.  
 
Factor loading analysis 
For the business data, I examined the respective loadings and cross-loadings to assess if 
there were problems with any particular items. I used 0.5 as the cut-off value for loadings 
to be significant (Hair et al. 2010). For the factor loading analysis, I found that the loadings 
for all items exceeded the suggested value of 0.5, except for item G5 of the governance 
variable. As such, I deleted this item from the model. Table 23 shows that all items 
measuring a particular variable loaded highly on that variable and loaded lower on the 
other variables, which thus confirmed construct validity. Figure 20 shows the PLS-SEM 
measurement model for the business data. 
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Table 23: Loadings and cross-loadings for the business data (original model) 
 Item   A   BR   BS   C   G   GeR   HR   MFeR   SIeR   TR  
 A1  0.728  0.455  0.486  0.389  0.473  0.317  0.505  0.476  0.305  0.481  
 A2  0.871  0.529  0.617  0.527  0.534  0.348  0.579  0.544  0.247  0.561  
 A3  0.784  0.468  0.578  0.538  0.537  0.346  0.503  0.534  0.325  0.529  
 A4  0.871  0.544  0.683  0.568  0.554  0.344  0.550  0.497  0.401  0.557  
 A5  0.819  0.438  0.673  0.523  0.453  0.274  0.496  0.458  0.290  0.469  
 BR1  0.516  0.793  0.602  0.587  0.602  0.282  0.533  0.416  0.197  0.580  
 BR2  0.449  0.730  0.505  0.655  0.580  0.205  0.568  0.431  0.123  0.591  
 BR3  0.300  0.717  0.361  0.532  0.486  0.118  0.440  0.281  0.098  0.471  
 BR4  0.476  0.781  0.605  0.599  0.636  0.347  0.668  0.467  0.219  0.690  
 BR5  0.488  0.753  0.550  0.669  0.700  0.254  0.613  0.464  0.187  0.751  
 BS1  0.658  0.640  0.854  0.729  0.670  0.326  0.650  0.486  0.250  0.664  
 BS2  0.666  0.636  0.886  0.689  0.676  0.347  0.624  0.504  0.268  0.631  
 BS3  0.671  0.588  0.905  0.681  0.632  0.374  0.578  0.547  0.358  0.607  
 BS4  0.598  0.600  0.838  0.630  0.610  0.374  0.574  0.530  0.246  0.585  
 BS5  0.576  0.522  0.760  0.482  0.512  0.258  0.497  0.416  0.307  0.567  
 C1  0.587  0.713  0.673  0.834  0.737  0.283  0.665  0.472  0.209  0.728  
 C2  0.541  0.665  0.690  0.876  0.707  0.319  0.615  0.526  0.110  0.657  
 C3  0.493  0.706  0.580  0.803  0.694  0.249  0.632  0.494  0.176  0.655  
 C4  0.508  0.654  0.627  0.856  0.731  0.280  0.682  0.466  0.165  0.662  
 C5  0.542  0.711  0.662  0.906  0.782  0.194  0.649  0.462  0.107  0.714  
 G1  0.430  0.664  0.575  0.705  0.795  0.268  0.647  0.454  0.173  0.699  
 G2  0.524  0.685  0.611  0.726  0.818  0.324  0.566  0.522  0.228  0.688  
 G3  0.595  0.703  0.653  0.751  0.916  0.280  0.707  0.473  0.247  0.798  
 G4  0.587  0.715  0.679  0.765  0.915  0.314  0.727  0.518  0.266  0.766  
 GeR1  0.303  0.218  0.294  0.171  0.181  0.790  0.287  0.360  0.329  0.237  
 GeR2  0.403  0.360  0.461  0.378  0.386  0.859  0.325  0.591  0.408  0.370  
 GeR3  0.278  0.236  0.210  0.202  0.274  0.797  0.228  0.468  0.364  0.257  
 GeR4  0.259  0.190  0.242  0.169  0.219  0.744  0.175  0.439  0.272  0.215  
 GeR5  0.199  0.148  0.130  0.123  0.149  0.717  0.147  0.380  0.226  0.163  
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 Item    A   BR   BS   C   G   GeR   HR   MFeR   SIeR   TR  
 HR1  0.520  0.628  0.570  0.642  0.685  0.233  0.862  0.433  0.151  0.679  
 HR2  0.596  0.630  0.650  0.641  0.688  0.295  0.913  0.485  0.236  0.707  
 HR3  0.573  0.678  0.624  0.661  0.690  0.265  0.918  0.433  0.211  0.726  
 HR4  0.553  0.617  0.517  0.590  0.556  0.364  0.780  0.404  0.229  0.587  
 HR5  0.502  0.647  0.558  0.685  0.645  0.240  0.760  0.464  0.225  0.592  
 MFeR1  0.552  0.503  0.494  0.488  0.449  0.551  0.522  0.807  0.388  0.443  
 MFeR2  0.527  0.497  0.534  0.534  0.529  0.507  0.446  0.908  0.423  0.484  
 MFeR3  0.530  0.447  0.507  0.476  0.466  0.478  0.395  0.885  0.455  0.471  
 MFeR4  0.467  0.437  0.440  0.429  0.449  0.390  0.415  0.817  0.355  0.438  
 MFeR5  0.467  0.390  0.460  0.420  0.474  0.590  0.386  0.709  0.324  0.397  
 SIeR1  0.214  0.046  0.137  0.042  0.142  0.336  0.100  0.317  0.769  0.138  
 SIeR2  0.239  0.103  0.195  0.091  0.173  0.358  0.176  0.382  0.874  0.172  
 SIeR3  0.324  0.217  0.292  0.179  0.266  0.353  0.257  0.439  0.910  0.264  
 SIeR4  0.328  0.225  0.282  0.147  0.244  0.405  0.201  0.393  0.822  0.204  
 SIeR5  0.370  0.169  0.353  0.162  0.168  0.269  0.167  0.328  0.654  0.182  
 TR1  0.543  0.672  0.564  0.631  0.676  0.256  0.585  0.424  0.263  0.830  
 TR2  0.471  0.652  0.588  0.590  0.655  0.315  0.576  0.407  0.230  0.825  
 TR3  0.437  0.636  0.539  0.631  0.659  0.238  0.621  0.389  0.163  0.763  
 TR4  0.616  0.716  0.658  0.712  0.754  0.347  0.682  0.553  0.241  0.849  
 TR5  0.550  0.727  0.628  0.738  0.797  0.283  0.759  0.456  0.147  0.871  
 
Note: 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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Note:   
A Awareness GeR Government e-readiness 
Adopt E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
 
Figure 20: PLS-SEM measurement model for business data (original model)  
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CR analysis 
This analysis depicts the degree to which variable indicators indicate the latent variable 
(Ramayah et al. 2011). It is immeasurable and not directly observed, but is rather inferred 
(through a statistical model) from other variables that are observed and directly measured. 
The CR analysis attempts to measure the sum of a latent variable’s factor loadings relative 
to the sum of the factor loadings plus error variance. The calculation leads to values 
between zero (completely unreliable) and one (perfectly reliable) (Urbach & Ahlemann 
2010).  
Table 24 presents the CR values for each variable of the business data. The values 
ranged from 0.869 to 0.932, which exceed the recommended value of 0.7 (Hair et al. 
2010).  
 
AVE analysis 
AVE measures the variance captured by the indicators relative to measurement error, and 
it should be greater than 0.5 to justify using a variable (Barclay et al. 1995). Table 24 
shows that the AVE values were in the range of 0.571 and 0.744. An AVE value of at least 
0.5 indicates that a latent variable was, on average, able to explain more than half of the 
variance of its indicators (Urbach & Ahlemann 2010).  
 
In conclusion, the above analysis shows that the factor loading, CR, and AVE 
values exceeded the recommended cut-off parameters. Therefore, the measurement 
model for the business data demonstrated sufficient convergent validity. 
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Table 24: Results of the original measurement model for the business data 
Variable  Scale Items Loading 
(>0.5) 
AVEa   
(>0.5) 
CRb     
(>0.7) 
Awareness  
(A) 
Reflective A1 0.728 0.667 0.909 
A2 0.871 
A3 0.784 
A4 0.871 
A5 0.819 
Business 
resources  
(BR) 
Reflective BR1 0.794 0.571 0.869 
BR2 0.730 
BR3 0.717 
BR4 0.781 
BR5 0.753 
Business 
strategy (BS) 
Reflective BS1 0.854 0.722 0.928 
BS2 0.886 
BS3 0.905 
BS4 0.838 
BS5 0.760 
Commitment  
(C) 
Reflective  C1 0.834 0.732 0.932 
C2 0.877 
C3 0.803 
C4 0.856 
C5 0.906 
Governance  
(G) 
Reflective  G1 0.795 0.744 0.921 
G2 0.818 
G3 0.916 
G4 0.915 
Government             
e-readiness  
(GeR) 
Reflective  GeR1 0.791 0.613 0.888 
GeR2 0.859 
GeR3 0.797 
GeR4 0.744 
GeR5 0.717 
Human 
resources  
(HR) 
Reflective  HR1 0.862 0.721 0.928 
HR2 0.913 
HR3 0.918 
HR4 0.780 
HR5 0.760 
Market forces        
e-readiness 
(MFeR) 
Reflective  MFeR1 0.807 0.686 0.915 
MFeR2 0.908 
MFeR3 0.885 
MFeR4 0.817 
MFeR5 0.709 
Supporting 
industries               
e-readiness 
(SIeR) 
Reflective  SIeR1 0.769 0.657 0.905 
SIeR2 0.875 
SIeR3 0.910 
SIeR4 0.822 
SIeR5 0.654 
Technology 
resources  
(TR) 
Reflective  TR1 0.830 0.686 0.916 
TR2 0.825 
TR3 0.763 
TR4 0.849 
TR5 0.871 
 
Note : 
a
 AVE=(summation of the square of the factor loadings) / [(summation of the square of the factor loadings) + 
(summation of the error variances)] 
b
 CR=(square of the summation of the factor loadings) / [(square of the summation of the factor loadings) + 
(square of the summation of the error variances)] 
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Discriminant validity 
Once convergent validity was demonstrated, I tested the PLS-SEM model for business 
data for discriminant validity. Hair et al. (2006, p. 771) define discriminant validity as ‘the 
extent to which a variable truly distinguishes itself from other variable’. In addition, 
Ramayah et al. (2011, p. 421) explain that discriminant validity is ‘the degree to which 
items differentiate among variables or measure distinct concepts’. 
I assessed the discriminant validity of PLS-SEM model by examining the 
correlations between the measures of potentially overlapping variables. Items should load 
stronger on their own variables in the model. Also, the average variance shared between 
each variable and its measures should be greater than the variance shared between the 
variable and other variables (Compeau et al. 1999).  
As Table 25 shows, the correlation for each variable was less than the square-root 
of AVE extracted by the indicators measuring that variable. This mean moving across the 
rows reveals that each item loaded higher on its respective variable than on any other 
variable. Going down a column also shows that a particular variable loaded highest with its 
own item.  
However, there were exceptions for a few correlations. I found that there might be 
some cross-loadings among four variables; namely, business resources (BR), technology 
resources (TR), commitment (C), and governance (G). When a sign of cross-loading was 
indicated in the discriminant validity table (Table 25), I needed a reference back to the 
loadings and cross-loadings table (Table 23) to validate the cross-loading issue. I did this 
by looking at the cross-loading of each individual item. I found that only items BR5 and 
TR5 were problematic due to high loadings of more than one variable. Item TR5 of the 
technology resources variable might have cross-loaded with two variables: business 
resources and governance.  
I undertook further analysis (see Appendix 9) between item TR5 and the two 
variables to determine the extent of the cross-loading issue. Note that the differences 
between the cross-loading coefficients were very minimal. In particular, Table 23 shows 
that the coefficient for item TR5 was 0.727. This was not far off the lowest range coefficient 
(for the business resources variable) of 0.717. The cross-loading between item TR5 and 
the governance variable was also very minimal, between 0.795 and 0.797. Therefore, I 
could have: 
i. Reclassified item TR5 into the business resources variable 
ii. Combined the technology resources and business resources variables, or 
iii. Deleted item TR5 from the model.  
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Analysis revealed that the cross-loading issue was still not resolved when using 
solution (i) or (ii). Furthermore, the R2 of the PLS-SEM model was comparably reduced. 
Solution (iii) was a better option because, although the R2 of the model was not further 
improved, the cross-loading issue was somewhat resolved.  
However, I found that, even after deleting item TR5 from the model, the cross-
loading issue between business resources variable and a few other variables persisted. An 
assessment on the loadings of BR items from the cross-loading table established that item 
BR5 had comparatively high loadings on the business resources (0.753), technology 
resources (0.751), and governance (0.700) variables. This showed that item BR5 might 
strongly represent either one of those variables. Therefore, I deleted item BR5 from the 
model. With this second item deletion, the cross-loading issue was totally resolved. 
Prior to the deletion of the cross-loading items, I checked the questions designed for 
those items as per the questionnaire. The exact statements were as follows: 
 
BR5: Our company’s e-payment system is well coordinated and integrated with our 
business partners’ systems. 
TR5: We have incorporated appropriate security systems to protect e-payment 
information and transactions. 
 
The possible reasons why these two items were highly correlated between their 
variable and other variables was most likely because these items were initially developed 
with reference made to two different sources (i.e., questionnaires tested by (i) Molla and 
Licker (2005b) and (ii) Powell and Dent-Micallef (1997)). While developing the research 
instrument, I combined these items and modified them accordingly to fit the definition of 
the variables in this study. I found that: 
i. These statements might be unclear to the respondents. They might convey a 
similar meaning with items that represent other variables, and 
ii. It was also possible that Molla and Licker (2005b) and Powell and Dent-
Micallef (1997) were referring to different objectives when they initially came 
out with these measurement items; thus, I found that combining these items 
was irrelevant and might lead to problems. 
 
On one-by-one deleting the two identified cross-loading items (TR5 and BR5), I 
found that the cross-loading issue had resolved because I did no longer identified any 
cross-loading of variables. Table 26 shows the discriminant validity test results where the 
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correlations for each variable were less than the square-root of AVE extracted by the 
indicators measuring that variable (i.e., moving across the rows reveals that each item 
loaded higher on its respective variable than on any other variable and, similarly, going 
down a column also shows that a particular variable loaded highest with its own item). 
Therefore, we can conclude that the discriminant validity of the model was satisfactorily 
achieved. 
In conclusion, the measurement model for the business data has demonstrated 
acceptable results on both convergent validity and discriminant validity. 
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Table 25: Discriminant validity assessment for the business data with cross-loading issue (original model) 
Variables A BR BS C G GeR HR MFeR SIeR TR 
A  0.817          
BR  0.598 0.756         
BS  0.747 0.704 0.850        
C  0.625 0.805 0.758 0.856       
G  0.624 0.800 0.731 0.852 0.863      
GeR 0.398 0.328 0.397 0.311 0.342 0.783     
HR  0.646 0.752 0.689 0.755 0.770 0.326 0.849    
MFeR 0.613 0.550 0.586 0.567 0.568 0.595 0.521 0.828   
SIeR 0.382 0.224 0.336 0.176 0.268 0.430 0.246 0.473 0.811  
TR  0.636 0.822 0.720 0.798 0.857 0.348 0.778 0.540 0.254 0.828 
 
Note:  
* Diagonals (in bold) represent the square-root of AVE and the off-diagonals represent the correlations.  
**Red texts indicate the possible cross-loading issue between BR, C, G and TR variables. 
 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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Table 26: Discriminant validity assessment for the business data without cross-loading issue (original model) 
 A BR BS C G GeR HR MFeR SIeR TR 
 A  0.817          
 BR  0.569 0.776         
 BS  0.747 0.679 0.850        
 C  0.625 0.763 0.757 0.856       
 G  0.624 0.746 0.731 0.852 0.863      
 GeR  0.398 0.317 0.397 0.310 0.342 0.783     
 HR  0.646 0.716 0.689 0.755 0.770 0.326 0.849    
 MFeR  0.613 0.519 0.586 0.567 0.568 0.595 0.521 0.828   
 SIeR  0.382 0.211 0.336 0.176 0.267 0.430 0.246 0.473 0.811  
 TR  0.629 0.734 0.708 0.771 0.826 0.349 0.739 0.537 0.276 0.829 
  
Note:  
*Diagonals (in bold) represent the square-root of AVE and the off-diagonals represent the correlations.  
 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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Structural model 
 
Reliability analysis 
After gaining confidence that the measurement model worked appropriately, I assessed 
the inter-items consistency using the Cronbach’s alpha coefficient. This is commonly used 
as an estimate of a set of variables’ internal consistency to the collected data.  
Table 27 summarises the loading range and Cronbach’s alpha values for each 
variable. As the table shows, all Cronbach’s alpha values were above 0.6 as Nunnally and 
Berstein (1994) recommend. In detail, the lowest value was 0.780 and the highest value 
was 0.908. Interpreted similarly to the Cronbach’s alpha for internal consistency estimate, 
a CR of 0.7 or greater is considered acceptable to demonstrate adequate convergence or 
internal consistency (Fornell & Larcker 1981; Gefen et al. 2000). The results shown in 
Table 24 highlight that the CR values ranged from 0.869 to 0.932, and they thus exceeded 
the recommended parameter.  
In conclusion, the structural model for business data was reliable. 
 
Table 27: Result of reliability test for the business data (original model) 
Variables Measurement items Cronbach’s 
alpha (>0.6) 
Loading 
range 
Number 
of 
items* 
Awareness (A) A1, A2, A3, A4, A5 0.874 0.728 – 0.871 5 (5) 
Business resources (BR) BR1, BR2, BR3, BR4 0.780 0.739 – 0.836 4 (5) 
Business strategy (BS) BS1, BS2, BS3, BS4, BS5 0.903 0.838 – 0.905 5 (5) 
Commitment (C) C1, C2, C3, C4, C5 0.908 0.803 – 0.906 5 (5) 
Governance (G) G1, G2, G3, G4 0.885 0.795 – 0.916 4 (5) 
Government e-readiness 
(GeR) 
GeR1, GeR2, GeR3, 
GeR4, GeR5 
0.865 0.717 – 0.859 5 (5) 
Human resources (HR) HR1, HR2, HR3, HR4, 
HR5 
0.902 0.760 – 0.918 5 (5) 
Market forces e-readiness 
(MFeR) 
MFeR1, MFeR2, MFeR3, 
MFeR4, MFeR5 
0.884 0.709 – 0.908 5 (5) 
Supporting industries e-
readiness (SIeR) 
SIeR1, SIeR2, SIeR3, 
SIeR4, SIeR5 
0.876 0.654 – 0.910 5 (5) 
Technology readiness (TR) TR1, TR2, TR3, TR4 0.849 0.775 – 0.855 4 (5) 
Note: 
* 
Final items numbers (initial numbers) 
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Hypotheses testing 
I then used path analysis to test ten hypotheses generated for the business data. The 
hypotheses are as follows: 
H1:  Awareness contributes significantly and is positively related to e-payment 
adoption. 
H2: Human resources contribute significantly and are positively related to e-
payment adoption. 
H3:  Business resources contribute significantly and are positively related to e-
payment adoption. 
H4: Technology resources contribute significantly and are positively related to e-
payment adoption. 
H5: Commitment contributes significantly and is positively related to e-payment 
adoption. 
H6: Governance contributes significantly and is positively related to e-payment 
adoption. 
H7: Business strategy contributes significantly and is positively related to e-
payment adoption. 
H8: Market forces e-readiness contributes significantly and is positively related to 
e-payment adoption. 
H9: Government e-readiness contributes significantly and is positively related to 
e-payment adoption. 
H10: Support industries e-readiness contributes significantly and is positively 
related to e-payment adoption. 
 
Table 28 presents the results of the hypothesis testing and Figure 21 overviews the 
analysis results for the business data.  
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Table 28: Path coefficients and hypotheses testing for the business data (original model) 
Hypothesis Relationship Beta Standard 
error (SE) 
t-value
a
 Significant 
level 
Conclusion 
H1 A  Adopt 0.108 0.094 1.146 - Not supported 
H2 HR  Adopt 0.222 0.092 2.411 *** Supported 
H3 BR  Adopt 0.054 0.087 0.627 - Not supported 
H4 TR  Adopt 0.176 0.115 1.535 * Supported 
H5 C  Adopt 0.188 0.138 1.361 * Supported 
H6 G  Adopt -0.082 0.130 -0.636 - Not supported 
H7 BS  Adopt 0.136 0.110 1.236 - Not supported 
H8 MFeR  Adopt 0.123 0.090 1.375 * Supported 
H9 GeR  Adopt -0.132 0.070 -1.884 ** Not supported (significant 
but opposite sign) 
H10 SIeR  Adopt -0.026 0.067 -0.381 - Not supported 
 
Note:   
a 
t-value=Beta / SE 
***  1% significant level 
**  5% significant level 
* 10% significant level 
 
A Awareness GeR Government e-readiness 
Adopt E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
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Note: *** 1% significant level; ** 5%; * 10%; n.s. not significant 
Figure 21: Overview of analysis results for the business data (original model) 
 
I conducted a post-hoc statistical power analysis on the model using G*Power 3.1 
and Daniel Soper’s20 statistics calculator. With the given observed squared multiple 
correlation (R2)21 of 0.534, probability level or alpha of α=0.05, sample size in PLS-SEM 
analysis of n=165, and number of predictors of 10, the result reveal that the observed 
statistical power for the model exceeded 0.99, which is considered to be extremely large. 
Appendix 10 discusses and elaborates on the hypotheses testing analysis results 
for the original PLS-SEM model with the business data. 
 
                                            
20 Available on http://www.danielsoper.com 
21 The R2 of the regression is the fraction of the variation in the dependent variable that is 
accounted for (or predicted by) the independent variables. For example, if the R2 is 40%, then 
about 40% of the variance in consumer/business e-payment adoption is explained by the 
independent variables (or determinants). 
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Conclusion 
In summary, four variables (human resources, technology resources, commitment and 
market forces e-readiness) significantly and positively contributed towards e-payment 
adoption by businesses in Malaysia. Government e-readiness variable was significant, but 
did not directly influence the businesses’ decision to adopt e-payment.  
Contrary to the hypotheses, five other variables (awareness, business resources, 
governance, business strategy, and supporting industries e-readiness) were not significant 
in predicting e-payment adoption by businesses. Moreover, the governance and 
supporting industries e-readiness variables had negative relationships with e-payment 
adoption. 
The findings results do not conform to the relationships between variables in the 
PERM and are not comparable with previous empirical studies. For example, Molla and 
Licker (2005a) found that governance and supporting industries e-readiness are positively 
and significantly influence the technology (e-commerce) adoption, and similar relationships 
were found for awareness, business resources and market forces e-readiness variables. 
Meanwhile, Elahi and Hassanzadeh (2009b) supported that awareness, business 
resources and business strategy variables significantly influenced technology (e-
commerce) adoption. 
With five insignificant relationships and only one relationship significant at 1% 
significant level, I concluded that the overall analysis results did not satisfactorily specify 
the relationships between the variables and not in line with previous studies’ findings. In 
Chapter 6, I further modify the model to improve the results. 
 
 
5.2 Qualitative data analysis for businesses 
I gathered the qualitative data together with the quantitative data through questionnaires. 
The purpose of collecting qualitative data was to provide greater understanding and 
support to the quantitative findings, of which I consider the latter to be the study’s major 
contribution. All questions were open-ended and were finalised through an expert review 
exercise. Please refer to Appendix 3 for the detailed qualitative questionnaires. 
Out of 167 responses received from the businesses, only 44 responses were usable 
for the data analysis because there were 123 responses with missing data. However, this 
number of usable responses is comparable to other qualitative studies on businesses. 
I first analysed the qualitative data using Leximancer. However, confounded by the 
responses being short, direct, and without detail, the software was unable to precisely map 
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the main themes and concepts for each topic discussed. Because the number of 
responses was small and manageable, I manually sorted and analysed the data. 
 
 
Determining factors on e-payment adoption 
Most of the respondents highlighted that there were three factors that determined whether 
their business adopted e-payment: (1) cost, (2) demand from customers, and (3) security 
features of the technology. 
When considering the cost factor, the respondents focused on one-time investment 
costs such as purchasing card terminals, servers, back-end infrastructure, and so on. 
Other one-time costs in implementing overall e-payment infrastructure were related to 
installation, consultancy fees, and so on. They also mentioned recurring operational costs, 
including cost per transaction or merchant fee22, maintenance costs, and so on. I 
considered this cost factor as part of the business resources variable under POER.  
Respondents also mentioned that demand from customers was a crucial factor for 
them to consider in offering e-payment services because it indicated the technology’s 
affordability and customers’ readiness to use it. Respondents thought it was important that 
their businesses fulfilled any sort of customer demand to remain competitive in their 
industry. I considered this cost factor as part of the market forces e-readiness variable 
under PEER. 
Lastly, respondents also noted security’s importance. They were concerned 
specifically about protecting the confidentiality of their transactions’ details and about the 
reliability of e-payment system as a whole. I considered this cost factor as part of the 
technological resources variable under POER. Some supporting quotations include: 
 ‘Cost [in implementing e-payment], demand [or e-payment usage] from 
customers and partners, reliability of the e-payment technologies.’ 
 ‘Cost in using e-payment for business transaction, [and the reliability of] e-
payment security level.’ 
 ‘Investment cost, skills [required], security [level offered by using e-payment], 
[and reliability of the] IT support.’ 
 ‘E-payment investment costs, staff training, educate customers and gain their 
trust to use e-payment.’ 
                                            
22
 ‘Merchant usually pay a per transaction [to the acquirer / terminal provider] for both debit and credit card 
transaction [received from customers]‘ (BIS 1999, p. 8). It is also known as merchant discount rate (MDR) 
fee. 
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 ‘Affordability of customers [to use e-payment], charges [imposed] by banks, 
reliability of the [e-payment] system.’ 
 
Awareness 
For the awareness factor, I first asked the respondents about how attentive they were on 
the main benefits of adopting e-payment to the business entities. Most of the respondents 
explained that e-payment is important to: (1) meet customers’ demand, and (2) facilitate 
reconciliation. They saw e-payment as providing options to customers when they made 
payments beyond traditional paper-based payment methods such as cash and cheque. 
The respondents saw e-payment as a mechanism to improve their companies’ 
competitiveness and ability to attract more sales from a wider target market. They also 
believed that e-payment would promote time efficiency through easy and automatic 
reconciliation of financial statements, especially when it involved a huge amount of 
transactions. Some supporting quotations include: 
 ‘Customer got more option in making payment thus created new advantage 
for us.’ 
  ‘[Offering e-payment services can] improve sales, [e-payment serves] as an 
easy alternative for making payment.’ 
 ‘[E-payment] allow[s] easy reconciliation of statement for every payment and 
receive of money.’ 
  ‘[E-payment] promote[s] safety as [when we hold] no physical money thus 
robbery can be avoided, [can] save time as the calculation is automatic.’ 
  ‘[E-payment can] increase[s] company's competitiveness, [the company 
would] be able to attract rich customers [who usually shop using credit 
cards].’ 
 
I also questioned respondents about the main drawbacks of e-payment 
implementation and most of them responded that e-payment has high associated risks and 
a high implementation cost. They thought that e-payment had a high risk of being hacked 
and a high risk of system malfunction due to electricity cut-off. They also perceived 
associated implementation costs such as setup costs, staff training, and bank charges to 
be high. Some supporting quotations include: 
 ‘[E-payment is associated with] security issues and risk, and [has] higher cost 
of implementation.’ 
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 ‘[High merchant fee] charges imposed by banks.’ 
 ‘Require repeated training [on how to use e-payment] for new staff.’ 
 ‘Possible transaction mistakes, risk of being hacked.’ 
 ‘High fraud rates, high charges imposed [by the bank/non-bank acquirers] to 
the merchants (e.g., maintenance fees), complicated [initial] start-up [process 
to implement e-payment].’ 
 
Human resources 
I asked the respondents about the initiatives their company had taken to ensure that their 
employees positively reacted to their adopting e-payment, and most responded that they 
provided a training programme for their staff, which included information on e-payment’s 
benefits and familiarised them with e-payment processes and procedures. Some of them 
indicated that their company also introduced cash incentives in the form of bonuses and/or 
extra pay. Some supporting quotations include: 
 ‘Provide greater training, [with] much specific module, [such as] step-by-step 
learning [on how to use e-payment].’ 
 ‘Provide information and clarification to staff on benefits of e-payment 
system, and take into consideration feedback from staff [in using e-payment].’ 
 ‘Provide series of training on e-payment usage.’ 
 ‘[Provide] greater training [on e-payment], [and provide] higher allowance [for 
staff who use e-payment].’ 
 
Business resources 
I asked the respondents to explain the hindrances they faced when coordinating e-
payment systems with their business partners. Most highlighted that one major issue they 
faced was a lack of awareness and skills. They noted that their business partners lacked 
knowledge and expertise, especially with unskilled workers handling IT matters or e-
payment systems. I also found that their business partners had a low demand for e-
payment because they preferred to use cash and cheques to settle trade payments 
between themselves. Their business partners also had negative perceptions of e-payment. 
They didn’t trust electronic systems and had a strong concern for fraudulent transactions. 
Some supporting quotations include: 
 ‘The demand [from customers] to use e-payment is not much as customer 
still prefer [to use] cash or cheque payment.’ 
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 ‘[Our business partners] do not trust e-payment, [and have concerns on] risk 
of losing money (fraud).’ 
 ‘Not all [of our] business partners be able to use IT in managing their 
businesses.’ 
 ‘[Our business partners are] lack of skill in using technology system.’ 
 
Technological resources 
I found that about 61% of the respondents had not yet established an enterprise-wide e-
payment infrastructure; 17% had partially implemented one, and only 22% had already 
implemented e-payment. Some supporting quotations include: 
 ‘E-payment [is implemented] in payroll and staff claim [purposes only].’ 
  ‘Yes, as government make it mandatory [for us to use e-payment when 
dealing with them].’ 
  ‘Yes, [e-payment infrastructure is] already provided by the company's 
headquarters.’ 
 ‘Not full implementation as yet, for now [we use e-payment] only for 
government agency and statutory bodies.’ 
 
Commitment 
I asked the respondents about how they prioritised e-payment implementation against 
other business plans to gauge their level of commitment towards adopting e-payment. 
About half of the respondents regarded e-payment as not important or necessary 
compared to other business objectives such as improving sales and expanding their 
business. Some supporting quotations include: 
 ‘Expansion of business is [considered to be] more important [than 
implementing e-payment].’ 
 ‘[E-payment is] still not given a priority as making sales is much more 
important as not all customers [are] aware and willing to use e-payment.’ 
 ‘For now, it is still not the priority [of our business].’ 
 ‘Less attention [is] given [to implement e-payment].’ 
 
Only 8% of the respondents commented that their company gave greater priority to 
e-payment compared to other business plans. Of those respondents that gave priority to e-
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payment, one said that his company did it with incentives and discounts. Some supporting 
quotations include: 
  ‘Giving incentives and discount [to staff and customers for using e-payment].’ 
  ‘By having all parties given the highest priority in utilising the [e-payment] 
facilities available.’ 
  ‘E-payment implementation is highly prioritise and must meet the [set] target 
deadline.’ 
 
Governance 
I asked respondents about challenges in ensuring that the legal environment and ICT 
policies were sufficient to support e-payment development. From the responses I received, 
it seems that laws and regulations related to e-payment transactions and dealings such as 
ICT and cybercrime were not widely known and that enforcement has not been 
successfully tackled in Malaysia. Some supporting quotations include: 
 ‘There is a need to have a much transparent laws and regulations [pertaining 
to e-payment].’ 
 ‘Lack of knowledge on cybercrime, weak enforcement of laws and 
regulations [pertaining to e-payment].’ 
 ‘Laws and regulations must be written, improvise and implemented. 
Sometimes, government do not have fast action to react to those customers 
who has been victimised. Government has developed the regulation but the 
enforcement is not efficient.’ 
 ‘Feedback channel [is required] for those who already using e-payment and 
plan for improvement; plan for strategic programme [in order] to reach laws 
and regulation at par with developed countries; [requires] government's 
commitment to ensure we have appropriate laws and regulations.’ 
 
Business strategy 
I asked respondents about how e-payment could be able to assist their company to handle 
external pressures such as market competition and consumer demands. Most 
respondents highlighted that, by providing e-payment as an additional payment alternative, 
they could improve customer satisfaction and business competitiveness. Some supporting 
quotations include: 
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 ‘For this moment, e-payment is not crucial. But in future, market and 
consumers may demands for e-payment. Hence, our business needs to be 
ready to implement e-payment.’ 
 ‘[E-payment promotes] prompt and reliable service, [and] flexibility in time for 
doing businesses.’ 
 ‘[E-payment may] reduce the competitive pressure with businesses without e-
payment.’ 
 ‘Every successful business uses ICT as their advantage in running their 
businesses as they can easily and quickly process the data.’ 
 
Government e-readiness 
I asked respondents about the Malaysian Government’s support for businesses to adopt e-
payment. Although some respondents agreed that the government had provided some 
support, others opined that the government had to do a lot more, such as providing 
financial assistance, incentives, and training support. Some supporting quotations include: 
 ‘Yes, government do provide some support but [it is] not until the end [of the 
process] and this lead[s] to incomplete process.’ 
 ‘No; [need to improve in terms of] financial assistance and training support.’ 
 ‘No; [need to improve in terms of] security of data and transaction, 
cybercrime, weak enforcement of laws and regulations.’ 
 ‘[Government provides] incentives to businesses that implemented e-
payment.’ 
 
Market forces e-readiness 
Most of the respondents agreed that their customers’ demand and perception towards 
their payment services have affected their businesses’ internal policy to adopt e-payment. 
They further explained that their decision to adopt e-payment was mainly influenced by 
customers’ demand. These changes affected their internal policy and workflow 
procedures, especially in the way they managed their business resources. Some 
supporting quotations include: 
 ‘Yes, [e-payment implementation affected] in terms of workflow [procedures] 
and resources [management]’ 
 ‘Yes, initially we started with a few banks but customer requested us to have 
[e-payment facility with] more banks.’ 
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 ‘Yes, as our business widely uses e-payment, thus priority must be given to 
e-payment so that everything are efficient and correct.’ 
 ‘Yes, there are influences from current demand and customers’ perceptions. 
My business [is] strongly consider[ing] customers’ needs and I want to 
ensure my business is competitive.’ 
 
Supporting industries e-readiness 
In terms of the robustness of the telecommunication infrastructure, most respondents 
stated that the infrastructure in urban or city areas was acceptable and sufficient. 
However, they highlighted two areas for improvement. The first was the need for a wider 
broadband inclusion area to exclusively cover all areas in the country, especially rural 
areas. The second was the reliability of the communication services (i.e., Internet being 
fast and constantly on without interruptions). Some supporting quotations include: 
  ‘Yes, but [the infrastructure] need to be more reliable and [involves] greater 
inclusion [of coverage areas].’ 
  ‘Yes, although telecommunication interruptions always occurred especially 
during month-end or just before public holidays.’ 
  ‘No, [the Internet connection is usually] very slow during peak hour.’ 
  ‘No, [there is a] need for [a] wider coverage of the broadband service.’ 
 
 
5.3 Quantitative data analysis for consumers 
The questionnaire design and development for the consumer data were similar to for those 
for the business data (see Section 5.1). I used a 5-point Likert scale to measure the 
variables and the research model. I took all instruments from the literature and modified 
them to address the specific needs of this study. An expert reviewer assessed the 
questionnaire before I finalised it. I designed the questionnaire based on a multiple items 
measurement scale adapted from previous studies (e.g. Davis 1989; Parasuraman 2000; 
Yi et al. 2003; Liljander et al. 2006; Lin et al. 2007; Lin & Hsieh 2007; Walczuch et al. 
2007; Lam et al. 2008).  
I initiated the data collection process as described in Section 4.4 in Chapter 4. I 
carried out the process of distributing and collecting questionnaires over a 4-month period 
from February to May 2012. I used non-probability purposive sampling, in which the target 
respondents fit a study’s specific purpose or description.  
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I distributed a total of 900 hardcopy surveys, and 399 surveys were returned either 
by hand, fax, or mail, which resulted in a 44.3% response rate. With 20 surveys with 
missing data, the total usable hardcopy responses numbered 379, a 42.1% effective 
response rate. I received 308 online responses received and none had missing data. 
Therefore, in total, I received 687 usable responses, which is comparable to other 
technology adoption by consumer studies (e.g., Yi et al. (2003); Walczuch et al. (2007); Lin 
and Hsieh (2007); Lin and Chang (2011)). I used SmartPLS 2.0 to perform the descriptive 
analysis and other PLS-SEM analyses. 
Appendices 14 and 15 show the final questionnaires for consumers and the email 
template for the online survey, respectively. 
 
 
Descriptive analysis 
Table 29 shows the study’s participant’s demographic information. The typical respondent 
was female with a bachelor’s degree who was aged between 30-39 years old. The typical 
respondent worked as an officer at a lower-management level with a monthly salary of 
between RM1,500-RM4,999. The respondent had average e-payment knowledge and 
used e-payment at least once a month. In detail, most of the respondents (75%) were in 
young or middle-aged, with 44% of them being between 30-39 years old and 31% being 
between 20-29 years old.  
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Table 29: Profile of the respondents 
Demographic characteristics Number Percentage 
Age group Below 20 years 4 0.6 
20-29 years 213 31.0 
30-39 years 301 43.8 
40-49 years 115 16.7 
50-59 years 53 7.7 
60 years and above 1 0.1 
Gender Male 339 49.3 
Female 348 50.7 
Level of 
education 
Certificate 67 9.8 
Bachelor degree 364 53.0 
Postgraduate degree 158 23.0 
Professional qualification 26 3.8 
Others 72 10.5 
Occupation Student 54 7.9 
Entrepreneur/Self-employed 18 2.6 
Higher management level – CEO/Director 10 1.5 
Middle management level – 
Manager/Specialist 
181 26.3 
Lower management level – Officer 364 53.0 
Others 60 8.7 
Monthly 
income 
<RM1,500 64 9.3 
RM1,500-RM4,999 372 54.1 
RM5,000-RM10,000 172 25.0 
>RM10,000 79 11.5 
Knowledge on   
e-payment 
None 10 1.5 
Low 52 7.6 
Average 426 62.0 
High 166 24.2 
Advanced 33 4.8 
E-payment 
usage 
experience 
None 59 8.6 
At least once a month 247 36.0 
At least once a fortnight 101 14.7 
At least once a week 241 35.1 
At least once a day 39 5.7 
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Testing the data model 
I conducted a similar data-analysis process for the consumer data as I did with the 
business data. Based on 687 usable consumer data, I performed an outlier test23. I 
generated a latent variable scores table (see Appendix 16) to identify the outliers, of which 
I detected and deleted 28. This left a total of 659 usable consumer data. 
Subsequently, I performed a normality test on the data’s distribution. The results 
(see Appendix 17) show that the multivariate KI and multivariate CR for the data were 348 
and 72 points, respectively, which significantly deviated from the suggested parameters of 
eight (Kline 2011) and five points (Byrne 2010), respectively.  
It is noted that most variables used for the consumer data deviated severely from 
normality, which limits the validity of maximum likelihood estimation techniques. This result 
contributed to my decision to use PLS-SEM estimation technique to analyse the data 
because this method makes no distributional assumptions (see Section 4.6 in Chapter 4).  
 
Measurement model 
 
Construct validity 
Similar to tests conducted on the business model, I assessed the consumer model’s 
construct validity by looking at the results of the (i) convergent validity and (ii) discriminant 
validity.  
 
Convergent validity 
I conducted the convergent validity test and examined three assessment criteria: (i) factor 
loading analysis, (ii) CR analysis, and (iii) AVE analysis. 
 
Factor loading analysis  
I conducted factor loading analysis and found that 14 items had relatively low factor 
loadings (i.e., a loading less than the recommended cut-off parameter of 0.5) (Hair et al. 
2010). According to Hair et al. (2010), any item that has loading of greater than 0.5 on two 
or more factors can be classified as having a significant cross-loading. These items were: 
i. DISC1, DISC2, DISC3, DISC5, DISC6, DISC7, and DISC8 of the discomfort 
variable 
                                            
23 One item in innovativeness variable (INN7) had a reverse coding, which I then reversed 
accordingly using SPSS and incorporated as INN7r in the PLS-SEM model.  
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ii. INS3, INS6, INN7 and INS8n of the innovativeness variable  
iii. OPT9 and OPT10 of the optimism variable, and  
iv. PEOU3 of the perceived ease of use variable.  
 
I deleted all of these items from the model. With the subsequent results, Table 30 
shows that all items measuring a particular variable loaded highly on that variable and 
loaded lower on the other variables. I identified no cross-loading and confirmed construct 
validity. Figure 22 shows the PLS-SEM measurement model for the consumer data. 
 
Table 30: Loadings and cross-loadings for the consumer data 
Items  DISC INN INS OPT PEU PU 
DISC4 0.618 -0.031 0.285 -0.057 -0.069 -0.030 
DISC9 0.919 -0.067 0.339 -0.038 -0.093 -0.106 
INN1 -0.002 0.698 -0.120 0.320 0.299 0.215 
INN2 -0.081 0.753 -0.264 0.365 0.312 0.201 
INN3 -0.065 0.813 -0.159 0.448 0.335 0.308 
INN4 -0.048 0.789 -0.078 0.270 0.206 0.212 
INN5 -0.091 0.745 -0.129 0.353 0.289 0.273 
INN6 -0.013 0.696 -0.204 0.417 0.306 0.313 
INS1 0.205 -0.123 0.637 -0.162 -0.114 -0.100 
INS2 0.297 -0.130 0.764 -0.175 -0.216 -0.169 
INS4 0.293 -0.236 0.841 -0.276 -0.311 -0.233 
INS5 0.346 -0.133 0.707 -0.126 -0.148 -0.090 
INS7 0.321 -0.125 0.691 -0.145 -0.157 -0.122 
OPT1 0.023 0.330 -0.157 0.682 0.323 0.429 
OPT2 -0.015 0.336 -0.245 0.757 0.376 0.415 
OPT3 -0.031 0.345 -0.230 0.713 0.428 0.451 
OPT4 -0.072 0.299 -0.193 0.754 0.401 0.498 
OPT5 -0.106 0.384 -0.162 0.762 0.376 0.427 
OPT6 -0.043 0.452 -0.086 0.706 0.306 0.382 
OPT7 -0.096 0.331 -0.271 0.639 0.345 0.355 
OPT8 0.038 0.347 -0.110 0.650 0.362 0.372 
PEOU1 -0.045 0.315 -0.184 0.418 0.841 0.569 
PEOU2 -0.114 0.334 -0.275 0.427 0.880 0.573 
PEOU4 -0.105 0.371 -0.274 0.490 0.873 0.652 
PU1 -0.074 0.288 -0.206 0.520 0.652 0.847 
PU2 -0.100 0.328 -0.206 0.535 0.607 0.915 
PU3 -0.094 0.313 -0.186 0.530 0.603 0.922 
PU4 -0.086 0.313 -0.174 0.533 0.626 0.906 
Note:   
INN Innovativeness INS Insecurity 
OPT Optimism PEOU Perceived ease of use 
DISC Discomfort PU Perceived usefulness 
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Note:   
INN Innovativeness INS Insecurity 
OPT Optimism PEOU Perceived ease of use 
DISC Discomfort PU Perceived usefulness 
 
Figure 22: PLS-SEM measurement model for the consumer data 
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CR analysis  
I then performed CR analysis similar to how I measured the business data’s measurement 
model. Table 31 shows the CR values for each variable: they ranged from 0.753 to 0.943. 
These values exceed the recommended value of 0.7 (Hair et al. 2010). This indicates that 
the variable indicators were able to indicate the latent variable adoption of e-payment. 
 
AVE analysis  
I also assessed the AVE values for each variable. Table 31 shows that the AVE values 
ranged from 0.503 to 0.806. An AVE value of more than 0.5 showed that the variable was 
able to explain more than half of the variance of its indicators (Urbach & Ahlemann 2010).  
 
In conclusion, the values for the factor loading, CR, and AVE analysis from the 
model exceeded the recommended cut-off parameters. Therefore, the measurement 
model for the collected consumer data established a sufficient convergent validity. 
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Table 31: Results of the measurement model for the consumer data 
Variable   Scale  Items Loading 
(>0.5) 
AVE
a
  
(>0.5) 
CR
b
     
(>0.7) 
Discomfort (DISC)  Reflective  DISC4 0.618 0.613 0.753 
DISC9 0.919 
Innovativeness 
(INN) 
 Reflective  INN1 0.698 0.563 0.885 
INN2 0.753 
INN3 0.813 
INN4 0.789 
INN5 0.745 
INN6 0.696 
Insecurity (INS)  Reflective  INS1 0.637 0.535 0.851 
INS2 0.764 
INS4 0.841 
INS5 0.707 
INS7 0.691 
Optimism (OPT)  Reflective  OPT1 0.682 0.503 0.890 
OPT2 0.757 
OPT3 0.713 
OPT4 0.754 
OPT5 0.762 
OPT6 0.706 
OPT7 0.639 
OPT8 0.650 
Perceived ease of 
use (PEOU)  
 Reflective  PEOU1 0.841 0.7476 0.899 
PEOU2 0.880 
PEOU4 0.873 
Perceived 
usefulness (PU) 
 Reflective  PU1 0.847 0.806 0.943 
PU2 0.915 
PU3 0.922 
PU4 0.906 
Note:  
a
 AVE=(summation of the square of the factor loadings) / [(summation of the square of the factor 
loadings) + (summation of the error variances)] 
b
 CR=(square of the summation of the factor loadings) / [(square of the summation of the factor 
loadings) + (square of the summation of the error variances)] 
 
 
Discriminant validity 
For the discriminant validity analysis, which shows the extent to which a variable 
distinguishes itself from other variables (Hair et al. 2006), I compared the correlations for 
each variable and the square-root of AVE extracted by the indicators. The results (see 
Table 32) show that each item loaded higher on its respective variable than on any other 
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variable (across the rows) and that a particular variable loaded highest with its own item 
(moving down columns).  
These results demonstrate satisfactory discriminant validity for the respective 
variables. In conclusion, the measurement model for the consumer data had acceptable 
results for convergent validity and discriminant validity. 
 
Table 32: Discriminant validity of variable for the consumer data 
Variables DISC INN INS OPT PEU PU 
DISC 0.783      
INN -0.067 0.750     
INS 0.392 -0.217 0.731    
OPT -0.054 0.494 -0.258 0.709   
PEU -0.103 0.395 -0.285 0.517 0.865  
PU -0.098 0.346 -0.215 0.591 0.695 0.898 
 
Note:  
Diagonals (in bold) represent the square-root of AVE and the off-diagonals represent the correlations. 
INN Innovativeness INS Insecurity 
OPT Optimism PEOU Perceived ease of use 
DISC Discomfort PU Perceived usefulness 
 
 
Structural model 
 
Reliability analysis 
With satisfactory results from the measurement model, I proceeded with the reliability test: 
that is, I measured the inter-items consistency based on the Cronbach’s alpha coefficient. 
Table 33 summarises the loadings and Cronbach’s alpha values. The results show that all 
Cronbach’s alpha values exceeded the recommended value of 0.6 (Nunnally & Berstein 
1994), except for the discomfort variable, which had an Cronbach’s alpha value of only 
0.409. I used both Cronbach’s alpha and CR values to estimate internal consistency 
reliability. Comparatively, the CR values for all the variables in the consumer data (see 
Table 31) exceeded the recommended cut-off parameter of 0.7 (Hair et al. 2010). The 
relatively low Cronbach’s alpha value for the discomfort variable might be due to a limited 
number of items left in the final model (only items DISC4 and DISC9), and the range 
between these two items’ loadings was distinctly high.  
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Therefore, we can conclude that the final SEM measurement model for the 
consumer data was reliable. 
 
Table 33: Result of reliability test for the consumer data 
Variables Measurement items Cronbach’s 
alpha 
Loading range Number 
of items
a
 
Discomfort 
(DICS) 
DISC4, DISC9 0.409 0.618 – 0.919 2 (9) 
Innovativeness 
(INN) 
INN1, INN2, INN3, INN4, INN5, 
INN6 
0.844 0.696 – 0.789 6 (7) 
Insecurity (INS) INS1, INS2, INS4, INS5, INS7 0.791 0.637 – 0.841 5 (8) 
Optimism (OPT) OPT1, OPT2, OPT3, OPT4, 
OPT5, OPT6, OPT7, OPT8 
0.858 0.639 – 0.762 8 (10) 
Perceived ease 
of use (PEOU) 
PEOU1, PEOU2, PEOU4 0.899 0.841 – 0.880 3 (4) 
Perceived 
usefulness (PU) 
PU1, PU2, PU3, PU4 0.919 0.847 – 0.922 4 (4) 
Note: 
a 
Final items numbers (initial numbers) 
 
 
Hypotheses testing 
I performed path analysis to assess all eleven hypotheses generated for the consumer 
data. The hypotheses were as follows: 
H1a: High personal innovativeness about technology in general leads to higher 
perceived ease of use of an e-payment technology. 
H1b: High personal innovativeness about technology in general leads to higher 
perceived usefulness of an e-payment technology. 
H2a: High personal optimism about technology in general leads to higher 
perceived ease of use of an e-payment technology. 
H2b: High personal optimism about technology in general leads to higher 
perceived usefulness of an e-payment technology. 
H3a: High personal insecurity about technology in general leads to lower 
perceived ease of use of an e-payment technology. 
H3b: High personal insecurity about technology in general leads to lower 
perceived usefulness of an e-payment technology. 
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H4a: High personal discomfort about technology in general leads to lower 
perceived ease of use of an e-payment technology. 
H4b: High personal discomfort about technology in general leads to lower 
perceived usefulness of an e-payment technology.  
H5: Perceived ease of use and perceived usefulness of e-payment technology 
will have a positive relationship. 
H6: Perceived ease of use and adoption of an e-payment technology will have a 
positive relationship. 
H7: Perceived usefulness and adoption of an e-payment technology will have a 
positive relationship.  
 
Table 34 presents the path coefficients and hypotheses testing results for the 
consumer data. Figure 23 overviews the results for the consumer data. 
 
Table 34: Path coefficients and hypotheses testing for the consumer data 
Hypothesis Relationship Beta SE t-value Significant 
level 
Conclusion 
H1a INN  PEOU 0.167 0.042 3.973 *** H1a supported 
H1b INN  PU -0.026 0.031 0.843 - H1b not supported 
(opposite sign) 
H2a OPT  PEOU 0.398 0.047 8.542 *** H2a supported 
H2b OPT  PU 0.331 0.043 7.705 *** H2b supported 
H3a INS  PEOU -0.140 0.037 3.826 *** H3a supported 
H3b INS  PU 0.034 0.033 1.038 - H3b not supported 
(opposite sign) 
H4a DISC  PEOU -0.016 0.041 0.394 - H4a not supported 
H4b DISC  PU -0.040 0.037 1.064 - H4b not supported 
H5 PEOU  PU 0.539 0.039 13.923 *** H5 supported 
H6 PEOU  ADOPT 0.283 0.050 5.677 *** H6 supported 
H7 PU  ADOPT 0.276 0.051 5.431 *** H7 supported 
Note:   
***  1% significant level 
 **  5% significant level 
  * 10% significant level 
 
INN Innovativeness INS Insecurity 
OPT Optimism PEOU Perceived ease of use 
DISC Discomfort PU Perceived usefulness 
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Note: ***=parameter estimate significant at the 0.01 level; n.s.=not significant 
TRI Technology Readiness Index DISC Discomfort 
TAM Technology Adoption Model INS Insecurity 
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
 
Figure 23: Analysis overview for the consumer data 
 
I conducted a post-hoc statistical power analysis on the model using G*Power 3.1 
and Daniel Soper’s statistics calculator. The result revealed that the observed statistical 
power for the model exceeded 0.99, which is considered to be extremely large. The 
calculation was based on the observed R2 of 0.558 for the highest number of predictors of 
5, probability level or alpha of α=0.05, and sample size in PLS-SEM analysis of n=659. 
I assessed the hypotheses by looking at the magnitude of the standardised 
parameter estimates of the variables (i.e., the beta or coefficient values), together with the 
corresponding t-values24 that indicated the level of significance. Overall, the model showed 
a good fit to the data as evidenced by the squared multiple correlations (R2) values for the 
dependent variables: (i) perceived ease of use (R2=0.313); (ii) perceived usefulness 
(R2=0.558); and (iii) e-payment adoption (R2=0.265). The 0.313 R2 value suggests that 
31.3% of the variance in extent of perceived ease of use can be explained by 
innovativeness, optimism, discomfort, and insecurity as the independent variables. 
                                            
24 The one-tail t-test values are t, 0.01 (i.e., at 1% significant level) = 2.326; t, 0.05 (5%) = 1.645; t, 
0.10 (10%) = 1.282. 
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Similarly, these independent variables were able to explain 55.8% of the variance for 
perceived usefulness. Meanwhile, the 0.265 R2 value suggests that 26.5% of the variance 
in the extent of e-payment adoption can be explained by both perceived ease of use and 
perceived usefulness. Hair et al. (2010) point out that an R2 value of 0.20 is deemed as 
high in fields such as customer behaviour. 
 
Hypotheses 1a and 1b: 
H1a: High personal innovativeness about technology in general leads to higher 
perceived ease of use of an e-payment technology. 
H1b: High personal innovativeness about technology in general leads to higher 
perceived usefulness of an e-payment technology. 
The result reveals that the innovativeness dimension had a strong positive 
contribution (β=0.167, ρ=0.01) to perceived ease of use; therefore, H1a was supported. 
Walczuch et al. (2007) found similar empirical results in their study. In addition, Dabholkar 
and Bagozzi (2002), who state that individuals with high technology innovativeness usually 
have stronger intrinsic motivation to use and enjoy the stimulation of trying new 
technologies, also support this finding. Karahanna et al. (1998) mention that more 
innovative individuals have less-complex belief sets about new technology.  
Conversely, for hypothesis H1b, the innovativeness variable did not significantly  
(β= -0.026) affected perceived usefulness of e-payment technology; therefore, hypothesis 
H1b was not supported. This was most likely because innovative customers, usually 
known as early adopters, always perceive new technologies to be beneficial. Innovative 
customers easily adopt new products by evaluating their user-friendliness rather than their 
usefulness. Walczuch et al. (2007) also empirically found that innovativeness was 
negatively contributed to perceived usefulness. According to Parasuraman (2000), even 
technology innovators apparently experience technology-related anxieties at level similar 
to those experienced by individuals who are much less enthusiastic about technology. 
Therefore, we can conclude that high personal innovativeness does not necessarily lead to 
a greater perceived usefulness of a technology. 
 
Hypotheses 2a and 2b: 
H2a: High personal optimism about technology in general leads to higher 
perceived ease of use of an e-payment technology. 
H2b: High personal optimism about technology in general leads to higher 
perceived usefulness of an e-payment technology. 
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I found the TRI’s optimism dimension to strongly and positively contribute to the 
perceived ease of use (β=0.398, ρ=0.01) and perceived usefulness (β=0.331, ρ=0.01) of 
e-payment technology; therefore, H2a and H2b were supported. Walczuch et al. (2007) 
supports these findings. Moreover, according to Scheier and Carver (1992) and Lee et al. 
(1993), technology optimists generally expect things to go their way and always consider 
good things to happen to them: as such, coupled with high self-confidence in their abilities 
to master new technologies, they would have a natural positive perception of any new 
technology. Parasuraman (2000) further supports this view by stating that a technology 
optimist believes that new technologies will offer people increased control, flexibility, and 
efficiency in their lives. This means that they have a predetermined positive view of any 
new technology before they are introduced to it (Yi et al. 2003). Furthermore, Walczuch et 
al. (2007) state that optimists are less likely to focus on negative events and. thus, confront 
technology more openly and are more willing to use new technologies. 
 
Hypotheses 3a and 3b: 
H3a: High personal insecurity about technology in general leads to lower 
perceived ease of use of an e-payment technology. 
H3b: High personal insecurity about technology in general leads to lower 
perceived usefulness of an e-payment technology. 
The TRI’s personal insecurity dimension strongly and negatively influenced          
(β= -0.140, ρ=0.01) the perceived ease of use of e-payment technology; therefore, H3a 
was supported. Walczuch et al. (2007) had a similar finding. According to Parasuraman 
and Colby (1997), individuals with high insecurity lack confidence about the security level 
imposed by new technologies and, thus, need assurance that the new technology is 
secure. In 1995, about 25% of Americans felt very insecure when setting their digital alarm 
clock (Rosen & Weil 1995). Gefen et al. (2003) also shows that that, since people with 
high insecurity inherently feel less confident in using new technologies, an easy-to-use 
feature of a technology would encourage them to adopt it and establish confidence 
afterwards.  
However, the insecurity variable had no significant effect (β=0.034) on the 
perceived usefulness of e-payment technology; therefore, H3b was not supported. 
According to Yi et al. (2003), for people with certain personal traits (including people with 
high insecurity towards new technology) to accept new technologies, perceived usefulness 
does not matter. 
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Hypotheses 4a and 4b: 
H4a: High personal discomfort about technology in general leads to lower 
perceived ease of use of an e-payment technology. 
H4b: High personal discomfort about technology in general leads to lower 
perceived usefulness of an e-payment technology.  
The results show that the discomfort variable did not significantly influence either 
the perceived ease of use (β= -0.016) or perceived usefulness (β= -0.040) of e-payment 
technology; therefore, H4a and H4b were not supported. Referring to the latter relationship 
(DISCPU), Walczuch et al. (2007) also found that the discomfort variable did not 
significantly affect the perceived usefulness of a technology. A possible explanation for 
why both hypotheses were not supported is that many e-payment technologies use design 
features that are reminiscent of common objects that people encounter in their daily lives. 
For example, payment card terminals may resemble access card devices for entering 
buildings, which seem to be commonly used by the majority of working people nowadays.  
 
Hypothesis 5 (H5): 
Perceived ease of use and perceived usefulness of e-payment technology will have 
a positive relationship. 
The results show that the perceived ease of use significantly and positively 
influenced the perceived usefulness of e-payment technology (β=0.539, ρ=0.01); 
therefore, H5 was supported. This finding is strongly supported by a number of previous 
empirical studies; for example Taylor and Todd (1995b), Venkatesh and Morris (2000), 
Venkatesh and Davis (2000), Walczuch et al. (2007), and Lin and Chang (2011). 
According to Walczuch et al. (2007), perceived ease of use and perceived usefulness can 
be positively related provided that the perceived usefulness is referring to the prospective 
user’s subjective probability that using a specific technology will increase the performance 
of their daily work. 
 
Hypotheses 6 and 7: 
H6: Perceived ease of use and adoption of an e-payment technology will have a 
positive relationship. 
H7: Perceived usefulness and adoption of an e-payment technology will have a 
positive relationship.  
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As anticipated, perceived ease of use (β=0.283, ρ=0.01) and perceived usefulness 
(β=0.276, ρ=0.01) significantly and positively impacted the adoption of e-payment 
technology; therefore, H6 and H7 were supported. Davis et al. (1989), Chau (1996), and 
Igbaria et al. (1997) found similar results.  
 
 
Conclusion 
Overall, the above results show that, except for the discomfort variable, which had an 
insignificant contribution, all other three TRI dimensions (i.e., innovativeness, optimism, 
and insecurity) were strong predictors of the perceived ease of use of e-payment 
technology. However, only the optimism variable had a significant and positive influence 
on perceived usefulness. Contrary to the hypotheses, other TRI dimensions (i.e., 
innovativeness, insecurity, and discomfort) did not contribute to the perceived usefulness 
of e-payment technology. These findings conform to the relationships represented in the 
TRI model except for the discomfort variable. This study shows that discomfort variable 
does not significantly influence the consumer’s perceptions, subsequently, the adoption of 
e-payment. 
The findings also show that there was a strong positive relationship between 
perceived ease of use and perceived usefulness. Similarly, they showed significant 
positive relationships between perceived ease of use and perceived usefulness towards 
the adoption of e-payment technology. Therefore, this study validates the relationship of 
variables as per TAM. 
To summarise, my results are comparable with other previous empirical studies, 
especially Walczuch et al. (2007), who similarly adopted a research model that combined 
both the TRI and TAM theoretical models. My results are also in line with other related 
studies such as Yi et al. (2003), who used TRI dimensions as the moderating effects for 
the relationship between TAM variables and behavioural intention, and Lam et al. (2008), 
who focused on the direct effect of TRI variables on technology adoption. Comparatively, 
Lam et al. (2008) also discovered in their study that, in contrast with other technology 
readiness variables, discomfort did not appear to have any significant effects on 
technology adoption and usage. 
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5.4 Qualitative data analysis for consumers 
I collected the qualitative data for consumers simultaneously with the quantitative data via 
questionnaires. All questions were open ended and designed to meet the study objectives. 
I newly developed some questions and adopted others from Walczuch et al. (2007) and 
Lam et al. (2008) and modified them accordingly. An expert reviewer also reviewed the 
questions before I finalised them. Please refer to Appendix 14 for the detailed qualitative 
questionnaires. 
I collected a total of 707 responses were collected, of which 25 responses had 
missing data. The final usable data of 682 was considered satisfactory and comparable 
with other qualitative studies on consumer perceptions.  
The data were sorted and analysed using text analytic software called Leximancer, 
which was found to be more efficacious than manual operation. The software can deal with 
large amount of data without bias, identify a broader span of syntactic properties, improve 
reliability, and assist reproducibility (Penn-Edwards 2010). 
 
Innovativeness 
I asked respondents about what perceived benefits and drawbacks they had about e-
payment, and whether they evaluated e-payment technology appropriately prior to actually 
using it. 
I found that the respondents made an effort to be aware, understand, and evaluate 
the benefits and drawbacks of new technology before starting to use it. Although they 
perceived e-payment technology to be useful and easy to use, they had a few concerns 
about it. They saw e-payment’s main benefit was its time efficiency, which subsequently 
led to energy and cost savings. Meanwhile, they saw the technology’s main drawbacks as 
being safety of information (transaction and personal) and system reliability (risk of being 
hacked). About six out of ten respondents would make the effort to evaluate the e-payment 
technology before using it. Regulators, businesses, and any other related entities may 
focus on these technology attributes in accelerating e-payment adoption. 
Based on Leximancer’s output results (see Appendix 18), the most prominent 
theme for the perceived benefits of e-payment was time, and it was strongly connected to 
energy, save, cost, and efficiency. These results are consistent with the software’s concept 
ranking where time and save were the most highly ranked concepts. The moderately 
important themes included transaction and easy, which were largely connected to the 
business and life concepts, respectively. 
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The findings imply that e-payment’s major perceived benefit was efficient use of 
time, which subsequently led to energy and cost savings. E-payment saved individuals’ 
time because they could avoid merchants’ premises, traffic, parking, and queuing in line at 
the payment counter. The respondents also perceived e-payment to make life much easier 
and convenient because they could manage their routine payments (e.g., shopping, paying 
utility bills, and funds transfers) much faster. E-payment also allowed them to enjoy the 
convenience of making payments anywhere at any time. Some supporting quotations 
include: 
 ‘E-payment makes your life easier where everything can be done in a click.’ 
 ‘[E-payment is] convenient, fast, [and we have] no need to carry cash.’ 
 ‘[E-payment promotes] good time management, [with] low traffic at queue 
system.’ 
 ‘[E-payment] save time, [because you] no need to line up in order to pay all 
your monthly payments, [and] everything is at your fingertips’ 
 ‘[E-payment is] fast, can do it anytime, no hassle on going to bank, no [need 
to] queue, no [need to find] parking, etc.’ 
 
With regard to e-payment’s perceived drawbacks prior to its usage, the most 
prominent themes identified in the responses were transaction and system (rank 
accordance). The transaction concept was largely connected to bank, card, account, and 
save; while the system concept was strongly connected to hacked and risk. The 
moderately important themes were information and usage: they were highly connected to 
personal and people concepts, respectively. 
The results imply that the perceived drawbacks of using e-payment were mainly 
related to the (i) safety of information (transaction and personal), and (ii) system reliability 
(risk of being hacked). We can deduce that most of the respondents had low confidence in 
the safety of the financial and personal information they provided when initiating e-
payment transactions. They were concerned about the risk of being hacked by Internet 
intruders, where their personal and financial information might be exposed and be at risk 
of being misused. They also had concerns about the stability and reliability of the e-
payment’s website and server infrastructure. Some supporting quotations include: 
 ‘Security, security, security. Extreme caution [is] required to avoid online 
scams.’ 
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  ‘[Concern on] safety, [where the security level is] depends on [what types of] 
technologies [you] use and [also concern on] personal information leak[ing] to 
other people.’ 
 ‘Sometimes the [e-payment] system is down or the [Internet] server traffic is 
slow or congested.’ 
 ‘Might encounter problem when [the Internet] server [continuously] hang, [or 
there is] no electricity’ 
 ‘Internet line [is] not [always] stable, record [of e-payment transactions are] 
not proper[ly done] due to Internet [connection] problem[s].’ 
 
Optimism 
I queried the respondents about the important factors that influence the usage of a new 
technology such as e-payment. The Leximancer results showed that the most prominent 
themes (and concepts) were time and use. The time concept was strongly connected to 
the queue and save concepts, while the use concept was largely connected to the card 
and easy concepts. Moderately important themes were security, user-friendly, people, and 
transaction. The concepts that were interrelated with these themes were reliable, 
information, daily, queue, pay, and online. 
From the results, we can deduce that the most important factors that influenced e-
payment usage were time savings (efficient) and easy usage (user-friendliness). I also 
found that the other related factors that influenced e-payment usage were reliability of 
Internet access and speed, how secure financial and personal information was, 
transactions’ safety (avoid robbery), convenience, and transaction cost. Some supporting 
quotations include: 
 ‘In my opinion, the efficiency and the reliability of the system are among the 
important factors that influence the usage of new technology like e-payment.’ 
 ‘[The factors are] availability of wireless network, [and] level of security of the 
websites.’ 
 ‘[The factors are] safety, [and] privacy [of e-payment transaction], [and 
avoiding the] availability of private and confidentiality information to 
unscruptious[sic] [third] parties.’ 
 ‘Time factor, people don’t want to waste time queue for making payment.’ 
 ‘E-payment offer fast and effective services which save time and cost.’ 
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Discomfort and Insecurity 
I asked respondents to describe the personal experiences that discouraged or made them 
felt insecure in using e-payment. The Leximancer results showed that the most prominent 
themes identified in the responses were bank and card. The bank concept was strongly 
connected to account, people, and online concepts; meanwhile, the card concept was 
largely connected to cash, amount, charges, and fraud. Transaction, another important 
concept, was highly connected to Internet and account. Moderately important themes were 
customer, personal, Internet, and system. 
I found that about five in ten respondents did not encounter any unfavourable 
experiences that made them feel insecure in using e-payment. However, half of the 
respondents encountered unfavourable experiences related to fraudulent transactions 
when using cards to initiate online payments. These unfavourable experiences, of which 
include the unapproved disclosure of personal information to third parties, system error 
and malfunction, password problems, and a slow Internet connection, have to some 
extent, made them feel discomfort and insecure when using e-payment technology. This 
discouraged them from continuing to use e-payment. Some supporting quotations include: 
 ‘[The system always have] down time, high frequency of reported frauds, 
sharing of personal information such as phone numbers with other 
companies.’ 
 ‘[Incident on] card online theft - but my service provider acted fast, and I 
didn't lose anything, but online criminals and hackers also evolve and they 
get smarter in finding loopholes on how to breach security’ 
 ‘Occasionally I have thought that I [have] made the payment, but [the 
process] failed in the last step, so [apparently I] have not actually completed 
the payment.’ 
 ‘[I have] difficulties when a [system] server is too slow – [and then a] time-out 
[message popped out].’ 
 
Perceived Ease of Use 
I asked respondents whether they felt overwhelmed by the complexity of new technology 
and whether all new technologies are easy to use. 
The Leximancer results highlight that the most prominent themes were user-friendly 
and understand. The former was strongly connected to the interface, user, and designed 
concepts, while the latter was largely connected to the difficult, instruction, and system 
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concepts. Apart from the user-friendly and understand concepts, the other important 
concepts were user, time, complicated, and learn. 
The findings show that most respondents thought that, in general, new technologies 
were embedded with user-friendly designs and interfaces that helped users to easily 
understand how to use them; some users may find it difficult or complicated to use at the 
beginning but, with the instruction manual provided, they thought that it could be learnt 
over time. Some supporting quotations include: 
  ‘With some new technologies, as long as there is technical support, things 
will be fine and eventually you will get used to it.’ 
  ‘[I] can't say [for] all [of new technologies], [it is] too wide a coverage. Most 
technologies are still relatively easy to use, [it is] depends on the user's 
capability.’ 
  ‘Sophisticated things normally built with user-friendly criteria to attract 
potential customers.’ 
  ‘[I’m] not overwhelmed entirely but you need to know how these gadgets 
work and some tricks and overtime you get the hang of it.’ 
 
Perceived Usefulness 
I asked respondents about their initial perception when first confronted with new 
technology and their level of expectation for new technology’s usefulness in their daily 
routine activities. 
Analysis using Leximancer showed that the most prominent themes (and concepts) 
were usage and risk. The people, focus, and easy concepts were largely connected to the 
former, and the aspect, convenience and evaluate concepts to the latter. Moderately 
important themes (and concepts) were safe, positive, and security.  
From the responses, I also found that about nine in ten respondents had medium to 
high expectations that new technology will be useful for their daily routine activities and will 
make their life much better in general. 
Based on the above results, we can deduce that respondents strongly perceived 
new technologies such as e-payment to be easy to use and useful in their daily life. 
However, some consumers might have concerns about the possible risks associated with 
any new technology when first confront with it. Respondents identified the security of 
personal information as the main risk. Some supporting quotations include: 
 ‘[I’m] very open and believe it's the best technology in the industry at the 
moment.’ 
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 ‘It is a good development and improvement; however, I still need to beware 
of certain possible unexpected risk that will happen.’ 
 ‘[I’m] positive [on new technologies], but a little worried about the risk to be 
borne.’ 
 ‘[I’m] open and positive [on new technologies] as advancement in technology 
is very useful but we should be careful before giving out personal 
information.’ 
 
E-Payment Adoption 
I asked the respondents about how their e-payment usage intentions were affected by (1) 
reward programmes by card issuers, (2) surcharge fees25 imposed by merchants, and (3) 
total number of merchants accepting e-payment.  
For the first point, the Leximancer concept map showed that the most prominent 
themes were card, encourage, and incentive; and the most prominent concepts were card, 
points, usage, encourage, and influenced. Card as the most prominent concept was 
largely connected to issuer, offer, and higher. Meanwhile, the points concept was strongly 
connected to collect, spend, and necessary. 
The findings show that, to some respondents, reward programmes highly 
incentivised and influenced their e-payment decision and usage. The products offered as a 
reward for using e-payment were very tempting to this group of respondents and might 
influence their initial intention of using e-payment. Some supporting quotations include: 
 ‘Yes, [I’m] greatly affected by the incentives given/offered [through the reward 
programme].’ 
 ‘Yes, it is influencing me to use [a] product with reward programme rather 
than using [a] product without reward programme as to make sure I get more 
benefit from it.’ 
 ‘The rewards offered by card companies are really influenced me to use 
credit cards heavily.’ 
 ‘[I’m] very much [affected] - I use my credit card for almost all e-payments I 
make as it offers great rewards points.’ 
  ‘The reward sometimes drive[s] me to use the card, especially for big 
purchases.’ 
 
                                            
25
 A surcharge fee is also known as a convenience fee or merchant discount fee imposed on any 
transactions using payment cards. 
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However, on the other hand, some respondents were not really interested in the 
reward programme offered and held on to their initial e-payment usage intention, which 
was convenience. Some supporting quotations include: 
 ‘[I’m] not affected, as far as [it is] easy to use, I don't mind.’ 
 ‘[I] don’t really bother on [the] reward programme. I use it [as] to make my life 
easier.’ 
 ‘[I think] the reward programme is more of a bonus. My e-payment usage is 
mainly based on the convenience of not carrying cash and the need to 
purchase the goods.’ 
 ‘I use credit card to make payment for goods because it provides 
convenience and safety for me. I am not depending on reward or other things 
that could be given to me for using the system.’ 
 
For the second point (merchant surcharge fees), the Leximancer results showed 
that the most prominent themes were use, pay, charged, and the most prominent concepts 
were use and card cash. The concept use was largely connected to the method, cash, and 
e-commerce concepts.  
Two interesting moderately important themes were affected and reasonable, which 
were positioned opposite each other in the concept map. The affected concept was 
strongly connected to time, cost, and avoid. Meanwhile, the reasonable concept was 
highly related to minimal, facility, and charged.  
The interrelation of these two opposite concepts (affected and reasonable) indicates 
that some respondents were affected by the surcharge fee imposed on them because it 
increased their payment costs and they would try to avoid such fee. However, some other 
respondents were willing to bear a surcharge fee because they felt that it was reasonable, 
minimal, and insignificant to the total purchase amount. They regarded it as an ordinary 
fee charged for any service facility provided. Some supporting quotations include: 
 ‘It makes me search for other merchants that provide lowest surcharge.’ 
 ‘Normally, when some merchants imposed the surcharge fee, customers 
prefer using cash as medium of payment.’ 
 ‘I'm not using e-payment if there are fee imposed by merchant.’ 
  ‘If the surcharge fee is reasonable, I don't mind to pay a little bit for it.’ 
 ‘I don't mind paying the surcharge so long that I don't have to leave my 
office/home and I can do transaction anytime.’ 
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The third point (number of merchants accepting e-payment) was not analysed using 
Leximancer due to the short and categorical answers provided. Through manual coding, I 
found that about five in ten respondents thought that a wide merchant network that 
accepted e-payment was a highly important factor that might encourage them to take up e-
payment. However, the other half of the respondents opined that this factor did not affect 
their e-payment preference and usage. Some supporting quotations include: 
 ‘Of course, lack of distribution channel will make me refused to use e-
payment.’ 
 ‘Yes, [the] more merchants offer[ing] e-payment provide higher confidence 
levels [for me] to use e-payment.’ 
 ‘I prefer to do transactions using e-payment if that option is available.’ 
 ‘I already use e-payment, and also encourage others to do so!! It will be 
better if smaller merchants accept e-payment, without that ridiculous 
surcharge!’ 
 
 
5.5 Challenges encountered by service providers 
I conducted semi-structured interviews with several e-payment service providers in 
Malaysia from April to May 2012. I performed these interviews to: 
i. Enrich and support the quantitative findings on the factors influencing both 
consumers and businesses in adopting e-payment, and  
ii. Obtain information and comments about the challenges they encountered in 
providing reliable and efficient e-payment services.  
 
All respondents were at the director level or equivalent and were responsible for setting 
the strategic direction of their organisation. I initially contacted and invited 37 senior 
management officers from 20 technology service provider companies to participate in the 
study. I ended up interviewing, seven Directors from seven different companies (18.9% 
response rate) as per Table 35. 
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Table 35: Details of the interviewed service providers  
No. Name of the service provider company Designation of the interviewee 
1 eGHL (M) Sdn. Bhd. Director 
2 NetBuilder (M) Sdn. Bhd. Director 
3 HID Global Sdn. Bhd. Director of Sales ASEAN 
4 Mobile Money International Sdn. Bhd. Director 
5 Diners Club (M) Sdn. Bhd. Director 
6 DagangNet (M) Sdn. Bhd. Director 
7 MBf Card (M) Sdn. Bhd. Senior Vice President of Finance 
 
All service providers who participated in this study were active players in the e-
payment technology industry in Malaysia. They provided both software and hardware for 
main payment applications and solutions for e-payment products, including online payment 
gateway and mobile payment services. Some of the organisations also focused on issuing 
payment cards such as credit and charge cards, secured identity solutions for logical 
access control, and consultation regarding payment business.  
I gathered comments from a diverse range of e-payment players, from those newly 
established to those that were well-established (i.e., they had existed for 3 to 25 years). 
The organisations interviewed had been in the industry for more than nine years on 
average. One of them had actively been involved in e-payment for more than 25 years. 
Another organisation provided e-payment infrastructure for more than 33,000 merchant 
establishments in Malaysia, covering over 12% of the country’s terminalised merchants.  
These service providers’ main business partners were the banking institutions, 
government agencies, payment associations, MyClear26, payment operators in other 
countries, and so on. Their clients included individual Malaysian consumers, migrant 
workers, local online companies, and government agencies. 
 
 
Comments on the factors influencing adoption of e-payment by consumers  
All respondents thought that the initial exposure to new technology played an important 
role in developing people’s behaviours with and perceptions of it. They thought that the 
most critical step was to ensure that consumers have favourable first experiences when 
using new technologies so that they are more receptive to them. Educating potential users 
(especially about e-payment’s benefits and security features) is a key stage in promoting 
                                            
26
 MyClear is the country’s main payment clearing house and catalyst for the country’s migration to e-
payment. It is 100% owned by the Central Bank of Malaysia. 
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e-payment usage. Generally, the respondents believed that consumers have a positive 
attitude on e-payment technology due to its convenience and/or ease of use. Usually, once 
the consumers have the confidence, they can adopt it in a short period of time, especially 
when they realised that other consumers are also willing to use (and comfortable with 
using) similar technologies. However, the respondents also noted e-payment’s (as with 
other new technology’s) take-up rate is highly influenced by its cost and availability (e.g., 
between rural vs urban areas). Some supporting quotations include: 
 ‘…it is all about being exposed to payment services… educating users is a 
key in promoting e-payment usage…’ 
 ‘… initially there was feeling of insecure… after a while and with few 
awareness programmes, they are more receptive towards e-payment…’ 
 ‘Getting consumers to try a new self-service technology for the first time is a 
critical step in getting them embrace the technology. Generally consumer 
hold positive attitude on the e-payment and they can adopt it in pretty short 
period of time.’ 
 
In general, most participants agreed that perceived usefulness and perceived ease 
of use of a technology are essential. However, there are other aspects that also play 
important roles in e-payment adoption such as the security measures in and costs of using 
such technology. One respondent viewed that such perceptions did not matter because 
the effect wore off on initial usage. Instead, for a product or a service to be successful, it 
should foremost bring real benefits and convenience to users. Another respondent 
highlighted that, because urban and rural consumers are diverse, different approaches 
need to be adopted to entice their interest and build their confidence in using e-payment. 
Some supporting quotations include: 
 ‘Users are more concerned on the cost…’ 
 ‘Initial perception wears off upon usage. For a product or service to be 
successful, it must bring real benefits and convenience to users.’ 
 ‘While consumer prefers easy and convenient system, security is another 
aspect that plays an important role.’ 
 ‘There are different level of mentality between urban and rural consumers… 
need to adopt different approach to catch their attention and to strengthen 
their confidence to use e-payment.’ 
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In summary, for consumer e-payment adoption, I found that factors related to the e-
payment technology itself such as the convenience, benefits, usage costs, and security 
measures were more important than consumers’ behaviours and perceptions. In general, 
they believed that consumers hold a positive attitude towards technology and their initial 
perception on e-payment could be improved on using it.  
 
 
Comments on the factors influencing adoption of e-payment by businesses  
In gauging the internal and external factors that influence businesses’ strategy and 
decision to adopt e-payment, all respondents commented that the main internal factor was 
cost structure. This includes e-payment’s implementation, operation, and maintenance 
costs. To lower costs, one respondent suggested the businesses to develop partnership 
arrangement with their business partners. One example a respondent gave was the 
arrangement between MyClear and one of the service providers in acquiring or installing 
payment card terminals at small and medium-sized merchants’ premises. Under the 
arrangement, MyClear paid for the terminal costs and the merchants paid for the merchant 
fee and the monthly maintenance costs to e-payment service providers.  
Other factors that also influenced businesses to adopt e-payment were complexity 
of implementation, security level, and settlement efficiency. One respondent remarked that 
the more complex and timely the initial implementation, the lower the interest of the 
businesses to adopt it. Respondents were also concerned with the technology’s security 
level because they were disturbed with a lot of news on technology fraud cases. In 
addition, they also noted that the efficiency of settling payments is vital (i.e., the speed at 
which funds are credited into or debited from their accounts). Another internal factor 
highlighted by one of the respondents was the training for cashiers. This is essential, 
especially for large companies such as supermarkets and fashion malls where cashier 
turnover is high. Some respondents noted that it is costly and timely to continuously train 
new cashiers in processing e-payment transactions. Some supporting quotations include: 
 ‘The cost and complexity of implementation.’ 
 ‘Cost structure… partnership arrangement… MyClear’s business strategy tie-
up… allows businesses to accept debit transactions, install terminals in all 
shops, coffee malls…’ 
 ‘Training for the cashier… turnover of cashier is high, thus difficult to keep 
training them.’ 
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As for external factors, some of the respondents emphasized that their businesses 
were considering the popularity of e-payment’s branding and how widely it was accepted 
by consumers and other merchants prior to adopting it. A wide acceptance of technology 
indicates a high demand from consumers and this encourages businesses to adopt similar 
technology. Another respondent argued that, when e-payment technology is used more 
widely, the take-up rate will be higher. In addition, the respondents also noted the severity 
of fraud incidences. They believed that if fraud incidences are not tackled holistically and 
diligently by the respective entities such as the policy makers and supervision bodies, 
businesses will become more reluctant to adopt such technology due to fear of becoming 
a victim. Some supporting quotations include: 
 ‘…branding and availability of channels…’ 
 ‘… fraud issues… adoption is essential in industry where e-payment is 
significant’ 
 ‘Training for the cashier… turnover of cashier is high, thus difficult to keep 
training them.’ 
 
I also asked the service providers whether the e-payment infrastructure’s reliability 
and efficiency are major factors for consumers and businesses to adopt e-payment. Most 
of the respondents agreed that those two factors were the main pillars of e-payment 
technology and should be the basic requirement to sustain e-payment service quality. In 
fact, those two criteria create a sense of security in using new technologies. The 
respondents remarked that either the consumers or businesses will definitely worry if they 
do not know the status of their payments due to, for example, loss of connection or poor 
network connectivity.  
Furthermore, one respondent highlighted that the capacity and capability of 
payment terminals in accepting various types of payment cards also plays an essential 
role in influencing e-payment adoption. According to the respondent, a high-end terminal 
could have six SIM slots, which allows it to accept and process transactions using six 
different card networks or payment card brands (e.g., Visa, MasterCard, AMEX, JCB, 
Bankcard, and so on). Some respondents also highlighted that some acquirers 
implemented the Easy Payment Plan Programme for purchases of selected high-value 
products. This programme allowed their customers to make instalment payment for 
purchases of goods and services at zero interest. Regardless of the terminal capacity, 
such programmes limit the terminal acceptance to only accept payment cards issued by 
the specific acquirer. This arrangement may lead to an inefficiency of e-payment 
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transactions because merchants may need to install multiple terminals at the counter to 
facilitate such programmes for cards issued by different issuers. 
However, one respondent disagreed that the e-payment infrastructure’s reliability 
and efficiency are major factors for consumers and businesses to adopt e-payment. 
Instead, the respondent thought that the cost of using e-payment is much more important 
and, usually, businesses want to enjoy more benefits at a cheaper rate. 
The service providers also commented that government/supporting industry 
assistance and support to expedite e-payment adoption was still lackadaisical, although it 
had slightly improved over time. Some examples given were in terms of policy 
enforcement and controls by the government, and supporting industry integration and 
cooperation, especially the telecommunication companies. Some supporting quotations 
include: 
 ‘Yes, the rate of usage of any new system very much depends on the 
readiness of the infrastructure, reliability and efficient, sense of security…’ 
 ‘Reliability is essential. Usually at the counter, the businesses keep a spare 
terminal just in case the current one is malfunction. The processing time of 
each transaction (efficiency) is crucial as well.’ 
 ‘Capacity of terminal… currently the highest capacity is 6 SIM slots… EPP 
issue… own card processing only lead to multiple terminals on the counter.’ 
In summary for business e-payment adoption, the internal factors the service 
providers highlighted that might affect businesses’ decisions to adopt e-payment were its 
cost structure (business resources), implementation complexity and the security and 
settlement efficiency of e-payment technologies (technology resources), and, lastly, the 
requirement for staff training (human resources). 
On the other hand, the external influencing factors they highlighted were customer 
demand (market forces e-readiness); the technology’s branding popularity, coverage, 
fraud incidences, reliability, and efficiency; and, lastly the support from the government 
and supporting industries (e-government e-readiness and supporting industries e-
readiness). 
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Challenges in providing reliable and efficient e-payment services 
From all responses, we can divide the challenges into a few categories: 
i. Offering a cost-effective pricing scheme 
ii. Spurring cooperation among industry players 
iii. Issuing up-to-date regulation, and  
iv. Improving the readiness of integrated infrastructure.  
 
Offering a cost-effective pricing scheme is very important to foster business and 
consumers to take-up e-payment services. However, while competing with each other in 
offering the lowest cost to the merchants and consumers, the respondents commented 
that as a service provider, they were unable to afford offering price beyond a certain 
threshold level. The respondents remarked that they are also required to bear high setup 
costs and infrastructure requirements for secured transactions. This cost is consistently 
increasing throughout the globe. Therefore, on top of the pricing scheme, most service 
providers are also competing on other value-added services and branding, such as free 
shop signage. 
The respondents also spoke about the attitude of majority of the existing e-payment 
players in the industry such as banks and clearing houses. They noted that most of them 
were difficult to work with. Close cooperation among these players is essential to ensure 
easier system integration to develop new e-payment products. 
Another challenge is the readiness of the updated and improved policies and 
regulations to handle the various types of cybercrime and innovation of e-payment 
products. Innovation needs space and require appropriate persons making proper 
evaluations about the actual risks and not merely following outdated guidelines rigidly. 
To have an integrated infrastructure as the ‘generic’ solution to all e-payment 
products is also a great challenge. Each individual bank in particular has their own legacy 
systems that create difficulties for service providers to integrate with new e-payment 
products, and the whole integration process can be costly, too. This situation (i.e., lacking 
an integrated infrastructure) has led to unnecessary inefficiency in e-payment processes, 
such as longer processing times for each transaction. Some supporting quotations include:  
 ‘Existing players… are difficult to work with… a lot of new e-payment 
products require integration with current infrastructure. There are too many 
hurdles.’ 
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 ‘There are too many modes of payments… as such integration between 
banks via MyClear is rather difficult and costly as there is no generic solution. 
Each individual bank has their own system… have difficulties to integrate.’ 
 
While some challenges can be resolved internally (such as the pricing scheme), all 
respondents agreed that there was a need for a champion such as the Central Bank or 
MyClear to intervene and assist with most other challenges. Indeed, intervention by a 
respectful leader such as the Central Bank hopefully will be able to influence stakeholders’ 
attitudes about providing greater cooperation with other industry players and about 
complying with standards and requirements in providing e-payment services. Some 
respondents also mentioned that the Central Bank might also be able to assist the police’s 
cybercrime unit to be more proactive in cybercrime investigation and enforcement.  
Furthermore, intervention by the Central Bank and other related government 
agencies are required to ensure the readiness of updated and improved policies and 
regulations relating to e-payment, and the readiness of integrated e-payment 
infrastructure. For example, one respondent stated that there is an urgent need for 
integration between the card brands’ authorisation system and local SMS service 
providers for a better flow of e-payment messages. Currently, this has not been fulfilled 
due to lack of cooperation between the respective parties. 
One respondent also identified that there was a need for a single third party 
company that would be able to hook up all the acquirers so that merchants just need to 
have one acquiring agreement with this third party company for acquiring services, 
compared to having separate agreements with each acquirer. Some supporting quotations 
include: 
 ‘Challenges can be resolved internally but the need for a champion… like 
Bank Negara Malaysia is very important…’ 
 ‘Readiness of infrastructure, regulation and guideline are more on external 
factor that may require intervention from related regulatory body.’ 
 ‘Bankers’ attitude… might need intervention from MyClear or Bank Negara 
Malaysia… so that they can follow a standard and requirement in providing e-
payment services.’ 
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Some respondents were very positive about providing cost-effective e-payment 
infrastructure and commented that they were currently already offering an affordable 
infrastructure to merchants in promoting its adoption, especially with new services 
attached to it such as bill payments. One respondent commented that they would be able 
to offer a very low merchant fee to selected merchants because they were using a different 
payment channel that provided a lower settlement cost. Meanwhile, another respondent 
mentioned that they had a partnership arrangement with MyClear that allowed them to 
provide lower cost terminals by purchasing the terminals in bulk and directly from the 
manufacturer. However, one respondent thought that it was difficult to further reduce e-
payment costs because there were too many parties involved in the whole supply chain 
(such as the service provider, banks, clearing houses, and so on), and, certainly, there are 
costs incurred at each organisation. Some supporting quotations include: 
 ‘We are currently trying to deploy a low cost terminal to promote things like 
bill payments especially in remote areas.’ 
 ‘For certain merchants that we offer very low MDR, we are able to offer them 
MB2u… as our cost is much higher than our MDR (offered) to the merchant, 
so we route all MB2u payments through FPX channel which has lower cost.’ 
 
Overall, some respondents considered the support received from the government 
and other related industries as fair and still at the early stage. However, it is moving 
forward and improving: the number of initiatives commenced by the government agencies 
and telecommunication companies have increased over time. The Central Bank as the 
policy maker and MyClear as the catalyst to e-payment migration were considered by most 
respondents to have been very supportive throughout the years. They noted that their 
support was strong especially in promoting the financial process exchange (FPX) platform 
and in dealing with issues related to e-payment fraud such as enforcing deadlines on 3D-
secure for online purchases. They also commended the Central Bank’s practice of seeking 
public or market consultation prior to implementing any new guidelines or policies. They 
also welcomed financial support from the government in migrating to the EMV chip card 
through one-to-one financing. However, one respondent commented that the Central Bank 
should also revise some e-payment policies to further spur e-payment’s take-up such as 
the ceiling limits of online funds transfers for the business sector. 
Conversely, a few respondents opined that government support has been 
lackadaisical and that there was a crucial need to enhance the enforcement of rules and 
policies with proper controls. Surprisingly, one respondent even condemned the 
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government with his statement that the government agencies were mostly bureaucratic, 
inefficient, corrupt; and, usually, that there were too many parties with vested interests. He 
also believed that other related industries such as the major telecommunication companies 
such as Maxis, DiGi, and Celcom were only interested in making profits and not really 
interested to work with the service providers because they were competing with each other 
in providing similar e-payment services such as issuing e-money. Some supporting 
quotations include: 
 ‘BNM has done a great job that giving all bankers a deadline on 3D-Secure 
compliant issue… MyClear also has done great efforts on promoting FPX 
and third party acquirers programmes.’ 
 ‘Frankly speaking, must say that government support has been 
lackadaisical… enforcement with proper controls is very important…’ 
 
Some of the respondents mentioned that they had avenues to highlight issues and 
concerns relating to the development of e-payment infrastructure such as through regular 
meetings with policy makers and government agencies and at various regional 
conferences. However, they noted that these avenues did not have the capacity to pull all 
service providers together and, therefore, lacked the ability to create solutions to resolve 
issues the service providers encountered. Meanwhile, other respondents did not think that 
they were being heard enough or that they were receiving enough assistance from the 
relevant parties in Malaysia. Some supporting quotations include: 
 ‘Yes, National Card Group chaired by BNM… but not to the extent that can 
pull all service providers together and come out with solutions to resolve the 
issues.’ 
  ‘We are not big players like IBM, etc. to be involved in industry forum to 
highlight our issues and concerns.’ 
 
To summarise, that the main challenges encountered by service providers in 
providing reliable and efficient e-payment infrastructure include high costs,, poor 
cooperation among the players, outdated regulation, and an non-readiness of integrated 
infrastructure. Although pricing is difficult to resolve, it can be managed internally. 
Meanwhile, other factors have external influences that require the intervention of reputable 
regulatory bodies such as Central Bank or government agencies. 
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5.6 Summary 
Five separate analyses on both quantitative and qualitative data provide interesting 
findings on the factors influencing e-payment adoption by businesses and consumers, and 
on the challenges encountered by service providers in delivering reliable and efficient e-
payment services. With further deliberation in Chapter 7, I discuss whether these findings 
are able to unravel the e-payment adoption issue in a developing country such as 
Malaysia. 
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Chapter Six: Extended Data Analysis and Findings 
 
This chapter discusses the extended data analysis to further support the study’s primary 
findings. I analyse the data in five separate, additional ways to those I’ve done in previous 
chapters. These include modifying the business theoretical framework to better specify 
relationships between variables that affect e-payment adoption by businesses. I also 
perform mediation and moderation analyses on the business and consumer data, 
respectively. These analyses provide better understanding on the overall e-payment 
adoption issues in Malaysia. 
 
 
6.1 Modification of theoretical framework for business data  
The modification of the original business model is based on the initial conclusion that the 
overall data analysis results were unsatisfactory. Only one relationship was significant at 
1% significant level (see Conclusion for Section 5.1). I then modified the original model 
(see Figure 11) to better specify the relationships between the variables that influence e-
payment adoption by businesses. Appendix 11 shows further details on the re-modelling 
process and results on path coefficients and significant levels for every relationship in each 
modified model. 
My efforts resulted in three new models (models A, B, and C). I chose Model C as 
the best model to describe factors that influence e-payment adoption by businesses. 
Supported by previous research and my analysis of the empirical data I gathered, Model C 
reasonably describes the relationships between the variables. Seven new relationships in 
Model C were: HRBS, BRBS, TRBS, GC, BSC, MFeRA, and SIeRA. In this 
newly modified model, all ten relationships between eleven variables were significant. 
Figure 24 shows the modified theoretical framework for the business data. 
 
 
 
171 
 
 
A Awareness GeR Government e-readiness 
ADOPT E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
 
Figure 24: Theoretical framework for e-payment adoption by businesses (modified model) 
 
I developed ten hypotheses for this modified model, which includes seven newly 
established hypotheses (H1 to H7). Meanwhile, the original business model27 already 
adopted H8 (labelled as H5 in the original model), H9 (H9), and H10 (H1). In the following 
paragraphs, I discuss how I developed each hypothesis. 
The first three hypotheses relate to human resources, business resources, and 
technology resources, respectively, and their expected relationships with the newly 
introduced variable, business strategy. A company will usually take into consideration the 
availability and capability of their human resources, business resources, and technology 
resources when developing their business strategy. A company needs to know their 
position and current strengths and weaknesses in terms of the resources they have to 
create a long-term business strategy. Indeed, Molla and Licker (2005a) combine three 
institutional resources under one variable called resources in the PERM’s early stages. 
                                            
27
 Refer to the initial e-payment adoption model for business organisations as per Figure 11. 
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Business strategy variable is a newly introduced variable in this study, and I expect it to 
have relationship with those three resource variables prior to technology adoption. 
Supporting my reasoning, Becker and Huselid (2001) state that human resources 
(HR) department needs to ensure that human assets are effectively aligned with strategies 
that their organisation chooses. In addition, Holbeche (2013) explains that aligning an 
organisation’s HR’s strategy with its business strategy is HR’s holy grail. An organisation’s 
business strategy reflects top management’s intentions about how they expect to achieve 
business objectives over a stated period of time. Among others, business strategies 
consider organisational resources such as people (human resources), processes, 
structures, and systems (technology resources) and financial capability (business 
resources). Any business strategy should provide answers to basic questions such as ‘with 
what resources are we going to work with in order to achieve the organisation’s vision and 
mission?’. 
Technology plays a vital role in supporting the business strategy and 
communicating it throughout an organisation as part of a broader performance-
management regime (Simon et al. 2008). Organisations have used the alignment of IT and 
business strategies to create and improve efficiencies, reduce costs, improve customer 
and buyer/supplier relationships, and to create new products and business solutions 
(Davenport 1995). Organisations that fail to strategically align IT and business strategies 
face increasing financial and opportunity costs (Bruce 1998; Weiss & Anderson 2004). As 
such, I hypothesise that: 
H1: Human resources contribute significantly and are positively related to 
business strategy. 
H2: Business resources contribute significantly and are positively related to 
business strategy. 
H3: Technology resources contribute significantly and are positively related to 
business strategy. 
 
The fourth hypothesis relates to governance, which refers to the company’s rules 
and regulations put in place to oversee the business’s operation, including the use of 
technology. Usually, an implementation of any business process and procedure will comes 
together with rules and policies relating to it. This shows how serious the company is in 
implementing such processes. By making sure that all important information is 
documented properly, companies can ensure that such processes or procedures are run 
properly in their daily operation. It also demonstrates how strong the commitment of the 
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management team towards implementing such processes or procedures. Therefore, we 
can expect that corporate governance will have a direct influence on business’ 
commitment to adopt e-payment. 
Karimi et al. (2000) explains that having an IT-steering committee can galvanize 
management commitment. Moreover, Prasad et al. (2010) explain that the effectiveness of 
IT-steering committees can drive IT governance and engender positive associations about 
IT-related initiatives in top management. Moreover, an IT-steering committee provides 
positive benefits to top management’s role of supporting IS planning (e.g. Doll 1985; 
Raghunathan & Raghunathan 1989). Hence, stronger organisation’s governance leads to 
a stronger management’s commitment to achieve the organisation’s business objectives. 
Moreover, strong governance initiatives can help secure top management’s commitment 
for various IT-related initiatives including e-payment adoption. In addition, Goo and Huang 
(2008) state that service-level agreement provisions that have underlying governance 
characteristics can build commitment in the IT-outsourcing relationship between an 
organisation and its business partners. 
Corporate governance regulates the ownership and control of organisations (Berle 
& Means 1932). It sets the legal terms and conditions for stakeholder relationships, and 
thus influences their incentives and their willingness to cooperate with each together. It 
also serves to secure stakeholders’ commitment to the organisation’s objectives, and to 
make skills, knowledge, and experience fully available (Konzelmann et al. 2007). 
Moreover, the National Computing Centre’s (NCC 2005) best practice guide for 
decision makers states that one of the main reasons that IT governance has become 
topical is because there is a growing realisation that more management commitment is 
required to improve the management and control of IT activities. IT governance is not a 
one-time exercise or something achieved by a mandate or setting rules. It requires a 
commitment from top management to instil a better way of dealing with the administration 
and control of IT. One of the critical success factors in planning IT governance is the 
necessity of having top level commitment backed up by clear accountability. Such 
commitment can be achieved with a roadmap, which is an iterative lifecycle that begins 
with an initial phase of defining overall goals and gaining the support and commitment of 
top management, which leads to the on-going effective governance of IT activities. Hence, 
I hypothesise that: 
H4: Governance contributes significantly and is positively related to commitment. 
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The fifth hypothesis relates to business strategy. I expect a strong and 
comprehensive business strategy on e-payment adoption will influence how strongly 
management will commit to prioritising its implementation. Several studies have found that 
participation of all a firm’s stakeholders (management and staff) in designing business 
strategies for the firm increased commitment and subsequently improved the 
implementation of strategic plans (Guth & Macmillan 1986; Korsgaard et al. 1995; Klein & 
Sorra 1996; Kim & Mauborgne 1998). 
In a study of comparing the financial performance of the Diversitylnc Top 50 
Companies for Diversity, Slater et al. (2008) found evidence that firms with a strong 
commitment to achieve their business strategies outperformed their peers on average. 
According to them, for such commitment to become ingrained in corporate culture, there 
must be, among other things, a clear articulation of the business case for such strategies. 
Additionally, clarifying and explaining strategies and involving personnel in the strategic 
planning process have been argued to be important and to some degree shown to 
increase personnel commitment in implementing such strategies (Floyd & Wooldridge 
1992; Mantere & Vaara 2008; Kohtamaki et al. 2012).  
Mantere and Vaara (2008) found that, the middle management team of a firm they 
interviewed had welcomed the introduction of a new organisational strategy and committed 
themselves to following it. The authors found that the processes where firm’s visions were 
developed and put into practice were seen as crucial in order to advance real participation 
and commitment. Hence, I hypothesise that: 
H5: Business strategy contributes significantly and is positively related to 
commitment. 
 
The sixth hypothesis relates to market forces e-readiness (MFeR). I expect 
movement of and changes in MFeR may directly contribute to the companies’ awareness 
on e-payment technology. Market forces refer to the trend of customers’ demand and 
development of the way the business partners’ operate their businesses.  
In order to facilitate sales, businesses will try their best to accommodate demand 
from customers, such as by providing alternative payment services. Some customers may 
prefer paying via credit or debit cards and request such services at the counter. In the 
effort to entertain such a request, a company’s awareness for such services will be further 
improved. Competition can create a similar effect: once a company knows that its rivals 
are offering alternative payment services to their customers that may attract additional 
sales, it will try to offer similar services in order to attract more customers. 
175 
 
These arguments are supported by Intuit (2013), who surveyed businesses across 
India about technology adoption in that country. The author found that a remarkably low 
awareness on benefits of technology and supporting software, systems, and processes 
was one of the main obstacles for technology adoption. The report states that the 
fundamental reason for this low awareness level, especially for IT non-users, was that 
customers and others in their sphere of influence did not use technology. A total of 40% of 
respondents cited customer non-use of IT as a key reason for staying with the low- or no-
tech status quo; 23% said they are unaware of other businesses in the area that had 
benefited from the use of IT. Hence, I hypothesise that: 
H6: Market forces e-readiness contributes significantly and is positively related to 
awareness. 
 
The seventh hypothesis relates to supporting industries e-readiness (SIeR). Similar 
with MFeR, I expect SIeR to have direct relationship with a business’s awareness. 
Initiatives, promotions, and marketing programmes initiated by supporting industry players 
such as telecommunication companies, terminal providers, and brand network providers 
may influence and improve a company’s awareness on e-payment products and services. 
However, I do not expect SIeR to have as strong relationship with awareness compared to 
MFeR. The supporting industries’ impact might be lighter because the influence they exert 
does not directly influence the companies’ sales. 
A company’s awareness of e-payment technology may be also indirectly improved 
through transaction costs imposed by (i) brand network providers (Visa, MasterCard, and 
so on) on interchange fee28; and (ii) terminal providers on merchant fee. 
According to Intuit (2013), the biggest barrier to technology adoption by micro- and 
small-businesses is cost. The study found that the micro- and small-businesses owners 
have an inherent assumption that technology is both dynamic and expensive, which 
means high frequency of obsolescence and repeated costs of acquisition. The concern 
about cost is exacerbated by a low awareness of devices and solutions, such as software, 
systems, and processes. As a result, micro- and small businesses have little faith in their 
investment returns. The study reports that small business owners believed that they need 
assistance and support to maintain current technology infrastructure, which includes 
                                            
28
 ‘Transaction fee payable in the context of a payment card network by one participating financial institution 
to another, for example by an acquirer to a card issuer in respect of a card payment by the cardholder to the 
card acceptor (merchant)’ (BIS 2003, p. 27). 
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assistance with everything from renewing software licenses and services to installing new 
hardware and syncing with current infrastructure. Hence, I hypothesise: 
H7: Supporting industries’ e-readiness contributes significantly and is positively 
related to awareness. 
 
The eighth variable relates to management commitment. Studies such as Powell 
and Dent-Micallef (1997) and Silince et al. (1998) emphasize the influential role top 
management (especially chief executive officers) play in organisations adopting and 
successfully implementing e-commerce and other innovations. As Molla and Licker (2002) 
argue, organisational commitment can be manifested through resources allocation, 
management agenda, strategic development, and so on. Furthermore, Molla and Licker 
(2002) state that, particularly in developing countries, frequent manager turnover causes 
new managers to view their predecessor’s projects with scepticism. Therefore, maintaining 
the momentum of commitment is essential both to e-commerce’s initial adoption and its 
subsequent maturity. For instance, if senior management champion e-payment initiatives 
and support e-payment development, this can lead to a wider use of e-payment 
technology in their organisation. Hence, I hypothesise that: 
H8: Commitment contributes significantly and is positively related to e-payment 
adoption. 
  
The ninth hypothesis relates to government e-readiness, which has a major impact 
on whether businesses accept e-payment. Some studies (e.g. ECA 1999; Hsieh 2001; 
Molla & Licker 2002) explain that government policies, regulations, protections, and 
frameworks  can generally affect e-commerce diffusion. Indeed, Hsieh (2001) notes that 
the lack of e-banking and e-commerce standards can hinder its adoption by merchants 
and consumers. Furthermore, Molla and Licker (2002) state that organisations are likely to 
adopt e-commerce if they perceive the government is committed to developing policies 
and regulations related to e-commerce, as compared to those organisations who perceive 
the opposite. Similarly, in the case of e-payment, I expect government support to have a 
major influence on whether businesses adopt e-payment. For instance, government 
policies that provide adequate infrastructure, sufficient financial support, and appropriate 
incentives to assist e-payment development will certainly stimulate e-payment adoption by 
businesses. Therefore, I hypothesise that: 
H9: Government e-readiness contributes significantly and is positively related to 
e-payment adoption. 
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The final hypothesis relates to awareness that directly leads to e-payment adoption. 
In general, being aware of technology innovation and its benefits is an important initial 
stage in adopting e-payment. Most studies on technology innovation (e.g. Licker 1997; 
APEC 1999; Behrendorff & Rahman 1999; ECA 1999; Han & Noh 1999; Molla & Licker 
2002) have found that a lack of awareness is among problems that hinder the successful 
application of new innovation. Indeed, according to Licker (1997), being aware of 
innovation and its benefits is an important initial stage that affects whether businesses 
reject or adopt innovations.  
The importance of awareness is well recognised in the e-commerce literature 
(Licker 1997). Many studies (e.g. APEC 1999; Behrendorff & Rahman 1999; ECA 1999; 
Han & Noh 1999) recognise that organisations that aren’t (or are poorly) aware of e-
commerce technology are unable to successfully adopt e-commerce. Therefore, 
businesses’ awareness on e-payment (as part of technology innovation) is a crucial 
element for the technology’s adoption, which can, in turn, enhance e-commerce activities. 
An awareness and knowledge of relevant e-payment models, perceived benefits, 
opportunities, and threats are believed to impact e-payment adoption. For instance, a 
management team that is aware of e-payment’s opportunities and threats may have more 
influence in making a decision to adopt e-payment. Hence, I hypothesise that: 
H10:  Awareness contributes significantly and is positively related to the adoption 
of e-payment. 
 
 
Measurement model 
First of all, as Marcoulides and Saunders (2006) suggest, I screened the business data to 
ensure its adequacy prior to conducting the PLS-SEM analysis. I had already performed 
the outlier and normality tests on the data when analysing original model, at which time I 
detected and deleted one outlier (see Section 5.1 for details). As such, I conducted the 
following convergent validity and discriminant validity analyses on the business data. 
 
Convergent validity 
Hair et al. (2006, p. 771) defines convergent validity as ‘the extent to which indicators of a 
specific variable converge or share a high proportion of variance in common’. In a simpler 
definition, Ramayah et al. (2011, p. 419) define convergent validity as ‘the degree to which 
multiple items that measure the same variable are in agreement’. According to  Kline 
(2011), a set of variables presumed to measure the same variable shows convergent 
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validity if their inter-correlations are at least moderate in magnitude. Conversely, a set of 
variables presumed to measure different variables shows discriminant validity if their inter-
correlations are not too high. Hair et al. (2010) highlights that convergent validity of PLS-
SEM model is assessed based on three criteria: (i) factor loading analysis, (ii) composite 
reliability (CR) analysis, and (iii) average variance extracted (AVE) analysis, with the 
recommended cut-off parameters of 0.5, 0.7, and 0.5 respectively.  
 
Factor loading analysis 
I found that loadings for all items exceeded the suggested value of 0.5, except for item G5 
of the governance variable. As such, I deleted this item from the model. Table 36 presents 
the loading value for each item: most loaded highly on that variable and loaded lower on 
other variables, which sufficiently confirmed construct validity. However, note that some 
items loaded highly on other variables such as items TR5 and BR5. I discuss this possible 
cross-loading issue the discriminant validity section. 
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Table 36: Loadings and cross-loadings for the business data (modified model) 
Item  A   BR   BS   C   G   GeR   HR   MFeR   SIeR   TR  
 A1  0.734  0.460  0.485  0.388  0.468  0.317  0.505  0.477  0.311  0.482  
 A2  0.867  0.534  0.615  0.527  0.531  0.348  0.578  0.546  0.245  0.556  
 A3  0.796  0.473  0.579  0.538  0.532  0.346  0.503  0.535  0.329  0.528  
 A4  0.867  0.548  0.685  0.568  0.554  0.344  0.552  0.503  0.397  0.555  
 A5  0.813  0.444  0.674  0.523  0.454  0.274  0.498  0.460  0.279  0.470  
 BR1  0.514  0.795  0.601  0.586  0.605  0.282  0.536  0.418  0.171  0.578  
 BR2  0.450  0.735  0.508  0.656  0.580  0.205  0.569  0.437  0.118  0.596  
 BR3  0.301  0.693  0.363  0.532  0.489  0.118  0.441  0.282  0.088  0.469  
 BR4  0.478  0.792  0.604  0.600  0.638  0.347  0.669  0.468  0.204  0.693  
 BR5  0.489  0.753  0.552  0.670  0.699  0.254  0.613  0.460  0.165  0.747  
 BS1  0.657  0.644  0.865  0.730  0.668  0.326  0.652  0.493  0.252  0.670  
 BS2  0.663  0.642  0.891  0.689  0.676  0.347  0.625  0.511  0.263  0.634  
 BS3  0.671  0.594  0.907  0.680  0.631  0.374  0.580  0.551  0.358  0.609  
 BS4  0.598  0.604  0.835  0.628  0.614  0.374  0.574  0.534  0.245  0.587  
 BS5  0.574  0.528  0.741  0.481  0.510  0.258  0.497  0.408  0.284  0.559  
 C1  0.589  0.712  0.672  0.834  0.738  0.283  0.665  0.475  0.191  0.724  
 C2  0.541  0.666  0.694  0.869  0.708  0.319  0.616  0.526  0.104  0.656  
 C3  0.494  0.706  0.585  0.804  0.692  0.249  0.632  0.499  0.163  0.661  
 C4  0.507  0.657  0.636  0.861  0.736  0.280  0.687  0.468  0.161  0.668  
 C5  0.541  0.712  0.669  0.908  0.785  0.194  0.652  0.464  0.100  0.713  
 G1  0.430  0.667  0.578  0.706  0.810  0.268  0.648  0.457  0.163  0.699  
 G2  0.525  0.685  0.613  0.727  0.832  0.324  0.567  0.524  0.218  0.691  
 G3  0.598  0.706  0.656  0.751  0.904  0.280  0.707  0.477  0.239  0.797  
 G4  0.590  0.718  0.681  0.765  0.902  0.314  0.727  0.522  0.241  0.767  
 GeR1  0.305  0.221  0.294  0.170  0.180  0.790  0.287  0.368  0.331  0.238  
 GeR2  0.405  0.366  0.463  0.378  0.388  0.859  0.327  0.606  0.404  0.372  
 GeR3  0.280  0.239  0.211  0.201  0.276  0.797  0.228  0.480  0.353  0.261  
 GeR4  0.259  0.196  0.241  0.166  0.220  0.744  0.176  0.445  0.260  0.215  
 GeR5  0.199  0.153  0.127  0.122  0.150  0.717  0.148  0.385  0.218  0.159  
 HR1  0.521  0.632  0.570  0.642  0.685  0.233  0.858  0.437  0.143  0.679  
 HR2  0.596  0.636  0.650  0.641  0.684  0.295  0.911  0.488  0.218  0.709  
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Item  A   BR   BS   C   G   GeR   HR   MFeR   SIeR   TR  
 HR3  0.573  0.682  0.626  0.662  0.685  0.265  0.915  0.435  0.191  0.728  
 HR4  0.554  0.619  0.522  0.591  0.555  0.364  0.782  0.410  0.224  0.590  
 HR5  0.501  0.650  0.561  0.688  0.646  0.240  0.768  0.464  0.209  0.593  
 MFeR1  0.553  0.506  0.496  0.488  0.450  0.551  0.523  0.817  0.366  0.449  
 MFeR2  0.530  0.501  0.534  0.532  0.532  0.507  0.449  0.908  0.415  0.485  
 MFeR3  0.531  0.452  0.505  0.474  0.468  0.478  0.396  0.873  0.449  0.468  
 MFeR4  0.469  0.440  0.434  0.428  0.452  0.390  0.416  0.793  0.353  0.435  
 MFeR5  0.468  0.396  0.465  0.420  0.476  0.590  0.387  0.741  0.322  0.406  
 SIeR1  0.217  0.045  0.137  0.044  0.143  0.336  0.101  0.318  0.819  0.134  
 SIeR2  0.243  0.104  0.193  0.093  0.174  0.358  0.177  0.380  0.877  0.171  
 SIeR3  0.326  0.218  0.290  0.181  0.266  0.353  0.258  0.438  0.901  0.262  
 SIeR4  0.327  0.227  0.276  0.148  0.241  0.405  0.202  0.394  0.761  0.201  
 SIeR5  0.371  0.174  0.355  0.162  0.166  0.269  0.168  0.325  0.714  0.181  
 TR1  0.544  0.674  0.561  0.631  0.673  0.256  0.585  0.417  0.252  0.806  
 TR2  0.472  0.655  0.588  0.590  0.658  0.315  0.575  0.405  0.231  0.817  
 TR3  0.439  0.640  0.548  0.634  0.659  0.238  0.622  0.398  0.153  0.787  
 TR4  0.618  0.722  0.658  0.711  0.753  0.347  0.681  0.558  0.228  0.863  
 TR5  0.550  0.730  0.626  0.740  0.798  0.283  0.758  0.457  0.137  0.868  
 
Note: 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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CR analysis 
Table 37 presents the CR values for each variable in the business data: these ranged from 
0.868 to 0.932, which exceeds the recommended value of 0.7 (Hair et al. 2010). These 
values are almost similar to the original model. 
 
AVE analysis 
Table 37 also shows that the range for AVE values was not much different to the original 
model (in between 0.570 and 0.745). According to Urbach and Ahlemann (2010), an AVE 
value of at least 0.5 indicates that a latent variable is able to explain more than half of the 
variance of its indicators. 
In sum, analysis on the modified model showed that factor loading, CR, and AVE 
values exceeded the recommended cut-off parameters. In such a case, we can conclude 
that the modified measurement model for the business data demonstrates sufficient 
convergent validity. 
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Table 37: Results of the modified measurement model for the business data  
Variable Scale Item Loading 
(>0.5) 
AVE
a
   
(>0.5) 
CR
b
     
(>0.7) 
Awareness (A) Reflective A1 0.734 0.667 0.909 
A2 0.867 
A3 0.796 
A4 0.867 
A5 0.813 
Business 
resources (BR) 
Reflective BR1 0.795 0.570 0.868 
BR2 0.735 
BR3 0.693 
BR4 0.792 
BR5 0.753 
Business 
strategy (BS) 
Reflective BS1 0.865 0.722 0.928 
BS2 0.891 
BS3 0.907 
BS4 0.835 
BS5 0.741 
Commitment (C) Reflective C1 0.834 0.733 0.932 
C2 0.869 
C3 0.804 
C4 0.861 
C5 0.908 
Governance (G) Reflective G1 0.810 0.745 0.921 
G2 0.832 
G3 0.904 
G4 0.902 
Government           
e-readiness 
(GeR) 
Reflective GeR1 0.790 0.613 0.888 
GeR2 0.859 
GeR3 0.797 
GeR4 0.744 
GeR5 0.717 
Human resources 
(HR) 
Reflective HR1 0.858 0.721 0.928 
HR2 0.911 
HR3 0.915 
HR4 0.782 
HR5 0.768 
Market forces        
e-readiness 
(MFeR) 
Reflective MFeR1 0.817 0.686 0.916 
MFeR2 0.908 
MFeR3 0.873 
MFeR4 0.793 
MFeR5 0.741 
Supporting 
industries                 
e-readiness 
(SIeR) 
Reflective SIeR1 0.819 0.668 0.909 
SIeR2 0.877 
SIeR3 0.901 
SIeR4 0.761 
SIeR5 0.714 
Technology 
resources (TR) 
Reflective TR1 0.806 0.687 0.916 
TR2 0.817 
TR3 0.787 
TR4 0.863 
TR5 0.868 
Note : 
a
 AVE=(summation of the square of the factor loadings) / [(summation of the square of the factor loadings) + 
(summation of the error variances)] 
b
 CR=(square of the summation of the factor loadings) / [(square of the summation of the factor loadings) + 
(square of the summation of the error variances)] 
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Discriminant validity 
Discriminant validity is the extent to which one latent variable discriminates itself from 
other latent variables. Establishing discriminant validity is crucial for conducting latent 
variable analysis (Fornell & Larcker 1981; Bollen 1989). Without it, researchers cannot be 
certain whether results confirming hypothesised structural paths are real or a result of 
statistical discrepancies (Farrell 2008).  
Discriminant validity means that a latent variable is able to account for more 
variance in the observed variables associated with it than (i) measurement error or similar 
external, unmeasured influences, or (ii) other constructs in the conceptual framework. If 
this is not the case, then validity of the individual indicators and of the construct are 
questionable (Fornell & Larcker 1981). 
One of the benefits of using SEM is that it enables a researcher to account for 
measurement error in variables (Bollen 1989). In general, correlations between variables 
increase in magnitude when measurement error is taken into account (Grewal et al. 2004). 
The formula for calculating AVE in Fornell and Larcker (1981) requires measurement error 
terms from CFA output. For the purposes of assessing discriminant validity, it is better to 
use CFA correlation matrix (as per Table 38). Using a correlation matrix without 
measurement error taken into account (i.e., from a programme such as SPSS or PRELIS) 
could lead to misleading results (Farrell 2008). 
If discriminant validity is insufficient or not established, then conclusions made 
regarding relationships between constructs under investigation may be incorrect. For 
example, the strength of a relationship could be overestimated, or a relationship may be 
confirmed when in fact there is no real relationship (Farrell 2008). 
I assessed the discriminant validity of the modified business model29. Table 38 
shows that the correlations for each variable were less than the square-root of AVE 
extracted by the indicators measuring that variable. Moving across the rows reveals that 
each item loaded higher on its respective variable than on any other variables. Going 
down the column also shows that a particular variable loaded highest with its own item. 
However, there were exceptions for a few correlations (see red texts). I found that there 
might be some cross-loading issues between four variables; namely, business resources 
(BR), technology resources (TR), commitment (C) and governance (G). On further 
checking the loading table, I found that these cross-loadings might be mostly focused on 
items in the BR and TR variables. 
                                            
29
 Refer to the modified e-payment adoption model for business organisations as per Figure 24. 
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Table 38: Discriminant validity assessment for the business data with the cross-loading issue (modified model) 
 
Variables A BR BS C G GeR HR MFeR SIeR TR 
A 0.817          
BR 0.604 0.755         
BS 0.745 0.711 0.850        
C 0.625 0.806 0.762 0.856       
G 0.623 0.805 0.734 0.855 0.863      
GeR 0.399 0.334 0.397 0.309 0.344 0.783     
HR 0.647 0.758 0.693 0.759 0.769 0.327 0.849    
MFeR 0.618 0.557 0.590 0.568 0.574 0.608 0.527 0.828   
SIeR 0.381 0.205 0.328 0.166 0.251 0.423 0.232 0.462 0.817  
TR 0.636 0.827 0.722 0.800 0.857 0.350 0.780 0.543 0.241 0.829 
 
Note:  
* Diagonals (in bold) represent the square-root of AVE and the off-diagonals represent the correlations.  
**Red texts indicate the possible cross loading issue between BR, C, G and TR variables. 
 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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In order to address this cross-loading issue, I further checked the cross-loading 
table to identify the items that caused the problem in detail. I found that only the BR5 and 
TR5 items were problematic, and I deleted them from the model. Table 39 details the 
actions I took to resolve the cross-loading issue. 
 
Table 39: Actions taken to address cross-loading issue 
Step Issue Action 
taken 
Rationale Result 
1 Cross-loading 
between 
variable BR 
with three other 
variables: C, G, 
TR 
Deleted 
item BR5  
 
Item BR5 (loading of 0.753) was 
highly cross-loaded with variable C 
(0.670), G (0.699), and TR (0.747). 
The cross-loading margin was too 
small (i.e., in between 0.006 to 0.083 
only).  
This showed that, from the 
responses received, item BR5 might 
strongly represented construct BR, 
C, G, or TR. 
After deleting this item, 
this issue was almost 
resolved.  
I identified no more 
cross-loading of these 
four variables. 
However, cross-loading 
between TR and G 
variables still persisted. 
2 Cross-loading 
between TR 
and G variables 
Deleted 
item TR5  
 
The cross-loading margin of item 
TR5 with G variable was too small at 
0.070. As a comparison, the margin 
for other TR items between TR and 
G variables were between 0.110 and 
0.141. 
With this second item 
deleted, the cross-
loading issue was totally 
resolved. 
 
Note that I found the same two items to be problematic when I conducted 
discriminant analysis on the original model. Please refer to Section 5.1 for the details of 
steps I took to verify possible reasons behind the issue. 
I totally solved the cross-loading issue once I deleted items BR5 and TR5 from the 
modified model. Table 40 presents the discriminant validity assessment results, in which 
the correlations for each variable were less than the square-root of AVE extracted by the 
indicators measuring that variable. Therefore, we can conclude that the discriminant 
validity of the modified model was satisfactorily achieved. 
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Table 40: Discriminant validity assessment for the business data without the cross-loading issue (modified model) 
 
  A BR BS C G GeR HR MFeR SIeR TR 
A 0.817          
BR 0.606 0.814         
BS 0.745 0.720 0.850        
C 0.625 0.757 0.762 0.856       
G 0.623 0.793 0.734 0.855 0.863      
GeR 0.399 0.363 0.397 0.309 0.344 0.783     
HR 0.647 0.743 0.692 0.759 0.769 0.327 0.849    
MFeR 0.618 0.550 0.590 0.568 0.574 0.608 0.527 0.828   
SIeR 0.381 0.222 0.328 0.166 0.251 0.423 0.232 0.462 0.817  
TR 0.630 0.806 0.717 0.783 0.846 0.362 0.772 0.546 0.228 0.872 
 
Note:  
*Diagonals (in bold) represent the square-root of AVE and the off-diagonals represent the correlations.  
 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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After deleting the cross-loading items, I re-performed the convergent validity test to 
check the measurement items’ validity and reliability in the model. The test results were 
satisfactory: all factor loadings, AVE, and CR were above the benchmark values of 0.5, 
0.5, and 0.7, respectively (Fornell & Larcker 1981; Bagozzi & Yi 1988; Hulland 1999; 
Gefen et al. 2000). Table 41 shows the detailed results. 
 
Table 41: Final results of the modified measurement model for the business data  
Variable Scale Items Loading 
(>0.5) 
AVEa   
(>0.5) 
CRb     
(>0.7) 
Awareness (A) Reflective A1 0.734 0.667 0.909 
A2 0.867 
A3 0.796 
A4 0.867 
A5 0.813 
Business resources (BR) Reflective BR1 0.838 0.600 0.857 
BR2 0.754 
BR3 0.709 
BR4 0.792 
Business strategy (BS) Reflective BS1 0.866 0.722 0.928 
BS2 0.891 
BS3 0.907 
BS4 0.835 
BS5 0.740 
Commitment (C) Reflective C1 0.834 0.733 0.932 
C2 0.869 
C3 0.804 
C4 0.861 
C5 0.908 
Governance (G) Reflective G1 0.810 0.745 0.921 
G2 0.832 
G3 0.904 
G4 0.902 
Government e-readiness 
(GeR) 
Reflective GeR1 0.790 0.613 0.888 
GeR2 0.859 
GeR3 0.797 
GeR4 0.744 
GeR5 0.717 
Human resources (HR) Reflective HR1 0.858 0.721 0.928 
HR2 0.911 
HR3 0.915 
HR4 0.782 
HR5 0.768 
Market forces e-
readiness (MFeR) 
 
 
 
Reflective MFeR1 0.817 0.686 0.916 
MFeR2 0.908 
MFeR3 0.873 
MFeR4 0.793 
MFeR5 0.741 
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Table 38 (continued) 
Variable Scale Items Loading 
(>0.5) 
AVEa   
(>0.5) 
CRb     
(>0.7) 
Supporting industries              
e-readiness (SIeR) 
Reflective SIeR1 0.819 0.668 0.909 
SIeR2 0.877 
SIeR3 0.901 
SIeR4 0.761 
SIeR5 0.714 
Technology resources 
(TR) 
Reflective TR1 0.824 0.688 0.898 
TR2 0.828 
TR3 0.804 
TR4 0.862 
Note : 
a
 AVE=(summation of the square of the factor loadings) / [(summation of the square of the factor loadings) + 
(summation of the error variances)] 
b
 CR=(square of the summation of the factor loadings) / [(square of the summation of the factor loadings) + 
(square of the summation of the error variances)] 
 
As such, we can conclude that the modified measurement model for the business 
data demonstrated acceptable and sufficient results to satisfy both convergent validity and 
discriminant validity assessments. 
 
 
Structural model 
 
Reliability analysis 
Because the measurement model demonstrated satisfactory results, I next gauged the 
inter-items consistency by evaluating the Cronbach’s alpha coefficient. This is commonly 
used as an estimate of internal consistency of a set of variables to the collected data. 
Table 42 summarises the loading range and Cronbach’s alpha values for each variable. 
Note that all variables had Cronbach’s alpha values that exceeded the parameter of 0.6 as 
Nunnally and Berstein (1994) suggest. The highest and lowest values were 0.908 and 
0.780, respectively.  
Internal consistency can similarly be measured through the CR value, of which any 
values greater than 0.7 is considered acceptable to demonstrate adequate convergence or 
internal consistency (Fornell & Larcker 1981; Gefen et al. 2000). The results in Table 41 
denote that the CR values ranged from 0.857 to 0.932; thus, they far exceeded the 
recommended parameter.  
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As such, we can conclude that the modified structural model for the business data 
was reliable. 
 
Table 42: Result of reliability test for the business data (modified model) 
Variables Measurement items Cronbach’s 
alpha 
Loading range Number 
of items
*
 
Awareness (A) A1, A2, A3, A4, A5 0.874 0.734 – 0.867 5 (5) 
Business resources 
(BR) 
BR1, BR2, BR3, BR4 0.780 0.709 – 0.838 4 (5) 
Business strategy (BS) BS1, BS2, BS3, BS4, BS5 0.903 0.834 – 0.907 5 (5) 
Commitment (C) C1, C2, C3, C4, C5 0.908 0.804 – 0.908 5 (5) 
Governance (G) G1, G2, G3, G4 0.885 0.810 – 0.904 4 (5) 
Government e-
readiness (GeR) 
GeR1, GeR2, GeR3, 
GeR4, GeR5 
0.865 0.717 – 0.859 5 (5) 
Human resources (HR) HR1, HR2, HR3, HR4, 
HR5 
0.902 0.768 – 0.915 5 (5) 
Market forces e-
readiness (MFeR) 
MFeR1, MFeR2, MFeR3, 
MFeR4, MFeR5 
0.884 0.741 – 0.908 5 (5) 
Supporting industries e-
readiness (SIeR) 
SIeR1, SIeR2, SIeR3, 
SIeR4, SIeR5 
0.876 0.714 – 0.901 5 (5) 
Technology readiness 
(TR) 
TR1, TR2, TR3, TR4 0.849 0.804 – 0.862 4 (5) 
Note: 
*
Final items numbers (initial numbers) 
 
Hypotheses testing 
I used path analysis to examine the ten hypotheses I generated for the modified model on 
the business data. To recap, the hypotheses are:  
H1: Human resources contribute significantly and are positively related to 
business strategy. 
H2: Business resources contribute significantly and are positively related to 
business strategy. 
H3: Technology resources contribute significantly and are positively related to 
business strategy. 
H4: Governance contributes significantly and is positively related to commitment. 
H5: Business strategy contributes significantly and is positively related to 
commitment. 
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H6: Market forces e-readiness contributes significantly and is positively related to 
awareness. 
H7: Supporting industries e-readiness contributes significantly and is positively 
related to awareness. 
H8: Commitment contributes significantly and is positively related to e-payment 
adoption. 
H9: Government e-readiness contributes significantly and is positively related to 
e-payment adoption. 
H10:  Awareness contributes significantly and is positively related to e-payment 
adoption. 
 
Table 43 highlights the results of hypothesis testing and Figure 25 overviews the 
analysis results for the business data. 
 
Table 43: Path coefficients and hypotheses testing for the business data (modified model) 
Hypothesis Relationship Beta Standard 
error (SE) 
t-value
a
 Significant 
level 
Conclusion 
H1 HR  BS 0.268 0.082 3.288 *** Supported 
H2 BR  BS 0.251 0.078 3.197 *** Supported 
H3 TR  BS 0.326 0.074 4.420 *** Supported 
H4 BS  C 0.292 0.063 4.665 *** Supported 
H5 G  C 0.641 0.057 11.311 *** Supported 
H6 MFeR  A 0.562 0.058 9.765 *** Supported 
H7 SIeR  A 0.122 0.070 1.742 ** Supported 
H8 C  ADOPT 0.494 0.072 6.819 *** Supported 
H9 GeR  ADOPT -0.059 0.062 0.943 n.s. Not Supported 
H10 A  ADOPT 0.287 0.078 3.670 *** Supported 
Note:  
a
 t-value=Beta/SE  
***  1% significant level 
**  5% significant level 
* 10% significant level 
 
A Awareness GeR Government e-readiness 
Adopt E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
191 
 
 
Note: *** 1% significant level; ** 5%; * 10%; n.s. not significant 
 
A Awareness GeR Government e-readiness 
Adopt E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
 
Figure 25: Overview of analysis results for the business data (modified model) 
 
I tested the hypotheses using path analysis by examining the magnitude of the 
standardised parameter estimates of the variables (beta or coefficient values) together 
with the corresponding t-values30 that indicated the significance level.  
The R2 values for dependent variables in the modified model were 0.476 for e-
payment adoption, 0.771 for commitment, 0.394 for awareness, and 0.591 for business 
strategy. The value of 0.476 values suggests that 47.6% of the variance in the extent of e-
payment adoption can be explained by its independent variables. A similar explanation 
applies to the R2 values of the other dependent variables. 
The R2 value should be high enough for the model to achieve a minimum level of 
explanatory power (Urbach & Ahlemann 2010). According to Cohen (1988), an R2 value 
                                            
30
 The one-tail t-test values are t, 0.01 (1% significant level) = 2.326; t, 0.05 (5%) = 1.645;t, 0.10 
(10%) = 1.282. 
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for an endogenous latent variable that is above 0.26 is already considered substantial. In 
addition, Falk and Miller (1992) recommend that the R2 value should be equal to or greater 
than 0.10 in order for the variance explained by a particular endogenous construct to be 
adequate. 
In addition, I conducted a post-hoc statistical power analysis on the model using 
G*Power 3.1 and Daniel Soper’s statistics calculator. The results revealed that the 
observed statistical power for the model exceeded 0.99, which is considered to be 
extremely high. The calculation was based on the observed R2 of 0.591 for the highest 
number of predictors (3), probability level or alpha α=0.05, and sample size in PLS-SEM 
analysis (n=165). 
 
The findings from the PLS-SEM path analysis for each hypothesis are as follows: 
 
Hypotheses 1, 2, and 3 
As anticipated, the analysis results showed that human resources (β=0.268, 
p<0.01), business resources (β=0.251, p<0.01), and technology resources (β=0.326, 
p<0.01) variables positively and significantly influenced business strategy; thus, H1, H2, 
and H3 were supported. Based on the path coefficient values (β), all three resources had a 
roughly similar level of influence on the business strategy variable. This suggests that 
human resources, business resources, and technological resources are equally important 
elements affecting an organisation’s business strategy. This results are consistent with 
Davenport (1995), Bruce (1998), Becker and Huselid (2001), Weiss and Anderson (2004), 
Simon et al. (2008) and Holbeche (2013), all of who strongly indicate that human 
resources, business resources, and technology resources are directly linked with and 
influence an organisation’s business strategy. 
These findings apply to businesses in Malaysia. In order to have a comprehensive 
and achievable business strategies, companies need to recognise the availability and 
capability of its human, business, and technological resources, and use them accordingly. 
Weiss and Anderson (2004), who highlight that a company might have to encounter 
increasing financial and opportunity costs as the main consequence should it fail to 
strategically aligned its IT resources and business strategies, support this finding. 
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Hypotheses 4 and 5 
The analysis results showed that both governance (β=0.641, p<0.01) and business 
strategy (β=0.292, p<0.01) positively and significantly influenced the commitment variable 
prior to businesses adopting e-payment. Thus, H4 and H5 were supported. 
The governance variable relates to an organisation’s strategic, tactical, and 
operational model, which is put in place with the management’s approval to oversee 
business processes. Having policies and proper procedures attached to each business 
operation and process ensures the business runs smoothly and emphasizing the 
commitment provided by top management in materialising business objectives. Karimi et 
al. (2000) and Prasad et al. (2010) support this argument: they explain that, from an IT 
perspective, a company with a stronger governance via a steering committee has the 
potential effect to positively stimulate management commitment, especially onto IT-related 
initiatives. This could be directly applied to the implementation of e-payment technology. 
This result supports the notion that having an optimistic, practical, and achievable 
business strategy is important for businesses to obtain unconditional commitment from all 
levels of management and staff. In addition, gaining their early participation, especially 
during the development of a company’s business strategies, can increase commitment 
and subsequently improve the implementation of strategic plans (Guth & Macmillan 1986; 
Korsgaard et al. 1995; Klein & Sorra 1996; Kim & Mauborgne 1998). Other studies, such 
as Floyd and Wooldridge (1992), Mantere and Vaara (2008) and Kohtamaki et al. (2012), 
support this finding. They found that clearly communicating business strategies and staff’s 
early participation in the strategic-planning process have, to some extent, increased their 
commitment in implementing such strategies. 
 
Hypotheses 6 and 7 
Market forces e-readiness (β=0.562, p<0.01) and supporting industries e-readiness 
(β=0.122, p<0.05) positively and significantly affected the awareness of e-payment by 
businesses in Malaysia; thus, H6 and H7 were supported. 
I anticipated that market forces e-readiness would have a direct effect towards 
awareness on e-payment technology because demand from customers and competitive 
pressures from other market players puts pressure onto companies to obtain more 
information on new technologies. Providing additional sales services such as accepting e-
payment modes (card, mobile, and Internet payments) as an alternative to traditional cash 
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and cheques payments is expected to encourage impulse buying31 and heighten 
customers’ purchasing power. Indeed, Intuit (2013) states that the main reason for low 
awareness (especially about the benefits of new technologies) in a study of technology 
adoption by businesses in India was that customers and other market players in their 
sphere of influence did not use such technologies.  
Similarly as expected, supporting industries e-readiness also directly influenced an 
awareness of e-payment technology. Promotions and marketing programmes initiated by 
supporting industry players such as telecommunication companies, terminal providers, and 
brand network providers in general are targeting businesses at large, and such 
programmes will definitely provide the necessary information about e-payment technology. 
Supporting industries’ assistance and support in setting up the new e-payment technology 
in businesses’ network and premises can contribute to the company’s awareness on e-
payment technologies, too. A nationwide survey report by Intuit (2013) highlights that 
assistance from technology service providers is highly required by small business owners 
to maintain their current technology infrastructure in their premises due to a poor 
knowledge of the technology.  
Comparatively, with a higher path coefficient value at a higher significant level, 
market forces e-readiness had a greater effect on awareness than supporting industries e-
readiness. This may be due to the fact that customer demand and competitive pressure 
from other market players have a direct impact on companies’ sales and income. Thus, 
any changes and development made by those stakeholders will motivate the company to 
react faster.  
 
Hypotheses 8, 9, and 10 
Based on the modified theoretical framework, three variables had a direct 
relationship with the e-payment adoption variable: commitment, government e-readiness, 
and awareness. 
From the analysis, I found that the commitment variable (β=0.494, ρ<0.01) 
positively and significantly affected e-payment adoption by businesses; thus, H8 was 
supported. This result indicates that, for businesses in Malaysia, a company’s top 
management that portrays high commitment to adopt e-payment may directly impact 
whether it successfully implements and adopts e-payment technology. Indeed, Molla and 
                                            
31
 Refer to purchases that are unplanned, spur-of-the-moment action triggered by product displayed or point-
of-sale promotion. The main characteristics include a sudden and spontaneous desire to act accompanied 
by urgency; and a state of psychological disequilibrium in which a person can feel temporarily out of control 
(Kumar (2011). 
195 
 
Licker (2002) state that top management commitment to adopting e-payment is vital for the 
successful implementation of such initiatives because organisational commitment can be 
manifested through resources allocation, management agenda, financial allocation, 
strategic development, and so on. Powell and Dent-Micallef (1997) and Silince et al. 
(1998) through their studies on technology adoption report similar findings. However, note 
that Hartman et al. (2000), Oxley and Yeung (2001), and Molla and Licker (2005b) had 
different findings: these studies indicate that some organisations still adopt new 
technologies without a conscious decision by its top management. 
Surprisingly, government e-readiness variable was a very weak factor, with a 
negative influence (β= -0.059) on e-payment adoption by businesses; thus, H9 was not 
supported. The insignificant relationship between the two variables indicates that the 
decision made by businesses on whether to adopt e-payment is not influenced by the 
government’s level of e-readiness and any initiatives or incentives they provide. On the 
other hand, the negative relationship might be due to the businesses’ misleading 
perceptions about the government’s current e-readiness level, which might, in turn, be 
caused by the ineffectiveness of communication channels to convey government e-
readiness initiatives to businesses in Malaysia. The Malaysia Business Environment Index 
2012 Report (AsiaFoundation 2012) reveals that the vast majority of SMEs in Malaysia 
were not aware of the two major business-related government initiatives; that is, the 
Economic Transformation Programme (ETP) and Government Transformation Programme 
(GTP), despite considerable media coverage of these programmes. Only 28% and 24% of 
the SMEs surveyed had heard about ETP and GTP, respectively. This study directly 
reflects this finding because the vast majority (92%) of the business respondents in this 
study were SMEs. Therefore, we can infer that the respondents might have felt as if the 
government was not committed to provide adequate infrastructure, sufficient financial 
assistance, appropriate incentives, and other support for them to embark into e-payment 
initiatives. However, the results show that despite SMEs’ perception that government was 
not e-ready, their decision to adopt e-payment was not affected and they were still 
prepared to embrace e-payment. In conclusion, the results show that high government e-
readiness does not necessarily lead to high e-payment adoption by businesses. 
The analysis results also show that the awareness variable (β=0.287, p>0.01) 
positively and significantly influenced e-payment adoption by businesses; thus, H10 was 
supported. Molla and Licker (2005b) and other similar studies such as Licker (1997), Han 
and Noh (1999), ECA (1999), Behrendorff and Rahman (1999), APEC (1999) and Molla 
and Licker (2002) support this finding: they found that awareness is a vital factor in 
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influencing technology (e-commerce) adoption. Han and Noh (1999) highlight that, even 
though technology can be very useful, businesses will not use it if they do not understand 
its functions and benefits. Therefore, awareness of a technology (especially on its 
advantages) is crucial prior to adoption. This result indicates that, in order to stimulate 
businesses in Malaysia to adopt e-payment, their awareness of e-payment technology 
needs to be further improved. Contrary to this finding, the AsiaFoundation (2012) found via 
a nationwide study that the majority of local business entities in Malaysia were highly 
aware of the availability of government’s online services but did not necessarily use those 
facilities. However, this low usage might due to other reasons such as those services’ 
reliability and users’ confidence in them. Therefore, in totality, the above findings support 
the argument that, in Malaysia, high technology awareness may contribute to a high 
adoption of such technology. 
Although both commitment and awareness variables significantly influenced e-
payment adoption variable, the former had a greater path coefficient value. This indicates 
that a company’s commitment level may create a greater tendency for it to adopt e-
payment compared to its awareness about the technology. 
 
 
Conclusion 
In summary, I show how nine variables (human resources, business resources, technology 
resources, governance, business strategy, market forces e-readiness, supporting 
industries e-readiness, commitment, and awareness) had supported the hypotheses by 
having positive and significant relationships, either directly or indirectly, with e-payment 
adoption by businesses. Overall, those variables represent about 48% of the contributing 
factors for e-payment adoption by businesses in Malaysia. The government e-readiness 
variable was the only variable that insignificantly and negatively influenced the businesses’ 
decision to adopt e-payment.  
The modification of PERM provides better explanation on the relationships between 
the variables and represents a more reliable model for adoption of new technologies by 
businesses. The results are comparable with other empirical studies, such as Jutla et al. 
(2002), Damaskopoulos and Evgeniou (2003), Rizk (2004), Molla and Licker (2005a) and 
Hourali et al (2008) which shows that these organisational and environmental variables 
have directly or indirectly influences the adoption of new technologies. In the next section, 
I explore the relationships between these variables further. 
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6.2 Business data mediation analysis 
In analysing the business data’s mediation effect, I refer to the modified theoretical 
framework for the business data (see Figure 24). Firstly, I estimated the PLS path model 
without potential mediator variables. By conducting a bootstrapping procedure based on 
165 observations per subsample that was repeated for 5,000 subsamples, Figure 26 
shows these path coefficients’ significance. Four relationships (i.e., HRC, BRC, 
TRC, and BSADOPT) had significant direct effects; while the other three relationships 
(i.e., GADOPT, MFeRADOPT, and SIeRADOPT) did not. 
 
 
Note:    
ADOPT E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
 
Figure 26: Significance analysis of the direct relationships without mediating variables for 
business PLS path model 
 
Next, I assessed only relationships with significant direct effects. In this case, I 
hypothesised that four relationships (HRC, BRC, TRC, and BSADOPT) would 
have mediation effects. I then included the respective mediating variables in the PLS path 
model and introduced indirect relationships for each direct relationship. Indirect 
relationship refers to the relationship between an independent variable and a mediator, 
and between a mediator and a dependent variable. Subsequently, I conducted PLS 
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algorithm and bootstrapping procedures on the indirect relationships. Here, I focused on 
analysing whether the indirect effect of the independent variable, via the mediating 
variable, on the dependent variable was significant. 
Figure 27 and Figure 28 indicate path coefficients and significant levels for all 
indirect relationships of the business model, with business strategy and commitment as 
the mediating variables, respectively. Meanwhile, Table 44 and Table 45 highlight the 
detailed mediation analysis results with conclusion remarks for the business data.  
 
 
Figure 27: Significance analysis of the indirect relationships, with business strategy as the 
mediating variable for business PLS path model 
 
 
Figure 28: Significance analysis of the indirect relationships, with commitment as the 
mediating variables for business PLS path model 
 
199 
 
Table 44: Mediation analysis results for the business data with business strategy as the mediator 
 
Note: 
   
BR Business resources HR Human resources 
BS Business strategy TR Technology resources 
C Commitment   
 
 
Table 45: Mediation analysis results for the business data with commitment as the mediator 
Direct 
relationship, 
c 
Direct 
effect,  
βc 
Indirect relationship Path 
coefficient 
Indirect 
effect,  
βab 
Std. 
error, 
SEab 
t-value Bootstrapped 
confidence 
interval 
Total 
effect,  
βc + βab 
Variance 
accounted 
for (VAF),  
βab/(βc + 
βab) 
Conclusion 
Path a Path b βa βb 95% LL 95% UL 
BSADOPT 0.256 BSC CADOPT 0.763 0.656 0.501 0.047 10.650 0.408 0.593 0.757 66.2% Partial mediation 
 
Note: 
   
ADOPT E-payment adoption C Commitment 
BS Business strategy   
Direct 
relationship, 
c 
Direct 
effect,  
βc 
Indirect relationship Path 
coefficient 
Indirect 
effect,  
βab 
Std. 
Error, 
SEab 
t-value Bootstrapped 
confidence 
interval 
Total 
effect,  
βc + βab 
Variance 
accounted 
for (VAF),  
βab/(βc + 
βab) 
Conclusion 
Path a Path b βa βb 95% LL 95% UL 
HRC 0.240 HRBS BSC 0.253 0.763 0.193 0.062 3.114 0.072 0.315 0.433 44.6% Partial mediation 
BRC 0.385 BRBS BSC 0.272 0.763 0.208 0.071 2.923 0.068 0.347 0.593 35.1% Partial mediation 
TRC 0.297 TRBS BSC 0.299 0.763 0.228 0.072 3.169 0.087 0.369 0.525 43.4% Partial mediation 
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The bootstrapping analysis (Table 44) indicates that the indirect effect for the 
HRC relationship was significant (βab=0.193, t-value=3.114). The bootstrapped 
confidence interval did not straddle zero (LL=0.072, UL=0.315), which means that there 
was a mediation effect. In order to estimate the mediation effect’s strength, I calculated the 
variance accounted for (VAF) value. VAF equals the indirect effect divided by the total 
effect (Hair et al. 2014). The VAF value for the HRC relationship was 44.6%. As such, 
because the VAF was larger than 20% and less than 80%, the mediation effect for the 
HRC relationship was statistically significant and can be categorised as partial 
mediation. In other words, the business strategy variable partially mediated the 
relationship between the human resources and commitment variables. 
Similarly, the indirect effects for the BRC and TRC relationships were also 
statistically significant (βab=0.208 and t=2.923, and βab=0.228 and t=3.169, respectively). 
The bootstrapped confidence interval did not straddled zero (LL=0.068, UL=0.347, and 
LL=0.087, UL=0.369, respectively), which indicate that there were mediation effects in the 
BRC and TRC relationships. Further, VAF values of 35.1% and 43.4% further 
categorised these indirect effects as partial mediation. In other words, the relationships 
between the business resources and commitment variables and between the technology 
resources and commitment variable were partially mediated by the business strategy 
variable. 
As Table 45 shows, the indirect effect for the BSADOPT relationship was 
significant (βab=0.501, t-value=10.650). The bootstrapped confidence interval (LL=0.408, 
UL=0.593) did not straddle zero indicate that there was mediation effect in the 
BSADOPT relationship. Further, VAF value of 66.2% categorised this indirect effect as 
partial mediation. In other words, the commitment variable partially mediated the 
relationship between the business strategy and e-payment adoption variables. 
The inter-linkages between the business data mediation analysis findings and the 
main findings of this study are further discussed in Section 7.1 of Chapter 7. 
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6.3 Business data moderation analysis 
In this section, I examined moderating effects based on the modified theoretical framework 
for the business data (see Figure 24). I initially assessed the PLS-SEM structural model for 
the business data and its hypotheses by examining the path coefficients and their 
significance levels. For moderation analysis, I examined only significant relationships or 
direct paths with 1%, 5%, and 10% significance levels as per Figure 29. From this modified 
business model, I found all hypotheses to be significant except for hypothesis H9 or the 
GeRADOPT relationship, which had an insignificant result. I then excluded H9 from the 
moderating analysis. 
 
 
A Awareness GeR Government e-readiness 
ADOPT E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
 
Figure 29: Modified theoretical framework for e-payment adoption by businesses with only 
significant paths 
 
Three business characteristics had a moderating effect on relationships between 
variables in the modified business model: (i) firm age, (ii) firm size, and (iii) business 
performance. Previous studies on firm-based technology acceptance and adoption have 
usually focused on these business characteristics. Table 46 summarises some of these 
studies. 
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Table 46: Business characteristic factors considered in some firm-level technology 
acceptance and adoption studies 
 
No. Studies Moderating factor 
Firm age Firm size Business performance 
1 Aggrey (2011) √ √ √ 
2 Barbosa and Faria (2008) √ X - 
3 Haller and Siedschlag (2011) √ √ √ 
4 Hollenstein (2004) - √ - 
5 Fabiani et al. (2005) - √ - 
6 Battisti et al. (2007) - √ - 
7 Giunta and Trivieri (2007b) X √ - 
8 Bayo-Moriones and Lera-López (2007) - √ - 
 
Note: 
√ – factor that had significant effect on the examined relationships 
x – factor that did not have significant effect on the examined relationships 
- – not tested factor 
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Theoretical framework for business moderation analysis 
Figure 30 shows the moderating theoretical framework for e-payment adoption by 
businesses. 
 
 
A Awareness GeR Government e-readiness 
ADOPT E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
 
Figure 30: Moderating theoretical framework for e-payment adoption by businesses with 
only significant paths 
 
I conducted a post-hoc statistical power analysis on the model using G*Power 3.1 
and Daniel Soper’s statistics calculator. The results revealed that the observed statistical 
power for the model exceeded 0.99, which is considered to be extremely high. The 
calculation was based on the observed R2 for the highest number of predictors of the 
modified business model. This referred to R2 of business strategy variable that has six 
predictors (include all mediators) of 0.591, probability level or alpha α=0.05, and sample 
size in PLS-SEM analysis (n=165). 
I then divided the data was into two subsamples (see Table 47 according to three 
identified moderating factors: (i) firm age, (ii) firm size, and (iii) business performance.  
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Table 47: Moderating factors adopted for the business data 
Moderating factor Subsample a Subsample b 
Description n Description n 
1) Firm age                       
(years of establishment) 
New business (<5 years) 104 Established business             
(≥5 years) 
61 
2) Firm size                       
(no. of employees) 
Small business               
(<10 employees) 
102 Large business                     
(≥10 employees) 
63 
3) Business 
performance
32
 
Low performing business                    
(<0.5 index) 
99 High performing business 
(≥0.5 index) 
66 
 
 
Hypotheses development for business moderation analysis 
I developed hypotheses relating to each moderating factors, and I explain these below. 
 
Firm age 
The first moderating factor, firm age, may be associated with its ability to access capital. 
Indeed, established firms can be arguably thought to have a greater access to (often 
lower-cost) capital than newly established firms. A firm’s ability to garner capital can then 
affect its decision to invest and adopt new technologies such as e-payment (Aggrey 2011). 
However, while older or established firms may show higher rates of technology adoption 
due to learning effects, younger or new firms may be in a better position to adopt newer 
technologies (Barbosa & Faria 2008). Indeed, Haller and Siedschlag (2011) found that 
younger firms were relatively more successful in adopting and using ICT. Other studies 
have found similar results for ICT adoption using different indicators (e.g. Hollenstein 
2004; Fabiani et al. 2005; Battisti et al. 2007; Bayo-Moriones & Lera-Lopez 2007; Giunta & 
Trivieri 2007a).  
In this study, I measured firms’ age by the number of years since they had been 
established. Therefore, I propose the following hypotheses for firm age:  
 
H1m1: Awareness’s effect on e-payment adoption is significantly different for new 
businesses than for established businesses. 
H2m1: Human resources’ effect on business strategies is significantly different for new 
businesses than for established businesses. 
                                            
32
 Business performance is a proxy index estimation calculated by dividing a company’s yearly sales turnover 
with how long it’s been established. 
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H3m1: Business resources’ effect on business strategies is significantly different for 
new businesses than for established businesses. 
H4m1: Technology resources’ effect on business strategies is significantly different for 
new businesses than for established businesses. 
H5m1: Commitment’s effect on e-payment adoption is significantly different for new 
businesses than for established businesses. 
H6m1: Governance’s effect on commitment to implement e-payment is significantly 
different for new businesses than for established businesses. 
H7m1: Business strategy’s effect on commitment to implement e-payment is 
significantly different for new businesses than for established businesses. 
H8m1: Market forces e-readiness’ effect on e-payment awareness is significantly 
different for new businesses than for established businesses. 
H10m1: Supporting industries e-readiness’ effect on e-payment awareness is 
significantly different for new businesses than for established businesses. 
 
Firm size 
The second moderating factor, firm size, refers to the number of employees in a firm, and 
is considered to be an important factor in its technology adoption rate (e.g. Rai & Bajwa 
1997; Jeon et al. 2006; Rothaermel & Deeds 2006; Haller & Siedschlag 2011). The main 
reason why firm size has been commonly used in the empirical literature on new 
technology adoption is because it is easy to observe and it serves a proxy for several 
things (Geroski 2000). Large and small organisations demonstrate distinct characteristics 
of their own and are fundamentally different in a number of aspects. Technology adoption 
factors that have a strong influence on large organisations may not be similarly applied to 
small organisations (Hameed et al. 2012).  
Meyer (2008) and Aggrey (2011) found that firm size positively affected the 
probability that a firm would adopt new technologies. Supported by theory on emerging 
economies of scale, the larger the firm, the cheaper it can introduce new technologies per 
employee and the lower its staff training costs (Hempell 2003). Thus, I propose the 
following hypotheses for firm size: 
H1m2: Awareness’s effect on e-payment adoption is significantly different for small 
businesses than for large businesses. 
H2m2: Human resources’ effect on business strategies is significantly different for 
small businesses than for large businesses. 
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H3m2: Business resources’ effect on business strategies is significantly different for 
small businesses than for large businesses. 
H4m2: Technology resources’ effect on business strategies is significantly different for 
small businesses than for large businesses. 
H5m2: Commitment’s effect on e-payment adoption is significantly different for small 
businesses than for large businesses. 
H6m2: Governance’s effect on commitment to implement e-payment is significantly 
different for small businesses than for large businesses. 
H7m2: Business strategy’s effect on commitment to implement e-payment is 
significantly different for small businesses than for large businesses. 
H8m2: Market forces e-readiness’ effect on e-payment awareness is significantly 
different for small businesses than for large businesses. 
H10m2: Supporting industries e-readiness’ effect on e-payment awareness is 
significantly different for small businesses than for large businesses. 
 
Business performance 
The third moderating factor, business performance, relates to how well a business is 
performing. High-performing business can have different business strategies and priorities 
that can affect their technology adoption decisions and rate compared to low-performing 
businesses. The technology adoption literature has examined business performance was 
examined in many aspects (e.g. Chang & Shaw 2010; Sargent et al. 2012). Karshenas 
and Stoneman (1993) found that fast-growing firms were more likely to adopt new 
technologies or use them more intensively. Similarly, Aggrey (2011) concludes that the 
propensity to invest in new technology is higher for fast-growing firms. Other technology 
adoption studies report similar results using different indicators for ICT adoption (e.g. 
Hollenstein 2004; Fabiani et al. 2005; Battisti et al. 2007; Bayo-Moriones & Lera-Lopez 
2007; Giunta & Trivieri 2007a; Haller & Siedschlag 2011).  
In this study, I use the company’s yearly sales turnover divided by the number of 
years since it has been established as a proxy index for business performance. This proxy 
index indicates that high-performing businesses gain higher sales in a shorter time span. 
Thus, I propose the following hypotheses for business performance: 
H1m3: Awareness’s effect on e-payment adoption is significantly different for low-
performing businesses than for high-performing businesses. 
H2m3: Human resources’ effect on business strategies is significantly different for low-
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performing businesses than for high-performing businesses. 
H3m3: Business resources’ effect on business strategies is significantly different for 
low-performing businesses than for high-performing businesses. 
H4m3: Technology resources’ effect on business strategies is significantly different for 
low-performing businesses than for high-performing businesses. 
H5m3: Commitment’s effect on e-payment adoption is significantly different for low-
performing businesses than for high-performing businesses. 
H6m3: Governance’s effect on commitment to implement e-payment is significantly 
different for low-performing businesses than for high-performing businesses. 
H7m3: Business strategy’s effect on commitment to implement e-payment is 
significantly different for low-performing businesses than for high-performing 
businesses. 
H8m3: Market forces e-readiness’ effect on e-payment awareness is significantly 
different for low-performing businesses than for high-performing businesses. 
H10m3: Supporting industries e-readiness’ effect on e-payment awareness is 
significantly different for low-performing businesses than for high-performing 
businesses. 
 
 
Hypotheses testing for business moderation analysis 
Accordingly, I performed a PLS path analysis for each subsample to assess all hypotheses 
on the moderating variables. 
 
Firm age 
The R2 values for both subsamples (see Table 48) were satisfactory and acceptable to 
represent the model. The firm age models (see Figure 31 and Figure 32) were able to 
explain about 55% and 38% of the variation in how intensely new and established 
business (as moderated by firm age) adopted e-payment, respectively. The R2 values for 
business strategy, commitment, and awareness variables were 66%, 78%, and 39%, 
respectively, for the new business subsample, and 56%, 78%, and 38%, respectively, for 
established business subsample. A high R2 value indicates a good model. For comparison, 
in their study, Barbosa and Faria (2008) had R2 values about 18% variation for the 
intensity of technology adoption. 
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Table 49 presents the multi-group analysis (MGA) results, which specify that firm 
age significantly moderated six relationships at p≤0.01 and one relationship at p≤0.05. The 
moderating effect of firm age on the HRBS and SIeRA relationships was not 
significant. Firm age’s moderating effect on four relationships (TRBS, CADOPT, 
BSC, and MFeRA) was greater for new businesses. Meanwhile, the other three 
relationships (AADOPT, BRBS, and GC) had a greater impact for established 
businesses. 
Firm age’s moderating effect on the new businesses was significantly different from 
the established businesses for the TRBS, CADOPT, BSC, MFeRA, AADOPT, 
BRBS, and GC relationships. Therefore hypotheses H1m1, H3m1, H4m1, H5m1, H6m1, 
H7m1, and H8m1 were supported; while hypotheses H2m1 and H10m1 (HRBS and 
SIeRA, respectively) were not. 
As such, we can infer that new businesses were more equipped with relevant 
knowledge on the latest technology available in the market, while established businesses 
more used older, superseded technologies. As such, established businesses may need a 
greater exposure on the latest and suitable technologies available for their business 
operations.  
Researchers have shown that firm age is one of the important business 
characteristics commonly included in technology adoption studies (e.g. Giunta & Trivieri 
2007b; Barbosa & Faria 2008; Aggrey 2011; Haller & Siedschlag 2011). Haller and 
Siedschlag (2011) report that younger businesses are more likely to have websites and a 
high share of employees using computers. Moreover, Aggrey (2011) found that new 
businesses were positively associated with technology adoption. This followed from the 
fact that, while established businesses may show higher rates of technology adoption due 
to learning effects, new businesses may have greater knowledge on the latest 
technologies and may choose to set up the business using more recent technologies 
(Barbosa & Faria 2008).  
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Figure 31: PLS-SEM model for firm age factor subsample 1a (new businesses) 
 
 
A Awareness GeR Government e-readiness 
ADOPT E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
Figure 32: PLS-SEM model for firm age factor subsample 1b (established businesses) 
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Table 48: R2 value for each subsample of the firm age moderating factor 
R
2
 Subsample 1a:                  
New businesses                     
< 5 years (n=104) 
Subsample 1b:           
Established businesses             
≥ 5 years (n=61) 
BS 0.660 0.561 
C 0.778 0.784 
A 0.393 0.379 
ADOPT 0.552 0.379 
 
Table 49: MGA results for the firm age moderating factor   
Hypothesis Relationship 
Subsample 1a:                                               
New business, < 5 years (n=104) 
Subsample 1b:                                  
Established business, ≥ 5 years (n=61) 
Multigroup analysis 
Path 
coefficient 
Standard 
error 
t-value 
Sig. 
level 
Path 
coefficient 
Standard 
error 
t-value 
Sig. 
level 
t-test value 
comparing the two 
groups:  
(New - Established) 
Sig. 
level 
H1m1 A  ADOPT     0.216      0.085  2.531 ***     0.292      0.146  1.997 ** -4.263 *** 
H2m1 HR  BS     0.278      0.085  3.265 ***     0.250      0.166  1.506 * 1.406 n.s. 
H3m1 BR  BS     0.245      0.088  2.777 ***     0.297      0.130  2.289 ** -3.040 *** 
H4m1 TR BS      0.379      0.079  4.809 ***     0.262      0.153  1.709 ** 6.481 *** 
H5m1 C  ADOPT     0.577      0.086  6.715 ***     0.460      0.111  4.138 *** 7.538 *** 
H6m1 G  C     0.487      0.096  5.069 ***     0.749      0.067  11.217 *** -18.852 *** 
H7m1 BS  C     0.444      0.097  4.588 ***     0.186      0.077  2.404 *** 17.793 *** 
H8m1 MFeR  A     0.564      0.071  7.994 ***     0.532      0.099  5.354 *** 2.463 ** 
H10m1 SIeR  A     0.136      0.085  1.598 *     0.127      0.122  1.041 n.s. 0.501 n.s. 
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Firm size  
Table 50 shows the R2 values (moderated by the firm size factor) for the endogenous 
variables in both subsamples. The models were able to explain 45% and 52% of the 
variation in how intensely small and large business (as moderated by the firm size factor) 
adopted e-payment, respectively. The R2 values for business strategy, commitment, and 
awareness variables were 64%, 80%, and 43%, respectively for the small businesses 
subsample, and 56%, 76%, and 36%, respectively for the large businesses subsample. 
Figure 33 and Figure 34 overview PLS-SEM models with the moderating analysis results 
for each subsample. 
The MGA results (see Table 51) shows that firm size significantly moderated 
(p≤0.01) all nine relationships in the tested model. Therefore, hypotheses H1m2, H2m2, 
H3m2, H4m2, H5m2, H6m2, H7m2, H8m2, and H10m2 were supported. Firm size’s moderating 
effect was stronger for the small businesses for the AADOPT, BRBS, TRBS, GC, 
and MFeRA relationships, but weaker for the other four relationships (HRBS, 
CADOPT, BSC and SIeRA) compared to the large businesses. 
Most previous studies have used firm size as a moderating factor because it 
captures size-specific variables that are not explicitly modelled, such as larger firms’ ability 
to absorb risks related to technology development, preferential access to the capital 
market, economies of scale, and so on. (e.g. Davies 1979). Many previous studies have 
reported that firm size positively affected technology adoption at the firm level (Hollenstein 
2004; Fabiani et al. 2005; Battisti et al. 2007; Bayo-Moriones & Lera-López 2007; Giunta & 
Trivieri 2007b; Aggrey 2011; Haller & Siedschlag 2011). Larger firms are more prone to 
adopt new technologies than smaller firms because they have more financial resources to 
support them investing in new technologies (Barbosa & Faria 2008). Indeed, Haller and 
Siedschlag (2011) report larger firms with more than 20 employees are more likely to have 
a website compared to smaller firms.  
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Table 50: R2 value for each firm size moderating factor 
R
2
 Subsample 2a:                     
Small businesses                     
< 10 employees (n=102) 
Subsample 2b:                       
Large businesses                         
≥ 10 employees (n=63) 
BS 0.639 0.556 
C 0.795 0.759 
A 0.428 0.355 
ADOPT 0.453 0.518 
 
Table 51: MGA results for the firm size moderating factor  
Hypothesis Relationship 
Subsample 2a: 
Small business, < 10 employees (n=102) 
Subsample 2b: 
Big business, ≥ 10 employees (n=63) 
Multigroup analysis 
Path 
coefficient 
Standard 
error 
t-value 
Sig. 
level 
Path 
coefficient 
Standard 
error 
t-value 
Sig. 
level 
t-test value 
comparing the two 
groups:  
(Small – Big) 
Sig. 
level 
H1m2 A  ADOPT     0.342      0.096  3.571 ***     0.224      0.125  1.792 ** 6.805 *** 
H2m2 HR  BS     0.234      0.104  2.254 **     0.338      0.121  2.783 *** -5.845 *** 
H3m2 BR  BS     0.250      0.085  2.957 ***     0.204      0.142  1.436 * 2.639 *** 
H4m2 TR BS      0.387      0.085  4.526 ***     0.282      0.133  2.116 ** 6.170 *** 
H5m2 C  ADOPT     0.419      0.104  4.012 ***     0.573      0.103  5.559 *** -9.264 *** 
H6m2 G  C     0.739      0.065  11.344 ***     0.546      0.091  6.018 *** 15.852 *** 
H7m2 BS  C     0.189      0.078  2.432 ***     0.397      0.090  4.409 *** -15.701 *** 
H8m2 MFeR  A     0.589      0.076  7.720 ***     0.531      0.077  6.855 *** 4.750 *** 
H10m2 SIeR  A     0.107      0.090  1.193 n.s.     0.151      0.122  1.236 n.s. -2.633 *** 
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Figure 33: PLS-SEM model for firm size factor subsample 2a (small business) 
 
 
A Awareness GeR Government e-readiness 
ADOPT E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
 
Figure 34: PLS-SEM model for firm size subsample 2b (large businesses) 
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Business performance  
The low- and high-performing business models (Figure 35 and Figure 36) were able to 
explain 39% and 57% of the variation in how intensely low- and high-performing 
businesses (as moderated by the business performance factor) adopted e-payment, 
respectively (see Table 52). The R2 values for the business strategy, commitment, and 
awareness variables were 58%, 76%, and 48%, respectively, for the low-performing 
businesses, and 63%, 77%, and 28%, respectively, for the high-performing businesses.  
Table 53 shows the overall MGA results. We can see that business performance 
significantly moderated (p≤0.01) seven relationships in the tested model: HRBS, 
BRBS, CADOPT, GC, BSC, MFeRA, and SIeRA. Business performance’s 
moderating effect on the AADOPT and TRBS relationships were not significant. 
Therefore, hypotheses H2m3, H3m3, H5m3, H6m3, H7m3, H8m3 and H10m3 were supported, 
while hypotheses H1m3 and H4m3 were not supported.  
The results show that the moderating effect was stronger for the high-performing 
businesses for the HRBS, CADOPT and BSC relationships, and weaker for the 
other four relationships (BRBS, GC, MFeRA and SIeRA) compared to the low-
performing businesses. 
Haller and Siedschlag (2011) and Aggrey (2011) report that fast-growing firms 
(among other types of firms) are likely to adopt new technologies or use them more 
intensively (Karshenas & Stoneman 1993). Indeed, Aggrey (2011) found that fast-growing 
firms had a higher propensity to invest into new technologies than slow-growing firms and 
Haller and Siedschlag (2011) found that fast-growing firms were more likely to have a 
website.  
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Table 52: R2 value for each business performance moderating factor 
R
2
 Subsample 3a:                           
Low-performing business         
< 0.5 index (n=99) 
Subsample 3b:                            
High-performing business           
≥ 0.5 index (n=66) 
BS 0.579 0.629 
C 0.763 0.772 
A 0.480 0.279 
ADOPT 0.385 0.573 
 
Table 53: MGA results for the business performance moderating factor  
Hypothesis Relationship 
Subsample 3a: 
Low-performing business  
< 0.5 index (n=99) 
Subsample 3b: 
High-performing business  
≥ 0.5 index (n=66) 
Multigroup analysis 
Path 
coefficient 
Standard 
error 
t-value 
Sig. 
level 
Path 
coefficient 
Standard 
error 
t-value 
Sig. 
level 
t-test value comparing 
the two groups: 
(Low – High)  
Sig. 
level 
H1m3 A  ADOPT     0.295      0.100  2.955 ***     0.296      0.123  2.412 *** -0.086 n.s. 
H2m3 HR  BS     0.181      0.100  1.819 **     0.367      0.115  3.180 *** -10.980 *** 
H3m3 BR  BS     0.303      0.091  3.339 ***     0.177      0.132  1.341 * 7.264 *** 
H4m3 TR BS      0.355      0.102  3.472 ***     0.335      0.115  2.906 *** 1.171 n.s. 
H5m3 C  ADOPT     0.366      0.112  3.258 ***     0.583      0.112  5.225 *** -12.154 *** 
H6m3 G  C     0.693      0.071  9.779 ***     0.551      0.090  6.109 *** 11.312 *** 
H7m3 BS  C     0.225      0.080  2.804 ***     0.395      0.089  4.462 *** -12.787 *** 
H8m3 MFeR  A     0.581      0.070  8.281 ***     0.525      0.098  5.345 *** 4.202 *** 
H10m3 SIeR  A     0.194      0.069  2.814 ***     0.007      0.168  0.039 n.s. 9.950 *** 
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Figure 35: PLS-SEM model for business performance factor subsample 3a (low-
performing business) 
 
 
 
A Awareness GeR Government e-readiness 
ADOPT E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
 
Figure 36: PLS-SEM model for business performance factor subsample 3b (high-
performing business) 
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Table 54 and Figure 37 summarise the results for the moderating analysis on the 
business data. The results show that most relationships in business model were 
significantly moderated by the firm age, firm size, and business performance factors. 
 
Table 54: Summary table for moderating analysis on the business data 
Relationship Firm age Firm size Business performance 
Significant Subsample Significant Subsample Significant Subsample 
HR  BS X - √ Large √ High 
BR  BS √ Established √ Small √ High 
TR  BS √ New √ Small X - 
BS  C √ New √ Large √ High 
G  C √ Established √ Small √ Low 
C  ADOPT √ New √ Large √ High 
MFeR  A √ New √ Small √ Low 
SIeR  A X - √ Large √ Low 
A  ADOPT √ Established √ Small X - 
 
Note:  
The GeRADOPT relationship was insignificant; therefore, I didn’t further analyse it for moderating effects. 
 
Categories of the moderating factors: 
(1) Firm age: new, established 
(2) Firm size: small, large 
(3) Business performance: low, high 
 
Variables: 
A Awareness GeR Government e-readiness 
ADOPT E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
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Categories of the moderating factors: 
(1) Firm age: new, established 
(2) Firm size: small, large 
(3) Business performance: low, high 
 
Variables: 
A Awareness GeR Government e-readiness 
ADOPT E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
 
Figure 37: Summary of moderating effects on the business data 
 
Large and high-performing companies had greater moderating effects on HRBS 
relationship, which might be because such companies have a lot of human assets that can 
be rearranged and reallocated based on their employees’ specialty and suitability. 
Meanwhile, for the BRBS relationship, the moderating effect was much greater for 
established, small, and high-performing companies. Companies with these characteristics 
usually focus more on their business expertise and fully use their business resources to 
decide on their business strategies. New and small companies had a stronger moderating 
effect for the TRBS relationship because these types of companies usually leverage 
their latest knowledge and resources on technology to plan and implement their business 
strategies. 
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Next, analysis results show that the moderating effect for the GC relationship was 
much higher for established, small, and low-performing companies who are more 
dependent on changes in their governance arrangements when pushing for a greater 
commitment to adopt new technologies. On the contrary, however, for the BSC 
relationship, the moderating effect was much stronger for new, large, and high-performing 
companies. These characteristics represent an industry forerunner, and the results 
indicate that such companies usually have more well-founded and solid business 
strategies in adopting new technologies, which lead to a greater commitment to adopt it. 
On the relationships relating to external factors, the findings indicate that low-
performing companies required some push from market forces and supporting industries 
to acquire greater awareness on new technology-based products and services. Low-
performing companies do not have influential power in their industry; thus, they are more 
sensitive and reactive to any changes and new developments triggered by market forces 
and supporting industries. For the MFeRA relationship, the moderating effect was much 
stronger for new, small, and low-performing companies. For companies with these 
characteristics, improving their annual sales is crucial in ensuring their survival in the 
market. Therefore, they are very responsive to changes in customer demand and 
increases in competitive pressure. Meanwhile, for the SIeRA relationship, the 
moderating effect was much stronger for large companies with low business performance. 
This category of companies usually has stable customer base and expands their market 
share by improving service qualities. Therefore, they always look out for information on 
more-efficient products and services that can bring greater satisfaction to their customers. 
This kind of information is usually provided by the supporting industries through their 
marketing and promotion programmes. 
Companies with industry forerunner characteristics that are new in the market, large 
in size, and have high performance usually had a stronger moderating effect for the 
CADOPT relationship. Industry leaders by nature are very keen for efficient business 
operations, which leads to high commitment (especially from the management team) to 
support the adoption of e-payment technology in their business operations. On the 
contrary, the moderating effect for the AADOPT relationship was much higher for 
industry followers that were already established in the market but small in size. This type 
of company relies more on the information provided by third parties to be aware on new 
technologies before deciding to adopt them.  
The inter-linkages between the business data moderation analysis findings and the 
main findings of this study are further discussed in Section 7.1 of Chapter 7. 
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6.4 Consumer data mediation analysis 
I estimated the PLS path model for the consumer data first without any mediating 
variables. I conducted the bootstrapping procedure on 659 observations per subsample, 
repeated for 5,000 subsamples. Figure 38 shows these path coefficients’ significance. The 
OPTADOPT, INSADOPT, PEOUADOPT relationships had significant direct effects. 
Meanwhile, the INNADOPT and DISCADOPT relationships did not. 
 
 
Note:    
INN Innovativeness INS Insecurity 
OPT Optimism PEOU Perceived ease of use 
DISC Discomfort   
 
Figure 38: Significance analysis on direct relationships without mediating variables for the 
consumer PLS path model 
 
I further examined only relationships with significant direct effects for mediation: 
OPTADOPT, INSADOPT, and PEOUADOPT relationships. I included the mediating 
variables in the PLS path model and introduced the respective indirect relationships. Then, 
I performed the PLS algorithm and bootstrapping procedures on the indirect relationships 
to analyse whether the indirect effects were significant.  
Figure 39 and Figure 40 indicate the path coefficients and significant levels for all 
indirect relationships of the consumer model with PEOU and PU as the mediating variable, 
221 
 
respectively. Table 55 and Table 56 highlight the detailed mediation analysis results with 
concluding remarks for the consumer data. 
 
 
Figure 39: Significance analysis on indirect relationships with perceived ease of use as the 
mediating variable for the consumer PLS path model 
 
 
Figure 40: Significance analysis on indirect relationships with perceived usefulness as the 
mediating variable for the consumer PLS path model 
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Table 55: Mediation analysis results for the consumer data with PEOU as the mediator 
 
Note: 
   
ADOPT E-payment adoption OPT Optimism 
INS Insecurity PEOU Perceived ease of use 
 
 
Table 56: Mediation analysis results for the consumer data with PU as the mediator 
Direct 
relationship, 
c 
Direct 
effect,  
βc 
Indirect 
relationship 
Path 
coefficient 
Indirect 
effect,  
βab 
Std. 
Error, 
SEab 
t-value Bootstrapped 
confidence interval 
Total 
effect,   
βc + βab 
Variance 
accounted 
for (VAF),  
βab/(βc + βab) 
Conclusion 
Path a Path b βa βb 95% LL 95% UL 
OPTADOPT 0.148 
OPT 
PU 
PU 
ADOPT 
0.320 0.472 0.151 0.021 7.192 0.110 0.192 0.471 32.1% 
Partial 
mediation 
INSADOPT -0.189 INS PU 
PU 
ADOPT 
0.018 0.472 0.008 0.014 0.607 -0.019 0.036 
Not 
applicable 
Not 
applicable 
No mediation 
PEOU 
ADOPT 
0.338 
PEOU
PU 
PU 
ADOPT 
0.534 0.472 0.252 0.028 9.002 0.197 0.307 0.786 32.1% 
Partial 
mediation 
 
Note: 
   
ADOPT E-payment adoption PEOU Perceived ease of use 
INS Insecurity PU Perceived usefulness 
OPT Optimism   
Direct 
relationship, 
c 
Direct 
effect,  
βc 
Indirect 
relationship 
Path coefficient Indirect 
effect,  
βab 
Std. 
Error, 
SEab 
t-value Bootstrapped 
confidence interval 
Total 
effect,    
βc + βab 
Variance 
accounted 
for (VAF),  
βab/(βc + βab) 
Conclusion 
Path a Path b βa βb 95% LL 95% UL 
OPTADOPT 0.148 
OPT 
PEOU 
PEOU 
ADOPT 
0.477 0.475 0.227 0.024 9.441 0.180 0.274 0.375 60.5% 
Partial 
mediation 
INS ADOPT -0.189 
INS 
PEOU 
PEOU 
ADOPT 
-0.162 0.475 -0.077 0.017 -4.526 -0.110 -0.044 -0.266 28.9% 
Partial 
mediation 
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The mediation analysis results (see Table 55) indicate that the indirect effects for 
OPTADOPT and INSADOPT relationships were significant (βab=0.227 and -0.077, 
respectively, and t-value=9.441 and -4.526, respectively). The bootstrapped confidence 
interval did not straddle zero (OPTADOPT: LL=0.180 and UL=0.274; INSADOPT:  
LL= -0.110 and UL= -0.044). This shows that the PEOU mediated the OPTADOPT and 
INSADOPT direct relationships. The VAF values for these relationships (60.5% and 
28.9%, respectively) further categorised these indirect effects as partial mediation.  
Moreover, the PU variable’s mediation effect on the OPTADOPT and 
PEOUADOPT relationships were significant (βab=0.151 and 0.252, respectively, and t-
value=7.192 and 9.002, respectively) (see Table 56). Furthermore, the bootstrapped 
confidence intervals (OPTADOPT: LL=0.110 and UL=0.192; and PEOUADOPT: 
LL=0.197 and UL=0.307) did not straddle zero. The VAF value for these relationships 
(32.1%) further categorised PU’s effect as partial mediation.  
I found no mediation effect found for the INSADOPT relationship. The indirect 
effect was not significant (βab=0.008 and t-value=0.607). The bootstrapped confidence 
interval (LL= -0.019, UL=0.036) also straddled zero, which confirmed the finding. 
In conclusion, both the perceived ease of use and perceived usefulness variables 
partially mediated the relationship between optimism and e-payment adoption. Meanwhile, 
the relationship between insecurity and e-payment adoption was partially mediated only by 
the perceived ease of use variable. In addition, the perceived usefulness variable partially 
mediated the perceived ease of use and e-payment adoption relationship. 
The inter-linkages between the consumer data mediation analysis findings and the 
main findings of this study are further discussed in Section 7.2 of Chapter 7. 
 
 
6.5 Consumer data moderation analysis 
I investigate the moderating effect of individual demographic factors on the research 
framework that integrates the TRI and TAM for consumers’ e-payment adoption. Previous 
literature identifies eight commonly examined variables that moderate the influence of 
technology adoption’s antecedents: age, gender, education, income, marital status, area of 
residence, usage experience, and number of children (Lederer et al. 2000; Homburg & 
Giering 2001; Mittal & Kamakura 2001; Magi 2003; Seiders et al. 2005; Cooil et al. 2007; 
Park et al. 2007; Lin & Ding 2007 ). Table 57 summarises some of these studies and their 
findings. However, for this study, I used only (i) age, (ii) gender, (iii) level of education, and 
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(iv) usage experience, because these are common classification of customers. The other 
variables were inappropriate for the model. 
In this section, I initially assessed the PLS-SEM structural model for the consumer 
data and its hypotheses by examining path coefficients and their significance levels (see 
Figure 12). I further examined only direct paths that were significant at the 1%, 5%, and 
10% significance levels (see Figure 41) for their moderating effects on individual factors. 
From this model, I found only seven hypotheses to be significant: H1a, H2a, H2b, H3a, H5, 
H6, and H7. The other four hypotheses: H1b, H3b, H4a, and H4b had insignificant results, 
which I then excluded from the moderating analysis.   
 
 
Note:   
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
 
Figure 41: Theoretical framework for e-payment adoption by consumers with significant 
paths only 
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Table 57: Customer demographic factors considered in some technology acceptance and 
adoption, and customer behaviour studies 
 
No. Studies Moderating factor 
Age Gender Level of 
education 
Usage 
experience 
1 Park et al. (2007) - √ √ X 
2 Qayyum et al. (2013) X X X - 
3 Sun and Zhang (2006) √ √ √ √ 
4 Cooil et al. (2007) X - X - 
5 Gultekin (2011) - X - - 
6 Gefen and Straub (1997) - √ - - 
7 Mittal and Kamakura (2001) √ √ √ - 
8 Ong and Lai (2006) - √ - - 
9 Slyke et al. (2002) - √ - - 
10 Lin and Ding (2007 ) - - √ - 
11 Taylor and Todd (1995a) - - - √ 
12 Venkatesh and Davis (2000) - - - √ 
Note: 
√ – factor that had significant effect on the examined relationships 
x – factor that did not have significant effect on the examined relationships 
- – not tested factor 
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Theoretical framework for consumer moderation analysis 
Figure 42 illustrates the moderating theoretical framework for e-payment adoption by 
consumers.  
 
 
Note:   
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
 
Figure 42: Moderating theoretical framework for e-payment adoption by consumers with 
only significant paths 
 
I conducted a post-hoc statistical power analysis on the model using G*Power 3.1 
and Daniel Soper’s statistics calculator. The results revealed that the observed statistical 
power for the model exceeded 0.99, which is considered to be extremely high. The 
calculation was based on the observed R2 of 0.558 for the highest number of predictors 
(nine, including mediators), probability level or alpha α=0.05, and sample size in PLS-SEM 
analysis (n=659). 
Based on the theoretical framework for the consumer data (see Figure 12) I divided 
the data into two subsamples (Hwang 2010; Arenas-Gaitan et al. 2011) according to the 
identified customer demographic factors (see Table 58 for these factors). 
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Table 58: Moderating factors adopted for the consumer data 
Moderating factor Subsample a Subsample b 
Description n Description n 
1) Age Younger (≤ 39 years) 501 Older (≥ 40 years) 158 
2) Gender Men 326 Women 333 
3) Level of education
33
 Low education level                  
(≤ bachelor degree)  
477 High education level             
(≥ master degree ) 
174 
4) Usage experience Low usage experience              
(≤ once a fortnight) 
384 High usage experience           
(> once a fortnight) 
275 
 
 
Hypotheses development for consumer moderation analysis 
I developed hypotheses relating to each moderating factor, which I discuss below. 
 
Age 
The first moderating variable, age, has received less attention in prior studies compared to 
the other individual moderating effect factors. However, age’s effect on technology 
adoption has been shown to exist (Venkatesh & Morris 2000). According to Venkatesh et 
al. (2003), older people can find it harder to process complex stimuli and allocate attention 
to information on job. Psychological research has also suggested that older workers are 
more likely to conform to others’ opinions and have a relatively lower need for autonomy 
than younger workers (e.g. Evans et al. 1979; Cook & Wall 1980). A market report by NPD 
(2011) highlights that younger people have a higher tendency to use the Internet to shop 
for consumer products and search for information. The report states that 86% of younger 
buyers shopped and researched online, compared to 81% of the entire population. 
Interestingly, 31% of the older population surveyed were totally not interested in trying or 
using new technology. Therefore, I propose the following hypothesises: 
H1am1: Personal innovativeness’ effect on perceived ease of use of e-payment 
technology is significantly different for younger individuals than for older 
individuals. 
 
                                            
33
 Total respondents included for multi-group analysis for this moderating factor was 651 (instead of 659). 
Eight respondents responded with ‘others’ as their level of education without further details; thus, I excluded 
them from the analysis. 
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H2am1: Personal optimism’s effect on perceived ease of use of e-payment technology 
is significantly different for younger individuals than for older individuals. 
H2bm1: Personal optimism’s effect on perceived usefulness of e-payment technology 
is significantly different for younger individuals than for older individuals. 
H3am1: Personal insecurity’s effect on perceived ease of use of e-payment 
technology is significantly different for younger individuals than for older 
individuals. 
H5m1: Perceived ease of use’s effect on perceived usefulness of e-payment 
technology is significantly different for younger individuals than for older 
individuals. 
H6m1: Perceived ease of use’s effect on e-payment adoption is significantly different 
for younger individuals than for older individuals. 
H7m1: Perceived usefulness’s effect on e-payment adoption is significantly different 
for younger individuals than for older individuals. 
 
Gender 
The second moderating variable, gender, has been shown to affect individuals’ decision 
making processes (Venkatesh & Morris 2000). According to Venkatesh and Morris (2000), 
women and men differ in how they process information, and use different socially 
constructive structures. For instance, women and men find different characteristics to be 
important when evaluating products and processing strategies used in advertisements 
(Meyers-Levy & Maheswaran 1991). Accordingly, Sun and Zhang (2006) highlight in their 
meta-analysis study that there were three major gender differences that are critical for user 
acceptance research. Firstly, men were more sensible than women: that is, they were 
more task oriented than women were (Minton & Schneider 1980) and were motivated by 
achievement (Hoffman 1972). Secondly, women had higher computer anxiety and lower 
computer self-efficacy (Venkatesh & Morris 2000). Thirdly, women were more sensitive to 
others’ feeling compared to men and more likely to be influenced by others (Venkatesh & 
Morris 2000). Furthermore, NPD (2011) reports that men were significantly more likely to 
use technology for purchasing consumer products. 
Several studies in the area of technology acceptance have replicated gender’s 
moderating effect in a variety of technologies such as email (Gefen & Straub 1997), web-
based shopping (Slyke et al. 2002), and Internet banking (Lichtenstein & Williamson 
2006). As such, I propose the following hypotheses: 
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H1am2: Personal innovativeness’ effect on perceived ease of use of e-payment 
technology is significantly different for men than for women. 
H2am2: Personal optimism’s effect on perceived ease of use of e-payment technology 
is significantly different for men than for women. 
H2bm2: Personal optimism’s effect on perceived usefulness of e-payment technology 
is significantly different for men than for women. 
H3am2: Personal insecurity’s effect on perceived ease of use of e-payment technology 
is significantly different for men than for women. 
H5m2: Perceived ease of use’s effect on perceived usefulness of e-payment 
technology is significantly different for men than for women. 
H6m2: Perceived ease of use’s effect on e-payment adoption is significantly different 
for men than for women. 
H7m2: Perceived usefulness’s effect on e-payment technology is significantly 
different for men than for women. 
 
Level of education 
The third moderating variable, level of education, can affect individuals’ intellectual 
capabilities. Lederer et al. (2000) notice that their research respondents were all 
‘educated’. As such, they call for another research on ‘less-educated’ users to further 
validate the technology acceptance model. Studies have also explored ‘profession’ as 
another related concept and has been considered as an explicit indicator of a user’s 
general competence and mental or cognitive capabilities (e.g. Chau & Hu 2002). Chau and 
Hu (2002) show how absorptive capacity was closely related to intellectual capability. 
Cohen and Levinthal (1990) state that absorptive capacity is the ability to recognise the 
value of new external knowledge, assimilate it, and apply it to commercial ends. 
Furthermore, it is a multidimensional concept and can be applied at different levels. 
According to Cohen and Levinthal (1990), at the individual level, absorptive capacity refers 
to memory development, in which accumulated prior knowledge enables one’s ability to 
store new knowledge into their memory and to recall and use it. An important underpinning 
of absorptive capacity is that prior knowledge can facilitate the absorption of new 
knowledge (Sun & Zhang 2006). Thus, I propose the following hypotheses: 
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H1am3 Personal innovativeness’ effect on perceived ease of use of e-payment 
technology is significantly different for those with a low education level than 
for those with a high education level. 
H2am3 Personal optimism’s effect on perceived ease of use of e-payment technology 
is significantly different for those with a low education level than for those with 
a high education level. 
H2bm3 Personal optimism’s effect on perceived usefulness of e-payment technology 
is significantly different for those with a low education level than for those with 
a high education level. 
H3am3 Personal insecurity’s effect on perceived ease of use of e-payment 
technology is significantly different for those with a low education level than 
for those with a high education level. 
H5m3: Perceived ease of use’s effect on perceived usefulness of e-payment 
technology is significantly different for those with a low education level than 
for those with a high education level. 
H6m3: Perceived ease of use’s effect on e-payment adoption is significantly different 
for those with a low education level than for those with a high education level. 
H7m3: Perceived usefulness’s effect on e-payment adoption is significantly different 
for those with a low education level than for those with a high education level. 
 
Usage experience 
The fourth moderating variable is usage experience. Users may employ the knowledge 
gained from prior experience to form their intentions (Fishbein & Ajzen 1975). The concept 
of experience implies that some individuals are more familiar with and more 
knowledgeable about particular technology (Sun & Zhang 2006). Previous studies have 
measured experience by the number of years a user has in using computer in general 
(Venkatesh & Morris 2000). Furthermore, a diverse knowledge background provides a 
more-robust basis for learning because it increase the prospects that incoming information 
will relate to what is already known (Cohen & Levinthal 1990). According to Sun and 
Zhang (2006), when users have more knowledge gained through prior experience with 
similar technologies, they have more knowledge sources when learning the new 
technology. Therefore, they may perceive that ease of use is not a big issue, possibly 
because experienced users use their prior experiences to form their intentions (Fishbein & 
Ajzen 1975). Users may leverage their direct experiences with a technology rather than 
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others’ opinions to form their intentions and perceptions of its usefulness (Venkatesh & 
Davis 2000). As such, I propose the following hypotheses: 
H1am4: Personal innovativeness’ effect on perceived ease of use of e-payment 
technology is significantly different for those with low usage experience than 
for those with high usage experience. 
H2am4: Personal optimism’s effect on perceived ease of use of e-payment technology 
is significantly different for those with low usage experience than for those 
with high usage experience. 
H2bm4: Personal optimism’s effect on perceived usefulness of e-payment technology 
is significantly different for those with low usage experience than for those 
with high usage experience. 
H3am4: Personal insecurity’s effect on perceived ease of use of e-payment 
technology is significantly different for those with low usage experience than 
for those with high usage experience. 
H5m4: Perceived ease of use’s effect on perceived usefulness of e-payment 
technology is significantly different for those with low usage experience than 
for those with high usage experience. 
H6m4: Perceived ease of use’s effect on e-payment adoption is significantly different 
for those with low usage experience than for those with high usage 
experience. 
H7m4: Perceived usefulness’s effect on e-payment adoption is significantly different 
for those with low usage experience than for those with high usage 
experience. 
 
Hypotheses testing for consumer moderation analysis 
Similar to the business data, I adopted a MGA approach to compare between-group 
differences (e.g., Hwang 2010; Arenas-Gaitan et al. 2011) by adapting (Keil et al. 2000) 
statistical procedure (see Figure 19). I performed PLS path analysis for each subsample to 
assess all hypotheses. 
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Age 
For age moderating factor, the R2 values for both subsamples (see Table 59) were 
acceptable to represent the models. The models (Figure 43 and Figure 44) were able to 
explain 29% and 20% of the e-payment adoption by younger and older individuals (as 
moderated by age), respectively. The R2 values of PEOU and PU were even higher for 
both subsamples (33% and 32% for the younger, and a 54% and 63% for the older 
individuals). All R2 values indicated a good model. For instance, Walczuch et al. (2007) 
integrated the TRI and TAM and indicated a good fit with R2 values of 11% and 33% for 
two dependent variables.  
Comparing the younger and older subsamples, the MGA results (see Table 60) 
indicate that individual age groups significantly moderated (p≤0.01) all relationships in the 
model except for PEOUADOPT. The INNPEOU, OPTPEOU, INSPEOU, 
OPTPU, PEOUPU, and PUADOPT relationships were significantly moderated 
between younger and older individuals. The effect for four relationships (INNPEOU, 
INSPEOU, OPTPU, and PEOUPU) were greater for older individuals. Thus, H1am1, 
H2am1, H2bm1, H3am1, H5m1, and H7m1 were supported, and H6m1 was not. 
I expected younger individuals to have more experience in using new technologies 
than older individuals. Indeed, Ferrer et al. (2003) found that younger individuals are likely 
to have relatively more exposure with new technologies. Therefore, they are more 
confident in their abilities to benefit from these technologies. Younger individuals may 
perceive that the benefits of new technologies are more rewarding in their life, whereas 
Venkatesh et al. (2003) found that young individuals placed more importance on extrinsic 
rewards (equivalent to PU). These findings support my results that OPT has a stronger 
influence on PEOU for younger respondents. A similar arguments applies for the 
PUADOPT relationship for younger respondents. 
According to Venkatesh et al. (2003), an increase in age is associated with a 
greater difficulty in processing complex stimuli and allocating attention to information 
during work. Psychological research also suggests that older workers are more likely to 
conform to others’ opinion and have a relatively lower need for autonomy than younger 
workers (e.g., Evans et al. 1979; Cook & Wall 1980). The analysis results suggest that 
INNPEOU and INSPEOU were stronger determinants for older individuals, which was 
similar for the OPTPU and PEOUPU relationships for older respondents in adopting 
new technology. 
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Table 59: R2 values for the age moderating factor 
R
2
 Subsample 1a: 
Younger                               
≤ 39 years (n=501) 
Subsample 1b: 
Older                                       
≥ 40 years (n=158) 
PEOU 0.330 0.323 
PU 0.544 0.625 
ADOPT 0.291 0.202 
 
 
Table 60: MGA results for the age moderating factor 
Hypothesis Relationship 
Subsample 1a: 
Younger, ≤ 39 years (n=501) 
Subsample 1b: 
Older, ≥ 40 years (n=158) 
Multigroup analysis 
Path 
coefficients 
Standard 
error 
t-value Path 
coefficients 
Standard 
error 
t-value t-value comparing the 
two groups: 
(Younger – Older) 
Sig. level 
H1am1 INN  PEOU 0.142 0.047 3.015 0.241 0.077 3.119 -19.375 *** 
H2am1 OPT  PEOU 0.407 0.052 7.850 0.383 0.082 4.672 4.404 *** 
H2bm1 OPT  PU 0.322 0.053 6.043 0.366 0.073 5.023 -8.373 *** 
H3am1 INS  PEOU -0.164 0.041 -3.959 -0.086 0.088 -0.976 -15.279 *** 
H5m1 PEOU  PU 0.517 0.048 10.882 0.603 0.069 8.683 -17.539 *** 
H6m1 PEOU  ADOPT 0.290 0.052 5.551 0.291 0.115 2.520 -0.045 n.s. 
H7m1 PU  ADOPT 0.297 0.054 5.531 0.192 0.110 1.741 16.174 *** 
 
Note: 
  
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
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Figure 43: PLS-SEM model for the age factor subsample 1a (younger individuals) 
 
 
Note:   
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
 
Figure 44: PLS-SEM model for the age factor subsample 1b (older individuals) 
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Gender 
For gender moderating factor, the R2 values for both subsamples (see Table 61) were 
acceptable to represent the models. The models were able to explain 29% and 25% of the 
e-payment adoption by men and women customers. The R2 for PEOU and PU variables 
were even higher at 33% and 62%, respectively, for the men subsample and 32% and 
51%, respectively, for the women subsample.  
Table 62 shows the MGA results, and Figure 45 and Figure 46 overview the PLS-
SEM models with moderating analysis results for both subsamples moderated by the 
gender factor. The MGA results show that gender significantly moderated (p≤0.01) for all 
tested relationships in the model, except for PUADOPT. The effects for the OPTPU 
relationship was greater for women respondents. Meanwhile, the other relationships 
(INNPEOU, OPTPEOU, INSPEOU, PEOUPU, and PEOUADOPT) had a 
greater impact for men respondents. Therefore, H1am2, H2am2, H2bm2, H3am2, H5m2, and 
H6m2, were supported, and H7m2 was not supported. 
The above results indicate that gender plays a moderating role for e-payment 
adoption by individuals. Research has shown that men and women differ in their decision 
making processes (Venkatesh & Morris 2000). Ong and Lai (2006) found that women were 
more strongly influenced by perceptions on computer self-efficacy and ease of use, and 
that men’s usage decisions were more significantly influenced by their perceptions on a 
technology’s usefulness. Sun and Zhang (2006) found that, compared to men, women had 
higher computer anxiety and lower computer self-efficacy. On the other hand, they found 
that men were found task oriented (Minton & Schneider 1980) and more enthused by 
achievement (Hoffman 1972). Venkatesh et al. (2003) note that women in their study had 
a stronger relationship between social influence and behavioural intention to use 
technology. However, Gultekin (2011) found that gender had no significant effects on 
behavioural intention to use POLNET34 technology, and that the effects of perceived 
usefulness and perceived ease of use did not differ between men and women. 
 
                                            
34
 A computer network and information system for the Turkish National Police. 
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Table 61: R2 values for the gender moderating factor 
R
2
 Subsample 2a 
Men (n=326) 
Subsample 2b 
Women (n=333) 
PEOU 0.333 0.322 
PU 0.618 0.512 
ADOPT 0.286 0.247 
 
 
Table 62: MGA results for the gender moderating factor 
Hypothesis Relationship 
Subsample 2a: 
Men (n=326) 
Subsample 2b: 
Women (n=333) 
Multigroup analysis 
Path 
coefficients 
Standard 
error 
t-value Path 
coefficients 
Standard 
error 
t-value t-value comparing 
the two groups: 
(Men – Women) 
Sig. level 
H1am2 INN  PEOU 0.193 0.056 3.462 0.168 0.054 3.126 5.920 *** 
H2am2 OPT  PEOU 0.406 0.056 7.291 0.389 0.071 5.487 3.438 *** 
H2bm2 OPT  PU 0.294 0.050 5.851 0.354 0.067 5.295 -12.971 *** 
H3am2 INS  PEOU -0.101 0.050 -2.020 -0.183 0.053 -3.459 20.373 *** 
H5m2 PEOU  PU 0.589 0.047 12.433 0.508 0.059 8.544 19.515 *** 
H6m2 PEOU  ADOPT 0.293 0.069 4.246 0.270 0.067 4.037 4.326 *** 
H7m2 PU  ADOPT 0.279 0.071 3.919 0.276 0.065 4.231 0.582 n.s. 
 
Note: 
  
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
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Figure 45: PLS-SEM model for gender subsample 2a (men) 
 
 
Note:   
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
 
Figure 46: PLS-SEM model for gender subsample 2b (women)  
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Level of education 
For the level of education moderating factor, the R2 values for both subsamples 
were satisfactory and acceptable to represent the models. Table 63 shows that the R2 
values for the PEOU, PU, and ADOPT variables were 31%, 54% and 27%, respectively for 
the low-educated subsample, and 33%, 65%, and 25%, respectively, for the high-educated 
subsample. Table 64 presents the overall MGA results. Figure 47 and Figure 48 overview 
the PLS-SEM models with the moderating analysis results for both subsamples moderated 
by the level of education factor. Therefore, H1am3, H2am3, H2bm3, H3am3, H5m3, H6m3, and 
H7m3 were supported. 
The analysis results demonstrate that level of education significantly moderated 
(p≤0.01) all relationships in the model (though with a slightly lower significance level 
(p≤0.05) for the INNPEOU relationship). The effects for the INNPEOU, INSPEOU, 
PEOUPU, and PUADOPT relationships were stronger for low-educated respondents. 
On the other hand, the OPTPEOU, OPTPU, and PEOUADOPT relationships had a 
greater impact for high-educated respondents. 
Tan and Ouyang (2004) found that most of the mobile technology users in China 
were the educated young generation. Previous studies indicate that effort expectancy35 
seems to be more important to people in the earlier stages of adoption. Also, people with 
lower education levels are anticipated to be more sensitive to the effort expectancy factor 
because they perceive a barrier between them and the technology (Szajna 1996; Park et 
al. 2007). 
  
                                            
35 Effort expectancy is the degree of ease associated with using a system. 
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Table 63: R2 value for the level of education moderating factor 
R
2
 Subsample 3a: 
Low level of education,              
≤ bachelor degree (n=477) 
Subsample 3b: 
High level of education,               
≥ master degree (n=174) 
PEOU 0.309 0.326 
PU 0.539 0.647 
ADOPT 0.271 0.254 
          
Table 64: MGA results for level of education moderating factor  
Hypothesis Relationship 
Subsample 3a: 
Low level of education,                            
≤ bachelor degree (n=477) 
Subsample 3b: 
High level of education,                                
≥ master degree (n=174) 
Multigroup analysis 
Path 
coefficients 
Standard 
error 
t-value Path 
coefficients 
Standard 
error 
t-value t-value comparing the 
two groups:  
(Low – High) 
Sig. level 
H1am3 INN  PEOU 0.180 0.048 3.723 0.167 0.075 2.222 2.560 ** 
H2am3 OPT  PEOU 0.386 0.057 6.728 0.412 0.065 6.303 -4.811 *** 
H2bm3 OPT  PU 0.272 0.053 5.101 0.483 0.061 7.886 -42.003 *** 
H3am3 INS  PEOU -0.118 0.042 -2.832 -0.165 0.069 -2.383 10.264 *** 
H5m3 PEOU  PU 0.554 0.048 11.621 0.472 0.059 8.012 17.809 *** 
H6m3 PEOU  ADOPT 0.264 0.058 4.517 0.298 0.106 2.816 -5.085 *** 
H7m3 PU  ADOPT 0.301 0.061 4.907 0.251 0.095 2.654 7.692 *** 
 
Note: 
  
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
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Figure 47: PLS-SEM model for level of education factor subsample 3a (low level of 
education) 
 
 
Note:   
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
 
Figure 48: PLS-SEM model for level of education factor subsample 3b (high level of 
education)  
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Usage experience 
For the usage experience factor, the R2 values for both subsamples were acceptable to 
represent the models. Table 65 shows that the R2 values for the e-payment adoption 
variable were 27% and 15% for the low- and high-usage experience subsamples, 
respectively. In addition, the R2 values for the PEOU and PU variables were 30% and 
56%, respectively, for the low-usage experience subsample, and 27% and 54%, 
respectively, for the high-usage experience subsample. 
Table 66 shows that e-payment usage experience significantly moderated (p≤0.01) 
all relationships in the model except for the INSPEOU relationship. The multi-group 
analysis results indicate that the moderating effect for the high-usage experience 
subsample was comparatively low for the INNPEOU, PEOUPU, and PUADOPT 
relationships, and high for the OPTPEOU, OPTPU, and PEOUADOPT relationships 
compared to the low-usage experience subsample. Figure 49 and Figure 50 overview the 
PLS-SEM models with moderating analysis results for both subsamples moderated by the 
usage experience factor. Therefore, H1am4, H2am4, H2bm4, H5m4, H6m4, and H7m4 were 
supported, and H3am4 was not supported. 
Based on previous studies, usage experience’s moderating effect on technology 
adoption is clear: these studies establish the different effects on intention to use new 
technologies between experienced and inexperienced users (Taylor & Todd 1995a; 
Venkatesh & Davis 2000; Venkatesh et al. 2003). Cohen and Levinthal (1990) state that a 
diverse knowledge background provides a more robust basis for learning because it 
improves the perception that new information received will relate to what is already known. 
When more information about a technology’s strength and weaknesses are acknowledged 
through direct experience, the normative influence subsides (Venkatesh & Davis 2000). 
Likewise, when more knowledge gained on similar technologies via previous experience, 
users will have more knowledge sources when learning the new technologies, and thus 
may perceive that ease of use is no longer a big issue (Sun & Zhang 2006) . 
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Table 65: R2 values for usage experience moderating factor 
R
2
 Subsample 4a: 
Low-usage experience              
≤ once a fortnight (n=384) 
Subsample 4b: 
High-usage experience                
≥ once a week (n=275) 
PEOU 0.296 0.266 
PU 0.557 0.536 
ADOPT 0.271 0.152 
   
Table 66: MGA results for usage experience moderating factor 
Hypothesis Relationship 
Subsample 4a: 
Low usage experience,                              
≤ once a fortnight (n= 384) 
Subsample 4b: 
High usage experience,                                 
≥ once a week (n= 275) 
Multigroup analysis 
Path 
coefficients 
Standard 
error 
t-value Path 
coefficients 
Standard 
error 
t-value t-value comparing the 
two groups: 
(Low – High) 
Sig. level 
H1am4 INN  PEOU 0.214 0.054 3.948 0.111 0.062 1.800 22.640 *** 
H2am4 OPT  PEOU 0.363 0.063 5.794 0.402 0.068 5.956 -7.567 *** 
H2bm4 OPT  PU 0.299 0.054 5.502 0.408 0.060 6.834 -24.281 *** 
H3am4 INS  PEOU -0.116 0.046 -2.537 -0.115 0.055 -2.080 -0.229 n.s. 
H5m4 PEOU  PU 0.601 0.047 12.796 0.422 0.053 7.979 45.810 *** 
H6m4 PEOU  ADOPT 0.164 0.068 2.395 0.326 0.066 4.918 -30.412 *** 
H7m4 PU  ADOPT 0.392 0.068 5.734 0.091 0.069 1.328 55.656 *** 
 
Note: 
  
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
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Figure 49: PLS-SEM model for usage experience factor subsample 4a (low usage 
experience)  
 
 
Note:   
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
 
Figure 50: PLS-SEM model for usage experience factor subsample 4b (high usage 
experience)  
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Table 67 and Figure 51 summarise the results for the moderating analysis on the 
consumer data. The findings highlight that age, gender, level of education, and usage 
experience significantly moderated most of the relationships in the consumer model. 
 
Table 67: Summary table for moderating analysis on the consumer data 
Relationship Age Gender Education Usage experience 
Sig. Sub 
sample 
Sig. Sub 
sample 
Sig. Sub 
sample 
Sig. Sub 
sample 
INN PEOU √ Old √ Men √ Low √ Low 
OPT PEOU √ Young √ Men √ High √ High 
OPT PU √ Old √ Women √ High √ High 
INS PEOU √ Old √ Men √ Low X - 
PEOUPU √ Old √ Men √ Low √ Low 
PEOUADOPT X - √ Men √ High √ High 
PU ADOPT √ Young X - √ Low √ Low 
 
Note:  
The INNPU, INSPU, DISCPEOU and DISCPU relationships were insignificant; therefore, I did not 
further analyse them for moderating effects. 
 
Categories of the moderating factors: 
(1) Age: younger, older (3) Level of education: low, high 
(2) Gender: men, women (4) Usage experience: low, high 
 
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
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Categories of the moderating factors: 
(1) Age: younger, older (3) Level of education: low, high 
(2) Gender: men, women (4) Usage experience: low, high 
 
Variables: 
 
INN Innovativeness PEOU Perceived ease of use 
OPT Optimism PU Perceived usefulness 
DISC Discomfort ADOPT E-payment adoption 
INS Insecurity   
 
Figure 51: Summary of moderating effects on the consumer data 
 
For the INNPEOU relationship, the findings show that the moderating effect was 
stronger for older male consumers with a low education level and low usage experience. 
These findings are supported by the mobile banking and mobile payments success stories 
of G-Cash in the Philippines and M-Pesa in Kenya (Owens & Bantug-Herrera 2006; AFP 
2014; Pymnts 2014). This finding might also be affected by the poor or non-existent 
financial infrastructure (especially in rural areas) that lead to high number of individuals 
who do not use banking services, lack trust in the government’s governance, and other 
factors. Regardless of these external factors, this consumer segment usually has the 
confidence to keep using emerging digital services and drive for its success. They are 
inherently innovative in nature, self-motivated, and confident to adopt new technologies. 
Younger male consumers with a high education level and high usage experience 
had a stronger moderating effect on the OPTPEOU relationship because this type of 
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consumer is vibrant who at all times has a positive view on new technologies’ ease of use. 
Meanwhile, the moderating effect for the OPTPU relationship was stronger for older 
female consumers with a high education level and high usage experience. Older female 
consumers were more interested in the usefulness of new technologies to assist them with 
their daily life routine before deciding to adopt them. 
Findings from the moderating analysis indicate that older male consumers with low 
education had a stronger moderating effect on the negative INSPEOU relationship. We 
can expect that older individuals with a lower education level to feel insecure about 
something that they are not familiar with, especially when it involves digital equipment. 
New technologies could be something too extraordinary for them to start using. 
For the PEOUPU relationship, the moderating effect was stronger for older male 
consumers with a low education level and low usage experience. This type of consumer 
strongly believes that all new technologies are designed with high user-friendly features; 
they thus believe that such technologies are easy to use that they were created to be 
useful to everybody’s life. 
Male consumers, regardless of age, who had a high-education level and high-usage 
experience, had a strong moderating effect for the PEOUADOPT relationship. We can 
classify these consumers as early adopters of new technologies who are more interested 
in their ease of use before adopting them. 
Young consumers, regardless of whether they were male or female, with a low-
education level and low-usage experience had a stronger moderating effect for the 
PUADOPT relationship. These consumers are not interested in technology by nature 
and are more comfortable to adopt new technologies only if they discover that they will be 
useful in their daily life. 
As such, we can summarise that age, gender, level of education, and e-payment 
usage experience strongly moderated the consumer data. 
The inter-linkages between the consumer data moderation analysis findings and the 
main findings of this study are further discussed in Section 7.2 of Chapter 7. 
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6.6 Summary 
The extended analyses on the business and consumer datasets have provided concrete 
support and additional input to enrich this study’s primary research findings. Modifying the 
business model has better specified the relationship between the variables. The mediation 
and moderation data analysis has uncovered additional findings that further strengthen our 
understanding on the impact and role of each variable. In the next chapter, I summarise 
the entire study’s results and discuss the findings in detail.  
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Chapter Seven: Discussions and Conclusion 
 
To comprehensively understand the research findings, in this chapter, I combine all data 
analysis results and discuss in detail all research findings according to e-payment’s main 
stakeholders: businesses, consumers, and service providers. I also highlight the study’s 
implications and limitations, which are especially important for industry players, regulators, 
and policy makers. Finally, I conclude the chapter and thesis.  
 
 
7.1 Discussion on factors influencing e-payment adoption by businesses  
In this section, I consolidate and summarise the key quantitative and qualitative analyses 
findings for the business data. For this purpose, I reference the modified theoretical 
framework for the business data (Figure 24). The initial quantitative findings indicated that 
the original PERM does not satisfactorily explain the relationship between variables in this 
study. Therefore, PERM is modified and the new model provides a better clarification 
towards the inter-variables relationships.  
 
 
Availability and capability of fundamental resources to support business strategy  
The quantitative analysis results highlight that human resources, business resources and 
technology resources variables significantly and positively influenced the business strategy 
of companies in adopting e-payment technology. Moreover, the minor differences of path 
coefficient values between those three factors show that they were almost equally 
important. Based on the R2 value of business strategy as a dependent variable in these 
relationships, the three resources managed to explain as high as 59.1% of the variance in 
the extent of businesses establishing a business strategy to adopt e-payment technology.  
In addition, the mediation analysis results indicate that direct relationships between 
human resources, business resources, and technology resources with the commitment 
variable were partially mediated by the business strategy variable. The availability and 
readiness of those resources are important in securing commitment from top management 
and staff to adopt e-payment. These relationships are further strengthened with the 
presence of the business strategy variable as a mediator. When the availability and 
readiness of resources are taken into account in developing business strategies for a 
company, the probability that top management and staff will provide their full commitment 
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to use those resources is higher. In other words, the readiness of those resources will 
support companies to achieve their business strategies, and will subsequently influence 
their commitment to adopt e-payment. 
The analysis results indicate that the availability of employees with adequate and 
relevant experience and exposure are very crucial for a company to strategise and 
implementing its business plans. In rationalising its business strategy for adopting e-
payment, a company needs to ensure that its business resources are capable to absorb 
and manage the challenges and changes required (e.g., risk-taking behaviour and funding 
to finance e-payment projects). A company also needs to highly consider its current 
technology readiness and capability before it embarks into e-payment. A company should 
assess its computerisation, the flexibility of its existing systems, and its experience with 
network-based applications to accurately map its technology resources into its business 
strategy.  
The qualitative findings support the above quantitative ones. In order to ensure that 
their human resources are available and suitable to e-payment implementation, most 
business respondents highlighted that they provided their staff with training. The 
programme included conveying information on e-payment’s benefits and familiarise them 
with e-payment transaction and settlement processes. Some of them even indicated that 
they would introduce cash incentives to motivate and incentivise their staff to support the 
company’s e-payment implementation. The fact that these respondents noted the 
importance of training and cash incentives shows that they recognised the importance of 
human factors when companies adopt and implement e-payment.  
We can classify staff training as a part of human resources. Interviews with service 
providers indicate that staff training was a challenging area for businesses prior to 
adopting e-payment technology. Service providers opined that having the right people on 
the right jobs is a crucial aspect of managing their human resources. Therefore, providing 
necessary staff training is important so that they have suitable people to implement new 
technology. This is especially true for those who deal directly with e-payment transactions 
such as cashiers. 
The moderating factor analysis findings show that large companies with high 
business performance had a stronger moderating effect on the relationship between 
human resources and business strategy. Having a large human resources capacity allows 
companies to reallocate and reassign people based on each employee’s specialty and 
suitability, which assist the company in implementing its business strategies. 
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Business resource is also an important factor that may affect a company’s decision 
to adopt e-payment. Business resources include the costs associated with one-off 
investments and implementation costs such as consultancy fees and purchases of back-
end infrastructure and card terminals. Meanwhile, recurring operational costs refer to 
maintenance costs and merchant fees. Most of the business respondents highlighted that 
an acceptable and manageable cost is one of the main determining factors for their 
businesses to adopt e-payment. Moreover, the cost of investing in e-payment could be 
comparatively high for some companies. Therefore, having sufficient funding to implement 
e-payment technology is critical to ensure the adoption runs smoothly. 
Based on the moderating factor analysis results, companies that were already 
established in the market, small in size, and had high business performance had a greater 
moderating effect for the relationship between business resources and business strategy. 
Companies with these characteristics are usually focused on their business specialty and 
expertise. They usually fully utilise their business resources to plan and implement new 
business strategies. The finding is in line with the fact that established businesses have 
advantages in terms of having strong financial standing, connections, and networks. These 
advantages allow them to confidently rely on business resources to enable their business 
strategies. 
Additionally, service providers also commented that financing cost structures was 
one of the most challenging areas for businesses to address prior to adopting e-payment. 
A decision to implement e-payment technology will be acceptable and achievable provided 
that a company has enough resources to cover all of these costs.  
Despite the importance of the business resources variable on e-payment adoption, 
respondents also explained several major issues that worsened the implementation issues 
and hinder them from coordinating their e-payment system implementation with their 
business partners. These issues include: (i) a lack of knowledge and expertise to handle 
IT-related matters and the e-payment system in particular, (ii) a negative perception of e-
payment due to lack of trust and strong concerns on fraudulent transactions, and (iii) low 
demand or e-payment due to customers’ high reliance on cash and cheque payment 
methods. It is important to address issues related to business partners or suppliers as the 
successful of e-payment adoption involves readiness of all stakeholders throughout the e-
payment’s supply chain.  
Business respondents also stated that technology resources were an important 
factor that affected their decisions to adopt e-payment. We can view security as a part of 
technology resources. Most of the respondents highlighted that security (i.e., a system’s 
 251 
 
reliability and safety features) is one of the main determining factors for e-payment 
adoption A study by WorldPay discovered that businesses were worried of becoming a 
victim to cyber-attacks that can cause them hefty cost and loss of reputation (Owen 2014). 
Currently, information theft problem costs businesses millions of dollars (Prosser 2014).  
The qualitative analysis also highlight that the majority of respondents currently did 
not have enterprise-wide e-payment infrastructure. About 17% had partially implemented 
e-payment, and only 22% had fully implemented it. One possible reason for these low 
numbers is that most of the business respondents were SMEs. Therefore, compared to 
large corporations, they gave lower priority to technology adoption by SMEs in running 
their businesses because they are more focused on business operations rather than 
business strategy. This argument is in line with my qualitative findings on the commitment 
variable, which showed that almost half of business respondents regarded e-payment as 
not important compared to other business objectives. 
Assessing a system’s security and efficiency is also crucial prior to technology 
adoption. According to the service providers, a company needs to evaluate its technology 
resources’ capability and readiness, especially in handling the complexity of technology 
implementation, to guarantee a high security level for every financial transaction and the 
efficiency of the settlement process.  
However, the moderating analysis results show that newly established companies 
that were small in size had a stronger moderating effect on the relationship between 
technology resources and business strategy. In general, newly established companies 
were positively associated with high technology adoption. Such company may choose to 
keep up with latest technology generation. By having a higher share of employees that are 
skilled with computers or digital equipment, new companies would have a greater 
propensity to leverage their knowledge and resources on latest technology developments 
to plot their business strategies. Moreover, smaller companies usually use their limited 
technology resources to focus on their business strategies. 
As such, we can deduce that human resources, business resources, and 
technology resources are three important organisational-based factors that equally 
affecting organisations’ business strategy in adopting e-payment technology. 
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Governance and business strategy provide strong thrust for commitment 
The quantitative analysis results establish that governance and business strategy 
significantly and positively influenced a company’s commitment to adopt e-payment 
technology, although governance had more influence than business strategy based on the 
path coefficient values. This is most likely because a company’s top management usually 
develops its business strategies. Although top management may consult staff for their 
views, only the top management can make the final decision. Therefore, because staff 
may consequently feel a lower sense of ownership and control, their commitment to 
implementing e-payment relies more on the company’s governance. Stronger governance 
(i.e., such as by having specific steering committees or new embedded rules) can 
galvanize both a company’s management and general staff to implement e-payment. Staff 
usually tries their best to adhere to any rules embedded in the company’s operation 
manuals or internal policies in order to perform well in their jobs.  
Governance relates to having strategic, tactical, and operational policies and 
procedure manuals to oversee business operations. Governance is important to ensure 
businesses run smoothly and emphasizes their commitment to materialise their business 
plans. For example, a company with stronger IT governance may positively stimulate its 
management’s commitment to IT-related initiatives. Moreover, studies have shown that 
formulating optimistic, practical, and achievable business strategies is essential to attract 
unconditional commitment from a company’s management and staff prior to implementing 
the business strategies. Management’s and staff’s early participation in preparing and 
communicating about business strategies would further improve their commitment. In this 
study, based on the R2 value of the commitment variable, both governance and business 
strategy variables explain as much as 77.1% of the variance in the extent of businesses’ 
commitment to adopt e-payment. 
The qualitative analysis results further support the above findings: business 
respondents agreed that having a well-founded business strategy on e-payment would 
provide great benefits to their business operations. They thought that their companies 
could improve customer satisfaction and business competitiveness by providing e-
payment as an additional and faster payment alternative to their customers. They also 
viewed governance as an important factor to consider. However, they indicated that 
governance’s scope should not only cover a company’s internal policies. Instead, it should 
also consider the legal environment and the ICT policies embedded in the industry as a 
whole. Both internal and external governance environments should be conducive enough 
to stimulate the usage and safeguard the security of e-payment technology.  
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The moderating analysis results show that the moderating effects for governance on 
commitment and for business strategies on commitment were different according to the 
company’s characteristics. For companies that were well-established in the market, small 
in size, and that had low business performance, governance had a much stronger 
moderating effect on commitment to adopt e-payment. Such business characteristics 
denote a market follower’s profile, where such companies are relying on changes made to 
the company’s governance and internal policies to steer greater commitment to adopt e-
payment. These types of companies usually have a low flexibility and agility to adapt to 
changes in doing business and are more likely to rely on dictated environment to do things 
differently. However, once a company grows bigger, changing its existing governance is 
more challenging compared to a smaller company. In contrast, for companies that were 
newly established, large in size, and that had high business performance, business 
strategy had a greater moderating effect on commitment. This category of companies suits 
a market leader’s characteristics. Usually they have a well-founded and solid business 
strategy for adopting new technologies, which leads to a greater commitment to adopt it. 
Additionally, commitment significantly and positively influenced businesses’ e-
payment adoption. The results indicates that high commitment and support for e-payment 
from all levels in an organisation (especially top management) is imperative and directly 
influences whether it is successfully adopted.  
About half (49%) of the business respondents thought that e-payment was not 
important or necessary compared to other business objectives such as improving sales 
and expanding their business. Only 8% of business respondents gave greater priority to e-
payment implementation compared to other business plans. This verdict indicates a low 
commitment from top management to adopt e-payment technology. Therefore, not 
surprisingly, only 22% of the respondents had successfully adopted enterprise-wide e-
payment infrastructure. These qualitative findings support the relationship between 
commitment and e-payment adoption as being direct and positive. Lower commitment 
leads to the lower possibility of a company adopting e-payment. 
In addition, the mediation analysis results indicate that the direct relationship 
between business strategy and e-payment adoption was partially mediated by 
commitment. Prioritising e-payment by making it a part of a company’s business strategy 
will influence the company’s adoption of e-payment. This relationship is further 
strengthened with commitment as a mediator. By including e-payment as part of its 
business strategies, a company’s top management and staff may provide their full 
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commitment to materialise it. This commitment will eventually influence the e-payment 
implementation success.  
The moderating analysis results indicate that relationship between commitment and 
e-payment adoption had a stronger effect on companies that were new in the market, large 
in size, and that had high business performance. Large companies may have several 
advantages compared to small companies in adopting e-payment. This is especially true in 
their capacity to absorb risk, an advantage that would increase top management’s and 
staff’s commitment to adopt e-payment technology. It is also signifies that companies with 
such characteristics by nature are a market leader who usually compete, among others, by 
having efficient business operation. Therefore, they may provide high commitment to 
support adoption of new technologies to improve the efficiency in operating their 
businesses. 
As such, we can summarise that business strategy, governance, and commitment 
are three important organisational-based components for adopting e-payment. Both 
business strategy and governance factors directly influenced the commitment that top 
management and staff provided to support e-payment’s implementation.  
 
 
Importance of market forces and supporting industries to promote awareness 
The quantitative results highlight that market forces e-readiness and supporting industries 
e-readiness significantly and positively influenced companies’ awareness of e-payment 
prior to its adoption.  
Market forces e-readiness refers to a readiness assessment of a company’s 
customers and suppliers to adopt e-payment. Any changes to customers’ demands and 
suppliers’ way of doing business may indirectly contribute to a company’s awareness on e-
payment’s benefits and importance. The quantitative findings were in line with the 
argument that, to improve sales, businesses will accommodate customers’ demands, 
which includes offering e-payment as an alternative payment mode. Specific request from 
customers on e-payment will trigger the company to seek further information about such 
services and lead to a greater awareness about e-payment. Competitive pressure would 
create a similar awareness process. A company that attract more sales by providing e-
payment as an alternative payment mode will cause its rivals to do the same. And, in doing 
so, the company will seek further information on e-payment services, which will indirectly 
improve their awareness about e-payment products. 
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Furthermore, the qualitative results show that customer demand is an important 
factor that affects e-payment adoption. Receiving demand to use e-payment from 
customers directly indicates their awareness and readiness to use the technology for 
making purchases. A higher demand can suggest that sales turnover is likely to increase if 
e-payment services are offered. Business respondents also agreed that their customers’ 
demand for and perceptions of payment services was the main reason for them to keep 
updated with new payment technologies. It also increased the possibility that they would 
change their internal policy to adopt e-payment. This argument strongly supports the 
notion that market forces e-readiness highly influences a company’s awareness about e-
payment technology and can lead to its adoption. 
Service providers thought that businesses will usually consider the popularity of e-
payment products’ brand names and how widely other businesses accept it before 
deciding to adopt e-payment. A wide acceptance of e-payment products may indicate a 
high demand from the overall customer base, which would definitely encourage 
businesses to seek further information about e-payment services and eventually offer 
similar services to their customers. 
The quantitative analysis results also highlight that supporting industries e-
readiness significantly and positively affected companies’ awareness of e-payment 
products. Notably, the path coefficient value for the supporting industries e-readiness 
variable was much lower than the market forces e-readiness variable. This indicates that 
supporting industries e-readiness has less significant influence on companies’ awareness 
compared to market forces e-readiness. This is most likely the case because the pressure 
supporting industries create does not directly relate to or influence companies’ sales 
performance. Whereas changes in customers demand or competitors’ business strategies 
(i.e., market forces e-readiness) will directly impact companies’ sales performance and 
income. Nevertheless, the R2 value for the awareness variable shows that both market 
forces e-readiness and supporting industries e-readiness variables explained 39.4% of the 
variance in extent to which businesses established awareness on e-payment technology. 
Marketing programmes, promotions, and services that relate to e-payment 
technology that supporting industry players (such as telecommunication companies, 
terminal suppliers, merchant acquirers and brand network providers) initiate may indirectly 
improve companies’ awareness of e-payment products and services. Similarly, awareness 
of e-payment technology may indirectly improve when service providers provide technical 
support and maintenance services on e-payment infrastructure at merchants’ premises. 
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Awareness may also improve when a company is being charged a merchant fee or 
interchange fee by merchant acquirers or brand network providers, respectively. 
Despite the importance of supporting industries’ efforts to improve e-payment 
awareness, findings from qualitative study indicate that supporting industry provided 
different levels of infrastructure and promotion in urban and rural areas. This situation 
widens the e-payment awareness gap between these two distinct areas. Most respondents 
thought that telecommunication infrastructure in urban or city centres was adequate and 
satisfactory. However, telecommunication infrastructure’s development in rural areas was 
poor compared to its development in urban areas. The business respondents suggested 
to: (1) wider the broadband inclusion area to cover rural regions, and (2) increase 
communication services’ reliability. 
These suggestions are imperative to stimulate wider e-payment adoption 
throughout Malaysia. Indeed, the Malaysian Government has allocated RM1.8 billion in its 
2014 budget to implement the second phase of its High Speed Broadband project. This 
initiative will bring Internet coverage to 2.8 million households in Malaysia. With this 
initiative, the broadband penetration rate for households in Malaysia is expected to 
increase to optimum levels (BNM 2013). In addition, a few entry point projects in 
communications content and infrastructure (a strategic plan under national key economic 
areas that was launched by Malaysian Government) will concentrate on increasing the 
broadband penetration rate in Malaysia by providing faster connection speeds and easier 
provisioning of fibre optic or copper cables. Apart from that, 200 PayPoint booths will be 
deployed in urban areas to boost Internet usage among people that live within those 
areas. Among others, this project aims to increase Internet speeds by setting a minimum 
communication bandwidth of at least 256Kbps (Pemandu 2014).   
Service providers also communicated similar views regarding supporting industry 
players’ efforts and cooperation (especially the telecommunication companies and 
broadband providers). They mentioned that, although it’s improving over time, supporting 
industries’ integration and cooperation in expediting businesses’ e-payment adoption was 
still lackadaisical. They highlighted the importance of close cooperation among industry 
players to ensure that systems were integrated and new products developed more easily. 
However, service providers pointed out that a major hindrance to close integration and 
cooperation between industry players is their attitude to and perceptions of each other. 
They noted most service providers, to some extent, were reluctant provide input and 
cooperation. 
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The moderating analysis findings indicate that companies with low business 
performance had a stronger moderating effect on the relationships relating to these 
external (market forces e-readiness and supporting industries e-readiness) factors. Low-
performing companies require a sturdy push from market forces and supporting industries 
for them to be more aware about new technologies. Low-performing companies do not 
have influential power in their business industries; thus, they are more sensitive and 
receptive to any changes triggered by market forces and supporting industries. New and 
small low-performing companies had a greater moderating effect on market forces e-
readiness’s relationship with awareness. For this group of companies, reacting to 
customer demands and competitive pressure is important to ensure their survival. They 
depend on their customers’ demand what payment technologies they select. As such, 
demand for a certain payment method such as e-payment would drive them to seek a 
greater awareness of it. Because they are small in size, they may not have the necessary 
talent or resources to keep themselves updated with technology developments. This 
makes them strongly reliant on their partners, suppliers, and even customers for any 
related information about the technology in question. In contrast, established, large, and 
high-performing businesses are highly self-driven; thus, they do not necessarily respond 
directly to developments and changes in the market as they are the ones who lead the 
industry.  
The moderating analysis results also shows that supporting industries e-readiness 
had a stronger moderating effect on large, low-performing companies’ awareness. They 
usually compete for customers’ satisfaction and loyalty instead of gaining new customers. 
As such, they are more receptive to improving their awareness via the information 
provided by supporting industries during marketing or promotion campaigns. In addition, 
large companies usually have high e-payment transactions; therefore, they attract greater 
attention from supporting industries for maintenance and technical support.  
Subsequently, I found that awareness was quantitatively significant and positively 
influenced businesses’ e-payment adoption. Awareness and knowledge of e-payment 
products and services (especially their core features and benefits) is a crucial element that 
affects the e-payment adoption. Businesses will not use a technology even though it’s 
useful for their businesses if they do not understand its features and benefits. The results 
suggest that businesses that are aware of a technology’s opportunities and threats are 
more likely to adopt it.  
The service providers also seconded awareness’s importance. They commented 
that initial exposure played an important role in developing desirable behaviour and 
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perceptions of new technologies. They suggested that users need to have a positive first 
experience in using new technologies for them to be more receptive to embracing them. 
Educating potential users is key in promoting e-payment usage, especially on the 
technology’s benefits and security features. The service providers remarked that generally, 
users hold positive attitudes on e-payment technology due to its convenience or ease of 
use. Usually, once they have the confidence, they can adopt it in a short period of time. 
This is especially true when they realise that more companies and customers are willing 
and feel comfortable to also use it.  
Next, the quantitative finding also show that the path coefficient value for the 
awareness variable was much lower compared to the commitment variable, which 
indicates that the former had a less-significant influence on e-payment adoption. This is 
most likely because awareness alone does not necessarily lead a company to adopt e-
payment. Staff from all levels in a company (including top management) may have high 
awareness on e-payment technology and products. However, they would not adopt e-
payment without their full commitment or without e-payment’s priority rising. On the other 
hand, regardless of how aware they are about e-payment, a company will surely have no 
trouble in migrating to e-payment if the top management agrees that it’s beneficial and 
provides the commitment to adopt it. Nevertheless, based on the R2 value of the e-
payment adoption variable, both commitment and awareness significantly affected e-
payment adoption. The model explained about 47.6% of the variance in extent to which 
businesses adopted e-payment technology. Therefore, we can deduce that a high level of 
awareness by itself is not robust enough to influence e-payment adoption; for that, 
commitment is a much more important factor. 
The qualitative findings strongly support the above conclusions: they show that all 
business respondents were aware of e-payment’s main benefits and drawbacks. Their 
opinions were based on their perceptions of technology adoption in general and by others’ 
experiences with the technology. The respondents believed that implementing e-payment 
was important to meet customer demand and to facilitate financial reconciliation. They saw 
e-payment as a mechanism to improve their companies’ competitiveness and their ability 
to attract more sales from a wider target market. They also believed that e-payment 
promoted time efficiency through its easy and automatic reconciliation of financial 
statements (especially with huge numbers of transactions). Nevertheless, all respondents 
were also aware of the e-payment’s risks and drawbacks. They opined that e-payment had 
high associated risks (e.g., risk of being hacked, system malfunction due to electricity 
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failures, and so on) and a high implementation costs (e.g., setup cost, staff training cost, 
merchant fee imposed by the acquiring banks, and so on). 
Despite their high awareness of e-payment technology, almost half of the business 
respondents had low commitment to adopting e-payment: they placed low priority on e-
payment compared to other business objectives. High awareness unaccompanied with 
commitment does not necessarily lead to e-payment adoption. As a result, it was not 
surprising to uncover that more than half of the business respondents companies were not 
yet implementing enterprise-wide e-payment technology.  
In addition, the awareness’s moderating effect on e-payment adoption relationship 
was much stronger for industry followers (i.e., well-established companies in the market 
but small in size). This type of company is usually focused more on business production 
and do not have a specific person in charge of IT or technology in general. They rely 
heavily on third parties to provide them with appropriate information and to improve their 
awareness on matters related to new technologies before deciding to adopt them.  
Based on the above findings, we can summarise that both market forces e-
readiness and supporting industries e-readiness are two important external or 
environmental-based factors that indirectly influence businesses’ awareness of e-payment 
prior to its adoption. 
 
 
Readiness of the government 
Surprisingly, the quantitative finding highlight that government e-readiness was not 
significant and that it negatively influenced e-payment adoption. This result indicates that 
businesses’ decision about whether or not to migrate into e-payment technology is not 
substantially affected by the government’s e-readiness level. However, the finding may be 
due to the businesses having misleading perceptions and incorrectly assessing the 
government’s e-payment initiatives due to, for example, the media poorly communicating 
the government’s e-readiness level. According to the Malaysia Business Environment 
Index 2012 Report, the Malaysian Government has launched ETP and GTP programmes 
to promote, support, facilitate, and regulate the high-tech business environment, which 
includes e-payment. However, the report highlighted that only 28% and 24% of the 
surveyed businesses had heard about ETP and GTP, respectively. 
Findings from the qualitative analysis strengthen the above argument: some 
business respondents viewed that there were many areas that needed to be improved by 
the government in order to encourage businesses to adopt e-payment. They opined that 
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financial assistance, incentives, and training support for when migrating to e-payment were 
still lacking. They also highlighted that placing technology-related policies to sustain the 
development of e-payment transactions was a great challenge for Malaysia. To-date, they 
believe that laws and regulations related to e-payment transactions such as ICT and 
cybercrime were not yet transparent and not widely known to the public at large. 
Furthermore, they claimed that enforcing those laws and regulations was not yet being 
addressed successfully.  
Similarly, the service providers highlighted that the government needs to address 
fraud issue holistically to manage businesses’ negative perceptions about e-payment. 
They commented that the availability and enforceability of ICT policies and regulations in 
combating fraudulent cases are important elements because e-payment’s take-up rate is 
highly influenced by the numbers and severity of frauds cases. If fraud is not addressed 
holistically and diligently by policy makers through policies and regulations, businesses will 
become more reluctant to adopt e-payment due to fears of being victimised. The service 
provider respondents also claimed that, although it had slightly improved over time, the 
government’s assistance and support were still lacking, especially in terms of enforcing the 
policies. Therefore, service providers sought intervention from the government to update 
and improvise policies and regulations related to e-payment in accordance with the latest 
technology developments. They required similar intervention for developing an integrated 
e-payment infrastructure. For example, integration between card brands’ authorisation 
systems and local SMS service providers for a better flow of e-payment messages. 
Undeniably, laws related to data protection and cybercrime are still in their infancy 
stage in the Malaysian legislation system. The Personal Data Protection Act 2010 was 
gazetted and made effective on 15 November 2013 after being delayed due to legal 
formalities. However, there are other efforts to increase awareness among the public to 
combat online fraud. For example, collaboration between the banking industry and other 
agencies has successfully launched a nationwide e-banking awareness campaign in 
January 2013 aimed to create awareness among the general public on e-banking scams 
(BNM 2014a). In one way or another, the above initiatives have contributed to reduce 
fraud cases involving Internet banking by 32% to 1,353 cases in 2013, with monetary 
losses accounting for only 0.0001% of the RM3.5 trillion total value of Internet banking 
transactions (BNM 2014a).  
As such, we can summarise that government e-readiness complements the efforts 
made by businesses to adopt e-payment but is not necessarily an external or 
environmental-based factor that they would consider before embarking into e-payment. 
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The government’s readiness to support businesses in migrating into e-payment is 
desirable but not a requirement. 
 
 
7.2 Discussion on factors influencing e-payment adoption by consumers 
This section consolidates and summarises key analyses findings for the consumer data 
according to each e-payment adoption factor. For this purpose, I reference the theoretical 
framework in Figure 12. The quantitative findings validated TAM and three of TRI 
dimensions (i.e., innovativeness, optimism, and insecurity). Discomfort variable showed an 
insignificant contribution. Lam et al. (2008) also discovered that discomfort did not appear 
to have any significant effects on technology adoption. This study also validates the 
integrated TRI-TAM model, similar to studies by Yi et al. (2003) and Walczuch et al. 
(2007). 
 
 
Innovative and optimist customers 
The quantitative analysis results revealed that personal innovativeness significantly and 
positively influenced perceived ease of use; however, it was not significant and negatively 
contributed to perceived usefulness. The results indicate that individuals with high 
technology innovativeness are more self-motivated when trying new technologies. This 
group of individuals instinctively believes that new technologies are not complex and easy 
to use.  
The qualitative findings indicate that innovative consumers make efforts to be aware 
of, understand, and evaluate the benefits and drawbacks of new technologies before using 
them. The respondents believed that the main benefit of e-payment is its efficiency (which 
leads to energy and cost savings). Parasuraman’s (2000) study shows that technology 
innovators are also known to experience technology-related anxiety similar to less-
innovative individuals, thus perceived ease of use is influenced by whether or not a person 
is highly innovative. A person who is always comfortable with new technologies does not 
mean that they will use every newly introduced technology because usage depends on a 
particular technology’s usefulness life. Therefore, being innovative does not necessarily 
influence a person’s perceived usefulness on new technologies.  
Somewhat surprisingly, the moderating analysis results reveal that innovativeness’ 
moderating effect on perceived ease of use was much stronger for older male consumers 
with a low education level and low usage experience. The mobile banking and payment 
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success stories of G-Cash in the Phillippines and M-Pesa in Kenya (Owens & Bantug-
Herrera 2006; AFP 2014; Pymnts 2014) support this finding. This consumer segment uses 
emerging digital services and drive for their success. They are inherently innovative in 
nature, self-motivated, and confident in adopting new technologies. 
On the other hand, the TRI’s optimism dimension significantly and positively 
influenced both perceived ease of use and perceived usefulness of e-payment technology. 
The finding shows that technology optimists generally have high self-confidence in their 
ability to master new technologies and are less likely to focus on negative events. In 
general, they naturally have a predetermined positive perception that new technologies are 
easy to use and useful in their daily life. They usually expect good things happen to them, 
confront technology openly, and feel stimulated in trying new technologies. Because this 
kind of person always considers that technologies are built to make their life easier, they 
try to embed new technologies into their daily routines. They also perceive e-payment 
technology as easy to use and useful in making their life easier and convenience because 
they can manage their routine payment much faster. 
In addition, the mediation analysis results indicate that optimism had a significant 
direct relationship with e-payment adoption. The relationship was partially mediated by 
perceived ease of use and perceived usefulness. Optimistic consumers will naturally have 
positive perceived ease of use and perceived usefulness towards e-payment products and 
services. This will eventually lead to its adoption. 
The moderating analysis results highlight that optimistic consumers were those with 
a high level of education and high usage experience, who are more likely to have positive 
perceptions towards new technologies because they have been associated with using 
technology in various situations. This type of consumer is vibrant and has, at all times, a 
positive view of new technologies and easily accepts them. Out of this category, younger 
males with a high education and high usage experience had a stronger moderating effect 
on perceived ease of use of new technology. They easily adopt technology because they 
regard learning to use new technology as a positive challenge and are more enthused by 
achieving. Meanwhile, older females with a high education and high usage experience had 
a greater moderating effect on perceived usefulness of new technology. The findings show 
that new technologies that have high user-friendliness features easily attract younger 
optimistic male consumers, while older optimistic female consumers are more interested in 
the usefulness of new technologies to their lives. Older females will first look into the need 
of using a technology, and then determine whether to use it according to their needs. 
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Embedded with their self-reliance for using new technology, innovative and 
optimistic customers are the easiest group of customers to accept changes to their routine 
payment mechanism. They may easily migrate to electronic devices for transactions. 
Providing them with a small reward or token would suffice to excite them to kick start using 
e-payment. The most effort to boost their adoption rate could be a reward programme 
attached together with payment cards offered to them. Abolishment of annual fees and any 
small gifts for new registration would also effectively attract them to start and continue 
using e-payment. Some of them would even readily migrate to use e-payment without any 
incentives. For these types of consumers, a general awareness and education 
programmes on e-payment’s benefits through mass media communication such as 
television and radio broadcasting or advertisements would be sufficient to encourage them 
to use e-payment. Additionally, in order to attract the interest of younger optimistic 
consumers, industry players could promote their products’ user-friendliness through 
showcases and quick hands-on demonstrations. In Malaysia, such initiatives are already 
being undertaken by industry players (especially banking institutions) who are aggressively 
trying to improve their market shares in debit card, credit card, mobile banking and 
payments, and Internet banking segments.  
As such, we can deduce that both innovativeness and optimism are important 
behavioural traits that indirectly influence e-payment adoption. 
 
 
Customers with insecure and discomfort sentiments 
The quantitative analysis results show that personal insecurity was significant and 
negatively influence perceived ease of use, but did not significantly contribute to perceived 
usefulness of e-payment technology. Individuals with high insecurity generally lack 
confidence in new technologies’ security features and inherently have negative 
perceptions about trying new technologies. Note that having high insecure feeling towards 
new technology was not affecting individual’s perception on usefulness of new technology. 
In addition, the mediation analysis results indicate that insecurity has a significant 
direct relationship with e-payment adoption. The relationship was partially mediated by 
perceived ease of use. This finding supports the quantitative analysis results: consumers 
with highly insecure feeling about technology did not bluntly reject e-payment. They would 
adopt e-payment if they had a strong perception about its ease of use. 
Findings from moderating analysis indicate that older male consumers with a low 
education had a stronger moderating effect on insecurity’s negative relationship with 
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perceived ease of use. We can expect that the older generation with a lower education 
level to feel insecure on something that they are not familiar with, especially when it 
involves digital equipment. New technologies could be something too extraordinary for 
them to start using because they typically have little experience in using technology; as 
such, they are less confident about using it in their daily life. They might prefer new 
technology with high user-friendly features to start with.     
I also found that discomfort did not significantly affecting either the perceived ease 
of use or the perceived usefulness of e-payment technology. This result indicates that 
people may no longer feel discomfort in using e-payment technology because e-payment 
products have features that are reminiscent of common objects that people use in daily life 
(e.g., cards used for security access versus for payment purposes, and mobile phones 
used for communicating with others versus for initiating transactions with banking 
institutions or e-money providers). Therefore, it appears that individuals with the discomfort 
personality trait do not influence e-payment adoption. 
The qualitative responses reveal that about half of the respondents had not 
encountered any undesirable experience in using e-payment that made them felt insecure 
or uncomfortable with using e-payment technology. Conversely, the other half of the 
respondents had encountered such negative experiences. They highlighted that the most 
common incident was related to fraudulent transactions when using their debit or credit 
cards to make online transaction. All of these bad experiences did, to some extent, 
discourage them to continue using e-payment technology in the future. Other undesirable 
experiences the respondents highlighted include disclosure of personal information to third 
parties and technical difficulties such as system error or malfunction, password problems, 
and a slow Internet connection. 
Customers who feel insecure about using e-payment heavily rely on others’ 
comments and experiences as a reference tool when deciding to use new technologies. 
However, they can sometimes be provided with wrong or misleading information on such 
technologies. This creates misperceptions that may become a deterrent for them to use e-
payment. Commonly, social media networks (such as Facebook, Twitter, LinkedIn, and 
Instagram) and smart phone applications (such as WhatsApp and WeChat) play a major 
role in spreading such misperception on e-payment. Therefore, the most important step to 
migrate this group of consumers to use e-payment is to change their misperception on e-
payment via education programmes. These programmes could highlight the ease of use of 
e-payment devices and the security controls on their personal and financial data when 
initiating transactions with e-payment technology. 
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As such, we can deduce that insecurity is important and influences e-payment 
adoption, while discomfort does not.  
 
 
Perceptions on ease-of-use and usefulness of a technology 
The quantitative analysis indicates that perceived ease of use significantly and positively 
affected perceived usefulness of e-payment technology. This was true if the individual’s 
assessment concluded that using a specific technology would improve the performance of 
the individual’s daily life work. The findings also reveal that both perceived ease of use and 
perceived usefulness significantly and positively influenced e-payment adoption. This 
result indicates that a person who perceives that a new technology that is easy to use or 
useful to their daily work will most likely use it.  
In the qualitative analysis, respondents commented that user-friendliness (regarded 
as part of perceived ease of use) and time saving (perceived usefulness) were important 
factors that influence their e-payment adoption. Most of the respondents thought that most 
new technologies are already embedded with user-friendly designs and interfaces that 
would assist users to easily understand how to use them. The respondents also remarked 
that although some users may find it difficult or complicated to use at the beginning, but 
with the manual or instruction provided, it can be easily understand over time. In addition, 
about 90% of the respondents had a medium to high expectation that new technologies 
would be useful for their daily life routine and generally would make their life much better. 
Service providers opined that, generally, customers held positive attitudes about e-
payment technology due to its ease of use and convenience. However, although 
recognising the importance of perceived ease of use and perceived usefulness prior to 
technology adoption, one of the service providers highlighted that  such perceptions per se 
do not matter at all because the effects wears off on initial usage of the new technology. 
Instead, the service provider believed that, for a new technology to be successfully 
adopted, it should foremost bring real benefits to users. 
The moderating analysis results show that older male consumers with a low 
education level and low usage experience strongly moderated perceived ease of use’s 
relationship with perceived usefulness. This type of consumer typically had a strong belief 
that, in general, all new technologies are designed with high user-friendly features and are 
purposely created to assist everyone’s life. They stay positive when encountering new 
things and have high confidence in using new technology such as e-payment. Because 
they see new technology as stimulating, interesting, and not complex, they simply start 
 266 
 
using it. Meanwhile, for perceived ease of use’s effect on e-payment adoption, the 
moderating effect was much stronger for male consumers, regardless of whether they 
were young or old, with a high education and high usage experiences. This consumer 
segment can be classified as early adopters who are more interested on the ease of use of 
the new technologies before deciding to adopt them. In contrast, for younger consumers, 
regardless of whether they were male or female, with a low education level and low usage 
experience, perceived usefulness’s moderating effect on e-payment adoption was strong. 
This type of consumer is generally has less interested in technology and more comfortable 
to adopt it only if they find that such new technologies will be useful in their daily life. 
Based on the above arguments, we can summarise that perceived ease of use and 
perceived usefulness are two important factors that directly influence e-payment adoption. 
 
 
7.3 Discussion on challenges encountered by e-payment technology service 
providers 
The service providers highlighted four main challenges in providing reliable and efficient 
payment systems in Malaysia: offering cost effective pricing scheme, improving the 
readiness of integrated infrastructure, spurring cooperation among industry players, and 
issuing updated regulation. 
The service providers commented that the challenge of offering a cost-effective 
pricing scheme, while having to handle the rising cost of doing business, can be managed 
internally by them. This can be addressed by restructuring business processes, reducing 
operational expenditure, and revisiting existing contracts with business partners. Industry 
collaboration in servicing a wider scope of the e-payment market is also advisable. For 
instant, collaboration between service providers and financiers to deploy subsidised card 
terminals in the market (especially to the small and medium-sized enterprises) will lead to 
affordable e-payment front-end infrastructure. Furthermore, service providers may 
consider more competitive pricing schemes by providing other value-added services 
attached to the main e-payment services they provide to their clients. Value-added 
services are fully electronic services that do not involve settlement: they only include 
auxiliary supporting services and may include e-reconciliation and online account 
statements (Amundsen & Kalsone 2009). 
The other three challenges (i.e., integrated infrastructure, industry cooperation, and 
updated regulation) require external intervention from regulatory authorities. The need for 
an integrated e-payment infrastructure is vital because efficient payment clearing and 
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settlement requires end-to-end integrated infrastructure. The majority of industry players, 
especially banking institutions, already have their own legacy systems that they developed 
and customised according to their needs. Therefore, integrating these different systems is 
very challenging in terms of establishing cooperation between players and allocating 
financial and other resources. Occasionally, many industry players give low priority to this 
integrated infrastructure agenda. This lack of enthusiasm and cooperation is perhaps due 
to a low commitment to allocate financial and other resources; or maybe simply due to 
competitive factors. On one hand, integrating e-payment infrastructure will lead to a more 
efficient clearing and settlement of funds, but, at the same time, improve customer loyalty 
and reduce customer mobility. This would mean that, from marketing perspective, 
customers would be more comfortable to manage their deposit accounts with only one 
bank (or two banks at most) regardless of whom they have their loan commitments with. 
Such loan repayment transactions can be easily made via interbank transfer system. This 
would improve customers’ loyalty to the bank they have deposit accounts with. However, 
continuation of such behaviour, in turn, requires other banking institutions that currently 
oblige their loan customers to have deposit accounts with them to change their marketing 
strategies to attract customers for fund deposit purpose only.  
In the case where every industry player has their own self-interest objectives for not 
jumping on the bandwagon, intervention from regulatory authorities such as the Central 
Bank or other government agencies is important to promote Malaysia’s smooth transition 
to e-payment. Such intervention could be in terms of moral suasion or via regulatory push. 
Moral suasion is more commonly implemented by the Central Bank by setting up and 
participating in working groups on certain infrastructure projects or holding meetings with 
the top management of industry players. However, regulatory requirement is also effective 
in implementing certain mandatory elements of integrated e-payment infrastructure. For 
example, the Central Bank may require all banks to start collecting payment reference 
details from senders and accordingly, transmit such information to the beneficiaries 
together with the funds. By imposing such mandatory regulatory conditions on all banking 
institutions, the banks implicitly have to alter and upgrade their systems to connect with 
others to cater to such information and process requirements. 
In addressing cybercrime and other online fraud-related activities, the Malaysian 
Government has released the National Cyber Security Policy, which aims to reduce the 
vulnerability of ICT systems and networks. Additionally, the Computer Crime Act 1997 and 
the Communication and Multimedia Act 1998 have also been enacted to govern ICT in 
general (CyberSecurity 2014). However, specific policies and guidelines on e-payment 
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security are under the Central Bank’s jurisdiction. As e-payment products and processes 
continue to revolutionise and evolve over time, the regulatory requirements associated 
with them should also be revised accordingly in order to cater such changes. The best 
outcome is for the regulatory requirements to be designed by the policy’s objectives and 
not by technology in specific; for example, two-factor authentication for online payments. 
Most banks currently send security codes to mobile phones to serve as second-factor 
authentication prior to authorising online transactions. However, other methods such as 
generating security codes from hardware tokens should be equally considered and 
evaluated as long as the objective to authenticate the sender via alternative means is 
achieved. Such broad-spectrum yet objective-driven regulation would allow innovative 
solutions and encourage diverse e-payment products in the market. 
Regulations pertaining to cybercrime and e-payment fraudulent activities in 
particular need to be further improved. The cyber laws themselves, if necessary, need to 
be revamped accordingly to meet the challenges. In addition, the establishment of a cyber-
court is also necessary because it could speed up the prosecution of cyber criminals and 
would encourage more judges and lawyers to specialise in cyber law.  
In general, crime supervision and investigative teams need to keep abreast of the 
latest technology cybercrimes. This may include cyber forensics and analysts and relevant 
law enforcement agencies. They have to prepare themselves with appropriate knowledge 
and understanding about processes involved in committing cybercrime, making fraudulent 
transactions, or running bogus websites. In relation to that, the numbers of security 
professionals also needs to be expanded. According to CyberSecurity (2014), the related 
agencies currently have about 800 cyber security professionals and see the need to 
increase it to 7,000 in order to meet the current demand. Apart from CyberSecurity in 
Malaysia, other agencies that are involved with cyber security initiatives are the Central 
Bank, Royal Malaysian Police Force, National ICT Security and Emergency Response 
Centre (NISER), MIMOS Berhad, and the Malaysian Communications and Multimedia 
Commission (MCMC). 
At the same time, establishing a dedicated agency to educate the public and create 
awareness about cyber security is also essential. The education programme could include 
content on cyber security and feature an interactive programme for children, teenagers, 
parents, and organisations. 
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7.4 Discussion on inter-stakeholders dimension: consumers-businesses-service 
providers 
Implementation of e-payment requires inter-stakeholders partnership and cannot be 
implemented separately or distinctively. In the case where a business is ready for e-
payment, it would not achieve its objectives of greater efficiency and gain profits if its 
consumers are not ready to use e-payment or service providers do not provide them with 
essential e-payment infrastructure. 
Successful adoption of e-payment needs suitable circumstances so that every 
stakeholder could enjoy the benefits. For consumers, it is important to improve their 
personality traits spectrum to become more innovative and optimist, and to feel less 
insecure towards e-payment. This would improve their perceptions and eventually, its 
adoption. Businesses and service providers can assist this transformation and boost 
consumer confidence by improving the technical aspects of e-payment services. For 
example, businesses may use suitable e-payment software and improve transaction 
processing time to efficiently process payment transaction during checkout. Service 
providers can also play a part to reduce technical hiccups such as long processing time, 
system malfunction, incorrect reconciliation, fraudulent transactions, etc., which may affect 
consumer confidence in using e-payment. This may be achieved through establishment of 
integrated e-payment infrastructure, greater industry cooperation and updated regulatory 
environment. 
For businesses, successful e-payment adoption relies on both internal and external 
factors. To improve its internal factors’ readiness such as the level of resources (human, 
technology and business), awareness, commitment, governance, as well as its business 
strategy; a company needs its management to take a proactive and open view towards e-
payment. On the other hand, consumers and service providers may assist to influence the 
external factors i.e. market forces e-readiness and supporting industries e-readiness, 
respectively. High demand from consumers for e-payment services may provide a strong 
market signal to the businesses to start providing such service to prevent themselves from 
losing their competitive advantage. In addition, service providers may also influence the 
supporting industries e-readiness by providing cost-effective e-payment solutions and 
maintain efficient support services. 
For service providers, most of the challenges faced by them require the intervention 
from the regulators. The concerns on the readiness of integrated infrastructure, greater 
cooperation among the market players and updated regulatory regime to protect e-
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payment transactions and users, need to be tackled holistically between the regulator, 
businesses, service providers, and other market players. 
 
 
7.5 Study’s contributions 
This thesis has significant theoretical, methodological, and managerial contributions. It 
also influences future research. I discuss each area in detail below. 
 
 
Theoretical contributions 
The research models in this study are based on three well-accepted theoretical 
foundations that lead to several theoretical contributions.  
This study modifies and extends Molla and Licker (2005b) perceived e-readiness 
model. Based on the findings of the initial data analysis and on previous literature, I have 
modified the model to better specify the relationships between variables. The modified 
model redefines relationships between the variables and introduces new independent 
(business strategy) and endogenous (e-payment adoption) variables. Data analysis shows 
that the modified model had a stronger predictive power in determining factors that 
influence e-payment adoption than the original model, and provides better results in 
explaining the relationships between variables. The modified model contributes to the body 
of knowledge because it provides a better predictive power for determining technology 
adoption and can be adopted in similar studies in the future. 
This study also integrates two established theories in technology innovation and 
adoption behaviour areas: the TAM by Davis (1989) and the TRI by Parasuraman (2000). 
With reference to Walczuch’s (2007) study, this study combines those theories to better 
determine the impact of behavioural readiness and perceptions of technology on e-
payment adoption. This study also introduces e-payment adoption as an endogenous 
variable to the model. 
This study delivers empirical evidence to the tested theories by focusing on specific 
target groups and a specific target country: business and consumer groups in Malaysia. 
The research models increase our understanding about the antecedents of e-payment 
adoption by businesses and consumers in technologically developing countries such as 
Malaysia.  
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Methodological contributions 
This study clearly contributes to the body of knowledge by applying a mixed-methods 
approach that combines the analysis of quantitative and qualitative data collected primarily 
from three main e-payment stakeholders. The mixed-methods approach addresses the 
constraints imposed in using only one approach for gathering data.  
I collected primary data from businesses and consumers through questionnaires 
that contained two separate sections: a quantitative questionnaire using a 5-point Likert 
scale response format, and a qualitative questionnaire using an open-ended response 
format. I also collected primary data from service providers through semi-structured 
interview sessions. 
In terms of the data analysis methods used, I explored the mediation effects 
between specific variables to provide better understanding about the relationships 
between them. I performed mediation analysis by bootstrapping the indirect effects of 
observed relationships using SmartPLS 2.0. I identified that the business strategy and 
commitment variables in the business model acted as mediators for several relationships; 
likewise for the perceived ease of use and perceived usefulness variables in the consumer 
model.  
This study also provides evidence for the moderating effects of several moderating 
factors on relationships between variables in the business and consumer models. These 
factors included firm age, firm size, and business performance. Meanwhile, based on the 
consumers’ demographic information, the moderators for consumer model were age, 
gender, level of education, and e-payment usage experience. In order to assess the 
moderating effects of these factors, I developed theoretical frameworks and hypotheses. 
Furthermore, I adopted the multigroup analysis technique based on the t-test (Keil 
et al. 2000) to assess the moderating effects of all relationships in the structural model. 
This study provides a future reference for other studies that aim to compare and contrast 
the differences between the multi-group analysis approach I adopted and other multi-group 
analysis approaches.  
For statistical tools, I used PLS-SEM analysis that allows simultaneous modelling of 
relationship to test and explain the cause-effect-relationships models, which provides 
greater understanding on the subject than regression-based approaches. PLS-SEM is the 
technique of choice when one wishes to predict the dependent latent variables (e.g., in 
gaining substantial knowledge about the drivers of technology adoption). The application 
of PLS-SEM in this study can further provide a reference point to other related studies that 
also use PLS-SEM.  
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I also used Leximancer, a data-analysis program, to analyse qualitative data from 
the consumer respondents. The software is helpful in the sense that it provides the 
common themes and concepts from all responses to better understand them. This process 
is considerable if it involves analysing hundreds of qualitative data. 
 
 
Managerial contributions 
This study provides empirical evidence concerning the factors that are important for 
expediting e-payment adoption in Malaysia. These findings can lead to practical and policy 
contributions by providing recommendations and insights to regulators and policy makers 
(in particular the Central Bank) to formulate relevant policies and guidelines in expediting 
Malaysia’s e-payment adoption. This study’s findings can also assist various stakeholders 
of the e-payment industry such as the merchant acquirers, technology service providers, 
and MyClear to fully understand and address the needs and concerns of businesses and 
consumers in adopting e-payment for retail transactions.  
Based on the research findings on businesses, several concerns relating to their e-
payment adoption includes: (1) financing difficulties to cover the overall cost in 
implementing e-payment, (2) misperceptions on the reliability and security of e-payment 
products, (3) lack of transparency and updated policies and regulations pertaining e-
payment, (4) low commitment from the businesses’ top management, and (5) lack of 
cooperation and initiatives by supporting industry players. 
Many businesses, especially small and medium-sized ones, may encounter 
financial difficulties in incorporating e-payment processes into their business operations. 
Although recurring expenses such as merchant fees should be absorbed by the 
businesses as part of their operational expenses, some one-off capital expenditures such 
as installing e-payment back-end system infrastructure can be relatively huge and 
burdensome to the businesses (especially to the small- and medium-sized enterprises). To 
reduce this financial burden and to stimulate e-payment adoption among these 
businesses, the Malaysian Government could introduce an e-payment financial assistance 
scheme that provides tax relief to identified one-off or unrepeatable capital expenditures 
for a period of time. Meanwhile, the Central Bank or MyClear could provide additional 
financial assistance, especially to small enterprises, to start accepting card payments for 
their products by subsidising the purchase costs of the card terminal and other related 
devices. 
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However, combating e-payment frauds is the most important item. Notably, 
Malaysia has improved the security of its payment system infrastructure by becoming the 
first country in the Asia Pacific region to migrate from magnetic stripe to chip payment 
cards nationwide in 2005 (BNM 2013). Subsequently, the country has seen the 
introduction of SMS alerts to mitigate card fraud and second authentication factors to 
authorise online banking transactions. Since then, fraud cases and losses have been 
reducing. However, misperception about the security and reliability of e-payment continues 
among businesses and hinders them from embarking into e-payment. To improve this 
misperception and strengthen their confidence on e-payment, the Malaysian Government 
and the Central Bank needs to improve the transparency on data relating to fraud cases 
and losses, and on the actions taken to mitigate such incidences from reoccurring. 
Information relating to e-payment’s security features also needs to reach customers. At the 
same time, information on measures taken to improve the security and reliability of e-
payment products needs to be conveyed positively and accurately to users. This effort 
could be done collaboratively between the Central Bank, MyClear, industry associations, 
and industry players via the periodic release of information via mass media and through 
their official websites. It is also important to establish a dedicated agency to educate the 
public and create awareness about cyber security, security features of e-payment 
products, e-payment fraud data, measures taken to combat e-payment fraud incidences, 
and so on. 
Apart from that, current and new policies and regulations pertaining to e-payment 
transactions such as online personal data protection and penalties for fraudsters may need 
to be brought to the surface of public’s attention. For example, the effective date of the 
Personal Data Protection Act 2010 and measures incorporated in that act should be 
publicised accordingly, together with open and easy access of the act’s details to the 
public at large. In addition, to spur the development and take-up rate of e-payment among 
businesses, related policies and regulations on e-payment need to be kept updated with 
global developments and be revisited regularly to ensure the applicability of those 
requirements. Establishment of cyber courts should also be considered because it could 
speed up the prosecution of cyber criminals and would encourage more judges and 
lawyers to specialise in cyber law. Furthermore, The Central Bank should continue 
practising industry consultation prior to the issuing new policies as to take into 
consideration comments and suggestions from other e-payment stakeholders (businesses, 
service providers, customers, and so on). 
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In order to instil commitment among businesses in adopting e-payment for their 
business operations, the Central Bank and MyClear in collaboration with industry 
associations and technology service providers could conduct a periodic nationwide e-
payment symposium to improve awareness and understanding among businesses’ top 
management on e-payment technologies in general and the current availability of payment 
solutions in the market that suits their business operations. The Central Bank organised 
the payment systems forum in 2005 and again in 2013. The event is handled by the 
Central Bank, lasts only for a few hours, and involves 27 exhibitors. I propose that a much 
larger scale and more-frequent events be held. Such an e-payment symposium could 
include education sessions on e-payment and cyber security, and showcase businesses’ 
experiences and testimonials that have successfully embarked into and benefited from e-
payment. Once they have more-accurate knowledge on e-payment, I expect that they will 
put forward their commitment by including and giving higher priority to implementing e-
payment in their business strategy. They also may adjust their governance policy to 
embed the incorporation of e-payment technology in their business operations. 
Expediting the country’s migration to e-payment requires collaboration from all 
stakeholders (including supporting industries). Any proposed nationwide initiatives as 
mentioned above should include collaboration with the supporting industries players, and, 
as such, they will be able play a more-significant role in expediting the migration process.  
Table 68 summarises the issues identified from the business data analysis findings 
and the proposed measures to address the concerns. 
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Table 68: Issues and proposed measures to stimulate e-payment adoption by businesses 
No. Issues Measures suggested 
1 Financing difficulties to cover 
the overall cost of implementing 
e-payment. 
• Financial assistance in terms of tax relief and 
subsidisation. 
2 Misperceptions on reliability and 
security of e-payment products. 
• Improve transparency through periodic release of 
necessary information through mass media and official 
websites of related organisations. 
• Establish dedicated agency to create awareness and 
educate the public on e-payment and cyber security.  
3 Lack of transparency and 
updated policies and regulations 
pertaining e-payment. 
• Regularly update policies and regulation on e-payment. 
• Setup cyber courts. 
• Organise industry consultation prior issuance of new 
regulations. 
4 Low commitment from 
businesses’ top management. 
• Collaboratively organise large and frequent e-payment 
events. 
5 Lack of cooperation and 
initiatives driven by the 
supporting industries players. 
• Encourage collaboration for the financial assistance and 
e-payment events initiatives. 
 
Based on the analysis findings on the consumer data, industry players have taken 
care of efforts to entice innovative and optimistic customers, where incentives and rewards 
are competitively given away to encourage new and existing e-payment users to start and 
continue making payments using e-payment products.  
However, greater effort should be given to change the negative perception by 
customers with insecure feeling towards e-payment technology. First of all, awareness and 
education programmes targeting these people should provide facts and figures on e-
payment transactions in Malaysia that includes the low percentage and reduction of 
fraudulent transactions taking place as compared to other types of payment modes. 
Industry players such as banking institutions and terminal suppliers should showcase their 
e-payment products and highlight the security features embedded in such technologies to 
provide comfort to customers that their personal and financial data are well take care off 
when initiating e-payment transactions. In addition, the Central Bank and the police need 
to increase transparency by improving disclosure on current policies and regulations on e-
payment transactions and on the actions taken to combat fraudulent activities. 
On the other hand, technology service providers and banking institutions can play 
an important role in eliminating these customers’ insecure feelings by introducing e-
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payment devices that have greater user friendliness and security features such as card 
terminal devices or ATM machines with attached pin-pad covers and simple second factor 
authentication for online transactions. Quick and frequent hands-on demonstrations about 
using these e-payment devices should be done at public places and at commonly 
accessed areas to provide opportunity for these individuals to have their first experience 
using e-payment devices, improve their confidence, and thus eliminate their 
misperceptions. 
Another measure that could be considered is to develop new or allow existing e-
commerce payment gateway operators to offer escrow services between buyer and seller 
to improve trust aspect from customers in purchasing online products and services (e.g., 
AliPay36 Internet payment gateway provider in China (Helgeson 2014)).  
Table 69 summarises the proposed measures to address concerns from customers 
who feel highly insecure with e-payment technology. 
 
Table 69: Proposed measures to tackle customers with high insecure feeling towards e-
payment technology 
No. Measures suggested 
1 Roll-out awareness and education programmes with wider disclosure on facts and figures 
2 Showcase e-payment products with quick and hands-on demonstrations 
3 Improve transparency on regulations related to e-payment and actions undertaken 
4 Issuing e-payment products with higher user-friendliness and security features 
5 Introduction of escrow services by Internet payment gateway 
 
To reach the maximum impact, the above initiatives should be implemented 
collaboratively between industry players, industry associations, and relevant authorities, 
and should cover customers in both urban and rural areas. 
 
  
                                            
36
 Alipay is a third-party platform that provides an escrow system. When a customer buys an item online, the 
customer makes the payment to Alipay. The merchant sees that the customer has paid, but cannot get the 
money until the customer has received, inspected, and acknowledged satisfactory delivery. Only then will 
Alipay transfer the payment to the merchant’s account (Hua 2014). 
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Future research 
Technology innovation and adoption behaviour studies in the future can apply the 
theoretical frameworks presented in this study to determine the differences in businesses’ 
and consumers’ e-payment adoptions for cross-countries assessments (e.g., between 
developing and developed countries in Asia Pacific region such as Malaysia and 
Australia). Accordingly, such studies could also reference the two sets of questionnaires 
used in this study. 
In obtaining more-comprehensive research findings, future studies could also 
include feedback from other stakeholders in the e-payment ecosystem such as the 
government, regulatory authorities, and industry associations, which, in one way or 
another, influences the adoption and migration to e-payment. 
 
 
7.6 Limitations of the study 
While this study has produced interesting findings, it also has some limitations. Firstly, this 
study is based on country-specific empirical datasets with findings that are more 
appropriate for developing countries with social and economic environments that are quite 
similar to Malaysia. Although targeting specific research subjects to precisely underpin the 
research factors that contribute to a situation, this fact may nevertheless limit the findings’ 
generalizability. 
Secondly, this study evaluated factors that influence e-payment adoption by 
considering input from three major stakeholders in the e-payment industry: the businesses, 
consumers, and technology service providers. Although these are the most important 
stakeholders who have significant influence in mapping the future of e-payment industry, 
obtaining their feedback alone may not comprehensively describe the current e-payment 
situation in Malaysia. Therefore, obtaining the involvement and feedback of other 
stakeholders in the e-payment ecosystem such as the government would provide a more 
complete overview and understanding of the contributing factors that have led to the 
current situation.  
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7.7 Conclusion 
In this section, I consolidate and summarise the findings from the various data analyses I 
conducted. I use the analysis findings based on the data gathered from qualitative 
questionnaires, interview sessions, and moderating analysis to support the quantitative 
findings for e-payment adoption by businesses and consumers. 
The findings suggest that seven organisational factors (human resources, business 
resources, technology resources, governance, business strategy, commitment and 
awareness) have a significant influence, either directly or indirectly, on the decision of a 
business to adopt e-payment technology. Apart from these, two external factors (market 
forces e-readiness and supporting industries e-readiness) also significantly contribute to e-
payment adoption by businesses. My findings also suggest that government e-readiness 
does not have significant effect on the adoption decision. 
From the consumers’ data, I found that innovative, optimistic, and insecure 
consumers had significant relationships with either one or both perceived ease of use and 
perceive usefulness in the TAM, and subsequently with adopting e-payment technology. 
Meanwhile, consumers with high discomfort about technology were insignificant to the 
study. In addition, the significance of perceived ease of use and perceived usefulness 
factors on e-payment adoption provides empirical evidence that confirms the TAM’s 
validity. 
I identified a few relationships in both the business and consumer data models to 
have been partially mediated by certain variables. Business strategy and commitment 
variables in business model were mediators; and perceived ease of use and perceived 
usefulness were in the consumer model. This study also provides evidence of the 
moderating effects of several moderating factors. Business characteristics identified as 
moderators for business model were firm age, firm size, and business performance. 
Meanwhile, based on consumers’ demographic information, the moderators for consumer 
model were age, gender, level of education, and usage experience. To assess the 
moderating effects of these factors, I developed respective theoretical frameworks and 
hypotheses. Lastly, I offer several recommendations to address concerns about the 
identified influencing factors.  
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Appendices 
 
Appendix 1: Initial Questionnaires for Business Readiness in Adopting E-Payment 
 
Survey 1 (quantitative questions using 5-point Likert scale response format) 
(A) Perceived Organizational e-Readiness, POER (Independent Variables) 
Area Questions References 
I. Awareness 
A1 We have a clear understanding of the opportunities, benefits 
and threats enabled by e-payment to our business. 
Han and Noh 
(1999); Molla 
and Licker 
(2005a); Elahi 
and 
Hassanzadeh 
(2009) 
 
A2 We have a good understanding of e-payment solutions that 
are suitable and applicable to our business. 
A3 Businesses with whom our organisation is partnering and 
competing are already implementing e-payment. 
A4 Our organisation believes that the gain from e-payment 
outweighs its cost and businesses in our industry that are not 
adopting e-payment will be at a competitive disadvantage. 
A5 We consider that e-payment has a tremendous impact on the 
way business is to be conducted in our industry. 
II. Human Resources 
HR1 Our organisation has adequate human resources to 
implement e-payment. 
Powell and 
Dent-Micallef 
(1997); Molla 
and Licker 
(2005a); 
Fathian et al. 
(2008) 
HR2 Our organisation has the necessary technical, managerial 
and other skills to support e-payment implementation. 
HR3 Our people have appropriate knowledge and expertise on e-
payment relationships, business process, policies and 
industry structure. 
Damaskopoulo
s and 
Evgeniou 
(2003); 
Zakaria et al. 
(2010) 
HR4 Our people are able to adapt with changes to the business 
process and use e-payment applications. 
HR5 Appropriate training initiatives are provided to increase 
satisfaction and willingness among employees to adopt e-
payment facilities. 
III. Business Resources 
BR1 We are aggressive in experimenting new technologies and 
capable of dealing with rapid changes in business process. 
Powell and 
Dent-Micallef 
(1997); Molla 
and Licker 
(2005a) 
 
BR2 Our organisation has a sufficient business resources and 
investment budget to implement e-payment. 
BR3 We have strong relationships with our business partners and 
customers. 
 316 
 
BR4 Our business process continuously reviewed to ensure 
suitability and to facilitate e-payment process. 
Zakaria et al. 
(2010) 
BR5 Our company’s e-payment system is well coordinated and 
integrated with our business partners’ systems. 
IV. Technological Resources 
TR1 We have an established enterprise-wide e-payment 
infrastructure. 
Powell and 
Dent-Micallef 
(1997); Molla 
and Licker 
(2005a) 
TR2 Our existing systems are flexible and customisable in 
incorporating e-payment facility to meet our customers’ 
needs. 
TR3 We have adequate ICT capability and support for e-payment 
implementations. 
TR4 We have sufficient internal (in house) and external technical 
support for e-payment applications. 
Zakaria et al. 
(2010) 
TR5 We have incorporated appropriate security systems to protect 
e-payment information and transactions. 
V. Commitment 
C1 Our business strategy on e-payment is clear and widely 
communicated and understood throughout our organisation. 
Molla and 
Licker (2005a); 
Elahi and 
Hassanzadeh 
(2009) 
C2 Senior management champions our e-payment initiatives and 
have allocated proper resources to each e-payment project in 
achieving its goals. 
C3 Our organisation has sufficient investment and financial 
support for e-payment development. 
Fathian et al. 
(2008); Hourali 
et al. (2008) 
C4 The top management provides allocation for training, ICT 
equipment and maintenance investment related to e-
payment. 
Damaskopoulo
s and 
Evgeniou 
(2003); 
Zakaria et al. 
(2010) 
C5 Our top management have shown high commitment in 
implementing e-payment, including incentives and guidance. 
Newly 
proposed item 
(Elahi and 
Hassanzadeh, 
2009) 
VI. Governance 
G1 Roles, responsibilities and accountability are clearly defined 
and assigned within each e-payment initiative. 
Powell and 
Dent-Micallef 
(1997); 
Odedra-Straub 
(2003); Molla 
and Licker 
(2005a) 
G2 We thoroughly analyse the possible changes to be caused in 
our organisation, business partners and customers as a result 
of each e-payment implementation. 
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G3 Our organisation provides clear and sufficient e-payment 
policy involving contractual arrangement and documentation. 
Zakaria et al. 
(2010)  
G4 Our organisation provides systematic process to manage any 
changes and issues as a result of implementing e-payment. 
G5 Legal environment and ICT and policies are well in place to 
support the development of e-payment. 
Fathian et al. 
(2008) 
VII. Business Strategy 
BS1 The top management decides that e-payment is to be part of 
our corporate culture, values and preferred work practices. 
Newly 
proposed 
items (Hsieh 
(2001); 
Grandon and 
Pearson 
(2004); Card 
Technology 
(2009)) 
BS2 We believe that e-payment will deliver strategic value to our 
organisation in terms of organisational support, managerial 
productivity and decision aids. 
BS3 We understand that our decision in adopting e-payment will 
steer our company’s overall business strategy. 
BS4 The top management always consider the impact and 
implication towards the company’s e-payment systems in 
charting its strategic future direction. 
BS5 In securing and boosting consumers’ confidence in making 
payment electronically, the company undertake huge effort to 
implement support and back-end systems that protect and 
keep relevant payment information.  
 
 (B) Perceived External e-Readiness, PEER (Independent Variables) 
Area Questions References 
VIII. Government e-Readiness 
GVeR1 We believe that the legal environment is conducive 
enough to promote e-payment, including effective laws to 
combat e-payment fraud cases. 
King et al. 
(1994); 
Montealegre 
(1999); Molla 
and Licker 
(2005a) 
GVeR2 We believe our customers found it is safe and 
convenience in conducting business transactions using e-
payment as there is sufficient protection on consumers’ 
rights and adequate information privacy. 
GVeR3 The government provides adequate infrastructure, 
sufficient financial support and appropriate incentives to 
assist the migration towards e-payment. 
Fathian et al. 
(2008); 
Zakaria et al. 
(2010) 
 
GVeR4 The government setting up research centre and 
continuously doing research in improving e-payment 
environment in the country. 
GVeR5 The government demonstrates strong commitment and 
involvement in promoting e-payment at national level. 
Newly 
proposed item 
(Baddeley, 
2004; 
Taddesse and 
Kidan, 2005) 
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IX. Market Forces e-Readiness 
MFeR1 We believe that our customers and business partners are 
ready to purchase goods and services, and conduct 
business, respectively, using e-payment. 
King et al. 
(1994); Molla 
and Licker 
(2005a) MFeR2 Our business partners provide motivational support, 
assistance, incentives and guidance in related to e-
payment implementation. 
MFeR3 We develop understanding of the risks, functionality and 
requirements of e-payment in our business partners. 
Zakaria et al. 
(2010) 
MFeR4 Our trading partners impose risk-sharing agreements and 
supporting programmes to resolve any disputes relating 
to e-payment transactions. 
MFeR5 Our customers are well understood the cost and benefits 
in adopting e-payment. 
Newly 
proposed item 
(Taddesse and 
Kidan, 2005; 
Elahi and 
Hassanzadeh, 
2009) 
X. Support Industries e-Readiness 
SIeR1 The telecommunication infrastructure is reliable and 
efficient. 
King et al. 
(1994); Molla 
and Licker 
(2005a); 
Fathian et al. 
(2008); 
Zakaria et al. 
(2010) 
SIeR2 We believe that commercial institutions are able to 
support secure technology infrastructure for e-payment 
transactions. 
SIeR3 We feel that there are efficient and affordable support 
from the local IT industry to support our move towards e-
payment. 
SIeR4 We believe that financial institutions are able to support 
and offer financial assistance in implementing e-payment. 
Fathian et al. 
(2008); 
Zakaria et al. 
(2010)  
SIeR5 There are sufficient payment devices in accepting e-
payment transactions that are highly available and 
affordable in the market. 
Newly 
proposed item 
(Fathian et al. 
(2008)) 
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 (C) e-Payment Adoption by Businesses (Dependent Variable) 
Area Questions References 
XI. E-Payment Adoption by Businesses 
ePA1 Which one of the following best describes your current e-
payment adoption status? Please choose only ONE option. 
1. We prefer and encourage our customers to make 
payment using paper-based payment methods like cash 
and cheques. 
2. We understand the competitive advantage e-payment 
brings to our business and have allocated sufficient 
resources in adopting e-payment. 
3. We already have sufficient e-payment devices to accept 
and process e-payment transactions. 
4. We highly recommend and provide incentives to 
customers who use e-payment. 
5. Our business is widely known as e-payment-enabled 
business. 
Newly 
proposed item 
(Molla and 
Licker (2005a)) 
 
Survey 2 (qualitative questions using open-ended response format) 
(A) Perceived Organizational e-Readiness, POER (Independent Variables) 
Area Questions 
I. Awareness 
A1 Do you think level of awareness on e-payment services determine your 
business’s decision to adopt e-payment? Please explain. 
A2 Do you think e-payment technology provide your business to gain 
competitive advantage in your business sector? Please explain.  
A3 Do you think that the gain from e-payment services outweighs its cost? If no, 
what are the circumstances that make you think otherwise? 
II. Human Resources 
HR1 Do you think having greater human resources with e-payment knowledge 
determine your business’s decision to adopt e-payment services? Please 
explain. 
HR2 What are initiatives taken to ensure positive reaction by the employees in 
adopting e-payment? 
III. Business Resources 
BR1 Do you think having greater business resources on e-payment capabilities 
determine your business’s decision to adopt e-payment services? Please 
explain. 
BR2 Does your business’s e-payment system well-coordinated and integrated 
with your business partners’ systems? If no, what are the gaps and major 
hindrances to materialise the connectivity? 
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IV. Technological Resources 
TR1 Do you think having greater technology resources determine your business’s 
decision to adopt e-payment services? Please explain. 
TR2 Have your business establishes enterprise-wide e-payment infrastructure? If 
yes, since when? 
V. Commitment 
C1 Do you think having greater management’s commitment on e-payment 
determine your business’s decision to adopt e-payment services? Please 
explain. 
C2 How do you prioritise e-payment implementation? 
VI. Governance 
G1 Do you think having stronger governance practices determine your 
business’s decision to adopt e-payment services? Please explain. 
G2 What are the challenges in ensuring legal environment and ICT policies are 
well in place to support e-payment implementation? 
VII. Business Strategy 
BS1 How do you think having e-payment as part of your company’s business 
strategy provides your company with greater strategic value such as 
organisational support, managerial productivity and decision aids? 
BS2 How do you think e-payment be able to assist your company in handling 
external pressure such as market competition and consumer demands? 
 
(B) Perceived External e-Readiness, PEER (Independent Variables) 
VIII. Government e-Readiness 
GVeR1 Do you think government’s e-readiness level will influence your business’s 
decision to adopt e-payment services? Please explain. 
GVeR2 Does the current legal environment is conducive enough to support the e-
payment implementation? If no, in which area should the laws and 
regulations be improved on? 
GVeR3 Does the government provide adequate support for businesses to adopt e-
payment? If no, in which are should the government be concentrate on? 
IX. Market Forces e-Readiness 
MFeR1 Who are your major customer target groups? Do you think they have e-
payment instruments and ready to use e-payment services? 
MFeR2 Does your customers’ current demand and perception on your business’s 
payment services affect your business’s internal policy in adopting e-
payment? Please elaborate. 
MFeR3 Do you think the market forces’ e-readiness level will influence your 
business’s decision to adopt e-payment services? Please explain. 
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X. Supporting Industries e-Readiness 
SIeR1 Do you think e-readiness level of the supporting industries will influence your 
business’s decision to adopt e-payment services? Please explain. 
SIeR2 Does the telecommunication infrastructure is robust enough to stimulate e-
payment adoption? If no, in which are should the infrastructure be improved 
on? 
 
(C) e-Payment Adoption by Businesses (Dependent Variable) 
XI. e-Payment Adoption by Businesses 
ePA1 Does your business prefer to accept payments via paper-based instrument 
such as cash and cheques or through e-payment? 
ePA2 Does the payment acceptance services in the above question decided in 
relation to improving relationship with your customers? Please explain. 
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Appendix 2: Compiled Comments from Expert Review Exercise (Business E-Readiness)  
 
 
 
General comment on Section 1: 
  (1) What about their business location? Would you like to capture this? Wouldn’t this have some impact to the acceptance of 
e-payment i.e. issues like infra, volume of transaction, etc. (2) What about the organisation structure i.e. local vs foreign 
incorporated with global presence? 
 Would it not be better to have a synchronise number of options for each questions (i.e. 5 possible options) 
Comments on each question: 
Q1)  
 Manufacturing and media are two contrast sectors, should they be better separated or combined with more relevant sector(s) 
e.g. electronic and communication?  
 Electronic, computer & communication, better to use "ICT"? Manufacturing & Media, maybe "Media" is better grouped with 
"Marketing & Consulting"? 
 I think the categorisation is a bit limited and compressed in nature for e.g. combining communication into computer & 
electronic may cause impact to the result. Communication is talking about telco businesses or selling handphone? 
 Categories of business sectors could be refined further (i.e. manufacturing and media/marketing and consulting didn’t seem to 
be matching pairs) 
Q2) Probably a smaller range (so you have an option to see the trend of how new business adopt the current technology) 
Q3) Ok but 50-249 is quite a big range  
Q4)  
 Ok but it depends on category of your respondents 
 Ok if directed to big corporations otherwise range is too big for small and medium businesses. 
Q5) BM  Maybe to consider the respondent’s year of service with the company, age, gender, etc.  
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Part A 
Please indicate to what extent you agree with the following statements on the perception and attitudes towards new technology such as 
e-payment by circling the appropriate number/scale. 
 
Questions Comments on each question (if any) 
I. Awareness  
1 We have a clear understanding of the opportunities, benefits and threats 
enabled by e-payment to our business. 
 The threats may become a separate question by itself, if 
you wish  
 Suggest to change “We have a clear understanding of the 
opportunities and benefits  as well the risks and threats of  
e-payment to our business” 
3 Businesses with whom our organisation is partnering and competing are 
already implementing e-payment. 
What about obligations to eGovt services? 
5 We consider that e-payment has a tremendous impact on the way 
business is to be conducted in our industry. 
Change “consider” to “believe”? 
 
II. Human Resources  
1 Our organisation has adequate human resources to implement e-
payment. 
 Is human resources=internal expertise? 
 Q1, 2 & 3 could be more refined to show the different 
criteria. 
2 Our organisation has the necessary technical, managerial and other skills 
to support e-payment implementation. 
 Doesn’t it redundant with Q1?  
 Could be combine with Q1 – adequate human resources 
with appropriate skills. 
3 Our people have appropriate knowledge and expertise on e-payment 
relationships, business process, policies and industry structure. What about external support/expertise? Is it included as “our?” 
  
SECTION 2: ADOPTION OF E-PAYMENT BY BUSINESSES 
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III. Business Resources  
1 We are aggressive in experimenting new technologies and capable of 
dealing with rapid changes in business process. 
Q1 to Q5 is a bit confusing for me. Because you talking about 
resources as Monetary and Capital as resources? But at the same 
time talk about business relationship & business process. Suggest: 
Maybe to be separated? 
3 We have strong relationships with our business partners and customers. The statement seems incomplete / unclear  
IV. Technology Resources  
2 Our existing systems are flexible and customisable in incorporating e-
payment facility to meet our customers’ needs. 
What about current internal process flexibility? 
V. Commitment  
1 Our business strategy on e-payment is clear and widely communicated 
and understood throughout our organisation. 
What about prioritisation of business plan? Any forces from 
partners, govt or global HQ to implement e-payment? 
VI. Governance  
5 Legal environment and ICT and policies are well in place to support the 
development of e-payment. 
Any legal hindrances for the company to adopt e-payment? 
VII. Business Strategy  
5 In securing and boosting consumers’ confidence in making payment 
electronically, the company undertake huge effort to implement support 
and back-end systems that protect and keep relevant payment 
information.  
Maybe... protects and store relevant payment... 
IX. Market Forces e-Readiness  
1 We believe that our customers and business partners are ready to 
purchase goods and services, and conduct business, respectively, using 
e-payment. 
Is the word “believe” is appropriate, as it is more on opinion rather a 
statement. The rating given eventually shows the opinion/believe.  
3 We develop understanding of the risks, functionality and requirements of 
e-payment in our business partners. 
Understanding or mutual understanding? 
X. Support Industries e-Readiness  
2 We believe that commercial institutions are able to support secure 
technology infrastructure for e-payment transactions. 
Who are these commercial institutions? Are you referring to IT 
company? 
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3 We feel that there are efficient and affordable support from the local IT 
industry to support our move towards e-payment. 
Efficient or reliable? 
4 We believe that financial institutions are able to support and offer financial 
assistance in implementing e-payment. 
What is this trying to proof? Because banks normally provide loans 
on an overall business strategy and planning. 
 
5 There are sufficient payment devices in accepting e-payment transactions 
that are highly available and affordable in the market. 
Suggest to change “highly” to “widely”. 
 
XI. E-Payment Adoption by Businesses  
1 Which one of the following best describes your current e-payment 
adoption status? Please choose only ONE option. 
6. We prefer and encourage our customers to make payment using 
paper-based payment methods like cash and cheques. 
7. We understand the competitive advantage e-payment brings to our 
business and have allocated sufficient resources in adopting e-
payment. 
8. We already have sufficient e-payment devices to accept and process 
e-payment transactions. 
9. We highly recommend and provide incentives to customers who use 
e-payment. 
10. Our business is widely known as e-payment-enabled business. 
 Do the scale still required, after the respondent selected 
the option?  
 Government is supporting us to adopt e-payment in many 
different ways. 
 No. 2 & 3 seems a bit redundant – referring to sufficient 
current infrastructure. 
 
 
 
General comment on Part A of Section 2 
Please provide general comments on questions referring to each variable in Part A of Section 2 as above, if any: 
 
 
 
  
Comment:  Part A is supposed to be the perception on the e-payment in general.  However, the questionnaires seem more on the organisation / company’s / 
business partners’ e-payment application / approach / readiness.   
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Part B 
Please provide your comments on each of the following questions based on your own experience and knowledge towards the company’s 
adoption of e-payment. 
Questions Comments on each question (if any) 
I. Awareness  
1 Do you think level of awareness on e-payment services determine your 
business’s decision to adopt e-payment? Please explain. 
Too many “Please explain” may make respondents not keen to 
answer the question or the rest of the questionnaires.  
V. Commitment  
2 How do you prioritise e-payment implementation?  Ambiguous.  Prioritise against what?  
 Against what? Or are you referring to the development 
process itself? 
VIII. Government e-Readiness  
2 Does the current legal environment is conducive enough to support the e-
payment implementation? If no, in which area should the laws and 
regulations be improved on? 
To delete “is” and “the”? 
3 Does the government provide adequate support for businesses to adopt e-
payment? If no, in which area should the government be concentrate on? 
To include “area”. 
 
X. Supporting Industries e-Readiness  
2 Does the telecommunication infrastructure is robust enough to stimulate e-
payment adoption? If no, in which are should the infrastructure be 
improved on? 
Is the telecommunication infrastructure robust enough to encourage 
e-payment adoption? If no, in which area should the infrastructure 
be improved on? 
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General comment on Part B of Section 2 
In examining the factors that influence businesses’ e-payment adoption behaviour, is there any other matter that you think is 
important and relevant to be considered for each variable? Please specify. 
 
  
Comment:  The questionnaires seem too technical and open-ended. Depending on your respondents, if the group is lower rank people, they may not capable of 
answering the questions effectively or may not well-understood some of the contents / expectation. On other hand, if the group is higher level of people of 
management rank, they may not have time to read through the questionnaires and give with lengthy comments.  Qs from Part A are appropriate for the Part B. 
You may revisit to the open-ended questions to make them easier and faster to answer; the good example of a Q is Q2 under IV Technology Resources.  It 
(simplified question) will be also easier for you to massage the data and making conclusions.  
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Appendix 3: Final Questionnaire for Business Readiness in Adopting E-Payment 
 
BUSINESS READINESS IN ADOPTING ELECTRONIC PAYMENTS 
 
PURPOSE 
This research aims to have an in-depth understanding on the factors that drive and inhibit retail businesses in 
adopting new technologies for their business activities, in particular, the acceptance of electronic payment (e-
payment) transactions from their customers for the purchases of goods and services. E-payment is referring 
to ‘a transaction in which monetary value as compensation or consideration for a payment for goods and 
services is transferred electronically or digitally between two entities’. An entity refers to a bank, business, 
government agency and individual consumer. Basically, any payment that is not affected by paper-based 
instruments is considered as e-payment. Paper-based payment instruments include cash and cheques, while 
e-payment includes payment cards (i.e., credit, debit, charge and prepaid or stored-value cards), mobile 
payments (card-based and network-based), electronic funds transfer (EFT) instructions (i.e., direct debit and 
credit transfer) and virtual money or accounts. 
TASKS FOR PARTICIPANTS 
The survey contains 4 sections: Section 1 captures the information on the company’s characteristics and your 
career background, Sections 2 and 3 contains the survey questionnaires, and Section 4 is for your contact 
details. It is estimated that you will spend less than 45 minutes in completing the survey. 
RISK TO PARTICIPANTS 
There is no foreseeable risk to you or your company if you participate in this research as all the information 
collected is considered general in nature and not specifically designed to underpin you or your company’s 
payment pattern and commitment. All questions are focusing on your perceptions and your own experience 
and knowledge of your company’s policies and practices towards the introduction and adoption of e-payment.  
PRIVACY AND CONFIDENTIALITY 
All information provided in the research will be kept confidential and anonymous in order to maintain your 
confidentiality and privacy. Once collected, this information will only be accessible and stored by the 
researcher. 
WITHDRAWAL 
Your participation in this research is voluntarily and you may withdraw at anytime without prejudice.  
CONTACT 
This research adheres to the guidelines of the ethical review process of the University of Queensland. While 
you are free to discuss your participation in this research with the researcher (contactable on ph. 04 2623 8466 
or normasita.sidek@uqconnect.edu.au, masitasidek@gmail.com) , if you would like to speak to an officer of the 
University that is not directly involved in the research, you may contact Prof. Helen Ross (ph. 07 5460 1648, 04 
0819 5324) or Helen.Ross@uq.edu.au). 
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Research title: Business Readiness in Adopting Electronic Payments 
Researcher:  Normasita Sidek 
 
 
I ………………………………………..agree to be involved in the above research project as a respondent.  I 
have read the relevant research information sheet and understand the nature of the research and my role in it.   
 
 
 
…………………………………… 
Signature of research subject 
 
Date: 
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BUSINESS READINESS IN ADOPTING 
ELECTRONIC PAYMENTS 
 
 
RESEARCH QUESTIONNAIRE 
 
 
 
 
 
NORMASITA SIDEK 
 
 
 
 
Confidentiality 
The views expressed in the completed questionnaire will be treated in the strictest confidential. Any 
information identifying the respondents will not be disclosed. 
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Kindly provide general information about the company and yourself by ticking the respective boxes or fill in the 
blanks, where applicable, below: 
A) Company’s Characteristics  
1. Business sector 
(please refer to the 
note below): 
¤    Agriculture and mining  
¤    Financial services  
¤    Information services  
¤    Manufacturers  
¤    Real estates  
 
¤    Retailers and distributors  
¤    Services 
¤    Transportation 
¤    Utilities 
¤    Others (please specify) _________ 
 
2. Years since 
establishment: 
¤  <5 years ¤  5-14 years ¤  15-25 years ¤  >25 years  
3. No. of employees: ¤  <10 people ¤  10-49 people ¤  50-250 people ¤  >250 people 
4. Yearly sales 
turnover: 
¤  <$2 million ¤  $2-9 million ¤  $10-50 million ¤  >$50 million 
NOTE: The definitions of each business sector are as follows: 
 
Agriculture and mining Businesses that are concerned with the production of raw material such 
as plants and mineral. 
Financial services Businesses that include banks and other companies that generate 
profits through investment and management of capital. 
Information services Businesses that generate profits primarily from the resale of intellectual 
property, including movie studios, publishers and packaged software 
companies. 
Manufacturers Businesses that produce products from raw materials or component 
parts and make physical goods such as cars or pipes. 
Real estates Businesses that generate profits from the selling, renting and 
development of properties comprising land, residential homes and other 
kinds of buildings. 
Retailers and distributors Businesses that act as middle-men in getting goods produced by 
manufacturers to the intended consumer, generate profit by providing 
sales or distribution services. 
Services Businesses that offer intangible goods and services and typically 
generate profits by charging for labour or other services provided to the 
clients. 
Transportation Businesses that deliver goods and individuals from location to location. 
Utilities Businesses that produce public services such as electricity or sewage 
treatment. 
 
SECTION 1: INFORMATION ON THE COMPANY AND THE 
REPRESENTATIVE RESPONDENT 
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B) Respondent’s Information 
5. Job title: ¤ Chief executive officer/ managing director 
¤ Director 
¤ General manager 
¤ Manager 
¤ Others (please specify) __________________ 
6. Years of services 
with the company: 
¤  <5 years ¤  5-14 years ¤  15-25 years ¤  >25 years  
7. Years of services 
on current position: 
¤  <5 years ¤  5-14 years ¤  15-25 years ¤  >25 years  
 
 
 
 
 
Please indicate to what extent you agree or disagree with the following statements on the perception and 
attitudes towards new technology such as e-payment by circling the appropriate number/scale. 
(1=Strongly Disagree; 2=Disagree; 3=Neutral; 4=Agree; 5=Strongly Agree) 
Questions 
Strongly 
Disagree 
Neutral 
Strongly 
Agree 
1 We have a clear understanding of the opportunities and 
benefits, as well as the risks and threats of e-payment to 
our business. 
1         2       3       4        5 
2 We have a good understanding of e-payment solutions 
that are suitable and applicable to our business. 
1         2       3       4        5 
3 Our partners and competitors are already implementing 
e-payment. 
1         2       3       4        5 
4 We believe that the gain from e-payment outweighs its 
cost and businesses that are not adopting e-payment 
will be at a competitive disadvantage. 
1         2       3       4        5 
5 We believe that e-payment has a tremendous impact on 
the way business is to be conducted in our industry. 
1         2       3       4        5 
6 Our organisation has adequate no. of human resources 
or staff strength to implement e-payment. 
1         2       3       4        5 
7 Our organisation has acquired the necessary technical, 
managerial and other skills to support e-payment 
implementation. 
1         2       3       4        5 
8 Our people have appropriate knowledge and expertise 
on e-payment relationships, business process, policies 
and industry structure. 
1         2       3       4        5 
9 Our people are able to adapt with changes to the 
business process and use e-payment applications. 
1         2       3       4        5 
10 Appropriate training initiatives are provided to increase 
satisfaction and willingness among employees to adopt 
e-payment facilities. 
1         2       3       4        5 
11 We are aggressive in experimenting new technologies 
and capable of dealing with rapid changes in business 
process. 
1         2       3       4        5 
SECTION 2: E-PAYMENT ADOPTION (SCALE RESPONSES) 
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12 Our organisation has a sufficient business resources 
and investment budget to implement e-payment. 
1         2       3       4        5 
13 We have strong relationships with our business partners 
and customers, and understand their needs. 
1         2       3       4        5 
14 Our business process continuously reviewed to ensure 
suitability and to facilitate e-payment process. 
1         2       3       4        5 
15 Our company’s e-payment system is well coordinated 
and integrated with our business partners’ systems. 
1         2       3       4        5 
16 We have an established enterprise-wide e-payment 
infrastructure. 
1         2       3       4        5 
17 Our existing systems and internal processes are flexible 
and customisable in incorporating e-payment facility to 
meet our customers’ needs. 
1         2       3       4        5 
18 We have an adequate ICT capability and support for e-
payment implementations. 
1         2       3       4        5 
19 We have sufficient internal (in house) and external 
technical support for e-payment applications. 
1         2       3       4        5 
20 We have incorporated appropriate security systems to 
protect e-payment information and transactions. 
1         2       3       4        5 
21 Our business strategy on e-payment is clear and widely 
communicated and understood throughout our 
organisation. 
1         2       3       4        5 
22 Senior management champions our e-payment 
initiatives and have allocated proper resources to each 
e-payment project in achieving its goals. 
1         2       3       4        5 
23 Our organisation has sufficient investment and financial 
support for e-payment development. 
1         2       3       4        5 
24 The top management provides allocation for training, 
ICT equipment and maintenance investment related to 
e-payment. 
1         2       3       4        5 
25 Our top management have shown high commitment in 
implementing e-payment, including incentives and 
guidance. 
1         2       3       4        5 
26 Roles, responsibilities and accountability are clearly 
defined and assigned within each e-payment initiative. 
1         2       3       4        5 
27 We thoroughly analyse the possible changes to be 
caused in our organisation, business partners and 
customers as a result of each e-payment 
implementation. 
1         2       3       4        5 
28 Our organisation provides clear and sufficient e-payment 
policy involving contractual arrangement and 
documentation. 
1         2       3       4        5 
29 Our organisation provides systematic process to 
manage any changes and issues as a result of 
implementing e-payment. 
1         2       3       4        5 
30 Legal environment and ICT and policies are well in place 
to support the development of e-payment. 
1         2       3       4        5 
31 The top management decides that e-payment is to be 
part of our corporate culture, values and preferred work 
practices. 
1         2       3       4        5 
32 We believe that e-payment will deliver strategic value to 
our organisation in terms of organisational support, 
managerial productivity and decision aids. 
1         2       3       4        5 
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33 We understand that our decision in adopting e-payment 
will steer our company’s overall business strategy. 
1         2       3       4        5 
34 The top management always consider the impact and 
implication towards the company’s e-payment systems 
in charting its strategic future direction. 
1         2       3       4        5 
35 In securing consumers’ confidence in making payment 
electronically, we undertake huge effort to implement 
support and back-end systems that protects and store 
relevant payment information.  
1         2       3       4        5 
36 We believe that the legal environment is conducive 
enough to promote e-payment, including effective laws 
to combat e-payment fraud cases. 
1         2       3       4        5 
37 We believe our customers found it is safe and 
convenience in conducting business transactions using 
e-payment as there is sufficient protection on 
consumers’ rights and adequate information privacy. 
1         2       3       4        5 
38 The government provides adequate infrastructure, 
sufficient financial support and appropriate incentives to 
assist the migration towards e-payment. 
1         2       3       4        5 
39 The government setting up research centre and 
continuously doing research in improving e-payment 
environment in the country. 
1         2       3       4        5 
40 The government demonstrates strong commitment and 
involvement in promoting e-payment at national level. 
1         2       3       4        5 
41 We believe that our customers and business partners 
are ready to purchase goods and services, and conduct 
business, respectively, using e-payment. 
1         2       3       4        5 
42 Our business partners provide motivational support, 
assistance, incentives and guidance in related to e-
payment implementation. 
1         2       3       4        5 
43 We develop understanding of the risks, functionality and 
requirements of e-payment in our business partners. 
1         2       3       4        5 
44 Our trading partners impose risk-sharing agreements 
and supporting programmes to resolve any disputes 
relating to e-payment transactions. 
1         2       3       4        5 
45 Our customers are well understood the cost and benefits 
in adopting e-payment. 
1         2       3       4        5 
46 The telecommunication infrastructure is reliable and 
efficient. 
1         2       3       4        5 
47 We believe that commercial institutions such as IT 
companies are able to support secure technology 
infrastructure for e-payment transactions. 
1         2       3       4        5 
48 We feel that there are efficient, reliable and affordable 
support from the local IT industry to support our move 
towards e-payment. 
1         2       3       4        5 
49 We believe that financial institutions are able to support 
and offer financial assistance in implementing e-
payment. 
1         2       3       4        5 
50 There are sufficient payment devices in accepting e-
payment transactions that are widely available and 
affordable in the market. 
1         2       3       4        5 
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51 Which one of the following best describes your current 
e-payment adoption status? Please choose only ONE 
option and the scale is representing the option selected. 
11. We prefer and encourage our customers to make 
payment using paper-based payment methods like 
cash and cheques. 
12. We understand the competitive advantage e-
payment brings to our business and will allocate 
sufficient resources in adopting e-payment in our 
business strategy. 
13. We already have sufficient e-payment devices to 
accept and process e-payment transactions. 
14. We highly recommend and provide incentives to 
customers who use e-payment. 
15. Our business is widely known as e-payment-
enabled business. 
1         2       3       4        5 
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Please provide your comments on each of the following questions based on your own experience and 
knowledge towards the company’s adoption of e-payment. 
Questions Responses 
1 What are the important factors in determining 
your business’s decision to adopt e-payment? 
 
 
2 What are the benefits and drawbacks to the 
businesses in implementing e-payment? 
 
 
3 What are initiatives taken to ensure positive 
reaction by the employees in adopting e-
payment? 
 
 
4 What are the gaps and major hindrances to 
coordinate e-payment systems with your 
business partners? 
 
 
5 Have your business establishes enterprise-
wide e-payment infrastructure? If yes, since 
when? 
 
 
6 How do you prioritise e-payment 
implementation against other business plans? 
 
 
7 What are the challenges in ensuring legal 
environment and ICT policies are well in place 
to support e-payment implementation? 
 
 
8 How do you think e-payment be able to assist 
your company in handling external pressure 
such as market competition and consumer 
demands? 
 
 
9 Does the government provide adequate 
support for businesses to adopt e-payment? If 
no, in which area should the government be 
concentrate on? 
 
 
10 Does your customers’ current demand and 
perception on your business’s payment 
services affect your business’s internal policy 
in adopting e-payment? Please elaborate. 
 
 
11 Is the telecommunication infrastructure robust 
enough to encourage e-payment adoption? If 
no, in which area should the infrastructure be 
improved on? 
 
 
 
 
 
SECTION 3: E-PAYMENT ADOPTION (OPEN-ENDED RESPONSES) 
 
 337 
 
 
 
 
Please provide response to the following additional information. 
1. Would you or your company like to receive a summary of the final report? ¤ Yes ¤ No 
2. Are you willing to be contacted for any follow-up questions?  ¤ Yes ¤ No 
3. If your answer is ‘Yes’ to any or both of the above questions, please attach 
your business card or provide your name and contact details, i.e., tel. no. and 
email address. 
Name: _______________________________________________________ 
Tel. No.: _____________________________________________________ 
Email: _______________________________________________________ 
 
 
  
 
  
SECTION 4: ADDITIONAL INFORMATION 
 
Please attach your business card here: 
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Appendix 4: Support Letter from the University of Queensland for Business 
Respondents 
 
 
 
TO WHOM WHO MAY CONCERN 
10 January 2012 
 
Dear Sir/Madam, 
 
Request for Support in Participation in a Research Study on the Adoption of 
Electronic Payment 
 
Ms Normasita Sidek is a senior staff member at the Bank Negara Malaysia and is currently 
pursuing her doctoral studies at the University of Queensland, Australia. Her Project is on 
"The determinants of electronic payment adoption by businesses in Malaysia". 
The University of Queensland is fully supportive of this project and the data-collection 
methods associated with it has been approved by the University of Queensland's Ethics 
Committee.  
The study will be conducted using a questionnaire and the target respondents are the 
senior management of retail businesses in various industry sectors. This will include the 
Chief Executive Officer, Managing Director, Director, Senior Managers and any other 
equivalent positions. The perceptions of senior management are considered the most 
appropriate to the study as they are responsible in setting the strategic direction of their 
companies in relation to technology adoption.  
The findings are expected to be insightful to academics and regulators and will 
provide a new contribution to the knowledge of technology adoption generally. 
As Ms Sidek's PhD supervisor, I hope you will be able to participate in the project - 
an outline of which can be found in the accompanying Information Sheet. 
Your invaluable support is very much appreciated. Thank you. 
 
Yours sincerely, 
  
Associate Professor Kim Bryceson  
School of Agriculture and  
Food Sciences 
 
CRICOS PROVIDER NUMBER 00025B 
 
School of Agriculture and 
Food Sciences 
Gatton Campus 
The University of Queensland 
Gatton Qld 4343 Australia 
T +61 7 5460 1321 
F +61 7 5460 1324 
St Lucia Campus 
The University of Queensland 
St Lucia Qld 4072 Australia 
T : +61 7 3365 1171  
F:  +61 7 3365 1177 
E:  safs_enquiries@uq.edu.au 
W: http://www.uq.edu.au/agricultureandfood 
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Appendix 5: Cover Letter Template for Business Respondents 
 
Managing Director, 
[name of company] 
 
Date: .................................................. 
 
Request for Participation in the Survey on ‘Business Readiness in Adopting                
E-Payment’ 
 
I am Normasita Sidek, a staff working at the Payment Systems Department, Bank Negara 
Malaysia. Currently, I am undertaking a research for my PhD at the University of 
Queensland, Australia.  
Your participation in this study is very important in setting the right path to promote 
the migration towards e-payment for our country. The objective of this research project is 
to understand the factors of e-payment adoption by B2C (business-to-consumer) business 
entities in Malaysia. This is in line with the Financial Sector Blueprint 2011-2020 released 
by Bank Negara Malaysia last year that chart the future of the Malaysian financial system 
and promotes e-payment for greater economic efficiency. 
We would appreciate it if one of your management team (of which includes Chief 
Executive Officer, Managing Director, Directors, Senior Managers, Managers or other 
positions of this kind) can fill in the survey forms and mail or fax the completed forms back 
to us within two weeks from the date of this letter, using the enclosed self-addressed 
envelope or fax cover sheet. 
Should you need further clarification, please do not hesitate to contact me at 
normasita@bnm.gov.my, masitasidek@gmail.com or call me at 017-2745241. 
Thank you. 
 
Best regards, 
 
------------------------------------- 
Normasita Sidek 
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Appendix 6: Email Template for Business Respondents 
 
Subject: Business Readiness in Adopting E-Payment 
To: Managing Director, [name of company] 
 
I am a staff of Bank Negara Malaysia and currently pursuing my PhD studies at the 
University of Queensland, Australia.  
 
In line with the Financial Sector Blueprint 2011-2020 released by Bank Negara Malaysia 
last year that chart the future of the Malaysian financial system and promotes electronic 
payments (e-payment) for greater economic efficiency; this research project is to 
understand the factors of e-payment adoption by B2C (business-to-consumer) business 
entities in Malaysia. 
 
The study is conducted using questionnaires and the target respondents are the senior 
management of businesses in various industries. This would include the Chief Executive 
Officer, Managing Director, Directors, Senior Managers, Managers and other positions of 
this kind. Perception of the company's management is considered most suitable 
for this study because they are responsible for the strategic direction of their company in 
relation to the use of technology. 
 
Your participation in this survey is highly appreciated. To start, please click on the link 
below: 
https://docs.google.com/spreadsheet/viewform?formkey=dElvalNVbVNEX0RaWE1QdjFS
S1FOVHc6MA 
 
 
However, should you prefer to fill in the hardcopy survey form, please provide your 
business address to normasita@bnm.gov.my where the hardcopy survey form will be 
mailed to you together with the self-addressed envelope and fax cover sheet. 
---------------------------------------------------------------------------------------------------------------- 
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Versi Bahasa Melayu: 
Saya adalah staf Bank Negara Malaysia dan kini sedang melanjutkan pelajaran di 
peringkat PhD di University of Queensland, Australia.  
Sejajar dengan Pelan Sektor Kewangan 2011-2020 yand dilancarkan oleh Bank Negara 
Malaysia tahun lepas yang melakar hala tuju masa depan sistem kewangan Malaysia dan 
menggalakkan pembayaran secara elektronik (e-pembayaran) untuk meningkatkan 
kecekapan ekonomi; projek kajian ini adalah bertujuan untuk memahami faktor-faktor 
penggunaan e-pembayaran oleh entiti-entiti perniagaan B2C (business-to-consumer) di 
Malaysia.  
Kaji selidik ini dijalankan dengan menggunakan borang kaji selidik dan sasaran responden 
adalah di kalangan pihak pengurusan entiti-entiti perniagaan dalam pelbagai sektor 
industri. Ini termasuklah Ketua Pegawai Eksekutif, Pengarah Urusan, Pengarah, Pengurus 
Kanan, Pengurus dan jawatan-jawatan lain yang seumpamanya. Persepsi pihak 
pengurusan syarikat dianggap paling sesuai untuk kajian ini kerana mereka 
bertanggungjawab dalam menentukan hala tuju strategik syarikat mereka berhubung 
dengan penggunaan teknologi. 
Penyertaan anda dalam kaji selidik ini amatlah dialu-alukan. Untuk bermula, sila klik 
pautan di bawah:  
https://docs.google.com/spreadsheet/viewform?formkey=dFc3dmdoMmR2WjFEWERXZE
NmU2Z4TGc6MA 
Walaubagaimanapun, sekiranya tuan/puan lebih selesa mengisi borang secara bertulis, 
sila nyatakan alamat penuh perniagaan tuan/puan kepada normasita@bnm.gov.my agar 
borang kaji selidik ini dapat diposkan kepada tuan/puan berserta dengan sampul surat 
beralamat sendiri dan lampiran faksimili. 
 
--  
Normasita Sidek 
University of Queensland 
normasita.sidek@uqconnect.edu.au / masitasidek@gmail.com   
 +61426238466 
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Appendix 7: Latent Variable Scores for Business Data 
No. A BR BS C G GeR HR MFeR SIeR TR 
1 0.510 0.192 0.942 0.140 0.250 0.225 0.058 0.117 0.761 -0.120 
2 1.827 1.987 0.942 0.927 1.903 0.996 1.688 2.402 1.763 1.509 
3 -0.638 -0.847 0.354 -0.652 -1.180 -0.277 -1.607 -1.837 -0.582 0.071 
4 -0.328 -0.198 0.378 0.174 -0.133 -0.562 0.058 0.887 -1.178 0.184 
5 -0.405 -0.608 0.400 -0.998 -0.473 -1.395 -0.772 0.469 0.620 -0.728 
6 -0.573 -1.189 0.376 -2.286 -0.529 1.222 -1.427 1.137 1.288 -1.248 
7 2.072 1.939 1.530 1.250 1.604 2.294 2.288 2.402 2.262 2.081 
8 -2.154 -0.187 -2.072 0.174 -0.218 -0.562 -0.465 -0.475 -1.905 -0.314 
9 2.072 0.179 0.942 0.465 0.913 0.866 0.894 1.137 0.600 0.983 
10 -0.160 -0.529 0.647 -0.401 -0.174 -0.323 0.293 0.464 -1.181 0.684 
11 -0.714 -0.498 -0.459 -1.745 -1.519 -0.382 -0.446 -1.837 -1.725 -0.197 
12 -0.246 -0.247 0.671 -0.150 -0.868 0.271 -0.501 1.137 0.392 -0.675 
13 -0.287 -0.560 0.942 -0.401 -0.133 0.912 -0.501 0.122 1.308 -0.120 
14 0.615 1.138 0.698 1.212 0.602 0.866 0.894 1.137 0.145 1.282 
15 0.615 -0.547 -0.703 -0.173 -0.133 0.866 0.021 1.137 0.231 0.102 
16 -0.287 -0.547 0.644 0.096 -0.133 -0.299 -0.267 0.122 -0.812 -0.723 
17 -0.287 -0.529 -0.703 -0.691 -1.208 -0.562 -0.580 -1.169 0.145 -1.300 
18 0.615 0.082 0.671 0.943 1.253 0.033 0.334 0.102 -1.974 0.710 
19 -0.042 -0.877 -0.703 -0.936 -0.868 -2.630 -0.446 -1.496 -0.932 -0.419 
20 0.370 -0.247 -0.409 0.134 -0.133 0.866 0.334 0.464 0.145 0.102 
21 -0.573 -0.120 -0.115 0.693 -0.868 0.405 0.021 0.117 -0.562 -0.692 
22 -0.287 0.510 0.698 0.347 0.218 0.271 0.021 0.116 -1.516 0.107 
23 -1.087 -0.785 -1.001 -0.652 -1.208 0.271 -0.796 -1.245 -1.974 -0.775 
24 -1.047 -0.938 -0.785 -0.998 -0.784 0.271 0.021 1.137 0.142 -0.692 
25 0.615 0.839 0.942 0.943 1.253 0.761 0.021 0.443 0.532 1.282 
26 0.615 1.518 1.235 1.518 1.253 0.999 1.128 1.137 -0.651 1.581 
27 0.615 0.100 -0.703 0.425 -0.133 0.628 -0.539 1.137 0.351 0.102 
28 -0.287 -0.547 -0.703 -0.401 -0.133 0.866 0.021 -1.154 0.351 -0.419 
29 0.063 -0.247 0.454 0.174 -0.133 -0.014 -0.501 -0.475 -1.974 -0.120 
30 0.370 -0.547 -0.703 -0.401 -0.133 -1.395 0.334 0.193 0.850 -0.419 
31 -0.206 -0.247 0.400 0.653 -0.133 0.271 0.894 0.117 0.532 -0.197 
32 1.169 1.500 0.942 1.518 0.869 -1.442 0.894 1.137 0.600 1.282 
33 0.615 0.461 0.698 0.943 0.590 0.225 -0.250 0.790 0.850 0.107 
34 0.615 0.082 0.454 1.440 0.206 0.033 0.046 -0.225 -0.353 -0.197 
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A BR BS C G GeR HR MFeR SIeR TR 
35 -0.573 -0.877 -0.703 -0.401 -1.208 0.451 0.021 -0.134 0.392 -1.300 
36 1.519 1.548 0.942 1.747 1.253 1.657 1.416 1.137 1.804 1.581 
37 -2.029 -0.847 -0.459 -0.401 -0.133 -1.990 -1.895 -2.087 -0.442 -0.197 
38 0.615 0.100 0.942 -0.173 -0.133 0.271 0.894 -0.475 0.850 0.679 
39 -0.841 -0.547 -0.703 -0.898 -1.208 0.138 -1.607 -0.475 0.142 -0.419 
40 0.020 0.100 -0.996 -1.494 -1.519 -2.275 0.021 -0.225 -1.020 -0.501 
41 -0.287 -0.247 -1.001 -0.401 -0.485 -0.323 0.021 0.117 -0.353 0.102 
42 -0.287 -0.247 0.129 0.096 -0.133 0.271 0.021 -0.225 0.392 -0.419 
43 0.125 0.082 0.698 0.943 0.941 0.271 0.894 0.449 0.600 0.102 
44 -0.551 -0.908 -0.459 -0.150 -0.133 0.318 -0.267 -0.134 -1.058 0.102 
45 -0.287 -0.547 0.105 0.384 -0.133 -0.206 0.334 -0.134 -1.516 0.107 
46 0.370 0.510 -0.188 0.653 0.178 0.866 -0.267 0.464 0.850 0.406 
47 0.347 -0.247 -0.215 0.402 0.178 -1.454 -0.267 1.137 0.850 0.406 
48 0.370 0.100 0.156 0.653 0.913 0.271 0.021 -0.230 -0.330 0.102 
49 -1.126 -1.237 -1.589 -1.477 -0.473 -0.323 -0.213 -1.169 -1.516 -0.692 
50 0.063 -0.247 -0.974 -0.707 -0.868 0.581 -1.102 -0.134 0.600 -0.202 
51 -1.947 -1.634 -1.589 -1.439 -1.208 -0.930 -1.607 -1.837 -1.885 -1.521 
52 0.615 0.162 0.942 0.347 0.518 0.271 0.894 1.137 0.600 0.411 
53 -0.517 0.870 0.698 0.653 0.518 -0.014 0.292 0.887 0.850 -0.471 
54 0.615 1.847 0.400 0.943 0.518 0.581 1.128 1.137 0.512 0.978 
55 0.370 1.108 0.942 0.943 0.206 -0.299 -0.851 0.887 -1.017 -0.471 
56 -0.818 -0.938 -0.459 0.078 -1.180 -0.667 -1.390 -0.822 0.464 -0.692 
57 0.924 0.809 0.698 1.212 1.253 0.866 0.894 0.463 0.600 0.137 
58 -1.990 -0.877 -1.567 -1.477 -1.208 -1.261 -0.868 -0.817 0.214 -1.001 
59 0.020 0.193 0.134 -0.212 -0.133 -0.014 -0.484 0.443 0.392 -0.692 
60 0.615 -1.934 -1.860 -1.745 -1.180 -0.976 -1.030 -0.475 0.600 -1.521 
61 0.330 0.870 0.354 0.943 0.941 1.046 0.581 1.137 -0.104 0.453 
62 -1.640 -0.895 -1.616 -1.186 -1.519 -1.261 -1.061 -1.746 0.600 -0.423 
63 0.085 0.461 0.942 0.943 0.901 -0.038 0.894 -0.822 0.600 -0.419 
64 -1.372 0.461 -1.860 -0.401 -1.180 0.318 -0.501 0.193 -1.516 -0.419 
65 0.924 0.100 0.698 0.653 0.941 0.866 0.580 0.117 0.850 -0.197 
66 0.615 1.187 0.698 0.653 0.206 1.746 0.623 0.213 -1.017 0.679 
67 0.615 0.918 0.698 0.653 0.518 -0.609 -0.539 0.790 -1.058 0.406 
68 0.615 0.541 -0.111 -0.194 -0.133 0.866 0.021 0.117 0.850 -0.419 
69 -1.990 -0.547 -1.860 -1.745 -1.519 -0.562 -1.006 -2.087 -0.562 -1.248 
70 -0.556 -0.547 -1.029 -1.204 -0.133 0.581 -0.501 -0.475 0.600 -0.120 
71 0.615 1.200 0.942 0.943 0.941 0.581 0.352 0.790 0.600 1.009 
72 -1.355 -0.577 -1.860 -1.455 -0.133 -1.990 -0.735 -1.837 -1.267 -0.692 
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A BR BS C G GeR HR MFeR SIeR TR 
73 1.251 1.200 0.644 0.943 0.941 0.581 0.894 1.137 -0.107 1.282 
74 -0.452 -0.529 -0.757 -0.401 -0.824 0.318 -1.373 -0.475 -0.473 -1.026 
75 0.901 0.510 0.942 0.943 0.602 -1.261 0.894 -0.802 0.600 0.983 
76 -1.395 -0.516 -0.997 -1.188 -1.519 -1.110 -0.868 -0.822 -0.244 -1.521 
77 -0.819 -1.195 -1.860 -1.455 -0.473 -0.562 -0.736 -0.802 0.600 -0.996 
78 2.072 1.328 2.072 1.786 1.960 -0.277 2.288 -0.134 -1.516 1.586 
79 0.085 -0.120 -0.703 -0.714 -0.444 0.866 -0.539 0.540 0.600 -0.419 
80 0.720 1.548 0.644 1.518 0.913 -1.156 1.399 -0.475 -0.828 1.009 
81 -1.705 0.461 -0.703 -0.150 -0.444 -0.252 -0.827 -0.572 -1.516 -0.996 
82 0.370 0.430 0.427 0.943 0.901 0.581 0.581 0.463 0.351 1.282 
83 -1.086 0.180 -1.000 -0.173 -0.557 0.866 0.292 0.117 -0.583 -0.722 
84 0.678 1.877 0.110 1.171 0.913 0.276 1.128 1.137 -0.337 0.983 
85 0.370 0.161 0.647 0.943 -0.529 -0.894 -0.851 -0.128 0.850 -0.996 
86 -0.818 -1.189 -1.291 -0.770 -1.208 0.318 0.021 -0.807 -0.035 -0.996 
87 0.615 0.162 0.942 0.653 0.941 0.686 0.310 0.795 0.850 0.107 
88 -1.438 0.461 -0.703 -0.401 -0.828 -0.825 0.334 -2.087 0.142 0.102 
89 0.330 0.791 0.129 0.943 1.253 -0.847 0.894 1.137 -1.974 0.710 
90 -0.287 -0.908 -0.459 -0.401 -0.868 0.866 -0.213 -0.802 0.142 0.102 
91 0.370 0.839 0.698 0.943 1.253 0.049 0.894 1.137 -0.285 1.282 
92 -0.289 1.548 0.942 1.250 1.649 0.686 0.894 1.137 1.763 2.111 
93 -1.086 0.461 -0.459 -0.150 -0.133 0.318 -0.213 -0.475 -0.015 0.406 
94 -0.533 -0.187 -0.752 -1.248 -0.868 -0.453 -1.085 -0.802 0.214 -0.996 
95 2.072 0.791 1.213 1.769 1.677 1.327 0.876 0.810 -0.929 1.581 
96 -1.086 -0.877 -0.166 -0.173 -0.174 0.866 0.581 0.102 0.464 0.137 
97 0.615 1.157 0.698 0.134 1.253 0.866 1.416 -0.230 0.850 0.107 
98 -0.737 0.839 0.427 0.943 1.564 -0.299 0.894 1.137 -0.107 1.282 
99 0.615 0.870 -0.188 0.078 0.178 -0.097 0.606 0.213 -0.313 0.710 
100 0.615 0.870 1.511 1.250 0.518 0.866 1.471 1.137 -1.270 0.983 
101 0.615 -0.908 -0.459 -0.401 -0.133 0.271 -0.213 -0.817 -0.244 -0.120 
102 -0.184 -0.547 -0.133 -0.094 -0.133 0.033 0.059 0.790 -1.725 0.102 
103 0.615 -0.138 0.404 0.653 0.530 0.866 1.182 1.137 0.005 -0.197 
104 -0.184 0.510 0.376 0.943 1.253 0.581 0.292 -0.134 -0.562 0.710 
105 0.062 -0.877 -0.459 -0.401 -0.133 -1.023 -0.501 -0.475 -0.723 -0.692 
106 -1.947 -0.877 -1.616 -1.494 -1.208 0.581 -1.295 -1.245 -0.812 -0.471 
107 2.072 -2.386 0.127 -1.896 -2.905 2.294 -2.713 2.055 2.262 -2.315 
108 -1.640 -2.562 -2.086 -2.593 -2.905 -3.417 -2.713 -2.766 -2.469 -2.923 
109 2.072 2.257 2.343 2.288 2.639 2.294 1.976 2.402 2.262 2.684 
110 1.827 2.587 1.751 2.288 2.299 1.699 2.017 1.387 1.147 2.684 
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A BR BS C G GeR HR MFeR SIeR TR 
111 -0.200 -1.916 -1.942 -2.799 -2.905 -2.323 -1.661 -1.282 -0.651 -2.923 
112 -0.533 -0.657 -0.781 -0.110 -1.136 -2.333 -0.813 -1.746 -1.674 -1.222 
113 0.615 0.839 0.942 0.943 1.253 0.510 0.894 1.137 0.850 1.282 
114 0.102 1.310 0.891 -0.089 0.178 1.699 0.622 0.213 0.850 1.335 
115 -1.683 -0.547 -2.158 -1.494 -0.868 -1.680 -1.336 -1.746 -1.885 -1.300 
116 0.370 0.100 0.372 0.943 0.178 -1.814 0.310 -0.726 -0.900 0.406 
117 0.615 1.218 0.644 0.943 0.913 -1.990 0.839 -0.822 0.600 0.983 
118 0.062 -0.247 -0.459 0.078 -0.133 0.866 0.021 0.117 0.600 -0.120 
119 -0.841 -1.604 -1.295 -1.266 -1.136 -0.562 -1.336 -0.475 0.600 -1.521 
120 -1.169 -1.224 -0.703 -0.880 -0.868 0.866 -1.336 -0.230 -1.338 -0.805 
121 0.615 0.510 0.454 0.653 -0.133 -0.323 -0.868 -0.225 -1.298 -0.197 
122 0.615 -0.247 0.644 0.943 0.602 0.271 0.894 -0.475 0.392 0.705 
123 -1.230 -0.547 0.454 0.653 -0.133 0.225 -0.267 0.790 1.099 -0.501 
124 -0.534 -0.547 -0.703 -0.401 -0.133 -0.277 -0.267 -0.822 0.392 -0.197 
125 -2.360 -1.207 -1.562 -1.148 -0.784 -1.990 -1.895 -0.475 -1.358 -1.599 
126 0.860 -0.247 -0.703 0.368 0.218 -1.156 0.894 -1.496 -1.407 0.406 
127 -0.841 -0.908 -0.703 -0.423 -0.868 -1.156 0.021 -1.837 -1.270 -1.248 
128 0.370 -0.847 -0.133 0.135 -0.205 -1.466 1.128 -0.572 0.392 0.102 
129 1.169 1.847 1.530 0.943 1.564 -0.277 1.399 0.117 0.532 0.705 
130 0.615 0.791 0.698 1.171 1.253 0.463 1.128 1.137 -0.196 0.978 
131 -0.841 -0.877 -0.703 -0.423 -0.517 -1.395 -0.868 -1.837 -1.974 -0.501 
132 -0.469 -0.247 0.454 0.096 -0.133 -1.442 -0.230 0.117 -1.475 -0.197 
133 0.370 1.530 0.698 0.347 0.941 -1.990 0.894 0.310 1.099 2.076 
134 -0.802 0.113 -1.562 -0.685 -0.133 0.514 0.021 0.117 0.351 -0.197 
135 -0.167 0.082 -0.703 -0.229 -0.133 0.690 0.021 0.463 0.214 -0.197 
136 0.884 0.541 0.942 0.347 0.941 -0.416 0.894 -0.577 0.351 0.684 
137 1.169 0.510 0.942 1.250 0.869 0.271 0.894 1.137 1.099 0.983 
138 -1.438 -1.286 -0.703 -0.880 -0.133 0.225 -1.047 -0.822 0.600 -0.805 
139 -1.087 -0.595 -0.459 -0.229 0.602 0.690 0.894 0.117 0.600 0.107 
140 -0.249 -0.229 0.400 0.368 0.178 0.510 0.894 0.117 0.850 0.107 
141 -0.184 -0.877 -0.459 -1.227 -1.180 0.095 -1.607 -1.496 -0.015 -1.026 
142 -0.429 0.461 -0.974 -0.629 -0.517 0.095 -1.607 -1.245 -1.725 -0.419 
143 -1.398 -0.229 -1.567 -0.378 -0.145 -0.679 -1.895 -0.225 0.850 -0.476 
144 0.347 0.082 -0.459 -0.150 0.206 0.690 0.058 0.560 0.850 0.674 
145 2.072 0.448 0.942 0.102 0.941 -0.299 0.021 0.443 0.850 0.401 
146 0.697 0.162 -0.215 -0.150 -0.093 0.510 -0.254 0.790 0.600 0.978 
147 1.045 1.218 1.801 0.715 0.954 -0.457 1.783 -0.230 1.325 1.277 
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A BR BS C G GeR HR MFeR SIeR TR 
148 -0.841 -1.286 -0.680 -0.629 -0.133 -0.370 -1.895 -0.572 0.231 -0.944 
149 -1.153 -0.199 -0.997 -0.898 -0.133 0.091 -1.102 0.122 0.850 -0.501 
150 0.654 0.572 0.698 0.156 0.602 0.225 0.660 0.213 0.830 0.101 
151 -0.206 -0.199 -0.165 -0.401 -0.133 0.866 -0.735 -0.230 0.600 -0.944 
152 -0.819 -0.877 -0.410 0.078 -0.133 -0.143 0.021 0.463 0.600 -0.775 
153 0.370 0.082 0.644 0.653 0.941 -1.152 0.894 -1.149 -1.387 0.983 
154 -0.350 -2.228 -0.702 -2.783 -0.828 0.389 -1.949 -1.235 -0.631 -1.217 
155 0.946 0.510 2.045 0.693 0.178 -0.014 0.334 0.540 0.303 0.983 
156 1.028 -0.277 0.676 -0.893 -1.459 -0.085 1.298 0.458 -0.193 -0.739 
157 -1.683 -2.167 -2.127 -2.186 -2.521 0.213 -0.772 -0.475 0.125 -2.923 
158 2.072 2.587 2.343 1.730 2.639 2.294 2.288 2.749 2.262 2.385 
159 0.967 1.578 1.751 0.447 0.562 1.222 1.454 0.785 -0.353 0.102 
160 1.476 1.187 1.777 -0.132 0.178 0.556 0.894 -0.225 0.603 0.978 
161 -0.287 -2.264 -1.052 -0.942 -0.517 -0.847 -1.372 -0.475 0.850 -0.645 
162 -2.029 -1.177 0.400 -1.148 -1.208 -0.562 -1.373 -1.399 0.392 -1.248 
163 0.615 -0.156 0.376 0.196 -0.133 0.866 0.059 1.137 0.850 0.185 
164 1.414 1.877 1.805 0.943 1.253 0.866 0.948 1.137 0.850 1.556 
165 0.370 -1.524 -0.115 -1.494 -1.519 0.866 -0.717 -0.134 0.850 -0.532 
166 2.072 0.510 0.698 0.943 1.253 0.866 0.894 1.137 0.850 0.488 
 
Note: 
*Yellow box indicate the identified outlier. 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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Appendix 8: Assessment of Normality for Business Data 
 
Variable min max skew C.R. KI C.R. 
Adopt 1 5 0.632 3.315 -0.587 -1.538 
A1 1 5 -0.57 -2.99 1.047 2.744 
A2 2 5 -0.302 -1.585 -0.319 -0.837 
A3 1 5 -0.025 -0.132 -0.129 -0.339 
A4 2 5 -0.369 -1.933 -0.686 -1.798 
A5 1 5 -0.483 -2.532 -0.415 -1.089 
SIeR1 2 5 -0.553 -2.899 -0.626 -1.641 
SIeR2 1 5 -0.591 -3.098 -0.463 -1.215 
SIeR3 1 5 -0.436 -2.289 -0.74 -1.94 
SIeR4 2 5 -0.528 -2.767 -0.401 -1.052 
SIeR5 1 5 0.058 0.304 -0.885 -2.319 
GeR1 1 5 -0.521 -2.733 -0.295 -0.773 
GeR2 1 5 -0.61 -3.199 -0.004 -0.011 
GeR3 1 5 -0.29 -1.522 -0.449 -1.177 
GeR4 1 5 0.069 0.361 -0.552 -1.447 
GeR5 1 5 -0.141 -0.738 -0.402 -1.053 
MFeR1 1 5 -0.598 -3.135 0.452 1.184 
MFeR2 1 5 0.004 0.019 -0.223 -0.585 
MFeR3 2 5 -0.046 -0.241 -0.573 -1.502 
MFeR4 2 5 0.001 0.006 -0.882 -2.312 
MFeR5 1 5 -0.599 -3.139 0.578 1.516 
HR1 1 5 -0.008 -0.044 -0.631 -1.656 
HR2 1 5 0.136 0.713 -0.566 -1.484 
HR3 1 5 -0.03 -0.158 -0.606 -1.589 
HR4 1 5 -0.693 -3.632 0.981 2.572 
HR5 1 5 -0.605 -3.17 -0.241 -0.632 
BR1 2 5 0.207 1.087 -0.608 -1.593 
BR2 1 5 -0.712 -3.736 0.686 1.798 
BR3 3 5 -0.12 -0.627 -0.479 -1.255 
BR4 1 5 0.25 1.312 0.639 1.675 
BR5 1 5 0.223 1.169 0.302 0.791 
Bs1 1 5 -0.412 -2.159 0.1 0.263 
Bs2 1 5 -0.313 -1.641 -0.281 -0.738 
Bs3 1 5 -0.328 -1.719 -0.25 -0.655 
Bs4 1 5 -0.384 -2.011 0.014 0.035 
Bs5 1 5 0.201 1.052 -1.015 -2.661 
G1 1 5 -0.11 -0.579 0.546 1.431 
G2 1 5 -0.226 -1.187 0.332 0.871 
G3 1 5 0.091 0.478 -0.353 -0.925 
G4 1 5 0.127 0.667 -0.413 -1.083 
G5 1 5 -0.585 -3.067 -0.134 -0.351 
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Variable min max skew C.R. KI C.R. 
C1 1 5 -0.046 -0.24 0.118 0.31 
C2 1 5 -0.02 -0.107 -0.482 -1.264 
C3 1 5 -0.768 -4.027 0.111 0.29 
C4 1 5 -0.595 -3.121 -0.295 -0.773 
C5 1 5 -0.391 -2.05 0.053 0.139 
TR1 1 5 0.689 3.613 -0.107 -0.282 
TR2 1 5 0.105 0.552 0.196 0.513 
TR3 1 5 -1.047 -5.493 1.068 2.801 
TR4 1 5 -0.104 -0.545 -0.084 -0.222 
TR5 1 5 0.063 0.329 -0.414 -1.084 
Multivariate 202.38 17.678 
 
Note: 
A Awareness GeR Government e-readiness 
Adopt E-payment adoption HR Human resources 
BR Business resources MFeR Market forces e-readiness 
BS Business strategy SIeR Supporting industries e-readiness 
C Commitment TR Technology resources 
G Government   
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Appendix 9: Extended Discriminant Validity Analysis on Business Data 
 
Analysis 1: Move item TR5 into BR variable 
 A BR BS C G GeR HR MFeR SIeR TR 
A 0.817          
BR 0.618 0.760         
BS 0.747 0.723 0.850        
C 0.625 0.832 0.757 0.856       
G 0.624 0.844 0.731 0.852 0.863      
GeR 0.398 0.334 0.397 0.310 0.342 0.783     
HR 0.646 0.796 0.689 0.755 0.770 0.326 0.849    
MFeR 0.613 0.556 0.586 0.567 0.568 0.595 0.521 0.828   
SIeR 0.382 0.216 0.336 0.176 0.267 0.430 0.246 0.473 0.811  
TR 0.629 0.843 0.708 0.771 0.826 0.349 0.739 0.537 0.276 0.829 
 
Note: 
*Diagonals (in bold) represent the square-root of AVE and the off-diagonals represent the correlations. 
**Red texts indicate the possible cross-loading issues between BR, C, G and TR variables. 
 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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Analysis 2: Combine items of TR and BR variables into one new variable, BR/TR 
  A BR/TR BS C G GeR HR MFeR SIeR 
A 
0.817 
        BR/TR 
0.648 0.757 
       BS 
0.747 0.746 0.850 
      C 
0.625 0.838 0.757 0.856 
     G 
0.624 0.871 0.731 0.852 0.863 
    GeR 
0.398 0.355 0.397 0.310 0.342 0.783 
   HR 
0.646 0.802 0.689 0.755 0.770 0.326 0.849 
  MFeR 
0.613 0.570 0.586 0.567 0.568 0.595 0.521 0.828 
 SIeR 
0.382 0.252 0.336 0.176 0.267 0.430 0.246 0.473 0.811 
 
Note: 
*Diagonals (in bold) represent the square-root of AVE and the off-diagonals represent the correlations. 
**Red texts indicate the possible cross-loading issues between BR, C, G and TR variables. 
 
 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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Analysis 3: Delete item TR5 from the model 
 A BR BS C G GeR HR MFeR SIeR TR 
A 0.817          
BR 0.598 0.756         
BS 0.747 0.704 0.850        
C 0.625 0.805 0.757 0.856       
G 0.624 0.800 0.731 0.852 0.863      
GeR 0.398 0.328 0.397 0.310 0.342 0.783     
HR 0.646 0.752 0.689 0.755 0.770 0.326 0.849    
MFeR 0.613 0.550 0.586 0.567 0.568 0.595 0.521 0.828   
SIeR 0.382 0.223 0.336 0.176 0.267 0.430 0.246 0.473 0.811  
TR 0.629 0.806 0.708 0.771 0.826 0.349 0.739 0.537 0.276 0.829 
 
Note: 
*Diagonals (in bold) represent the square-root of AVE and the off-diagonals represent the correlations. 
**Red texts indicate the possible cross-loading issues between BR, C, G and TR variables. 
 
 
A Awareness GeR Government e-readiness 
BR Business resources HR Human resources 
BS Business strategy MFeR Market forces e-readiness 
C Commitment SIeR Supporting industries e-readiness 
G Government TR Technology resources 
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Appendix 10: Hypothesis Testing Analysis for the Original PLS-SEM Model on the 
Business Data 
 
To test the hypotheses, I used PLS-SEM by examining the magnitude of the 
standardised parameter estimates of the variables (i.e., the beta or coefficient values, 
together with the corresponding t-values37 that indicate these values’ significance level). 
The squared multiple correlations (R2) value of the dependent variable is 0.534 suggest 
that the independent variables can explain 53.4% of the variance in extent of e-payment 
adoption. 
The findings from the PLS-SEM path analysis for each hypothesis are as follows: 
H1: Awareness contributes significantly and is positively related to e-payment 
adoption. 
The analysis result show that the awareness variable had no significant effect 
(β=0.108) on e-payment adoption by the businesses in Malaysia; therefore, H1 was not 
supported. This finding contradicts Molla and Licker (2005b) findings: they found that 
awareness very clearly affected technology (e-commerce) adoption. This result indicates 
that, in Malaysia, although we can consider the businesses’ awareness level of e-payment 
technology to be high, their adoption level is still comparatively low. Indeed, the 
AsiaFoundation (2012) has revealed that the majority of local business entities in Malaysia 
are highly aware of the availability of government online services but have not necessarily 
used those facilities. As such, in Malaysia, high technology awareness does not 
necessarily lead to a high degree of technology adoption. 
H2: Human resources contribute significantly and are positively related to e-
payment adoption. 
H3:  Business resources contribute significantly and are positively related to e-
payment adoption. 
H4: Technology resources contribute significantly and are positively related to e-
payment adoption. 
As anticipated, the human resources (β=0.222, ρ<0.01) and the technology 
resource (β=0.176, ρ<0.10) variables significantly and positively affected e-payment 
adoption; therefore H2 and H4 were supported. This observation is consistent with the 
                                            
37
 The one-tail t-test values are t, 0.01 (i.e. at 1% significant level)=2.326; t, 0.05 (5%)=1.645;         
t, 0.10 (10%)=1.282. 
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findings of emerging studies on IT and e-commerce such as those of Jarvenpaa and 
Leidner (1998), Kuan and Chau (2001), Hsieh (2001), McKay et al. (2001), Molla and 
Licker (2005b), and Cotteleer et al. (2007). In particular, Molla and Licker (2005b) findings 
suggest that human and technology resources are among the most critical factors that 
influence the adoption of new technology. In addition, they also state that organisations 
that have historically accumulated these resources or competently moved to secure or 
develop them appear to have adopted new technology. Studies by Hsieh (2001) and 
Cotteleer et al. (2007) support this finding on technological resources. Hsieh (2001) 
highlight that technological obsolescence is one of the main obstacles for adopting new 
technology. Meanwhile, Cotteleer et al. (2007) mention that one of the challenges for 
businesses in adopting e-payment processes is the lack of technology resources in 
handling system integration. As such, we can summarise that successful technology 
adoption occurs when an organisation’s human and technological resources are positively 
supported throughout the implementation process. 
For H3, however, the results show that business resources did not significantly 
affect (β=0.054) the organisations’ decision to adopt e-payment; therefore, H3 was not 
supported. This finding contradicts Molla and Licker (2005b) findings. By definition, 
business resources cover capabilities and assets, which includes how open an 
organisation’s communication is, its risk-taking behaviour, the nature of the organisation’s 
existing business relationships, and its financial resources (Hartman et al. 2000; Molla & 
Licker 2005b). Hence, the finding here indicates that Malaysian businesses’ capabilities 
and assets do not significantly affect their decision to embark into e-payment services, and 
that they do not consider business resources to be an important factor in considering e-
payment implementation. 
H5: Commitment contributes significantly and is positively related to e-payment 
adoption 
Commitment significantly and positively (β=0.188, ρ<0.10) affected businesses’ e-
payment adoption; therefore, H5 was supported. This finding indicates that, for businesses 
in Malaysia, the commitment that top management portrays may have a direct positive 
effect on whether the business adopts e-payment. Molla and Licker (2002) agree: they 
state that by top management’s commitment to adopt new technology is vital to 
successfully implement them because organisational commitment can be manifested 
through resources allocation, management agenda, financial allocation, strategic 
development, and so on. However, this finding is not consistent with studies by Hartman et 
al. (2000), Oxley and Yeung (2001), and Molla and Licker (2005b), which indicate that 
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some organisations have adopted new technology without a conscious top management’s 
conscious decision.  
H6: Governance contributes significantly and is positively related to e-payment 
adoption. 
Unexpectedly, governance did not significantly affect e-payment adoption (β= -
0.082); therefore, H6 was not supported. According to Milne and Bowles (2009), that the 
most common IT governance objectives are focused on containing costs (including 
efficiency, standardisation, and automation) and reducing risk  (including compliance, 
security, and public scrutiny of IT failures). However, for some businesses in Malaysia, the 
main reason to embark into e-payment may be just because e-payment seems to be the 
right solution to fulfil customers’ demand for a more-sophisticated payment option and to 
enhance their competitiveness in their respective retail sectors. Hence, we may explain the 
negative results by the different objectives of the existing governance policies and the 
implementation of e-payment. Furthermore, Othman et al. (2011) conclude from their 
recent study that the IT governance adoption and maturity level in Malaysia is still 
relatively low. However, despite this situation, evidence indicates that the trend of e-
payment usage in Malaysia is increasing steadily over time (BNM 2012). Based on 
Othman et al. (2011) and BNM (2012) observations, we can deduce that, for business 
entities in Malaysia, IT governance as it exists currently does not directly influence their 
decision to adopt e-payment and may not be one of the factors that should be considered 
in implementing successful e-payment services in Malaysia.  
H7: Business strategy contributes significantly and is positively related to e-
payment adoption. 
Business strategy had an insignificant and positive effect (β=0.136) on e-payment 
adoption; therefore, H7 was not supported. This finding indicates that, in Malaysia, 
business strategies are inconsequential and indirectly influence businesses’ decision to 
implement e-payment services. Contradicting this finding. Hsieh (2001) states that an 
uncertain business strategy may become a hindrance that could distort the adoption of 
new payment methods. In addition, previous studies have found that it is essential for top 
management in organisations to have the right attributes (e.g., be able to see the benefits 
of new technology) and strategies in place for the business to move forward in this area 
(Thong 1999; Hsieh 2001; Mirchandani & Motwani 2001; Grandon & Pearson 2004). 
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H8: Market forces e-readiness contributes significantly and is positively related to 
e-payment adoption 
Among other external determinants, only the market forces e-readiness factor both 
significantly and positively (β=0.123, ρ<0.10) affected e-payment adoption; therefore, H8 
was supported. The results suggest that a business entity in Malaysia is more likely to 
adopt e-payment for its business activities if it perceives that its suppliers, partners, and 
customers also demand e-payment and are ready to embark into it, even though other 
environmental forces may impose some constraints. This result is consistent with the 
findings reported by Thong (1999) and Molla and Licker (2005b).  
H9: Government e-readiness contributes significantly and is positively related to e-
payment adoption. 
Government e-readiness was significant but had a negative influence (β= -0.132, 
ρ<0.05) on e-payment; therefore, H9 was not supported. Indeed, the Economist 
Intelligence Unit38 (EIU 2011, p. 33) states ‘government policies and commitment are 
essential to improving e-payments adoption’ and Montealegre (1999, p. 210) states ‘in less 
developed countries, institutional intervention is essential in the adoption of IT innovation 
that cut across firm boundaries’. The finding also agrees with the literature related to IT 
and e-commerce in developing countries that emphasizes the role of government in 
facilitating IT and e-commerce related diffusion (Molla & Licker 2005b). Furthermore, the 
EIU (2011) recently reported that the commitment of the Malaysian Government to e-
payment security is high: it scored 83.3, which exceeds the average score of 73.5 for 62 
other countries. They based their assessment on the extent of the incorporation of e-
commerce laws into the country’s regulatory regime and the enforceability of these 
regulations.  
Despite the significance of this variable, the results show that there is a negative 
relationship between the Malaysian Government’s e-readiness and businesses’ e-payment 
adoption. This might be due to misleading perceptions by the businesses on the 
government’s current e-readiness level. In particular, the setback might be due to 
ineffective communication about the Malaysian Government’s e-readiness initiatives to the 
businesses. The Malaysia Business Environment Index 2012 Report (AsiaFoundation 
2012) reveals that the vast majority of SMEs in Malaysia were not aware of the two major 
business-related government initiatives (the Economic Transformation Programme (ETP) 
and Government Transformation Programme (GTP)) despite considerable media coverage 
                                            
38 A leading international research organisation that provides research, analysis, and forecasting 
services to governments, businesses, financial institutions, and universities. 
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of these programmes. Only 28% and 24% of the SMEs surveyed had heard about ETP 
and GTP, respectively. This study directly reflects this finding because the vast majority 
(92%) of the business respondents were SMEs. Therefore, respondents might have felt as 
if the government was not committed to providing adequate infrastructure, sufficient 
financial assistance, appropriate incentives, and other environmental support for them to 
embark into e-payment initiatives. However, despite SMEs’ perception that the Malaysian 
Government was not e-ready, their tendency to adopt e-payment was not affected and 
they were still prepared to embrace e-payment. As such, high government e-readiness 
does not necessarily lead to high e-payment adoption by businesses and vice versa. 
H10: Support industries e-readiness contributes significantly and is positively 
related to e-payment adoption. 
Supporting industries e-readiness is the only external e-readiness variable that did 
not have a significant effect on e-payment adoption by businesses. In fact, similar to the 
governance variable, this factor had a negative influence (β = -0.026) on e-payment 
adoption; therefore, H10 was not supported. These results suggest that, in Malaysia, a 
company’s decision to adopt e-payment is not influenced by the e-readiness level of 
supporting industries such as the telecommunications companies and broadband network 
providers. The AsiaFoundation (2012) Report strongly supports this argument: it states 
that, for those businesses that use computers or the Internet, one third claimed that 
Internet speed was an obstacle to their businesses. As such, despite having trouble with 
the availability and reliability of their Internet connection over time, businesses continue 
with their e-business agenda.  
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Appendix 11: Modification Process on Theoretical Framework for Business Data 
 
I remodelled the initial PLS-SEM model for the business data to establish a better 
theoretical framework. Three new options emerged (Model A, Model B, and Model C), 
which I established based on the literature review and the results of the empirical data 
analysis. 
 
Model A  
To remodel the original business model into model A, I: 
1. Ran model A with the business data (n=165; without outlier) using SmartPLS 2.0. I ran 
the PLS algorithm to get the path coefficient (PC) value for each relationship and to 
determine the R2 value for each of the dependent variables. 
2. Introduced new relationships based on the following rationale: 
New 
relationships 
Rationales 
HRBS 
BRBS 
TRBS 
- In the early development of the PERM, Molla and Licker (2005a) 
combined three institutional resources (HR, BR, TR) under the 
variable resources (R), and it directly affect technology adoption by 
businesses (i.e., RADOPT). 
- Business Strategy (BS) variable which is newly introduced in this 
Study may have relationship with those three resources variables prior 
to technology adoption. 
GeRA 
MFeRA 
SIeRA 
- Molla & Licker (2007) classify government e-readiness (GeR), market 
forces e-readiness (MFeR) and supporting industries e-readiness 
(SIeR) as the perceived external e-readiness (PEER) variables. 
However, these variables may not directly influence whether 
businesses adopt e-payment. 
- Changes in government’s initiatives, movement of market forces 
(customer demand and business partners’ development), and 
supporting industry initiatives (telecommunication companies, terminal 
providers, etc.) may contribute to businesses’ awareness of the 
benefits and importance of e-payment implementation and may lead 
towards its adoption. 
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3. Deleted item G5, which had a low factor loading of 0.389 (<0.5).  
4. Re-ran the model.  
5. Ran the bootstrapping technique to determine the significance level of the hypotheses 
tested based on the t-test.   
6. Calculated the t-value (i.e., t-value=PC/SE) to identify whether the relationships were 
significant (at 1%, 5%, and 10%) or otherwise. 
 
T-test results 
Relationship Path coefficient Standard error t-value Significance 
level (1-tailed) 
HR  BS 0.250 0.038 6.527 *** 
BR  BS 0.273 0.045 6.024 *** 
TR  BS 0.301 0.043 6.935 *** 
MFeR  A 0.562 0.034 16.532 *** 
GeR  A -0.002 0.036 -0.055 n.s. 
SIeR  A 0.122 0.035 3.457 *** 
BS  ADOPT 0.159 0.049 3.276 *** 
C  ADOPT 0.335 0.061 5.523 *** 
G  ADOPT 0.107 0.055 1.962 ** 
A  ADOPT 0.177 0.042 4.275 *** 
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Note:  
* Green text indicates higher values and red text indicates lower values compared to the initial 
model. 
 
Findings: 
1. By deleting the low-loading item, the path coefficient for the governance (G) variable 
slightly increased from 0.088 to 0.107. The R2 slightly improved, too. However, the 
path coefficient for the other relationships either had no changes or reduced slightly.  
2. The  GeRA relationship was very weak.  
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Model B 
To further modify model A into model B, I: 
1. Removed the relationships between the government e-Readiness (GeR) and 
Awareness (A) variables. Instead, I retained the GeRADOPT relationship from the 
earlier model. 
2. Rationale for GeRADOPT: Government e-Readiness which may translated into 
initiatives and rewards provided by the government may have direct influences to the 
business’s adoption of e-payment. Please also refer rationales for GeRADOPT 
provided in Chapter 3. 
3. Ran model B.  
4. Ran bootstrapping technique to determine the significance level of the hypotheses 
tested based on the t-test. 
5. Calculated the t-value (i.e., t-value=PC/SE) to identify whether the relationships were 
significant (at 1%, 5%, and 10%) or otherwise. 
 
T-test results: 
Relationship Path coefficient Standard error t-value Significance level 
(1-tailed) 
HR  BS 0.250 0.040 6.297 *** 
BR  BS 0.273 0.045 6.024 *** 
TR  BS 0.301 0.044 6.904 *** 
MFeR  A 0.562 0.029 19.316 *** 
SIeR  A 0.122 0.034 3.558 *** 
GeR  ADOPT -0.081 0.032 -2.539 *** 
BS  ADOPT 0.159 0.053 3.004 *** 
C  ADOPT 0.335 0.058 5.811 *** 
G  ADOPT 0.107 0.054 1.991 ** 
A  ADOPT 0.177 0.043 4.164 *** 
 
 361 
 
 
 
Note:  
* Green text indicates higher values and red text indicates lower values compared to the original 
model. 
 
Findings: 
1. The path coefficient for GeRADOPT improved and the relationship was significant.  
2. Overall, model B improved on model A, except for the path coefficeint of CADOPT, 
which was slightly lower. 
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Model C (the best model) 
To modify model B into model C, I: 
1. Ran Model C with the business data (n = 165; without outlier). 
2. Introduced new relationships based on the following rationale: 
New 
relationships 
Rationales 
GC 
BSC 
- A company’s business strategy (BS) plus its governance (G) may 
provide a stronger push to its management team’s commitment 
(C) to adopt e-payment technology. 
CADOPT 
AADOPT 
- Awareness (A) and commitment (C) are two main dependent 
variables that strongly influence the e-payment adoption by 
businesses. 
- Being aware of current market demand and the role of supporting 
industries are important prior to adopting any new technology.  
- As above, a company’s management team is vital to ensure that 
the e-payment implementation is given a high priority. 
 
3. Deleted item G5 because of its low factor loading of 0.405 (<0.5). Re-ran the model.  
4. Ran bootstrapping to determine the significance level of the hypotheses/the 
relationships based on the t-test.  
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5. Calculated the t-value (i.e., t-value = PC/SE) to identify whether the relationships were 
significant (at 1%, 5%, and 10%) or otherwise. 
 
T-test results: 
Relationship Path coefficient Standard error t-value Significance level 
(1-tail) 
HR  BS 0.253 0.041 6.183 *** 
BR  BS 0.272 0.045 6.094 *** 
TR  BS 0.299 0.045 6.724 *** 
BS  C 0.292 0.028 10.275 *** 
G  C 0.641 0.026 24.658 *** 
MFeR  A 0.562 0.027 20.738 *** 
SIeR  A 0.122 0.035 3.528 *** 
C  ADOPT 0.494 0.035 14.195 *** 
GeR  ADOPT -0.059 0.032 -1.834 ** 
A  ADOPT 0.287 0.037 7.815 *** 
 
Note:  
* Green text indicates higher values and red text indicates lower values compared to the initial 
model. 
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Findings: 
1. Although there were no or only slight changes to the path coefficients of some 
relationships (HRBS, BRBS, TRBS, MFeRA, SIeRA), overall, model C was 
a better model than model A and model B. 
2. The GC and BSC relationships has greater path coefficients (0.641 and 0.292) 
compared to GADOPT (0.119) and BSADOPT (0.176) in model B. 
3. The CADOPT and AADOPT relationships also showed higher path coefficients 
(0.494, 0.287) compared to similar relationships in model A (0.335, 0.177) and Model 
B (0.326, 0.195). 
4. Furthermore, model C explained in depth the various categories of the group that 
determine e-payment adoption by business.  I found that: 
a. Factors affecting BS (HR, BR, and TR) had positive and significant effects, and 
that the R2 value (58.5%) showed high variance of the three variables explained 
on BS. 
b. Factors affecting C (BS and G) had positive and significant effects, and the R2 
value (77.1%) showed high variance  of the two variables explained on C.  
c. Factors affecting A (MFeR and SleR) had positive and significant effect, and the 
R2 value (39.4%) showed comparatively high variance of the two variables 
explained on A. 
d. Factors affecting ADOPT, C, and A had positive and significant effects, and 
GeR had a negative and significant effect. The R2 value (47.6%) showed high 
variance of the three variables explained on ADOPT. 
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Appendix 12: Initial Questionnaires for Consumer Readiness in Adopting E-Payment  
 
Survey 1 (quantitative questions using 5-point Likert scale response format) 
(A) Technology Readiness Index, TRI Items  
Area Questions References 
I. Innovativeness 
INN1 In general, you are among the first in the circle of 
friends to acquire new technology when it appears. 
Parasuraman (2000); 
Yi et al. (2003); 
Liljander (2006); Lin & 
Hsieh (2007); 
Walczuch et al. (2007); 
Lam et al. (2008) 
INN2 You can usually figure out new high-tech products 
and services without help from others. 
INN3 You enjoy the challenge of figuring out high-tech 
gadgets. 
Parasuraman (2000); 
Yi et al. (2003); Lin & 
Hsieh (2007); 
Walczuch et al. (2007); 
Lam et al. (2008) 
INN4 Other people come to you for advice on new 
technologies. 
Parasuraman (2000); 
Yi et al. (2003); 
Liljander (2006); Lin & 
Hsieh (2007); 
Walczuch et al. (2007) 
INN5 You keep up with the latest technological 
developments in your areas of interest. 
Parasuraman (2000); 
Lin & Hsieh (2007); 
Walczuch et al. (2007); 
Lam et al. (2008) 
INN6 You find you have fewer problems than other people 
in making technology work for you. 
Parasuraman (2000); 
Yi et al. (2003); Lin & 
Hsieh (2007); 
Walczuch et al. (2007) 
INN7 It seems your friends are learning more about the 
newest technologies than you are [reverse scored]. 
II. Optimism 
OPT1 Technology gives people more control over their 
daily lives. 
Parasuraman (2000); 
Yi et al. (2003); 
Liljander (2006); Lin & 
Hsieh (2007); 
Walczuch et al. (2007); 
Lam et al. (2008) 
OPT2 Technology gives you more freedom of mobility. 
OPT3 You like the idea of doing business via computers 
because you are not limited to regular business 
hours. 
Parasuraman (2000); 
Yi et al. (2003); Lin & 
Hsieh (2007); 
Walczuch et al. (2007); 
Lam et al. (2008) 
OPT4 Technology makes you more efficient in your 
occupation. 
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OPT5 Products and services that use the newest 
technologies are much more convenient to use. 
Parasuraman (2000); 
Liljander (2006); Lin & 
Hsieh (2007); 
Walczuch et al. (2007) 
OPT6 You prefer to use the most advanced technology 
available. 
Parasuraman (2000); 
Lin & Hsieh (2007); 
Walczuch et al. (2007) OPT7 You feel confident that machines will follow through 
with what you instructed them to do. 
OPT8 You like computer programs that allow you to tailor 
things to fit your own needs. 
OPT9 You find new technologies to be mentally 
stimulating. 
OPT1
0 
Learning about technology can be as rewarding as 
the technology itself. 
III. Discomfort 
DIS1 Technical support lines are not helpful because they 
don’t explain things in terms you understand. 
Parasuraman (2000); 
Liljander (2006); Lin & 
Hsieh (2007); 
Walczuch et al. (2007); 
Lam et al. (2008) 
DIS2 When you get technical support from a provider of a 
high-tech product or service, you sometimes feel as 
if you are being taken advantage of by someone 
who knows more than you do. 
DIS3 It is embarrassing when you have trouble with a 
high-tech gadget while people are watching. 
Parasuraman (2000); 
Liljander (2006); Lin & 
Hsieh (2007); 
Walczuch et al. (2007) 
DIS4 Sometimes you think that technology systems are 
not designed for use by ordinary people. 
Parasuraman (2000); 
Lin & Hsieh (2007); 
Walczuch et al. (2007); 
Lam et al. (2008) 
DIS5 There is no such thing as a manual for a high-tech 
product or service that’s written in plain language. 
DIS6 There should be caution in replacing important 
people-tasks with technology because new 
technology can breakdown or get disconnected. 
Parasuraman (2000); 
Lin & Hsieh (2007); 
Walczuch et al. (2007) 
DIS7 If you buy a high-tech product or service, you prefer 
to have the basic model over one with a lot of extra 
features. 
DIS8 Many new technologies have health or safety risks 
that are not discovered until after people have used 
them. 
DIS9 New technology makes it too easy for governments 
and companies to spy on people. 
DIS10 Technology always seems to fail at the worst 
possible time. 
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IV. Insecurity 
INS1 You do not consider it safe giving out a credit card 
number over a computer. 
Parasuraman (2000); 
Yi et al. (2003); 
Liljander (2006); Lin & 
Hsieh (2007); 
Walczuch et al. (2007); 
Lam et al. (2008) 
INS2 You do not feel confident doing business with a 
place that can only be reached online. 
INS3 Any business transaction you do electronically 
should be confirmed later with something in writing. 
INS4 You do not consider it safe to do any kind of 
financial business online. 
Parasuraman (2000); 
Yi et al. (2003); Lin & 
Hsieh (2007); 
Walczuch et al. (2007); 
Lam et al. (2008) 
INS5 You worry that information you send over the 
Internet will be seen by other people. 
INS6 Whenever something gets automated, you need to 
check carefully that the machine or computer is not 
making mistakes. 
INS7 If you provide information to a machine or over the 
Internet, you can never be sure it really gets to right 
place. 
Parasuraman (2000); 
Yi et al. (2003); Lin & 
Hsieh (2007); 
Walczuch et al. (2007) 
INS8 The human touch is very important when doing 
business with a company. 
Parasuraman (2000); 
Lin & Hsieh (2007); 
Walczuch et al. (2007) INS9 When you call a business, you prefer to talk to a 
person rather than a machine. 
 
(B) Technology Acceptance Model, TAM Items 
Area Questions References 
V. Perceived Ease of Use 
EASE1 Learning to operate e-payment is easy for me. Davis (1989); 
Walczuch et 
al. (2007); Lin 
et al. (2007) 
EASE2 I find it easy to get e-payment to do what I want it to do. 
EASE3 Usage of e-payment is clear and understandable. 
EASE4 I find it cumbersome to use e-payment. 
EASE5 It is easy for me to remember how to perform tasks using e-
payment. 
EASE6 Overall, I find e-payment easy to use. 
VI. Perceived Usefulness 
USE1 E-payment enables me to accomplish tasks more quickly. Davis (1989); 
Walczuch et 
al. (2007); Lin 
et al. (2007) 
USE2 Using e-payment improves my job performance. 
USE3 Using e-payment increases my productivity. 
USE4 Using e-payment enhances my effectiveness on the job. 
USE5 Using e-payment makes it easier to do my job. 
USE6 Overall, I find e-payment useful in my job. 
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(C) Intention Usage of E-Payment by Consumers  
Area Questions References 
VI. Intention Usage of E-Payment by Consumers 
ePMT1 I consider using e-payment when I purchase retail goods 
and/or services next time 
Lin et al. 
(2007) 
ePMT2 I will purchase retail goods and/or services using e-payment 
in next few months 
 
 
Survey 2 (qualitative questions using open-ended response format) 
(A) Technology Readiness Index, TRI Items  
Area Questions 
I. Innovativeness 
INN1 Would you expend effort to evaluate the merits and risks of e-payment usage 
consequences before intend to make use of it? (Lam et al., 2008) 
INN2 How frequent does your extended evaluation will subdue or override your 
automatic tendency to use new technology? (Lam et al., 2008) 
II. Optimism 
OPT1 Do you think an extended usage period and variety usage experience of e-
payment will allow you to strengthen your positive belief in using new 
technology? (Lam et al., 2008) 
OPT2 What would be other factors that reinforce your optimistic belief in using new 
technology like e-payment?   
III. Discomfort 
DIS1 Can you describe a few personal incidences that support your discomfort 
belief in using new technologies such as e-payment?  
DIS2 Would prominent user-friendly features embedded into new technology be 
able to override your discomfort belief? (Lam et al., 2008) 
IV. Insecurity 
INS1 Do your personal experiences contribute to your insecure belief towards e-
payment? Please explain. 
INS2 What are the things that may reduce or increase your insecure belief in using 
e-payment? 
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(B) Technology Acceptance Model, TAM Items  
Area Questions 
V. Perceived Ease of Use 
EASE1 Have you ever felt overwhelmed by the complexity of any new technology? 
(Walczuch et al., 2007) 
EASE2 Do you have any personal experiences that contribute to your ease of use 
perception towards any new technology? Please explain. 
VI. Perceived Usefulness 
USE1 What would be your initial perception when you first confront with any new 
technology (i.e., openly and positively, focus on its risk aspects, etc.)? 
(Walczuch et al., 2007) 
USE2 What would be your level of expectation for any new technology’s usefulness for 
your daily routine activities (i.e., low, medium, high, etc.)? (Walczuch et al., 
2007) 
 
(C) Intention Usage of E-Payment by Consumers  
Area Questions 
VII. Intention Usage of E-Payment by Consumers 
ePMT1 How does your e-payment usage intention be affected by reward programme by 
card issuer and surcharge fee imposed by merchant? 
ePMT2 Will the coverage of the e-payment acceptance by merchants affect your intention 
to use e-payment? 
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Appendix 13: Compiled Comments from Expert Review Exercise (Consumer E-Readiness)   
 
 
 
Comments on each question: 
Q3) Is SPM equivalent to certificate? 
Q4) Unemployed? 
Q6) Maybe some no. is better to quantify the difference between low to average to high to advance. 
Q7) May opt for “none” instead of “never”, “frequently” instead of “always”. “Seldom” and “sometimes” 
do they attract same meaning, just like occasionally?  
General comment on Section 1: 
 Ownership and familiarity of devices that can be used as e-payment instrument e.g. pc, 
laptop, tablet, mobile phone, Internet account etc.? 
 I believe some generic definition is appropriate on the e-payment (i.e. debit card, credit card, 
etc.) 
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Part A 
Please indicate to what extent you agree with the following statements on the perception and attitudes towards new technology such as 
e-payment by circling the appropriate number/scale. 
Questions Comments on each question (if any) 
I. Innovativeness  
1 
In general, you are among the first in the circle of friends to acquire new 
technology when it appears. 
Acquire = knowledge, tested or ownership? 
 
2 
You can usually figure out new high-tech products and services without help 
from others. 
 In other word, IT-savvy  
 ... figure out how to operate new high tech... 
3 You enjoy the challenge of figuring out high-tech gadgets. Q1 to Q5 seems similar. 
4 Other people come to you for advice on new technologies. Repetitive with Q1? 
7 
It seems your friends are learning more about the newest technologies than 
you are. 
Q1 and Q7 will lead to the similar objective, isn’t it?  
III. Discomfort  
1 
Technical support lines are not helpful because they don’t explain things in 
terms that you understand. 
 Or not user friendly  
 Technical support lines? Is this referring to customer 
service call centre? 
5 
There is no such thing as a manual for a high-tech product or service that’s 
written in plain language. 
Q1 & Q5 seems similar  
7 
If you buy a high-tech product or service, you prefer to have the basic model 
over one with a lot of extra features. 
Does this really show discomfort or a matter of simplicity or 
avoiding under-utilisation? 
IV. Insecurity  
1 You do not consider it safe giving out a credit card number over a computer. 
Suggest to change to “personal and sensitive financial 
information” 
2 
You do not feel confident doing business with a place that can only be 
reached online. 
Suggest change to “...can only be seen virtually.” 
4 You do not consider it safe to do any kind of financial business online. Q2 & Q4 seems redundant  
SECTION 2: ADOPTION OF E-PAYMENT BY CONSUMERS 
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8 The human touch is very important when doing business with a company. 
 “human touch” change to “face-to-face interaction or physical 
presence....” 
9 
When you call a business, you prefer to talk to a person rather than a 
machine. 
Repetitive with Q8? 
V. Perceived Ease of Use  
4 I find it cumbersome to use e-payment. Q2 & Q4 lead to similar objective  
5 It is easy for me to remember how to perform tasks using e-payment. Q1, Q5 & Q6 are redundant  
VI. Perceived Usefulness  
2 Using e-payment improves my job performance. 
You may drop Q1 and Q4 as Q2 and Q3 already cover the 
objective / result  
VII. Intend Usage of E-Payment  
1 
I consider using e-payment when I purchase retail goods and/or services next 
time.  
You may also ask “I have no interest at all to use e-payment in 
retail purchasing”. May change “next time” to “in due course” or 
soon”. 
2 
I will purchase retail goods and/or services using e-payment in the next few 
months. 
Q1 & Q2 seems similar.  
 
General comment on Part A of Section 2 
Please provide general comments on questions referring to each variable in Part A of Section 2 as above, if any: 
 Some Qs are redundant. Please revisit.  
 Innovativeness & optimism: would be better if u can add in elements of e-payments; Intend usage of e-payment: Just to make sure 
that respondent knows the instruments of e-payment. 
 I saw some questionnaire that has redundant or kind of similar questions but was being used to analyse different measure, so if 
this is what you are doing, the questions are ok. 
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Part B 
Please provide your comments on each of the following questions based on your own experience and knowledge towards the introduction 
and adoption of e-payment. 
Questions Comments on each question (if any) 
I. Innovativeness  
2 How frequent does your extended evaluation will subdue or override your automatic 
tendency to use new technology? 
To simplify the sentence 
II. Optimism  
2 What would be other factors that reinforce your optimistic belief in using new 
technology like e-payment?   
New tech “like” e-payment or “in” e-payment? 
III. Discomfort  
1 Can you describe a few personal incidences that support your discomfort belief in 
using new technologies such as e-payment?  
Or may include other people’s experience too. 
 
VII. Intend Usage of E-Payment   
1 How does your e-payment usage intention be affected by reward programme by 
card issuer and surcharge fee imposed by merchant? 
It may be in two separate Qs . 
 
General comment on Part B of Section 2 
In examining the factors that influence the consumers’ e-payment adoption behaviour, is there any other matter that you think 
is important and relevant to be considered for each variable? Please specify. 
 
 
 Overall ok, but may be to add a few more questions so that objective of the study is achieved.  Best of luck!  
 It seems like respondents with higher educational level and capability of owning various devices would be able to give 
more insights to this questionnaire. 
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Appendix 14: Final Questionnaire for Consumer Readiness in Adopting E-Payment 
 
 
CONSUMER READINESS IN ADOPTING ELECTRONIC PAYMENTS 
 
PURPOSE 
This research aims to have an in-depth understanding on the factors that drive and inhibit individual consumers 
in adopting new technologies for their daily activities, in particular the use of electronic payment (e-payment) for 
daily routine financial transactions. E-payment is referring to ‘a transaction in which monetary value as 
compensation or consideration for a payment for goods and services is transferred electronically or digitally 
between two entities’. An entity refers to a bank, business, government agency and individual consumer. 
Basically, any payment that is not affected by paper-based instruments is considered as e-payment. Paper-
based payment instruments include cash and cheques, while e-payment includes payment cards (i.e., credit, 
debit, charge and prepaid or stored-value cards), mobile payments (card-based and network-based), electronic 
funds transfer (EFT) instructions (i.e., direct debit and credit transfer) and virtual money or accounts. 
TASKS FOR PARTICIPANTS 
The survey contains 4 sections: Section 1 captures your demographic information, Sections 2 and 3 contains 
the survey questionnaires, and Section 4 is for your contact details. It is estimated that you will spend less than 
40 minutes in completing the survey. 
RISK TO PARTICIPANTS 
There is no foreseeable risk to you if you participate in this research as all the information collected is 
considered general in nature and not specifically designed to underpin your payment pattern and commitment. 
All questions are focusing on your perceptions and your own experience and knowledge towards the 
introduction and adoption of e-payment.  
PRIVACY AND CONFIDENTIALITY 
All information provided in the research will be kept confidential and anonymous in order to maintain your 
confidentiality and privacy. Once collected, this information will only be accessible and stored by the 
researcher. 
WITHDRAWAL 
Your participation in this research is voluntarily and you may withdraw at anytime without prejudice.  
CONTACT 
This research adheres to the guidelines of the ethical review process of the University of Queensland. While 
you are free to discuss your participation in this research with the researcher (contactable on ph. 04 2623 8466 
or normasita.sidek@uqconnect.edu.au, masitasidek@gmail.com), if you would like to speak to an officer of the 
University that is not directly involved in the research, you may contact Prof. Helen Ross (ph. 07 5460 1648, 04 
0819 5324) or Helen.Ross@uq.edu.au). 
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Research title:  Consumer Readiness in Adopting Electronic Payments 
Researcher:  Normasita Sidek 
 
 
I ………………………………………..agree to be involved in the above research project as a respondent. I have 
read the relevant research information sheet and understand the nature of the research and my role in it.   
 
 
…………………………………… 
Signature of research subject 
 
Date: 
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CONSUMER READINESS IN ADOPTING 
ELECTRONIC PAYMENTS 
 
 
RESEARCH QUESTIONNAIRE 
 
 
 
 
 
NORMASITA SIDEK 
 
 
 
 
 
Confidentiality 
The views expressed in the completed questionnaire will be treated in the strictest confidential. Any 
information identifying the respondents will not be disclosed. 
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Kindly provide general information about yourself by ticking the respective boxes or fill in the blanks where 
applicable below: 
1. Age group: ¤ < 20  ¤ 20 - 29 ¤ 30 - 39 ¤ 40 - 49 ¤ 50 - 59 ¤ ≥ 60  
2. Gender: ¤  Male ¤  Female 
3. Level of education: ¤  Certificate (high school/ vocational institution/ technical colleges) 
¤  Bachelor degree 
¤  Postgraduate degree (master/ doctoral) 
¤  Professional qualification 
¤  Others (please specify) __________________ 
4. Occupation: ¤  Student 
¤  Entrepreneur/ self-employed 
¤  Higher management level – CEO/ director 
¤  Middle management level – manager/ specialist 
¤  Lower management level - executive/officer 
¤  Others (please specify) __________________ 
5. Monthly income: ¤  < $1,500 
¤  $1,500 - $4,999 
¤  $5,000 - $10,000 
¤  > $10,000 
6. Knowledge on e-
payment: 
 
¤  None  
¤  Low 
¤  Average 
¤  High 
¤  Advanced 
 
Note: E-payment refers to payment cards (i.e., credit, debit, charge and prepaid or stored-value 
cards), mobile payments (card-based and network-based), electronic funds transfer (EFT) instructions 
(i.e., direct debit and credit transfer) and virtual money or accounts 
7. E-payment usage 
experience: 
¤  None  
¤  At least once a month 
¤  At least once a fortnight 
¤  At least once a week 
¤  At least once a day 
 
 
 
  
SECTION 1: RESPONDENT’S INFORMATION 
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Please indicate to what extent you agree or disagree with the following statements on the perception and 
attitudes towards new technology such as e-payment by circling the appropriate number/scale. 
(1 = Strongly Disagree; 2 = Disagree; 3 = Neutral; 4 = Agree; 5 = Strongly Agree) 
Questions 
Strongly 
Disagree 
Neutral 
Strongly 
Agree 
1 In general, you are among the first in the circle of friends 
to acquire new technology when it appears. 
1         2       3       4        5 
2 You can usually figure out how to operate new high-tech 
products and services without help from others. 
1         2       3       4        5 
3 You enjoy the challenge of figuring out high-tech gadgets. 1         2       3       4        5 
4 Other people come to you for advice on new technologies. 1         2       3       4        5 
5 You keep up with the latest technological developments in 
your areas of interest. 
1         2       3       4        5 
6 You find you have a fewer problems than other people in 
making technology work for you. 
1         2       3       4        5 
7 It seems your friends are learning more about the newest 
technologies than you are. 
1         2       3       4        5 
8 Technology gives people more control over their daily 
lives. 
1         2       3       4        5 
9 Technology gives you more freedom of mobility. 1         2       3       4        5 
10 You like the idea of doing business via computers 
because you are not limited to regular business hours. 
1         2       3       4        5 
11 Technology makes you more efficient in your occupation. 1         2       3       4        5 
12 Products and services that use the newest technologies 
are much more convenient to use. 
1         2       3       4        5 
13 You prefer to use the most advanced technology 
available. 
1         2       3       4        5 
14 You feel confident that machines will follow through with 
what you instructed them to do. 
1         2       3       4        5 
15 You like computer programs that allow you to tailor things 
to fit your own needs. 
1         2       3       4        5 
16 You find new technologies to be mentally stimulating. 1         2       3       4        5 
17 Learning about technology can be as rewarding as the 
technology itself. 
1         2       3       4        5 
18 Technical assistance including the customer service call 
centre is not helpful because they do not explain things in 
terms that you understand. 
1         2       3       4        5 
19 When you get technical support from a provider of a high-
tech product or service, you sometimes feel as if you are 
being taken advantage of by someone who knows more 
than you do. 
1         2       3       4        5 
20 It is embarrassing when you have trouble with a high-tech 
gadget while people are watching. 
1         2       3       4        5 
21 Sometimes you think that technology systems are not 
designed for use by ordinary people. 
1         2       3       4        5 
22 There should be caution in replacing important people-
tasks with technology because new technology can 
breakdown or get disconnected. 
1         2       3       4        5 
23 If you buy a high-tech product or service, you prefer to 
have the basic model over one with a lot of extra features. 
1         2       3       4        5 
SECTION 2: E-PAYMENT ADOPTION (SCALE RESPONSES) 
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24 Many new technologies have health or safety risks that 
are not discovered until after people have used them. 
1         2       3       4        5 
25 New technology makes it too easy for governments and 
companies to spy on people. 
1         2       3       4        5 
26 Technology always seems to fail at the worst possible 
time. 
1         2       3       4        5 
27 You do not consider it is safe giving out personal and 
sensitive financial information via online. 
1         2       3       4        5 
28 You do not feel confident doing business with a place that 
can only be reached virtually. 
1         2       3       4        5 
29 Any business transaction you do electronically should be 
confirmed later with something in writing. 
1         2       3       4        5 
30 You do not consider it safe to do any kind of financial 
business online. 
1         2       3       4        5 
31 You worry that information you send over the Internet will 
be seen by other people. 
1         2       3       4        5 
32 Whenever something gets automated, you need to check 
carefully that the machine or computer is not making 
mistakes. 
1         2       3       4        5 
33 If you provide information to a machine or over the 
Internet, you can never be sure it really gets to right place. 
1         2       3       4        5 
34 Face-to-face interaction or physical presence is very 
important when doing business with a company. 
1         2       3       4        5 
35 I find it easy to get e-payment to do what I want it to do. 1         2       3       4        5 
36 Usage of e-payment is clear and understandable. 1         2       3       4        5 
37 I find it cumbersome to use e-payment. 1         2       3       4        5 
38 Overall, I find e-payment easy to use. 1         2       3       4         5 
39 E-payment enables me to accomplish tasks more quickly 
and make me more productive. 
1         2       3       4        5 
40 Using e-payment improves my job effectiveness and 
performance. 
1         2       3       4        5 
41 Using e-payment makes it easier to do my job. 1         2       3       4        5 
42 Overall, I find e-payment useful in my job. 1         2       3       4        5 
43 Which one of the following best describes your current e-
payment adoption status? Please choose only ONE 
option. 
1. I have no interest at all to use e-payment for my 
daily financial transactions. 
2. I will make effort to avoid using e-payment for my 
daily financial transactions, where possible. 
3. I have no preference in using either cash and 
cheque, or e-payment. 
4. I will make effort to use e-payment for my daily 
financial transactions, where possible.  
5. I prefer to pay my daily financial transactions 
using e-payment. 
1         2       3       4        5 
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Please provide your comments on each of the following questions based on your own experience and 
knowledge towards the introduction and adoption of e-payment. 
Questions Responses 
1 What are the benefits and drawbacks of 
e-payment usage? Would you make 
effort to evaluate them before intend to 
make use of it? 
 
 
2 From your perspective, what are the 
important factors that influence the 
usage of new technology like e-
payment?   
 
 
3 Can you describe your personal 
experiences that may discourage you 
from using e-payment?  
 
 
 
4 Do you have any personal experiences 
which make you feel insecure in using e-
payment? 
 
 
 
5 Have you ever felt overwhelmed by the 
complexity of any new technology? 
 
 
 
 
6 What make you think that all new 
technologies are easy to use? 
 
 
 
 
7 What would be your initial perception 
when you first confront with any new 
technology (i.e., openly and positively, 
focus on its risk aspects, etc.)? 
 
 
 
SECTION 3: E-PAYMENT ADOPTION (OPEN-ENDED RESPONSES) 
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8 What would be your level of expectation 
for any new technology’s usefulness for 
your daily routine activities (i.e., low, 
medium, high, etc.)? 
 
 
9 How does your e-payment usage 
intention be affected by reward 
programme by card issuer? 
(Note: Reward programme refers to 
incentives like loyalty points provided by card 
issuer to the cardholder in using e-payment 
instruments such as credit card) 
 
10 How does your e-payment usage 
intention be affected by surcharge fee 
imposed by merchant? 
(Note: Surcharge fee refers to a fee charged 
to the cardholder by merchant in accepting e-
payment instrument such as credit card) 
 
11 Will the numbers of merchants accepting 
e-payment affect your intention to use e-
payment? 
 
 
 
 
 
 
 
Please provide response to the following additional information. 
1. Would you like to receive a summary of the final report? ¤ Yes ¤ No 
2. Are you willing to be contacted for any follow-up questions?  ¤ Yes ¤ No 
3. If your answer is ‘Yes’ to any or both of the above questions, please attach 
your business card or provide your name and contact details, i.e., tel. no. and 
email address. 
Name: _______________________________________________________ 
Tel. No.: _____________________________________________________ 
Email: _______________________________________________________ 
 
 
  
 
  
SECTION 4: ADDITIONAL INFORMATION 
 
Please attach your business card here: 
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Appendix 15: Email Template for Consumer Respondents 
 
Subject: Consumer Readiness in Adopting E-Payment/ Kesediaan Pengguna 
Menggunakan Pembayaran Secara Elektronik 
 
Assalamualaikum wbt and good day, 
   
Have you ever use credit card or debit card to purchase groceries at supermarket? How 
about using Internet banking to pay your utility bills? Well, some of us already get used to 
it but some still have some issues in using those payment methods. Some opined that 
cash is the king because it works everywhere at any time. Not agreed? Tell us about it. Let 
us know why you are using or not using electronic payments (e-payment) as compared to 
cash and cheques. 
   
I am Normasita Sidek, a Bank Negara Malaysia staff who is currently doing PhD at 
University of Queensland, Australia. If you are currently resided in Malaysia, I would 
appreciate it if you could spend some of your time to fill in the following e-survey. Your 
responses will be valuable for us to evaluate and recommend the most appropriate way to 
stimulate our country's migration towards e-payment. Please fill in the survey by clicking 
on this link: 
   
https://docs.google.com/spreadsheet/viewform?formkey=dGpQY3dyY0VKZ2M3OF9Vd2p
PeUhPTEE6MA  
   
Thank you so much for your cooperation. 
  
---------------------------------------------------------------------------------------------------------------  
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Versi Bahasa Melayu: 
 
 Pernahkah anda menggunakan kad kredit atau kad debit untuk membayar pembelian 
barang dapur di pasaraya? Bagaimana pula dengan menggunakan perbankan Internet 
untuk membayar bil-bil utiliti anda? Ada di antara kita yang sudahpun biasa dengan 
penggunaan pembayaran elektronik (e-pembayaran), namun ada juga di antara kita yang 
masih menghadapi beberapa isu mengenainya. Sesetengah pengguna berpendapat 
pembayaran secara tunai adalah yang terbaik kerana ianya boleh digunakan dimana-
mana dan pada bila-bila masa sahaja. Berkongsilah bersama kami. Jelaskan kepada kami 
kenapa anda menggunakan atau tidak menggunakan e-pembayaran berbanding dengan 
tunai dan cek.  
   
Saya, Normasita Sidek, merupakan staf Bank Negara Malaysia dan kini sedang 
melanjutkan pelajaran ke peringkat PhD di University of Queensland, Australia. Sekiranya 
anda kini berada di Malaysia, saya amat berharap agar tuan/puan dapat meluangkan 
sedikit masa untuk mengisi borang soal selidik di bawah. Jawapan anda amat bernilai 
untuk kami menyarankan cara yang terbaik mempercepatkan migrasi negara kita ke arah 
e-pembayaran. Sila isi borang kaji selidik ini dengan menekan pautan di bawah: 
   
https://docs.google.com/spreadsheet/viewform?formkey=dFl5YWhaRTczZ25TWE5NeXNz
VlRIZnc6MA   
   
Terima kasih di atas kerjasama tuan/puan. 
 
 
--  
Normasita Sidek  
University of Queensland 
normasita.sidek@uqconnect.edu.au / masitasidek@gmail.com 
 +61426238466 
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Appendix 16: Latent Variable Scores for the Consumer Data 
 
  DISC INN INS OPT PEU PU 
1 -0.66957 -1.40388 -0.56898 -0.43247 0.060988 -0.10611 
2 -0.00364 0.407243 -2.28836 -0.29506 1.666594 1.436206 
3 -1.85782 -0.66016 1.59103 -0.97665 0.306616 -0.84983 
4 -0.18557 0.371837 0.1908 0.434005 0.589901 -0.10611 
5 -1.16815 0.692229 0.951114 -0.57071 -0.58057 -0.10611 
6 0.083091 0.976323 -2.27085 -0.4645 1.666594 0.692491 
7 -2.53011 1.087277 -0.40373 1.347378 0.250494 1.436206 
8 0.23105 0.391851 -0.92844 0.813264 0.060988 -0.10611 
9 -0.13955 1.339793 1.35951 -0.84708 -0.84694 -0.84703 
10 -0.40169 -1.34467 -0.65839 1.849185 0.060988 -0.10611 
11 -0.7872 -0.82207 1.119136 -2.13905 -1.01571 -0.10611 
12 0.200416 -1.39027 1.215273 0.157478 0.154768 1.436206 
13 0.287999 0.079566 -1.30821 -0.62591 0.060988 -0.10611 
14 3.00743 -0.60661 -0.91379 1.52353 1.287584 -1.64843 
15 2.462539 2.17979 -2.121 1.698121 1.666594 1.436206 
16 -0.9108 0.675946 0.557727 0.116032 -0.31802 -0.10611 
17 0.066614 0.805848 -0.90388 0.022147 0.250494 -1.21789 
18 0.937076 -1.54034 0.818948 -0.28528 0.589901 0.324429 
19 1.249086 -0.5068 -0.10178 -0.14983 1.477089 1.436206 
20 0.22347 0.267624 -1.24607 -0.09488 -0.58057 -0.78735 
21 -1.72219 0.258063 -1.726 -1.2395 0.85245 -1.15821 
22 0.668127 0.259603 -1.14796 1.194961 1.098078 1.436206 
23 1.247027 -1.04114 -0.32829 0.553036 1.666594 1.436206 
24 0.924775 1.01262 -0.49528 -0.142 0.060988 -0.47698 
25 -1.58146 -0.01787 -0.80442 1.005706 0.060988 -0.10611 
26 -0.04651 0.168892 -1.02762 1.282404 -0.31802 1.005665 
27 -1.39444 0.172623 0.270417 -0.68392 -0.12852 -0.47418 
28 -0.4396 2.301585 -0.42617 1.118253 0.589901 0.324429 
29 0.889482 1.666015 -0.54243 1.136536 1.137682 1.005665 
30 0.057069 -0.08524 -1.50859 0.055915 1.21454 -0.41929 
31 0.725862 0.58662 -0.7103 1.032134 1.231461 0.324429 
32 0.026859 -0.72464 -1.39906 -0.65558 0.060988 -0.10611 
33 0.820174 0.814024 -0.07551 0.426131 0.779406 1.436206 
34 1.449986 -1.34012 0.364435 1.849185 -0.8262 1.005665 
35 0.321445 2.301585 -2.77727 1.849185 1.666594 1.436206 
36 -1.34409 1.01697 0.785339 -0.87161 0.758671 -0.10611 
37 -0.88691 1.256297 -2.00897 1.533871 1.477089 1.436206 
38 -0.6687 -0.35827 -0.11812 -1.42678 -1.01571 -1.64843 
39 1.886268 1.434794 -0.5479 1.073139 0.060988 -0.10611 
40 -1.07357 1.398108 -0.71795 -0.61116 0.344273 -0.10611 
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  DISC INN INS OPT PEU PU 
41 1.700126 0.478831 0.114163 -0.78084 -1.18634 -0.90752 
42 -0.06553 0.258063 -0.2967 -0.66452 0.060988 -0.10611 
43 -0.76791 0.221765 -1.35348 1.0204 1.287584 1.436206 
44 0.535712 -0.01787 -0.22067 0.022147 0.060988 -0.10611 
45 0.461865 1.424843 0.47226 1.499864 1.098078 1.436206 
46 -0.83689 -0.06905 -0.37394 -0.17328 0.060988 -0.10611 
47 -1.43116 -0.63303 0.457073 -0.36626 0.060988 -1.21789 
48 0.418906 0.984499 -0.93029 -0.13034 0.060988 -0.10611 
49 -0.28911 -1.8365 1.77317 -0.93536 -1.35511 -1.64843 
50 2.456203 1.741951 -1.27358 -0.65628 1.666594 1.436206 
51 0.716799 0.198846 -1.07555 0.459434 1.666594 -0.78735 
52 0.187635 -0.66544 -1.94518 0.348551 1.666594 0.324429 
53 1.477706 -0.08678 0.803153 0.835637 -0.12852 -0.04643 
54 1.45473 -0.09763 -0.50744 0.649045 0.060988 -0.10611 
55 1.804025 1.554746 -2.59538 1.849185 1.666594 1.436206 
56 0.105046 -0.76821 0.560821 -0.31069 -1.01571 -0.10611 
57 -0.96844 0.258063 -0.33418 0.487388 0.948176 -0.10611 
58 0.592547 -1.8365 0.108015 -0.47683 -1.26133 -1.21789 
59 -0.97847 -0.30675 -0.02694 -0.44555 -0.31802 -0.10611 
60 1.370059 0.895174 -1.68598 0.022147 0.250494 -0.10611 
61 -0.71556 0.107244 -0.89571 -0.01694 0.589901 -0.47418 
62 -0.01911 -2.85093 0.261168 -1.50806 -2.77121 -1.64843 
63 0.534837 1.534572 -1.03633 0.153477 0.496121 1.436206 
64 0.130696 0.895174 -1.34227 0.372821 0.589901 1.436206 
65 0.114351 1.35203 1.080909 0.870472 0.400396 0.637603 
66 0.66492 0.462548 -1.07092 -0.26772 1.666594 0.695292 
67 -0.27023 0.085226 0.892858 0.022147 0.060988 -0.10611 
68 0.211811 1.207618 -1.27081 0.856219 0.060988 1.065343 
69 -0.88918 -0.89138 -0.46914 1.533971 0.250494 1.436206 
70 1.678468 1.053267 -1.31268 1.489609 1.666594 1.436206 
71 1.490602 1.895695 0.194504 1.547058 0.327352 1.436206 
72 0.850792 0.773378 0.055136 0.011139 0.060988 -0.10611 
73 -0.77282 0.040449 -0.49414 0.496559 1.477089 1.436206 
74 0.379768 0.724699 -0.83765 0.788538 0.250494 -1.21789 
75 -0.76235 -1.44291 -1.78778 1.014608 1.666594 1.436206 
76 0.568042 0.485456 -0.69267 0.393502 0.060988 -0.10611 
77 -0.60285 -1.36284 0.622252 -1.76243 -2.71509 -0.84983 
78 -0.46047 0.292073 -0.51478 -0.20211 1.666594 1.436206 
79 0.086777 -0.09091 -1.34149 0.82072 0.758671 1.436206 
80 -0.21555 -0.43009 -0.42169 -1.90643 -1.54462 -1.28037 
81 0.647154 0.440605 0.603259 0.391406 0.250494 1.436206 
82 -1.1268 0.736766 0.816659 1.11443 -0.12852 1.005665 
  
 386 
 
  DISC INN INS OPT PEU PU 
83 0.883912 0.692229 -0.82627 -0.12892 1.477089 -0.10611 
84 -0.35323 1.157325 -2.25454 1.849185 1.666594 1.436206 
85 0.811223 0.099581 -0.54222 0.310035 0.060988 -0.10611 
86 1.375926 -0.79534 -0.38217 -1.35577 -0.46793 -0.84983 
87 -0.74223 -0.99983 1.269805 -0.13782 0.060988 -0.10611 
88 1.411478 0.706583 -0.48168 0.80153 0.496121 -0.47698 
89 0.754766 0.428537 -1.65111 1.698121 1.666594 1.436206 
90 -0.36757 -1.62149 -1.20472 0.336886 1.477089 1.436206 
91 -0.20504 -1.8365 0.412909 -1.80489 -0.37415 -0.47418 
92 1.377258 -0.6801 -2.49161 -0.4595 0.779406 -1.21789 
93 1.165026 1.01262 -0.65843 0.833876 1.666594 1.436206 
94 1.542522 -2.53703 -0.709 1.686357 1.666594 1.436206 
95 1.067436 0.976323 -0.78332 0.022147 0.060988 -1.21789 
96 -0.32288 0.413869 -0.58645 -0.47959 -0.56365 -0.10611 
97 0.672991 -0.33687 -0.36902 0.141461 -0.18464 -1.21789 
98 1.041581 -1.66214 -0.31631 -1.17969 -0.12852 -0.10611 
99 -2.07289 -0.71168 -2.20802 1.352195 1.666594 1.436206 
100 1.159153 -0.19085 -0.55466 0.407848 1.666594 1.436206 
101 0.437309 2.220436 -0.81975 0.305612 1.666594 1.436206 
102 0.28277 0.931471 -0.78809 -0.49861 0.060988 -0.10611 
103 -0.56516 0.976323 0.431913 -0.29893 0.060988 -0.10611 
104 -1.377 0.292073 -1.45129 0.019315 0.060988 -0.10611 
105 0.507546 0.814024 -1.21796 1.477829 0.948176 1.436206 
106 2.694126 0.298709 -1.23059 1.698121 1.666594 1.436206 
107 0.69295 0.462548 -0.24698 0.392431 0.060988 -0.10611 
108 0.491792 -0.00158 0.451258 0.022147 0.060988 -0.47698 
109 -1.52803 0.670285 -2.19494 1.849185 1.666594 1.436206 
110 -0.25635 0.142001 1.53356 0.850388 0.496121 -0.10611 
111 0.106467 0.229483 -1.56017 -1.86794 0.060988 -0.10611 
112 -0.19609 -0.70196 0.169012 -0.36257 0.589901 1.436206 
113 -1.67805 1.457628 -1.40118 0.267096 1.287584 1.436206 
114 2.530504 0.489284 -0.65992 0.310035 0.060988 -0.10611 
115 0.69295 0.805848 -0.9603 0.217572 0.646023 0.266739 
116 0.813368 0.462548 -0.39857 1.685034 -0.80928 1.436206 
117 -0.29994 1.668435 0.463993 1.849185 1.666594 1.436206 
118 0.022309 0.895174 0.640512 0.829776 -0.12852 1.436206 
119 0.904069 -0.69417 0.973295 0.022147 -1.75105 -1.64843 
120 -0.61515 -1.41051 0.063842 -0.80664 0.060988 -0.10611 
121 0.379498 -0.04039 -0.27471 -0.09906 0.250494 0.692491 
122 0.054303 -0.46678 -1.19487 -0.51745 1.025034 1.436206 
123 0.704705 -0.60859 0.179413 0.418118 -1.26133 -0.10611 
124 0.271381 0.602903 2.237737 -1.72046 0.060988 -0.84784 
  
 387 
 
  DISC INN INS OPT PEU PU 
125 -0.65515 -2.24622 0.813777 -1.43471 0.060988 -0.10611 
126 3.076451 2.382735 -0.94287 1.545636 1.666594 1.436206 
127 -0.95703 -0.92096 0.854007 0.996704 0.685627 1.436206 
128 0.414208 2.301585 -1.39818 1.849185 0.908573 1.436206 
129 -0.03231 -1.34313 1.024379 -0.71976 -0.1116 -0.47698 
130 -0.51939 -0.54425 0.658456 -0.08598 0.060988 -0.10611 
131 -0.53817 -1.95668 0.20818 -0.29307 -1.09256 -0.10611 
132 1.951798 0.976323 -1.21225 1.522207 0.060988 0.324429 
133 -0.29125 -0.25961 0.285449 0.022147 0.702549 -0.10611 
134 -1.45184 -1.63356 1.534704 -1.26128 -1.28207 -0.78735 
135 0.553267 -1.20505 -0.33532 -0.71162 -1.54462 -0.53665 
136 -0.14743 -1.52406 -1.39231 -1.19863 -0.39107 -0.10611 
137 0.317939 0.373222 0.271916 -1.0182 0.060988 -1.58595 
138 -0.02998 1.820281 -0.87423 1.849185 1.666594 1.436206 
139 1.068565 0.70179 -0.47649 0.745894 0.060988 -0.10611 
140 0.818125 0.197316 -1.49448 1.032134 1.666594 1.436206 
141 1.265047 0.121598 0.139871 -1.02693 0.060988 -1.21789 
142 -0.32995 0.850322 -1.00675 0.803194 0.060988 0.695292 
143 0.145013 1.503716 0.033401 1.175718 1.098078 1.436206 
144 -0.6691 1.124855 -0.76086 1.032164 1.231461 0.324429 
145 1.934739 -1.88135 -0.57986 -1.33383 -1.90289 -3.18397 
146 1.620586 -1.59282 -1.53455 1.066172 1.666594 1.436206 
147 -0.34256 -0.63173 1.867487 0.974629 0.908573 1.065343 
148 -1.22232 0.125873 1.510269 0.418916 0.758671 -0.10611 
149 1.222658 0.087743 0.574635 -0.46905 -0.12852 -0.10611 
150 -1.79283 -1.74596 1.539743 0.977687 -2.0136 1.436206 
151 0.417462 0.692229 0.269118 -0.64249 -0.8262 -0.10611 
152 -2.76814 0.978839 -0.51478 1.849185 0.646023 1.436206 
153 0.161889 0.73708 -1.02762 1.032134 0.137846 0.324429 
154 -0.00044 -0.4113 -0.04263 -0.93678 0.060988 -0.10611 
155 -0.74847 -1.57281 0.542492 -0.4576 0.948176 -0.10611 
156 -1.08352 -1.61766 0.443077 -0.99316 -1.16561 -1.21789 
157 -0.25381 -0.11764 -0.51338 0.022147 0.513043 0.637603 
158 0.735649 1.333241 -1.17004 1.359112 1.666594 1.436206 
159 0.223678 0.473001 -0.56561 0.022147 0.060988 -0.10611 
160 -1.36635 -1.14018 0.557727 -0.64242 -0.12852 -0.10611 
161 0.247627 0.462548 -0.41387 -0.51512 0.496121 -0.10611 
162 0.825732 0.026996 -0.09127 -0.15687 0.702549 -0.10611 
163 1.631801 0.945467 -0.94136 0.437765 0.060988 0.269541 
164 0.747085 0.473001 -1.60335 -0.16438 0.496121 -0.10611 
165 0.927362 -1.8365 -0.02293 0.682813 0.060988 -0.10611 
166 1.391311 0.751435 -1.95225 -0.13221 -0.27842 -0.47698 
  
 388 
 
  DISC INN INS OPT PEU PU 
167 1.159114 -0.75291 -0.06001 0.091937 -0.12852 -0.10611 
168 -0.49404 0.732875 0.662694 0.462521 0.060988 -0.10611 
169 -0.41551 0.302526 -0.66239 -0.72461 0.060988 -1.64843 
170 -0.58258 -3.08061 1.178726 -0.15767 -1.54462 -0.10611 
171 -0.35379 0.751435 0.599671 0.714483 -0.48485 -0.78735 
172 0.294245 -0.67499 -0.01448 -0.62147 0.060988 -0.10611 
173 -0.83037 -2.22037 -0.40416 0.292509 1.666594 1.436206 
174 -1.49928 -1.8365 -0.88388 -0.62015 -1.27826 -3.44145 
175 -0.82643 -0.19085 0.142159 0.022147 -1.03263 -0.10611 
176 1.123535 1.388546 -1.38255 1.014608 -0.12852 -0.10611 
177 -0.01263 -0.272 -1.3593 -0.066 0.060988 -0.10611 
178 1.121285 -0.13966 -0.89597 0.669657 0.060988 1.436206 
179 -0.04572 0.521754 -0.35188 0.197488 0.060988 -0.10611 
180 -0.93722 -3.08061 2.240026 -2.95579 -2.33608 -3.19075 
181 0.629851 0.746642 -1.52618 0.850388 0.060988 -0.10611 
182 -0.54437 -0.24755 -0.53264 0.022147 0.060988 -0.10611 
183 0.040711 -2.43144 -0.12541 -1.81227 -1.54462 -1.64843 
184 1.793574 0.805848 -2.06439 0.135543 0.250494 -0.10611 
185 1.363219 1.353644 0.383998 1.18462 0.060988 -0.10611 
186 -0.6707 -1.54851 0.974439 -0.55135 0.060988 -0.10611 
187 -1.54418 0.679847 -1.31507 -0.29307 0.060988 -0.10611 
188 1.562849 2.220436 0.371985 1.662661 0.796328 1.436206 
189 0.482584 0.509687 -0.40826 0.22349 0.779406 0.692491 
190 1.062126 -3.16176 -0.65845 -0.58778 0.060988 -0.10611 
191 -1.11726 -0.51124 0.875085 -1.77396 -1.54462 -1.21789 
192 1.360591 0.931471 -0.76489 -0.13759 0.250494 -0.41929 
193 1.473886 0.757095 0.104751 0.686238 1.477089 1.436206 
194 -0.1641 0.028382 -0.52105 -0.51204 0.060988 -0.10611 
195 1.213844 1.745624 -1.89295 1.477829 1.666594 0.324429 
196 0.975916 1.353644 -2.38585 1.352195 1.666594 1.436206 
197 0.503538 -0.60056 -0.21953 0.267096 0.060988 -0.10611 
198 0.00508 -1.30683 -0.25815 -0.13034 0.060988 -0.10611 
199 -1.64672 -1.11434 -0.69815 -0.35751 0.060988 -0.10611 
200 -1.31945 0.495018 -0.78389 0.022147 -0.31802 -0.10611 
201 1.740989 1.625512 -0.37965 0.524497 1.666594 -0.04643 
202 1.471939 2.382735 -1.51845 1.849185 1.666594 1.436206 
203 -0.96195 0.095754 -1.56017 1.849185 1.477089 1.436206 
204 0.954788 0.895174 -1.49001 1.183197 1.137682 1.065343 
205 -1.70865 0.162171 -0.29344 -0.142 -0.8262 -0.10611 
206 1.099132 -1.02274 -0.33145 -0.31544 0.060988 -0.10611 
207 -0.56482 -1.4105 -0.93023 -0.28722 0.060988 -0.78735 
208 0.239445 1.337361 -0.54653 1.14919 1.666594 1.436206 
  
 389 
 
  DISC INN INS OPT PEU PU 
209 -0.75315 0.895174 -0.83074 0.022147 0.060988 -0.10611 
210 -1.23285 -3.24291 2.240026 -2.58791 -1.54462 -1.64843 
211 -0.46962 0.367791 1.973752 0.252006 -0.12852 1.005665 
212 0.680991 -0.18923 -1.98712 0.819182 0.250494 -0.47698 
213 0.35355 -0.17456 0.156277 -0.49 -0.56365 -0.10611 
214 -0.76552 1.422567 -1.60564 1.347447 0.060988 1.005665 
215 0.470842 0.921018 -0.06683 0.869306 1.666594 1.436206 
216 0.057316 -1.8365 0.483817 -1.57879 -1.99667 -0.90472 
217 -0.76552 1.422567 -1.60564 1.347447 0.060988 1.005665 
218 -0.66988 -0.51124 -0.77104 -0.45732 0.060988 -0.10611 
219 0.229214 0.292073 -0.9225 0.022147 0.060988 0.324429 
220 1.114148 0.461008 -0.96591 0.501037 -0.10778 0.692491 
221 0.148892 0.976323 -0.66363 0.608271 0.060988 -0.10611 
222 0.903512 0.521754 -1.39085 0.404096 -0.8262 -0.90951 
223 1.318648 0.248501 -0.21397 -0.09759 0.589901 -0.47698 
224 0.446517 2.301585 -1.39906 1.52811 1.477089 1.436206 
225 1.23512 -1.62722 1.365537 0.082769 -1.97975 -0.10611 
226 -0.14639 -0.05048 -0.15983 -0.08386 -0.12852 -0.10611 
227 2.017757 0.861163 -0.32579 1.217235 0.948176 1.436206 
228 0.4718 0.895174 -0.33891 0.022147 -0.12852 -0.10611 
229 -0.02108 0.440605 -0.26059 0.267096 -0.12852 -0.10611 
230 2.458841 1.761075 0.829383 1.849185 1.666594 1.436206 
231 0.689979 1.990755 0.084764 1.326781 1.287584 1.436206 
232 0.488855 -1.13435 0.390849 -0.30483 0.060988 -2.32967 
233 -1.4117 1.3278 -0.63549 1.696699 1.666594 1.436206 
234 1.105085 -0.54614 0.909359 -0.53961 -0.12852 -0.10611 
235 0.106563 -1.97207 -1.10484 -0.56887 0.060988 -0.10611 
236 -1.08234 0.408134 -0.43849 -0.13034 0.060988 -0.10611 
237 0.111275 1.982579 0.06613 0.986362 -0.37415 -0.10611 
238 2.694943 1.32797 -2.18706 1.849185 1.666594 1.436206 
239 0.45268 -1.27282 -2.08205 0.004047 1.137682 -0.10611 
240 -0.70155 -0.00263 0.703569 -1.03168 -1.54462 -1.64843 
241 -0.46055 0.895174 1.052912 -1.20265 -0.12852 -0.10611 
242 0.038817 0.895174 -0.62622 -1.04704 -0.31802 -1.64843 
243 1.604447 0.148334 -0.79789 -0.28732 0.060988 -0.10611 
244 -0.22707 -1.47959 -0.77013 0.418916 1.666594 -0.78735 
245 -1.089 -0.70373 1.229345 0.68815 -1.54462 -1.64843 
246 -1.1956 0.662109 -1.59977 0.809097 1.666594 1.436206 
247 1.06997 1.909606 0.129078 1.509161 1.666594 1.436206 
248 1.605891 0.489284 -0.94129 0.066509 0.060988 -1.21789 
249 -0.94529 0.521754 1.050468 0.022147 -1.54462 -1.64843 
250 0.637482 0.594737 -0.56228 0.305681 -1.54462 -1.64843 
  
 390 
 
  DISC INN INS OPT PEU PU 
251 -0.63367 -2.70329 -0.43735 -0.22952 -0.58057 0.324429 
252 -0.69011 -1.7658 1.260605 -4.4903 -2.33608 -2.38736 
253 -0.31548 -0.45203 -1.27527 -0.27149 1.231461 0.324429 
254 -0.12885 -0.44247 0.736699 1.18462 0.060988 1.436206 
255 -0.54693 0.273599 -0.44375 0.249151 -0.84312 0.324429 
256 0.151507 1.503716 -0.26894 0.28238 0.306616 -0.10611 
257 0.058244 0.072845 -1.30936 -0.29732 -0.54292 1.065343 
258 1.666832 0.521754 -1.0856 0.862122 0.948176 1.436206 
259 1.038857 0.692229 -0.81417 0.616447 0.060988 -0.10611 
260 -2.13223 2.058138 2.240026 1.849185 0.908573 1.436206 
261 -1.32821 0.331105 0.764302 0.85625 0.496121 0.324429 
262 -0.51226 -0.26 0.685985 -1.4017 -0.31802 -0.10611 
263 -1.0308 -2.31781 0.433937 0.160394 -1.10949 -0.10611 
264 -0.67237 1.01697 0.699222 0.790937 1.666594 1.436206 
265 -1.13524 -0.62097 0.164341 -0.12892 -0.12852 -0.10611 
266 -1.56909 -0.27339 0.848395 0.30189 1.477089 1.436206 
267 1.177135 0.521754 0.194388 1.52811 1.666594 1.436206 
268 0.406987 -1.43635 0.518781 -0.20798 0.060988 1.436206 
269 1.181725 0.724699 -0.5199 0.022147 0.060988 -0.10611 
270 2.173083 -1.94534 0.901733 -0.93664 -1.97975 -1.64843 
271 -0.0096 0.24178 -0.14759 0.07167 0.060988 -0.10611 
272 -0.28469 0.10393 1.534704 -0.85823 -0.31802 -1.21509 
273 0.593087 0.243394 -0.12342 1.363959 0.496121 -0.10611 
274 -0.88504 -1.5035 1.087665 -0.14928 -1.10949 -1.21789 
275 0.130083 -0.20041 -0.33776 -0.34921 0.400396 -0.10611 
276 0.163203 1.100794 -0.52646 0.585385 1.025034 -0.10611 
277 0.044745 0.198857 -1.03177 0.22349 0.250494 -0.10611 
278 0.514585 0.653111 0.050985 0.867914 0.060988 0.324429 
279 -1.12963 -0.04232 1.330572 -0.29893 -0.58057 -0.10611 
280 -0.20521 0.52993 -0.33776 0.158972 0.060988 -0.10611 
281 0.853822 -0.82368 -1.10255 -0.12892 0.250494 -0.10611 
282 1.061254 0.210924 -1.52285 0.862122 0.060988 -0.10611 
283 -0.01281 1.169318 -0.13947 1.054507 0.117111 0.637603 
284 -0.93963 -0.15166 0.363075 -0.5031 0.948176 0.266739 
285 -0.1793 -1.39754 1.06201 -0.98176 -1.54462 -1.21789 
286 1.631801 0.921909 -0.53651 0.654963 0.060988 0.632813 
287 -0.60496 1.165501 0.909189 1.52811 1.477089 0.264751 
288 0.947035 -0.49122 0.71187 -0.47484 -1.01571 -0.10611 
289 -1.18092 0.006364 0.294252 -1.26559 -0.12852 -0.47698 
290 -1.26729 -0.28156 1.33498 -0.12892 -0.12852 -0.10611 
291 0.715656 -0.08907 -0.33891 -0.33304 -1.10949 -1.64843 
292 -1.11447 -0.74246 0.470999 -0.76306 0.496121 -0.10611 
  
 391 
 
  DISC INN INS OPT PEU PU 
293 -0.75732 -0.77265 1.268431 -0.2814 -1.73412 -2.02128 
294 -1.14817 0.895174 0.973295 0.022147 -0.31802 -0.10611 
295 -1.08281 0.436703 -0.10212 -0.85102 -1.01571 -1.21789 
296 -1.50603 -0.51124 0.369771 -0.08282 0.060988 -0.10611 
297 -1.26729 -1.55564 1.157878 -1.55576 -1.54462 -1.64843 
298 1.337638 0.686398 0.44685 1.686357 0.060988 1.065343 
299 2.788516 1.156434 -1.65907 1.20567 1.666594 1.436206 
300 1.268022 1.118133 -1.94184 1.849185 1.666594 1.436206 
301 0.434745 -1.94623 1.65758 -1.65159 0.060988 -0.10611 
302 -0.90257 -0.73047 1.65823 -0.64207 -0.14544 1.005665 
303 0.026589 -1.48655 1.171875 -1.09313 -0.39107 -0.10611 
304 0.453504 1.843115 2.240026 0.486657 1.666594 1.436206 
305 -0.04111 0.414257 0.708607 -1.37751 1.477089 -1.64843 
306 -0.26507 0.012099 0.169129 1.156754 0.306616 0.695292 
307 0.463299 2.017491 -0.28651 1.849185 0.419263 1.436206 
308 0.440992 0.972118 -1.07679 0.980501 1.666594 1.436206 
309 -1.09685 -0.04193 0.417268 -0.68103 -0.99878 -1.28037 
310 -0.66203 0.862703 -0.14622 0.508292 -0.12852 -0.10611 
311 0.4718 0.063283 -0.21626 0.486286 -1.54462 -1.28037 
312 -0.05949 -0.50079 -1.10354 -1.80489 -2.96072 -1.64843 
313 -0.69678 0.814024 0.974439 -0.17328 -0.31802 -0.10611 
314 0.22646 -1.62812 -0.47904 -0.13034 0.060988 -0.10611 
315 1.068192 1.004673 -0.3238 1.545636 1.025034 1.436206 
316 -2.34196 -0.29201 1.716844 -0.64381 -0.31802 -0.10611 
317 -0.78851 0.462548 0.054573 0.857572 -0.12852 -1.64843 
318 -2.12322 0.063283 0.249245 -0.142 1.098078 1.436206 
319 -0.62263 -0.64932 0.138572 -0.31788 -0.65743 -1.64843 
320 -0.41844 -0.51124 1.111032 -0.4559 -1.10949 -1.64843 
321 0.260991 0.462548 0.555677 0.71692 -0.05547 1.063354 
322 -0.36013 -0.1745 2.240026 -1.80076 -1.7172 -0.10611 
323 -1.49525 0.221765 1.885192 0.127812 -1.10949 -0.10611 
324 1.292918 -0.21668 1.254543 -0.22273 0.044066 -0.10611 
325 -0.32017 2.220436 1.513952 1.849185 -0.31802 0.324429 
326 0.335012 -0.04039 1.054056 -1.60947 -0.58057 -0.10611 
327 -0.70377 -1.11434 -0.3542 0.022147 -0.58057 -0.10611 
328 0.222494 0.595185 -0.21626 0.17321 -0.84694 -0.10611 
329 -0.50551 1.465878 1.301601 1.686357 -0.31802 -1.21789 
330 -0.79821 0.503542 0.293859 0.421691 0.117111 1.436206 
331 0.714386 -0.93495 -0.33784 -0.66442 -0.12852 -0.10611 
332 0.066537 0.412254 -0.07515 0.458169 -0.12852 0.692491 
333 -0.57903 -0.05438 0.973295 -1.5846 -1.54462 -1.64843 
334 -1.05031 1.303351 0.329682 0.897026 -1.47157 -0.47897 
  
 392 
 
  DISC INN INS OPT PEU PU 
335 -0.80587 0.550333 1.244199 0.823535 -0.39488 -0.47698 
336 0.832732 -0.8751 -1.15576 0.509715 0.060988 -0.10611 
337 2.286969 0.773378 -0.82785 -0.23623 0.589901 0.324429 
338 -0.85944 -0.52169 2.240026 1.195228 0.306616 1.436206 
339 -0.04625 -1.10389 -0.44388 -0.39747 -0.56365 -0.10611 
340 -1.38874 0.64355 0.723631 1.212896 -1.10949 -0.84983 
341 -0.30938 0.432428 -0.66794 1.010058 -2.18618 -0.10611 
342 0.066345 -1.80249 -1.08583 0.848966 -1.26133 -0.10611 
343 1.13975 -0.04232 1.113754 0.175389 1.666594 1.436206 
344 -0.30452 0.692229 1.949128 0.022147 -0.58057 0.329219 
345 -0.93853 0.615199 0.322011 -0.21095 -0.99878 -0.47418 
346 -0.33402 -0.17272 -0.2297 -0.30615 0.060988 -0.10611 
347 0.902068 -0.30829 0.030308 -0.44423 -0.12852 -0.10611 
348 1.021191 -0.272 -0.49158 0.511379 0.060988 -0.10611 
349 0.576105 0.253773 -1.05076 0.787185 0.060988 -0.47698 
350 0.2825 0.692229 -1.32075 -0.85985 0.060988 -0.10611 
351 -0.80692 -0.58422 -1.2915 1.352195 0.702549 1.068144 
352 0.734155 -0.68171 -1.03784 -0.2814 0.060988 -0.10611 
353 0.498514 -0.11108 1.116848 -0.15235 0.908573 0.264751 
354 -1.97607 -0.53907 0.96752 0.158633 0.306616 -0.10611 
355 0.300521 -1.5848 0.061398 -1.64206 -1.54462 -1.64843 
356 -0.76525 -0.38562 1.34446 0.754587 0.060988 0.324429 
357 0.611666 0.682124 0.062697 0.544566 0.250494 -0.10611 
358 -0.12058 -0.29063 0.327887 -0.04071 1.477089 0.69448 
359 0.086671 0.755262 -1.4437 0.668334 1.287584 1.065343 
360 0.372432 -0.18039 -0.09127 1.360534 0.21089 1.436206 
361 -0.40783 -0.44409 -0.57234 -0.64381 -0.12852 -0.10611 
362 -0.11572 -0.46449 0.324299 0.022147 0.060988 -0.10611 
363 0.596394 -0.20896 2.240026 1.849185 1.666594 1.436206 
364 0.354292 -2.03783 0.229421 -1.02509 -1.09256 -1.64843 
365 -0.52839 0.724699 -0.16206 0.244753 1.477089 1.436206 
366 -1.11526 1.098119 0.324299 0.51222 -0.12852 -0.10611 
367 -0.73684 0.095764 -0.5816 1.347447 1.666594 1.436206 
368 -0.94498 -0.05431 0.819484 -3.48087 -0.8262 -0.84504 
369 0.726441 -2.4759 1.618918 -1.32014 -1.35511 -2.0193 
370 -0.64317 -0.51124 0.682397 0.022147 -0.31802 -0.10611 
371 0.576105 -0.68171 -1.77601 -1.41116 1.21454 0.264751 
372 0.93746 -0.29394 1.718382 0.616416 -0.31802 -0.84703 
373 -0.35524 -0.19085 -0.80556 -0.13034 -0.12852 -0.10611 
374 -0.42763 -0.18413 0.634901 0.217572 -0.12852 -0.10611 
375 0.800114 0.440605 -2.17517 0.022147 0.250494 -0.10611 
376 0.173779 -0.58283 0.806416 0.022147 -0.31802 -0.10611 
  
 393 
 
  DISC INN INS OPT PEU PU 
377 1.282713 -1.35358 0.678084 0.116032 -0.91998 -0.53665 
378 -0.42821 0.584344 0.224945 0.022147 -0.12852 -0.10611 
379 1.962409 1.003059 0.879182 0.793769 0.060988 -0.10611 
380 0.922861 0.814024 -0.65845 0.022147 -0.31802 -0.10611 
381 -0.77529 -0.23921 1.050468 0.20867 -0.31802 -0.47897 
382 -0.37491 -0.51124 1.217347 -1.43354 -0.31802 -0.10611 
383 0.2265 -0.33687 0.308063 0.566923 1.477089 1.436206 
384 -0.99533 -0.04232 0.729013 -0.142 -0.58057 -0.47698 
385 -0.97847 -0.75241 0.884734 0.705729 -0.4118 1.005665 
386 0.736472 1.215565 -1.56017 0.833876 0.908573 1.436206 
387 -0.46112 -0.28156 -0.09257 0.649045 -0.12852 0.324429 
388 -2.13223 2.058138 -0.2445 1.849185 0.383474 1.436206 
389 -0.49724 0.331105 0.25519 -0.13476 0.117111 -1.64843 
390 0.435826 0.505471 -1.05425 -0.25013 0.117111 0.266739 
391 -0.18523 -0.51124 -0.05886 0.050438 -1.01571 -0.90951 
392 -1.04894 -0.51124 0.655198 -0.57474 -0.73047 0.261949 
393 1.091099 -0.34076 -0.2492 -0.00327 -1.01571 -0.84983 
394 0.647737 -1.5055 1.220995 -1.82972 -1.10949 1.436206 
395 -0.39407 1.562922 1.14693 0.98494 -0.56365 -0.10611 
396 -2.35352 0.113417 0.029043 0.965768 -0.67435 0.266739 
397 -0.00412 -0.28406 1.316538 -0.64207 -0.58057 -0.10611 
398 -0.23263 0.432428 -0.81887 0.862122 -0.12852 -0.10611 
399 0.227944 0.335007 -0.05516 -0.18778 -0.84694 0.324429 
400 0.444542 -0.76286 0.624632 -1.20265 -1.54462 -1.64843 
401 1.052823 0.473001 -0.79903 0.22349 0.060988 -0.10611 
402 -0.64854 -0.51124 0.080018 -1.56713 -0.12852 -1.64843 
403 -1.00754 0.675946 -0.09127 -0.142 -0.31802 -0.10611 
404 -0.91199 -0.02037 -0.17203 -0.67927 -0.12852 -0.53665 
405 -0.54676 0.320652 0.47811 -0.2814 -0.12852 -0.10611 
406 -0.1641 0.55415 -0.29344 -0.31202 -0.8262 -0.10611 
407 -0.40796 0.320652 0.139716 -0.30483 -0.31802 -0.10611 
408 -1.44474 0.814024 0.942738 -0.8909 0.569165 0.632813 
409 -1.57292 -2.68864 -1.16072 0.022147 -2.77121 -3.19075 
410 -0.20504 0.446265 0.845037 -0.64967 -0.12852 -0.10611 
411 -0.20377 0.302526 0.194898 -0.32721 -0.58057 -0.10611 
412 0.352897 0.210924 0.340978 -0.16433 -1.01571 -0.10611 
413 -0.66374 -0.08524 0.557727 -0.94739 -0.12852 -0.10611 
414 -1.41135 -1.08187 1.456386 0.672558 1.287584 1.436206 
415 -0.00202 -0.07707 1.576818 -1.59769 -1.10949 -1.21789 
416 0.278126 0.473001 0.235188 0.147482 0.060988 -0.47418 
417 1.037373 0.087513 -1.45139 -0.16438 0.060988 -0.10611 
418 1.199089 -1.82022 -1.08716 0.348651 0.685627 -0.10611 
  
 394 
 
  DISC INN INS OPT PEU PU 
419 0.621827 1.01697 -0.97023 1.032134 1.287584 1.436206 
420 -0.18264 -0.26115 1.298988 -1.17201 -0.46793 -0.10611 
421 -1.63277 0.091474 1.373601 0.022147 -0.77008 -0.53186 
422 -0.16213 -0.43009 0.942035 1.172886 -0.12852 -0.10611 
423 0.038913 -0.34076 0.007857 -0.87054 -1.97975 -0.47698 
424 -0.71646 -1.40388 -0.02716 -0.48992 -0.58057 -0.10611 
425 -0.37088 -0.19238 -0.39752 0.976038 1.666594 0.266739 
426 -0.9967 -0.06272 -0.65704 1.021823 -1.01571 -0.10611 
427 -0.54238 0.525581 1.054056 0.365231 -0.12852 0.264751 
428 -1.14848 -0.2396 0.896121 -0.99033 -1.09256 -0.47897 
429 0.378179 -0.31646 0.467697 0.71692 -0.12852 -0.47418 
430 -0.75002 0.416156 -0.06213 1.679173 -1.01571 -1.64843 
431 0.522076 -0.58818 0.849275 -0.29307 0.060988 -0.10611 
432 -1.74958 -0.88038 1.696201 0.731089 -1.29899 0.326418 
433 0.458301 1.134416 1.102697 0.267096 -0.31802 -0.10611 
434 -0.66868 2.001208 -0.16974 1.698121 0.779406 1.436206 
435 0.647602 -1.16463 -0.54252 -0.29174 1.666594 0.324429 
436 0.819151 -0.63725 0.013902 -0.64486 -0.56365 -0.90472 
437 -0.63547 -0.10947 -1.14833 -0.03645 0.306616 -0.10611 
438 -0.64998 1.146798 -0.86535 0.022147 -0.31802 0.324429 
439 -0.81487 1.199512 0.862622 0.663865 0.569165 1.005665 
440 0.337108 -0.85226 -1.33375 -2.29496 -1.54462 0.264751 
441 -0.89239 0.311091 0.079103 -1.65241 -1.09256 -1.28037 
442 -0.03368 0.404089 0.341714 -0.81099 -0.12852 0.324429 
443 0.265513 0.144433 -0.02472 0.022147 -0.12852 -0.10611 
444 -2.26868 -0.39608 -0.54496 -1.67466 -2.31916 -3.62129 
445 0.267609 -0.20445 -1.17134 0.116032 1.477089 1.436206 
446 -2.13079 0.117707 2.240026 -0.88593 -0.12852 0.697281 
447 0.422283 -1.06293 -0.02701 -0.70912 -1.35511 -0.53665 
448 -0.40796 0.038835 0.189656 -0.62591 0.400396 -0.47698 
449 0.4718 -0.51124 0.619605 -0.68678 -0.12852 -0.47418 
450 -0.01281 -1.13062 0.40338 0.254765 -1.01571 -0.10611 
451 -0.68316 -0.29201 0.990879 -0.20563 -0.58057 -0.10611 
452 -0.7411 -0.50079 0.378386 -0.47484 -1.09256 -0.10611 
453 -0.59791 0.461008 0.739867 0.59176 -0.58057 -0.10611 
454 0.348903 -0.86587 0.838118 0.127766 -0.84694 -1.21789 
455 -1.52223 0.42625 -0.94243 0.512801 0.060988 -0.10611 
456 1.204746 -1.7773 -0.01219 -0.3687 0.908573 1.436206 
457 -1.36577 -1.14835 0.685985 -1.03466 -0.12852 -0.10611 
458 -1.11495 0.359455 0.128397 0.823606 -0.12852 0.264751 
459 -0.48129 -0.43009 0.784195 -0.51087 -0.12852 -0.47698 
460 0.00508 0.258063 0.471259 0.041095 -0.31802 0.637603 
  
 395 
 
  DISC INN INS OPT PEU PU 
461 -1.25915 -0.68171 -0.52643 0.50973 -0.12852 -0.10611 
462 0.484298 0.369445 -2.18249 1.239242 1.666594 1.436206 
463 1.139823 0.70025 0.444765 0.786459 -0.56365 -0.10611 
464 -1.18235 -0.49122 0.71883 0.88107 0.306616 -0.10611 
465 -1.17868 -0.0083 -0.09057 0.008493 -0.56365 0.697281 
466 -0.1641 -0.8437 -0.24911 -2.00032 -1.79025 -1.64843 
467 -1.74906 -0.34894 0.103724 -1.64206 -1.73412 -1.21789 
468 -1.56265 -0.09068 0.713015 -1.37508 -1.99667 -0.90752 
469 1.159249 -1.38378 0.011458 -0.14484 -1.54462 -1.64843 
470 0.177439 -0.69378 -0.257 0.55267 -0.12852 -0.10611 
471 0.780712 1.080391 -1.24647 1.455502 1.287584 1.436206 
472 1.759392 -0.51413 -0.02619 1.201131 0.758671 1.436206 
473 -1.11526 -1.8002 2.111768 -1.98998 -0.31802 -0.10611 
474 -0.85338 -1.06949 0.972151 -1.53767 -1.54462 -0.84504 
475 -1.09992 0.358879 1.85349 1.023146 -0.31802 -0.10611 
476 -0.51257 0.302526 -0.29229 0.022147 -0.12852 -0.10611 
477 -2.73054 -0.19085 0.626395 -1.09423 -1.54462 -1.64843 
478 -1.28471 0.714919 -1.17134 0.29837 -0.31802 -0.10611 
479 -0.81968 0.521754 1.177582 0.267096 -0.12852 -0.84504 
480 -2.06431 0.338823 0.879182 0.366177 0.908573 1.436206 
481 -0.06032 -0.29201 -0.51157 -0.48688 0.060988 -0.10611 
482 -0.74447 -0.43202 -1.53217 -0.142 -1.90095 -3.19075 
483 0.899013 -1.1307 1.53373 -3.90181 -0.6763 -1.52826 
484 -0.13088 -0.05277 1.029621 0.375976 -1.54462 -1.64843 
485 -1.42638 -0.04232 1.534704 0.283299 -0.67435 -0.47698 
486 -1.55875 -0.99254 0.403701 -1.93843 -1.54462 -1.64843 
487 -0.38652 0.692229 1.114404 -0.90947 -0.31802 -2.07897 
488 -1.23718 0.895174 0.107195 0.514224 -0.31802 -0.10611 
489 -0.02469 0.280006 1.262974 -0.88394 -1.99667 -0.90752 
490 0.522076 -1.10389 -0.38217 -0.33611 -1.10949 -1.64843 
491 0.038571 -1.49319 1.349917 0.241268 -1.54462 -0.10611 
492 0.026859 -0.1664 0.476966 -0.53285 -1.35511 -1.64843 
493 -0.38632 0.814024 -0.61898 0.418916 0.589901 1.436206 
494 -0.88591 -0.45454 -0.79903 -1.5977 0.060988 -0.10611 
495 1.180122 0.176913 0.070922 0.381514 1.025034 0.637603 
496 -0.6349 -0.65938 -0.22197 -2.09586 -1.54462 -2.44984 
497 0.4718 -0.25961 -0.17203 -0.63208 -1.54462 -1.27558 
498 1.429127 -0.9655 1.24495 -4.65619 0.908573 1.436206 
499 -1.79927 0.201362 0.576441 1.522207 0.117111 -0.10611 
500 0.055356 1.473597 -0.51157 1.662661 -0.31802 -0.10611 
501 1.485911 0.147108 -1.6739 -0.27462 1.666594 1.436206 
502 -0.56277 -0.86693 -0.67616 1.025217 0.400396 1.436206 
  
 396 
 
  DISC INN INS OPT PEU PU 
503 -0.58521 -0.40953 1.407746 -0.80664 -0.12852 -0.47418 
504 0.228079 0.692229 1.455242 -0.65558 -0.12852 -0.84504 
505 -0.27634 -1.02274 -0.09949 0.48595 -0.12852 0.324429 
506 -0.10119 -2.16774 2.33097 1.320863 1.666594 1.436206 
507 -0.07816 -0.88466 0.323155 -0.63208 -0.58057 -0.10611 
508 -0.02196 1.134416 -0.4582 0.330119 0.85245 -0.10611 
509 -1.08234 -0.67215 0.412955 -1.78009 -1.79025 -0.47418 
510 -2.22428 0.732875 0.533102 1.282404 0.569165 -0.10611 
511 0.940196 1.116689 0.106012 1.329852 0.306616 1.436206 
512 2.518659 1.672651 -0.3698 1.18462 1.477089 1.436206 
513 3.075832 -0.40138 0.824805 0.881379 1.666594 -3.0109 
514 -0.75372 -1.30256 0.172562 -0.52712 -0.12852 0.324429 
515 -0.28959 -0.25733 0.387585 -0.20194 0.685627 -0.10611 
516 0.691482 -0.42376 -1.23769 1.150851 1.231461 1.436206 
517 1.578907 0.485456 -1.60564 0.833876 0.060988 1.436206 
518 1.066457 0.270056 -0.9085 0.585241 0.250494 1.063354 
519 0.688303 0.692229 0.993322 -1.26362 -0.12852 -0.10611 
520 0.379971 -1.13435 -0.38102 0.151757 0.060988 -0.10611 
521 -0.59791 -0.02832 0.557727 -0.64967 -0.84694 -0.47698 
522 -0.37679 0.976323 -0.10434 -0.40472 -0.12852 -0.10611 
523 0.118682 0.258063 1.298988 -1.02449 1.287584 -0.04562 
524 -1.69817 -1.50404 -0.23375 -0.2814 0.060988 -0.10611 
525 0.614281 -0.56565 -0.08696 -0.4738 0.306616 -0.10611 
526 0.77058 -0.4845 0.278386 -0.80664 -0.58057 -1.71091 
527 0.922125 0.282511 0.325444 0.254696 0.060988 -0.10611 
528 -0.68227 -0.06905 0.791155 -0.49136 -0.58057 -0.10611 
529 0.361192 0.675946 0.338511 0.604398 -0.40799 -0.10611 
530 -0.88061 0.541768 0.294826 0.917328 -0.58057 -0.10611 
531 -1.14848 -1.29688 -1.07708 -0.66377 0.496121 -0.10611 
532 2.686806 0.44894 -2.06782 0.862122 1.666594 1.436206 
533 -0.16522 0.063283 -0.1916 -0.1792 0.060988 -0.10611 
534 -0.09902 0.223305 0.033401 -1.39579 -0.12852 -0.10611 
535 -0.26872 0.209309 0.56965 -0.93343 -1.10949 -0.84224 
536 -0.16437 0.505471 0.313675 -1.10313 -1.28207 -1.27558 
537 0.980923 -1.11978 0.390849 -0.44413 -0.12852 -0.10611 
538 -0.0473 0.692229 -0.56789 0.49805 1.666594 1.436206 
539 -0.80412 0.716533 -0.2175 -0.67619 -0.12852 -0.84983 
540 1.096632 0.702681 -0.59223 -0.70804 0.233572 -0.10611 
541 1.213474 0.258063 -1.32936 0.022147 0.060988 -0.10611 
542 1.178393 0.633988 -1.31302 0.336325 0.496121 0.692491 
543 1.498267 -0.5577 -0.65845 0.022147 0.060988 -0.10611 
544 0.163647 0.24178 -0.67055 -0.2814 0.060988 -0.10611 
  
 397 
 
  DISC INN INS OPT PEU PU 
545 0.00662 1.10202 -0.87735 1.18462 1.477089 1.436206 
546 -0.1641 -0.43009 -0.38347 -1.80489 0.060988 -0.10611 
547 0.17833 0.347388 0.479409 -0.38054 -1.54462 -0.10611 
548 0.490203 -1.31316 -0.57795 -1.80489 -1.54462 -1.64843 
549 0.700631 1.656368 0.218034 1.328499 0.908573 0.632813 
550 -0.62754 0.310702 -0.23844 0.063422 0.060988 -0.10611 
551 -0.87844 -0.24526 -0.86189 0.17321 -0.37415 -0.84224 
552 -0.73499 -1.14874 0.973295 -1.00343 -1.01571 -0.10611 
553 -0.00943 -0.23126 -0.51245 0.147238 0.306616 -0.10611 
554 0.373288 -2.78355 2.237737 -2.26639 -1.05336 0.324429 
555 -0.71638 -0.16411 0.141015 -0.78314 -1.10949 -0.10611 
556 0.618819 1.173533 0.514698 1.007412 -0.39107 0.264751 
557 -1.78263 -1.10389 0.973295 -0.63075 -1.90476 -0.10611 
558 0.633746 0.404307 -0.34185 -0.7949 0.060988 -0.10611 
559 -0.83344 -0.06905 0.185188 -0.16438 -0.12852 -0.10611 
560 -0.03551 -0.43009 0.973295 -1.10773 -0.12852 -1.21789 
561 -0.55754 -0.62486 0.280126 -0.65276 -0.39107 -0.10611 
562 -0.8714 -0.0242 0.556583 -1.62898 -1.10949 -1.64843 
563 1.039475 1.01697 -1.31628 1.359112 1.666594 1.436206 
564 -0.71821 -0.49496 0.555284 -1.89417 0.060988 -1.21789 
565 0.511195 -0.88466 -0.09241 -0.80967 0.060988 -0.10611 
566 0.38455 0.12816 0.556583 -0.17328 -1.73412 -0.10611 
567 1.521688 0.349894 -0.0338 0.190372 -1.20521 -0.47698 
568 -0.83936 0.413869 0.972151 -0.1792 -0.31802 -0.10611 
569 0.520377 -0.75865 0.713015 -0.89475 -0.46793 -0.47418 
570 -0.21765 -1.54761 -0.3464 -0.69223 0.060988 -0.10611 
571 -0.89226 -0.49122 1.340222 -0.65276 0.060988 -0.10611 
572 -0.19702 -0.69378 0.201749 -0.84962 -1.35511 -1.64843 
573 -0.1641 0.012099 0.017165 -1.9749 -0.39107 -0.84983 
574 0.385994 0.531316 -0.26174 -0.72454 -1.10949 -1.64843 
575 0.279394 0.312088 -0.26059 0.647438 -0.12852 -0.10611 
576 -1.65041 -0.72857 2.240026 0.72109 1.477089 1.436206 
577 -0.79368 -0.96781 1.513857 -0.09932 0.060988 0.324429 
578 0.434745 0.783831 -1.91478 -0.75989 -0.44906 1.436206 
579 -2.06641 -1.73688 1.40889 0.082465 1.287584 0.690502 
580 1.856808 0.489284 -0.10778 0.709636 1.666594 1.436206 
581 0.356718 0.474615 0.304366 0.384585 0.060988 -0.10611 
582 -0.6572 -1.78775 1.264193 -1.12327 0.060988 -0.10611 
583 0.734916 -0.05698 0.885709 0.111847 0.702549 1.436206 
584 0.417423 -2.08813 -1.56017 -3.63193 -2.77121 -3.19075 
585 -0.04824 -1.00607 -0.72002 -1.06502 0.060988 -1.21789 
586 -1.40394 1.295329 2.240026 0.590987 -0.31802 -0.10611 
  
 398 
 
  DISC INN INS OPT PEU PU 
587 -0.1414 0.39224 -0.10434 -0.14787 0.060988 -0.47698 
588 -0.01408 -1.0672 0.369771 -2.47836 -1.35511 -1.64843 
589 0.090981 -1.36758 0.557727 -0.54463 -1.10949 -0.10611 
590 0.130083 -0.00563 -0.39987 -0.47966 0.060988 -0.10611 
591 0.418906 0.495018 0.53688 0.649113 0.060988 -0.10611 
592 0.809374 -0.27161 -1.08164 -0.12892 0.060988 -0.10611 
593 1.386675 0.683967 -0.31692 0.623926 1.666594 1.436206 
594 -0.222 0.751435 1.359605 0.066509 -0.58057 -0.84983 
595 0.064418 -0.63303 0.266829 -0.83928 0.060988 -0.10611 
596 -0.64905 0.521754 0.028994 1.196384 0.060988 0.634801 
597 -0.1332 -0.34894 0.973295 -1.82717 -1.99667 -2.07897 
598 -0.42001 -0.20041 0.112482 -1.08418 -0.58057 -1.21789 
599 0.194858 0.33119 -0.77339 -0.72461 0.060988 -0.53665 
600 1.143917 1.936342 1.021116 1.698121 1.666594 1.436206 
601 1.315625 0.95438 -0.27361 0.588928 1.477089 1.436206 
602 1.160626 0.121524 0.194502 0.196639 1.666594 1.436206 
603 -1.56321 1.134416 -0.44719 0.047014 1.21454 0.324429 
604 0.064727 0.12816 0.313675 -0.66276 -1.29899 -0.47418 
605 -1.16337 0.686409 2.240026 1.244932 -0.52064 1.436206 
606 0.402301 -0.272 0.022777 -0.53265 0.060988 -0.53665 
607 1.210468 0.333392 0.786544 -0.64381 0.796328 0.634801 
608 0.273417 -0.26779 2.240026 1.106474 0.908573 1.436206 
609 -0.01553 0.282511 0.538999 -0.49275 0.060988 -0.10611 
610 -0.53971 -0.51124 1.380357 -0.49435 -0.65743 -1.21789 
611 0.024937 -0.8402 0.557727 -1.42956 -1.73412 -1.64843 
612 2.20293 1.601053 -1.82007 1.322626 1.666594 1.436206 
613 0.249206 0.282511 0.452557 0.022147 0.060988 -0.10611 
614 0.3331 0.461008 1.119136 -0.22914 1.666594 0.697281 
615 -0.61242 -2.09615 -0.21741 -1.47791 -1.54462 -1.64843 
616 0.467477 1.469706 0.475179 0.023585 0.779406 1.436206 
617 -1.23934 -0.1097 0.556583 -0.48071 -1.10949 -1.21789 
618 -0.35624 -0.10113 0.071954 -1.95596 -0.65743 -0.10611 
619 0.300656 -1.20505 0.289051 -0.142 -0.37415 -0.10611 
620 -0.02941 -0.61263 -0.15118 -0.64967 -0.91998 -1.64843 
621 1.209741 0.413869 0.267973 -0.81382 0.060988 -0.10611 
622 1.51211 1.418511 -1.48511 1.335683 0.779406 -0.10611 
623 -0.20166 -0.03025 -0.22067 -0.43133 0.060988 -1.27757 
624 1.295386 1.124855 -1.04537 0.77552 1.477089 1.436206 
625 0.279394 0.824477 0.101095 0.793754 0.060988 -0.10611 
626 -0.08086 0.655931 0.116425 -0.66193 -1.54462 -1.64843 
627 0.694394 0.266228 -1.39906 0.792331 0.908573 1.436206 
628 -0.05559 -0.30196 0.761859 0.370058 0.060988 -0.10611 
  
 399 
 
  DISC INN INS OPT PEU PU 
629 -1.28569 1.847016 2.240026 1.698121 1.287584 1.436206 
630 -0.46095 -0.17878 2.006598 -0.9449 -0.12852 0.319639 
631 -1.71451 0.452986 2.253797 -0.31788 -0.31802 -0.16859 
632 -0.40992 -2.41248 -0.14727 -1.09676 -3.03376 -0.10611 
633 -0.26395 0.505471 -0.00032 -0.37154 0.060988 -0.10611 
634 1.297656 -0.22486 -0.57234 -0.68331 0.060988 -0.10611 
635 -1.80998 0.312476 -0.04148 0.534208 0.060988 -0.10611 
636 1.176533 1.019257 -1.52847 -0.5563 0.060988 -0.47897 
637 -0.3338 -0.29363 -0.00483 -1.60355 0.060988 -0.10611 
638 -0.97847 -0.65498 0.865885 -0.12892 -0.56365 -0.10611 
639 -2.2767 0.172623 0.34759 0.617839 1.477089 1.436206 
640 -1.66569 -0.29201 0.931411 -0.12892 0.060988 -0.10611 
641 1.407358 -0.12743 -0.76996 -0.48391 0.060988 -0.10611 
642 1.267378 -1.17265 0.546136 -0.27998 0.060988 -0.10611 
643 -0.21329 -1.38798 1.346978 -1.02445 -1.54462 -1.64843 
644 0.823746 -0.51124 0.423694 -1.69927 -1.54462 -1.64843 
645 0.580273 -2.50408 0.512255 -2.88149 -1.09256 -1.64843 
646 -1.42841 1.134416 1.384455 0.650216 0.646023 0.264751 
647 -0.62779 1.215565 0.213626 0.225493 0.496121 1.436206 
648 -1.31787 1.272495 1.140173 0.022147 -0.75316 -0.10611 
649 -0.42895 -2.41248 -0.14727 -1.09676 -3.03376 -0.10611 
650 0.255516 -0.02832 0.885709 0.961329 0.948176 -0.84703 
651 -1.28413 -0.11926 0.156047 0.320839 -0.4118 -1.27757 
652 0.4718 -0.43009 0.518641 -0.14787 -1.92363 -1.64843 
653 1.290308 -1.62545 -0.45226 -1.89753 -1.62148 -1.64364 
654 -0.96971 0.13398 -0.81185 0.022147 -0.31802 -0.10611 
655 0.327778 -0.5577 1.218491 0.246357 0.060988 0.324429 
656 0.397644 -0.24755 0.603199 -1.39095 0.060988 -0.10611 
657 3.07676 0.347388 -2.38165 0.924151 1.666594 1.436206 
658 -1.02116 -0.91301 -0.13348 -0.67653 -0.12852 -0.47698 
659 0.152236 0.711102 0.615197 0.437864 -0.58439 -0.84983 
660 1.218178 1.672651 -0.78389 1.502696 -0.52599 1.436206 
661 -1.14817 0.379858 0.973295 0.013245 0.250494 -0.10611 
662 0.195834 -0.22274 2.240026 -0.57257 0.589901 1.436206 
663 -1.66665 0.083686 -0.21329 0.127972 1.666594 0.269541 
664 -1.00893 -0.8402 1.950272 0.173241 -0.50753 -0.10611 
665 -1.11526 -1.27015 0.763158 -0.47683 -1.01571 -0.10611 
666 -0.67135 1.485893 1.696201 1.698121 1.098078 -0.10611 
667 -1.11608 0.329262 0.187998 0.537071 -2.37568 0.697281 
668 -0.32898 -0.15684 0.468022 0.005635 0.060988 -0.10611 
669 0.732368 -0.70173 0.973295 0.108817 -0.12852 -0.47418 
670 -0.1168 -0.01787 1.112406 -0.13782 -1.54462 -0.10611 
  
 400 
 
  DISC INN INS OPT PEU PU 
671 -0.1168 -0.01787 1.112406 -0.13782 -1.54462 -0.10611 
672 -1.49164 0.551873 1.052376 -1.31594 0.117111 -2.08096 
673 -0.63082 -0.64932 0.896121 -0.84383 -1.10949 -0.10611 
674 1.230479 0.722696 1.065405 1.52811 1.666594 1.436206 
675 1.304163 0.724699 -1.81349 0.833945 1.477089 1.436206 
676 0.974568 0.722696 1.355159 1.52811 1.666594 1.436206 
677 0.417057 -0.01787 -0.13941 -0.85095 -1.10949 -0.10611 
678 1.217951 -0.52119 -0.48101 -0.45445 0.250494 -0.47698 
679 0.805652 -1.36758 0.973295 -1.2082 -1.54462 -1.64843 
680 -0.03962 0.814024 -0.38314 0.895293 1.287584 1.436206 
681 -0.19929 0.563712 -0.08801 0.22205 0.060988 0.319639 
682 -0.9178 -0.50895 1.40889 -1.10922 -1.54462 -1.27757 
683 0.174699 0.631168 0.98989 -0.24049 1.477089 1.436206 
684 0.450291 1.205113 -0.32319 0.862153 1.666594 0.207061 
685 0.511291 0.823586 0.061398 0.084827 -1.88403 -1.64843 
686 0.275903 0.97449 -1.45004 1.360534 1.666594 1.436206 
687 0.214445 -0.69378 0.12572 -1.12717 -1.01571 -0.84703 
 
Note: 
*Yellow boxes indicate the identified outliers. 
INN Innovativeness INS Insecurity 
OPT Optimism PEOU Perceived ease of use 
DISC Discomfort PU Perceived usefulness 
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Appendix 17: Assessment of Normality for the Consumer Data 
Variable min max skew C.R. KI C.R. 
adopt 2 5 -0.66 -6.918 -0.124 -0.649 
Pu1 2 5 -0.372 -3.896 0.034 0.178 
Pu2 2 5 -0.296 -3.105 -0.195 -1.023 
Pu3 2 5 -0.201 -2.104 -0.477 -2.5 
Pu4 2 5 -0.224 -2.348 -0.471 -2.467 
Peou1 1 5 -0.581 -6.09 0.455 2.386 
Peou2 1 5 -0.499 -5.232 0.496 2.601 
Peou3 1 5 0.362 3.794 -0.336 -1.763 
Peou4 1 5 -0.5 -5.243 0.785 4.115 
Inn1 1 5 -0.047 -0.496 -0.143 -0.748 
Inn2 1 5 -0.326 -3.413 -0.37 -1.938 
Inn3 1 5 -0.483 -5.062 -0.153 -0.803 
Inn4 1 5 -0.299 -3.133 -0.319 -1.672 
Inn5 1 5 -0.429 -4.493 -0.002 -0.01 
Inn6 1 5 -0.418 -4.378 -0.095 -0.5 
Inn7r 1 5 0.189 1.976 -0.225 -1.178 
Opt1 1 5 -0.773 -8.098 1.039 5.447 
Opt2 1 5 -0.898 -9.411 1.571 8.23 
Opt3 1 5 -0.967 -10.131 0.799 4.189 
Opt4 2 5 -0.567 -5.946 -0.174 -0.914 
Opt5 1 5 -0.509 -5.33 0.444 2.329 
Opt6 1 5 -0.434 -4.553 0.037 0.193 
Opt7 1 5 -0.519 -5.444 0.39 2.046 
Opt8 1 5 -0.719 -7.533 0.917 4.805 
Opt9 1 5 -0.36 -3.771 0.223 1.166 
Opt10 1 5 -0.616 -6.458 1.03 5.399 
Ins1 1 5 -0.466 -4.884 -0.608 -3.184 
Ins2 1 5 -0.173 -1.818 -0.739 -3.872 
Ins3 1 5 -0.594 -6.228 -0.494 -2.591 
Ins4 1 5 0.364 3.813 -0.448 -2.348 
Ins5 1 5 -0.529 -5.542 -0.382 -2.003 
Ins6 1 5 -0.781 -8.187 0.41 2.147 
Ins7 1 5 -0.255 -2.672 -0.611 -3.202 
Ins8 1 5 -0.392 -4.113 -0.652 -3.418 
Disc1 1 5 0.044 0.466 -0.243 -1.273 
Disc2 1 5 -0.077 -0.811 -0.434 -2.273 
Disc3 1 5 -0.079 -0.831 -0.591 -3.099 
Disc4 1 5 -0.177 -1.859 -0.75 -3.93 
Disc5 1 5 -0.642 -6.723 0.28 1.467 
Disc6 1 5 -0.299 -3.138 -0.499 -2.613 
Disc7 1 5 -0.433 -4.542 -0.006 -0.031 
Disc8 1 5 -0.637 -6.677 0.264 1.385 
Disc9 1 5 -0.055 -0.572 -0.287 -1.502 
Multivariate 348.48 71.901 
 
 
Note: 
  
INN Innovativeness INS Insecurity 
OPT Optimism PEOU Perceived ease of use 
DISC Discomfort PU Perceived usefulness 
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Appendix 18: Leximancer Concept Maps and Theme Lists 
(1) Innovativeness – perceived benefits and evaluation prior usage of e-payment 
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(2) Innovativeness – perceived benefits and evaluation prior usage of e-payment 
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(3) Optimism 
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(4) Discomfort and Insecurity 
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(5) Perceived Ease of Use 
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(6) Perceived Usefulness 
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(7) E-Payment Adoption – reward programme 
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(8) E-Payment Adoption – surcharge fees 
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Appendix 19: Questions for Semi-Structured Interview with Technology Service 
Providers 
 
1. Business description 
a. Can you describe your company’s main businesses and expertise? 
b. How long have you been in the e-payment industry?  
c. Who are your main business partners and clients? 
 
2. Factors influencing adoption of e-payment by consumers and business 
a. Do you think consumers’ behaviour and perception towards new 
technologies (such as being innovative and optimistic, or feel insecure and 
discomfort towards adopting new technologies) strongly influence their e-
payment usage? Why? 
b. From your perspective, how significant is perception towards the usefulness 
and ease of use of e-payment contributes towards consumers’ e-payment 
adoption? 
c. What would be the main internal and external factors that influence 
businesses’ strategy and decision to adopt e-payment? 
d. Would the reliability and efficiency of e-payment infrastructure be the major 
factor for the consumers and businesses to adopt e-payment? Why? 
 
3. Challenges in providing reliable and efficient e-payment services 
a. What are the main challenges for e-payment service providers in providing 
reliable and efficient e-payment services? 
b. Which of these challenges can be resolve internally and which requires 
intervention or actions from external parties? Who are these external 
parties? 
c. Under the current situation, would you be able to provide a cost-effective e-
payment infrastructure (such as low terminal/card acceptance device rental 
or low monthly maintenance and service fee) in promoting its adoption? 
d. How strong is the support provided by the government and other related 
industries (such as telecommunication companies) in assisting you to 
provide such a reliable and efficient e-payment services? 
e. Is there any avenue (such as industry forum) for you to highlight issues and 
concerns relating to the development of e-payment infrastructure to the 
relevant parties? 
 
