Abstract. We present an algorithm to find two non-linear polynomials for the Number Field Sieve integer factorization method. This algorithm extends Montgomery's "two quadratics" method; for degree 3, it gives two skewed polynomials with resultant O(N 5/4 ), which improves on Williams O(N 4/3 ) result [12] .
Introduction
The Number Field Sieve (NFS) is the best-known algorithm to factor integers with no small factor. Since the factorization of RSA-130 in 1996, it has been used to break new factorization records, the last one being the RSA-768 challenge [5] . To factor an integer N , the first stage of NFS finds two irreducible polynomials f, g ∈ Z[x] with a common root modulo N ; this stage is known as "polynomial selection". Much algorithmic progress has been done recently in the polynomial selection stage, due to the work of Murphy [9] and Kleinjung [3, 4] . Those algorithms produce a non-linear polynomial f -of degree 6 for the factorization of RSA-768 -and a linear polynomial g. No efficient method is known to generate two nonlinear polynomials, apart from Montgomery's two-quadratics method, described in [1] and [9, Section 2.3.1], which is competitive for numbers up to 110 − 120 digits only [9] . This article presents an algorithm giving two non-linear polynomials with small coefficients, making progress towards the ultimate goal of generating two such polynomials whose resultant is N .
The plan of the article is the following. Section 1.1 defines the notations used and introduces some useful background on lattice reduction and resultants, then §2 recalls the current algorithms known, namely Montgomery's two quadratics method ( §2.2) and Williams algorithm ( §2.4). We then present in §3 our main contributions, together with concrete examples, and conclude in §4.
Notation and Background.
Let N be the number we want to factor. We note ||a|| the Euclidean norm of a vector a. In the whole article we use some wellknown results about lattice reduction. A lattice is a set of d independent vectors b 1 
The volume of a lattice L (identifying a lattice and its matrix) is vol
It is known that the LLL algorithm [6] can find a short non-zero vector of a ddimensional lattice with norm at most 2
is the norm of the shortest nonzero vector of L, and λ 2 (L) is the second minimum. Also, Theorem 9 p. 48 from [10] states that the second vector returned by LLL satisfies ||b 2 || ≤ 2
with the parameter δ = 3/4 (used by default by most LLL implementations). This proves that LLL finds at least two short non-zero vectors of norm about vol(L)
1/d , with a constant multiplicative factor depending only on the dimension d. More details about lattice reduction and the LLL algorithm can be found in [10] . 
For example with N = c59, d = 3, a d = 60, = 46189, we obtain with m = 10608920182166101507:
whose resultant with g = x − m equals −N .
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2.2. Montgomery's "Two Quadratics" Algorithm. This algorithm, due to Montgomery, is described in [1] ; see also [9, Section 2.3.1]. It yields two quadratic polynomials with coefficients of optimal size. So far, nobody has managed to generalize it to larger degrees, with Res(f, g) = |N |. The idea is the following: let
The polynomials f and g admit a common root m modulo N if and only if a and b are both orthogonal (over Z N ) to the vector
Montgomery's two quadratics algorithm works as follows:
(1) choose a prime p such that p < N 1/2 and N p = 1. The second condition guarantees the existence of a square root of N modulo p; 
The volume of the lattice spanned by a and b is about cp, thus we can expect short vectors of norm about
. Each prime p yields two distinct pairs of polynomials (indeed we have two possible choices for c, one for each square root of N modulo p). Therefore we can generate many pairs of polynomials, among which we just have to look for the best pair. 2 +77947726478583x+196400087271641 admit m = c/p as common root modulo N , and we have Res(f, g) = N .
Using Geometric Progressions.
In [9, page 38] Murphy presents another idea from Montgomery to find non-linear polynomials, based on a personal communication from Montgomery [7] ; see also [8] . The starting point is a small GP of 2d − 1 terms modulo N .
In fact, it turns out that a GP of d + 1 terms is enough. Given such a GP, we can obtain two non-linear polynomials of degree d with a common root modulo N as follows. Assume we have a GP c 0 , c 1 , . . . , c d of d + 1 terms, such that c i = c 0 m i mod N . We then form the matrix:
For K a large enough integer, LLL-reducing this matrix gives short vectors of the form [a 0 , a 1 , ..., a d−1 , a d , 0] t , since the last coordinate has to be a multiple of K, and for K larger than the expected norm of the shortest vector, the only possible multiple of K is zero. Since the last coordinate is zero, it yields a 0 c 0 1/(2d) , we find 3744 resultants equal to N .
Generalizing Montgomery's Method.
We present an algorithm which generalizes Montgomery's "Two quadratics" method to higher degrees. This algorithm also generalizes Williams algorithm [12] (which corresponds to the particular case S = 1 of our algorithm). This algorithm is based on Montgomery's GP idea ( §2.3), but differs since we consider here a GP of d + 1 terms instead of 2d − 1, and also consider skewed polynomials. Consider the GP of d + 1 elements modulo N 1, c, .
where c is near from
We perform an LLL-reduction of the matrix
x + a 0 admits c as a root modulo N . Two short vectors yield two polynomials with common root c modulo N .
We detail below this algorithm in the case d = 3. The matrix we obtain is:
LLL-reducing this matrix yields a vector of the form:
If K is the norm of the shortest vector, the a i satisfy K ≈ |a i |S i , and our goal here is to minimize the medium size of the coefficients, which corresponds to √ a 0 a 3 ≈ KS −3/2 . From §1.1, we know that LLL can find a short non-zero vector of L with norm at most 2
Assume S N 1/3 (we obtain a stronger condition on S below). In that case, the dominant term in
How large can we choose S? To get the medium coefficient value (and thus the resultant) as small as possible, we want S as large as possible. With a 1 = 1 and a 2 = a 3 = 0, we obtain the vector [c, S, 0, 0] t , which corresponds to the linear polynomial x − c. Since we are looking for non-linear polynomials, we want to avoid finding this polynomial, thus the expected norm of the short vectors should be smaller than the norm of this vector, which is about c ≈ N 
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Example. If we take N = c59, c = N 1/3 = 41532518328905347816, S = 4 · 10 4 , we obtain:
whose resultant is a 73-digit number, multiple of N , and about N 1.22 . The obtained resultant is 6 digits less than with Williams algorithm. On the 91-digit input from [12] , with the same value of c used by Williams (denoted r 1 in [12] ) and S = 10 8 , we get a resultant of 113 digits instead of 120 digits.
3.3. Analysis of the Generic Case. In the case of degree d, the determinant of L t L in Eq. (1) has the general form:
where 
Concluding Remarks
We have presented a new algorithm that generates two non-linear polynomials for the Number Field Sieve integer factorization algorithm. This algorithm extends Montgomery's two quadratics method to higher degrees, and improves on Williams algorithm in the two-cubics case, where it finds two polynomials with resultant O(N 5/4 ) instead of O(N 4/3 ). We have analyzed the generic case of degree d. We have made progress towards the goal of producing two optimal non-linear polynomials, i.e., with resultant O(N 1+ε ). Our algorithm might still be improved: in the example at the end of §3.2 the coefficient of x 2 is much smaller than what is allowed by the skewness bound; if we knew how to produce a larger coefficient of x 2 , we can hope it could decrease the size of the other coefficients, and thus decrease the size of the resultant.
Another open question is how to produce two non-linear polynomials of different degrees, say degrees d and d − 1. This might be interesting for several reasons.
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Firstly, going from two polynomials of degree d − 1 to two polynomials of degree d yields an increase of 2 in the sum of the degrees, which is the main complexity parameter of NFS. If we know how to generate good polynomials of degrees d and d − 1, we would increase the degree sum by 1 only. Secondly, when using lattice sieving, we could use special-q's on the degree-d side, which might leave cofactors of comparable size on the degree-d side -after dividing out by the special-qand on the degree-(d − 1) side.
