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The mean initial velocities of analyte ions ranging in molecular weight from 1000 Da to 150
kDa and desorbed with a pulsed Er:YAG laser from various solid-state and liquid IR MALDI
matrices were measured along with those of the matrix ions. Experiments with UV MALDI
were performed for comparison in addition for a 2,5-dihydroxybenzoic acid preparation. Two
different measurement principles were employed, (1) a delayed extraction method, relying on
the initial velocity-dependent increase of flight times with delay time between laser and HV
ion extraction pulse, and (2) a field-free drift method in which the first region of a two-stage
ion source was varied in length and the flight times compared. The two methods yielded
somewhat different values for the mean initial ion velocities. Based on a detailed discussion of
the measurement principles it is suggested that the actual initial velocities of IR MALDI ions
lie between the limits set by the two methods. The influences of the analyte-to-matrix ratio,
laser fluence, and laser wavelength on the initial ion velocities were also investigated.
Significant differences between the desorption mechanisms for liquid and solid-state matrices
were observed. (J Am Soc Mass Spectrom 2002, 13, 209–220) © 2002 American Society for
Mass Spectrometry
Measurements of the initial kinetic energy ofions and particles form a straightforward ap-proach for investigations on the mechanistics
of laser desorption and laser desorption/ionization
processes. In time-of-flight (TOF) mass spectrometry,
the large and mass-dependent initial kinetic energies of
analyte ions in matrix-assisted laser desorption ioniza-
tion (MALDI), along with a large width in the energy
distributions have moreover posed substantial limita-
tions on the instrumental performance for a long time.
With state-of-the-art delayed extraction (DE) [1, 2] in-
struments these problems can now partly be overcome
[3, 4], although sophisticated calibration procedures
incorporating explicit initial velocity values are re-
quired [5, 6]. The determination of the initial velocities
of MALDI ions has, therefore, found substantial interest
in the last years also from this practical viewpoint.
A relatively large number of studies on the kinetic
energies of laser desorbed* particles or ions have been
performed in the past. With respect to mass spectro-
metry these studies focused on either direct laser de-
sorption/ionization (LDI) with pulsed infrared (IR) and
ultraviolet (UV) lasers, e.g., [7–15] or, more relevant for
this work, MALDI-MS [5, 16–28] with pulsed ultravio-
let lasers. The first measurements of initial ion velocities
in infrared MALDI were reported only very recently by
Ermer et al. [29].
Different experimental approaches for the determi-
nation of initial (ion) velocities have been pursued in
these studies. A survey of the employed techniques for
UV MALDI has recently been given by Glu¨ckmann and
Karas [17]. Following their classification, the techniques
can essentially be arranged into three groups.
In the so-called delayed extraction methods (DEM)
[5, 16, 17], the mean initial axial velocity is deduced
from the change in overall ion flight times upon varia-
tion of the delay time applied between laser and ion
extraction pulse in the ion source. In the field-free drift
methods (FFDM) initial velocities have been deduced
either purely from the drift time in a field-free region
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[29], a comparison between the flight times with and
without a field in a first ion stage region [18, 19], or in
orthogonal acceleration geometries in which ions were
extracted perpendicular to their centre of mass move-
ment, after passing through a field-free region [15, 20].
In yet another variant initial ion velocities were deter-
mined in a modified Wiley-McLaren set-up [23].
A considerably different approach is the determina-
tion of initial velocities by the postionization of de-
sorbed neutral molecules. Here, usually the delay time
between desorption and postionization laser pulses is
varied and velocities are determined from the ion
intensity versus delay time distribution [8, 21]. Finally,
a laser induced fluorescence (LIF) technique has been
employed to characterize UV MALDI plume dynamics
[27]. The experimental studies have been supplemented
by a number of theoretical studies [30–32] and more
recently, by molecular dynamics simulations (MD) [33–
37].
It should be emphasized that for principle reasons
none of the methods including the experiments intro-
duced in this paper is capable of really reflecting the
temporal evolution of the condensed phase disintegra-
tion and early plume expansion. Instead, essentially all
techniques rely on the measurement of flight times after
the plume has expanded over a considerable distance.
Moreover, all measurements are based on the detection
of ions which form only a small fraction of the dense
neutral particle cloud. The term initial, therefore, ap-
pears rather undefined. Collisional interactions during
the early phase of plume expansion can be expected to
lead to substantial changes in the three-dimensional
initial velocity distributions. Works by Noorbatcha et al.
[38] and Kelly et al. [39] have, for example, demon-
strated that even in the case of the removal of very low
amounts of material on the order of a monolayer and
below, a Knudsen-layer will generally be fully devel-
oped, involving a sufficient number of collisions to
dynamically change the distributions and eventually
determine the overall gas-phase dynamics.
In this work initial velocity will be understood in the
usual way as the free expansion velocity into the
vacuum of the TOF spectrometer ions have acquired
after essentially all interactions in the expanding plume
are complete. Moreover, one has to differentiate be-
tween mean overall velocity and mean axial velocity,
the latter is essentially determined. This is a convolu-
tion of mean velocities of ions and the angle-dependent
transmission of the instrument.
Considerably different values for the mean initial
velocities of UV MALDI ions have been reported in the
previous studies. Mean initial velocities between about
200 and 650 ms1 have, for example, been reported in a
study by Glu¨ckmann et al. employing the DE method
[17]. In other publications considerably higher initial
velocities closer to 1000 ms1 were reported for compa-
rable analyte matrix systems [18, 20, 23, 29]. Surpris-
ingly, these obvious differences have hitherto hardly
been addressed in pertinent literature. Comparing the
DEM and the FFDM experiments, generally higher
values were determined if the FFD method was used,
suggesting that the major reason for the observed
differences may be related to the measurement method.
In other studies, mean axial ion velocities, i.e., the
velocity component in the direction of the sample
normal, were found to be significantly higher than the
corresponding radial components [19, 23]. Conse-
quently, MALDI-plumes are strongly forward-peaked.
The diverse outcome of the different experiments can
therefore possibly be attributed to the discrimination of
off-axial plume components, in particular by the FFD
method.
The present article addresses the mean initial veloc-
ities of IR MALDI generated analyte and matrix ions,
investigated with respect to the most relevant sample-
and laser-related parameters, the type of matrix, molec-
ular weight of the analyte and the molar analyte-to-
matrix ratio, as well as the laser fluence and wave-
length. Special attention is paid to a comparison
between solid-state and liquid matrices. Peptides and
proteins were investigated as analyte molecules.
In order to evaluate and control possible instrumen-
tal influences and artifacts due to the measurement
principle to some extent, the two most important,
independent methods were employed and compared:
(1) A delayed extraction method (DEM) and (2) a
field-free drift method (FFDM) in which the length of
the field-free expansion region was varied.
Experimental
Mass Spectrometer
All experiments reported here were carried out with an
in-house built time-of-flight mass spectrometer in the
positive ion and linear TOF mode, with a field-free drift
length of 2.16 m. The residual pressure in the mass
spectrometer was typically (1–3)  106 mbar. Ions are
accelerated in a split extraction source (Figure 1). The
target is mounted on a precision linear motion drive.
The distance S1 between target and first extraction mesh
electrode can be varied between 2 and 8 mm. Electrodes
E1 and E2 are electro-formed nickel meshes of 90%
optical transmission (70 lpi, MN-17, Buckbee Mears St.
Figure 1. Schematic diagram of the ion source of the mass
spectrometer. See Table 1 for values of distances and applied
voltages.
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Paul, St. Paul, MN). A venetian-blind secondary elec-
tron multiplier (9643/A, Emi-Thorn, Ruislip, UK),
equipped with a conversion dynode, mounted 10 mm
in front of the first dynode, is used for ion detection.
After preamplification, signals are digitized by a tran-
sient recorder (LeCroy 9354, Chestnut Ridge, NY) and
transferred to a PC. Signal processing is done with an
in-house developed program for data acquisition and
evaluation (ULISSES, Chips Work, Bonn, Germany). A
CCD camera is used for sample observation and laser
spot localization with a resolution of 20 m.
Three different IR lasers were employed. A
Q-switched Er:YAG laser (Speser, Spectrum GmbH,
Berlin, Germany) emitting at 2.94 m served as the
standard IR desorption/ionization laser. The shot-to-
shot pulse energy stability of this laser is 5%. For the
experiments on possible wavelength effects, a
Q-switched Er:YSGG laser (SEO 1-2-3, Schwartz Electro
Optics, Orlando, FL) emitting at 2.79 m and a TEA-
CO2 laser (Laser Science, Inc., Franklin, MA) emitting at
10.59 m were additionally employed. The pulse width
of all lasers was adjusted to 80–90. All IR lasers were
coupled into the mass spectrometer via the same vac-
uum port. Care was taken by appropriate choice of the
focusing optics so that the focal laser spots on the target
were in the range of 100 and 200 m in diameter and
comparable for all lasers. The angle of incidence was
45°. In case of the Er:YAG and the Er:YSGG laser
fluences could be adjusted continuously by means of a
stepper-motor driven dielectric attenuator (Laser Optik
GmbH, Garbsen, Germany). Stacks of meshes of differ-
ent transmission served as attenuators for the CO2 laser.
Laser pulse energies were measured by placing the
head of a high-precision energy meter (RK 3230. Laser
Precision, Corp., Yorkville, NY) into the laser beam line
behind the attenuators.
In the experiments to investigate the fluence depen-
dence of the initial velocities a fiber optic based delivery
system was used as described previously [42], in order
to produce a desorption spot on the sample with a
reasonably uniform fluence distribution, independent
of the laser pulse energy. In short, the Er:YAG laser
beam was coupled into a ca 1.8 m long sapphire fiber
with a core diameter of 350 m (no cladding; Saphikon.,
Milford, NH) and the intensity profile on the end face of
the fiber imaged 1:1 onto the sample by two planocon-
vex lenses of 100 mm focal length.
For comparison, UV MALDI experiments were con-
ducted with an N2 laser (VSL-337ND, Laser Science,
Inc., Franklin, MA) emitting at 337 nm (pulse width, 3
ns). This laser is coupled into the mass spectrometer via
a separate port. The UV focal spot size is about 100 m
in diameter and the angle of incidence 45° as for the IR.
Sample Preparation
Compounds were purchased from commercial suppli-
ers and used without further purification. Liquid ma-
trices, glycerol, di-glycerol, triethanolamine (TEA), di-
ethanolamine, and lactic acid were mixed with aqueous
analyte solution on the stainless steel target. Typically,
volumes of 0.5–1 l of aqueous analyte solution were
mixed with 1–5 l of matrix to yield a molar analyte-
to-matrix (A/M) ratio of 106–104. Prior to insertion
into the high vacuum of the mass spectrometer most of
the solvent water was gassed off for some minutes in
the pre-vacuum (ca 102 mbar) of the sample transfer
chamber. Because of the low vapor pressure of all
matrices, A/M ratios and sample morphologies, espe-
cially the thickness of the sample drop, did not change
significantly during the time of the individual measure-
ments.
Solid matrices, succinic acid, thiourea, and TRIS,
were prepared using a thin-layer, fast evaporation
technique for an optimal sample homogeneity: Vol-
umes of 2–5 l of a ca. 101 M aqueous solution of
matrix were mixed with 0.5–1 l volumes of 106–104
M aqueous analyte solution to yield A/M ratios of
106–103. The solvent was evaporated rapidly in the
pre-vacuum to yield comparatively micro-crystalline,
morphologically homogeneous samples with crystals of
a few micrometers in size. To increase the sample
thickness for a greater number of possible shots on the
same spot, two to three analyte/matrix layers were
usually prepared on top of each other. DHBs (in a
mixture of 90% 2,5-dihydroxybenzoic acid and 10%
2-methoxy-5-hydroxybenzoic acid), used for compari-
son between IR- and UV MALDI, was prepared by the
dried droplet method: a volume of ca. 1 l of aqueous
matrix solution was mixed on-target with 106–104 M
aqueous analyte solution to yield molar A/M ratios of
105–104. In this case solvent evaporation was forced
by a stream of cold air.
Ice matrix preparations, herein referred to as frozen
hydrated preparations, were made by drying 103 M
aqueous analyte solutions onto the metal target under
ambient conditions, as described previously [40]. Sub-
sequently, these samples were cooled down by immers-
ing the targets into liquid nitrogen before rapid transfer
into the mass spectrometer. By this procedure a small
amount of water of hydration was retained in the
preparation. The relatively large heat capacity of the
sample stage kept the sample below 20 °C during the
measurement.
Determination of Mean Initial Ion
Velocities
Delayed extraction method (DEM)
In this approach data analysis relies on the change in
flight time of the ions upon variation of the delay time
between laser and ion extraction pulse.
Of utmost importance for the DE method is an as
accurate as possible knowledge of the electric field in
the first extraction region during the delay time before
ion extraction. In this period it should be constant, in
particular near the sample surface, and most conve-
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niently, zero. The electric field during ion extraction
thereafter should also be very precisely defined .
Any deviation from the assumed field strength,
caused, for example, by field penetration through the E1
mesh and/or drifts in the outputs of the power supplies
for target and first extraction electrode strongly affects
the flight-time curves and the derived velocities. These
effects were, therefore, examined especially carefully.
3D-SIMION 6.0 simulations were performed to estimate
the required reverse potential applied between target
and E1 to effectively compensate fringing fields. In these
simulations a reverse voltage of20 V (for a total target
potential of 12.5 kV) was found to reduce the residual
field strength to below 0.3 V/mm for a distance above
the target from z  0 mm (target surface) to z  6.7 mm
for an overall distance S1 from target to first mesh of 8
mm.
Experimentally, the field-free condition was verified
by determining the flight time of low mass ions. Na
ions were desorbed from the very thin inner area of a
DHB dried droplet preparation, and their flight times
measured as a function of delay time for ion extraction.
For field-free conditions an increase close to linear in
the flight time with delay is predicted by the flight time
equations (eq 1). For poorly compensated fringing fields
with a residual (accelerating) field strength of only a
few volts/mm in S1, the resulting curve is significantly
parabolic (data not shown). By fine-tuning of two
properly adjusted power supplies (SN series, FUG,
Rosenheim, Germany) the time-of-flight curve of the
Na ions changes from a parabolic to an almost linear
slope for optimal zero field approximation. In the
overcompensated case with a decelerating field, the
measured curves unexpectedly deviated from the pre-
dictions. Surprisingly, the experimental curves re-
mained linear for increasingly large reverse fields up to
200 V/mm. The increase in flight-time is then exactly
the delay time applied. This can be explained by the
assumption that Na ions remain mobile near or at the
target surface and get accelerated by the full accelera-
tion potential after the extraction field is switched on. A
linear slope alone is, therefore, NOT a suitable criterion
for zero field conditions. Instead, the rather sharp
transition from non-linear to linear has to be carefully
monitored. In agreement with the simulations through-
out all experiments, zero-field conditions were realized
by setting the target voltage to 12.480 kV (2.5 V) and
UE1 to 12.500 kV (2.5 V). The accuracy of 2.5 V
reflects the long-term thermal stability of the HV power
supplies, determined in a separate experiment.
DE difference voltages UDE between 2.0 and 6.5 kV
were applied in the experiments. A systematic influence
of the applied delayed extraction voltage on the initial
velocity values determined by DEM was not observed
for any of the matrices. Delayed extraction was realized
with a home-built DE unit on the basis of a Behlke high
voltage switch (HTS 80, Behlke Electronic, Kronberg,
Germany). The DE HV pulse was applied to E1 and had
a rise time of about 10 ns with minimal ringing. The
target potential was blocked with a HV-capacitor in
order to prevent a pull-down of the target voltage when
pulsing the HV on E1. The delay time between laser and
DE pulse can be varied from 100 ns to 10 s.
Generally, one has to differentiate between a possible
systematic error in the determination of the initial veloci-
ties, e.g., due to experimental uncertainties, and an uncer-
tainty due to statistical variation of data (relative error).
Both types of error are assessed separately below.
Major systematic errors in the determination of v0
result from the uncertainty in measurement of the
length S1 of the first extraction region (about 0.15 mm
in this study), the ion acceleration region S2 (0.1 mm),
the length of the drift path (0.01 m) and the applied
voltages (2.5 V per power supply), as well as the
thickness of the sample. The latter shifts the desorption
spot in the z-direction and introduces an additional
dielectric. The transmission of the mass spectrometer
was also found to influence the flight time distributions
to some extent, e.g., if the desorption laser spot was
located off ion-axis, which was, therefore, carefully
controlled throughout the experiments.
Another minor source of error is that ion flight times
were determined from the signal peak centroid. Any
spread in initial energies combined with the variation of
the delay time pulse must result in a delay time and
energy spread-dependent transformation of the ion
arrival time distributions at the detector. As a result, the
peak shape is a convolution of a delay time-dependent
function and the initial velocity or energy distribution;
the latter is not known and cannot be derived from this
sort of measurement. The mathematical treatment of
this effect would need a proper knowledge of the
energy spread in (IR) MALDI. It was, therefore, not
accounted for in this study, nor has it apparently been
addressed before.
Finally, the deceleration/acceleration in the Einzel
lens used to focus the ions onto the detector and the
post-acceleration in front of the detector introduce a
(very) slight dispersion in the flight-time because of the
delay time dependent kinetic energies of the ions lead-
ing to different acceleration times.
The different sources of error were found to influ-
ence the measurements differently for light and heavy
ions. As a worst-case estimate for the given experimen-
tal set-up, the compounded maximum error of the
above contributions, v0,max is estimated to 10% for all
analyte ions. For the low-mass matrix ions the possible
error is considerably larger and difficult to estimate
since already very weak residual fields can lead to
significant changes in the flight-time curves. The values
given for matrix ions in Table 2 should, therefore, be
taken with caution.
A critical evaluation of eq 1 and estimate of errors
also revealed that the reliability of the DE method for
the determination of the initial velocity v0 is consider-
ably improved if a large S1 is used in combination with
long delay times  and a low UDE, and, further, if ions
with high molecular mass are investigated. These pre-
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cautions have not been implemented in most of the
previous studies [5, 17, 41].
Each flight time was derived from a sum spectrum,
comprising ca. twenty single shot exposures. In case of
the solid-state matrices the target was moved to expose
a fresh spot after two to three consecutive laser pulses.
For the liquid matrices the laser spot did not have to be
moved because of sample regeneration. The statistical
variation in flight times, T, of the sum was determined
for succinic acid and glycerol, representative for the liquid
and solid matrix classes. For succinic acid T was deter-
mined to be about 0.12%, 0.34%, and 0.96% for delay times
 of 0–1.5 s, 1.5–4.0 s, and 4.0–6.0 s, respectively. The
corresponding values for glycerol were T 0.06%, 0.16%,
and 0.60%. The increase of the T values results from
signal peak broadening with increasing . The T values
were included in the Levenberg-Marquard algorithm
from which the resulting standard deviation v0 for the
initial velocities v0 were derived. For all measurements v0
was in the range of 1–3%. This value is small compared to
the accuracy of the method determined by the possible
systematic error v0,max of 10%.
Data Analysis for DEM
v0 was derived from a Levenberg-Marquard fit of eq 1a
to the experimental data. Run time variable was . The
theoretical flight time of an ion of mass m and charge
number Z 1 is given by
T    C(TS1  TS2  TTOF) (1a)
with
TS1   2mqUDE1v0S1   (S1  v0)
 (k1  k1  1) (1b)
TS2   2mq(Utarg  UDE)  S2  k1UDE1 
v0
S1

Utarg  UDE
 1
 k1UDE1  v0 S1 
Utarg  UDE
 (1c)
TTOF   m2qUtarg  UDE v0S1   L 
1
k2
(1d)
where
k1  1 
mv0
2
2qUDE1  v0S1 
and
k2  1 
mv0
2
2qUtarg  UDE1  v0S1 
T is the total ion flight time, TS1 and TS2 are the flight
times in the first and second extraction region, TTOF is
the flight-time in the rest of the mass spectrometer,  is
the delay time between laser and HV extraction pulse
UDE, and q the elementary charge. The definition of all
other parameters and constants in the time-of-flight
equations is given in Table 1 along with their experi-
mental values where appropriate.
The factor C in eq 1a serves as scaling factor and is
introduced into eq 1 to account for the observation of
systematically longer flight times than predicted by the
simple flight-time equation. In fact, C compensates for
effects of different origin. The first is a pool of not
deconvolutable process-related mechanisms, of which
collisions of ions with neutral molecules in the plume
and space charge and shielding effects in the ion cloud
can be assumed to be most significant. C furthermore
accounts for uncertainties in the knowledge of the
geometrical parameters used: The overall drift length,
L, and the applied voltages. Finally, C also accounts for
two (minor), above mentioned instrumentation-related
effects on the overall flight time which are not explicitly
accounted for by the terms in eq 1, the deceleration/
Table 1. Physical constants and parameters used in the experiments, in eq (1a)–(1d), and for the Levenberg-Marquard algorithm
 Run-time variable for Levenberg-Marquard fit Delay time for ion extraction
v0 Fit parameter for Levenberg-Marquard fit Mean initial axial ion velocity
C Scaling factor for Levenberg-Marquard fit
m 100 Da–150 kDa Molecular weight
S1 8 mm (0.15 mm), 6 mm (0.15 mm) Length of 1. extraction region
S2 12.5 mm (0.1 mm) Length of 2. extraction region
L 2.16 m (0.01 m) Overall flight length (without extraction stages and detector)
Utarg 12480 V (2.5 V) Target voltage
UDE 2 kV; 2.85 kV; 5 kV, or 6.5 kV (10 V each) Delayed extraction voltage (voltage difference between target
and first extraction electrode after HV-pulsing)
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acceleration in the Einzel lens and the post-acceleration
onto the detector. [It should be noted that the traverse
time through both ion optical elements also exhibits a
slight dependence on the kinetic energy of the incoming
ions and hence delay time. This effect was estimated by
SIMION simulations and found to be negligible com-
pared to the change of overall flight-times with . The
additional time introduced by the flight time of second-
ary ions in the post-acceleration detector, on the other
hand, is essentially a constant for a given post-acceler-
ation voltage. For an average secondary ion of mass 50
Da and a post-acceleration potential of15 kV this time
can be calculated to about 150 ns which is negligible
compared to the overall flight time of a few ten to a few
hundred s and was therefore not included in eq 1.]
Actually, the introduction of this scaling factor has no
impact on the determined value of v0, it merely shifts
the calculated curve to coincide with the measured one
to yield an optimal statistical fit. Typically, C deviated
from a value of 1 by no more than 2%. More impor-
tantly, the values of v0, reflecting the slope of the T
versus  curve, varied by less than the statistical varia-
tion of the values of 1–3%, described above.
The parameters in eq 1b to 1d affect the course of T()
in different ways. L and Utarg affect essentially the total
flight time of the ions and the intersection of the
time-of-flight curve with the ordinate. The slope of T()
is essentially determined by v0 and the field strength E
in the first extraction region.
A typical flight-time plot as used for the determina-
tion of v0 is displayed in Figure 2, for the desorption of
angiotensin II ions from a glycerol matrix. The bending
of the measured flight times towards larger than pre-
dicted times for small delay times  up to about 1200 ns
was consistently found for liquid and, somewhat less
pronounced, for solid-state matrices and can be attrib-
uted to the delay time dependent energy deficit ions
acquire upon acceleration after the extraction field is
switched on (by collisions of partly accelerated ions
with slower neutral plume components). This is not
accounted for in the flight time eq 1b–1d. This deficit is
particularly large for short delay times of ion extraction
and hence, still dense plumes at the instant of ion
acceleration. For the determination of v0 only results for
long delay times exceeding 1500 ns were, therefore,
used. A best fit to eq 1 is in this case found for a value
of C  1.013 and v0  930 ms
1 (solid line). For
comparison a fit to the data in a delay time range
between 200 and 1200 ns is also drawn (dashed line). A
best fit in this range of delay times results in a consid-
erably lower v0 of 420 ms
1.
Field-Free Drift Method (FFDM)
The second method used for determination of mean
initial velocities v0 relies on the change in flight time
T upon variation of the field-free distance S1 between
target and first extraction electrode. Three values of 4,
6, and 8 mm were realized in the experiments by
retracting the target relative to E1. Ions drift field-free
in S1 and are accelerated by the static electric field in
S2. The initial velocity v0 follows from a the simple
relation of v0  	S1/	T. With this method, a zero-
field in S1 is a crucial prerequisite, in particular for
small ions for which, for example, fringing fields in a
nominally field-free region would influence the flight
times substantially. To improve the field conditions,
an additional mesh, N1, with 78% optical transmis-
sion (200 lpi, MN-32, Buckbee-Mears St. Paul, St.
Paul, MN) was installed 1 mm in front of E1 towards
the target and held at target potential. The remaining
field from field penetration through E1 and N1 was
compensated by applying a small reverse voltage of
16 V (for a total target potential of 12.5 kV) between
N1 and E1. This value was determined by SIMION
calculations and verified experimentally for Na ions
as described above. The still remaining residual field
strength was estimated from the SIMION calculations
to be 0.075 V/mm for S1  4 mm and 0.032 V/mm
for S1  8 mm.
At least twenty single shot mass spectra were
summed for each flight-time value as described above.
Flight times were determined from the centroid of the
ion peak. Because of the additional mesh electrode N1
adjustment of zero-field conditions was compara-
tively uncritical and the respective error in the deter-
mination of v0 due to residual fields in S1 were
therefore negligible. The target position could be
changed with an accuracy of 5 m and the resulting
error in 	S can thus also be neglected. The main
possible systematic error in the FFD method results,
therefore, primarily from the dependence of the total
ion flight time on the angular acceptance of the mass
Figure 2. Typical flight-time curve T() as used for the determi-
nation of the initial ion velocities, in this case for desorption of
angiotensin II ions from a glycerol matrix. Flight-times were
recorded as a function of the delay time between laser and DE HV
pulse. The Er:YAG laser was employed for desorption ionization;
the applied DE voltage was 5 kV. The solid line is a best-fit of eq
1 to the experimental data in the delay time range between 1200 ns
and the applied maximum delay time of 4200 ns with v0  930
ms1 and C  1.013. The inset shows the enlarged small delay
time range. A fit to these data in between 200 and 1200 ns would
result in a significantly lower v0 of 420 ms
1 (dashed line). The
delay time of zero denotes continuous ion extraction.
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spectrometer, which depends critically on the laser
spot localization relative to the TOF axis and, in
particular, the settings of the ion lens. The maximum
systematic error for the determination of v0 was
estimated to v0,max  20%, based on experimental
tests of the worst case scenario (positioning the laser
spot off-axis and varying the ion lens focusing con-
ditions.)
Standard deviations, v0, were determined for glyc-
erol and succinic acid as representative for liquid and
solid-state matrices to 9% for glycerol and 15%
for succinic acid. Only the standard deviations are listed
in the tables. For both DEM and FFDM, the tabulated
initial velocity values (Tables 2–5) are the average of up
to ten individual measurements.
Results
Influence of the Matrix and the Mass
of Analyte Ions
Table 2 summarizes the initial velocities for analyte and
matrix ions for various solid-state and liquid matrices,
determined by DEM and FFDM.
For DEM, fluence was adjusted to about 1.2–1.4
times the individual matrix-dependent ion threshold
fluence, H0. The determination of absolute fluence
values was beyond the scope of this study, these values
have been determined previously for comparable expo-
sure conditions in the same instrument for some of the
matrices [42, 43].
Due to the additional N1 mesh and the reduced
transmission conditions, the applied fluence was gen-
erally somewhat higher and less well defined for
FFDM. For IR MALDI the FFD method was found
useful up to a mass of about 70 kDa (BSA). The very
long flight times for ions of even higher masses (e.g.,
mouse IgG, 150 kDa), accompanied by a very limited
quality of the mass spectra, led to an unacceptably large
uncertainty in the time-of-flight. These values were
therefore excluded from the table. For UV MALDI the
usable mass range for FFDM was limited to about the
mass of trypsin of 24 kDa (data not shown).
The mean initial velocities acquired with the DE
method fall into the range of ca. 500–1000 ms1. The
corresponding FFDM values lie in between ca. 800–
1500 ms1 (with the exception of BSA desorbed from a
dried-droplet DHBs preparation). Particularly large dif-
ferences between the DEM and the FFDM values were
found for the liquid matrices TEA and glycerol for
which the two measurement methods differed by up to
350 m1 under otherwise identical conditions. Within
the margins of the (rather conservatively) estimated
maximum possible systematic error of about 10% for
the DE and 20% for the FFD method, respectively, the
Table 2. (Mean) initial velocities v0 (in ms
1) of IR and UV MALDI ions, determined with the delayed extraction (DEM) and the
field-free drift method (FFDM) for desorption from different matricesa
Method:
Matrix
Glycerol
(92 Da)
Di-glycerol
(166 Da)
Triethanol
-amine
(149 Da)
Lactic acid
(90 Da)
Thiourea
(72 Da)
Succinic
acid
(116 Da)
TRIS
(121 Da) DHBs (154 Da)
DE FFD DE DE FFD DE FFD DE FFD DE FFD DE FFD DE FFD DE FFD
Matrix ionsb 982 1570 — 932 1282 1006 888 1054 1022 786 1094 — — 511 741 1070 911
18 141 14 115 21 75 25 153 18 164 15111 51 136
Angiotensin I 911 1389 — 875 1413 888 1340 1072 1129 743 821 822 987 704 915 740 886
(1046 Da) 7 141 11 127 14 120 31 169 12 112 19 140 22137 28 132
Cytochrome C 882 1203 — 970 1142 — — 939 1313 735 909 867 904 689 887 689 783
(12,359 Da) 15 108 15 102 20 196 17 136 28 135 25133 18 117
Lysozyme 944 1186 897 992 1157 962 1155 — — 672 846 — — — — — —
(14,304 Da) 11 107 21 20 104 25 103 22 106
BSAc 924 1211 922 932 1320 910 1100 922 1096 692 752 790 1040 662 541 576 —
(66,400 Da) 20 109 13 13 118 18 99 24 164 21 112 28 155 45 81 30
IgGd 849 — — — — — — — — 637 — — — — — 441 —
(150,000 Da) 14 32 24
IgG-dimer 852 — — — — — — — — 598 — — — — — — —
(300,000 Da) 25 52
Laser 2.94 m 337 nm
aThe Er:YAG laser (  2.94 m) was used for IR MALDI and the N2 laser (  337 nm) for UV MALDI. The accuracy of the DE method is ca. 10% for
all analyte ions; for FFDM, the maximum possible systematic error is 20% (see text for details). Listed are the standard deviation from the mean
values.
bInitial matrix ion velocities could only be determined with comparatively large uncertainty and should be treated with care. In case of DHBs the
(M  OH) ion signal at m/z 137 was used for data evaluation.
cBovine serum albumin.
dImmunoglobuline from mouse.
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velocity values obtained by the two methods barely
overlap. Although on statistical grounds the observed
differences are hence not significant, a tendency to-
wards the determination of higher initial velocity val-
ues with the FFD method is well perceivable.
Although both measurement methods have a high
uncertainty for small matrix ions, a general correlation
between the mean initial velocities of analyte ions with
those of the corresponding matrix ions is found in the
data. Finally, considering the different excitation and,
therefore, probably ablation mechanisms in the two
wavelength regions, the good agreement between ana-
lyte velocities in IR and UV MALDI for desorption from
a DHBs matrix is particularly noteworthy. In IR-
MALDI, the size of the analyte molecules appears to
play a rather minor role. For UV-MALDI, a tendency
towards a decreasing v0 is found with increasing mo-
lecular weight for both methods.
Influence of the Analyte-to-Matrix Ratio
The potential influence of the molar analyte-to-matrix
ratio (A/M) on the initial velocities was mainly exam-
ined with the DE method for a succinic acid matrix and
gramicidin S (1141 Da) and cytochrome C (12359 Da) as
analytes. These results are summarized in Table 3.
Over an A/M range of three orders of magnitude,
comparable initial velocities were measured for both
analytes. Clearly discernible is a decrease in velocity for
the gramicidin S ion at an A/M of about 102; for
cytochrome C a similar decrease is found already at an
A/M of about 103. For the extreme case of direct laser
desorption/ionization (LDI, no matrix added) notably
lower initial velocities in the range of 500 ms1 were
measured. Whereas gramicidin S ions can be generated
from completely lyophilized samples (data not shown),
the preservation of a thin shell of water of hydration is
a necessary prerequisite for the analysis of cytochrome
C ions from such frozen hydrated preparations [40].
Despite the lack of entrainment into a stream of
matrix molecules comparable initial velocities were
determined for both analyte ions in the LDI case. For
LDI from the frozen-hydrated matrices almost identical
values are, moreover, found for DEM and FFDM in
contrast to the MALDI preparations.
Influence of the Laser Fluence
The influence of the laser fluence on the mean initial
velocities was investigated with the DE method, only. A
wavelength of 2.94 m and an uniform laser beam
profile on the target was used. Glycerol, di-glycerol,
triethanolamine, and succinic acid were tested in this
set of experiments, in combination with lysozyme and
bovine serum albumin (BSA) as analytes. The results
are shown in Table 4. Fluences were varied in the
MALDI relevant energy range from ca. 1.2 H0 to at most
2.0 H0. No significant fragmentation reactions were
observed in this fluence range.
For the liquid matrices the mean initial velocities
were found to increase with increasing fluence. This
effect is particularly apparent for glycerol, where the
Table 4. Mean initial velocities v0 (in ms
1) of lysozyme (14.3 kDa) and bovine serum albumin (BSA, 66.4 kDa) ions and different
matrices as a function of the laser fluence H. DE methoda
Analyte
Glycerol Di-glycerol TEA Succinic acid
1.2 H0 ca. 2 H0 1.3 H0 1.6 H0 1.2 H0 1.8 H0 1.2 H0 1.8 H0
Lysozyme 913 1104 897 941 928 1050 723 750
15 21 22 28 11 24 37 45
BSA 887 1039 922 939 950 996 722 742
10 18 20 25 16 18 33 29
aThe Er:YAG laser (2.94 m) was used in all cases. H0 denotes the individual, matrix-dependent threshold fluence for detection of analyte ions. For
all samples analytes were prepared in A/M ratios of 105–104. The accuracy of the DE method is ca. 10% for all analyte ions (see text for details).
Listed are the standard deviation from the mean value.
Table 3. Mean initial velocities v0 (in ms
1) of gramicidin S (1141 Da) and cytochrome C (12359 Da) ions for desorption from
samples with different molar analyte-to-matrix ratios (A/M). Matrix: succinic acid.a
Method: DE FFD
Analyte A/M  106 A/M  105 A/M  104 A/M  103 A/M  102 LDIb A/M  103 LDI
Gramicidin S — 725 705 753 577 476 794 443
20 36 27 24 21 119 85
Cytochrome C 698 728 741 603 515 531
20 33 24 29 47 57
aThe Er:YAG laser (  2.94 m) was utilized in all cases. In the case of the frozen hydrated samples (LDI) a cooled target stage was used. In case
of gramicidin S ion velocities were determined from the quasi-molecular cation signals. The accuracy of the DE method is ca. 10% for all analyte ions;
for FFDM, the maximum possible systematic error is 20% (see text for details). Listed are the standard deviation from the mean values.
bLDI: Direct laser desorption/ionization from a frozen hydrated preparation without (organic) matrix.
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fluence can be raised up to a factor of about two times
threshold without causing significant ion fragmenta-
tion: For this matrix a change in fluence from 1.2 to 2 
H0 is accompanied by an increase in analyte ion velocity
by about 20%. In contrast to the liquid matrices, no
notable influence of the fluence on the analyte velocities
was observed for desorption from the solid-state matri-
ces. Similar results were obtained with DHBs, and
thiourea as solid matrices and gramicidin S as analyte
(recorded with a Gaussian laser beam profile; data not
shown). Initial ion velocities were also found to be
widely independent on IR laser fluence in a recent
study by Ermer et al. [29].
Figure 3 displays the time-of-flight curves T() of
lysozyme ions desorbed from a glycerol matrix at a low
and a high laser fluence. Aside from the increase of the
initial velocities with fluence, the figure also demon-
strates the putative influence of collision-induced en-
ergy deficits on the flight time curves. The magnitude of
the energy deficit at   0 (static ion extraction) can be
estimated from a comparison of the experimental flight
times at   0 to the fit the curve derived for long delay
times  (for which collisions are assumed to be of minor
influence). For lysozyme ions, an energy deficit of about
180 eV is derived for a fluence of 1.2 H0. This deficit
increases with fluence to about 320 eV at 2.0 H0.
The energy deficit was found to depend on the mass
of the analyte ions. For bovine serum albumin (BSA)
ions, for example, values of 200 eV at 1.2 H0 and 450
eV at 2.0 H0 were determined. The described trend was
consistently seen for all liquid matrices. Again, solid-
state matrices behave distinctly differently: No system-
atic influence of the laser fluence on the energy deficit
was found for these matrices. The energy deficit and its
distribution function have also been measured by the
authors in another set of experiments with high and low
pass energy filters (to be published separately). The
results found in that work are in agreement with the
values reported here.
Influence of the Laser Wavelength
The possible influence of the laser wavelength on the
mean initial velocities was investigated by DEM for the
three wavelengths of 2.79 m (Er:YSGG laser), 2.94 m
(Er:YAG laser), and 10.59 m (CO2 laser). Only glycerol
was employed as matrix in this experiment because it
gives comparable MALDI results at all three wave-
lengths. The three laser systems were adjusted to equal
laser pulse widths of 80–90 ns. An important parameter
in this comparison is the absorption coefficient and the
corresponding volume density of absorbed energy at
the three wavelengths. The molar decadic extinction
(absorption) coefficient of glycerol at 2.94 m was
measured recently by the authors in a laser transmis-
sion experiment to 100–200 l mol1 cm1 for thin layers
of glycerol and typical MALDI fluences [43]. With the
absolute value for the absorption coefficient at one
wavelength, the values at the other two wavelengths
can be deduced from baseline-corrected IR transmission
spectra albeit with considerable uncertainty. From the
baseline-corrected FTIR spectrum provided in the Sig-
ma-Aldrich database [44] the factors are estimated to:
	2.94 m 
 (4–8)  	2.79 m 
 (10–20)  	10.59 m.
Probably as a result of the significantly lower absorp-
tion coefficient, CO2 laser irradiation was accompanied by
a visually perceivable ablation of significantly larger sam-
Table 5. Mean initial velocities v0 (in ms
1) as a function of
laser wavelength, determined with the delayed extraction
method (DEM) for analyte ions of different molecular weight.
Matrix: Glycerola
Analyte
Laser wavelength 
2.94 m 2.79 m 10.59 m
	/	2.94m:
b 1 0.125–0.20 0.05–0.10
Angiotensin I 915 952 912
(1046 Da) 18 36 26
Cytochrome C 936 832 936
(12359 Da) 13 25 22
BSAc 859 772 790
(66.4 kDa) 19 11 43
IgGd 871 797 764
(150 kDa) 25 16 32
aThree different IR lasers were employed: An Er:YAG (  2.94 m), an
Er:YSGG (  2.79 m), and a CO2 laser (  10.59 m). The accuracy
of the DE method is ca. 10% for all values (see text for details). Listed
are the standard deviation from the mean value.
bRatio of absorption coefficient at the applied laser wavelength and at
2.94 m.
cBovine serum albumin.
dImmunoglobuline from mouse.
Figure 3. Flight-time curves T() of lysozyme ions desorbed from
a glycerol matrix as a function of the delay time  between laser
and DE HV pulse, recorded with laser fluences of (open circle) 1.2
H0 and (filled square) 2 H0. The two solid lines correspond to
best-fits to eq 1 with a v0 of 920 and 1110 ms
1, respectively. The
delay time of zero denotes continuous ion extraction. The indi-
cated 	E denotes estimated energy deficit ions acquire upon
collisions during ion extraction or as a result of field-shielding
effects. 	E is estimated from the difference between the experi-
mental and theoretical ion flight time at   0. The theoretical
flight time is calculated from eq 1 as a fit to the experimental flight
times in the delay time range from 1500 to 5000 ns. Energy deficits
	E of 180 eV and 320 eV were found for H  1.2 H0 and H 
2 H0, respectively. Only the first is indicated in the figure by an
inset. See text for further explanation.
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ple volumes [45]. The mean initial velocities obtained for
the three wavelengths are displayed in Table 5.
Despite the strongly different absorption coefficients
at the three laser wavelength almost no influence on the
initial ion velocities is observed. For BSA ions some-
what lower velocities were measured for the Er:YSGG
and the CO2 lasers, but no overall general trend is
discernible.
Discussion
The results show that an accurate measurement of
initial velocities of MALDI ions remains a challenge
and, in agreement with the results in the literature, the
outcome to some extent depends on the measurement
method. The DE method, utilized in the recent past in
several studies, is attractive because it is simple in
principle. Furthermore, it can be used with commercial
DE time-of-flight instruments. Unfortunately, this
method is rather indirect. As discussed above, collisions
of (partly) accelerated ions with neutral plume constit-
uents after application of the DE HV extraction pulse
must be assumed to lead to a significant modification of
the final ion velocities. The extent of this energy deficit
will be higher the earlier ion acceleration sets in, i.e., the
lower the delay time . At these low delay times the
flight time [T()] curves, used for evaluation of the
velocities, exhibit considerably lower slope and, hence,
lower values for the initial velocities are derived.
Because of the much larger volume of ablated mate-
rial, the extent of this collision-induced artifact is par-
ticularly visible for IR MALDI. However, an influence
on the flight-time curves at small delay times was also
recognizable in some of the UV MALDI curves (data
not shown). Besides the collision-effect, an effective
shielding of the acceleration field by the dense plume
can also cause a flight-time   dependence.
The discussed effects can probably also explain the
obvious differences between the initial velocities as
determined in our present study and some of those
previously reported for UV MALDI by the DE method.
For insulin desorbed from DHB values of 500 and 550
ms1 were, for example, reported in [5] and [17],
respectively, compared to about 700 ms1 obtained in
our work. Only delay times up to 600 and 1200 ns,
respectively, were applied in the previous studies and a
comparatively low S1 employed.
In contrast to the DEM values, our results for the
initial velocities compare well with the previous FFDM
data [18–20, 23, 25]. In the field-free drift methods ions
pass through a relatively long field-free region, in our
study of 4, 6, or 8 mm, before they are accelerated in the
second stage, S2. Because ion acceleration affects a
significantly diluted MALDI plume at already the
smallest distance of S1, the effect of the energy deficit
will be much smaller. As has been pointed out before
[17, 23], in the FFD method the ablation plume expands
radially considerably in the field free region, before ions
are accelerated towards the TOF axis. Depending on the
geometry of the ion source, refocusing of the beam by
the ion lens, if present, and the detector size, only the
most axially-pointed fraction of the ions will be re-
corded. This center portion will, on average, contain
ions with higher (axial) velocities [19, 23, 35]. For the
experimental conditions used in this study such a
discrimination has indeed been substantiated by a
SIMION simulation. The field-free method will, there-
fore, tend to yield values for the mean initial axial
velocities which are higher than those averaged over all
directions. For UV MALDI particularly high velocities
of MALDI ions have indeed been determined when the
field-free drift method was applied [18–20, 23, 29].
As a result of these considerations it appears reason-
able to assume that the true initial axial ion velocity
component v0 lies between the limits set by the DEM
and the FFDM values.
For both methods the mean initial velocities of
analyte ions in IR MALDI consistently approach those
of the matrix ions, in agreement with the results for UV
MALDI [5, 17–20, 24]. Within the limits of experimental
accuracy, particularly for the low mass matrix ions, it
can hence be concluded that for MALDI typical A/M
ratios and fluences, the dynamic parameters in the
expanding plume and, hence, also the velocities of the
imbedded analyte ions, are essentially determined by
the physico-chemical properties of the matrix com-
pound.
Considerable effort has been made in the past to
understand the high initial velocities of laser desorbed
molecules and ions. Simple thermal surface desorption
models, for example, would predict significantly lower
initial velocities than experimentally observed under
reasonable assumptions for the achieved peak temper-
ature. The conditions in MALDI, particularly IR
MALDI, however, hardly match surface desorption
conditions. It rather involves the excitation and ablation
of a macroscopic volume of between 1 to 100 m in
thickness, a possibly considerable build-up of pressure
in the sample, as well as a high number of collisions
between matrix and analyte molecules/ions. The sur-
prisingly similar initial ion velocities, essentially inde-
pendent of the laser wavelength (Tables 2 and 5), i.e.,
primary excitation mechanism, laser penetration depth,
and amount of ablated material, as well as molecular
analyte mass (Table 2) therefore obviously originate
from the physico-chemical material properties and
phase transition as well as plume expansion process
rather than from the exact pathway of laser excitation.
Thermal velocities of subliming/evaporating mole-
cules will be superimposed on the strongly forward-
peaked movement. Consequently, only the radial
plume velocities would reflect the actual plume temper-
ature, as has been discussed in the literature before.
Recent MD simulations by Zhigilei and Garrison can
also help to solve the open questions [35]. These simu-
lations revealed comparably high center of mass veloc-
ities for both simulated UV and approximated IR
MALDI conditions.
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