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Abstract
In this paper we are concerned with the existence and multiplicity of nodal solutions to the
Dirichlet problem associated to the elliptic equation Du þ qðjxjÞgðuÞ ¼ 0 in a ball or in an
annulus in RN :
The nonlinearity g has a superlinear and subcritical growth at inﬁnity, while the weight
function q is nonnegative in ½0; 1 and strictly positive in some interval ½r1; r2C½0; 1:
By means of a shooting approach, together with a phase-plane analysis, we are able to prove
the existence of inﬁnitely many solutions with prescribed nodal properties.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study the existence and multiplicity of radial solutions to the
Dirichlet problem
Du þ qðjxjÞgðuÞ ¼ wðjxj; uÞ if jxjo1; xARN ;
uðxÞ ¼ 0 if jxj ¼ 1;
(
ð1:1Þ
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where NX3: We assume that g : R-R is locally Lipschitz, q : ½0; 1-R is of class C1
and that w : ½0; 1  R-R is continuous and bounded. The problem of ﬁnding radial
solutions to elliptic equations in a ball has been considered by many authors, with
different methods and techniques; without seek of completeness, we refer for
instance to the papers [1,3,5,7,9,11,12,14,18].
In the paper we deal with a superlinear (and subcritical) situation: indeed, we
assume that g satisﬁes the limit condition
lim
juj-þN
gðuÞ
u
¼ þN: ð1:2Þ
As far as the function q is concerned, we assume that qðrÞX0; for every rA½0; 1; and
that qc0 in ½0; 1; moreover, we suppose that the set of zeros of q has a ﬁnite number
of connected components and that q satisﬁes some regularity conditions in a
neighborhood of its zeros and at r ¼ 0 (see conditions ð1Þq and (2.7) in Section 2).
In order to explain the type of results we obtain, let us consider in this
Introduction the case when gðuÞ ¼ ujujp	1; p41: As a corollary of our main results
(Theorems 2.1 and 2.4), we obtain the following:
Theorem A. Under the previous conditions, let us suppose that there exist b40 and
h40 such that
qðrÞBbrh; r-0þ; ð1:3Þ
and let
1opoN þ 2þ 2h
N 	 2 : ð1:4Þ
Then there exists n
AN such that for every integer nXn
 there exist two radial
solutions un and vn to
Du þ qðjxjÞujujp	1 ¼ wðjxj; uÞ if jxjo1; xARN ;
uðxÞ ¼ 0 if jxj ¼ 1;
(
ð1:5Þ
such that vnð0Þo0ounð0Þ: Moreover, un and vn have exactly n zeros in ð0; 1Þ:
Theorem B. Under the previous conditions, let us suppose that qð0Þ40 and let
1opoN þ 2
N 	 2: ð1:6Þ
Then there exists n
AN such that for every integer nXn
 there exist two radial
solutions un and vn to (1.5) such that vnð0Þo0ounð0Þ: Moreover, un and vn have exactly
n zeros in ð0; 1Þ:
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We observe that our results apply to the classical case when qðjxjÞ ¼ jxjt; t40; in
this situation the number h in (1.3) is exactly t and the exponent in (1.4) is just the
critical exponent for Sobolev imbeddings when nonlinearities of the form jxjtujujp	1
are considered.
Moreover, we stress the fact that in our general results (see Theorems 2.1 and 2.4)
we do not require any homogeneity assumption on g; in particular, we are also able
to consider nonlinearities of the form gðuÞ ¼ ujujp	1logð1þ jujÞ; p41:
In the literature there are several papers dealing with superlinear and subcritical
nonlinearities (see e.g. [2,3,6,7,9,14,16,17]). Indeed, the study of superlinear
equations has been faced by many authors and with very different methods; from
a variational point of view, let us quote the very important papers [2,3,16,17].
In the paper [7] the authors study an equation of form (1.1) with q  1; by means
of a phase-plane analysis, they prove the existence of inﬁnitely many radial solutions,
with prescribed nodal properties. This result has been extended to the case of p-
Laplacian operators in [9] and to the case of even more general operators in [14]. We
also quote the paper [6], where, by means of a topological degree approach, the
authors give very precise results in the one-dimensional case.
We observe that study of the multiplicity of solutions to (1.1) when q is not
constant has not been very developed in the past, while it is possible to ﬁnd many
papers studying the existence of positive solutions—especially in all RN : As for
multiple solutions, we quote the paper [3] where the authors give a precise result in
RN for strictly positive functions q:
We now quote some papers devoted to the study of the case when q has some zeros
in ½0; 1: In [15] some qualitative and oscillatory results are given; in [10,11] the
authors study the existence of multiple positive solutions to (1.1), in dimension
N ¼ 1; assuming also that the ratio gðuÞ=u goes to zero as u-0: We also recall the
recent paper [8], where asymptotically linear growth conditions on g are assumed.
We now give some remarks on the proof of our results. We ﬁrst recall that the
search of radial solutions to (1.1) can be performed throughout the study of the
boundary value problem
ðrN	1u0Þ0 þ rN	1qðrÞgðuÞ ¼ wðr; uÞ;
u0ð0Þ ¼ 0 ¼ uð1Þ;
(
ð1:7Þ
where r ¼ jxj and u ¼ uðrÞ: Therefore, classical methods of ordinary differential
equations can be applied; in particular, as for instance in [7], we develop some phase-
plane analysis and a shooting approach.
The ﬁrst crucial point in the application of this method is the proof of the fact that
the solutions to the equation in (1.7), satisfying an initial condition of the type
uð0Þ ¼ d; u0ð0Þ ¼ 0; are continuable in all the interval ½0; 1: This can be obtained in
two steps; indeed, with a careful analysis inspired by [7] (see also [8,14]), we show
that, for large values of jdj; the solutions are continuable up to some ﬁxed value
R1Að0; 1Þ: Then, a simpler argument guarantees that it is possible to extend any
ARTICLE IN PRESS
W. Dambrosio / J. Differential Equations 196 (2004) 91–118 93
solution to ½R1; 1; we observe that the problem of studying the equation in (1.7) in
the interval ½R1; 1 is easier, since in ½R1; 1 the equation is not singular.
As a second step of the proof, we estimate an energy-like function associated to
solutions to (1.7) (see (3.28) and Proposition 3.6); roughly speaking, the study of this
function ensures that solutions having large initial values have large C1-norm. As a
consequence, it is possible to associate (see Section 2.3) to every solution u to (1.7)
with uð0Þ ¼ d; for jdj sufﬁciently large, the number rotðdÞ of rotations of ðu; u0Þ in the
phase-plane along the interval ½0; 1:
This number is strictly related to the number of zeros of the function u in ð0; 1Þ;
indeed (see (3.81)) u has exactly n zeros in ð0; 1Þ if and only if rotðdÞ ¼ 1=2þ n:
Moreover, rot is a continuous function of the initial value d and goes to inﬁnity
when jdj-þN (see Proposition 3.15). This is sufﬁcient to conclude that there exist
inﬁnitely many integers n such that rotðdÞ ¼ 1=2þ n; i.e. that (1.7) has inﬁnitely
many solutions.
We observe that in the proof of the main qualitative properties of solutions to
initial values problems associated to the equation in (1.7) we always divide the
arguments in two steps, one related to the study of the interval ½0; R1 and one related
to the study of the interval ½R1; 1: Moreover, the properties of the rotation number
hold true also in any interval ½a; bC½0; 1 where q is strictly positive. These features
of the problem guarantee that there exist also inﬁnitely many solutions to any
Dirichlet problem for the equation in (1.1) in every annulus aojxjob; provided qc0
in ½a; b:
2. The main results
In this section we present our results. We are mainly concerned with the existence
and multiplicity of radial solutions to the Dirichlet problem
Du þ qðjxjÞgðuÞ ¼ wðjxj; uÞ if xAO;
uðxÞ ¼ 0 if xA@O;

ð2:1Þ
where O is the unit ball in RN ; NX1: We assume that g : R-R is locally Lipschitz,
q : ½0; 1-R is of class C1 and that w : ½0; 1  R-R is continuous; moreover, let us
suppose that there exists w0X0 such that
jwðr; uÞjpw0; 8rA½0; 1; uAR: ð2:2Þ
We assume that
qðrÞX0; 8rA½0; 1; qc0; ð2:3Þ
and we denote by Zq the set of the zeros of q; i.e.
Zq ¼ frA½0; 1: qðrÞ ¼ 0g: ð2:4Þ
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We suppose that the following conditions (which will be referred as assumption ð1Þq)
hold true:
1. the set Zq has a ﬁnite number of connected components;
2. for every r0AZq there exist a left neighborhood I	0 and a right neighborhood I
þ
0 of
r0 such that q
0ðrÞp0; for every rAI	0 ; and q0ðrÞX0; for every rAIþ0 :
For every uAR we set GðuÞ ¼ R u
0
gðtÞ dt and
gˆðuÞ ¼ supvA½0;ugðvÞ if uX0;
supvA½u;0gðvÞ if uo0:
(
ð2:5Þ
Finally, for every yAð0; 1Þ let
dy ¼ lim infjuj-þN
GðyuÞ
ugˆðuÞ : ð2:6Þ
The following result holds true:
Theorem 2.1. Assume conditions (2.2), (2.3) and ð1Þq: Moreover, let us suppose that
there exist b40 and h40 such that
qðrÞBbrh; r-0þ; ð2:7Þ
and that
lim
juj-þN
gðuÞ
u
¼ þN: ð2:8Þ
Finally, assume that there exists yAð0; 1Þ such that
dy4max
N 	 2
2N þ 2h; ð2:9Þ
where h is given in (2.7). Then there exists n
AN such that for every integer nXn
 there
exist two radial solutions un and vn to (2.1) such that vnð0Þo0ounð0Þ: Moreover, un
and vn have exactly n zeros in ð0; 1Þ:
Remark 2.2. We observe that from condition (2.9) we deduce that there exists
%eAð0; hÞ such that
dy4max
N 	 2
2N þ 2h 	 2%e: ð2:10Þ
Moreover, from (2.7) we infer that
lim
r-0þ
rq0ðrÞ
qðrÞ ¼ h; ð2:11Þ
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hence, there exist R1Að0; 1Þ and q040 such that
rq0ðrÞ
qðrÞ Xh 	 %e40; 8 rAð0; R1; ð2:12Þ
qðR1Þ ¼ q040: ð2:13Þ
Finally, from the fact that qc0 we deduce that there exists R2AðR1; 1 such that
qðrÞXq040; 8rA½R1; R2: ð2:14Þ
Remark 2.3. We notice that the same result of Theorem 2.1 can be obtained if we
assume that there exist r1Að0; 1Þ; b40 and h40 such that q  0 in ½0; r1 and
qðrÞBbðr 	 r1Þh; r-rþ1 :
Theorem 2.4. Assume conditions (2.2), (2.3) and ð1Þq: Moreover, let us suppose that
qð0Þ40 and that
lim
juj-þN
gðuÞ
u
¼ þN: ð2:15Þ
Finally, assume that there exists yAð0; 1Þ such that
dy4max
N 	 2
2N
: ð2:16Þ
Then there exists n
AN such that for every integer nXn
 there exist two radial
solutions un and vn to (2.1) such that vnð0Þo0ounð0Þ: Moreover, un and vn have exactly
n zeros in ð0; 1Þ:
Remark 2.5. We observe that from condition (2.16) we deduce that there exists
%eAð0; NÞ such that
dy4max
N 	 2
2N 	 2%e: ð2:17Þ
Moreover, from the fact that qð0Þ40 we infer that
lim
r-0þ
rq0ðrÞ
qðrÞ ¼ 0; ð2:18Þ
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hence, there exist R1Að0; 1Þ and q040 such that
rq0ðrÞ
qðrÞ X	 %e; 8 rAð0; R1; ð2:19Þ
qðrÞX2q040; 8 rA½0; R1: ð2:20Þ
Finally, from the fact that qc0 we deduce that there exists R1oR2p1 such that
(2.14) holds true.
We observe that the multiplicity results given in Theorems 2.1 and 2.4 are obtained
without requiring that g is odd or satisﬁes some homogeneity condition; moreover,
the superlinear assumption (2.8) is fulﬁlled also by functions g of the form gðuÞ ¼
ujujp	1 logð1þ jujÞ; p41:
We now state some corollaries of our main result, concerning solutions to (2.1)
with gðuÞ ¼ ujujp	1; p41; and qðjxjÞ ¼ jxjt or qðjxjÞ ¼ 1=ð1þ jxjtÞ; t40; respec-
tively:
Corollary 2.6. Assume that (2.2) holds true. Moreover, let us consider t40 and
1opoN þ 2þ 2t
N 	 2 : ð2:21Þ
Then there exists n
AN such that for every integer nXn
 there exist two radial
solutions un and vn to the Dirichlet problem
Du þ jxjtujujp	1 ¼ wðjxj; uÞ if xAO;
uðxÞ ¼ 0 if xA@O
(
ð2:22Þ
such that vnð0Þo0ounð0Þ: Moreover, un and vn have exactly n zeros in ð0; 1Þ:
Corollary 2.7. Assume that (2.2) holds true. Moreover, let us consider t40 and
1opoN þ 2
N 	 2: ð2:23Þ
Then there exists n
AN such that for every integer nXn
 there exist two radial
solutions un and vn to the Dirichlet problem
Du þ 1
1þ jxjtujuj
p	1 ¼ wðjxj; uÞ if xAO;
uðxÞ ¼ 0 if xA@O
8<: ð2:24Þ
such that vnð0Þo0ounð0Þ: Moreover, un and vn have exactly n zeros in ð0; 1Þ:
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Remark 2.8. We observe that, when considering nonlinearities of the form jxjtujujp	1
as in (2.22), then the number ðN þ 2þ 2tÞ=ðN 	 1Þ in (2.21) corresponds to the
critical exponent for Sobolev imbeddings. Indeed, in this situation we have to take
into account the presence of the exponent p in the nonlinearity ujujp	1 and the
sommability of the coefﬁcient jxjt:
As it will be clear from the proof, we are also able to give multiplicity results for
the Dirichlet problem associated to the equation in (2.1) in an annulus; indeed, the
following result holds true:
Theorem 2.9. Assume conditions (2.2), (2.3), ð1Þq and (2.7) (if qð0Þ ¼ 0Þ: Moreover,
suppose that
lim
juj-þN
gðuÞ
u
¼ þN: ð2:25Þ
Then, for every interval ½R	; RþCð0; 1 such that qc0 in ½R	; Rþ there exists n
AN
such that for every integer nXn
 there exist two radial solutions un and vn to
Du þ qðjxjÞgðuÞ ¼ wðjxj; uÞ if R	oxoRþ;
uðxÞ ¼ 0 if jxj ¼ R	 or jxj ¼ Rþ

ð2:26Þ
such that vnð0Þo0ounð0Þ: Moreover, un and vn have exactly n zeros in ð0; 1Þ:
The proofs of Theorems 2.1 and 2.4 are based on a shooting approach combined
with some phase-plane analysis.
First of all, we observe, as it is well-known, that if uðxÞ is a radial solution to (2.1),
then, setting r ¼ jxj; uðrÞ is a solution of the boundary value problem
ðrN	1u0Þ0 þ rN	1qðrÞgðuÞ ¼ rN	1wðr; uÞ;
u0ð0Þ ¼ 0 ¼ uð1Þ:
(
ð2:27Þ
Therefore, we will show the existence of inﬁnitely many solutions to (2.27). To this
aim, we need some results on the solutions to initial values problems associated to
the equation in (2.27). Hence, let us consider the Cauchy problem
ðrðN	1Þu0Þ0 þ rN	1qðrÞgðuÞ ¼ rN	1wðr; uÞ
uðr
Þ ¼ d1; u0ðr
Þ ¼ d2; r
A½0; 1; d ¼ ðd1; d2ÞAR2;
(
ð2:28Þ
we denote by ud;r
 the (unique) solution to (2.29) and by ðr	d;r
 ; rþd;r
 ÞC½0; 1 the
maximal interval of deﬁnition of ud;r
 : As a particular case, we simply denote by ud
ARTICLE IN PRESS
W. Dambrosio / J. Differential Equations 196 (2004) 91–11898
the (unique) solution to
ðrðN	1Þu0Þ0 þ rN	1qðrÞgðuÞ ¼ rN	1wðr; uÞ
uð0Þ ¼ d; u0ð0Þ ¼ 0
(
ð2:29Þ
and by ½0; rdÞC½0; 1 the maximal interval of deﬁnition of ud :
According to Remarks 2.2 and 2.5, in what follows we can ﬁx %e40; 0oR1oR2p1
and q040 such that (2.10), (2.12) and (2.14) (when qð0Þ ¼ 0) and (2.17), (2.19) and
(2.14) (when qð0Þ40) hold true. Moreover, we can assume, without loss of
generality, that g satisﬁes the sign condition
gðuÞu40; 8uAR\f0g: ð2:30Þ
3. Some properties of the solutions
We prove some qualitative results for the solutions to (2.29); we ﬁrst study the
properties of the solutions in the interval ½0; R1; then we consider the interval ½R1; 1:
3.1. Behavior of the solutions in the ball jxjpR1
In this section, we study the solutions to the equation
ðrðN	1Þu0Þ0 þ rN	1qðrÞgðuÞ ¼ rN	1wðr; uÞ ð3:1Þ
for rA½0; R1; they correspond to radial solutions to the elliptic equation
Du þ qðjxjÞgðuÞ ¼ wðjxj; uÞ ð3:2Þ
in the ball O1 ¼ fxARN : jxjpR1g:
The lemmas we are going to prove are inspired by [7,14], where the case of a
constant function q is considered; as above, we denote by ud the solution to (2.29)
and by ½0; rdÞ its maximal interval of deﬁnition.
Lemma 3.1. Assume that (2.2), (2.3) and ð1Þq hold true. Then, for every yAð0; 1Þ there
exists dy40 such that for every dAR; with jdjXdy; there exists ry;dAð0; rdÞ such that
udðry;dÞ ¼ yd and juðrÞj4yjdj; 8rA½0; ry;dÞ: ð3:3Þ
Proof. We give the proof for d40:
For every u40; let us deﬁne
g
ðuÞ ¼ minfgðvÞ: vXug:
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Moreover, for every rAð0; 1; let us set
aðrÞ ¼ 1
rN	1
Z r
0
sN	1qðsÞ ds
and
AðrÞ ¼
Z r
0
aðsÞ ds:
Now, let us consider the number R1 given in (2.12)–(2.19) and let A1 ¼ AðR1Þ; let us
also ﬁx yAð0; 1Þ: From condition (2.8), we deduce that there exists %dy40 such that
gðuÞ
u
X1þ 1
yA1
; 8uX %dy:
Therefore, we have
g
ðuÞX 1þ 1
yA1
 	
u; 8 uX %dy: ð3:4Þ
Now, let us suppose that for every sufﬁciently large dy there exists dXdy such that
udðrÞ4yd; for every rA½0; rdÞ:
In this case, it is easy to see that ud is globally deﬁned in ½0; R1: indeed, from the
equation in (2.29) we deduce that
	rN	1u0dðrÞ ¼
Z r
0
sN	1qðsÞgðudðsÞÞ ds 	
Z r
0
sN	1wðs; udðsÞÞ dsX	 w0
N
rN ;
for every rA½0; rdÞ; where w0 is deﬁned in (2.2).
Hence we have
u0dðrÞp
w0
N
; 8rA½0; rdÞ: ð3:5Þ
We then deduce that
ydoudðrÞpd þ w0
N
; 8rA½0; rdÞ: ð3:6Þ
Using this inequality and letting Q ¼ maxfqðrÞ: rA½0; R1g; we get
	rN	1u0dðrÞpgˆ d þ
w0
N

 Q
N
rN þ w0
N
rN ; 8rA½0; rdÞ;
and so
u0dðrÞX	 gˆ d þ
w0
N

 Q
N
	 w0
N
; 8rA½0; rdÞ: ð3:7Þ
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From (3.5)–(3.7) we deduce that ud and u
0
d are uniformly bounded in ½0; rdÞ: this is
sufﬁcient to conclude that rdXR1:
Now, using the fact that udðrÞ4yd; for every rA½0; R1; we deduce that
	rN	1u0dðrÞ ¼
Z r
0
sN	1qðsÞgðudðsÞÞ ds 	
Z r
0
sN	1wðs; udðsÞÞ ds
X g
ðydÞ
Z r
0
sN	1qðsÞ ds 	 w0
N
rN ; 8rA½0; R1:
This implies that
u0dðrÞp	 g
ðydÞaðrÞ þ
w0
N
r; 8rA½0; R1;
and
udðrÞpd 	 g
ðydÞAðrÞ þ w0
2N
; 8rA½0; R1:
In particular, for r ¼ R1 we have
udðR1Þpd þ w0
2N
	 g
ðydÞA1: ð3:8Þ
Using (3.4), from (3.8) we obtain
udðR1Þpw0
2N
	 yA1d:
On the other hand, we have assumed that udðR1Þ4yd; hence, we infer that
ydow0
2N
	 yA1d;
which is absurd for large values of d: This proves the existence of ry;d when d is
large. &
Now, we give an estimate on the number ry;d deﬁned by (3.3) (cf. [8,14]); to this
end, let us deﬁne
FðrÞ ¼
Z r
0
sN	1qðsÞ ds; 8rA½0; 1; ð3:9Þ
and
CðrÞ ¼
Z r
0
FðsÞ
sN	1
ds; 8rAð0; 1: ð3:10Þ
We observe that the function C is invertible in ½0; 1: The behavior of F and C at
r ¼ 0 strongly depends on the behavior of q at r ¼ 0: Indeed, taking into account
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(2.7), we have
qð0Þ ¼ a40) FðrÞB a
N
rN ; r-0þ; ð3:11Þ
qðrÞBbrh; r-0þ;) FðrÞB b
h þ N r
Nþh; r-0þ; ð3:12Þ
and
qð0Þ ¼ a40 ) CðrÞB a
2N
r2; r-0þ;
qðrÞBbrh; r-0þ;) CðrÞB bðh þ NÞðh þ 2Þr
hþ2; r-0þ:
These estimates imply that there exists w40 such that
qð0Þ ¼ a40 ) C	1ðZÞBw ﬃﬃﬃZp ; Z-0þ; ð3:13Þ
qðrÞBbrh; r-0þ;) C	1ðZÞBwZ1=hþ2; Z-0þ: ð3:14Þ
Lemma 3.2. Assume that (2.2), (2.3) and ð1Þq hold true. Then, for every yAð0; 1Þ and
for every dAR; with jdjXdy; we have
ry;dXC	1
ð1	 yÞd 	 w0=N
gˆðd þ w0=NÞ
 	
; ð3:15Þ
where w0 and gˆ are defined in (2.2) and (2.5), respectively.
Proof. We only prove (3.15) for dXdy; let us consider again the solution
ud : ½0; rdÞ-R of the Cauchy problem (2.29). For simplicity, we write u instead of
ud : From the equation in (2.29) we deduce that
	rN	1u0ðrÞ ¼
Z r
0
sN	1qðsÞgðuÞ ds 	
Z r
0
sN	1wðs; uÞ ds; 8rA½0; rdÞ: ð3:16Þ
Therefore we have
	rN	1u0ðrÞX	 w0
Z r
0
sN	1 ds; 8rA½0; ry;d ;
i.e.
u0ðrÞpw0
N
r; 8rA½0; ry;d : ð3:17Þ
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From (3.17) we immediately infer that
uðrÞpd þ w0
N
; 8rA½0; ry;d : ð3:18Þ
Now, let us consider again (3.16); using (3.18) we deduce that
	rN	1u0ðrÞpgˆ d þ w0
N

 Z r
0
sN	1qðsÞ ds þ w0
N
rN ; 8rA½0; ry;d : ð3:19Þ
By integrating (3.19) from 0 to ry;d we obtain
yd 	 dX	 gˆ d þ w0
N

 
Cðry;dÞ 	 w0
N
i.e.
Cðry;dÞgˆ d þ w0
N

 
Xð1	 yÞd 	 w0
N
: ð3:20Þ
From (3.20) we immediately deduce the thesis. &
Now, we prove that the solutions to (2.29), with jdj large, are globally deﬁned in
½0; R1; to this aim, let us consider the function Ed deﬁned by
EdðrÞ ¼ 12u0dðrÞ2 þ qðrÞGðudðrÞÞ; 8rA½0; rdÞ;
where ud is the solution of the Cauchy problem (2.29).
Lemma 3.3. Assume that (2.2), (2.3), ð1Þq and (2.7) (when qð0Þ ¼ 0) hold true. Then,
there exists d
40 such that for every dAR; with jdj4d
; the solution ud to (2.29) is
defined in ½0; R1:
Proof. Let us consider the numbers dy; yAð0; 1Þ; given in Lemma 3.1 and let us
deﬁne
d
 ¼ inffdy: yAð0; 1Þg:
Let us now ﬁx d such that jdj4d
; let us take yAð0; 1Þ such that dyojdj and let us
consider the solution ud to (2.29) and the number ry;dA½0; rdÞ deﬁned in (3.3). For
brevity, let us continue the proof in the case d40:
Let us suppose that rdoR1: We will prove that there exist cd40 and fd40 such
that
E0dðrÞpcd þ fdEdðrÞ; 8rA½0; rdÞ: ð3:21Þ
From the deﬁnition of Ed we plainly deduce that
E0dðrÞp12 u0dðrÞ2 þ 12w20 þ q0ðrÞGðudðrÞÞ; 8rA½0; rdÞ:
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Let us ﬁrst consider the case when qð0Þ40: Recalling (2.20) and letting Q0 ¼
maxfjq0ðrÞj: rA½0; R1g; we deduce that
E0dðrÞp 12u0ðrÞ2 þ 12 w20 þ
q0ðrÞ
qðrÞ qðrÞGðuðrÞÞ
p 1
2
w20 þ 1þ
Q0
2q0
 	
EdðrÞ; 8rA½0; rdÞ:
This proves (3.21) in the case when qð0Þ40: We now pass to the study of the case
qð0Þ ¼ 0; in this situation, we consider the number ry;d and we recall that
uðrÞpd þ w0
N
; 8rA½0; ry;d ;
(see (3.18)). We then have
E0dðrÞp12 u0ðrÞ2 þ 12 w20 þ Q0G d þ
w0
N

 
ð3:22Þ
p1
2
w20 þ Q0G d þ
w0
N

 
þ EdðrÞ; 8rA½0; ry;d : ð3:23Þ
Since q is strictly increasing in ½0; R1 (see (2.12)), we deduce that qðrÞXqðry;dÞ40; for
every rA½ry;d ; R1: Therefore, we infer that
E0dðrÞp12u0ðrÞ2 þ 12w20 þ
q0ðrÞ
qðrÞqðrÞG uðrÞð Þ ð3:24Þ
p1
2
w20 þ 1þ
Q0
qðry;dÞ
 	
EdðrÞ; 8rA½ry;d ; rdÞ: ð3:25Þ
From (3.22)–(3.25) we conclude that (3.21) holds true also when qð0Þ ¼ 0:
By integrating (3.21) we obtain that
EdðrÞpcd þ fd
Z r
0
EdðsÞ ds; 8rA½0; rdÞ:
By Gronwall’s Lemma we deduce that
EdðrÞpcdefd ; 8rA½0; rdÞ;
and that
ju0dðrÞjp
ﬃﬃﬃﬃﬃﬃﬃ
2cd
p
efd=2; 8rA½0; rdÞ: ð3:26Þ
Therefore, we infer that
judðrÞjpjdj þ
ﬃﬃﬃﬃﬃﬃﬃ
2cd
p
efd=2; 8rA½0; rdÞ: ð3:27Þ
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From (3.26) and (3.27) we deduce that ud and u
0
d are uniformly bounded in their
maximal interval of deﬁnition; this ensures that they are continuable in ½0; R1: &
Our next results show that solutions to (3.1) having large initial values have large
C1-norm in ½0; R1:
For every jdjXdy; let us consider the solution u ¼ ud of (2.29) and let us deﬁne
Eðr; dÞ ¼ 1
2
u0ðrÞ2 þ guðrÞ2 þ qðrÞGðuðrÞÞ; 8rA½0; R1; ð3:28Þ
where g40 is a positive constant which will be ﬁxed later. From the deﬁnition of ry;d
and the sign conditions on q and g; we immediately deduce the validity of the
following:
Proposition 3.4. Under the assumptions of Theorem 2.1 or 2.4, for every dAR; with
jdjXdy; we have
Eðr; dÞXgy2d2; ð3:29Þ
for every rA½0; ry;d :
Now, for every a40; let us deﬁne
Laðr; dÞ ¼ rNEðr; dÞ þ arN	1uðrÞu0ðrÞ; 8rA½0; R1: ð3:30Þ
Using the fact that u is a solution of the equation in (2.29), it is easy to see that
d
dr
Laðr; dÞ ¼ rN	1 a 	 N 	 2
2
 	
u0ðrÞ2 þ rwðr; uÞu0ðrÞ þ 2gruðrÞu0ðrÞ
 	
þ rN	1ððNqðrÞ þ rq0ðrÞÞGðuðrÞÞ 	 aqðrÞuðrÞgðuðrÞÞ
þ NguðrÞ2 þ awðr; uÞuðrÞÞ; ð3:31Þ
for every rA½0; R1: From (3.31), recalling that jwj is bounded by w0; for every e40
we deduce that
d
dr
Laðr; dÞX rN	1 a 	 N 	 2
2
	 e
2
2
 	
u0ðrÞ2 	 w0ju0ðrÞj
 	
þ rN	1 ðNqðrÞ þ rq0ðrÞÞGðuðrÞÞ 	 aqðrÞuðrÞgðuðrÞÞð
þ g N 	 2g
e2
 	
uðrÞ2 	 aw0juðrÞj
	
; ð3:32Þ
for every rA½0; R1: Now, we observe that there exists c0 ¼ c0ða; gÞ40 such that
Laðr; dÞpð1þ c0ÞEðr; dÞ; 8rA½0; R1; jdjXdy: ð3:33Þ
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From (3.33), by integrating (3.32) on ½0; r; we obtain
ð1þ c0ÞEðr; dÞX
Z r
0
sN	1F1ðs; u0ðsÞÞ ds
þ
Z r
0
sN	1F2ðs; uðsÞÞ ds
þ
Z r
0
sN	1F3ðs; uðsÞÞ ds; ð3:34Þ
where F1; F2 and F3 are respectively deﬁned by
F1ðr; u0ðrÞÞ ¼ a 	 N 	 2
2
	 e
2
2
 	
u0ðrÞ2 	 w0ju0ðrÞj; ð3:35Þ
F2ðr; uðrÞÞ ¼ ðNqðrÞ þ rq0ðrÞÞGðuðrÞÞ 	 aqðrÞuðrÞgðuðrÞÞ; ð3:36Þ
F3ðr; uðrÞÞ ¼ g N 	 2ge2
 	
uðrÞ2 	 aw0juðrÞj; ð3:37Þ
for every rA½0; R1: We are now in position to prove the following:
Proposition 3.5. Under the assumptions of Theorem 2.1 or 2.4, there exists d
y40
such that for every dAR; with jdjXd
y ; there exist c140 and c240 such that
we have
Eðr; dÞXc1ðd þ w0=NÞgˆðd þ w0=NÞF C	1 ð1	 yÞd 	 w0=2N
gˆðd þ w0=NÞ
 	 	
	 c2; ð3:38Þ
for every rA½ry;d ; R1:
Proof. We use inequality (3.34), with F1; F2 and F3 deﬁned in (3.35)–(3.37),
respectively. We distinguish the following cases:
Case 1: qð0Þ ¼ 0 and qðrÞBbrh; r-0þ:
We observe that assumption (2.10) guarantees that it is possible to ﬁnd a40; e40
and g40 such that
N 	 2
2
þ e
2
2
oaodyðN þ h 	 %eÞ ð3:39Þ
and
e2
2
4
g
N
ð3:40Þ
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hold true. From (3.39) and (3.40), it is easy to deduce that there exist M140 and
M340 (depending on a; e; g; N and w0) such thatZ r
0
sN	1F1ðs; u0ðsÞÞ dsX	 M1 ð3:41Þ
Z r
0
sN	1F3ðs; uðsÞÞ dsX	 M3; ð3:42Þ
for every rA½0; R1: Therefore, we are left to estimate the second integral in (3.34); to
this aim, let us ﬁx e
40 such that
e
oðN þ h 	 %eÞdy 	 a
N þ h 	 %e ð3:43Þ
and let a
 ¼ ðN þ h 	 %eÞðdy 	 e
Þ 	 a40: From the deﬁnition of dy given in (2.6) we
deduce that there exists M
40 such that
jujXM
 ) GðuÞXðdy 	 e
ÞugðuÞ ð3:44Þ
and
jdjXM
 ) GðydÞXðdy 	 e
Þ d þ w0
N

 
gˆ d þ w0
N

 
: ð3:45Þ
Now, let us consider jdjXdy; for every rA½ry;d ; R1 (recalling (2.12)) we haveZ r
ry;d
sN	1F2ðs; uðsÞÞ ds
¼
Z r
ry;d
sN	1qðsÞ N þ sq
0ðsÞ
qðsÞ
 	
GðuðsÞÞ 	 auðsÞgðuðsÞÞ
 	
ds
X
Z r
ry;d
sN	1qðsÞ N þ h 	 %eð ÞGðuðsÞÞ 	 auðsÞgðuðsÞÞð Þ ds:
Denoting I7 ¼ fsA½ry;d ; r: juðsÞj_M
g; from (3.43) we obtainZ
Iþ
sN	1qðsÞ N þ h 	 %eð ÞGðuðsÞÞ 	 auðsÞgðuðsÞÞð Þ dsX0
and Z
I	
sN	1qðsÞ N þ h 	 %eð ÞGðuðsÞÞ 	 auðsÞgðuðsÞÞð Þ dsX	 M2;
where M240 is
M2 ¼ max
sA½0;1
qðsÞ max
jujpM

ððN þ h 	 %eÞGðuÞ 	 augðuÞÞ:
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This is sufﬁcient to guarantee thatZ r
ry;d
sN	1F2ðs; uðsÞÞ dsX	 M2; ð3:46Þ
for every rA½ry;d ; R1: Now, let us consider the interval ½0; ry;d : we recall that we have
ydpuðrÞpd þ w0
N
; gðuðrÞÞpgˆ d þ w0
N

 
; GðuðrÞÞXGðydÞ;
for every rA½0; ry;d : Therefore, for jdjXM
=y; taking into account (3.43) and the
deﬁnition on a
; we obtain
F2ðr; uðrÞÞX gˆ d þ w0
N

 
d þ w0
N

 
 ðN þ h 	 %eÞ GðydÞ
gˆ d þ w0
N

 
d þ w0
N

 	 a
0B@
1CAqðrÞ
X a
gˆ d þ w0
N

 
d þ w0
N

 
qðrÞ;
for every rA½0; ry;d : Hence, we deduce thatZ ry;d
0
sN	1F2ðs; uðsÞÞ dsXa
gˆ d þ w0
N

 
d þ w0
N

 
Fðry;dÞ;
and, using (3.15),Z ry;d
0
sN	1F2ðs; uðsÞÞ dsX a
gˆ d þ w0
N

 
d þ w0
N

 
 F C	1 ð1	 yÞd 	 w0=2N
gˆðd þ w0=NÞ
 	 	
: ð3:47Þ
From (3.34), (3.41), (3.42), (3.46) and (3.47) we deduce the thesis.
Case 2: qð0Þ40:
We observe that assumption (2.17) guarantees that it is possible to ﬁnd a40; e40
and g40 such that
N 	 2
2
þ e
2
2
oaodyðN 	 %eÞ ð3:48Þ
and (3.40) hold true. We can now repeat the same arguments of the previous case,
using (3.48) and (2.19) instead of (3.39) and (2.12), respectively, and taking e
40
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such that
e
oðN 	 %eÞdy 	 a
N 	 %e : &
We are now in position to prove the crucial:
Proposition 3.6. Under the assumption of Theorem 2.1 or 2.4, for every K140 there
exists K2XK1 such that for every dAR; with jdjXK2; we have
Eðr; dÞXK1; 8rA½0; R1:
Proof. The result is a consequence of the inequalities (3.29) and (3.38). Indeed, for
every dAR; with jdjXmaxðdy;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
K1=ðgy2Þ
q
; from (3.29) we immediately obtain
Eðr; dÞXK1; 8rA½0; ry;d :
For the rest of the proof we distinguish the following cases:
Case 1: qð0Þ ¼ 0 and qðrÞBbrh; r-0þ:
When jdj is sufﬁciently large, from (3.14), (3.38) and the fact that F is increasing,
we deduce that there exist A040 and A140 such that
Eðr; dÞXA0dgˆðdÞF w
2
ð1	 yÞd 	 w0=N
gˆðd þ w0=NÞ
 	1=hþ2 !
	 A1; ð3:49Þ
for every rA½ry;d ; R1:
From (3.12) and (3.49) we infer that there exist B040 and B140 such that
Eðr; dÞXB0dgˆðdÞ d
gˆðdÞ
 	hþN=hþ2
	B1; ð3:50Þ
for jdj large enough; moreover, from (2.9) we deduce that there exists e240
such that
e2ody 	 N 	 2
2N þ 2h: ð3:51Þ
An easy computation (see also [14]) shows that there exist B240 and d240
such that
gˆðdÞpB2d1=ðdy	e2Þ	1; 8jdjXd2: ð3:52Þ
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Therefore, from (3.50) and (3.52), we infer that there exist C040 and C140 such
that, for jdj sufﬁciently large, we have
Eðr; df ÞXC0d
2hþNþ2
hþ2 	
1	dyþe2
dy	e2
2	N
hþ2 	 C1; ð3:53Þ
for every rA½ry;d ; R1: From (3.51) and (3.53) we obtain the thesis.
Case 2: qð0Þ40:
For large values of jdj; from (3.13), (3.38) and the fact that F is increasing, we
deduce that there exist A0040 and A
0
140 such that
Eðr; dÞXA00dgˆðdÞF
w
2
ð1	 yÞd 	 w0=N
gˆðd þ w0=NÞ
 	1=2 !
	 A01; ð3:54Þ
for every rA½ry;d ; R1:
From (3.11) and (3.54) we infer that there exist B0040 and B
0
140 such that
Eðr; dÞXB00dgˆðdÞ
d
gˆðdÞ
 	N=2
	B01; ð3:55Þ
for jdj large enough; arguing as above, from (2.16) we deduce that there exist
e0240; B
0
240 and d
0
240 such that
e02ody 	
N 	 2
2N
and
gˆðdÞpB02d1=ðdy	e
0
2
Þ	1; 8jdjXd 02: ð3:56Þ
Therefore, from (3.55) and (3.56), we infer that there exist C0040 and C
0
140 such
that, for jdj large enough, we have
Eðr; dÞXC00d
Nþ2
2
	1	dyþe
0
2
dy	e02
N	2
2 	 C1;
for every rA½ry;d ; R1: Again, this is sufﬁcient to conclude the proof. &
From Proposition 3.6 it is easy to obtain the following:
Proposition 3.7. Under the assumptions of Theorem 2.1 or 2.4, for every m40; for
every Z40 and for every L140 there exists L2XL1 such that for every solution u to
(2.29) with jdjXL2 we have
m2uðrÞ2 þ Z2u0ðrÞ2XL1; 8rA½0; R1:
ARTICLE IN PRESS
W. Dambrosio / J. Differential Equations 196 (2004) 91–118110
3.2. Behavior of the solutions in the annulus R1pjxjp1
In this section we prove properties analogous to Lemma 3.3 and Proposition 3.7
for solutions to (3.1) in the interval ½R1; 1: We observe that these solutions
correspond to solutions to (3.2) in the annulus O2 ¼ fxARN : R1pjxjp1g: We ﬁrst
prove the following result (see also [19]):
Lemma 3.8. Under assumptions (2.2), (2.3) and ð1Þq; there exists an invertible change
of variable s : ½R1; 1-½S1; 0 such that uðrÞ is a solution to (3.1) if and only if vðsÞ is a
solution to
v00 þ q˜ðsÞgðvÞ ¼ w˜ðs; vÞ; sA½S1; 0; ð3:57Þ
where q˜ : ½S1; 0CR-R is a C1-function and there exists w˜040 such that
jw˜ðs; vÞjpw˜0; 8sA½S1; 0; vAR: ð3:58Þ
Moreover, there exist N140 and N240 such that for every rA½R1; 1 we have
N1u
0ðrÞ2pv0ðsðrÞÞ2pN2u0ðrÞ2: ð3:59Þ
Finally, we have that
q˜ðsÞX0; 8sA½S1; 0; qc0; ð3:60Þ
and
1. the set Zq˜ ¼ fsA½S1; 0:q˜ðsÞ ¼ 0g has a finite number of connected components;
2. for every s0AZq˜ there exist a left neighborhood I˜	0 and a right neighborhood I˜
þ
0 of s0
such that q˜0ðsÞp0; for every sAI˜	0 ; and q˜0ðsÞX0; for every sAI˜þ0 :
Proof. We introduce the change of variable given in [19]: for every rA½R1; 1 we set
sðrÞ ¼ 	
Z 1
r
1
tN	1
dt: ð3:61Þ
Letting S1 ¼ sðR1Þ; then s : ½R1; 1-½S1; 0 is a strictly increasing function of class C1;
the inverse of s is given by
rðsÞ ¼ ðlðsÞÞ1=ð2	NÞ; 8sA½S1; 0; ð3:62Þ
where
lðsÞ ¼ 1	 ðN 	 2Þs; 8sA½S1; 0: ð3:63Þ
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We now deﬁne vðsÞ ¼ uðrðsÞÞ; for every sA½S1; 0; by standard computation, it is easy
to see that u is a solution to (3.1) in ½R1; 1 if and only if v is a solution to (3.57) in
½S1; 0; where
q˜ðsÞ ¼ ðrðsÞÞ2N	2qððrðsÞÞÞ ð3:64Þ
and
w˜ðs; vÞ ¼ ðrðsÞÞ2N	2wððrðsÞÞ; vÞ; ð3:65Þ
for every sA½S1; 0: From the deﬁnition of w˜ and (2.2) it is immediate to see that
(3.58) holds true. An easy computation shows that (3.59) is satisﬁed.
Moreover, from (2.3) and (3.64) we also deduce that (3.60) is fulﬁlled.
Now, taking into account the assumption ð1Þq on the set Zq of the zeros of q; we
pass to the study of the set Zq˜: The property 1 of Zq˜ immediately follows from the
analogous property of Zq and the fact that the change of variable (3.61) satisﬁes
s0ðrÞa0; for every rA½R1; 1:
Moreover, let us observe that for every sA½S1; 0 we have
q˜0ðsÞ ¼ ðrðsÞÞ3N	4qððrðsÞÞÞ
 2N 	 2þ ðrðsÞÞq
0ððrðsÞÞÞ
qððrðsÞÞÞ
 	
; ð3:66Þ
therefore, we deduce that
q˜0ðsÞX03 2N 	 2þ ðrðsÞÞq
0ððrðsÞÞÞ
qððrðsÞÞÞ
 	
X0: ð3:67Þ
Let us ﬁx s0AZq˜ and let r0 ¼ rðs0Þ: It is clear that r0AZq; let us consider the left
neighborhood I	0 and the right neighborhood I
þ
0 of r0 as in ð1Þq: We deﬁne I˜70 ¼
sðI70 Þ; for every sAI˜þ0 we have
q0ððrðsÞÞÞX0; ð3:68Þ
and so, by (3.67), q˜0ðsÞX0:
If s0 is an isolated zero of q˜; then
lim
s-s	
0
ðrðsÞÞq0ððrðsÞÞÞ
qððrðsÞÞÞ ¼ 	N; ð3:69Þ
this is sufﬁcient to conclude that q˜0ðsÞp0 for every sAI˜	0 : On the other hand, if s0 is
not an isolated zero of q˜; we have q˜ðsÞ ¼ 0 for every sAI˜	0 ; from (3.66) we conclude
that q˜0ðsÞ ¼ 0 for every sAI˜	0 and this proves the result. &
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According to Lemma 3.8, solutions to (3.1) in ½R1; 1 correspond to solutions to
(3.57) in ½S1; 0; therefore, we are allowed to study the properties of the solutions to
(3.57). In particular, we now show that every solution to (3.57) is globally deﬁned in
½S1; 1; to this aim, we denote by vd;s
 : ðs
 	 d; s
 þ dÞ the solution to the Cauchy
problem
v00 þ q˜ðsÞgðvÞ ¼ w˜ðs; vÞ
vðs
Þ ¼ d1; v0ðs
Þ ¼ d2; s
A½S1; 0; d ¼ ðd1; d2ÞAR2:

ð3:70Þ
Moreover, let us consider again the function Ed deﬁned by
EdðsÞ ¼ 12 v0d;s
 ðsÞ2 þ q˜ðsÞGðvd;s
 ðsÞÞ; 8sAðs
 	 d; s
 þ dÞ:
We are in position to prove the following:
Lemma 3.9. Assume conditions (3.58), (3.60) and ð1Þq˜: Then, for every dAR2 and for
every s
A½S1; 0 the solution vd;s
 to (3.70) is defined in ½S1; 0:
Proof. We observe that, since the set Zq˜ has a ﬁnite number of connected
components, it is sufﬁcient to prove that vd;s
 is continuable in any interval
½s; tC½S1; 0 be such that q˜40 in ðs; tÞ and q˜ðcÞ ¼ q˜ðdÞ: Moreover, without loss of
generality, we can assume that s
Aðs; tÞ; we denote by ½s; sþ e and ½t	 e; t the
intervals where q˜ 0X0 and q˜ 0p0; respectively. Finally, let q˜	 ¼ minfq˜ðsÞ: sA½sþ
e; t	 eg ðq˜	40Þ: For simplicity, let us set v ¼ vd;s
 :
We consider the function Ed ; it is easy to see that
E0dðsÞ ¼ 	w˜ðs; vÞv0ðsÞ þ vðsÞv0ðsÞ þ q˜0ðsÞGðvðsÞÞ; 8sAðs
 	 d; s
 þ dÞ: ð3:71Þ
Therefore, letting fQ0 ¼ maxfjq˜0ðsÞj: sA½sþ e; t	 eg; we deduce that
jE0dðsÞtjp12 w˜20 þ 1þ
*Q0
q˜	
 	
EdðsÞ; 8sA½sþ e; t	 e: ð3:72Þ
By integrating, we obtain that there exist c040 and c140 such that
EdðsÞpc0Edðs
Þ þ c1; 8sA½sþ e; t	 e: ð3:73Þ
Now, let us consider the interval ½s; sþ e; where q˜0X0; from (3.71) we infer that:
E0dðsÞX	 12w˜20 	 EdðsÞ; 8sA½s; sþ e; ð3:74Þ
using (3.73), we obtain that there exist c0040 and c
0
140 such that
EdðsÞpc00Edðs
Þ þ c01; 8sA½s; sþ e: ð3:75Þ
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Finally, in the interval ½t	 e; t we have
E0dðsÞp12 w˜20 þ EdðsÞ; 8sA½t	 e; t; ð3:76Þ
and so, using again (3.73),
EdðsÞpc000Edðs
Þ þ c001 ; 8sA½t	 e; t; ð3:77Þ
for some c00040 and c
00
140: From (3.73), (3.77) and (3.75) we deduce that there exist
C040 and C140 such that
EdðsÞpC0Edðs
Þ þ C1; 8sAðs
 	 d; s
 þ dÞ: ð3:78Þ
This implies that v and v0 are uniformly bounded in ðs
 	 d; s
 þ dÞ and so they are
continuable in ½s; t: &
Lemma 3.9 ensures that all the solutions to (3.57) are globally deﬁned in ½S1; 0; as
a consequence (see e.g. [4]) we have the following:
Proposition 3.10. Assume conditions (3.58), (3.60) and ð1Þq˜: Then, for every m40; for
every Z40 and for every L140 there exists L2XL1 such that for every solution v to
(3.57) with jðvðS1Þ; v0ðS1ÞÞjXL2; we have
m2vðsÞ2 þ Z2v0ðsÞ2XL1; 8sA½S1; 0:
Now, recalling Lemma 3.8, from Lemma 3.9 and Proposition 3.10 we obtain the
following:
Lemma 3.11. Under the assumptions of Theorem 2.1 or 2.4, for every dAR2 the
solution ud;R1 to (2.28) is defined in ½R1; 1:
Proposition 3.12. Under the assumptions of Theorem 2.1 or 2.4, for every m40; for
every Z40 and for every L140 there exists L2XL1 such that for every solution u to
(3.1) with jðuðR1Þ; u0ðR1ÞÞjXL2; we have
m2uðrÞ2 þ Z2u0ðrÞ2XL1; 8rA½R1; 1:
3.3. Global behavior in the unit ball and estimates on the rotation number
In this section, we introduce and estimate the rotation number associated to the
solutions to (2.29); to this aim, we need some qualitative results for solutions to (3.1)
in all ½0; 1: From Lemmas 3.3 and 3.11 we immediately deduce the following:
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Lemma 3.13. Under the assumptions of Theorem 2.1 or 2.4, there exists d
40 such
that for every dAR; with jdj4d
; the solution ud to (2.29) is defined in ½0; 1:
Analogously, Propositions 3.7 and 3.12 guarantee the validity of the following:
Proposition 3.14. Under the assumptions of Theorem 2.1 or 2.4, for every m40; for
every Z40 and for every L140 there exists L2XL1 such that for every solution u to
(2.29) with jdjXL2 we have
m2uðrÞ2 þ Z2u0ðrÞ2XL1; 8rA½0; 1:
Now, let us observe that (2.29) is equivalent to the Cauchy problem
rN	1u0 ¼ y;
y0 ¼ 	rN	1qðrÞgðuÞ 	 rN	1wðr; uÞ;
ðuð0Þ; yð0ÞÞ ¼ ðd; 0Þ:
8><>: ð3:79Þ
For every solution ðud ; ydÞ of (3.79) with
uðrÞ2 þ yðrÞ240; 8rA½0; 1; ð3:80Þ
we can introduce the usual polar coordinates ðy; rÞ and deﬁne the normalized
angular displacement (rotation number)
rot½s;tðdÞ :¼ yðsÞ 	 yðtÞp
for every interval ½s; tC½0; 1: For simplicity, we will write rotðdÞ instead of
rot½0;1ðdÞ: The rotation number on ½0; 1 gives an estimate on the number of zeros of
solutions to (3.79) on ½0; 1; more precisely, it is easy to see that
rotðdÞ ¼ 1
2
þ n3udð1Þ ¼ 0 and ud has exactly n zeros in ð0; 1Þ: ð3:81Þ
Following the approach of [13], it is possible to prove that the rotation number can
be computed by means of the integral formula
rot½s;tðdÞ ¼ mp
Z t
s
rN	1qðrÞgðuðrÞÞuðrÞ 	 rN	1wðr; uðrÞÞuðrÞ þ rN	1u0ðrÞ2
m2uðrÞ2 þ r2ðN	1Þu0ðrÞ2 dr; ð3:82Þ
for every m40:
By means of (3.82) we are able to give some important estimates on the rotation
number.
Proposition 3.15. Under the assumption of Theorem 2.1 or 2.4, for every K40 there
exists dK40 such that for every dAR; with jdjXdK we have
rotðdÞ4K :
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Proof. From the deﬁnition of the rotation number, it is clear that
rotðdÞXrot½R1;R2ðdÞ;
where R2 is given in (2.14). Therefore, it is sufﬁcient to show that
rot½R1;R2ðdÞ4K ð3:83Þ
when jdj is large. From (2.2), (2.8) and (2.14) we deduce that there exists H140 such
that
qðrÞgðuðrÞÞuðrÞ 	 wðr; uÞuðrÞX1
2
qðrÞgðuðrÞÞuðrÞ 	 H1; 8rA½R1; R2:
Hence, taking into account (3.82), we obtain
rot½R1;R2ðdÞX
mRN	11
p
Z R2
R1
1=2q0gðuðrÞÞuðrÞ þ u0ðrÞ2
m2uðrÞ2 þ r2ðN	1Þu0ðrÞ2 dr
 
	
Z R2
R1
H1
m2uðrÞ2 þ r2ðN	1Þu0ðrÞ2 dr
!
: ð3:84Þ
Now, for every K40 let us consider gN ¼ gNðKÞ40 such that
ﬃﬃﬃﬃﬃﬃﬃ
gN
p
4
Kpﬃﬃﬃﬃﬃ
q0
p
RN	11 ðR2 	 R1Þ
and let us ﬁx x40 such that
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gNq0
p
RN	11
p
ðR2 	 R1Þð1	 xÞ4K :
From (2.8) we deduce that there exists H2 ¼ H2ðgNðKÞÞ ¼ H2ðKÞ40 such that
1
2
q0gðuðrÞÞuðrÞXgNuðrÞ2 	 H2; 8rA½0; 1: ð3:85Þ
We now ﬁx m ¼ mðKÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃgNq0p ; Z ¼ RN	11 and L1 ¼ L1ðKÞ ¼ ðH1 þ H2Þ=x; from
Proposition 3.14 we infer that there exists dK40 such that for every jdjXdK we have
gNq0uðrÞ2 þ R2ðN	1Þ1 u0ðrÞ2X
H1 þ H2
x
; 8rA½R1; R2: ð3:86Þ
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Let us consider jdjXdK ; from (3.84), (3.85) and (3.86) we deduce that
rot½R1;R2ðdÞX
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gNq0
p
RN	11
p
Z R2
R1
gNq0uðrÞ2 þ u0ðrÞ2
gNq0uðrÞ2 þ u0ðrÞ2
dr
 
	
Z R2
R1
H1 þ H2
gNq0uðrÞ2 þ R2ðN	1Þ1 u0ðrÞ2
dr
!
X
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gNq0
p
RN	11
p
ððR2 	 R1Þ 	 xðR2 	 R1ÞÞ: ð3:87Þ
Recalling the choice of x; from (3.87) we deduce (3.83). This proves the result. &
4. Proof of the main results
We are now in position to prove Theorems 2.1 and 2.4. Indeed, from (3.81) we
deduce that the solution u ¼ ud to (2.29) is a radial solution to (2.1) with n zeros in
ð0; 1Þ if and only if
rotðdÞ ¼ 1
2
þ n: ð4:1Þ
Therefore, it is sufﬁcient to study the function rot as a continuous function of the
one-dimensional variable d; from Proposition 3.14 we deduce that there exists d˜40
such that for every dAR; with jdjXd˜; we have
uðrÞ2 þ yðrÞ2Xfd40; 8rA½0; 1;
for some positive constant fd : Therefore, when jdjXd˜; (3.80) is fulﬁlled and so the
function rot is deﬁned (at least) in ð	N; d˜,½d˜;þNÞ:
Let us now denote by n
 the least positive integer such that 1=2þ
n
Xmaxðrotðd˜Þ; rotð	d˜ÞÞ; from Proposition 3.15 we deduce that for every nXn

there exist dþn 4d˜40 and d
	
n o	 d˜o0 such that
rotðdþn Þ ¼ rotðd	n Þ ¼ 12þ n: ð4:2Þ
Recalling (4.1), from (4.2) we conclude that un ¼ udþn and vn ¼ ud	n are radial
solutions to (2.1), with unð0Þ404vnð0Þ; having exactly n zeros in ð0; 1Þ:
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