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Abstract A convolutionally coded M-ary orthogonal di-
rect sequence code division multiple access (DS-CDMA)
system in time-varying frequency-selective Rayleigh fading
channels is considered in this work. We propose several
novel soft demodulation algorithms based on interference
cancellation and suppression techniques that can be coupled
with soft decoding to improve the system performance in an
iterative manner. The performance of the proposed demod-
ulation algorithms is evaluated numerically and proved to
achieve substantial bit error rate (BER) performance gain
compared with the conventional detection schemes.
I. INTRODUCTION
We study the orthogonally modulated DS-CDMA sys-
tem with convolutional encoding. The orthogonal modu-
lation is accomplished by Walsh code which combines the
advantages of spreading and coding to achieve improved
performance for spread spectrum (CDMA) systems. It
was shown in [1, 2] that M -ary signaling significantly
improves bandwidth efficiency compared with binary
signaling in fading and nonfading channels, and the
efficiency further improves as the order of multipath
diversity increases. Joint M -ary orthogonal signal de-
modulation and channel decoding for similar systems
was introduced in [3, 4]. However, only a single user
scenario was considered in those papers, and some impor-
tant issues, e.g., channel estimation and multiple access
iterference (MAI) mitigation were not addressed. In a
conventional receiver, the interface between subsystems
involves the passing of bits, or hard-decisions, down the
stages of the chain. Whenever hard-decisions are made,
reliability information is lost and becomes unavailable to
subsequent stages [7]. It is a well-known fact that soft-
decision decoding outperforms hard-decision decoding
by approximately 2 dB in AWGN channel, and the
coding gain is even greater in presence of fading [8].
With emphasis on the development of soft demodulation
algorithms to enable soft-decision decoding, we provide
a more thorough treatment of joint multiuser detection,
channel estimation, demodulation and decoding for this
orthogonally modulated and convolutionally coded DS-
CDMA system.
II. SYSTEM MODEL
The block diagram of the transmitter is shown in the
upper part of Figure 1. The kth user’s lth information
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bit is denoted as bkl ∈ {+1,−1} (k = 1, . . . ,K, l =
1, . . . , Lb, where Lb is the block length). The information
bits are encoded by a rate Rc = 1/nc convolutional
encoder into the code bits ukn,l ∈ {+1,−1}, where u
k
n,l,
n = 0, 1, . . . , nc denotes the code bits of the trellis
transition that is due to bkl . Code bits are subsequently
interleaved and each block of log2 M coded and inter-
leaved bits u′kn,l ∈ {+1,−1} is mapped into wik(j) ∈
{w0, . . . ,wM−1}, which is one of the M Walsh code-
words. The subscript ik(j) ∈ {0, 1, . . . ,M − 1} denotes
the kth user’s jth Walsh symbol index. The Walsh code-
word wik(j) ∈ {+1,−1}
M is then repetition encoded
into sk(j) = rep(wik(j), N/M) ∈ {+1,−1}
N , where
rep(·, ·) denotes the repetition encoding operation, whose
first argument is the input bits and the second one is the
repetition factor. The Walsh sequence sk(j) is then scram-
bled by a scrambling code unique to each user to form
the transmitted chip sequence ak(j) = Ck(j)sk(j) ∈
{+1,−1}N , where Ck(j) ∈ {−1,+1}N×N is a di-
agonal matrix whose diagonal elements correspond to
the scrambling code for the kth user’s jth symbol. The
purpose of scrambling is to separate users. The scram-
bled sequence ak(j) is pulse amplitude modulated to
form the baseband signal, which is multiplied with a
carrier and transmitted over a Rayleigh fading channel
with Lk resolvable paths, having time-varying complex
channel gains hk,1(t), hk,2(t), . . . , hk,Lk(t), and delays
τk,1, τk,2, . . . , τk,Lk
1. We assume that the channel time
variation is slow compared to the symbol duration T ,
i.e., hk,l(t) ≈ hk,l(jT ) for jT ≤ t < (j + 1)T . After
frequency down-conversion and chip matched filtering,
the received signal corresponding to the kth user’s jth
transmitted Walsh sequence sk(j) can be written in vector
form as
rk(j) = Ak(j)h(j) + n(k, j)
= Xk(j)hk(j) + ISIk(j) + MAIk(j) + nk(j) ∈ C
Nk ,
(1)
where Nk = N + pk,Lk − pk,1, and the columns of the
matrix Ak(j) ∈ RNk×Ltot (Ltot =
∑K
k=1 Lk) are the
delayed versions of the transmitted chip sequences ak(j)
for k = 1, 2, · · · ,K, one column per path. The symbols
C and R denote the complex and real fields, respectively.
The length of the processing window Nk is larger than
the symbol interval N to account for the asynchronous
and multipath nature of the channel. The columns are
1Assume τk,l = (pk,l + δk,l)Tc, where Tc is the chip duration,
pk,l ∈ Z and δk,l ∈ [0, 1) are the integer and fractional parts of the
delay τk,l, respectively.
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Fig. 1. The baseband equivalent block diagram for the ransmitter and the multipath channel.
weighted by the channel vector h(j) ∈ CLtot , which is
defined as
h(j) =
[
hT1 (j) h
T
2 (j) · · · h
T
K(j)
]T
,
hi(j) =
[
hk,1(jT ) hk,2(jT ) · · · hk,Lk(jT )
]T
.
(2)
The received vector rk(j) can be written as the sum of
four terms: the signal of interest Xk(j)hk(j), the inter-
symbol interference (ISI), the multiple access interference
(MAI), and the thermal noise. The columns of the matrix
Xk(j) ∈ R
Nk×Lk are essentially the shifted versions of
the chips due to the kth user’s jth symbol, one column
per path. The noise term nk(j) is a vector of complex
noise samples with zero mean and variance N0. We refer
to [5] for a quantified information about the ISI and MAI
as well as a detailed description of the system model.
The task of the receiver is to detect the information
bits transmitted from all users, i.e., detect bkl given
the observation r(k, j), for k = 1, 2, · · · ,K and j =
1, 2, · · · , Lb
Rc log2 M
, where Rc is the code rate of the
employed convolutional code. The proposed iterative soft
demodulation and decoding scheme is illustrated in Fig-
ure 2. The demodulator and decoder are each imple-
mented with a soft-input, soft-output (SISO) algorithm
and operate in an iterative feedback mode. The soft
metric λ(u′kn,l;O) from the demodulator is deinterleaved
to λ(ukn,l; I). The k
th user’s Log-MAP decoder [6] com-
putes an a posteriori LLR of each information bit λ(bkl ;O)
and each code bit λ(ukn,l;O) based on the soft input
λ(ukn,l; I) and the trellis structure of the convolutional
code. The former is used to make a decision on bkl at
the final iteration, while λ(ukn,l;O) is used for channel
estimation and interference cancellation/suppression in
the demodulator at the next iteration. The notations λ(·; I)
and λ(·;O) are used to denote the input and output ports
of a SISO device.
III. SOFT DEMODULATION ALGORITHMS
In this section, we discuss the design of soft demod-
ulators that can produce soft reliability values for each
bit u′kn,l from the received vector rk(j) in order to enable
soft input channel decoding. The soft metric for the bit
u′kn,l is computed as
λ(u′kn,l;O) = ln
∑
m:u′k
n,l
=+1 f(r|wm)∑
m:u′k
n,l
=−1 f(r|wm)
= ln
∑
m:u′k
n,l
=+1 f(r|sm)∑
m:u′k
n,l
=−1 f(r|sm)
≈ ln
maxm:u′k
n,l
=+1 f(r|sm)
maxm:u′k
n,l
=−1 f(r|sm)
, (3)
where m : u′kn,l = ±1 denotes the set of Walsh sequences
{sm} that correspond to the code bit u′kn,l = ±1. The
approximation in (3) is due to the fact that typically
one term will dominate each sum in (3), which suggests
the “dual-maxima” rule. The derivation of different soft
demodulation schemes will be given below. To simplify
the notation, we suppress the index k and/or j from
sk(j),Ck(j), rk(j), Ak(j), nk(j), Xk(j) and hk(j),
etc., whenever no ambiguity arises.
A. Soft Demodulation with Matched Filter (MF)
Let rk,l (l = 1, 2, · · · , Lk) denote the delay aligned
version of the received vector due to the transmission
of the jth symbol from the kth user’s lth path and
denote the vector r˜k,l ∈ CN as rk,l descrambled with
the scrambling sequence Ck. The descrambled vector r˜k,l
can be expressed as r˜k,l = skhk,l + mk,l + ik,l + nk,l,
where sk ∈ {s0, s1, · · · , sM−1} is the transmitted Walsh
sequence. The desired signal vector skhk,l is due to the
contribution from the kth user’s lth path. The vectors mk,l
and ik,l represent the MAI and ISI terms, respectively. It
was shown in [5] that both the MAI and ISI terms can be
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Fig. 2. Iterative soft demodulation and Log-MAP decoding. The interleaver and deinterleaver are denoted as Π and Π−1, respectively.
approximated as independent complex Gaussian random
vectors: mk,l ∈ CN (0, σ2mIN ) and ik,l ∈ CN (0, σ
2
i IN ).
Therefore, r˜k,l can be reformed as r˜k,l = skhk,l + n˜k,l
where n˜k,l = mk,l + ik,l + nk,l ∈ CN follows n˜k,l ∼
CN (0, N ′0IN ) and N
′
0 = σ
2
m+σ
2
i +σ
2
n. According to [5],
σ2n = NN0, and
σ2i =
Lk∑
q=1
q 6=l
N∑
n=1
E[|hk,q|
2] = N
Lk∑
q=1
q 6=l
Pk,q;
σ2m =
K∑
p=1
p6=k
Lp∑
q=1
N∑
n=1
E[|hp,q|
2] = N
K∑
p=1
p6=k
Lp∑
q=1
Pp,q,
for chip synchronous systems, where Pk,i is the power
of hk,i. Note that σi depends on k and l and that
σm depends on k. The variances of MAI and ISI for
chip asynchronous systems differ by a factor of 2/3 [5].
Also, the noise terms n˜k,1, · · · , n˜k,Lk are approximately
uncorrelated after despreading due to descrambling. Thus,
f(r|sm) =
Lk∏
l=1
f(r˜k,l|sm); where
f(r˜k,l|sm) =
1
(piN ′0)
N
exp
(
−
‖r˜k,l − smhk,l‖
2
N ′0
)
;
λCMF(u
′k
n,l;O) ≈ ln
max
m:u′k
n,l
=+1
Lk∏
l=1
f(r˜k,l|sm)
max
m:u′k
n,l
=−1
Lk∏
l=1
f(r˜k,l|sm)
=
2
N ′0
Lk∑
l=1
Re
{
h∗k,ls
+,∗r˜k,l − h
∗
k,ls
−,∗r˜k,l
}
.
(4)
In Equation (4), s+ denotes the Walsh sequence sm that
corresponds to maxm:u′k
n,l
=+1 f(r|sm), and s
− is defined
similarly. The superscript operator (•)∗ is the conjugate
transpose operation when applied to matrices, and simply
the conjugate when applied to scalars.
A non-coherent version of the MF soft demodulator
can be obtained similarly in a path-by-path manner as
λNMF(u
′k
n,l;O) ≈
Lk∑
l=1
|s+,∗r˜k,l| −
Lk∑
l=1
|s−,∗r˜k,l|. (5)
An estimate of the complex channel gain hk,l is not
needed to compute the LLR value for bit u′kn,l in (5).
This is particularly useful at the beginning of the iteration
process when the estimate of channel fading process is not
yet available. The coherent MF demodulator expressed
by (4) is applicable only when pilot symbols are available
for channel estimation.
B. Soft Demodulation with Interference Cancellation (IC)
Once the transmitted signals are estimated for all
the users at the previous iteration, the interference can
be removed by subtracting the estimated signals of the
interfering users from the received signal r to form a new
signal vector r′ for demodulating the signal transmitted
from user k, i.e., r′ = r − yˆ + Xˆkhˆk, where r ∈ CNk
denotes the received signal vector due to the transmission
of the jth symbol from the kth user, and r′ ∈ CNk is its
interference cancelled version after subtracting the contri-
butions from all the other users using decision feedback.
The vector yˆ = Aˆhˆ represents the estimated contribution
from all the users calculated by using the data matrix Aˆ
and channel vector hˆ estimated at the previous iteration.
The vector Xˆkhˆk is the estimated contribution from all
the paths of user k. In case of perfect cancellation, r′ only
contains the contribution from the kth user plus original
additive Gaussian noise n ∈ CNk , i.e., r′ = Xkhk + n.
Its conditional probability density function (PDF) can be
expressed as f(r′|sm) = 1(piN0)Nk exp
(
−
‖r′−Xk,mhk‖
2
N0
)
.
Therefore,
λIC(u
′k
n,l;O) ≈ ln
maxm:u′k
n,l
=+1 f(r
′|sm)
maxm:u′k
n,l
=−1 f(r
′|sm)
= ln
exp(−‖r′ −X+hk‖
2/N0)
exp(−‖r′ −X−hk‖2/N0)
=
2
N0
Re
{
h∗kX
+,∗r′ − h∗kX
−,∗r′
}
, (6)
where Xk,m =
[
xk,1,m xk,2,m · · · xk,Lk,m
]
, and
xk,l,m denotes the transmitted chip sequence due to
the kth user’s jth symbol from the lth path based on
the hypothesis that the mth Walsh symbol is transmit-
ted. In (6), X+ denotes the Xk,m that corresponds to
maxm:u′k
n,l
=+1 f(r
′|sm), and X− denotes the Xk,m that
corresponds to maxm:u′k
n,l
=−1 f(r
′|sm)
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C. Soft Demodulation with Interference Suppression (IS)
The idea of interference suppression (IS) is to suppress
the estimated interference by filtering (orthogonal projec-
tion). We need to know (or estimate) the structure of the
interference in order to construct the suppression filter.
To this end, we define the matrix
U =
[
A˜1 · · · A˜k−1 A˜k+1 · · · A˜K
]
∈ RNk×(Ltot−Lk),
where A˜n is made up by the columns of A in (1) that
is due to the nth user. We can suppress the interference
by projecting r on the null space of U, i.e., by mul-
tiplying r from the left with P⊥
U
= I − UU†, where
U† denotes the left pseudoinverse2 of U. We note that
P⊥
U
A˜i = 0 [10] for all i 6= k, and P⊥Ur = P
⊥
U
[Ah +
n] =
∑K
i=1 P
⊥
U
A˜ihi + P
⊥
U
n = P⊥
U
A˜khk + P
⊥
U
n. The
interference is suppressed since the columns of P⊥
U
are
orthogonal to the subspace spanned by the MAI (columns
of U). We note that IS is only meaningful if P⊥
U
A˜k 6= 0,
which we will assume to be true from now on. It can be
easily shown that P⊥
U
= P⊥∗
U
, and P⊥
U
= P⊥∗
U
P⊥
U
. Since
a linear transformation of a Gaussian random variable is
still a Gaussian random variable, and the original noise
vector has the statistics n ∼ CN (0, N0I), the covariance
matrix for the projected noise vector n˜ = P⊥
U
n is thus
E[n˜n˜∗] = E[P⊥Unn
∗P⊥∗
U
] = P⊥
U
(N0I)P
⊥∗
U
= N0P
⊥
U
.
The conditional PDF can be approximated as
f(P⊥
U
r|sm) ≈ γ exp[−(P
⊥
U
r−P⊥
U
Xk,mhk)
∗·
(N0P
⊥
U)
−1(P⊥Ur−P
⊥
UXk,mhk)]
= γ exp
[
−
(r−Xk,mhk)
∗P⊥
U
(r−Xk,mhk)
N0
]
= γ exp
[
−
‖P⊥
U
r−P⊥
U
Xk,mhk‖2
N0
]
,
where γ = 1
(pi)Nk det(N0P⊥U)
. The LLRs can thus be
computed as
λIS(u
′k
n,l;O) ≈ ln
maxm:u′k
n,l
=+1 f(r|sm)
maxm:u′k
n,l
=−1 f(r|sm)
≈ ln
maxm:u′k
n,l
=+1 exp(−‖P
⊥
U
r−P⊥
U
Xk,mhk‖
2/N0)
maxm:u′k
n,l
=−1 exp(−‖P
⊥
U
r−P⊥
U
Xk,mhk‖2/N0)
= ln
exp(−‖P⊥
U
r−P⊥
U
X+hk‖2/N0)
exp(−‖P⊥
U
r−P⊥
U
X−hk‖2/N0)
=
2
N0
Re
{
h∗kX
+,∗P⊥Ur− h
∗
kX
−,∗P⊥Ur
}
, (7)
where X+ denotes the Xk,m that corresponds to
maxm:u′k
n,l
=+1 f(P
⊥
U
r|sm), and X− is defined similarly.
The complexity of distinct algorithms is compared in
Table I, which shows the required number of complex
multiplications/divisions, and additions/subtractions for
one user’s one symbol estimate corresponding to the
calculation of LLRs for log2 M coded bits. One can see
from the table that the complexity of both MF and IC
schemes is linear in the spreading factor N , the number
2Hence, U† is, in general, computed from the singular value decom-
position of U [9], or in the special case when U has full column rank
as U† = (U∗U)−1U∗.
of multipath component L, and the number of users
K. However, the IS scheme requires cubic complexity,
mainly due to the matrix inverse operation in (7), which
needs to be done at symbol rate.
IV. NUMERICAL RESULTS
In Figure 3, we compare the performance of the
discussed algorithms with the IC and IS demodula-
tors, respectively. In the simulations, we employ a rate
Rc = 1/3 convolutional code with generator polynomials
(25, 33, 37)8, and free distance df = 12. For each block,
4620 coded bits are passed through a block interleaver
of size 66 × 70. Each group of 3 interleaved bits from
each user is converted into one of M = 8 Walsh
codewords spread to a total length of N = 64 chips.
The channels are independent multipath Rayleigh fading
channels with Lk = 3 and Clarke’s power spectrum
with normalized Doppler frequency fDT = 0.01 for all
users. The non-coherent MF soft demodulation is used
at the first iteration of the iterative process to obtain
an initial estimate of data for channel and interference
estimation. Channel estimation is done after each iteration
with the maximum likelihood (ML) approach presented
in [11]. The integrated approach results are plotted after
6 iterations (excluding the initial non-coherent detection
stage) since convergence is normally reached by then. The
single user bound is obtained by the integrated demodu-
lation and Log-MAP decoding in a single user environ-
ment. No multiuser interference is present, but iterative
process is performed to improve the channel estimates.
The simulation results are averaged over random fading,
noise, delays, and scrambling codes with minimum of
50 blocks of data transmitted and at least 100 bit errors
generated. With the tandem approach, the demodulation
and decoding are carried out only once, there is no
feedback from the decoder to the demodulator. The per-
formance of the coherent MF (conventional MRC-RAKE
receiver) expressed by (4) is also shown in Figure 3a.
It is a genie-aided tandem approach assuming perfect
channel state information (CSI). One can see that at high
SNRs, the IC scheme effectively mitigates the effect of
MAI and outperforms the MRC-RAKE solution by a
large margin. Clearly, interference mitigation is needed
to improve the demodulation performance. Replacing the
tandem approach with an integrated approach also gives
substantial improvement (over 1 dB as shown in Figures
3a and 3b).
In Figure 3a, we also show the performance of the IC
demodulator with and without the dual-maxima approxi-
mation in Equation (3). One can see that the performance
loss due to the approximation is negligible compared to
the exact implementation. The dual-maxima approxima-
tion is therefore used in the rest of simulations to simplify
the computation of the LLR values for the demodulation
schemes.
The IC and the IS demodulators are compared in
Figure 3c under the same system setting as mentioned
above. Apparently, the IC demodulator produces better
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TABLE I
COMPLEXITY FOR ONE USER’S ONE SYMBOL ESTIMATE AT ONE ITERATION FOR THE ITERATIVE MUD ALGORITHMS CONSIDERED.
operations ×/÷ +/−
MF NML + N (N − 1)ML + log2 M
IC N(ML + 2M + 2) NML + NK −M + log2 M
IS 2(K − 1)3L3 + (2N + 2)(K − 1)2L2 2(K − 1)3L3 + (2N − 1)(K − 1)2L2 + (N2 −N)(K − 1)L
+N2(K − 1)L + N2M + N(ML + 2M + 2) +NM(L + N − 1)−M + log2 M
results than the IS demodulator. For example, to achieve a
target BER = 10−4, Eb/N0 ≈ 6.5 dB is required with the
integrated IC-LogMAP approach; while Eb/N0 ≈ 9 dB
is required with the integrated IS-LogMAP approach.
The same conclusion applies to the tandem approach
as well. In both cases, the performance improvement
provided by the IC scheme is over 2 dB. Also shown
in Figure 3c is the error floor due to the non-coherent
MF demodulator. Despite its poor performance, the non-
coherent MF produces an initial estimate of data at the
beginning of the iterative process to facilitate channel
estimation and coherent demodulation in the subsequent
stages. It can be seen from Figure 3 that the performance
of the IC scheme is very close to the single user bound,
which is not the case for the IS scheme. The relative poor
performance of IS is due to the SNR loss by the projection
of the received vector whenever the desired signal is not
orthogonal to the interference (which is the case in all
investigated scenarios).
In Figure 4, we compare the performance between
the CDMA system with M -ary orthogonal signaling and
the conventional CDMA system with binary signaling.
Only the IC demodulation scheme is considered here
since it has better performance and lower complexity
than the IS scheme as analyzed earlier. The derivation
for the detection schemes expressed by (4) and (6) are
still valid for the conventional CDMA system, with the
final expression for the coherent MF reformed as
λMF(u
′k
n,l;O) ≈
4
N ′0
Lk∑
l=1
Re
{
h∗k,lc
∗rk,l
}
,
where ck = diag{Ck} is the scrambling sequence corre-
sponding to kth user’s jth symbol. The soft IC detector
for the conventional CDMA system is reformed as
λIC(u
′k
n,l;O) ≈
4
N0
Re {h∗kX
∗
kr
′} ,
where r′ is the interference cancelled version of the
received signal. The matrix Xk is defined as Xk =
[xk,1 xk,2 · · ·xk,L], where xk,l denotes the transmitted
chip sequence due to the kth user’s jth symbol from the
lth path, assuming the BPSK symbol +1 is transmitted.
Results are plotted after 4 iterations (excluding the initial
coherent MF stage), since convergence has normally been
reached by then. For genie-aided algorithms shown in
plot (a), we assume, for both systems, i) accurate channel
estimation with pilot bits; ii) genie-aided coherent MF in
the first iteration such that genie-aided IC can be carried
out in the subsequent stages. Simulations are done with
K = 18 users and Lk = 5 or Lk = 9 paths (same for all
users). For non-genie-aided algorithms shown in plot (b),
simulations are conducted at Eb/N0 = 7 dB for K = 18-
user systems with Lk = 9 for all users. The imperfect
channel estimate can be expressed as hˆk,l = hk,l + ek,l,
where hk,l is the original channel fading coefficient and
ek,l is the channel estimation error modeled as a zero-
mean complex Gaussian random variable with variance
σ2e . Other parameters for the M -ary system are as in Fig-
ure 3. Hence, each information bit is spread to 64 chips.
The conventional system has the same code rate and
spreading factor: it uses a convolutional code with rate
Rc = 1/8, generator polynomials (5, 5, 5, 7, 7, 7, 7, 7)8,
and free distance df = 21, see [12], followed by spread-
ing to 8 chips per coded bit and 68×68 block interleaving.
The code has roughly the same decoding complexity as
the code employed in the M -ary system.
As shown in Figure 4a, for genie-aided algorithms
(with perfect CSI), the conventional system outperforms
the M -ary system at low SNRs. However, the multipath
diversity can be better exploited by the M -ary system, and
it outperforms the conventional system at high SNRs. We
also observed from our experiments that the performance
gain by applying M -ary modulation is more significant
in uncoded systems due to the code-spread characteristic
of the orthogonal modulation. The plots are omitted here
due to space limit. Figure 4b shows the performance com-
parison of the systems with imperfect CSI. Apparently,
channel estimation errors deteriorate the performance for
both systems. However, the conventional systems shows
slightly more robustness to imperfect CSI as the channel
estimation error increases.
V. CONCLUSIONS
We investigate the problem of iteratively demodulating
and decoding orthogonally modulated and convolutionally
coded signals in frequency selective channels. Among
the proposed soft demodulators, the IC demodulator is
preferred because it achieves better performance with less
complexity compared to the IS soft demodulator. We also
show that the M-ary orthogonal CDMA system enables
non-coherent detection and decision directed channel esti-
mation, which improves the system spectral efficiency by
avoiding the transmission of pilot symbols for channel
estimation as in the conventional CDMA systems.
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