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UNE MODALIT´ ED ’ ´ EVITER LES TABLES DES CENTILES
DANS LE CAS DES R´ EGIONS DE CONFIANCE ET DES
TESTS STATISTIQUES
DANIEL CIUIU
R´ esum´ e. Dans cet article on va determiner des r´ egions de conﬁance pour
les param` etres d’une r´ epartition et des v´ ersions de quelques tests sans uti-
liser les tables qui contiennent des centiles.
Classiﬁcation AMS 2000 des sujets. 62F25, 62F03.
Mots clefs et phrases. intervalles de conﬁance, tests statistiques.
1. Introduction
Les intervalles de conﬁance sont d´ etermin´ es d’habitude en utilisant des
tables statistiques qui contiennent des centiles pour quelques r´ epartitions (par
exemple les centiles de la r´ epartition normale r´ eduite N (0,1), les centiles de la
r´ epartition de Student ` a n degr´ es de libert´ e, tn, les centiles de la r´ epartition de
χ2 ` a n degr´ es de libert´ e ou les centiles de la r´ epartition de Snedecor—Fisher
d’ordres m et n).
Les tests statistiques, ` a voir le test de concordance de χ2 utilisent aussi ces
tables avec des centiles. Mais cette chose est diﬁcile ` a implanter aux ordina-
teurs, parce qu’on a besoin d’un ﬁchier avec les centiles [1], [2], [3].
Dans tout l’article on note par Xj la moyenne de l’´ echantillon pour Xj et
par θ le vecteur des param` etres qui d´ eﬁnissent la r´ epartition de la variable
al´ eatoire X.O nc o n s i d ´ ere qu’on connaˆ ıt pour j = 1,k des formules pour la
moyenne du Xj et pour la variance du Xj d´ ependant de θ. On note ces valeurs
par mj (θ) et respectivement par Dj (θ).
Pour d´ eterminer les r´ egions de conﬁance on utilise l’in´ egalit´ ed eC h ´ ebychev
et on va r´ esoudre un syst` eme d’in´ equations.
Pour les tests, on va calculer, s’il est possible, la function de r´ epartition
´ evalu´ ee pour la statistique concern´ ee qui va ˆ etre comparer avec certains cen-
tiles. On utilise le lemme de Hincin qui dit que si la variable al´ eatoire X al a
function de r´ epartition F (·),F(X) suit une loi uniforme sur [0,1].
2. R´ egions de conﬁance
` Ap r ´ esent on a une variable al´ eatoire X avec la function de r´ epartition
F (x;θ1,...,θk)d ´ ependant de k param` etres. Nous voulons d´ eterminer uner´ egion
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de conﬁance pour θ =( θj)j=1,k avec l’erreur ε1. On note par ε = ε1
k .S io n
´ ecrit l’in´ egalit´ ed eC h ´ ebychev pour Xj on obtient
P









En utilisant (1), la probabilit´ ed ’ e x i s t e rj de sorte que 1 ≤ j ≤ k et 





nε est plus petit ou ´ egale ` a ε1.
Il r´ esulte qu’on doit r´ e s o u d r el es y s t ` eme d’in´ equations
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qui est ´ equivalent ` a
m2




≤ 0,j= 1,k. (2’)
On consid` e r el av a r i a b l ea l ´ eatoire X normale N

m,σ2
et on a θ =

m,σ2T ,k=
2. Par des calculs on obtient m1 (θ)=m, D1 (θ)=σ2,m 2 (θ)=m2 + σ2 et
D2 (θ)=4· m2 · σ2 +2· σ4.






2 ≤ 2mX. (3)
Si X =0 ,l ar ´ egion (3) est
β ≥ n · ε · α, (3’)
qui est dans le syst` eme d’axes αOβ un angle d´ etermin´ ep a rα =0 ,β≥ 0e t
β = n · ε · α, α ≥ 0. Dans le syst` eme mOβ (3 ) est l’int´ erieur de la parabole
β = n · ε · m2.












4 ≤ 0. (3”)












4 =0 . (4)




n2ε2. Donc (4) est une parabole.
L’axe de la parabole est100 D. CIUIU

















, et les intersec-


















Parce que (0,0) n’est pas dans (3”), la r´ egion de conﬁance d´ etermin´ ee par
la premi` ere in´ equation est l’int´ erieur de la parabole.





































=0 ( 7 )






n2ε2 .S inε > 2 (un fait statistique r´ esonable si on tient compte que n
e s tl ev o l u m ed el ’ ´ echantillon) (7) est une ellipse.

























nε − 1 −
√































.D o n cOα est tangente ` a l’ellipse.
Quelle que soit X (= 0 ou  = 0) et pour tout β = σ2 on a une intervalle




























, dependant si X>0, respectivement si X<0.
Exemple 2.1. Soit X qui suit une r´ epartition normale N

m,σ2
.O nc o n s i d ` ere
un ´ echantillon de volume n = 1000 et l’erreur maximale ε1 =0 .2.UNE MODALIT´ ED ’ ´ EVITER LES TABLES 101
Il resulte ε =0 .1 et n · ε = 100. On a dans cet exemple X2 =0 .231.













La r´ egion de conﬁance pour (α,β) se trouve dans la ﬁgure suivante.
Fig. 1 :La r´ egion de conﬁance pour (α,β).
La r´ egion de conﬁance pour

m,σ2
est d´ etermin´ ee par la parabole β =
100m2et







Elle se trouve dans la ﬁgure suivante.
Fig. 2 : La r´ egion de conﬁance pour

m,σ2
Exemple 2.2. Soit X qui suit une r´ epartition normale N

m,σ2
.O nc o n s i d ` ere
un ´ echantillon de volume n = 1000 et l’erreur maximale ε1 =0 .2.
Il resulte ε =0 .1 et n · ε = 100. On a dans cet exemple X =5 .293 et




50αβ − 2 · 5.2932 · α − 2·5.2932












αβ − 2 · 28.1 · α − 2 · 28.1 · β +2 8 .12 =0 .102 D. CIUIU
La r´ egion de conﬁance pour (α,β) se trouve dans la ﬁgure suivante.
Fig. 3 :La r´ egion de conﬁance pour (α,β).
La r´ egion de conﬁance pour

m,σ2









10 . Elle se trouve dans la ﬁgure suivante.
Fig. 4 : La r´ egion de conﬁance pour

m,σ2
3. Versions sans centiles pour quelques tests statistiques
Le test T bilat´ eral v´ eriﬁe l’hypoth` ese nulle H0 : m = m0 contre l’hypoth` ese
alt´ ernative H1 : m  = m0 avec l’erreur de premier ordre ε.O nau n´ echantillon
de volume n de la variable X.O nc a l c u l eT = X−m0
S
√
n − 1, o` u X est la
moyenne de l’´ echantillon et S2 est la variance de l’´ echantillon [1], [3]. On






Le test T unilat´ eral gauche v´ eriﬁe l’hypoth` ese nulle H0 : m = m0 contre
l’hypoth` ese alt´ ernative H1 : m<m 0 avec l’erreur de premier ordre ε.O n
accepte H0 si T>T n−1 (ε).
Le test T unilat´ eral droit v´ eriﬁe l’hypoth` ese nulle H0 : m = m0 contre
l’hypoth` ese alt´ ernative H1 : m>m 0 avec l’erreur de premier ordre ε.O n
accepte H0 si T<T n−1 (1 − ε).













































Dans (10) on remarque la possibilit´ ed ec a l c u l e rF (x)p o u rc h a q u ex.





.D a n sl et e s t
unilat´ eral gauche on accepte H0 si F (T) >ε . Dans le test unilat´ eral droit on
accepte H0 si F (T) < 1 − ε.
Le test de χ2 bilat´ eral v´ eriﬁe l’hypoth` ese nulle H0 : σ2 = σ2
0 contre l’hy-
poth` ese alt´ ernative H1 : σ2  = σ2


















.L et e s td eχ2 unilat´ eral gauche v´ eriﬁe
l’hypoth` ese nulle H0 : σ2 = σ2
0 contre l’hypoth` ese alt´ ernative H1 : σ2 <σ 2
0.
On accepte H0 si X2 >χ 2
n−1 (ε) au risque d’erreur de premier ordre ε.L e
test de χ2 unilat´ eral droit v´ eriﬁe l’hypoth` ese nulle H0 : σ2 = σ2
0 contre l’hy-
poth` ese alt´ ernative H1 : σ2 >σ 2




. On accepte H0
si X2 <χ 2
n−1 (1 − ε).
Mais la r´ epartition de χ2
2n co¨ ıncide avec la r´ epartition Erlang En, 1
2.L a
function r´ epartition Erlang En,λ d’ordre n et param` etre λ est






Donc si n n’est pas pair (n − 1 est pair) on peut calculer la function de





















< 1 − ε.
Pour le test de Tukey pour l’´ egalit´ e des moyennes on a k ´ echantillons




.O nv ´ eriﬁe l’hypoth` ese nulle H0 : µi = µj pour chaques i,j contre
l’hypoth` ese alt´ ernative H1 :i le x i s t e n ti,j de telle sort que µi  = µj au risque
d’erreur de premier ordre ε. On note par Xi la moyenne de l’´ echantillon i,p a r
Xmin le minimum des Xi et par Xmax le maximum des Xi.O nc a l c u l eS 2 un
estimateur pour σ2 qui suit la r´ epartition de χ2











Mais comment on peut voir dans les tests de Student pour la moyenne si
on ne connaˆ ıt pas la variance, on peut calculer la function de r´ epartition pour
q, F (q). On accepte H0 si F (q) ≤ ε
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Pour le test de Hartley pour l’´ egalit´ e des variances on a k ´ echantillons des vo-






On v´ eriﬁe l’hypoth` ese nulle H0 : σ2
i = σ2
j pour chaques i,j contre l’hypoth` ese
alt´ ernative H1 :i le x i s t e n ti,j de sort que σ2
i  = σ2
j au risque d’erreur de
premier ordre ε.











2. On note aussi
par S2
min le minimum des Si et par S2
















est la centile d’ordre
1 − ε
2 pour la repartition de Snedecor—Fisher d’ordres (n,n).






















Le test de concordance de χ2 v´ eriﬁe l’hypothese nulle H0 :l av a r i a b l e
al´ eatoire X a la function de r´ epartition F (x;θ1,...,θk), o` u θ1,...,θk sont les
param` etres de la r´ epartition, contre l’hypoth` ese alt´ ernative H1 :l av a r i a b l e
al´ eatoire X n’a pas la function de r´ epartition F (x;θ1,...,θk) avec l’erreur de
premier ordre ε.O nau n´ echantillon de volume n de X et r intervalles, r>k .
On note par ni le num´ ero des valeurs de l’´ echantillon dans l’intervalle Ii et
par n 
i = n · F

Ii;  θ1,...,  θk
	
,o ` u  θ1,...,  θk sont des ´ estimations pour θ1,...,θk.








et on accepte H0 si X2 <χ 2
r−k−1(1 − ε), o` u
χ2
r−k−1(1 − ε) est la centile de χ2 ` a r − k − 1d e g r ´ es de lib´ ert´ e.
Si r − k − 1 est pair, on peut calculer la function de r´ epartition de χ2
r−k−1





< 1 − ε.
4. Conclusions
Pour les r´ egions de conﬁance l’erreur ε est maximale (elle peut ˆ etre plus
petite que ε). Dans le cas de k param` etres on doit r´ esoudre un syst` eme de k
in´ equations.
Pour les tests on calcule la function de r´ epartition (s’il est possible) pour la
statistique et on compare cette valeur avec l’ordre de centile.
Ces consid´ erations peuvent aider le programmateur ` a fair des programmes
pourr´ esoudre des problems de statistique. On doit choisir si on utilise l’in´ egalit´ e
de Ch´ ebychev ou les tables des centiles (si le syst` eme est trop diﬃcile ` a
r´ esoudre, on utilise les centiles).UNE MODALIT´ ED ’ ´ EVITER LES TABLES 105
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