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Density functional theory is generalized to incorporate electron-phonon coupling. A Kohn-Sham
equation yielding the electronic density nU (r), a conditional probability density depending paramet-
rically on the phonon normal mode amplitudes U = {Uqλ}, is coupled to the nuclear Schro¨dinger
equation of the exact factorization method. The phonon modes are defined from the harmonic
expansion of the nuclear Schro¨dinger equation. A nonzero Berry curvature on nuclear configura-
tion space affects the phonon modes, showing that the potential energy surface alone is generally
not sufficient to define the phonons. An orbital-dependent functional approximation for the non-
adiabatic exchange-correlation energy reproduces the leading-order nonadiabatic electron-phonon-
induced band structure renormalization in the Fro¨hlich model.
I. INTRODUCTION
The standard picture of interacting electrons and
phonons in solids is a product of the Born-Oppenheimer
(BO) approximation.1–3 State-of-the-art first-principles
calculations of electron-phonon-coupling effects start
from a density functional theory (DFT) calculation
for the equilibrium crystal structure.4,5 The resulting
“clamped nuclei” electronic band structure depends on
the BO approximation. The normal modes of vibration
(phonons) and first- and second-order electron-phonon
coupling matrix elements are calculated from the re-
sponse of the BO potential energy surface and Kohn-
Sham (KS) orbitals to small displacements in the atomic
positions. The electronic band structure, phonon modes
and electron-phonon coupling terms define a BO refer-
ence state that contains enough information to evaluate
several observables, such as the electron-phonon coupling
constant λ and transition temperature Tc in conventional
superconductors such as MgB2,
6–22 electronic band struc-
ture renormalization,23–40 and electronic mass enhance-
ment and specific heat.12,13,18,41–54 Nevertheless, there
is growing interest in capturing nonadiabatic electron-
phonon effects55–66 by ab initio approaches that go be-
yond this BO reference state.19,34–36,38,40,67–86
Reliance on the BO approximation complicates sub-
sequent many-body calculations. Since the electronic
Hamiltonian is already included in the adiabatic poten-
tial energy surface from which the reference BO phonons
are calculated, it is not straightforward to rigorously di-
vide the original electron-nuclear Hamiltonian into elec-
tronic Hˆelec, phononic Hˆphon, and electron-phonon cou-
pling Hˆelec−phon terms,
67 as typically done in setting up
many-body perturbation theory. It is therefore difficult
to avoid double counting electronic interactions, and the
many-body formalisms that have been proposed35,67,76,87
are still more complicated than the widely-used BO-
based approach outlined above, although work in this
direction is ongoing.79,84,88
To avoid double-counting issues, it would be desirable
to be able to calculate electronic and phononic observ-
ables within a formally-exact DFT-like framework. This
is possible in multicomponent DFT,89 where the func-
tionals depend on both the electronic density n(r) in
the body-fixed frame and the Nn-body nuclear density
Γ(R1,R2, . . . ,RNn), provided these densities can be re-
alized in a noninteracting system with appropriate scalar
potentials (noninteracting v representablility). A series
of works90–93 on superconducting DFT94 have also been
formulated to include Γ(R1,R2, . . . ,RNn). However, it
has proven difficult to approximate the Γ-dependence of
the exchange-correlation potentials in both multicompo-
nent DFT and superconducting DFT. Additionally, at
temperature T = 0, there does not exist an auxiliary
noninteracting system capable of reproducing the den-
sity and anomalous density in superconducting DFT.95
In this paper, we focus on normal-state properties and
show that a recent generalization of density functional
theory96,97 based on the exact factorization (EF) of the
electron-nuclear wavefunction into electronic and nuclear
factors98–100 offers a promising alternative for calculating
electronic and phononic observables. In contrast to mul-
ticomponent DFT’s, the basic variable is a conditional
electronic density nR(r), a function which encodes the
electronic density for each different set of nuclear coordi-
nates R = (R1,R2, . . .). Working with nR(r) instead of
the body-fixed-frame density n(r) makes the exchange-
correlation functionals in this theory closer to those of
standard BO-based DFT.
Since EF-based DFT preserves the density-functional
description of electronic structure that has made DFT
so successful for solids, one can hope to obtain accurate
approximations by building on the functionals of stan-
dard DFT. Following Ref. 97, we consider an approxi-
mation strategy that consists in adding a nonadiabatic
correction term to a standard DFT functional, such as
a local density approximation (LDA)5,101 or a general-
ized gradient approximation (GGA).102 Analytical calcu-
2lations for the Fro¨hlich model prove that this approxima-
tion achieves the correct leading-order electron-phonon-
coupling induced band structure renormalization, includ-
ing the velocity renormalization near the Fermi energy.
Section II presents the general formalism of exact
factorization-based density functional theory and its ap-
plication to electron-phonon systems; Sec. III defines
phonons; Sec. IV introduces our functional approxima-
tion; and Sec. V applies the theory to the Fro¨hlich model.
Conclusions and an outlook on future developments are
given in Sec. VI.
II. EXACT FACTORIZATION DFT
A. Electron-nuclear DFT
The exact factorization method98–100 expresses the full
electron-nuclear wavefunction as
Ψ(r, R) = ΦR(r)χ(R), (1)
where r = {ri} denotes the set of electronic coordinates
and R = {Rµ} denotes the set of nuclear coordinates.
The key variable in exact factorization-based DFT96,97
is the conditional electronic density
nR(r) =
P (r, R)
P (R)
=
N
∫ |Ψ(r, r2, . . . , rN , R)|2dr2 . . . drN∫ |Ψ(r1, r2, . . . , rN , R)|2dr1 . . . drN
= 〈ΦR|ψˆ†(r)ψˆ(r)|ΦR〉, (2)
where P (r, R) is the joint probability to find an electron
at position r and the nuclei at positionsR and P (R) is the
marginal probability of finding the nuclei at R regardless
of where the electrons are.
The electronic density n(r) in a standard DFT calcula-
tion, which we hereafter denote as nBOR (r), is also a con-
ditional density depending parametrically on R. To see
what beyond-BO contributions nBOR (r) is missing, con-
sider the Born-Huang expansion2
Ψ(r, R) =
∞∑
J=0
ΦBOJR (r)χ
BO
J (R), (3)
where ΦBOJR (r) is the J
th eigenstate of the BO Hamilto-
nian
HˆBO =
∑
i
p2i
2me
+
∑
µ<ν
ZµZνe
2
4πǫ0|Rµ −Rν | +
∑
i<j
e2
4πǫ0|ri − rj |
−
∑
i,µ
Zµe
2
4πǫ0|ri −Rµ| . (4)
The exact conditional electronic density can be written
in terms of the Born-Huang expansion as
nR(r) =
∑∞
J=0 |χBOJ (R)|2〈ΦBOJR |ψˆ†(r)ψˆ(r)|ΦBOJR 〉∑∞
J=0 |χBOJ (R)|2
. (5)
A standard DFT calculation gives only the single term
nBOR (r) = 〈ΦBO0R |ψˆ†(r)ψˆ(r)|ΦBO0R 〉. (6)
In terms of the nuclear wavefunction χ(R) and condi-
tional electronic wavefunction ΦR(r), the total energy of
the electron-nuclear system can be expressed as
E = Tn,marg +
∫
|χ(R)|2[EBO(R) + Egeo(R)]dR, (7)
where
Tn,marg =
∫
χ∗(R)
∑
µ
(Pµ +Aµ)
2
2Mµ
χ(R)dR,
EBO(R) = 〈ΦR|HˆBO|ΦR〉, (8)
Egeo(R) =
∑
µ
~
2
〈∇RµΦR∣∣(1− |ΦR〉〈ΦR|)∣∣∇RµΦR〉
2Mµ
and Aµ ≡ ~Im〈ΦR|∇RµΦR〉. Making the energy station-
ary with respect to variations of χ(R) and ΦR(r) subject
to the partial normalization condition
∫ |ΦR(r)|2dr = 1
for all R leads to the following equations:99[
HˆBO + Uˆen
]|ΦR〉 = E(R)|ΦR〉 (9)[∑
µ
(
Pµ +Aµ
)2
2Mµ
+ E(R)
]
χ(R) = Eχ(R), (10)
where Uˆen is a complicated operator that depends nonlin-
early on χ and ΦR. The nuclear equation has the form of
a conventional Schro¨dinger equation with an exact poten-
tial energy surface E = EBO + Egeo and an exact induced
vector potential Aµ.
Exact factorization-based DFT96,97 seeks to bypass the
many-body electronic equation, Eq. (9), using in its place
the conditional KS equation[
p2
2m
+ ven(r, R) + v
EF
hxc(r, R)
]
ψiR(r) = ǫiRψiR(r),
(11)
where ven(r, R) = −
∑
µ Zµe
2/4πǫ0|r −Rµ| and vEFhxc(r)
is a nonadiabatic Hartree-exchange-correlation potential.
B. Electron-phonon DFT
We now consider a stable crystal with a well-defined
equilibrium lattice structure. Adopting notations similar
to those in Refs. 79, 103, and 104, we specify the equilib-
rium position of nucleus κ in primitive cell l = (l1, l2, l3)
3as
R
(0)
lκ = R
(0)
l + τκ, (12)
where R
(0)
l = l1a1 + l2a2 + l3a3 is the position of primi-
tive cell l and τκ is the position of nucleus κ within the
primitive cell; ai are the primitive lattice vectors. The
displacement of a nucleus from its equilibrium position is
defined to be ulκ = Rlκ−R(0)lκ , and we denote the set of
nuclear displacements as u = {ulκ}.
For electron-phonon systems, it is convenient to adopt
Born-von Ka´rma´n boundary conditions and work with
the phonon normal mode coordinates U = {Uqλ}. There-
fore, we introduce the factorization
Ψ(r, U) = ΦU (r)χ(U). (13)
The phonon normal mode coordinates U and their re-
lationship to u will be derived in the following section.
There are important differences with respect to standard
DFT, where the relationship between u and U is
ulκ =
√
M0
NMκ
∑
qλ
Uqλeκ(qλ)e
iq·R
(0)
l
Uˆqλ =
√
Mκ
NM0
∑
κ
ulκ · e∗κ(qλ)e−iq·R
(0)
l . (14)
Here, eκ(qλ) is the polarization vector of the phonon
normal mode, M0 is an arbitrary reference mass, e.g. the
proton mass, and N is the number of primitive cells un-
der Born-von Ka´rma´n boundary conditions. Throughout
the paper, it is to be understood that the q = 0 acoustic
modes are excluded from sums over the phonon quasimo-
mentum.
The conditional KS equation in Eq. (11) becomes[
p2
2m
+ ven(r, u) + v
EF
hxc(r, u)
]
ψnku(r) = ǫnkuψnku(r),
(15)
where ven(r, u) = −
∑
lκ Zκe
2/4πǫ0|r−R(0)lκ −ulκ|. If we
set the displacements ulκ to zero, then the KS potential
v(0)s (r) = ven(r, u)|ulκ=0 + vEFhxc(r, u)
∣∣
ulκ=0
(16)
has lattice translational symmetry. As in standard DFT,
this allows us to label the KS orbitals with a band in-
dex n and wavevector k. In terms of the displacement
coordinates u, Eq. (10) becomes[∑
lκ
(
plκ +Alκ(u)
)2
2Mκ
+ E(u)
]
χ(u) = Eχ(u), (17)
where plκ = −i~∇ulκ and Alκ = ~Im〈Φu|∇ulκΦu〉.
Equations (15) and (17) are the fundamental equations
of EF-based DFT for electron-phonon systems. The ex-
act potential energy surface E = EBO + Egeo comprises a
BO-like term
EBO(u) = 〈Φu|HˆBO|Φu〉 (18)
and a geometric term96,105
Egeo(u) =
∑
lκ
~
2
〈∇ulκΦu∣∣(1− |Φu〉〈Φu|)∣∣∇ulκΦu〉
2Mκ
,
(19)
which is similar to a term that can be derived in the BO
approximation.106–108 Egeo is a geometric quantity that
can be written as the contraction of a Riemannian metric
tensor and an inverse mass tensor.
As a consequence of imposing Born-von Ka´rma´n
boundary conditions, the exact potential energy surface,
induced vector potential, and total energy in Eq. (17)
acquire a parametric dependence on R
(0)
l , i.e., on the
lattice vectors ai. The equilibrium values of ai can be
obtained by minimizing the total energy at the end of
the calculation.
Although separating off the center-of-mass motion, as
we did in writing Eq. (13), modifies the electronic and
nuclear kinetic energy operators,109 the exact factoriza-
tion scheme can still be straightforwardly applied to the
resulting Schro¨dinger equation (see the supplemental ma-
terial of Ref. 96). To keep our focus on the essential dif-
ferences between the present theory and standard DFT
calculations of electron-phonon systems, we neglect these
modifications and, moreover, we restrict our attention to
nonpolar solids.
The induced vector potential Alκ in Eq. (17) is said to
be trivial if there exists a gauge choice such thatAlκ = 0.
This is not always the case.105,110 In the following section,
we show that the induced magnetic field (the curl of Alκ)
affects the phonons.
III. EXACT PHONONS
Phonons are usually calculated in the BO approxima-
tion. The nuclear Schro¨dinger equation (17) affords us a
way of defining “exact phonons.”
We start by expanding E(u) and Alκ(u) as
E(u) = E0 + 1
2
∑
lκαl′κ′α′
Clκαl′κ′α′ulκαul′κ′α′ +O(u3),
Alκα(u) = A
(0)
lκα +
∑
l′κ′α′
A
(1)
lκαl′κ′α′ul′κ′α′ +O(u2), (20)
where α = (x, y, z), A
(1)
lκα,l′κ′α′ = ∂Alκα/∂ul′κ′α′ |u=0, and
Clκαl′κ′α′ =
∂2E
∂ulκα∂ul′κ′α′
∣∣∣∣
u=0
(21)
is the force constant matrix. We have assumed that
4the equilibrium coordinates R
(0)
lκ coincide with the co-
ordinates R
(min)
lκ that minimize E(R). This may not al-
ways be the case, particularly if the phononic wavefunc-
tion is delocalized on a strongly anharmonic potential
energy surface. The constant term A
(0)
lκα in the expan-
sion of Alκα can be removed by a gauge transformation
Φu = Φ˜ue
−(i/~)A
(0)
lκα
ulκα and is therefore inconsequential.
Thus, to second order, the Hamiltonian in Eq. (17) is
Hˆ
(2)
nucl =
∑
lκα
1
2Mκ
(
pˆlκα +
∑
l′κ′α′
A
(1)
lκαl′κ′α′ uˆl′κ′α′
)2
+
1
2
∑
lκαl′κ′α′
Clκαl′κ′α′ uˆlκαuˆl′κ′α′ . (22)
Within the BO approximation, this form of Hamiltonian
has been considered previously.111,112 To find the eigen-
states of Hˆ
(2)
nucl, we first define the Fourier transforma-
tions
uˆlκα =
√
M0
NMκ
∑
q
uˆqκαe
iq·R
(0)
l
uˆqκα =
√
Mκ
NM0
∑
l
uˆlκαe
−iq·R
(0)
l . (23)
and
pˆlκα =
√
Mκ
NM0
∑
q
pˆqκαe
iq·R
(0)
l
pˆqκα =
√
M0
NMκ
∑
l
pˆlκαe
−iq·R
(0)
l . (24)
In the q representation, the Hamiltonian becomes
Hˆ
(2)
nucl =
1
2M0
∑
q
∑
κα
[
pˆ−qκα +
∑
κ′α′
A
(1)
κακ′α′(−q)uˆ−qκ′α′
][
pˆqκα +
∑
κ′′α′′
A
(1)
κακ′′α′′(q)uˆqκ′′α′′
]
+
M0
2
∑
q
∑
κακ′α′
uˆ−qκαDκακ′α′(q)uˆqκ′α′ , (25)
where
A
(1)
κακ′α′(q) =
∑
l′
M0√
MκMκ′
A
(1)
0καl′κ′α′e
iq·R
(0)
l′
Dκακ′α′(q) =
∑
l′
1√
MκMκ′
C0καl′κ′α′e
iq·R
(0)
l′ , (26)
and the operators uˆqκα and pˆqκα satisfy the commutation
relations
[uˆqκα, pˆ−q′κ′α′ ] = i~δqq′δκκ′δαα′
[uˆqκα, uˆq′κ′α′ ] = 0
[pˆqκα, pˆq′κ′α′ ] = 0. (27)
To diagonalize the Hamiltonian in Eq. (25), we first apply
the canonical transformation
uˆqκα =
∑
λ
[
eκα(qλ)Uˆqλ + dκα(qλ)Pˆqλ
]
pˆqκα =
∑
λ
[− dκα(qλ)Uˆqλ + eκα(qλ)Pˆqλ]. (28)
The inverse transformation is
Uˆqλ =
∑
κα
[
e∗κα(qλ)uˆqκα − d∗κα(qλ)pˆqκα
]
Pˆqλ =
∑
κα
[
d∗κα(qλ)uˆqκα + e
∗
κα(qλ)pˆqκα
]
. (29)
Uˆqλ and Pˆqλ should satisfy the commutation relations
[Uˆqλ, Pˆ−q′λ′ ] = i~δqq′δλλ′
[Uˆqλ, Uˆq′λ′ ] = 0
[Pˆqλ, Pˆq′λ′ ] = 0. (30)
The transformation in Eqs. (28) and (29) will preserve the
commutation relations if the polarization vectors eκα(qλ)
and dκα(qλ) satisfy the orthonormality conditions∑
κα
[
e∗κα(qλ)eκα(qλ
′) + d∗κα(qλ)dκα(qλ
′)
]
= δλλ′∑
λ
[
eκα(qλ)e
∗
κ′α′(qλ) + dκα(qλ)d
∗
κ′α′(qλ)
]
= δκκ′δαα′
(31)
5and∑
κα
[
e∗κα(qλ)dκα(qλ
′)− d∗κα(qλ)eκα(qλ′)
]
= 0
∑
λ
[
eκα(qλ)d
∗
κ′α′(qλ) − dκα(qλ)e∗κ′α′(qλ)
]
= 0. (32)
The transformation can be summarized with the help of
a matrix V as(
[uˆq]
[pˆq]
)
=
(
[e(q)] [d(q)]
−[d(q)] [e(q)]
)
︸ ︷︷ ︸
V
(
[Uˆq]
[Pˆq]
)
, (33)
where [uˆq], [pˆq], [Uˆq], [Pˆq], [e(q)] and [d(q)] are columns
and matrices indexed by κα and λ. Then, the orthonor-
mality constraints can be succinctly expressed as
V †V =
(
[δλλ′ ] 0
0 [δλλ′ ]
)
V V † =
(
[δκκ′δαα′ ] 0
0 [δκκ′δαα′ ]
)
. (34)
Applying the above transformation to Eq. (25) and
requiring the coefficients of the Uˆ−qλPˆqλ and Pˆ−qλUˆqλ
terms to vanish leads to the following eigenvalue equa-
tions:
1
M0
(
I A(1)
A(1)† M20D +A
(1)†A(1)
)(
e
d
)
=
1
M
(
e
d
)
1
M0
(
I A(1)
A(1)† M20D +A
(1)†A(1)
)( −d
e
)
=MΩ2
( −d
e
)
,
(35)
where A(1) and D are the matrices in Eq. (26), I is the
identity matrix, and 1/M and MΩ2 are eigenvalues; qλ
has been suppressed. The two types of eigenvectors in
Eq. (35) are
vP (qλ) =


eα1κ1(qλ)
eα2κ2(qλ)
...
dα1κ1(qλ)
dα2κ2(qλ)
...


vU (qλ) =


−dα1κ1(qλ)
−dα2κ2(qλ)
...
eα1κ1(qλ)
eα2κ2(qλ)
...


.
(36)
The identities Dκακ′α′(−q) = D∗κακ′α′(q) and
A
(1)
κακ′α′(−q) = A(1)∗κακ′α′(q), which follow from the
definitions in Eq. (26), together with eκα(−q) = e∗κα(q)
and dκα(−q) = d∗κα(q), imply that if vP (qλ) is an eigen-
vector with eigenvalue 1/Mqλ, then vP (−qλ) is also an
eigenvector with the same eigenvalue, i.e.Mqλ =M−qλ.
Similar considerations for vU (qλ) imply Ωqλ = Ω−qλ.
Equation (35) replaces the standard eigenvalue equa-
tion De = ω2e defining the phonons in terms of the
dynamical matrix D. In Sec. IVB, we discuss the dif-
ferences between phonon calculations in our theory and
standard calculations in density functional perturbation
theory.113–115
After these preliminaries, the transformed Hamilto-
nian can be expressed as
Hˆ
(2)
nucl =
∑
qλ
[
1
2Mqλ Pˆ−qλPˆqλ +
MqλΩ2qλ
2
Uˆ−qλUˆqλ
]
,
(37)
whereMqλ enters as a qλ-dependent effective mass. Fi-
nally, in terms of the creation and annihilation operators
a†qλ =
√
MqλΩqλ
2~
Uˆ−qλ − i√
2~MqλΩqλ
Pˆqλ
aqλ =
√
MqλΩqλ
2~
Uˆqλ +
i√
2~MqλΩqλ
Pˆ−qλ, (38)
the harmonic phonon Hamiltonian becomes
Hˆ
(2)
nucl =
∑
qλ
~Ωqλ
(
a†qλaqλ +
1
2
)
. (39)
Since this is bilinear in a†qλ and aqλ, there are no phonon
interactions at this order. It was for the purpose of ob-
taining this result that the expansion of Alκα was ter-
minated at the first order; the second-order terms would
have generated terms in Eq. (39) that are cubic and quar-
tic in a†qλ and aqλ.
The occurrence of a nonvanishing Berry curvature
Blκα,l′κ′α′ = A
(1)
l′κ′α′lκα − A(1)lκα,l′κ′α′ on nuclear config-
uration space implies time-reversal symmetry breaking;
this occurs naturally if the electronic state breaks time-
reversal symmetry, e.g. in magnetic or (anomalous) quan-
tum Hall systems. Our analysis is similar to that of
Ref. 111, where external rather than induced magnetic
fields were considered.
In the special case A(1) = 0, Mqλ →M0, Ω2qλ → ω2qλ,
and Eq. (35) reduces to a single eigenvalue equation
De = ω2e, (40)
and the transformation in Eqs. (28) and (29) reduces to
Eq. (14). Hence, in this case Eq. (37) recovers the stan-
dard Hamiltonian
Hˆ
(2)
nucl =
∑
qλ
[
1
2M0
Pˆ−qλPˆqλ +
M0
2
ω2qλUˆ−qλUˆqλ
]
. (41)
It will be helpful to write the explicit harmonic ground
state wavefunction in the U representation. Using the
6orthogonality of the phonon modes, it is
χ0(U) = 〈U |χ0〉 =
∏
qλ
(
M0ωqλ
π~
) 1
4
exp
(
−UqλU−qλ
4L2qλ
)
,
(42)
where Lqλ is the amplitude of zero-point motion
Lqλ =
√
~
2M0ωqλ
. (43)
Phonon-phonon interactions arise from the anhar-
monicity of the potential energy surface and higher-order
terms in the expansion of Alκα, e.g. at third-order
Hˆ
(3)
nucl =
∑
q1λ1,q2λ2,q3λ3
Γq1λ1,q2λ2,q3λ3(aq1λ1 + a
†
−q1λ1
)
×(aq2λ2 + a†−q2λ2)(aq3λ3 + a
†
−q3λ3
)δq1+q2+q3,G.
The full Schro¨dinger equation for the phonons then has
the form [
Hˆ
(2)
nucl + Hˆ
(3)
nucl + · · ·
]
|χ〉 = E|χ〉, (44)
and, in practice, the phonon-phonon interactions must
be truncated at some order.
IV. NONADIABATIC
HARTREE-EXCHANGE-CORRELATION
FUNCTIONAL
From now on, we assume that the induced vector po-
tential Alκ in Eq. (17) is trivial; this assumption can be
relaxed. Using the transformation [Eq. (14)] from nu-
clear displacements u = {ulκ} to phonon normal mode
coordinates U = {Uqλ}, Eqs. (15) and (17) become[
p2
2m
+ ven(r, U) + v
EF
hxc(r, U)
]
ψnkU (r) = ǫnkUψnkU (r),
(45)[∑
qλ
Pˆ−qλPˆqλ
2M0
+ E(U)
]
χ(U) = Eχ(U), (46)
where Pˆqλ = −i~∂/∂U−qλ, E(U) = EBO(U) + Egeo(U),
EBO(U) = 〈ΦU |HˆBO|ΦU 〉,
Egeo(U) = ~
2
2M0
∑
qλ
〈
∂ΦU
∂Uqλ
∣∣∣∣(1− ∣∣∣ΦU〉〈ΦU ∣∣∣
)∣∣∣∣ ∂ΦU∂Uqλ
〉
,
(47)
and we recall that q = 0 acoustic modes are omitted from
all sums.
The total energy of the electron-phonon system is
E =
∫
χ∗(U)
[∑
qλ
Pˆ−qλPˆqλ
2M0
+ E(U)
]
χ(U)dU. (48)
One of the advantages of unifying electrons and phonons
in a DFT framework is that a single density functional
approximation for E(U) determines, on equal footing, all
of the potentials in Eqs. (45) and (46).
As in standard DFT, the conditional electronic density
is obtained from the occupied orbitals according to
nU (r) =
∑
nk
fnkU |ψnkU (r)|2, (49)
where fnkU is a U -dependent occupation number. From
now on, we suppress the subscript U on the occupation
numbers and orbitals.
Reference 96 introduced an exact factorization-based
DFT in which the energy is expressed as a variational
functional of (nR, jpR, Aµ, Tµν , χ), where jpR is the con-
ditional electronic paramagnetic current density, Aµ is
the induced vector potential and Tµν is the quantum geo-
metric tensor.106,116 Reference 97 showed that the energy
can also be expressed as a functional of (nR, |χ|2). We
take a similar approach here and interpret the energy of
an electron-phonon system as a functional of (nU , |χ|2).
Equations (45) and (46) are then coupled through the
functional dependence of the potentials: E depends on
the density nU , while v
EF
hxc depends on |χ|2 (and nU ).
A. Approximation strategy
Our strategy for approximating E [nU ] is the following.
First, noting that EBO[nU ] can be written as in DFT as
EBO[nU ] = Ts[nU ] +
∫
Ven(r, U)nU (r)dr + Vnn(U)
+ Ehxc[nU ], (50)
we approximate Ehxc[nU ] by a standard semilocal BO-
based DFT functional EBOhxc [nU ] such as a GGA. Second,
in the nonadiabatic term Egeo in Eq. (47), we approxi-
mate the correlated electronic wavefunction |ΦU 〉 by the
Slater determinant of occupied KS orbitals. This defines
an orbital-dependent functional Egeo[ψnk], which is only
implicitly a functional of nU . The essential feature of this
approximation is that nuclear mass-dependent, nonadia-
batic effects are described by a simple additive correction
to an existing DFT functional.
With this approximation for Egeo, we have
7Egeo[ψnk] = ~
2
2M0
∑
qλ
∑
nk
fnk
〈
∂ψnk
∂Uqλ
∣∣∣∣(1− ∣∣∣ψnk〉〈ψnk∣∣∣)
∣∣∣∣∂ψnk∂Uqλ
〉
− ~
2
2M0
∑
qλ
∑
nk 6=n′k′
fnkfn′k′
〈
∂ψnk
∂Uqλ
∣∣∣∣ψn′k′
〉〈
ψn′k′
∣∣∣∣∂ψnk∂Uqλ
〉
.
(51)
Via a chain rule for orbital-dependent functionals,117 e.g.
vgeo(r, U) =
∑
nk
∫∫
δEgeo
δψnk(r′′)
δψnk(r
′′)
δvs(r′)
δvs(r
′)
δnU (r)
dr′dr′′
+ c.c.+ · · · (52)
the above approximations yield the scalar nonadiabatic
Hartree-exchange-correlation potential in Eq. (45), i.e.
vEFhxc(r, U) = v
BO
hxc(r, U) + vgeo(r, U), (53)
where vBOhxc(r, U) = δE
BO
hxc/δnU (r) is the standard DFT
potential and vgeo(r, U) is a nonadiabatic correction.
Our analytical calculations for the Fro¨hlich model in
Sec. V suggest that using a nonlocal (orbital-dependent)
exchange-correlation potential is a more natural way to
incorporate electron-phonon coupling. Since EBO[nU ]
can be converted into an orbital-dependent functional
by substituting nU =
∑
nk fnk|ψnk|2, our approxima-
tion Egeo[ψnk] implies an approximation for E [ψnk] =
EBO[ψnk] + Egeo[ψnk] and, in turn, the total energy in
Eq. (48). The stationary conditions with respect to
ψ∗nk(r) lead to a nonadiabatic and nonlocal generalized
KS potential of the form:
vˆs(U) = vˆen(U) + vˆ
BO
hxc(U) + vˆgeo(U), (54)
where vˆen(U) and vˆ
BO
hxc(U) are the usual local potentials
ven(r, U) and v
BO
hxc(r, U), and vˆgeo(U) is defined by its
matrix elements
〈ψmk+q|vˆgeo|ψnk〉 =
− 1|χ|2
∑
λ
〈
ψmk+q
∣∣∣∣ ∂∂U∗qλ
[
|χ|2 δEgeo
δ(∂ψ∗nk/∂U
∗
qλ)
]〉
= − ~
2
2M0
∑
λ
∂ ln |χ|2
∂U−qλ
〈
ψmk+q
∣∣∣∣∂ψnk∂Uqλ
〉
− ~
2
2M0
∑
λ
〈
ψmk+q
∣∣∣∣ ∂2ψnk∂U−qλ∂Uqλ
〉
. (55)
The first term, hereafter denoted as 〈ψmk+q|vˆ(1)geo|ψnk〉,
is first order in g. The second term is second order. For
the nuclear wavefunction in Eq. (42), we have
∂ ln |χ0|2
∂U−qλ
= −Uqλ
L2qλ
, (56)
so that to leading order we can write
〈ψmk+q|vˆgeo|ψnk〉 ≈ 〈ψmk+q|vˆ(1)geo|ψnk〉
=
∑
λ
~
2
2M0
Uqλ
L2qλ
〈
ψmk+q
∣∣∣∣∂ψnk∂Uqλ
〉
=
∑
λ
~ωqλUqλ
〈
ψmk+q
∣∣∣∣∂ψnk∂Uqλ
〉
.
(57)
The factor 〈ψmk+q|∂ψnk/∂Uqλ〉 would in practice be de-
termined self-consistently during the solution of Eqs. (45)
and (46). Similarly, from the stationary condition with
respect to variations of fnk, we obtain a second-order
diagonal contribution
〈ψnk|vˆ(2)geo|ψnk〉 =
∑
λ
~
2
2M0
〈
ψnk
∣∣∣∣ ∂2ψnk∂U−qλ∂Uqλ
〉
. (58)
Equations (45) and (46) together with EBOhxc [nU ] and
Eqs. (51), (57) and (58) completely determine the ex-
act factorization DFT equations to second order in g. In
Sec. V, we apply these equations to the Fro¨hlich model
and demonstrate that they exactly recover the leading-
order nonadiabatic electron-phonon coupling effects.
The operator vˆs(U) in Eq. (54) is not a scalar multi-
plicative potential and therefore takes us outside a strict
KS framework. As a result, the single-particle orbitals
ψnk(r) will not generally equal the KS orbitals.
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B. Evaluating the force constant matrix
Given any approximation for E(u), we can evaluate
the force constant matrix Clκαl′κ′α′ = ∂
2E/∂ulκα∂ul′κ′α′ .
By virtue of the transformation in Eq. (14), our approxi-
mation E(U) = Ts[nU ] +
∫
Ven(r, U)nU (r)dr+ Vnn(U) +
EBOhxc [nU ]+Egeo[ψnkU ] implies an approximation for E(u).
Since the u dependence enters both explicitly, through
Ven and Vnn, and implicitly, through the functional de-
pendence on nu and ψnku, we obtain
8∂2E
∂ulκα∂ul′κ′α′
=
∂2Vnn
∂ulκα∂ul′κ′α′
+
∫
∂2Ven
∂ulκα∂ul′κ′α′
nu(r)dr +
∫ (
∂Ven
∂ulκα
∂nu(r)
∂ul′κ′α′
+
∂Ven
∂ul′κ′α′
∂nu(r)
∂ulκα
)
dr
+
∫
Ven
∂2nu(r)
∂ulκα∂ul′κ′α′
dr+
∫∫
δ2(Ts + E
BO
hxc)
δnu(r)δnu(r′)
∂nu(r)
∂ulκα
∂nu(r
′)
∂ul′κ′α′
drdr′ +
∫
δ(Ts + E
BO
hxc)
δnu(r)
∂2nu(r)
∂ulκα∂ul′κ′α′
dr
+
∂2Egeo
∂ulκα∂ul′κ′α′
. (59)
The last term generally leads to many terms involving
the chain rule, e.g.
∑
nk,l′′κ′′α′′
∫
δEgeo
δ(∂ψnk(r)/∂ul′′κ′′α′′)
∂(∂ψnk(r)/∂ul′′κ′′α′′)
∂ulκα
dr.
(60)
The first-order density response ∂nu(r)/∂ulκα plays an
essential role in Eq. (59), just as it does in density func-
tional perturbation theory (DFPT)113–115 [c.f. Eq. (10) in
Ref. 113]. There are a few important distinctions between
phonon calculations in EF-based DFPT and standard
BO-based DFPT. First, we cannot use the Hellmann-
Feynman theorem, since ulκ are not merely parameters
in the exact electronic Schro¨dinger equation [the opera-
tor Uˆen in Eq. (9) contains the gradient ∇Rlκ = ∇ulκ ].
As a result, the Hessian of E also depends on the second-
order density response ∂2nu(r)/∂ulκα∂ul′κ′α′ . Second,
our theory includes an induced vector potential Alκ in
the exact nuclear Schro¨dinger equation, which, if non-
trivial, affects the phonon modes, showing that the force
constant matrix alone is generally not sufficient to define
the exact phonons. Through the self-consistent solution
of Eqs. (45) and (46), we achieve a nonadiabatic exten-
sion of standard DFPT. Only marginally more compu-
tational time and resources are needed for an EF-based
DFPT calculation than for a standard DFPT calculation.
V. FRO¨HLICH MODEL
Here we consider an application of the above theory to
the Fro¨hlich model with Hamiltonian
Hˆ =
∑
nk
ǫnkc
†
nkcnk +
∑
qλ
~ωqλ
(
a†qλaqλ +
1
2
)
+ Hˆ1,
(61)
where the electron-phonon interaction is
Hˆ1 =
∑
nmkqλ
gmk+q,nk,λc
†
mk+qcnk(aqλ + a
†
−qλ). (62)
We further simplify this to a single free-electron-like band
and a single phonon mode in one dimension, i.e.
Hˆ =
∑
k
ǫkc
†
kck +
∑
q
~ωq
(
a†qaq +
1
2
)
+
∑
kq
gk+q,kc
†
k+qck(aq + a
†
−q). (63)
The electronic states are denoted as |ψk〉 = c†k|elec vac〉
and a general multiphonon state as
|nq1nq2 . . . nqm〉 = a†q1 . . . a†q1︸ ︷︷ ︸
nq1
· · · a†qm . . . a†qm︸ ︷︷ ︸
nqm
|phon vac〉,
(64)
where nq stands for the number of phonons in mode q.
A. First-order conditional density
We will apply perturbation theory for weak electron-
phonon coupling gk+q,k. The ground state for gk+q,k = 0
will be denoted as
|Ψ0〉 =
occ∏
k
c†k|0〉 ⊗ |χ0〉
= |FS〉 ⊗ |χ0〉, (65)
where |FS〉 is the electronic Fermi sea and |χ0〉 is the
vibrational ground state in Eq. (42). The excited states
to which |Ψ0〉 couples under Hˆ1 will be denoted as
|Ψk,−q〉 = c†k+qck|FS〉 ⊗ a†−q|χ0〉. (66)
The first-order contribution to the wave function is
|Ψ(1)〉 =
∑
kq
gk+q,kfk(1 − fk+q)
ǫk − ǫk+q − ~ωq |Ψk,−q〉. (67)
9In the U -coordinate representation, the wavefunction is
|Ψ(U)〉 ≈ |FS〉〈U |χ0〉
+
∑
kq
gk+q,kfk(1 − fk+q)
ǫk − ǫk+q − ~ωq c
†
k+qck|FS〉 ⊗ 〈U |a†−q|χ0〉.
(68)
Now we use the exact factorization method to derive
the conditional electronic density to first order in g. The
nuclear wave function is
|χ(U)|2 = 〈Ψ(U)|Ψ(U)〉, (69)
where the inner product is on the electronic Hilbert space
only. From the conditional electronic wave function
|ΦU 〉 = |Ψ(U)〉
χ(U)
≈ |FS〉
+
∑
kq
gk+q,kfk(1− fk+q)
ǫk − ǫk+q − ~ωq
〈U |a†−q|χ0〉
〈U |χ0〉 c
†
k+qck|FS〉
= |FS〉+
∑
kq
gk+q,kfk(1− fk+q)
ǫk − ǫk+q − ~ωq
Uq
Lq
c†k+qck|FS〉︸ ︷︷ ︸
|Φ
(1)
U
〉
,
(70)
we obtain the zeroth-order and first-order contribution
to the conditional electronic density
n
(0)
U (r) =
∑
k
fk|ψk(r)|2
n
(1)
U (r) = 2Re
∑
kq
gk+q,kfk(1− fk+q)
ǫk − ǫk+q − ~ωq
Uq
Lq
ψ∗k(r)ψk+q(r).
(71)
n
(1)
U (r) encodes how the conditional density is perturbed
by the electron-phonon interaction.
B. Geometric correction
As a preliminary step, we expand |χ(U)|2 as
|χ(U)|2 = 〈Ψ(0)|Ψ(0)〉+ 〈Ψ(1)|Ψ(1)〉
+ 2Re〈Ψ(0)|Ψ(2)〉+O(g4). (72)
The series has only even contributions. Choosing a gauge
in which χ is real, we can write χ(U) = χ(0)(U) +
χ(2)(U) +O(g4) with
χ(0)(U) =
∏
q
(
Mωq
π~
) 1
4
exp
(
−UqU−q
4L2q
)
χ(2)(U)
χ(0)(U)
=
∑
q
|βq|2
( |Uq|2
L2q
− 1
)
, (73)
where
|βq|2 =
∑
k
|gk+q,k|2fk(1 − fk+q)
(ǫk − ǫk+q − ~ωq)2 . (74)
The conditional electronic wavefunction to third order is
|ΦU 〉 ≈ |Ψ
(0)〉
χ(0)(U)︸ ︷︷ ︸
Φ
(0)
U
+
|Ψ(1)〉
χ(0)(U)︸ ︷︷ ︸
Φ
(1)
U
+
|Ψ(2)〉
χ(0)(U)
− |Ψ
(0)〉
χ(0)(U)
χ(2)(U)
χ(0)(U)︸ ︷︷ ︸
Φ
(2)
U
+
|Ψ(3)〉
χ(0)(U)
− |Ψ
(1)〉
χ(0)(U)
χ(2)(U)
χ(0)(U)
− |Ψ
(0)〉
χ(0)(U)
χ(3)(U)
χ(0)(U)︸ ︷︷ ︸
Φ
(3)
U
.
(75)
From Eq. (75), we find that the only contribution to Egeo
through second order comes from the term
∑
q
〈
∂Φ
(1)
U
∂Uq
∣∣∣∣∂Φ(1)U∂Uq
〉
=
∑
q
|βq|2
L2q
. (76)
C. Generalized Kohn-Sham system
The generalized KS potential
vˆs = vˆen + vˆhxc + vˆgeo (77)
depends parametrically on Uq, e.g. in the potential
ven(r, U) = −
∑
µ
Zµe
2
4πǫ0|r −Rµ| , (78)
the atomic coordinates {Rµ} are implicit functions of the
phonon amplitudes U = {Uq}.
We now apply perturbation theory to the KS system to
see how it reproduces the results of the previous sections,
particularly Eq. (71). The KS potential is expanded as
vˆs = vˆ
(0)
en + vˆ
(1)
en + vˆ
(1)
geo + vˆ
(2)
geo +O(g3), (79)
where the superscript denotes the order in powers of Uq
(or, equivalently, in powers of g), vˆ
(0)
en is the potential at
the equilibrium atomic coordinates R
(0)
µ , and vˆ
(n)
hxc = 0
for all n. The unperturbed potential leads to the zeroth-
order KS orbitals ψk(r) through solution of the unper-
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turbed KS equation[
−~
2∇2
2me
+ v(0)en (r)
]
ψk(r) = ǫkψk(r). (80)
The perturbations vˆ
(1)
en , vˆ
(1)
geo and vˆ
(2)
geo are defined by their
matrix elements [cf. Eqs. (57) and (58)]
〈ψk+q |vˆ(1)en |ψk〉 = gk+q,k
Uq
Lq
(81)
〈ψk+q|vˆ(1)geo|ψk〉 = ~ωqUq
〈
ψk+q
∣∣∣∣∂ψk∂Uq
〉
(82)
〈ψk|vˆ(2)geo|ψk〉 =
~
2
2M
〈
ψk
∣∣∣∣ ∂2ψk∂U−q∂Uq
〉
. (83)
To proceed, we need to recognize that the right-hand side
of Eq. (82) is itself dependent on vˆ
(1)
geo. From perturbation
theory applied to the KS equation, we obtain〈
ψk+q
∣∣∣∣∂ψk∂Uq
〉
≈
〈
ψk+q
∣∣∣∣∂ψ(1)k∂Uq
〉
=
∂
∂Uq
〈ψk+q |vˆ(1)en + vˆ(1)geo|ψk〉
ǫk − ǫk+q
=
gk+q,k
ǫk − ǫk+q
1
Lq
+
∂Uq 〈ψk+q |vˆ(1)geo|ψk〉
ǫk − ǫk+q .
(84)
Equations (82) and (84) lead to the following differential
equation for G ≡ 〈ψk+q |vˆ(1)geo|ψk〉:
∂G
∂Uq
=
ǫk − ǫk+q
~ωq
G
Uq
− gk+q,k
Lq
. (85)
We choose the particular solution
G = 〈ψk+q|vˆ(1)geo|ψk〉 = gk+q,k
Uq
Lq
~ωq
ǫk − ǫk+q − ~ωq . (86)
Using the first-order KS orbitals
ψ
(1)
k (r) =
∑
q
〈ψk+q |vˆ(1)en + vˆ(1)geo|ψk〉
ǫk − ǫk+q ψk+q(r)
=
∑
q
gk+q,k
ǫk − ǫk+q
Uq
Lq
[
1 +
~ωq
ǫk − ǫk+q − ~ωq
]
ψk+q(r)
=
∑
q
gk+q,k
ǫk − ǫk+q − ~ωq
Uq
Lq
ψk+q(r), (87)
we immediately recover the result in Eq. (71), namely
n
(1)
U (r) = 2Re
occ∑
k
ψ∗k(r)ψ
(1)
k (r)
= 2Re
∑
kq
gk+q,kfk(1− fk+q)
ǫk − ǫk+q − ~ωq
Uq
Lq
ψ∗k(r)ψk+q(r).
(88)
Thus, the generalized KS system with our nonadiabatic
functional approximation reproduces the exact linear re-
sponse density. Remarkably, the nonadiabatic potential
vˆgeo has the effect of inserting ~ωq into the denominator,
thus recovering the expected nonadiabatic correction.
To determine 〈ψk|vˆ(2)geo|ψk〉 in Eq. (83), we first use per-
turbation theory to show that〈
ψk
∣∣∣∣ ∂2ψk∂U−q∂Uq
〉
≈
〈
ψk
∣∣∣∣ ∂2ψ(2)k∂U−q∂Uq
〉
= −1
2
∂
∂U−q
∂
∂Uq
∑
p
〈ψk|hˆ(1)|ψk+p〉〈ψk+p|hˆ(1)|ψk〉
(ǫk − ǫk+p)2
= − |gk+q,k|
2
(ǫk − ǫk+q − ~ωq)2
1
L2q
, (89)
which implies
〈ψk|vˆ(2)geo|ψk〉 = −~ωq
|gk+q,k|2
(ǫk − ǫk+q − ~ωq)2 . (90)
Finally, is easy to show that
∑
kq
fk
〈
∂ψ
(1)
k
∂Uq
∣∣∣∣∂ψ(1)k∂Uq
〉
(91)
reproduces Eq. (76).
D. Electronic band structure renormalization
The first-order correction to the KS eigenvalues
ǫ
(1)
k = 〈ψk|vˆ(1)en + vˆ(1)geo|ψk〉 (92)
vanishes since vˆ
(1)
en and vˆ
(1)
geo are off-diagonal.
The electronic velocity renormalization (the “wiggle”)
at the Fermi energy appears in the second-order correc-
tion
ǫ
(2)
k =
∑
q
[ |〈ψk+q |vˆ(1)en + vˆ(1)geo|ψk〉|2
ǫk − ǫk+q + 〈ψk|vˆ
(2)
geo|ψk〉
]
=
∑
q
|gk+q,k|2
ǫk − ǫk+q − ~ωq
|Uq|2
L2q
. (93)
To obtain the observable perturbation we average over U
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using |χ(U)|2 as a weighting function. The final result
ǫ
(2)
k =
∫
|χ(U)|2ǫ(2)k (U)dU
=
∑
q
|gk+q,k|2
ǫk − ǫk+q − ~ωq . (94)
agrees with real part of the Fan-Migdal self-energy118
ReΣFMnnk(ǫk) at T = 0 and therefore encodes the correct
electronic velocity renormalization.
A second-order electron-phonon interaction, called the
Debye-Waller term, provides another contribution to
electronic band structure renormalization.23,24,119 We do
not consider it here, as it is not present in the Fro¨hlich
model, although in real materials its contribution can be
of the same order as the Fan-Migdal contribution.
VI. CONCLUSIONS
Exact factorization-based DFT has been applied to in-
teracting electrons and phonons in solids. The equations
to be solved are (i) a generalized KS equation with a
nonadiabatic Hartree-exchange-correlation potential that
depends on the nuclear wavefunction χ and (ii) a nuclear
Schro¨dinger equation with a beyond-BO potential energy
surface and induced vector potential. Exact phonons
are defined from the harmonic expansion of the nuclear
Schro¨dinger equation without additional approximations.
We have proposed an approximation strategy in which
nonadiabatic contributions to the KS potential and nu-
clear PES appear as simple additive corrections. For
the Fro¨hlich model, the self-consistent solution of (i) and
(ii) within our approximation recovers the exact electron-
phonon-induced first-order density response and second-
order electronic band structure renormalization. This
suggests that we can obtain good results for electron-
phonon effects in real materials by adding these nona-
diabatic corrections to existing DFT functionals such as
the LDA and GGA.
Subjects for future work are the formulation of a finite
temperature theory and an investigation of the simul-
taneous effects of electron-electron and electron-phonon
interactions, which, in principle, can be described exactly
through the nonadiabatic Hartree-exchange-correlation
potential vEFhxc. Lastly, the formalism introduced here
provides an efficient methodology for predicting the ef-
fect of lattice degrees of freedom on geometric and topo-
logical properties of electronic Bloch states, such as the
macroscopic polarization and topological invariants.
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