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Abstract 
Implementation is a common problem with feedback laws with 
distributed delays. This paper focuses on a specific aspect of the 
implementation problem for predictor-based feedback laws: the problem 
of the approximation of the predictor mapping. It is shown that the 
numerical approximation of the predictor mapping by means of a 
numerical scheme in conjunction with a hybrid feedback law that uses 
sampled measurements, can be used for the global stabilization of all 
forward complete nonlinear systems that are globally asymptotically 
stabilizable and locally exponentially stabilizable in the delay-free case. 
Special results are provided for the linear time invariant case. Explicit 
formulae are provided for the estimation of the parameters of the 
resulting hybrid control scheme. 
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1. Introduction 
 
Feedback laws with distributed delays arise when predictor-based methodologies are applied to 
systems with input or measurement delays. The literature for predictor-based feedback laws is 
reviewed in [12] and the recent works [8,9,11,12,13,14] have extended the predictor-based 
methodologies to nonlinear systems and time-varying systems. The reader can consult [21,29] for 
detailed reviews of linear control systems with distributed delays.   
 
    A common problem with feedback laws with distributed delays is implementation. The 
numerical approximation of distributed delays by discrete delays can lead to instability: this 
problem was first presented in [26] in the context of predictor-based feedback. The problem was 
considered as an important open problem in [23] and there are many works which are devoted to 
the solution of the implementation problem: see [15,16,17,18,19,20,22,24,27,28,29]. Most of the 
results are focused on the linear case.   
 
    This paper focuses on a different aspect of the implementation problem for predictor-based 
feedback laws: the problem of the approximation of the predictor mapping. This problem is very 
common for nonlinear systems: for nonlinear systems it is very rare that the solution map is 
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known analytically. The recent work [5] was devoted to the approximation of the predictor 
mapping with a successive approximation approach: the method is suitable for globally Lipschitz 
systems. The problem of approximation of the predictor mapping is a very important aspect of the 
implementation problem for predictor-based feedback laws but it is different from the usual 
problem of the approximation of distributed delays by discrete delays. The latter problem will not 
be studied in the present work.  
 
    The idea of the numerical approximation of the predictor mapping by means of a numerical 
scheme for solving ordinary differential equations arises naturally as a possible method for 
solving the problem of approximation of the predictor mapping. However, certain obstructions 
exist, which are not encountered in standard numerical analysis results. The first obstruction is the 
existence of inputs: control theory tackles systems with inputs (control systems), whereas standard 
results in numerical analysis are dealing with dynamical systems (systems without inputs). 
Exception is the work [2] (see also references therein). A second problem is the scarcity of 
explicit formulae for the approximation error (which coincides with the so-called global 
discretization error in numerical analysis): in most cases the estimates of the approximation error 
are qualitative (see [3,4]).   
 
    In this work, we show that the numerical approximation of the predictor mapping by means of a 
numerical scheme for solving ordinary differential equations is indeed one methodology that can 
be used with success for systems which are not globally Lipschitz. More specifically, we focus on 
the explicit Euler scheme. We also study the sampling problem, i.e., the problem where the 
measurement is not available on-line but it is only available at discrete time instants (the sampling 
times). The problem is solved by means of a hybrid feedback law and the main result is given 
next.  
 
Theorem 1.1: Consider the delay-free system: 
 
mn tutx
tutxftx
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=
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where nmnf ℜ→ℜ×ℜ:  is a continuously differentiable mapping with 0)0,0( =f . Assume that: 
 
(A1) System (1.1) is forward complete.  
 
(A2) There exists a continuously differentiable function ( )mnCk ℜℜ∈ ;1  with 0)0( =k  such that 
nℜ∈0  is a Globally Asymptotically Stable and Locally Exponentially Stable equilibrium point of 
the closed-loop system (1.1) with ))(()( txktu = .  
 
Then for every 0>τ , 0>r  there exists a locally bounded mapping ,...}3,2,1{: →ℜ×ℜ +nN , a 
constant 0>ω  and a locally Lipschitz, non-decreasing function ++ ℜ→ℜ:C  with 0)0( =C , such 
that for every partition ∞=0}{ iiT  of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup , for every 
nx ℜ∈0  and ( )ULu );0,[0 τ−∈ ∞ , 
the solution mntutx ℜ×ℜ∈))(),((  of the closed-loop system  
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with  
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and initial condition 0)0( xx =  and )()( 0 susu =  for )0,[ τ−∈s  satisfies the following inequality for all 
0≥t : 
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      The notions of Global Asymptotic Stability and Local Exponential stability employed in the 
statement of Theorem 1.1 are the standard notions used in the literature (see [10]). The notion of 
forward completeness for (1.1) is the standard notion that guarantees existence of the solution of 
(1.1) for all times, all initial conditions and all possible inputs (see [1]). Notice that (1.5) is the 
application of the explicit Euler numerical scheme to the control system (1.2) with step size 
N
h τ= . Since the number of the grid points ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
<≤−
)(sup),(: suTxNN
ii TsT
i τ
 is a function of the state and 
the input, it is clear that different time steps are used each time that a new measurement arrives. 
Theorem 1.1 is proved by means of a combined Lyapunov and small-gain methodology and its 
proof is constructive. In Section 3 the control practitioner will find explicit formulae for the 
computation of  ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
<≤−
)(sup),(: suTxNN
ii TsT
i τ
, which require the knowledge of an appropriate 
Lyapunov function for the closed-loop system (1.1) with ))(()( txktu = . Notice that the fact that the 
function ++ ℜ→ℜ:C  involved in (1.6) is locally Lipschitz with 0)0( =C  guarantees the analogue 
of local exponential stability for complicated systems such as the closed-loop system (1.2) with 
(1.3), (1.4) and (1.5) (systems with delays and hybrid features), since the estimate 
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holds for certain appropriate constant 0>Ω  and for initial conditions with )(sup 0
0
0 sux
s<≤−
+
τ
 
sufficiently small. Therefore, both global asymptotic stability and local exponential stability are 
preserved, despite the delay, the sampled measurements, and the numerical approximation.  
 
    The problem of approximation of the predictor mapping can be important even in linear 
systems. For example, in large scale systems, it is difficult to compute the matrix exponential as 
well as the convolution integrals that involve the matrix exponential. Moreover, when 
measurements are not available continuously then non-standard control approaches must be used. 
Indeed, we show again that the problem is solved by means of a hybrid feedback law and the main 
result for linear systems is given next.   
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Theorem 1.2: Consider the linear system: 
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where 0>τ , nnA ×ℜ∈ , mnB ×ℜ∈ . Let nmk ×ℜ∈  be such that )( BkA+  is Hurwitz. For every 0>r  
there exists an integer 1)( ≥∗ rN  such that for every )(rNN ∗≥  there exist constants 0, >σQ  with 
the following property: for every partition ∞=0}{ iiT  of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup , the solution of the 
closed-loop system (1.7) with 
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and arbitrary initial condition nxx ℜ∈= 0)0( , )()( 0 susu =  for )0,[ τ−∈s  satisfies the estimate: 
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      Again, notice that (1.9) is the output Nz  of the repeated application of the explicit Euler 
numerical scheme to control system (1.7), i.e., the application of the algorithm 
 
∫
+
+ +−++=
hj
jh
ijj dssTuBzhAIz
)1(
1 )()( τ , for 1,...,0 −= Nj  
 
with )(0 iTxz =  and step size Nh
τ= . Theorem 1.2 is proved by means of a small-gain methodology, 
which is different from the proof of Theorem 1.1, and its proof is constructive. It should be 
emphasized that Theorem 1.2 cannot be obtained by the specialization of Theorem 1.1 to the 
linear case. Moreover, in Section 4 the control practitioner can actually find explicit formulae for 
the computation of  1)( ≥∗ rN . 
 
    The structure of the paper is as follows: Section 2 provides some results for the numerical 
explicit Euler scheme for control systems, which are necessary for the proofs of the main results. 
The results in Section 2 are not available in numerical analysis textbooks but their proofs are 
made in the same way with the corresponding results for systems without inputs. Section 3 is 
devoted to the proof of Theorem 1.1. Section 4 is devoted to the proof of Theorem 1.2 and the 
presentation of a simple example. Section 5 provides the concluding remarks of the present work. 
The Appendix contains the proofs of certain auxiliary results.    
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Notation. Throughout the paper we adopt the following notation:  
∗  For a vector nx ℜ∈  we denote by x  its usual Euclidean norm, by x′  its transpose. The norm A  
of a matrix nmA ×ℜ∈  is defined by { }1,:max =ℜ∈= xxAxA n . nnI ×ℜ∈  denotes the unit matrix. 
For nx ℜ∈  and 0>ε  we denote by )(xBε  the closed ball or radius 0>ε  centered at nx ℜ∈ , i.e., { }εε ≤−ℜ∈= xyyxB n ::)( .  
∗  +ℜ  denotes the set of non-negative real numbers. +Z  denotes the set of non-negative integers. 
For every 0≥t , [ ]t  denotes the integer part of 0≥t , i.e., the largest integer being less or equal to 
0≥t . A partition { }∞== 0iiTπ  of +ℜ  is an increasing sequence of times with 00 =T  and +∞→iT . 
∗   We say that an increasing continuous function ++ ℜ→ℜ:γ  is of class K  if 0)0( =γ . We say 
that an increasing continuous function ++ ℜ→ℜ:γ  is of class ∞K  if 0)0( =γ  and +∞=+∞→ )(lim ss γ . 
By KL  we denote the set of all continuous functions +++ ℜ→ℜ×ℜ= :),( tsσσ  with the 
properties: (i) for each 0≥t  the mapping ),( t⋅σ  is of class K  ; (ii) for each 0≥s , the mapping 
),( ⋅sσ  is non-increasing with 0),(lim =+∞→ tst σ . 
∗  By )(AC j  ( );( ΩAC j ), where nA ℜ⊆  ( mℜ⊆Ω ), 0≥j  is a non-negative integer, we denote the 
class of functions (taking values in mℜ⊆Ω ) that have continuous derivatives of order j  on 
nA ℜ⊆ . 
∗  Let nbrax ℜ→− ),[:  with 0≥> ab  and 0≥r . By xtTr )(

 we denote the “open history” of x  from 
rt −  to t , i.e., ( ) )0,[;)(:)()( rtxxtTr −∈+= θθθ , for ),[ bat∈ . 
∗  Let ),0[: +∞=ℜ⊆ +I  be an interval. By  );( UIL∞  we denote the space of measurable and  
bounded functions )( ⋅u  defined on I  and taking values in mU ℜ⊆ . Notice that we do not 
identify functions in );( UIL∞  which differ on a measure zero set. For ));0,([ nrLx ℜ−∈ ∞  we 
define )(sup:
)0,[
θ
θ
xx
r
r −∈
= . Notice that )(sup
]0,[
θ
θ
x
r−∈
  is not the essential supremum but the actual 
supremum and that is why the quantities )(sup
]0,[
θ
θ
x
r−∈
 and )(sup
)0,[
θ
θ
x
r−∈
 do not coincide in general.  
∗  The shift operator uτδ  maps each function Uu →− )0,[: τ  to the function Uu →),0[: τδτ  with 
( ) )()( susu +−= τδτ  for all )0,[ τ−∈s .  
∗  A function ℜ→Af : , where nA ℜ⊆∈0  is positive definite if 0)0( =f  and 0)( >xf  for all 0≠x . 
A function ℜ→ℜnf :  is radially unbounded if the set { }Mxfx n ≤ℜ∈ )(:  is bounded or empty for 
every 0>M . 
 
 
 
2. Numerical Approximation of the Solutions of Forward Complete Systems 
 
We consider system (1.1) under the following assumptions: 
 
(H1) nmnf ℜ→ℜ×ℜ:  is a locally Lipschitz vector field with 0)0,0( =f  that satisfies: 
 ( ) yxuyxLuyfuxf −++≤− ),(),( , for all nyx ℜ∈, , mu ℜ∈                     (2.1) 
 ( ) ( )uxLuxuxf ++≤),( , for all nx ℜ∈ , mu ℜ∈                               (2.2) 
 
where ),1[: +∞→ℜ+L  is a continuous, non-decreasing function.  
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(H2) System (1.1) is forward complete.  
 
Assumptions (H1) and (H2) have important consequences for system (1.1). Next we point out two 
consequences which will be used in this section: 
 
(C1) There exist a 2C  function ),1[: +∞→ℜnW  which is radially unbounded, a constant 0>c  and 
a function ∞∈Kp  such that 
 
)()(),()( upxcWuxfxW +≤∇ , for all nx ℜ∈ , mu ℜ∈                                (2.3) 
 
(C2) For every 0>τ  there exists a function ∞∈Kaτ  such that the solution )(tx  of (1.1) with 
arbitrary initial condition 0)0( xx =  corresponding to arbitrary measurable and essentially 
bounded input mu ℜ→),0[: τ  satisfies   
 ( )uxatx +≤ 0)( τ , for all ],0[ τ∈t                                       (2.4) 
 
where  
)(sup:
),0[
tuessu
t τ∈
=  
 
Moreover, for every 0>τ , there exists a constant 0>τM  such that sMsa ττ =)(  for all ]1,0[∈s .   
 
   The existence of a 2C  function ),1[: +∞→ℜnW  and the existence of a function ∞∈Kaτ  satisfying 
the requirements of assumption (C2) are direct consequences of Theorem 1, Corollary 2.3 in [1] 
and assumption (H1).  
 
Let ++ ℜ→ℜ:P  be a non-decreasing continuous function that satisfies: 
 
( ) ( ){ })(1:max)()( 222 sLsWsLssP τξξ +≤∇≥ , for all 0≥s                       (2.5) 
 
Let ++ ℜ→ℜ:Q  be a non-decreasing continuous function that satisfies: 
 
( ) ( ) ( ) ( )⎭⎬
⎫
⎩⎨
⎧ −+≤+≥
≤
sp
c
cyWcxWxsQ
sy 2
12exp)(max2exp)(:max1)( ττ , for all 0≥s              (2.6) 
 
Define for all 0≥s : 
 
( )( )ssasQLsA ++= τ)(:)(                                               (2.7) 
 
( )( ) ( )( ) ( )( )ssaLssassasQLsB ++++= τττ)(:)(                              (2.8) 
 
Consider the following numerical scheme, which is an extension of the explicit Euler method to 
systems with inputs: we select a positive integer N  and define 
 
∫
+
+ +=
hi
ih
iii dssuxfxx
)1(
1 ))(,( , for 1,...,0 −= Ni                                (2.9) 
for 
N
h τ= .  
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Theorem 2.1: Consider system (1.1) under assumptions (H1), (H2). Let 0>τ  be a positive 
constant and let a 2C  function ),1[: +∞→ℜnW  which is radially unbounded, a constant 0>c , 
functions ∞∈Kp , ∞∈Kaτ  be such that assumptions (C1) and (C2) hold. Let ++ ℜ→ℜ:P , 
++ ℜ→ℜ:Q , ++ ℜ→ℜ:A , ++ ℜ→ℜ:B  be continuous functions that satisfy (2.5), (2.6), (2.7), (2.8). 
Let arbitrary nx ℜ∈0  and arbitrary measurable and essentially bounded input mu ℜ→),0[: τ . If ( )
c
uuxQP
N
2
)( 0 ++≥τ  then the following inequalities hold: 
 
( )( )1)(exp
)(2
)(
)( 0
0
0 −++
+≤− uxA
uxNA
uxB
xx N τττ                             (2.10) 
 
)( 0 uxQxi +≤ , for all Ni ,...,1,0=                                     (2.11) 
 
where )(τx  is the solution of (1.1) with initial condition 0)0( xx =  corresponding to input 
mu ℜ→),0[: τ  at time τ=t .  
 
Remark 2.2: Inequality (2.10) shows that if we know the initial condition 0)0( xx =  and the 
applied input mu ℜ→),0[: τ  then we can estimate all quantities involved in (2.10). Moreover, if we 
want the approximation error to be less than 0>ε  it suffices to select the positive integer N  so 
that: 
( )( ) ( )⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++−++
+≥
c
uuxQP
uxA
uxA
uxB
N
2
)(
,1)(exp
)(2
)(
max 00
0
0 τετ  
 
Notice that the right hand-side of the above inequality can be evaluated before we start applying 
the scheme (2.9). The restriction is imposed in order to obtain the uniform bound provided by 
(2.11) and it is necessary for the control of the increase of the function W  (exactly in the same 
spirit as step size control was applied in [7] for the control of the decrease of the Lyapunov 
function). The bound provided by (2.11) is useful for the proof of Theorem 1.1.    
 
The proof of Theorem 2.1 depends on three technical lemmas which are stated below and are 
proved at the Appendix. 
 
Lemma 2.3: Consider system (1.1) under the assumptions of Theorem 2.1. If 0>+ uxi  and 
( )uxP xcWh i i+≤
)(2 , where ++ ℜ→ℜ:P  is the function involved in (2.5), then  
( ) ( )∫
+
+ −++≤
hi
ih
ii dssupshihcxWchxW
)1(
1 ))(()(2exp)(2exp)(                             (2.12) 
 
Lemma 2.4: Consider system (1.1) under the assumptions of Theorem 2.1. If ( )uuxQP ch ++≤ )( 20  
then  
( ) ( )∫ −+≤ ihi dssupsihcxWcihxW
0
0 ))(()(2exp)(2exp)(  for all Ni ,...,0=                  (2.13) 
 
where ++ ℜ→ℜ:Q  is the function involved in (2.6).  
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Lemma 2.5: Consider system (1.1) under the assumptions of Theorem 2.1. Define )(: ihxxe ii −= , 
},...,0{ Ni∈ , where )(tx  is the solution of (1.1) with initial condition 0)0( xx =  corresponding to 
input mu ℜ→),0[: τ  and suppose that ( )uuxQP ch ++≤ )( 20 . Then  
 ( )( ) 1)(exp 1)(exp)(2 000
2
−+
−++≤
uxhA
uxihA
uxBhei , for all },...,1{ Ni∈                         (2.14) 
 
where the functions ++ ℜ→ℜ:, BA  are defined by (2.7), (2.8).  
 
We are now ready to provide the proof of Theorem 2.1.  
 
Proof of Theorem 2.1: All assumptions of Lemma 2.4 and Lemma 2.5 hold. Consequently, 
inequalities (2.13), (2.14) hold. Inequality (2.10) follows from using the fact 
( ) )(1)(exp 00 uxhAuxhA +≥−+  and definition Nh τ=  in conjunction with (2.14) for Ni = . 
Moreover, inequality (2.13) implies ( ) ( ) ( )up
c
cxWcxW i 2
12exp)(2exp)( 0
−+≤ ττ . The previous 
inequality in conjunction with (2.6) implies (2.11). The proof is complete.        
 
Theorem 2.1 allows us to construct mappings which approximate the solution of (1.1) τ  time 
units ahead with guaranteed accuracy level. Indeed, let ( )++ ℜℜ∈ ;0CR  be a positive definite 
function with 0)(inflim
0
>+→ s
sR
s
. Define the mapping ( ) nmn L ℜ→ℜ×ℜΦ ∞ );,0[: τ  by means of the 
equation: 
 
Nxux =Φ :),( 0                                                            (2.15) 
 
where ix , Ni ,...,1=  are defined by the numerical scheme (2.9) with Nh
τ=  and 
 
( ) ( )( ) ( )( ) ( ) 1
2
)(
,1)(exp
)(2
max:),( 000
0
0
0 +⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++−++++
++=
c
uuxQP
uxAuuxaL
uxR
uuxa
uxN ττ ττ  
   (2.16) 
 
for 00 >+ ux  and  
 
1:)0,0( =N                                                                    (2.17) 
 
for 00 == ux .  
 
By virtue of (2.10) the mapping ( ) nmn L ℜ→ℜ×ℜΦ ∞ );,0[: τ  satisfies  
 ( )uxRxux +≤−Φ 00 )(),( τ                                               (2.18) 
 
Inequalities (2.10), (2.11) in conjunction with (2.18) and (2.4) implies the following inequality: 
 ( ) ( )( ))(,min),( 0000 uxQuxauxRux ++++≤Φ τ                       (2.19) 
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Notice that the mapping ),( 0 uxN  defined by (2.16) and (2.17) is locally bounded. Indeed, there 
exists a constant 0>τM  such that ( ) uMxMuxa τττ +=+ 00  for all nx ℜ∈0  and for every 
measurable and essentially bounded input mu ℜ→),0[: τ  with ux +0  sufficiently small. Therefore, 
continuity of all functions involved in (2.16) in conjunction with the fact that 0)(inflim
0
>+→ s
sR
s
 
implies that 
+∞<
≤+
),(sup 0
0
uxN
sux
, for all 0≥s                                              (2.20) 
Therefore, we conclude: 
 
Corollary 2.6: Consider system (1.1) under the assumptions of Theorem 2.1. For every positive 
definite function ( )++ ℜℜ∈ ;0CR  with 0)(inflim
0
>+→ s
sR
s
 and for every 0>τ , consider the mapping 
( ) nmn L ℜ→ℜ×ℜΦ ∞ );,0[: τ  defined by (2.15) for all ( )mn Lux ℜ×ℜ∈ ∞ );,0[),( 0 τ , where ix , Ni ,...,1=  are 
defined by the numerical scheme (2.9) with 
N
h τ=  and ),(: 0 uxNN =  is defined by (2.16), (2.17). 
Then inequalities (2.18), (2.19) hold for all ( )mn Lux ℜ×ℜ∈ ∞ );,0[),( 0 τ , where )(tx  denotes the 
solution of (1.1) with initial condition 0)0( xx =  corresponding to input mu ℜ→),0[: τ  and 
)(sup:
),0[
tuessu
t τ∈
= . Moreover, inequality (2.20) holds for all 0≥s . 
 
 
3. Proof of Theorem 1.1 
 
This section is devoted to the proof of Theorem 1.1. The proof of Theorem 1.1 is constructive and 
formulae will be given next for the locally bounded mapping ,...}3,2,1{: →ℜ×ℜ +nN   involved in 
the hybrid dynamic feedback law defined by (1.3), (1.4) and (1.5).  In order to simplify the 
procedure of the proof we break the proof up into two steps.  
 
First Step: Construction of feedback 
 
Second Step: Rest of proof 
 
The control practitioner, who is not interested in reading the details of the proof, may read only 
the first step of the proof.  
 
First Step: Construction of feedback 
 
    The feedback law is entirely given by (1.3)-(1.5), except for the function ,...}3,2,1{: →ℜ×ℜ +nN , 
whose construction we give here. We assume the knowledge of a function ),1[: +∞→ℜ+L , a 2C  
function ),1[: +∞→ℜnW  and a function ∞∈Kaτ  satisfying the requirements of assumptions (C1), 
(C2) of Section 2. As remarked in the previous section, the existence of a function ),1[: +∞→ℜ+L , 
a 2C  function ),1[: +∞→ℜnW  and a function ∞∈Kaτ  satisfying the requirements of assumptions 
(H1), (C1), (C2) are direct consequences of Theorem 1, Corollary 2.3 in [1] and the fact that 
nmnf ℜ→ℜ×ℜ:  is a continuously differentiable mapping with 0)0,0( =f . 
 
    Moreover, we need to assume the knowledge of a Lyapunov function for the closed-loop 
system (1.1) with ))(()( txktu = . More specifically, we assume the existence of a positive definite, 
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radially unbounded function );(1 +ℜℜ∈ nCV  for (2.1), constants 0,, >με K  and a function ∞∈Kρ  
such that the following hold: 
( ))())(,()( xVxkxfxV ρ−≤∇ , nx ℜ∈∀                                             (3.1) 
 
22 )( xKxVx ≤≤ , )0(εBx∈∀                                                    (3.2) 
 
xKxV 2)( ≤∇ , )0(εBx∈∀                                                      (3.3) 
 
2))(,()( xxkxfxV μ−≤∇ , )0(εBx∈∀                                              (3.4) 
 
The existence of a Lyapunov function for the closed-loop system (1.1) with ))(()( txktu =  satisfying 
(3.1), (3.2), (3.3), (3.4) is a direct consequence of Proposition 4.4 in [7].  
 
    Based on the knowledge of all the functions and constants described above, we next proceed to 
the construction of new functions. The first functions to define are the continuous, non-decreasing 
functions ++ ℜ→ℜ:P , ++ ℜ→ℜ:Q , ++ ℜ→ℜ:A , ++ ℜ→ℜ:B  that satisfy (2.5), (2.6), (2.7), (2.8). 
Next, we define: 
 
• functions ∞∈Kai  ( 4,...,1=i ) and constants 0,,, 4321 >kkkk  that satisfy: 
 ( ) ( )xaxVxa 21 )( ≤≤ , for all nx ℜ∈                                               (3.5) 
 ( )xaxV 3)( ≤∇  and ( )xaxk 4)( ≤ , for all nx ℜ∈                                    (3.6) 
 
2
11 :)( sksa = , 222 :)( sksa = , sksa 33 :)( = , sksa 44 :)( = , for all ],0[ ε∈s                    (3.7) 
 
•  a continuous, non-decreasing function ),1[: +∞→ℜ+M  that satisfies: 
 ( ) xzzxMxkxfzkxf −+≤− ))(,())(,( , for all nxz ℜ∈,                          (3.8) 
 
The reader should notice that the existence of functions ),1[: +∞→ℜ+M , ∞∈Kai  ( 4,...,1=i ) and 
constants 0,,, 4321 >kkkk  satisfying (3.5), (3.6), (3.7) and (3.8) is a direct consequence of (a) the 
fact that );(1 +ℜℜ∈ nCV  is positive definite and radially unbounded (see Lemma 3.5 in [10]), (b) of 
Lemma 2.4 in [6], (c) of inequalities (3.2), (3.3) and (d) of the fact that nmnf ℜ→ℜ×ℜ:  and 
mnk ℜ→ℜ:  are continuously differentiable mappings with 0)0( =k .  
 
Moreover, define for all 0≥s : 
 
( ) ( ) ( )))((exp)()(:)( 3 ssarLssaMssaasD rrrr +++= , ( )( ) ( ))()(:)( 2112114 saasaaasq −− +=             (3.9) 
 
where ∞∈Kar  is the function involved in (2.4) with τ  replaced by 0>r  and ),1[: +∞→ℜ+L  is the 
function involved in assumption (H1). 
 
Next select a constant 0>δ , such that: 
 ( )( ) εδ ≤−− )(2 11211 aaa                                                            (3.10) 
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Having selected 0>δ , we are in a position to select a constant 0>γ , so that: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛≤ −
22
1,)(min 11
δρδγ a                                                       (3.11) 
Define: ( )( )( ) )~exp()()(2: 11112113 LraaaaMk δδφ −−− +=                                       (3.12)  
 ( )( )( ))()(2)1(:~ 11112114 δδ −−− ++= aaaakLL                                            (3.13) 
 
and moreover, select a constant 0~ >R , so that: 
 
1~
1
2
4 <Rk
kk , ( ) 1~2
11
2412412 <++ R
kk
kkkkkkk
μ
μφ                                 (3.14) 
Finally, define: 
( ) ( ) ( )( )( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛
+=
−−
22
1,~,
)(,1max
min: 141
1
2
saaasR
sQqsaD
sR
r τ
γ                     (3.15) 
 
Notice that by virtue of (3.7) and the fact that 1)( ≥sQ  for all 0≥s , it follows from definition 
(3.15) that 0
4
1,~min)(inflim
2
1
40
>⎟⎟⎠
⎞
⎜⎜⎝
⎛=+→ k
k
k
R
s
sR
s
. Therefore, Corollary 2.6 guarantees that the mapping 
,...}3,2,1{: →ℜ×ℜ +nN   defined by (2.16), (2.17) is locally bounded and the mapping ( ) nmn L ℜ→ℜ×ℜΦ ∞ );,0[: τ  defined by (2.15) satisfies inequalities (2.18), (2.19) for all ( )mn Lux ℜ×ℜ∈ ∞ );,0[),( 0 τ , where )(tx  denotes the solution of (1.1) with initial condition 0)0( xx =  
corresponding to input mu ℜ→),0[: τ  and )(sup:
),0[
tuessu
t τ∈
= . 
 
 
Second Step: Rest of proof 
 
Having completed the design of the feedback law by constructing the function 
,...}3,2,1{: →ℜ×ℜ +nN  in (2.16), we are now ready to prove some basic results concerning the 
closed-loop system (1.2) with (1.3), (1.4), (1.5) and (2.16).  
 
   The following claim shows that practical stabilization is achieved. Its proof is provided in the 
Appendix.  
 
Claim 1: There exists KL∈σ  such that for every partition ∞=0}{ iiT  of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup , for 
every nx ℜ∈0  and ( )mLu ℜ−∈ ∞ );0,[0 τ , the solution of (1.2), (1.3), (1.4) and (1.5) with initial 
condition 0)0( xx = , 0)0( uuT =τ

 satisfies the following inequality for all 0≥t : 
 ( )( ))2(,,max))(( 100 γρσ τ −+≤ tuxtxV                                          (3.16) 
 
where ∞∈Kρ  is the function involved in (3.1) and 0>γ  is the constant involved in (3.11) and 
(3.15).  
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The following claim shows that local exponential stabilization is achieved. Its proof is provided in 
the Appendix. 
 
Claim 2: There exist constants 0,, 21 >ωQQ  such that for each partition ∞=0}{ iiT  of +ℜ  with 
( ) rTT ii
i
≤−+≥ 10sup , for each 
nx ℜ∈0  and ( )mLu ℜ−∈ ∞ );0,[0 τ , the solution of (1.2), (1.3), (1.4) and (1.5) 
with initial condition 0)0( xx = , 0)0( uuT =τ

 satisfies the following inequalities: 
 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +≤−
+≤≤ τττ
ω uTTwxQTttu j
TwT
j
jj
)()(sup)(exp)( 1

, for all jTt ≥                    (3.17) 
 
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +≤−−
+≤≤ τττ
τω uTTwxQTttx j
TwT
j
jj
)()(sup)(exp)( 2

, for all τ+≥ jTt              (3.18) 
 
where jT  is the smallest sampling time for which it holds δτ ≤+ ))(( jTxV , where 0>δ  is the 
constant involved in (3.10) and (3.11).  
 
The following claim guarantees that u  is bounded. Its proof is provided in the Appendix. 
 
Claim 3: There exists a non-decreasing function ++ ℜ→ℜ:G  such that for each partition ∞=0}{ iiT  
of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup , for each 
nx ℜ∈0  and ( )mLu ℜ−∈ ∞ );0,[0 τ , the solution of (1.2), (1.3), 
(1.4) and (1.5) with initial condition 0)0( xx = , 0)0( uuT =τ

 satisfies the following inequality for all 
0≥t : 
 ( )τττ 00)()( uxGutTtx +≤+                                                       (3.19) 
 
We are now ready to prove Theorem 1.1. Let arbitrary partition ∞=0}{ iiT  of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup , 
nx ℜ∈0 , ( )mLu ℜ−∈ ∞ );0,[0 τ  and consider the solution of (1.2), (1.3), (1.4) and (1.5) with (arbitrary) 
initial condition 0)0( xx = , 0)0( uuT =τ

. 
 
Inequalities (3.5) and (2.4) imply that the smallest sampling time jT  for which δτ ≤+ ))(( jTxV  
holds is 00 =T  for the case ( )( ) δττ ≤+ 002 uxaa . Moreover, the fact that there exists a constant 
0>τM  such that sMsa ττ =)(  for all ]1,0[∈s , in conjunction with inequalities (3.17), (3.18), allow 
us to conclude that that there exists a constant 0>Ω  
 
( )( )τττ ω 00exp)()( uxtutTtx +−Ω≤+  , for all 0≥t                          (3.20) 
 
provided that ⎟⎟⎠
⎞
⎜⎜⎝
⎛≤+ − )(1,1min 1200 δ
ττ
a
M
ux .  
 
Proposition 7 in [25] in conjunction with (3.16), (3.11) and the fact that ( ) rTT ii
i
≤−+≥ 10sup , allow us 
to guarantee the existence of a non-decreasing function ++ ℜ→ℜ:~T  such that the smallest 
sampling time jT  for which δτ ≤+ ))(( jTxV  holds satisfies ( )τ00~ uxTT j +≤  for all 
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( )mn Lux ℜ×ℜ∈ ∞ );,0[),( 0 τ . Combining (3.17), (3.18), (3.19) with the previous inequality, allows us 
to conclude the existence of a non-decreasing function ++ ℜ→ℜ:~G  such that the following 
inequality holds for all 0≥t : 
 
( ) ( )τττ ω 00~exp)()( uxGtutTtx +−≤+                                     (3.21) 
 
Consequently, using (3.20) and (3.21) we conclude that (1.6) holds with ∫= s
s
dwwC
s
sC
2
)(~1:)(  for all 
0>s  and 0:)0( =C , where 
 
s
l
lGsC Ω⎟⎟⎠
⎞
⎜⎜⎝
⎛
Ω=
)(~,1max:)(~ , for all ],0[ ls∈  
 ( ))(~,max:)(~ sGssC Ω= , for all ls >  
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛= − )(1,1min: 12 δ
τ
a
M
l  
 
The proof of Theorem 1.1 is complete.       
 
 
4. Linear Systems 
 
We first start this section by providing the formulae and some explanations for Theorem 1.2. In 
this section we prove that the integer )(rNN ∗∗ =  in the statement of Theorem 1.2 can be selected 
as the smallest integer that satisfies the inequality  
 ( ) ( ) ( )( )( )( ) ( )( ) ∗<−+++ NAkAABAArAk 21exp11expexpexp τγτττγτ                 (4.1) 
 
where 0>γ  is a constant for which the estimate  
 
( ) ( )( ))()()(expsupexp)(
0
0 skxsustxtMtx
ts
−−−−+−≤
≤≤
τλγλ                            (4.2)  
 
holds for the solution )(tx  of )()()( txBkAtx +=  with arbitrary initial condition nxx ℜ∈= 0)0(  
corresponding to arbitrary measurable and locally essentially bounded input mu ℜ→+∞− ),[: τ , for 
certain appropriate constants 0, >λM . The constant 0>γ  can be selected to be any constant with 
μγ
PBB′> , where nnP ×ℜ∈  is a symmetric positive definite matrix and 0>μ  is a constant that 
satisfies 02)()( ≤+′+++ PPBkABkAP μ  and IP ≥ .   
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    It is clear that the term )( i
N
TxA
N
I ⎟⎠
⎞⎜⎝
⎛ + τ  in (1.9) is an approximation of ( ) )(exp iTxAτ . Moreover, 
the term ∑ ∫−
=
+−−
+−⎟⎠
⎞⎜⎝
⎛ +
1
0
)1(
1
)(
N
k
N
k
N
k
i
kN
dssTuBA
N
I
τ
τ
ττ  in (1.9) is an approximation of 
∑ ∫∫ −
=
+
+−−=+−−
1
0
)1(
0
)())(exp()())(exp(
N
k
N
k
N
k
ii dwsTBusAdwsTBusA
τ
τ
τ
ττττ . Therefore )( iTz  is an approximation 
of    ∫ +−−+=+ τ ττττ
0
)())(exp()()exp()( dwsTBusATxATx iii . The formula (1.9) is similar to the formula 
(11.7) on page 177 of the book [29]. However, there is a difference between formula (1.9) and 
formula (11.7) on page 177 of [29]: in formula (1.9) the matrix exponentials ( )τAexp  and 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ +−
N
kA ττ )1(exp  are approximated by 
N
A
N
I ⎟⎠
⎞⎜⎝
⎛ + τ  and 
kN
A
N
I
−−
⎟⎠
⎞⎜⎝
⎛ +
1τ , respectively. In other 
words, formula (1.9) does not require the computation of the matrix exponentials. This feature can 
be important for large-scale systems.  
 
    Another advantage of our analysis is the computation of explicit bounds for the integer 
)(rNN ∗∗ = . In [29], it is shown that the error converges to zero when +∞→N  (Theorem 11.6 on 
page 187) but no explicit bound is provided.  
 
    Finally, it must be noted that the controller (1.8), (1.9) requires measurements at discrete time 
instants (the sampling times) and does not require continuous measurement of the state vector. 
Moreover, it guarantees robustness to perturbations of the sampling schedule: estimate (1.10) 
holds for all partitions ∞=0}{ iiT  of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup .  
 
From this point on, we start proving Theorem 1.2. We first prove the following technical result. 
 
Lemma 4.1: For every integer 1≥N , nx ℜ∈)0(  and ( )mLu ℜ∈ ∞ );,0[ τ , the solution )(tx  of 
)()()( tButAxtx +=  satisfies  
( )( ) ( ) ( )( ) ( )( ) uaaabhxaaahxxN 1exp1exp2)0(exp1exp2)( −++−≤− ττττττ                         (4.3)  
 
where ∫
+
+ ++=
hj
jh
jj dssuBxhAIx
)1(
1 )()(  ( 1,...,0 −= Nj ), nxx ℜ∈= )0(0 , )(sup
0
suu
s τ<≤
= , 
N
h τ= , Aa =  and 
Bb = .  
 
Proof: If we define )( jhxxe jj −=  for Nj ,...,0=  then it follows that  
( )∫
+
+ −++=
hj
jh
jj dssxjhxAehAIe
)1(
1 )()()(  for 1,...,0 −= Nj . Therefore, we get 
∫
+
+ −++≤
hj
jh
jj dssxjhxAehAIe
)1(
1 )()( , for 1,...,0 −= Nj                                (4.4) 
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For all ],[ τjhs∈  it holds that uBjhsjhxAjhsdwjhxwxAjhxsx
s
jh
)()()()()()()( −+−+−≤− ∫ . The 
previous inequality in conjunction with the Gronwall-Bellman Lemma implies that ( ) ( ))(exp)()()()( jhsAuBjhxAjhsjhxsx −+−≤−  for all ],[ τjhs∈ . The previous inequality in 
conjunction with (4.4) and the fact that AhhAI +≤+ 1  gives: 
 
( ) ( ) ( )AhuBjhxAAheAhe jj exp)(21
2
1 +++≤+ , for 1,...,0 −= Nj                    (4.5) 
 
Using (4.5) and the facts that 00 =e  and )(max)(max
01,...,0
sxjhx
hsNj −≤≤−=
≤ τ , we obtain:  
 
( ) ( )( )11exp)(max
2 0
−+⎟⎠
⎞⎜⎝
⎛ +≤
−≤≤
N
hs
N AhAhuBsxA
he τ                             (4.6) 
For all ],0[ τ∈s  it holds that uBsdwwxAxsx
s
++≤ ∫
0
)()0()( . The previous inequality in 
conjunction with the Gronwall-Bellman Lemma implies that ( ) ( )sAuBsxsx exp)0()( +≤  for all 
],0[ τ∈s . Consequently, the previous estimate in conjunction with (4.6) gives:  
 
( ) ( ) ( )( ) ( )( )11expexp)(exp)0(
2
−++−+≤ NN haahubauabhaxahe τττ                      (4.7) 
 
where Aa =  and Bb = . Inequality (4.7) in conjunction with the facts that ( )haha exp1 ≤+  and 
N
h τ=  gives us the desired inequality (4.3).             
 
We are now ready to give the proof of Theorem 1.2.  
 
Proof of Theorem 1.2: The proof is established by means of a small-gain argument. Let ],0( λσ ∈  
be sufficiently small so that  
( ) ( )( ) 1)(exp 122 <++++ γστσ CkCCrak                                     (4.8) 
 
where 0, >λγ  are the constants involved in (4.2), ( )( ) ( )ττ aaahC exp1exp
21
−= , 
( )( ) ( )( )1exp1exp
22
−+= τττ aaabhC , Aa =  and Bb = . The existence of sufficiently small ],0( λσ ∈  is 
guaranteed by (4.1).  
 
Let ∞=0}{ iiT  be an arbitrary partition of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup  and consider the solution of the 
closed-loop system (1.7) with (1.8), (1.9) and arbitrary initial condition nxx ℜ∈= 0)0( , ( )mLuuT ℜ−∈= ∞ );0,[)0( 0 ττ . Notice that inequality (4.2) implies that for all 0≥t  we have:  
 
( ) ( ) ( ) ( )( ))()(expsupexpexp)()(exp)(
0
τσστγστττστ +−+≤++
≤≤
wkxwuwxMttx
tw
            (4.9) 
Since )()( tkztu =  for all 0≥t  we get from (4.9): 
( ) ( ) ( ) ( )( ))()(expsupexpexp)()(exp)(
0
τσστγστττστ +−+≤++
≤≤
wxwzwkxMttx
tw
            (4.10) 
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For all ),[ 1+∈ ii TTt  it holds that ( ) )()(exp)()( ττ +−≤+− ii TxTzartxtz . Moreover, inequality (4.3) 
implies that )(sup)()()( 21 suCTxCTxTz
ii TsT
iii <≤−
+≤+−
τ
τ , where ( )( ) ( )ττ aaahC exp1exp
21
−=  and 
( )( ) ( )( )1exp1exp
22
−+= τττ aaabhC .  The above inequalities in conjunction with the fact that 
rTT ii +≤+1   imply that the following inequality holds for all ),[ 1+∈ ii TTt : 
 ( )
( ) )(supexp
)exp()()(exp)exp()()(
2
1
sutarC
TTxraCttxtz
ii TsT
ii
<≤−
++
+≤+−
τ
σ
σσστ
                          (4.11) 
Notice that since )()( tkztu =  for all 0≥t , we get )(sup)(sup
0
0 szkusu
iii TsTsT ≤≤<≤−
+≤ ττ  for all 
+∈ Zi  with 
τ<iT  and )(sup)(sup szksu
iiii TsTTsT ≤≤−<≤−
≤
ττ
 for all +∈Zi  with τ≥iT . Consequently, since rTT ii +≤+1 , we 
have 
( ) ( ) ( ) ( ) ( )( ))(expsup)(exp)(exp)(sup)(exp)(supexp
0
0 szsrkursurTsut
iiiii TsTsT
i
TsT
στστσσσ τττ ≤≤<≤−<≤− +++≤+≤ , 
for all +∈Zi  with τ<iT  and ),[ 1+∈ ii TTt  
 
( ) ( ) ( ) ( ))()exp(sup)(exp)(sup)(exp)(supexp szsrkszrTksut
iiiiii TsTTsT
i
TsT
στσσσ
τττ ≤≤−≤≤−<≤−
+≤+≤  
for all +∈Zi  with τ≥iT  and ),[ 1+∈ ii TTt  
 
Combining the two above cases and (4.11) it follows that the following estimate holds for all 
),[ 1+∈ ii TTt : ( )
( )
( ) ( ))()exp(sup)(exp
)(exp
)exp()()(exp)exp()()(
0
2
02
1
szsrarkC
urarC
TTxraCttxtz
ts
ii
στσ
τσ
σσστ
τ
≤≤
+++
+++
+≤+−
                          (4.12) 
 
The trivial inequalities ( ) ( ) ( ))())(exp(sup)exp()()()exp(sup)()exp(sup
000
ττσσττσσ ++−++−≤
≤≤≤≤≤≤
sxssxszsszs
tststs
 
and ( ) ( ) ( ))())(exp(sup)(max)exp(exp)(
00
ττσστσ τ +++≤ ≤≤≤≤ sxssxTTx tssii  (which holds for all ),[ 1+∈ ii TTt ) in 
conjunction with (4.12) imply that the following estimate holds for all 0≥t :  
 ( ) ( )
( )
( ) ( )
( ) ( ) ( ))())(exp(sup)(exp
)()()exp(sup)(exp
)(exp
)(max)exp()(exp)()()exp(sup
0
12
0
2
02
0
1
0
ττσσ
τστσ
τσ
στστσ
τ
τ
+++++
+−+++
+++
+≤+−
≤≤
≤≤
≤≤≤≤
sxsraCkC
sxszsrarkC
urarC
sxraCsxszs
ts
ts
sts
                            (4.13) 
For all ],0[ τ∈s  it holds that τ0
0
)()0()( uBsdwwxAxsx
s
++≤ ∫ . The previous inequality in 
conjunction with the Gronwall-Bellman Lemma and definitions Aa =  and Bb =  implies that ( ) ( )asusbxsx exp)0()( 0 τ+≤  for all ],0[ τ∈s . Consequently, it follows that ( ) ( )ττ ττ aubxsxs exp)0()(max 00 +≤≤≤ . The previous inequality combined with (4.10) and (4.13) implies 
that the following estimates hold for all 0≥t : 
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( ) ( )
( )( )
( ) ( )
( ) ( ) ( ))())(exp(sup)(exp
)()()exp(sup)(exp
)exp()(exp
)0())exp(()(exp)()()exp(sup
0
12
0
2
021
1
0
ττσσ
τστσ
ττστσ
τσστσ
τ
+++++
+−+++
++++
++≤+−
≤≤
≤≤
≤≤
sxsraCkC
sxszsrarkC
uCabCra
xaraCsxszs
ts
ts
ts
                            (4.14) 
 ( )( ) ( ) ( )
( ) ( )( ))()(expsupexp
)(exp)0()(exp)(exp)(sup
0
0
0
τσστγ
τστσττστ τ
+−+
+++≤++
≤≤
≤≤
wxwzwk
axMuabMssx
tw
ts                      (4.15) 
 
Combining (4.14), (4.15) and (4.8) we obtain for all 0≥t : 
 
( ) ( ) ( )( )( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( )( ) τγστσ ττττστσ
γστσ
τστσ
0
122
1221
122
121
0
)(exp1
exp)exp()(exp
)0(
)(exp1
))((exp
)()()exp(sup
u
CkCCrak
bMaCkCCabCra
x
CkCCrak
MCkCCra
sxszs
ts
++++−
++++++
++++−
++++≤+−
≤≤              (4.16) 
 ( )
( ) ( ) ( )( )( ) ( )( )
( ) ( ) ( ) ( ) ( )( )( ) ( )( ) τγστσ ττττστσγτστ
γστσ
σττσγτσ
ττσ
0
122
1221
122
121
0
)(exp1
exp)exp(2)(exp
)(exp
)0(
)(exp1
))((exp
)(exp
)())(exp(sup
u
CkCCrak
bMaCkCCabCra
kabM
x
CkCCrak
MCkCCra
kaM
sxs
ts
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++++−
+++++++
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++++−
+++++++
≤++
≤≤
     (4.17) 
 
Since ( ) ( )ττ ττ aubxsxs exp)0()(max 00 +≤≤≤ , it follows from (4.17) that: 
 ( )
( ) ( ) ( )( )( ) ( )( )
( ) ( ) ( ) ( ) ( )( )( ) ( )( ) τγστσ ττττστσγτστ
γστσ
σττσγτσ
σ
0
122
1221
122
121
0
)(exp1
exp)exp(2)(exp
)(exp
)0(
)(exp1
))((exp
)(exp
)()exp(sup
u
CkCCrak
bMaCkCCabCra
kabM
x
CkCCrak
MCkCCra
kaM
sxs
ts
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++++−
+++++++
⎟⎟⎠
⎞
⎜⎜⎝
⎛
++++−
+++++++
≤
≤≤
     (4.18) 
 
The existence of a constant 0>Q  for which (1.10) holds is a direct consequence of (4.16), (4.17), 
(4.18) and the following inequalities: 
 
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( ))())(exp(sup)()()exp(supexpexp
)(supexp)()(supexpexp
)(supexpexp)(supexp)(exp
00
0
),0max(),0max(
0
),0max(
0
ττστσστστ
τστσστ
σστσσ
τ
τττ
τττττ
++++−+≤
+++−+≤
+≤≤
≤≤≤≤
≤≤−≤≤−
<≤−<≤−
sxsksxszsku
sxtksxsztku
sztkusututTt
tsts
tsttst
tsttst

 
 
which hold for all 0≥t . The proof is complete.        
 
Next we present a simple example, which shows the usefulness of the formulae that were 
provided in this section. 
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Example 4.2: Consider the scalar system  
 
)1()()( −+= tutxtx , with ℜ∈ℜ∈ )(,)( tutx                                    (4.19) 
 
This is the example considered on page 188 of the book [29]. Here ba ==1  and pk −= , where 
1>p . The constant 0>γ  can be selected to be any constant with 
1
1
−> pγ  by using the matrix 
]1[=P . Therefore, inequality (4.1) shows that the integer )(rNN ∗∗ =  can be selected so that 
 ( ) ( )( )( )( )
( )12
1121exp)( −
−−++=>∗
p
epeerppfN  
 
Figure 1 shows the behaviour of )( pf  with respect to 1>p  for 1=r . The minimum is attained at 
93.1=p  with 71.64)( ≈pf , showing that at least 65 grid points should be used for the Euler 
approximation of the solution of the open-loop system over a time window of length 1 with an 
accuracy guarantee in the form of (4.3). It follows that for every )(rNN ∗≥  there exist constants 
0, >σQ  with the following property: 
 
For every partition ∞=0}{ iiT  of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup , the solution of the closed-loop system (4.19) 
with 
)()(
)(,)()1()(
tpztu
tztzptz
−=
ℜ∈−= , for ),[ 1+∈ ii TTt                                  (4.20) 
 
∑ ∫−
=
+
−−
+−⎟⎠
⎞⎜⎝
⎛ ++⎟⎠
⎞⎜⎝
⎛ +=
1
0
1
1
)1(11)(11)(
N
k
N
k
N
k
i
kN
i
N
i dssTuN
Tx
N
Tz                         (4.21) 
 
and arbitrary initial condition nxx ℜ∈= 0)0( , ( )mLuuT ℜ−∈= ∞ );0,1[)0( 0τ  satisfies estimate (1.10).  
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Figure 1: The behaviour of )( pf  with respect to 1>p  for 1=r  
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5. Concluding Remarks 
 
   This work has focused on a key aspect of the implementation problem for predictor-based 
feedback laws: the problem of the approximation of the predictor mapping. It was shown that the 
numerical approximation of the predictor mapping by means of the explicit Euler numerical 
scheme in conjunction with a hybrid feedback law that uses sampled measurements, can be used 
for the global stabilization of all forward complete nonlinear systems that are globally 
asymptotically stabilizable and locally exponentially stabilizable in the delay-free case.  
 
   Special results were provided for the linear time invariant case. Both for the linear and nonlinear 
case, explicit formulae are provided for the estimates for the design parameters of the resulting 
hybrid control scheme. 
 
     The present paper goes beyond the approximation results in [5] by removing the global 
Lipschitz restriction.  
 
    More remains to be done for the approximations of the integrals involved in the explicit Euler 
scheme by easily implementable formulae. Results for linear systems are already given in 
[15,16,17,18,19,20,22,24,27,28,29]. Furthermore, one cannot ignore the possibility of using 
different numerical schemes (except the explicit Euler scheme; see [2]): the use of implicit 
numerical schemes may require fewer grid points than the grid points needed for the explicit Euler 
scheme. Finally, there is the challenging problem of using numerical approximations for cases 
where the measured output is not necessarily the state vector and there is measurement delay (see 
[8,9]).      
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Appendix 
 
Proof of Lemma 2.3: Define the function: 
 
( ))()( 1 iii xxxWg −+= +λλ                                                   (A.1) 
 
for ]1,0[∈λ . The following equalities hold for all ]1,0[∈λ : 
 
( )
( ) )()()()(
)()()(
11
2
12
2
11
iiiiiii
iiiii
xxxxxWxx
d
gd
xxxxxW
d
dg
−−+∇′−=
−−+∇=
+++
++
λλλ
λλλ                           (A.2) 
 
Moreover, notice that by virtue of (2.2) and (2.9), it holds that ( ) ( )uxLuxhxx iiii ++≤−+1 . The 
previous inequality in conjunction with (2.5) and (A.2) gives: 
 
( )uxPh
d
gd
i +≤ 22
2
)(λλ                                                 (A.3) 
 
where ++ ℜ→ℜ:P  is the function involved in (2.5). Furthermore, inequality (2.3) in conjunction 
with (2.9) and (A.2) gives: 
( ) ( ) ∫∫
++
+≤∇=
hi
ih
i
hi
ih
ii dssupxchWdssuxfxWd
dg
)1()1(
))(())(,()0(λ                        (A.4) 
 
Combining (A.1), (A.3) and (A.4), we get: 
 
( )uxPhdssupxWchgxW i
hi
ih
ii ++++≤= ∫
+
+ 2
))(()()1()1()(
2)1(
1                          (A.5) 
 
Inequality (A.5) in conjunction with the following inequality 
 
( ) ( ) ( ) ( )∫∫
++
−++≤++++
hi
ih
ii
hi
ih
i dssupshihcxWchuxP
hdssupxWch
)1(2)1(
))(()(2exp)(2exp
2
))(()(1  
 
which holds for all ( )uxP xcWh i i+≤
)(2  imply that (2.12) holds. The proof is complete.       
 
 
Proof of Lemma 2.4: We will first prove that if there exists }1,...,0{ −∈ Nj  such that 
0min
,...,0
>+ = iji xu  and ( )uuxQP ch ++≤ )( 20  then (2.13) holds for all 1,...,0 += ji . The proof is by 
induction.  
 
First notice that (2.13) holds for 0=i . Suppose that it holds for some },...,0{ ji∈ . Clearly, 
inequality (2.13) implies  ( ) ( ) ( )up
c
cxWcxW i 2
12exp)(2exp)( 0
−+≤ ττ . The previous inequality in 
conjunction with (2.6) implies )( 0 uxQxi +≤ . Consequently, the facts that ++ ℜ→ℜ:P  is non-
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decreasing and 1)( ≥ixW  imply ( ) ( )uxP xcWuuxQP ch i i+≤++≤
)(2
)(
2
0
. Since 0>+ uxi  and 
( )uxP xcWh i i+≤
)(2 , Lemma 2.3 shows that: 
( ) ( )∫
+
+ −++≤
hi
ih
ii dssupshihcxWchxW
)1(
1 ))(()(2exp)(2exp)(  
 
The above inequality in conjunction with (2.13) shows that (2.13) holds for i  replaced by 1+i .  
 
The case that there exists }1,...,0{ −∈ Nj  with 0min
,...,0
=+ = iji xu  can be treated in the following way. 
Let }1,...,0{ −∈ Nj  be the smallest integer with 0min
,...,0
=+ = iji xu . This implies that 0=u  and 0=jx . 
Since 0)0,0( =f , (2.9) implies that 0=ix  for all Nji ,...,1+= . Consequently, (2.13) holds for all 
Nji ,...,1+= .  
 
The proof is complete.       
 
Proof of Lemma 2.5: Notice that, by virtue of (2.9), the following equation holds for all 
}1,...,0{ −∈ Ni : 
( )∫
+
+ −+=
hi
ih
iii dssusxfsuxfee
)1(
1 ))(),(())(,(                                         (A.6) 
 
Inequality (2.1) implies the following inequality for all }1,...,0{ −∈ Ni  and ])1(,[ hiihs +∈ : 
 ( ) )()())(),(())(,( sxxusxxLsusxfsuxf iii −++≤−                              (A.7) 
 
Using the definition )(: ihxxe ii −=  and inequalities (2.2), (2.4) we get for all }1,...,0{ −∈ Ni  and 
])1(,[ hiihs +∈ : 
( )
( ) ( )( )uuxaLuuxaihse
usxLusxihse
ihxsxesxx
i
i
ii
++++−+≤
++−+≤
−+≤−
00 ))((
)())()((
)()()(
ττ
                              (A.8) 
 
Notice that all hypotheses of Lemma 2.4 hold. Therefore inequality (2.13) holds for all Ni ,...,0= . 
Clearly, inequality (2.13) implies ( ) ( ) ( )up
c
cxWcxW i 2
12exp)(2exp)( 0
−+≤ ττ . The previous inequality 
in conjunction with (2.6) implies )( 0 uxQxi +≤  for all Ni ,...,0= . Exploiting the fact that 
)( 0 uxQxi +≤  for all Ni ,...,0=  and (A.6), (A.7), (A.8), we obtain for all }1,...,0{ −∈ Ni : 
 ( )( )
( )( ) ( )( ) ( )( )uuxaLuuxauuxauxQLh
euuxauxQhLee iii
+++++++++
+++++≤+
0000
2
001
)(
2
)(
τττ
τ
                    (A.9) 
 
Definitions (2.7), (2.8) in conjunction with inequality (A.9) shows that the following recursive 
relation holds for all }1,...,0{ −∈ Ni  
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( ) )(
2
)(exp 0
2
01 uxB
heuxhAe ii +++≤+                                              (A.10) 
 
Using the fact 00 =e , in conjunction with relation (A.10), gives the desired inequality (2.14). The 
proof is complete.         
 
Proof of Claim 1: First we show that for each partition ∞=0}{ iiT  of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup , for each 
nx ℜ∈0  and ( )mLu ℜ−∈ ∞ );0,[0 τ , the solution of (1.2), (1.3), (1.4) and (1.5) with initial condition 
0)0( xx = , 0)0( uuT =τ

 is unique and exists for all 0≥t .  
 
The solution of (1.2), (1.3), (1.4) and (1.5) is determined by the following process: 
 
Initial Step: Given 0)0( xx = , 0)0( uuT =τ

 we determine the solution )(tx  of (1.2) for ],0[ τ∈t . Notice 
that the solution is unique. Inequality (2.4) implies the following estimate: 
 ( )ττ 00)( uxatx +≤ , for all ],0[ τ∈t                                       (A.11) 
 
i -th Step: Given )(tx  for ],0[ τ+∈ iTt  and )(tu  for ),[ iTt τ−∈  we determine )(tx  for ],0[ 1 τ+∈ +iTt  and 
)(tu  for ),[ 1+−∈ iTt τ . The solution )(tz  of (1.3) for ),[ 1+∈ ii TTt  with initial condition Ni zTz =)(  is 
unique (by virtue of the fact that f  and k  are locally Lipschitz mappings). Inequality (3.1) 
implies: 
( ))())(( iTzVtzV ≤ , for all ),[ 1+∈ ii TTt                             (A.12) 
 
We determine )(tu  for ),[ 1+∈ ii TTt  by means of the equation ))(()( tzktu = . Notice that inequalities 
(3.5), (3.6) in conjunction with (A.12) imply the following inequality for all ),[ 1+∈ ii TTt : 
 ( )( )( ))())(()( 2114 iTzaaatzktu −≤=                                          (A.13) 
 
Finally, we determine the solution )(tx  of (1.2) for ],[ 1 ττ ++∈ +ii TTt . Notice that the solution is 
unique. The fact that rTT ii ≤−+1  in conjunction with inequality (2.4) with τ  replaced by 0>r  and 
inequality (A.13) implies the estimate: 
 ( )( )( )( ))()()( 2114 iir TzaaaTxatx −++≤ τ , for all ],[ 1 ττ ++∈ +ii TTt             (A.14) 
  
Next we evaluate the difference )()( τ+− txtz  for ),[ 1+∈ ii TTt . Exploiting (2.1) we get: 
 
( )
( )∫
∫
+−+++++−≤
+−++−=+−
t
T
ii
t
T
ii
i
i
dssxszszksxszLTxTz
dsszksxfszkszfTxTztxtz
)()())(()()()()(
)))((),(()))((),(()()()()(
τττ
τττ
 
 
Using the right inequality (3.5), inequalities (A.12), (A.13), (A.14), in conjunction with the above 
inequality, we obtain: 
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( )( ) ( )( )( ) ( )( )( )( )( )∫ +−+++++
+−≤+−
−−−
t
T
iirii
ii
i
dssxszTzaaaTxaTzaaaTzaaL
TxTztxtz
)()()()()()(
)()()()(
2
1
142
1
142
1
1 ττ
ττ
 
 
Define ssas r += )(:)(ϕ . Using the Growall-Bellman lemma, the above inequality and the fact that 
rTT ii ≤−+1 , we get for all ),[ 1+∈ ii TTt : 
 ( )( )( )( ))()(exp)()()()( iiii TzqTxrLTxTztxtz +++−≤+− τϕττ                             (A.15) 
 
Next we evaluate the quantity )))((),(())(( tzktxftxV ττ ++∇  for ),[ 1+∈ ii TTt . Using inequality (3.1) we 
get: ( )
( ))))((),(()))((),(())((
))(()))((),(())((
ττττ
τρττ
++−++∇
++−≤++∇
txktxftzktxftxV
txVtzktxftxV  
 
The following estimate follows from (3.6), (3.8) and the above inequality: 
 ( )
( ) ( ) )()()()()(
))(()))((),(())((
3 tztxtztxMtxa
txVtzktxftxV
−++++
++−≤++∇
τττ
τρττ
 
 
Using the above inequality in conjunction with inequality (3.5), inequalities (A.12), (A.14) and 
definitions ( )( ) ( ))()(:)( 2112114 saasaaasq −− += , ssas r += )(:)(ϕ , we get: 
 ( )
( )( )( ) ( )( )( ) )()()()()()(
))(()))((),(())((
3 tztxTzqTxMTzqTxa
txVtzktxftxV
iiii −+++++
++−≤++∇
ττϕτϕ
τρττ
                      (A.16) 
 
Combining inequalities (A.15), (A.16) and definition (3.9) we obtain for all ),[ 1+∈ ii TTt : 
 
( ) ( )( ) )()()()())(()))((),(())(( iiiir TzTxTzqTxDtxVtzktxftxV −+++++−≤++∇ τττρττ        (A.17) 
( ) ( ) ( )))((exp)()(:)( 3 ssarLssaMssaasD rrrr +++= ( ) ( ) ( )( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛
+=
−−
22
1,~,
)(
min: 141
1
2
saaasR
sQqsaD
sR
r τ
γ  
Since Ni zTz =)(  (recall (1.4)), it follows from (2.18), (2.19) and (1.2), (1.4) that the following 
inequalities hold for all ,...2,1,0=i :  
 ( )τττ uTTTxRTxTz iiii )()()()( +≤+−                                               (A.18) 
 ( )ττ uTTTxQTz iii )()()( +≤                                                        (A.19) 
 
Since ( )ττττ uTTTxaTx iii )()()( +≤+  (recall (2.4)), we obtain from (A.17), (A.18), (A.19) and 
definition (3.15) for all ),[ 1+∈ ii TTt : 
( ) γτρτ ++−≤+ ))(())(( txVtxV
dt
d                                 (A.20) 
 
Using (A.20) and Lemma 2.14, page 82 in [6], we obtain for all 0≥t : 
 
( )( ))2(,,))((~max))(( 1 γρτστ −≤+ txVtxV                                          (A.21) 
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for certain function KL∈σ~ . Combining (3.5), (A.11) and (A.21) we obtain inequality (3.16) with 
( )( )( )τσσ τ −= tsaats ,~:),( 2  for all τ>t  and ( )( )( )0,~:),( 2 saats τσσ =  for all ],0[ τ∈t . The proof is 
complete.          
 
Proof of Claim 2: Let arbitrary partition ∞=0}{ iiT  of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup , 
nx ℜ∈0 , 
( )mLu ℜ−∈ ∞ );0,[0 τ  and consider the solution of (1.2), (1.3), (1.4) and (1.5) with (arbitrary) initial 
condition 0)0( xx = , 0)0( uuT =τ

. Inequalities (3.11) and (3.16) guarantee that there exists a unique 
smallest sampling time jT  such that δτ ≤+ ))(( jTxV .  
 
Moreover, inequalities (A.20), (3.11) and (3.5) allow us to conclude that  
 
)()( 11 δ−≤ atx  and δ≤))(( txV , for all τ+≥ jTt                                 (A.22) 
 
Using (A.18), definition (3.15), (3.11) and (A.22) we obtain for all ji ≥ : 
 
)(2)()()()()( 11
1
1 δδγττ −− ≤+≤+++−≤ aaTxTxTzTz iiii                                (A.23) 
 
Using (A.12), (3.5) and (A.23), we get for all jTt ≥ : 
 ( )( ))(2)( 11211 δ−−≤ aaatz                                                     (A.24) 
 
Next we evaluate the difference )()( τ+− txtz  for jTt ≥ . Exploiting (2.1) and inequalities (3.6), 
(3.7), (3.10), (A.22), (A.24) and definition (3.13), we get for all ji ≥  and ),[ 1+∈ ii TTt : 
 
( )
∫
∫
+−++−≤
+−++−=+−
t
T
ii
t
T
ii
i
i
dssxszLTxTz
dsszksxfszkszfTxTztxtz
)()(~)()(
)))((),(()))((),(()()()()(
ττ
τττ
 
 
Using the Growall-Bellman lemma, the above inequality and the fact that rTT ii ≤−+1  imply for all 
ji ≥  and ),[ 1+∈ ii TTt : ( )LrTxTztxtz ii ~exp)()()()( ττ +−≤+−                                    (A.25) 
 
Next we evaluate the quantity )))((),(())(( tzktxftxV ττ ++∇  for ),[ 1+∈ ii TTt . Using inequalities (3.4), 
(3.5), (3.7), (A.22), (3.10), (3.8), (A.24) and (A.25) and definition (3.12), we get for all ji ≥  and 
),[ 1+∈ ii TTt : 
 
)()()())(()))((),(())(( 12 ii TzTxtxtxVktzktxftxV −++++−≤++∇ − ττφτμττ                   (A.26) 
 
Using (3.5), (3.7), (3.10), (A.22) and (A.26) we get for all ji ≥  and ),[ 1+∈ ii TTt : 
 
22
1
2
2
)()(
2
)(
2
)( ii TzTxk
ktV
k
tV −+++−≤+ τφμτ
μτ                                   (A.27) 
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where ))(()( txVtV = . Using (A.18), (3.15) and (A.27) we get for all ji ≥  and ),[ 1+∈ ii TTt : 
 
222
1
2222
1
2
2
)(~)(~)(
2
)( ττφμφμτ
μτ uTTR
k
kTxR
k
ktV
k
tV ii
 +++−≤+                           (A.28) 
 
Let 
24k
μω <  be a positive constant sufficiently small so that 
 
1))(exp(~
1
2
4 <+τω rRk
kk  and ( ) ( ) ( )( )( ) 1)(exp~ exp
~)(exp
1
4
)(exp~2
241
24
2
21
2 <⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−
−+++
−
+
τω
ωττω
ωμμ
τωφ
rkkRk
Rrkk
k
rR
k
k     (A.29) 
 
The existence of 
24
0
k
μω <<  satisfying (A.29) is guaranteed by (3.14). Using (A.28) and the fact 
that ( ) rTT ii
i
≤−+≥ 10sup , we obtain for all ji ≥  and ),[ 1+∈ ii TTt : 
 
( ) ( ) ( )( )
( ) ( ) ( )( )222
1
2
222
1
2
2
)(2expsup)(2exp2exp~
)(2expsup2exp2exp~)(
2
)(
susrtR
k
k
sxsrtR
k
ktV
k
tV
tsT
tsT
i
i
ωτωωφμ
ωωωφμτ
μτ
τ ≤≤−
≤≤
+−+
−++−≤+
                     (A.30) 
 
The differential inequality (A.30) allows us to conclude that the following differential inequality 
holds for jTt ≥  a.e.: 
( ) ( ) ( )( )
( ) ( ) ( )( )222
1
2
222
1
2
2
)(2expsup)(2exp2exp~
)(2expsup2exp2exp~)(
2
)(
susrtR
k
k
sxsrtR
k
ktV
k
tV
tsT
tsT
j
j
ωτωωφμ
ωωωφμτ
μτ
τ ≤≤−
≤≤
+−+
−++−≤+
                     (A.31) 
 
Integrating (A.31) and since 
24k
μω < , we obtain for all jTt ≥ : 
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Using (3.5), (3.7), (A.21) and the fact that 
24k
μω < , we obtain from (A.32) for all jTt ≥ : 
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Using (3.5), (3.6), (3.7), (3.10), (3.15), (A.12), (A.18) and (A.24) we obtain for all ji ≥  and 
),[ 1+∈ ii TTt : 
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Inequality (A.34) in conjunction with the fact that ( ) rTT ii
i
≤−+≥ 10sup  implies: 
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Therefore, we get from the above inequality for all jTt ≥ :  
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Distinguishing the cases ( ) ( ))()exp(sup)()exp(sup sussus
tsTtsT jj
σσ
τ ≤≤≤≤−
=  and 
( ) ( ))()exp(sup)()exp(sup sussus
jjj TsTtsT
σσ
ττ <≤−≤≤−
=  we obtain from (A.35) for all jTt ≥ : 
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Combining (A.33) and (A.36) we get for all jTt ≥ : 
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Distinguishing the cases ( )( ) ( )( ))()(expsup)()(expsup ττσττσ
ττ
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≤≤−≤≤−
sxssxs
jjj TsTtsT
, 
( )( ) ( )( ))()(expsup)()(expsup ττσττσ
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sxssxs
tsTtsT jj
 and using the above inequality, we obtain for 
all jTt ≥ : 
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where ( ) ( ) ( )( )( ) ⎟⎟⎠
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kA . Inequalities (A.36), (A.37) 
imply that there exist constants 0, 21 >QQ  such that (3.17), (3.18) hold.  
The proof is complete.         
 
Proof of Claim 3: Let arbitrary partition ∞=0}{ iiT  of +ℜ  with ( ) rTT ii
i
≤−+≥ 10sup , 
nx ℜ∈0 , 
( )mLu ℜ−∈ ∞ );0,[0 τ  and consider the solution of (1.2), (1.3), (1.4) and (1.5) with (arbitrary) initial 
condition 0)0( xx = , 0)0( uuT =τ

. 
 
Define: 
( )( )( )saaasb 2114:)( −= , for all 0≥s                                                   (A.38) 
 
and notice that ∞∈Kb . Moreover, notice that definitions (A.38) and (3.15) imply that 
 
 ⎟⎠
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22
1)( 1 sbsR , for all 0≥s                                                     (A.39) 
 
Furthermore, definition (A.38) and inequality (A.13) imply the following inequality for all +∈Zi  
and ),[ 1+∈ ii TTt : ( ))()( iTzbtu ≤                                                            (A.40) 
 
Inequalities (3.5), (3.16) imply the existence of a non-decreasing function ++ ℜ→ℜ:g  such that: 
 ( )τ00)( uxgtx +≤ , for all 0≥t                                           (A.41) 
 
By virtue of (A.18), (A.39) and (A.41) we get for all +∈Zi : 
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The above inequality in conjunction with (A.41) gives for all +∈Zi : 
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Furthermore, using (A.40) and the above inequality, we obtain for all +∈Zi : 
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where ( ) ( )( )( )sgbsgsg 1,2max:)(~ −=  for all 0≥s , is a non-decreasing function. Define the sequence: 
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Notice that definition (A.43) and the fact that ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
<≤−<≤<≤− ++
)(sup,)(supmax)(sup
11
sususu
iiii TsTsTTs ττ
 in 
conjunction with (A.42) imply the following inequality for all +∈Zi : 
 ( )( )ii FuxgF ,~max 001 τ+≤+                                                  (A.44) 
 
Inequality (A.44) in conjunction with the fact that τ00 : uF =  allow us to prove by induction that 
the following inequality holds for all +∈Zi : 
 ( )( )ττ 000 ,~max uuxgFi +≤                                           (A.45) 
 
Inequality (A.41) in conjunction with inequality (A.45) and definition (A.43) imply that estimate 
(3.19) holds with ( )( )ssgsgsG ,~max)(:)( +=  for all 0≥s .  
The proof is complete.         
 
