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Abstract
Knowledge of the phase behaviour of mixtures of oil with carbon dioxide and water
is essential for reservoir engineering, especially in the processes of enhanced oil recov-
ery and geological storage of carbon dioxide. Both processes require versatile tools able
to describe the global phase behaviour at reservoir conditions, which may include the
critical region of the mixtures involved. For a comprehensive understanding however
the study of simpler systems needs to be completed. In this work two ternary systems
have been studied as models for (oil + carbon dioxide + water) mixtures. The first one
consists of (n-decane + carbon dioxide + water); the second is a mixture of (propane
+ carbon dioxide + water). To measure phase equilibria at representative reservoir
conditions, a new analytical apparatus has been designed with maximum operating
temperature and pressure of 423K and 45MPa, respectively. The equipment relies
on recirculation of two coexisting phases using a two-channel magnetically-operated
micro-pump designed during this work, sampling and on-line compositional analy-
sis by gas chromatography. The apparatus has been validated by comparison with
published isothermal vapour-liquid equilibrium data for the binary system (n-decane
+ carbon dioxide). New experimental data have been measured for the systems (n-
decane + carbon dioxide + water) and (propane + carbon dioxide + water) under
conditions of three-phase equilibria. Data for the three coexisting phases in the mix-
ture of (n-decane + carbon dioxide + water) have been obtained on five isotherms
at temperatures from (323 to 413)K and at pressures up to the point at which two
of the phases become critical. Similarly, for the mixture (propane + carbon diox-
ide + water), data for the three coexisting phases on four isotherms at temperatures
from (311 to 353)K and pressures up to the same point are reported. The experi-
mental work has been complemented here with a theoretical effort in which models
for these molecules are developed within the framework of the statistical associating
fluid theory for potentials of variable range (SAFT-VR). The phase behaviour of the
three binary subsystems has been calculated using this theory and, where applicable,
a modification of the Hudson and McCoubrey combining rules has been used to treat
the systems predictively. The experimental data obtained for the ternary mixture are
compared to the predictions of the theory. Furthermore, a detailed analysis of the
ternary mixture is carried out based on comparison with available data for the con-
stituent binary subsystems. In this way, the observed effects on the solubility when
the third component is added are analysed.
An accurate prediction of phase behaviour at conditions far and close to criticality
cannot be accomplished by mean-field based theories, such as the SAFT-VR equation
of state, that do not incorporate long-range density fluctuations. A treatment based
on renormalisation-group (RG) theory as developed by White and co-workers has
proven very successful in improving the predictions of the critical region with different
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equations of state. The basis of the method is an iterative procedure to account for
contributions to the free energy of density fluctuations of increasing wavelengths. The
RG method has been combined with a number of versions of the statistical associating
fluid theory (SAFT), by implementing White’s earliest ideas with the improvements
of Prausnitz and co-workers. Typically, this treatment involves two adjustable param-
eters: a cut-off wavelength L for density fluctuations and an average gradient of the
wavelet function Φ. In this work, the SAFT-VR equation of state has been extended
with a similar crossover treatment which however follows closer the most recent im-
provements introduced by White. The interpretation of White’s latter developments
allows one to establish a straightforward method which enables Φ to be evaluated; only
the cut-off wavelength L needs then be adjusted. The approach used here begins with
an initial free energy incorporating only contributions from short-wavelength fluctua-
tions, which are treated locally. The contribution from long-wavelength fluctuations
is incorporated through an iterative procedure based on attractive interactions which
incorporate the structure of the fluid following the ideas of perturbation theories and
using a mapping that allows integration of the radial distribution function. Good
agreement close and far from the critical region is obtained using a unique fitted pa-
rameter L that can be easily related to the range of the potential. In this way the
thermodynamic properties of a square-well (SW) fluid are given by the same number
of independent intermolecular model parameters as in the classical equation. Far from
the critical region the approach provides the correct limiting behaviour reducing to
the classical equation (SAFT-VR). In the critical region the β critical exponent is cal-
culated and is found to take values close to the universal value. In SAFT-VR the free
energy of an associating chain fluid is obtained following the thermodynamic pertur-
bation theory of Wertheim from knowledge of the free energy and radial distribution
function of a reference monomer fluid. By determining L for SW fluids of varying
well width a unique equation of state is obtained for chain and associating systems
without further adjustment of critical parameters. Computer simulation data of the
phase behaviour of chain and associating SW fluids are used to test the accuracy of
the new equation. Furthermore the treatment is here extended to model pure fluids
and results are presented for a number of alkanes, carbon dioxide and water.
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Preface
The Shell Grand Challenge Programme in Clean Fossil Fuels arose as an ambitious multi-
disciplinary programme in collaboration with the Energy Futures Lab at Imperial College,
aiming to address the key issues that will enable a cleaner production and utilisation of
fossil fuels. This transition requires new processes capable of upstream extraction of un-
wanted carbon so as to minimise the release of greenhouse gases, techniques which lead
to increases in recovery factors of fossil fuels and methods to improve the overall effi-
ciency in the utilisation of the in situ energy source, among others. One novel approach
involves utilising the in situ energy of the fossil fuels and the possibility of using the long
sub-surface well systems as a continuous processing network, or carrying out some of this
processing at the wellhead. Combining this with in situ carbon dioxide capture and stor-
age and disposal of low-value products and waste gives the possibility of delivering locally
the primary products of zero- or low-carbon-content fuels, high-value chemical products
and maybe power.
All this poses a number of major technical challenges (for instance, in high temperature-
high pressure thermophysical properties, multiphase reservoir flow modeling and process
intensification). Yet to gain full advantage from this new paradigm requires an integrated
systems approach to monitor, control and optimize the overall process and its individual
stages. An important part of the chain (from an economic as well as a technical view-
point) is the full exploitation of the unique properties of CO2 as a reservoir process fluid
before it is sequestered, particularly to enhance overall recoveries in depleted and non-
conventional oil reservoirs. It is needed to understand more of the underlying science and
how to be able to manipulate its properties with additives, in much the same way as it is
done with water. In particular, three projects were initially dedicated to investigate the
properties sub-surface flow and storage of CO2: A. CO2 thermophysical (project A.1) and
multiphase flow (project A.2) properties; B. Cold CO2 injection with enhanced coal-bed
methane production; and C. CO2 lifecycle management. The work presented in this thesis
concerns the study of phase behaviour and phase equilibrium properties, as part of the
integrated programme focusing on the thermophysical properties of CO2 (A.1). Several
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Chapter 1
Introduction
Fossil fuels are a major source of energy, and are also important as feed stocks for the
chemical industry. Unfortunately reserves of conventional oil are in decline. According to
statistical data, the production lifetime for the known reserves, considering the existing
limits in both economic and operation conditions, is currently set to less than 50 years [1].
Alternative (renewable) sources may be the long term solution, but our still-high depen-
dence on hydrocarbon reserves requires additional means to overcome the problem in the
mid term. Enhancing the efficiency of oil extraction is central to this aim.
Although previously uneconomic, the increasing consumption of oil together with high
prices [1] justifies the necessary investment in tertiary or enhanced oil recovery (EOR)
projects. Traditional systems, involving primary and secondary methods, can typically re-
cover 20-40% of the original oil in place (OOIP). Additional percentages can be achieved
by means of EOR techniques, depending on the method, the properties of the oil and the
characteristics of the reservoir [2–5]. In any case, the enhancement in recovery is achieved
by means of altering oil-flow properties and oil-rock interactions in the reservoir, enabling
the flow of the oil, which had remained in the form of drops trapped in the pore structure
of the rock by capillary forces after secondary oil recovery [6]. Both the oil-water inter-
facial tension and that of each of the two fluids with the rock, known as the wettability
properties of the rock surface, play an important role in such trapping mechanism. Con-
sequently, an effective EOR technique must mobilise these disperse oil drops by altering
properties such as viscosity, interfacial tension and the substrate wettability, forming an
oil bank that can move toward the production well. Although EOR techniques can be
understood as tertiary methods, they do not necessarily come after secondary recovery,
but the trend is to plan exploitation as a whole [7] rather than divide it in the three
traditional recovery stages. EOR techniques may therefore be used at earlier stages in the
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process, not necessarily under tertiary recovery.
The variety of properties of crude oil, together with the different characteristics of the
reservoir rocks, have led to the development of a considerable number of EOR processes
(the reader interested is redirected to the recent review of Ref. [8]). Those based on chem-
ical and gas injection recovery methods are the most promising for conventional oil. In
chemical processes, as the name suggests, the change of properties is achieved by means of
injecting chemicals such as surfactants or alkaline agents, which lead to a lower interfacial
tension. In the case of gas EOR methods, the displacement of oil is achieved by injecting
a gas, commonly carbon dioxide, nitrogen or light hydrocarbons. Although in some cases,
depending on the reservoir conditions and crude oil composition, the displacement can be
immiscible, the most attractive gas-EOR techniques make use of miscible flooding.
Carbon dioxide has been used as an injection gas for enhanced oil recovery (EOR) pur-
poses since the early 1970’s. The project at the SACROC unit (Kelly-Snyder field, Scurry
County, West Texas) initiated in 1972 was one of the first; pressures below 17MPa [9, 10]
were used in a water-alternating-gas project. Since then, it has become an attractive al-
ternative in cases in which a relatively low-cost source of CO2 is available. In most of
the cases naturally occurring CO2 is used [11] (Ref. [12, chap.5] gives examples of natural
geological accumulations around the world). But because of their known geologic seal, oil
reservoirs are also a favourable option for sequestering anthropogenic CO2 [13]. In an ideal
scenario, CO2 that has been captured from a power plant would be used for EOR first and
then stored in the reservoir afterwards. The first project involving both CO2-EOR and
also the storage of CO2 of anthropogenic origin commenced at the Weyburn field [14–16]
(Saskatchewan, Canada) in 2000.
Use of active oil reservoirs has the advantage of improving the security of energy sup-
ply by enhancing the recovery of oil resources. This makes carbon sequestration more
economically feasible. However, depleted oil reservoirs and gas fields may also be used.
Furthermore, CO2 can also be stored in deep saline aquifers, as shown by the Sleipner
Project [17].
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1.1 Phase Behaviour of Mixtures of CO2 for Reservoir Pro-
cessing
The miscibility of carbon dioxide with oil plays an essential role in both CO2-EOR and
CO2 storage processes as mentioned earlier. Ideally, total miscibility is pursued and the
minimum miscibility pressure (MMP) obtained from experiments at laboratory scale is an
important parameter to optimise the efficiency of the extraction. CO2 has the advantage
over gases such as nitrogen of having a lower MMP. However it is important to note the
difficulty of achieving such efficient displacement inside the reservoir. If one just thinks of
the flow of CO2 through the porous media of the rock, each pore can be considered as a
contact point where thermodynamic equilibrium with the hydrocarbons of the oil will tend
to be achieved. Along such a pathway the injected CO2 is likely to form two phases with
the existing oil: a CO2-rich phase, which will get richer in light to medium hydrocarbons
and will flow easily; and an oil-rich phase, which will swell with the dissolution of part of
the CO2 causing a reduction of capillary forces [18] and the viscosity of oil [19]. Therefore,
not only the lighter phase will contribute to production from the well, but also part of the
heavier one due to such dissolution and expansion processes; even if total miscibility is
not achieved, a high recovery may be obtained because of this dissolution process, which
is optimised at MMP conditions.
In addition water is a working-fluid that may be injected to be used as a displacement fluid,
characteristic of secondary recovery, or under EOR conditions to improve the efficiency of
the sweeping process in alternating steps with the CO2, or the so-called water-alternating-
gas (WAG) method. From a thermodynamic point of view the presence of water dictates
that a third phase will typically coexist with the oil- and CO2-rich ones, as will be further
explained and presented. Regarding the sequestration of the CO2, although structural and
capillary trapping are known to be the primary forces at play, dissolution of the CO2 is one
of the long-term mechanisms for sequestering CO2 in the reservoir. In numbers solubility
trapping prevails in a scale from ten to hundreds of years [12, chap.5] after injection stops.
It is generally understood that reservoir conditions mean high temperatures and high pres-
sures, where characteristic temperatures for diverse oil reservoirs may vary from 300K to
410K with initial conditions of pressure from 10MPa to 50MPa [11, 20–23]; such pressure
conditions will obviously vary during the life of the reservoir. The interest here is focused
on conditions relative to CO2 miscible flooding projects. It was already mentioned that
in the project at the SACROC unit initiated in 1972 pressures below 17MPa [9, 10] were
used. The pressure at which CO2 EOR projects are carried out may vary within relatively
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wide ranges depending on conditions such as the oil properties and the temperature of
the reservoir but the MMP in any case provides an indication for optimal working condi-
tions. This is for example shown by Golzapour et al. [22] who discuss the more efficient
use of pressures around the MMP (∼19MPa in this case) over higher pressures of 40MPa
when simulating various case studies in the North Sea. More detailed guidance regarding
favourable reservoir conditions for CO2 miscible flooding can be found in the literature.
For example, conditions involving temperatures of 344K and pressures 1.3 times the MMP
for an oil of specific gravity of 0.84 have been identified as optimal reservoir screening cri-
teria for the application of CO2 miscible flooding [24].
The interest in exploiting the enormous potential of CO2 in enhanced oil recovery and to
develop viable sequestration processes makes it essential to acquire a comprehensive un-
derstanding of the phase behaviour of mixtures of CO2 with oil and water under reservoir
conditions. Because of the variability and complexity of oil mixtures, a necessary step
is the completion of a database comprising simpler systems that may represent certain
characteristics of the real ones. It is necessary then to start by revisiting the existing
literature data for such systems comprising water, CO2 and hydrocarbons to focus on the
gaps; in particular the focus here is on n-alkanes. Moreover, because of the importance of
knowing the MMP to optimise the oil recovery process, attention needs to be paid to the
critical point between CO2 and the hydrocarbons of study.
Although the focus of this work is on applications of CO2 in oilfield processes, this study
is of wider interest. Knowledge of phase equilibria is crucial in the design and operation of
chemical processes, such as those concerning separation, purification and extraction. Op-
erations such as distillation, gas absorption or supercritical extraction are a few examples
in which details of such behaviour are also necessary.
In particular, it is worth mentioning the role CO2 has played within supercritical fluid
extraction [25]. Its excellent properties, such as non-toxicity, relatively low critical tem-
perature and pressure, low cost and the possibility of being readily recovered and recycled,
have made supercritical CO2 not only the most common solvent in supercritical extrac-
tion, but also a powerful alternative to harmful organic solvents. Supercritical extraction,
which has already found application in diverse industries such as food, pharmaceutical,
chemical and fossil fuel processing [26], is still a matter of much research. In this sense, sol-
ubility measurements and understanding of phase behaviour become an essential resource
for reliable process design and for a full development of the potential of CO2.
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1.2 Challenges in Modelling and Measurement of Phase Be-
haviour of Systems Consisting of Water, n-Alkane and
CO2 Mixtures
From a modelling perspective it is common practice in reservoir processing to use cubic
equations of state such as the Peng-Robinson (PR) [27] or Soave-Redlich-Kwong (SRK) [28]
equations. As will be discussed in more detail in Section 2.3.1 such equations are based
on the same model as that of van der Waals [29]. The latter constitutes a sound basis
to describe spherical molecules interacting through long-range dispersion forces; unfortu-
nately, such models may not be appropriate for systems which exhibit hydrogen bonding
or for highly asymmetric molecules. A number of equations which specifically include a
treatment of directional interactions (association) at the molecular level have been used
to study hydrogen bonding fluids. One of these treatments is the cubic plus association
(CPA) EOS [30], which combines the SRK EOS with the thermodynamic perturbation
theory of Wertheim [31–34]. This perturbation theory was first incorporated in the founda-
tions of the statistical associating fluid theory (SAFT) [35, 36], which explicitly takes into
account not only directional interactions [31–34] but also the non-sphericity or chain-like
nature of many molecules [37, 38]. The molecular foundations of the SAFT equation have
led to different versions depending on the selected reference fluid used to build the equa-
tion, such as the SAFT-VR [39, 40] (variable range) used in this work, the soft-SAFT [41]
or the PC-SAFT [42, 43] (perturbed-chain). A more detailed description will be given in
Section 2.3.4 and in Chapter 4, with the latter devoted to SAFT-VR.
Mixtures of n-alkanes and/or carbon dioxide with water have received attention in the
literature not only because of their practical interest but also because of the theoretical
challenges presented in attempting to model such systems accurately. Both types of sys-
tems are known to form highly non-ideal mixtures due to the high level of association
of water. In spite of the difficulties, the global phase behaviour of (n-alkane + water)
has been successfully modelled using associating theories [44–52]. One of the latest tech-
niques used to model the phase behaviour of (n-alkane + water) systems is the SAFT-γ
approach [53, 54]; this is a recast version of the SAFT-VR equation of state with a group
contribution formalism that enables successful predictions for these systems [55] based on
transferable interaction parameters. All these procedures can provide a reasonably good
level of agreement with experiment but the accurate prediction of both the aqueous and the
alkane-rich phases with a single interaction parameter is not easily achieved. Recently new
combining rules have been proposed based on those of Hudson and McCoubrey [56](they
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will be summarised in Section 4.1.2), which predict different values of the common kij
binary interaction parameter of each phase depending on differences in the dielectric con-
stant and dipole moment; these differences are relevant in mixtures including strongly
polar components such as water [57]. Another interesting feature of these systems not
easily reproduced by models adjusted to describe the global behaviour of the mixtures is
the solubility minima found experimentally [58, 59] for hydrocarbons in water. Studies
with different SAFT equations have shown good agreement when tuned in the region of
interest [60, 61].
Mixtures of (carbon dioxide + water) have not lacked attention either. CO2 has no net
dipole moment and is typically modelled as a non self-associating molecule. However it is
strongly quadrupolar and in water partially dissociates to form carbonic acid; this has led
a number of authors to model the interactions between the two components as associat-
ing. A cross-associating model of this type has been found useful to reproduce the slope
change observed for the solubility of water in CO2 from vapour to liquid at near criti-
cal temperatures with the CPA EOS [62, 63]; this model has also been applied recently
to multicomponent mixtures, such as (methane + carbon dioxide + water) [64]. Similar
cross-associating interactions for (carbon dioxide + water) were suggested by Valtz et al.
who used the SAFT-VR equation [65], this time considering the possibility of CO2 as
a self-associating compound; however a value close to zero was found for the resulting
bonding energy leading to the conclusion that the additional interaction is not needed.
Later studies of the same system with the SAFT-VR equation have resulted in similar
findings: the properties of (carbon dioxide + water) can be predicted accurately with-
out incorporating association between the two species [66–68]. More rigourous models for
CO2 can additionally be considered by incorporating the contribution of the molecular
quadrupole into the equation of state [69, 70]. Regarding the study of ternaries and, in
general multicomponent mixtures, a question arises. Because all equations of state are
based on pair-potential formalisms there is the question as to whether binary parame-
ters can always predict the phase behaviour of multicomponent mixtures; the answer may
be that this is not always successful [71–73]. In chapters 5 and 6 the application of the
SAFT-VR equation to model systems of this kind will be presented. Where possible the
mentioned extension of the Hudson and McCoubrey combining rules will be used and
comparison of the theory to other cubic equations using alternative predictive approaches
will be shown.
The underlying difficulties emphasise the need for experimental data on these systems.
Without such data it is not possible to validate the assumptions used in modelling real
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compounds, which is an essential step in the development of equations of state. The latter
are not only of vital importance in the field of reservoir engineering but of wider interest
and use for process and product design in the chemical industry.
A review of the existing literature for these systems shows that experimental data are
sparse; this will be discussed further in the introduction of Chapter 5 and documented
in Appendix B. The extreme phase behaviour and consequent low solubilities in a wide
range of temperatures also makes these aqueous systems complex to measure. The com-
plexity is apparent from the scatter found in the literature data for the binary (carbon
dioxide + water) (see reviews [74, 75]). The phase behaviour is even more extreme in the
case of (water + n-alkane) systems, where there is also a significantly lower amount of
data particularly for longer n-alkanes, often limited to high temperatures (cf. review in
Appendix B and Refs. [76–84]).
In this work, the system (n-decane + carbon dioxide + water), regarded as a model (oil
+ carbon dioxide + water) mixture, was studied first. A special experimental difficulty is
achieving reliable sampling and subsequent analysis, where precautions are needed with
n-decane to avoid condensation and also with water to avoid adsorption problems during
transport for on-line analysis. Experimental measurements of these aqueous systems pub-
lished in the literature are in many studies focused on one of the phases using a synthetic-
type apparatus (cf. Section 2.2.2), thus avoiding sampling. The different volatility of the
components of interest in this study also affects the reliability of the sampling technique.
A new experimental apparatus has therefore been developed in this work incorporating
micro sampling and on-line chromatographic analysis. Re-circulation of two phases is
performed by a new magnetically-coupled reciprocating pump, designed and built during
this work. In Chapter 3 the apparatus is described in detail. Validation measurements
were carried out analysing some vapour-liquid equilibrium (VLE) isotherms for the system
(n-decane + carbon dioxide) which were compared against published data, as presented in
Section 5.2.1. A large body of vapour-liquid-liquid equilibrium (VLLE) and liquid-liquid
equilibrium (LLE) data for the system (n-decane + carbon dioxide + water) is presented
in Section 5.5. The experimental work is then continued by studying an extra ternary
system comprising a low molecular weight n-alkane. The system (propane + carbon diox-
ide + water) was chosen in this regard and the experimental VLLE results obtained will
be presented in Chapter 6. Measurements for both ternary systems were obtained over a
range of pressures up to the critical point between the carbon dioxide and the alkane-rich
phases. To gather these data, it was helpful to have as a guide predictions obtained with
SAFT-VR [39, 40]. In the present work, the experimental findings are compared with such
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calculations; where possible, further comparisons to data for the binary subsystems are
also presented.
Working in regions close to critical conditions requires however further work with the the-
ory. Only in certain cases where the interest is restricted to the critical region, the phase
behaviour in this region can be predicted with accuracy by forcing (or rescaling) the pa-
rameters of the equation to reproduce the critical properties, as will be shown in Chapter 6
for the phase behaviour of (propane + carbon dioxide + water). Unfortunately this is done
at the expense of loosing accuracy in the low temperature region of the phase diagram. On
the contrary, when the focus of attention is on the main regions of the diagram, including
low temperatures, predictions will be less accurate in the critical region. As will be dis-
cussed in detail in Chapter 7, this inability to describe with accuracy phase behaviour both
far and close to criticality is a common weakness to any equation of state [85]. Because of
their analytical formulation a quadratic shape of the coexistence curve is predicted by any
classical theory, as will be shown in Section 7.1.1, while experimentally this curve is nearly
cubic in shape [86, 87]. This and other failures of classical equations are attributed to their
formulation, based on mean-field theory. Assuming mean-field, molecular inhomogeneities
(or density fluctuations) are neglected. An adequate intermolecular potential is incorpo-
rated in sophisticated equations of state such as the SAFT type equation to improve the
description of the short-range fluid structure. In the neighbourhood of a critical point
however long-range density fluctuations which exceed the range of the molecular interac-
tions become also important. These long-range density fluctuations need to be accounted
for to have an accurate prediction of the phase behaviour also in the critical region. Such
description becomes important if one wants to have a tool aiming to describe the global
phase behaviour, not restricted to specific regions. In Chapter 7, a method to incorporate
these long-range fluctuations is established through the application of a Renormalisation-
Group treatment to the SAFT-VR equation. As will be discussed, typically two additional
critical parameters are required in other implementations whereas only one is needed in
this work as the second parameter is evaluated. The critical parameter is also found to be
related to the range of the square-well potential used in SAFT-VR, and independent of the
chain length and associating nature of the fluids modelled. A final equation which provides
with the appropriate critical behaviour and reverts to the classical expression far from the
critical region is obtained and an approach to model the global phase behaviour of the
fluids of interest is presented using only the parameters of the original SAFT-VR equation.
The main conclusions of each chapter of results will be collected in Chapter 8 to emphasise





In this chapter a brief discussion of three main points is provided: the first part offers an
introduction to fluid phase equilibria, providing the basis for a complete understanding of
phase diagrams; a summary of the main experimental methods to measure phase equilib-
ria is then presented; and in the last section a number of theoretical approaches used for
correlating and predicting the phase behaviour of mixtures is reviewed.
2.1 Fluid Phase Equilibria
Fluid phase equilibria is of interest in many areas and essential in the design, development
and operation of chemical processes. In this section, the key types of phase behaviour
encountered in fluids and fluid mixtures is discussed in terms of their representation and
classification.
2.1.1 Phase Behaviour of Pure Components
The phase diagram of a pure component represented by field variables [88] (e.g., temper-
ature and pressure) consists of regions which determine the conditions for the possible
phases to be thermodynamically stable delimited by curves, or phase boundaries, which
indicate the conditions at which two phases coexist in equilibrium. Such interpretation
of the phase diagram is given by Gibbs’ phase rule which, for non-reactive systems, is
expressed by the following relation [89],
F = C + 2− P, (2.1)
where F is the number of intensive independent variables, or degrees of freedom, C is the
number of components and P is the number of phases.
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Figure 2.1: (a) (p, T ) and (b) (p, V ) projection phase diagrams for a given mass of a simple
substance with contraction on freezing. B represents the triple point in (a), seen as three
coexisting points B1, B2 and B3 in (b). Tc, pc and Vc represent the critical temperature,
pressure and volume, respectively.
According to Equation (2.1), the sum of the number of degrees of freedom and the number
of phases is three for a pure substance, so that a maximum of two intensive properties
are needed in the representation of the phase behaviour of a pure component. The most
common diagrams for a generic substance showing contraction on freezing 1 are presented
in Figure 2.1. Following the initial discussion, it is confirmed from the phase rule that
single phases (P = 1) are observed as regions (F = 2) in the phase diagram of Figure 2.1
(a). Two-phase coexistence (P = 2) leads to only one degree of freedom, which is rep-
resented by the phase boundaries of the diagram; these are the vapour-pressure curve or
vapour-liquid boundary, the melting line or solid-liquid boundary, and the sublimation
curve or solid-gas boundary. Three-phase coexistence (P = 3) can only be attained at a
fixed temperature and pressure: the triple point.
As seen in Figure 2.1 (a), the vapour-pressure curve starts at the triple point (B) and
ends at the gas-liquid critical point, where the coexisting phases become identical. Unlike
the vapour-pressure curve, the melting line, starting from the same point, presents no
end. When (p, V ) diagrams are represented (Figure 2.1(b)), two branches starting at the
vapour-liquid critical point are observed. The branch that joins the critical point with
B2 is the locus of the bubble points, while the other branch towards B3 is the locus of
the dew points. Both of them are also called saturation curves. The area between these
1For most components, the solid-liquid boundary exhibits a positive slope in the (p, T ) representation.
This is the case of CO2. On the contrary, when dealing with water the melting temperature initially falls
as the pressure is raised. Such behaviour can be related to the decrease in volume that occurs on melting.
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two branches consists of non-stable points 2. The transition from solid to fluid or from
liquid to gas at conditions below the critical point, occurs by a discontinuous change of the
properties of the system; the volume, that is to say the density, changes in the process by
which a phase of higher order is transformed into one of lower order, and viceversa. These
types of phase transitions are also termed first-order as they involve latent heat, associ-
ated to molecular reorganisation. In the case of the gas-liquid transition, the latent heat
decreases as the critical point is approached, to vanish at that point. The change between
liquid and gas occurs continuously at the critical point in what is called a continuous or
second-order transition, with no change in the properties of the system but by no means
lacking of anomalous behaviour to occur, as will be discussed in Chapter 7. Unlike the
gas-liquid transition, continuity has not been experimentally observed between the fluid
and the solid state in a considerable range of conditions [90].
The critical point is, likewise the triple point, a fixed point in temperature and pressure.
This is as well derived from the phase rule if the restrictions of the system are considered,
so that Equation (2.1) is rewritten in a more general form given by [91]
F = C + 2− Pnc −R (2.2)
with the restriction
R = 2Pc − 1, (2.3)
where Pnc is the number of phases that do not change and Pc is the number of phases that
become identical at the critical point. For a pure component Pnc = 0 and Pc = 2, leading
to F = 0 degrees of freedom.
In Table 2.1 the critical and triple points for some key compounds of interest to this work
are given. In the study of a homologous series such as that of the n-alkanes, a regular
variation in the properties of a point as the critical one with chain length is observed. It
is clear from Figure 7.10 that the critical temperature increases for increasing number of
carbon atoms. The same trend upwards is in general seen for the critical pressure, with
the exception of the transition from methane to ethane, where the pressure decreases.
This is a known anomaly for the first member of the alkane family (see e.g. [94, 95]). This
work focuses on fluid-phase equilibrium, so that only liquid and vapour (gas) phases will
be considered from now on.
2These domains of two-phase coexistence that appear as regions result from the choice of independent
variables used to depict the phase diagram. In contrast to the (p, T ) representation, here a ‘density’
variable [88], or a variable which exhibits different values for each phase in equilibrium, is used.
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Table 2.1: Table of critical and triple points for substances of interest.
Tc / K pc / MPa Tt / K pt / MPa
Water [92] 647.30 22.12 273.16 6.0×10−04
Carbon dioxide [92] 304.20 7.39 216.80 5.1×10−01
Methane [93] 190.60 4.60 90.69 1.2×10−02
Ethane [93] 305.48 4.87 89.89 1.0×10−06
Propane [93] 370.00 4.25 85.47 3.0×10−10
n-Butane [93] 425.16 3.80 134.86 7.0×10−07
n-Pentane [93] 469.70 3.37 143.47 7.6×10−08
n-Hexane [93] 507.40 3.01 177.83 1.0×10−06
n-Heptane [93] 540.30 2.73 182.55 2.0×10−07
n-Octane [93] 568.80 2.49 216.37 2.0×10−06
n-Nonane [93] 594.70 2.28 219.65 5.0×10−07










0 1 2 3 4 5 6 7 8 9 10
pc / MPaTc / K
C
Figure 2.2: Critical temperature Tc and pressure pc versus number of carbons C for alkanes
up to n-decane. The diamonds represent the critical temperature while the triangles represent
the critical pressure.
2.1.2 Phase Behaviour of Binary Systems
As given by the phase rule, the state of a binary mixture may be specified at most by
three independent variables. For a two-component system, the most convenient experi-
mental variables are pressure, temperature and mole fraction, which can be plotted in a
three-dimensional (p, T , x) space. However, binary systems are more commonly depicted
in (p, T ) projections, or in isobaric (T , x) or isothermal (p, x) sections, which simplify the
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drawings. Other possible diagrams are (T , x) projections or constant composition (p, T )
sections (isopleths).
Scott and van Konynenburg [96, 97] classified binary fluid-phase diagrams in several types
differentiated according to the nature of their (p, T ) projections. Their calculations showed
that five possible phase diagrams could be predicted by using van der Waals’ equation of
state [29] with the standard one-fluid mixing rules proposed by the same author and sim-
ple combining rules. A class VI was presented later [98, 99]. The scheme proposed by
Scott and van Konynenburg has been reviewed and extended in the past years [100–105].
Currently, a larger number of classes are known, which are classified using a more de-
scriptive nomenclature based in the location and aspect of the critical curves and their
endpoints [106]. Nevertheless, the original classification proposed by Scott and van Kony-
nenburg is still the most commonly used. The six principal types of phase diagrams are
qualitatively presented in Figure 2.3.
Figure 2.3: (p, T ) projections showing the classification of binary fluid-fluid phase equilibria
according to Scott and van Konynenburg. Solid curves represent the critical lines, dashed
curves the pure component vapour pressures and dash-dotted lines the three-phase lines. The
abbreviations represent: C1 and C2, critical points of pure components; LL, liquid-liquid
region; LV, liquid-vapour region; LLV, liquid-liquid-vapour curve; UCEP, upper critical end
point; LCEP, lower critical end point.
The simplest case, known as type I, is exhibited by binary mixtures containing compounds
which have similar molecular size and/or comparable critical properties [89]. As shown
in Figure 2.3, systems of type I present a continuous gas-liquid critical curve and do
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not exhibit any region of liquid-liquid immiscibility at temperatures above the crystalli-
sation surface. The mixture (methane + carbon dioxide) is an example of this kind of
behaviour [107, 108]. As differences between the two components become greater, the
phase diagram presents liquid-liquid separation at low temperature. These systems are of
so-called type II. Analogously to the previous case, they still show a continuous vapour-
liquid critical line. The region of liquid phase immiscibility is bounded by upper critical
solution temperatures (UCST). The locus of the UCSTs ends at the upper critical end
point (UCEP), where the liquid-liquid-vapour three phase line terminates.
In systems with large immiscibility such as (n-alkane + water) mixtures, the liquid-liquid
critical line moves to temperatures beyond the critical point of the more volatile com-
ponent [109, 110]. The liquid-liquid and the vapour-liquid critical lines then merge with
each other. As a consequence, the vapour-liquid critical curve is no longer a continuous
line connecting the pure component critical points, but it has two branches. One starts
at the critical point of the less volatile component and rises with pressure, merging into
the liquid-liquid critical line. The second (usually, although not always, short) branch
goes from the critical point of the more volatile component to the UCEP. This behaviour,
so-called type III, is also exhibited by (carbon dioxide + water) [90]. For this system, the
gas-liquid critical line starting from the critical point of the less volatile component (wa-
ter) presents, first, a negative slope; then, it passes through a temperature minimum and
finally moves to higher temperatures and pressures turning into what is denoted as gas-gas
immiscibility of the second kind. This immiscibility is said to be of the first kind if the
critical curve shows directly a positive slope from its starting point [90, 111]. In general
the term gas-gas immiscibility, although it may seem controversial, is used to denote the
equilibrium between two fluid phases at temperatures higher than the critical temperature
of the less volatile component, following the earlier works of van der Waals, Kamerlingh
Onnes and Keesom [112].
Type IV represents a transition between type II and III. In this case, the vapour-liquid
critical line starting at the critical point of the less volatile component ends at a lower
critical end point (LCEP). However, in type IV, a region of immiscibility at low tempera-
ture is also seen so that the locus of the LLV three-phase line exhibit two parts. Mixtures
of type V show a similar critical line, but in the low temperature region the liquid phase is
homogeneous throughout. Binary mixtures of alkanes with considerably different critical
properties can exhibit a phase diagram according to these types, such as the behaviour of
(methane + n-hexane), which conforms to type V [113]. It is worth highlighting in this
regard the thorough work on highly asymmetric mixtures of n-alkanes done by Peters et
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al. [114–123].
Systems of type VI exhibit what are known as closed loops of liquid-liquid immiscibility
in isobaric (T , x) representations. Typically they disappear at higher pressures, but they
can also shrink and expand again, or reappear at high pressure. A broad study in this
kind of behaviour has been carried out by Schneider et al. (see for example [124–127] and
references therein).
Continuous transitions between all these kinds of phase equilibria have been observed.
Such transitions can occur in the study of series or families of binary mixtures in which
one component is constant and the other one is systematically modified. Of particular
interest to this work is the homologous series of binary mixtures containing (n-alkane +
carbon dioxide); transitions from type I (shown with n-alkanes up to n-hexane), to type
II (from n-heptane to n-dodecane), passing by type IV (n-tridecane) and finally type III
(n-tetradecane and longer n-alkanes) [109, 111, 128–131] are seen.
2.1.3 Ternary Mixtures
When a new component is included, an additional degree of freedom is introduced, which
means an extra variable is needed to define the state of the system. This extra degree of
freedom can be provided by specifying a second mole fraction. Accordingly, in order to
represent the four independent state variables (T , p, x1, x2) of a ternary mixture in a three
dimensional space, it is necessary to drop one of them. One possibility is to depict ternary
diagrams in a prismatic (T , x1, x2) or (p, x1, x2) representation for isobaric or isothermal
conditions, respectively. Commonly these last representations are even further simplified
to triangular diagrams that result from fixing both temperature and pressure. A second
choice is to represent the diagram along a selected isopleth so that just one composition
is shown, e.g. (p, T , x1) for a fixed ratio of a component relative to a second one. Alter-
natively, similar to the (p, T ) projections for a binary, diagrams showing projections can
also be used to represent critical surfaces in ternaries (i.e., none of the variables is fixed).
Examples are representations in (p, x1, x2) or pseudo-binary (p, T , x∗) spaces where x∗
is a composition free in one of the components, i.e., x∗ = x2/(x2+x3).
Classification of ternary phase diagrams is not a simple issue due to the large number of
different possible types of phase behaviour. As a result, ternary systems have been more
rarely classified. Attempts [132–135] have focused on achieving a classification derived
from that concerning binary mixtures. In some cases they have even been classified in
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accordance to binary system types, with no further differences. This can be done with
certain ternary mixtures whose behaviour can be regarded as quasi-binary [96, 136, 137].
Assuming equal-size molecules, Bluma and Deiters [132] presented a systematic approach
to classify the global phase behaviour of ternary mixtures. Similarly to the work of Scott
and van Konynenburg, Bluma and Deiters used van der Waals’ equation [29] with quadratic
mixing and Lorentz-Berthelot combining rules. Eight main classes of ternary phase di-
agrams were in this way distinguished resulting from combinations of binary types, as
reproduced in Table 2.2. Only relations between the Scott and van Konynenburg binary
classes I, II and III were considered. The ternary classes that they found are discussed
here for completeness.
Table 2.2: Ternary phase diagrams classes in terms of binary subsystems
Binary Subsystems Ternary class
I I I T-I
I I II T-II
I I III T-III
I II II -
I II III T-V
I III III T-IV, T-VI
II II II T-VIII
II II III -
II III III -
III III III T-VII
As a combination of type I binary subsystems, phase diagrams belonging to the ternary
class I present continuous vapour-liquid critical curves between the critical points of each
pair of pure components. This is seen as a critical surface delimited by such curves in a
prismatic non-isothermal representation where the critical pressure is plotted in the ver-
tical axis (see Figure 2.4). However it is not a common diagram, and is found only for
mixtures of components with very similar properties.
Ternary phase diagrams of class II show, in addition to the critical surface, a vertical
liquid-liquid critical plane at low temperature which relates to one of the binary subsys-
tems being of type II (see Figure 2.4). Similarly to what is seen in binary diagrams, this
plane ends at low pressure at an upper critical endpoint line (UCEL), which defines also
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the limit with a three-phase region.
In ternary type III phase diagrams, the presence of a class III binary subsystem results in
an interaction between the VLE and LLE surfaces, with a continuous transition between
them. As a consequence, the vapour-liquid critical surface presents a discontinuity, as seen
in Figure 2.4. The edge of this discontinuity is an UCEL, which ends in a tricritical point,
where the three LLV phases become identical.
Ternary class IV is seen in mixtures involving binaries of type I, III and III; i.e. ternary
mixtures of two heavy compounds and a third lighter component. In these cases two sur-
faces can be seen. The first one is a large critical surface which starts at the critical line
that joins the critical points of the two heavier components, and raises with pressure. The
second is a smaller one at low temperatures, starting at the critical point of the lighter
component and finishing at an UCEL. This diagram is seen in mixtures where the type
III behaviour is exhibited between the lightest component with one of the others.
The ternary class V appears as a combination of types I, II and III subsystems. It can be
considered as the diagram of a class T-III but adding a second liquid-liquid critical surface
at low temperatures, continuous with the already existing one.
As shown in Table 2.2, the ternary class VI is again constituted by the subsystems of types
I, III and III. However, unlike the ternary class IV, type T-VI appears when two light com-
ponents are mixed with a heavy one. There are also two critical surfaces. One starts at
the critical point of the heavier component and raises to infinite pressures, whereas the
Figure 2.4: Prismatic (p, x1, x2, x3) non-isothermal representation showing qualitatively
the critical pressure for ternary types I, II and III (from left to right) in the classification
presented by Bluma and Deiters [132]. The individual images are taken from the original
manuscript [132].
2. Background 37
one at lower pressures involves two critical points and ends at an UCEL, again.
In the case of ternary class VII, consisting in a combination of type III diagrams, there are
three critical surfaces, each one starting from the critical point of each pure component.
The one related to the heaviest component is a liquid-liquid critical surface, which runs to
infinite pressures. The surface of the lightest component shows a vapour-liquid behaviour,
ending at a UCEL, whereas the third one has a critical plane exhibiting liquid-liquid be-
haviour when approaching the light component and liquid-vapour with the heavier one.
Mixtures of ternary class VIII, in accordance with three binary subsystems of type II,
show a continuous vapour-liquid critical surface intersected by three liquid-liquid critical
planes at lower temperatures.
More complex methodologies for the classification of fluid phase behaviour in ternary
systems have also been devised, an example of which is the approach proposed by Canongia
Lopes [135] based on a bifurcation or yin-yang concept. The idea that the classification
in ternary systems can be derived from the constituent binary mixtures is again used
here. The difference is that, in this approach, the description of the different types of
binary diagrams emphasises the topology and localisation of the regions of liquid-liquid
immiscibility as seen in a (T , x) diagram. The transitions from miscibility regions to
regions of liquid-liquid immiscibility up to the gas-liquid critical line are contemplated in
this type of diagrams and accounted for as bifurcations, so that for example no bifurcations
appear in diagrams of type I and III (type I is always yang, for not exhibiting miscibility
windows in all the temperature range and type III is always yin because of opposite
reasoning), but one bifurcation appears in types II and V (from immiscible to miscible
and from miscible to immiscible as temperature raises, respectively). Using an argument
based in the increasing number of bifurcations between different types of binary diagrams,
the interrelation between diagrams can be seen, which also helps to select the types that
should be chosen to have a complete classification. The nomenclature used for ternaries
consists in naming the binary subsystems that constitute the outer edges of a prismatic
ternary diagram, but, again, only slices in temperature are considered. The inner portions
are denoted by adding greek letters depending on the type of connectivity between the
outer windows (cf. Figure 2.5). In comparison to the previous classification, the yin-yang
approach constitutes a method that can be used to classify a wider number of different
diagrams, with the drawback that the pressure is not being considered, what may result
in a loss of information.
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Figure 2.5: Classification of the inner core of (x1, x2, x3) diagrams in terms of the connectivity
between the outer binary immiscibility windows as proposed by Canongia Lopes [135]. The
image is taken from the original manuscript [135].
2.2 Experimental Methods for Fluid Phase Equilibria Mea-
surements
Experimental measurements are essential for obtaining reliable information of phase be-
haviour. These data are in most cases required for the development of thermodynamic
models that can be applied to the study of the properties of compounds and mixtures of
interest or, where possible, to test the validity and accuracy of the predictions provided
by a sophisticated equation of state. In the following sections, the main low- and high-
pressure experimental techniques are reviewed, focusing on the latter ones. In terms of
low and high-pressure, 0.5 MPa has been the chosen demarcation following the definition
of Abbott [138].
2.2.1 Low-Pressure Methods
One of the main purposes of carrying out low-pressure measurements is the determination
of activity coefficients or excess Gibbs free energies for the liquid phase. This reason
led Abbott [138] to define low pressure techniques as those in a range of pressures for
which activity coefficients can be assumed pressure independent. Surveys of experimental
methods at low pressure are collected in Refs. [138–142]. Techniques involving static
methods and recirculation stills (or dynamic methods) have been the most commonly
2. Background 39
used for measuring vapour-liquid equilibria at low pressure.
Dynamic Methods
According to the retrospective review of Malanowski [139] on dynamic or recirculating
still methods, the methodology and the first apparatus were proposed early back at the
beginnings of the 20th or even the end of 19th century. The classical recirculating still
method consists in essence of a distillation flask in which a liquid mixture is kept boil-
ing at a controlled pressure. The vapours formed are continuously condensed and re-
turned to the boiler, mixing with the liquid. During this process, the composition of both
phases changes with time, eventually attaining steady-state or, presumably, equilibrium
values. The measurements are thus typically isobaric and sets of pressure, temperature
and composition of the coexisting phases can be determined with recirculating stills. The
number of properties measured may however also be restricted to the sufficient number
for the determination of equilibrium so that for example only temperature, pressure and
the liquid-phase composition are measured. The latter is known as the total-pressure
method [138, 139], particularly often used in the case of static apparatus.
Different variations have been developed over the years to overcome some of the difficulties
related with the technique. Among them precautions to promote contact between vapour
and liquid phases to ensure the attainment of equilibrium. This led to designs involving
vaporisation of the returning condensate [143, 144] and subsequent promotion of the mix-
ing by bubbling it through the liquid, or circulation of both vapour and liquid [145, 146].
An example of a recirculation still apparatus with circulation of both vapour and liquid
can be seen in Figure 2.6 where the image is taken from a recently published experimental
work [147]. A different possibility is to force the circulation of the vapour-liquid mixture
though a packed equilibrium column as in the designs of Yerazunis et al. [148] and Joseph
et al. [149].
In general, apparatus of this kind are all-glass, inexpensive, relatively simple and com-
mercially available, the key reasons why they are still used. They are typically operated
isobarically under conditions of pressures up to 0.3MPa, but metal versions of the still ap-
paratus have also been presented to work up to medium pressure (see [150] and references
therein). The technique is used for vapour-liquid analysis, where the composition of the
phases is typically sampled with syringes through septums and analysed mainly by gas
chromatography in current designs (e.g., [144, 147, 149–151]), and in some cases applied
to measure vapour-liquid-liquid equilibria at atmospheric pressures [151, 152].
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Figure 2.6: Schematic diagram of a dynamic apparatus with circulation of vapour and liquid
as described by Rogalski and Malanowski [146]. Image taken from Ref. [147] with permission
from the American Chemical Society. Copyright 2010.
Static Methods
Static methods make use of a closed stirred cell, which is initially evacuated prior to the
addition of a liquid mixture. The cell is immersed in a thermostated bath or similar
isothermal environment. Stirring of the cell ensures equilibration of the vapour and liquid
phases, after which the total pressure is measured.
In spite of its relative simplicity, some precautions need to be taken. Because of the use of
low-pressure, possible air dissolved in the liquid phases would have a considerable effect on
the total pressure, so that it requires a thorough removal of gases before the experiment.
On the other hand, the low density and low volume of the vapour in the equilibrium cell
only enables an extremely small amount of sample to be withdrawn without disturbing
the equilibrium, which has led to avoidance of vapour sampling in most of the designs
proposed [138, 140]. An example incorporating vapour sampling is an early design where
the compositions are analysed by gas chromatography [153]. The liquid composition may
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Figure 2.7: Schematic diagram of a static low-pressure apparatus as described by Rarey and
Gmehling [156]. Image taken from Ref. [159] with permission from the American Chemical
Society. Copyright 1999.
be sampled but is more typically determined from the known masses or volumes of the
degassed components added to the equilibrium cell [154–158]; a procedure for this cal-
culation is discussed in the review of Raal and Ramjugernath [141]. An example of an
apparatus of this kind is presented in Figure 2.7 taken from [159].
2.2.2 High-Pressure Methods
Although high-pressure experimental techniques can be divided into different classes de-
pending on the author, they are commonly classified by the method employed to deter-
mine compositions (cf. reviews [140, 160–165]). They are divided into two main classes:
analytical (or direct sampling) methods and synthetic (or indirect) methods, also called
stoichiometric techniques. An alternative method of classification could be done according
to the way phase equilibrium is obtained, differentiating between closed- and open-circuit
methods as in the review of Richon and de Loos [166]. The former classification is here
followed.
Analytical Methods
Analytical methods, as the name indicates, involve the analysis of the composition of the
phases in equilibrium. Knowledge of the global composition or the loaded amounts of each
component is by hence not required. The different components to be measured are loaded
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inside the equilibrium vessel with the only restriction of being in an adequate proportion
to have separation in two or more phases at equilibrium conditions.
The composition of each coexisting phase is typically determined outside the equilibrium
vessel, commonly by using gas or liquid chromatography. Sampling at high pressure is
the main experimental difficulty. The sample must be representative of the phase compo-
sition but the quantity sampled needs to be limited to avoid pressure drops that disturb
the phase equilibrium. A variable-volume cell [167, 168] or a buffer autoclave partially
filled with gas [169] can be used to avoid the pressure drop in cases in which the relative
volumes of sample withdrawn are large. Alternatively, small samples can be achieved by
using capillaries or special sampling valves. In general, many different sampling techniques
have been developed over the years (see Richon and de Loos [166] for a comprehensive
review), an example is the use of detachable microcells presented in older designs which
enabled one to take out samples that were analysed off-line, as in the apparatus of Legret
et al. [170] where samples where taken with microcells of volume 15mm3. In current de-
signs, the use of chromatography valves or injectors of similar characteristics that enable
on-line analysis is more extended. An example is the apparatus used by Garc´ıa-Sa´nchez
et al. [171], with pneumatic capillary samplers [172] that allow a reduction of the sample
to be withdrawn to quantities that can be adjusted from about one hundredth to some
milligrams. Although a unique movable sampler can be used to collect samples at any
level of the cell, in their study three fixed capillaries at different heights enable multiphasic
withdrawing in a wider range of temperature (up to 673K).
The necessity of sampling can be avoided by using some physicochemical method of anal-
ysis inside the cell, which can also be useful in exploring the critical region. This is
the case of spectroscopic methods, such as the infrared absorption method used in the
apparatus developed by Marteau et al. [173] applied to the study of mixtures of hydrocar-
bons [173, 174]. The extent of application of infrared spectroscopy is however limited to
a number of components and mixtures that can be analysed due to the complexity of the
spectra and the required calibrations, which are time-consuming as they are temperature
and pressure dependent. Another interesting design is that of Rondinone et al. [175] who
constructed a sapphire cell to perform neutron-scattering experiments to study hydrates.
A different technique is the use of X-ray transmission which has been shown to be useful
in the characterisation of the phase behaviour of heavy oils [176], overcoming the difficulty
of analysing opaque mixtures.
In general analytical procedures have the advantage of permitting complete tie lines to be
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obtained, as long as the composition of all the phases is measured. Analytical methods can
be classified in terms of the procedure followed for attaining the equilibrium conditions
(constant-temperature methods, constant-pressure methods and constant-pressure-and-
temperature methods [162–165]). However, the typical classification divides these methods
into static or dynamic, depending on the presence or not of fluid streams during the
process.
Static Methods. Static-analytical methods consist of a cell inside which the mixture
is stirred until temperature and pressure reach equilibrium conditions. Stirring enables
the time necessary for attaining equilibrium between the coexisting phases to be greatly
reduced. Because the temperature is typically kept at a constant value during the process
by which the pressure is stabilised, most static methods are also included into the category
of constant-temperature methods [162–165].
An example of static-analytical apparatus is that of Brunner et al. [169, 177], which oper-
ates at temperatures up to 573K and pressures up to 30 MPa using a 1000 cm3 volume cell
electrically heated by thermostating jackets. Equilibrium is achieved by a magnetically
driven rotating stirrer and sampling is done by means of three capillaries connected to
expansion valves, thus enabling three-phase equilibrium measurements.
The agitation necessary to establish equilibrium can also be achieved by rocking the auto-
clave or even by recirculating one or more phases. Designs with recirculation may however
be regarded as dynamic methods [161] but the label of quasi-static methods [166] will be
used here to differentiate them from flow-type methods (see below). In recirculating meth-
ods sometimes only one of the phases is dispersed through the other phase to promote
mixing, such as bubbling the vapour through the liquid phase, e.g. [178–180]. Three phases
are recirculated in the design of Fleck and Prausnitz [181] using magnetic pumps. The use
of recirculation can also be beneficial to reduce problems related to sampling, as will be
discussed in Chapter 3, so that samples are usually taken in the recirculation loops. This
is also the case of the commented design [181], although for the vapour phase additional
heaters needed to be provided to avoid condensation of heavy components during recircu-
lation of the gas.
In general, if sampling can be achieved in a simple but accurate way, static methods may
permit the use of relatively inexpensive laboratory equipment.
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Dynamic Methods. It is generally understood by dynamic methods those which in-
volve an open circulation or flow of fluids through the equilibrium vessel. Examples
of dynamic methods are those incorporating continuous-flow and semi-flow procedures.
Both, continuous and semi-flow methods can also be referred to as constant-pressure-and-
temperature methods. These two methods imply the permanent circulation of fluid into
the cell during the experiment, the difference is in the number of phases that are pumped.
In a typical continuous-flow apparatus, both phases are previously mixed into a ther-
mostated cell in order to promote mass transfer and to reach the desired operation tem-
perature. The stream from the mixer is then separated into a vapour and a liquid phase
in an equilibrium cell, where samples from both phases are withdrawn continuously. By
control of the effluents the pressure can be regulated so that sampling does not cause equi-
librium disturbance in this type of methods. Moreover, thermal decomposition of sensitive
substances is minimised due to the short residence time in the apparatus. Nevertheless,
only systems which do not need long equilibration times can be analysed with this tech-
nique [161–165]. An example of this type of apparatus is presented in Figure 2.8 taken
from the work of Haruki et al. [182] where the apparatus was used to study (hydrocarbons
+ water) mixtures near the critical point of water, so that high temperatures between 550
to 590K were used. The pressure in the system was controlled by back-pressure regula-
Figure 2.8: Schematic diagram of a flow-type apparatus taken from Ref. [182]: (1) water
reservoir, (2) hydrocarbon reservoir, (3) filter, (4) feed pump, (5) back-pressure regulator,
(6) pressure gauge, (7) safety valve, (8) check valve, (9) stop valve I, (10) precision pressure
gauge, (11) preheating coil, (12) linemixer, (13) equilibrium cell, (14) stop valve II, (15) ex-
pansion valve, (16) water bath, and (17) collecting bottle. With permission from the American
Chemical Society. Copyright 2000.
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tors while large volumes of each phase (∼10 cm3) were collected to ensure representative
samples.
Semi-flow methods, also called single-pass or pure-gas circulation methods, are also open-
circuit methods with the difference that only one phase is pumped, commonly the gas
phase. This phase is forced to pass through the liquid, after which both phases can be
analysed; most often this type of apparatus is used to measure solubilities of low-volatile
liquids or even solids in a gas, so that only this phase is analysed (e.g. [183–185]). A key
issue to be addressed regarding this technique, and in general any flow method, is the
lack of certainty of attainment of equilibrium during the time both phases are in contact.
This is different to the use of recirculation loops (i.e., quasi-static methods) where one or
more phases are recirculated over a period of time in a closed circuit and therefore such
uncertainty is reduced.
Synthetic Methods
Synthetic methods are characterised by the use of a mixture of known composition, in such
a way that sampling is unnecessary. Because in principle only one of the phase boundaries
will be obtained, they are also known as bubble- and/or dew-point methods (e.g., in the
review of Marsh [140]).
Synthetic techniques can be useful for obtaining p−T −x data in regions in which analyt-
ical methods have some limitation, as occurs near critical conditions or close to barotropic
points. These methods are based on knowledge of the total amount of components placed
inside the cell. In essence, temperature and pressure are adjusted so as to obtain an
homogeneous phase of known composition. Commonly the pressure is then slowly mod-
ified towards the limit in which the new phase is formed. Analytical determinations are
thereby not needed, which can make the experiment relatively inexpensive, but, as said,
only p− T − x envelopes and not complete tie lines are obtained by synthetic methods.
The most common method for detecting the formation of a new phase is by visual obser-
vation. Either a bubble at the top of the cell (bubble point) or some turbidity because
of the condensation of liquid (dew point) can be observed. Because a slight amount of
the new phase is needed for detection, the main precaution here is the minimisation of
the experimental error associated to that visual determination. A typical setup is that
of DiNoia et al. [186], whose apparatus fits a visual variable-volume cell with sapphire
windows and a maximum operating pressure of 300MPa, or the frequently used Cailletet
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apparatus, e.g. [114, 117–119, 123, 187–194], consisting of a thick-walled pyrex glass tube
for pressures below 20MPa. Visual techniques prove also useful to observe solid-fluid equi-
libria, so as to study for example the dissociation of hydrates [195–198]. Combining other
light-related techniques such as Raman spectroscopy, synthetic methods have been further
applied to not only detect the formation but also the structure of hydrates [199, 200].
Phase transitions can also be detected by measurements of the change in properties across
certain phase boundaries. Bubble points can be determined in this way by the change
in the slope that occurs at the saturation pressure studying a p − V curve at constant
temperature, as used for example by some authors [198, 201–203]. A similar procedure
this time isochoric and using a p− T plot can also be used to study hydrate-fluid equilib-
ria [204], as an alternative to the optical techniques.
Fixed-volume cells have also been used to determine the coexisting phase compositions in
a synthetic manner. In those cases in which the number of coexisting phases in equilib-
rium is equal to the number of components, a pair of data consisting of temperature and
pressure values will determine a fixed composition, as given by the phase rule. In this case,
knowing the overall amounts of components and measuring the equilibrium phase volumes
allows the calculation of phase compositions and saturated densities by a material balance.
Experimental procedures involving two loadings that only differ by the total composition
can then be used to calculate phase equilibrium in this way [205].
2.3 Modelling Approaches
The direct measurement of experimental equilibrium data are of vital importance, but it
can be time-consuming and expensive. In this context, the need for accurate tools able
to predict phase equilibrium becomes crucial for the design and selection of operation
conditions, helping to reduce the amount of experimental work. A wide variety of ap-
proaches has been developed, ranging from empirical and semiempirical correlations to
molecular-based models and numerous books could be recommended, some of them are
Refs. [89, 206–212]. The present section does not attempt to review all the existing tools,
instead focus is placed on the main approaches successfully applied to reservoir fluids.
2.3.1 Introduction to Classical Equations of State
All equations of state (EOS) consist of a relation between the necessary variables to define
a thermodynamic state. As follows from Gibbs’ phase rule, two degrees of freedom need
to be constrained to describe a single phase of a pure fluid. Equations of state contain
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therefore at least two independent variables, and so typically the three state variables,
pressure p, molar volume Vm and temperature T are related. It is usual to write equations
of state as pressure-explicit functions of Vm and T , likewise a closed isothermal system
(characterised by Vm and T ) is a very common experimental setup (cf. Section 2.2). For
the description of a mixture of n components, n − 1 compositions xi need also to be
specified, so that equations of state are commonly written as follows,
p = p(T, Vm, x1, ..., xn−1; θ), (2.4)
or
Z = Z(T, Vm, x1, ..., xn−1; θ), (2.5)




The relation between the mentioned variables depends however on the nature of the fluid
that is modelled and a vector of parameters represented by θ is required in order to char-
acterise a given fluid.
In the case of modelling approaches based on statistical mechanics, the preferred route is
to express the equation of state using the state function that derives from the variables of
the canonical ensemble (i.e. that representing a closed isothermal system); this is to say,
the Helmholtz free energy A is chosen as a function of its natural independent variables,
or
A = A(T, Vm, x1, ..., xn−1; θ). (2.7)
It is usual in this case to write the equation of state as a sum of two terms representing an
ideal gas contribution and a residual term. The use of the Helmholtz free energy is also a







as well as other properties that can be also obtained by simple differentiation.
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The van der Waals’ Equation of State
The first molecular-based equation of state was proposed by van der Waals in 1873 [29].
Although of limited accuracy, this was the first equation able to represent not only gas
but also liquid states and to date it is still an important reference point as it constitutes
the basis of cubic equations of state. It will be briefly acknowledged here for completeness.
In his derivation, a mathematical expression was obtained in the basis of corrections to
the ideal-gas law aiming to reproduce also liquid behaviour. Two main modifications
were included in the equation to account for repulsive interactions, especially important
at high densities, and attractive interactions between pairs of molecules. Although van
der Waals’ assumptions were done in an intuitive manner, his derivations were later found
essentially correct from the perspective of statistical-mechanics (e.g., see [213, chap.3] for a
detailed derivation). The model that van der Waals assumed was that of a fluid consisting
of interacting rigid spheres moving independently in a uniform attractive potential field
provided by the surrounding molecules; the later constitutes the basis of what is known as
the mean-field assumption. Assuming hard-spheres which cannot penetrate the cores of
each other, the actual volume available for motion was reduced with respect to the total
volume of the system. This decrease in volume was expressed through the molar excluded
volume bvdw or the volume that is not accessible to a given particle due to the volume of
a second one. The effect of the intermolecular attractions was considered proportional to
a parameter avdw and expressed as a reduction of the total pressure in the final equation,
p = RT




The van der Waals’ equation was the first EOS to predict the existence of critical points
and in practice the parameters avdw and bvdw are determined applying the critical point
conditions so as to express them as functions of the critical properties of the fluid. In
the case of mixtures, the assumptions adopted by van der Waals lead to what are called
the van der Waals’ one-fluid mixing rules, through which the mixture-specific parameters


















The use of mixing rules as these ones require knowledge of like-like interaction parameters
(i.e., those corresponding to the pure-components) as well as unlike interactions (specific of
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the binary mixture). This requirement is common to any approach and some information
regarding the calculation of binary interaction parameters will be given in subsequent
chapters.
Other Cubic Equations of State
The qualitative success of van der Waals’ equation to describe both liquid and gas phases,
and their transition, including the critical point stimulated further work to develop an
improved equation of state that would retain the cubic form of the former equation. Over
the years numerous cubic equations were presented [214], where most of the effort was
devoted to modifications to the attractive (−avdw/V 2m) term of the van der Waals’ equation
(see the most popular in Table 2.3).
Table 2.3: Cubic equations of state
• van der Waals (vdW), 1873
p = RT




• Redlich-Kwong (RK), 1949
p = RT






• Soave-Redlich-Kwong (SRK), 1972
p = RT
Vm − bvdw −
avdwαTω
Vm(Vm + b)vdw
αTω = αTω(Tr, ω) (2.14)




Vm(Vm + bvdw) + bvdw(Vm − bvdw) αTω = αTω(Tr, ω)(2.15)
Although previous efforts could be mentioned, the equation proposed by Redlich and
Kwong (RK) in 1949 [215] was the first cubic EOS that became widely accepted as an en-
gineering tool [214]. However, its application is limited to a small number of considerably
simple fluids [207]. The equation was subsequently modified by Soave (SRK, 1972) [28],
who introduced a temperature dependency of the attractive parameter through a factor
αTω dependent on the temperature and also the acentric factor ω. With this modification
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an improved representation of vapour pressures of a number of hydrocarbons was accom-
plished. To enhance the determination of liquid densities, Peng and Robinson (PR) [27]
proposed a subsequent modification of the volume dependency of the equation. Unfortu-
nately these equations do not provide a suitable description of liquid densities; the expres-
sion used for the repulsive part of the equation, based on van der Waals’ term, presents
an asymptote 3 at maximum packing fraction η = (V −Vfree)/V=0.25, which is below the
maximum packing fraction for liquids (see for example [216]). Volume-translation meth-
ods have been developed to correct this deficiency at the expense of including at least one
more additional parameter (reviews can be seen in Refs. [207, 214]).
The original equations of Soave-Redlich-Kwong and Peng-Robinson are currently the most
widely applied within the petroleum industry. Key reasons of their success are their sim-
plicity and maturity regarding the large number of existing databases gathering parameter
values or correlations for their use. These two equations perform better for small non-
polar molecules, such as light hydrocarbons or mixtures as those contained in natural
gases [210]. Reasonable results can also be found for more complex systems and even for
polar molecules, but not for systems including hydrogen bonding or other molecular asso-
ciations [207, 212]. A number of equations which specifically include an association model
into the equation of state, have been used to account for hydrogen bonding interactions.
One of these treatments is the Cubic Plus Association (CPA) EOS of Kontogeorgis et
al. [30], which combines the SRK EOS with the theoretical background of the thermody-
namic perturbation theory of Wertheim [31–34] (or the association term of the statistical
associating fluid theory SAFT [35, 36]). The resulting equation contains five pure com-
pound parameters and has been successfully applied to aqueous systems containing carbon
dioxide [62, 63] and hydrocarbons [45, 46, 49, 64, 217] to cite some examples concerning
reservoir fluids.
2.3.2 Activity-Coefficient Models
A different approach in cases of very non-ideal mixtures (i.e., with strong associations or
highly polar fluids) is to estimate the fugacity of the components in the liquid phase by us-
ing an activity-coefficient γ or excess Gibbs free-energy model. These models have proven
3Noting that for a hard-sphere molecule of diameter σ, van der Waals’ excluded volume per molecule
corresponds to half a spherical volume of radius σ (i.e., bvdw = 4/6πσ3NAv where Avogadro’s number NAv
appears to respect the units of Equation (2.12)) the compressibility factor can then be expressed as follows:
Z = Vm
Vm − bvdw =
1
1− 4η , (2.16)
so that the equation diverges at packing fraction η = 1/4.
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to be useful for the correlation of low-pressure phase equilibria. However, to calculate the
fugacity φ in the vapour phase an equation of state is still needed. These have resulted in
the known γ-φ methods, which combine an equation of state for the vapour phase and an
activity-coefficient model for the liquid phase.
In general, the objective of activity-coefficient models is to represent activity coefficients as
a function of temperature and composition at constant pressure. They take the form of em-
pirical expressions containing sets of parameters. These parameters can be determined by a
fit to binary mixture experimental VLE data, from which the activity coefficients in multi-
component mixtures can be predicted. The oldest model is that of Margules [89, 207, 218],
which dates back to 1895. Later examples are those of Wilson [219], or the subsequent
modification known as T-K-Wilson [220], the NRTL (Non-Random-Two-Liquid) model of
Renon [221] and the UNIQUAC (Universal Quasi Chemical) equations of Abrams and
Prausnitz [222].
As an alternative, the parameters of the model can be also estimated by means of a group
contribution method. The idea is to consider molecules as a collection of functional groups,
from whose interactions the global behaviour of the mixture can be predicted. An example
is the UNIFAC (UNIQUAC Functional Group Activity Coefficients) method, ascribed to
Fredenslund, Gmehling and Rasmussen [223, 224]. The reader interested on the capabili-
ties of group contribution approaches is referred to Ref. [225].
A limitation of the γ-φ methods is found when approaching the critical region. The critical
point can not be predicted due to the use of a different physical model for each phase.
Moreover, difficulties related to the definition of the standard state are also found when the
conditions of interest are above the critical temperature of one or more components. This
limitation comes from the fact that the activity coefficients are defined based on the mixing
of liquid components at conditions of temperature equal to that of the mixture, and so the
pure components must be liquid at those conditions. Finally, because they are not written
as functions of temperature, pressure and composition they do not have the flexibility of
equations of state to calculate densities or derivative properties. Refs. [206–208, 212] can
be used for a thorough survey.
2.3.3 Incorporation of Activity-Coefficient Models in Equations of State
The limitation of equations of state in cases of mixtures of strong non-ideal behaviour can
also be amended by adopting suitable mixing rules. An attractive route is to combine
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them with activity-coefficient models which are incorporated in the mixing rule used in
the equation of state, giving rise to the EOS-GE methods. The idea of these methods is
to determine the EOS parameters e.g., avdw and bvdw by equating the excess Gibbs free
energy predicted by the EOS with that given by an activity-coefficient model. Since the
excess Gibbs free energies computed from an EOS are a function of pressure, whereas the
activity-coefficient models are not, the equality can only be achieved at a single pressure.
Based on this, two types of models are distinguished depending on whether the link is
made at infinite pressures (e.g., Huron and Vidal methodology [226] and Wong and San-
dler technique [227]) or at zero pressure (e.g., the modified Huron-Vidal mixing rule of
Michelsen [228] and the further development of Dahl and Michelsen [229]). Sometimes at
zero pressure there is no mathematically-rigourous solution for all the components in all
the equilibrium phases and an approximate extrapolation technique needs to be used [208].
However, the zero-pressure techniques have the advantage over the infinite-pressure ones
of using a pressure limit compatible with the low-pressure range of validity of the activity-
coefficient model, so that the same parameters can be used. This idea promoted the
development of predictive equations of state based in mixing rules coupling predictive
free-energy models (i.e., a group contribution method based on an activity-coefficient
model) with an equation of state. An example is the modified Huron-Vidal second-order
mixing rule of Dahl and Michelsen [229] (initially combined with the SRK EOS) or the
predictive Soave-Redlich-Kwong (PSRK) group contribution equation of state proposed
by Holderbaum and Gmehling [230], both based on UNIFAC.
The equations of state resulting from these EOS-GE models (both the Huron-Vidal type
and the predictive ones based on methods as UNIFAC) provide good results to corre-
late/predict the behaviour of aqueous solutions of hydrocarbons and/or carbon diox-
ide [65, 231–234] when temperature-dependent interaction parameters for the binary mix-
tures are used.
2.3.4 The Statistical Associating Fluid Theory (SAFT)
The methods discussed this far are well-established tools used in engineering applications.
Nevertheless, although they are likely to provide good results for certain systems, their
predictive capability tends to be limited as they lack of a detailed molecular description of
the fluid, especially for polar solvents, electrolytes, hydrogen-bonding fluids and polymers.
An alternative is the use of statistical mechanical approaches, where the thermodynamic
properties of a fluid are determined from knowledge of its intermolecular potential func-
tion. This is advantageous for allowing the approximations considered in these theories
2. Background 53
Figure 2.9: Representation of Wertheim’s perturbation scheme for the formation of associat-
ing chain fluids within the SAFT framework. The scheme begins with an initial monomer fluid
that is used as a reference to form linear chains. Association sites are added to the molecules
to mediate for hydrogen-bonding interactions.
to be assessed against ‘exact’ computer simulation data. Integral-equation theories and
perturbation theories are two of these methodologies.
Integral-equation theories [235–237] provide useful information of the structure of the fluid
from which the thermodynamic properties of the system can then be derived. The prin-
cipal functions calculated in integral-equation theory are the distribution functions of the
system, which are a statistical measurement of the average structure of a fluid. Integral-
equation approaches however lead to numerical solutions, which makes their application
less convenient than perturbation approaches. In perturbation approaches [235, 238, 239],
a reference fluid with well-known properties is considered, from which the thermodynamic
properties of the fluid of interest are obtained through a perturbation expansion. Integral-
equation theories play a role here as input to provide in some cases 4 the structure of the
reference fluid. One of these perturbation approaches is the thermodynamic perturbation
theory (TPT) of Wertheim, who presented a statistical-mechanical treatment for associ-
ating [31–34] and chain fluids [37, 38]. The first-order TPT is the basis of the statistical
associating fluid theory (SAFT), proposed by Chapman et al. [35, 36].
In the SAFT approach molecules are modelled as chains of spherical monomeric segments
that interact through isotropic repulsive and dispersion forces. Additional short-range
association sites are included to mediate hydrogen-bonding between molecules. The EOS
is in this way expressed in terms of a residual Helmholtz free energy Ares as a sum of
contributions,
Ares = A−Aideal = Amono +Achain +Aassoc, (2.17)
where Aideal is the ideal free energy, Amono is the contribution to the free energy due
to repulsion-dispersion interactions between individual segments, Achain accounts for the
4Alternative ways to determine the structure of a fluid make use of scattering experiments [235] or
computer simulations, which in principle are exact for the system and the conditions of the experiment or
the model used in the simulation.
2. Background 54
possibility of chain formation and Aassoc is the contribution from the possible hydrogen-
bonding intermolecular interaction. In figure 2.9 the perturbation scheme used to construct
an associating chain fluid with these contributions is represented. In cases where the struc-
ture and properties of the initial monomer fluid are not known, an additional perturbation
step may be used to obtain the properties of the monomer from a hard-sphere reference
fluid.
The flexibility of the equation together with the different possible choices for the refer-
ence fluid have given raise to numerous versions of the equation. In the original SAFT
formulation [35, 36], molecules are modelled as associating chains of Lennard-Jones (LJ)
segments, while in the simpler SAFT-HS theory [240, 241], associating chain molecules of
hard-sphere segments are considered, and the dispersion forces are treated at the van der
Waals’ ‘mean-field’ level (i.e., in absence of correlations between particles). The SAFT-
HS approach proves successful for modelling strongly hydrogen-bonded associating systems
(such as water + alkanes [44]), although is not so adequate for systems where dispersion
interactions dominate [242]. A more recent version is the SAFT-VR approach [39, 40]
used in this work, which describes the fluid as associating chains of segments interacting
through an attractive potential of variable range (e.g., square-well, sutherland and yukawa
potentials have been used). In this version, the properties of the monomeric segments are
obtained through a Barker and Henderson high-temperature perturbation expansion [243–
245] from a reference hard-sphere fluid. The so-called soft-SAFT [41] uses a Lennard-Jones
reference fluid likewise the first SAFT equation, but with different expressions for the ref-
erence fluid based on the equation of Johnson et al. [246] that yield a very accurate EOS
for mixtures of associating Lennard-Jones chains. A version that has become very popu-
lar for chain fluids is the perturbed-chain SAFT (PC-SAFT) [42, 43] in which the usual
monomer reference system is replaced by a hard-chain reference fluid. More recently, other
heteronuclear versions of the SAFT equation have been developed such as the SAFT-γ
approach [53, 54], where the equation is coupled with a group contribution formalism. The
reader interested is referred to the excellent reviews of SAFT collected in Refs. [247–251].
The SAFT approach has been used to predict the phase behaviour of a large number of
systems, with some of the applications to the fluids of interest already presented in Sec-
tion 1.2. Among the characteristics of the equation, the molecular detail that incorporates
is often perceived as a disadvantage for industrial application as it implies a higher num-
ber of parameters compared to simple cubic equations; it is however useful to note at this
point that the number of parameters to model a pure component is reduced to five in a
number of SAFT equations, the same number required by the CPA approach. The physi-
2. Background 55
cal foundation of the equation is nevertheless its major strength, since it is the basis of its
predictive capabilities, its notorious versatility of application and possibility of extension
of its theoretical formulation. The sound physical meaning of the SAFT parameters is
advantageous for enabling the use of temperature-independent values which for a given
homologous family exhibit trends that can be easily estimated. This was already used
by Huang and Radosz [252] who employed a variation of the SAFT-HS theory [240, 241]
to suggest correlations of the SAFT parameters in terms of the molar mass for large and
polydisperse pseudocomponents of oil solutions. Examples using other SAFT type equa-
tions can also be cited [253–256] where correlations were obtained for homologous series,
such as the alkane family, and often used to predict the behaviour of heavier components
or even polymers. Use of the simpler expressions of the SAFT-HS model have shown
successful results to predict the phase behaviour of a family such as the (n-alkanes + wa-
ter) mixtures [44, 257] when the pure-component parameters for the n-alkane series were
merely obtained in a transferable manner from that of n-butane without further fitting,
only varying the length of the hydrocarbon; the anomalies for methane already noted in
Section 2.1.1 avoided the extension of the predictions to the first member of the series
in this study. A similar strategy to use a unique set of parameters within the n-alkane
family was used by Passarello et al. [258] and a slightly modified version of the same
theory to predict mutual solubilities in (alkane + carbon dioxide) mixtures, including
branched hydrocarbons. In both previous studies of binary mixtures with members of
the alkane family [44, 257, 258], minimum information for the mixture (i.e. one or two
binary interaction parameters, transferred again in a predictive manner) was required to
model a large range of compounds in the series. This transferability of binary interaction
parameters has also been shown in a number of studies with the latest SAFT equations
to predict not only solubilities [52, 61] but also the global phase behaviour of (alkane +
water) mixtures [60], as well as the variety of transitions observed in that of (alkane +
carbon dioxide) mixtures [70, 242, 259, 260] with different members of the alkane series
(as discussed in Section 2.1.2). These are just some examples of the potential to predict
the parameters of the equation. More sophisticated methods could be mentioned, such as
the use of quantum theory, which is becoming an attractive method for the prediction of
pure-component parameters for the SAFT framework (see e.g., [261]). For a comprehen-
sive discussion the review of McCabe and Galindo [251] is recommended.
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2.4 Summary
The review presented in this chapter aims to cover three main points which are considered
relevant for this work: the fundamentals of phase behaviour of pure, binary and ternary
mixtures, experimental techniques to obtain equilibrium data and EOS approaches for
the calculation of phase equilibria. In the initial section, the key features regarding phase
behaviour of a pure component and mixtures of two and three components have been dis-
cussed to provide some of the basic guidelines towards the understanding and analysis of
phase behaviour. Additionally the first general indications regarding the phase behaviour
of water, carbon dioxide, alkanes and their mixtures have been noted.
A survey concerning the main characteristics of existing techniques to measure phase equi-
librium data have been reported, emphasising those for high-pressure measurements. The
number of articles reviewing the published methods are a significant marker of the variety
of apparatus described in the literature. This also highlights the fact that there is no
perfect solution; each approach has advantages and drawbacks. In this regard, although
analytical methods can require more expensive equipment, this is compensated by the fact
that they can provide complete tie-lines. Less information can be obtained from synthetic
methods, which only yield (p, T , x) envelopes. In addition, in the case of visual-synthetic
methods, the need of having a certain amount of the new phase causes the p− T data to
be under or overestimated. But synthetic methods can be more reliable in the vicinities
of critical or barotropic points, were the sampling techniques of analytical methods are
more likely to disturb the equilibrium.
Some of the main existing tools to model vapour-liquid equilibria have been also reported.
Attention has been paid to the applicability of equations to model reservoir fluids. Cubic
equations of state are currently the most widely used in the petroleum industry. Nu-
merous modifications have been presented over the years, but the classical equations of
Peng-Robinson and Soave-Redlich-Kwong are still the preferred choices. For mixtures,
these equations may be combined with non-conventional mixing rules, as the modified
Huron and Vidal to improve their predictive capability. The possibility of accounting for
hydrogen-bonding interactions have also been accounted in the form of the cubic plus
association (CPA) equations of state. In general, the effort dedicated to cubic equations
over the years have made them reach maturity to explain wide industrial application. The
more recent statistical associating fluid theory (SAFT) has the benefits of versatility and
firm molecular foundation, key features to be regarded as a very attractive and powerful
predictive tool to gain strength within the oil industry.
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This work is aimed to combine an experimental labour to help gathering necessary phase
equilibrium data with a theoretical effort to optimise the state-of-art SAFT-VR for appli-
cation to these systems. In the following chapters, a description of both, the experimental
and theoretical methods used here, will be presented.
Chapter 3
New Analytical Apparatus for
Phase Equilibrium Measurements
In applications where the formation of more than two phases is expected, an analytical
technique is desired. In this work a new quasi-static-analytical apparatus to measure
phase equilibria is presented. The equipment was used here to measure the systems (n-
decane + carbon dioxide), (n-decane + carbon dioxide + water) and (propane + carbon
dioxide + water) and the experimental results will be presented in subsequent chapters. In
the present chapter details of the experimental setup, the materials used and the typical
methodology followed in every experiment are given.
3.1 Description of the Apparatus
A new quasi-static-analytical apparatus was designed for the purpose of analysing phase
behaviour at conditions of temperatures and pressures ranging from (253 to 423)K and
(0.5 to 45)MPa, respectively. The main components, seen in Figure 3.1, are a high-
pressure view-cell, a magnetically coupled reciprocating pump (both fabricated in-house),
electronically-actuated sampling valves (Cheminert, model C2-2206EH3Y, and Valco, model
DCI4UWT1Y, VICI AG International) and a gas chromatograph (Shimadzu, model GC-
2014, Shimadzu Scientific Instruments, Inc.). A manual syringe pump (Sitec model
750.1100, SITEC-Sieber Engineering AG) was used for loading liquid components; an
automatic syringe pump (Teledyne Isco, model 100DM, Teledyne Technologies Inc.) was
used for loading carbon dioxide. The syringe of this pump was maintained at a tempera-
ture of 283K by means of a cooling jacket through which water was circulated by a chiller
unit (Huber minichiller-NR, Huber Kältemaschinenbau GmbH). The remaining circuits
shown in Figure 3.1 were used for purposes of venting, flushing and draining the system
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(valves V2 and V5). Loading of propane was done by means of an HPLC pump (Knauer
Smartline Pump 1000, Wissenschaftliche Gera¨tebau Dr. Ing. Herbert Knauer GmbH)
connected to V5 and refrigerated to ∼273K. The vessel, the reciprocating pump and the
sampling valves were located inside a temperature-controlled oil bath.
Figure 3.1: Schematic diagram of the quasi-static-analytical apparatus. The following com-
ponents are depicted: view-cell, VC; magnetic recirculation pump, MRP; liquid sampling valve,
LSV; gas sampling valve, GSV; gas-chromatograph, GC; temperature controller, TC; pressure
transducers, PI; pressure generators, PG1 and PG2; bursting-disc, BD; liquid reservoir, LT
and gas cylinder, GS.
3.1.1 Main Body
The main component in the setup was an equilibrium cell, described previously [198],
made from type 17-4PH martensitic stainless steel. It had a nominal internal volume of
35 cm3. The cell held two diametrically-opposite sapphire windows (cf. Figure 3.2) that
enabled visual observation of the interior. This not only made the measurements easier
to perform, but was essential for observing the formation of phases, especially with more
than two phases. The windows were also useful in this work for observing critical opales-
cence. O-rings made of hydrogenated nitrile (elast-O-Lion 101, James Walker and Co.)
were used to seal the windows to the vessel and these proved to be robust in contact with
CO2. Threaded rings retained the sapphire windows while direct contact was avoided by
annular gaskets of PTFE. Although the vessel was designed to outstand pressures higher
than 100 MPa, the sapphire windows limited the maximum working pressure to 70 MPa.
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SP
HF
Figure 3.2: Three-dimensional view of the equilibrium vessel. The plugs (SP) used for
connecting the sampling lines as well as the 6.4mm high-pressure fittings (HF) described in
the text are shown in the picture.
Apart from common connections for 6.4mm diameter high-pressure tubing, the cell was
also equipped with plugs (shown in Figure 3.2 and further described in Ref. [198]) that
permitted a zero dead-volume connection of capillary tubing and these were used for the
sampling lines in this work. Hydrogenated nitrile o-rings were used here also. One plug, at
the top of the cell, accommodated 1.6mm nominal o.d., 0.1mm i.d., capillary tube for the
withdrawal of the lightest phase. The three remaining plugs were used to accommodate
1.6mm nominal o.d., 1mm i.d., stainless steel tubing linked to the re-circulation pump:
one at the bottom for the withdrawal of the heaviest phase and the other two for return-
ing fluid back to the cell. The fact that these plugs were longitudinally off-center made
it possible to withdraw a third middle phase. This was achieved by a tilting mechanism
operated by a pneumatic cylinder linked to the cell by a push rod. This facility was also
used to promote mass transfer inside the cell by rocking the vessel within a range of ± 40◦.
The remaining high-pressure connections, four in total, were used with reducers to fit
1.6mm o.d. tubes for the liquid (0.25mm i.d.) and gas inlet (0.25mm i.d.), the rupture-
disc safety head (HiP model 60-61HM4, High Pressure Equipment Company) and the inlet
for the vapour re-circulation loop (1mm i.d.). This and the previous connections are shown
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in Figure 3.1. The pressure transducer (Digiquartz model 410KR-HT-101, Paroscientific
Inc., full scale range 69MPa) was connected to the liquid inlet line. This transducer was
regulated at a fixed temperature of 313.15K and was calibrated against a pressure balance
(Desgranges et Huot, model 26000) fitted with a piston-cylinder unit having a full-scale
range of 50 MPa and expanded relative uncertainty of 0.01%. The calibration was done
in a range of pressures from (0.1 to 50)MPa and the final uncertainty of the pressure
measurements was estimated to be 10 kPa. In order to account for sensor drift over time,
the pressure readings of the transducer were periodically compared at ambient pressure
against a digital barometer located in the same laboratory, and small additive corrections
were made to account for the observed differences.
The cell was placed inside a temperature regulated stainless steel bath, which was built
for the purpose. It contained two double-glazed windows, at the front and back, which
were aligned with the sapphire windows of the cell. Back illumination (with an LED light
source fitted with a diffuser) and a camera in front mounted on an optical rail facilitated
the observation of the inside of the cell. The space in between the double glazing was filled
with argon to avoid condensation of water vapour from the air at low temperatures. The
bath was fitted with a commercial stirrer and temperature-controller unit (Grant model
GR150, Grant Instruments Ltd.). Silicon oil (Dow Corning Corporation, type 200-10) was
used as the thermal fluid inside the bath, limiting the maximum operating temperature to
about 433K. The temperature was measured by means of a platinum resistance thermome-
ter (PRT) located in the bath close to the equilibrium cell. The PRT was calibrated on
ITS-90 at the temperature of the triple-point of water and by comparison with a standard
platinum resistance thermometer in a constant temperature bath at temperatures up to
473K. The uncertainty of the PRT was 0.02K, but fluctuations of the bath temperature
could be as much as ± 0.05K. Consequently the overall uncertainty of the cell temperature
was taken to be 0.05K. A coil connected to an additional external circulating bath (Huber
model CC1, Huber Kältemaschinenbau GmbH) was used to provide refrigeration when
working at temperatures near or below ambient. A motorised elevator was used to raise
and lower the oil bath.
3.1.2 Reciprocating Pump and Sampling System
During this work a magnetically coupled reciprocating pump (see Figure 3.3) was designed
and built, which was able to work at conditions of high-pressure and temperature. It was
based on a previous design [262] implemented on a smaller scale and with two separate
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flow channels. The latter characteristic was used to recirculate two of the equilibrium
phases simultaneously; i.e., liquid was pumped through one channel, while vapour was
sucked through the other. The circulation of both liquid and vapour was advantageous to
promote mass transfer between the phases. The vapour was bubbled from the bottom of
the cell, passing through all the coexisting liquid phases. The liquid dropped from the top
of the cell through the vapour and, where present, the second liquid phase. In Figure 3.4
an image of the interior of the equilibrium vessel showing three coexisting phases and the









Figure 3.3: Three-dimensional view of the magnetic recirculation pump. The following com-
ponents are depicted: pump body (including internal piston), PB; magnet assembly including
the external magnet, EM, and the pole pieces, PP; check-valves, CV; T-pieces, TP; push-rod,
PR, and carrier for the magnet, C; micro-switches, MS; pneumatic-cylinder, PNC.
The re-circulated liquid was used for sampling. The position of the pump was such that
the liquid passing through the sampling valve was subjected to a slightly elevated pres-
sure; i.e., the sampling valve was located downstream of the pump. The vapour phase
was sampled directly from the equilibrium vessel using a small-bore capillary of minimum
internal volume, with the dimensions previously given, independent of the re-circulation
3. New Analytical Apparatus for Phase Equilibrium Measurements 63
loop. The liquid valve was a 4-port valve with an internal sampling loop of volume 1mm3.
A 6-port valve fitted with a 5mm3 external sample loop was used for the vapour. The
valves were electronically actuated and were kept at the same temperature as the cell to
avoid condensation.
Figure 3.4: Picture of the inside of the equilibrium vessel showing three coexisting phases
during actuation of the reciprocating pump. From the top to bottom the phases are carbon
dioxide, alkane and water-rich phases.
The pump, shown in Figure 3.3, was magnetically coupled. To ensure sufficient magnetic
coupling between the external permanent magnet and the internal magnetic piston, the
supplier optimised the design of the magnetic circuit by means of finite element analysis.
Where possible, the pump was fabricated from parts that were commercially available.
The body of the pump consisted of a type AISI 316L stainless steel nipple of 6.4mm
external diameter and length (100.0± 0.5)mm that was gun drilled and honed to an i.d.
of (3.00± 0.05)mm. The internal piston, of 15mm length and 2.95mm diameter was fab-
ricated from a magnetic stainless steel, type AISI 431, chosen for its corrosion-resistant
properties. Elastomeric seals, which may easily swell in contact with CO2, were avoided.
Since vapour sampling was not made in the re-circulation loop, leakage from the liquid
side to the gas side was not a problem. In the liquid loop, the sampling valve provided
sufficient back pressure as to prevent gas leakage into the liquid stream. The external
magnet comprised an annular ring of Neodymium N45SH (outside diameter 35.6mm, in-
side diameter 8.60mm, length 3mm) placed between two mild-steel pole pieces (outside
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diameter 35.6mm, inside diameter 7.00mm, length 5mm).
Figure 3.5: Technical drawing of one of the check valves. The Sitec check valve model
620.4312 is shown, where the picture is taken from the original specifications provided by the
supplier. Dimensions are expressed in mm units. Labels indicate: 1, body of the check valve;
2, pressure fitting; 3, ferrule; 4, sealing piece; 5, poppet body; 6. spherical ceramic seal; 7,
spring.
Each side of the nipple was attached to a reducing “tee” union (Sitec custom made, SITEC-
Sieber Engineering AG) to connect to 1.6mmo.d. high-pressure tubing. Four check valves
(Sitec model 620.4311 and 620.4312, SITEC-Sieber Engineering AG, shown in Figure 3.5)
ensured unidirectional flow in each channel. To enhance the efficiency of the pump, the
dead volume within the check valves was reduced with a cylindrical insert designed for
Figure 3.6: Sectional view of the cylindrical insert designed to fit the internal body of the
check valves. Dimensions are expressed in mm units.
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the purpose (see Figure 3.6) and the poppet was replaced with a type 316 stainless steel
ball of 3.0mm diameter. The internal spring was dispensed with, to reduce the cracking
pressure, and closing of the check valves was by effects of gravity alone.
To drive the external magnet, a double-acting pneumatic cylinder was used. This was
operated in conjunction with a double solenoid valve and flow and pressure regulators.
Micro-switches were used at the ends of travel to activate the solenoid valve and hence
reverse the direction of the pneumatic drive. A framework was designed and built to hold
the pump components. The necessity of keeping the body of the pump immersed in the
oil bath with the pneumatic cylinder outside led us to design a mechanism based on rods
and bearings (as shown in Figure 3.3) to provide a smooth and precise movement of the
components.
The performance of the pump was tested using decane at ambient conditions in the same
fashion as described previously [262]. Adjusting the length of the travel to its maximum
(31mm), a displacement per cycle of 0.16 cm3 was obtained measuring only the flow ob-
tained through one channel. This equates to 76% of the theoretical displacement and so,
operating at a typical reciprocation frequency of 1Hz, a flow rate of about 10 cm3∙min−1
was achieved. No initial priming of the pump was necessary and a maximum pressure head
of 0.4MPa was measured at zero flow. Details regarding the pump performance tests can
be found in Appendix A.2.
Initially, a simpler system was used to take liquid samples based on a capillary connected
directly to the cell. Liquid stored in the sampling capillary between analyses was prone to
flash upon actuation of the valve, which caused poor reproducibility of the measurements.
This was overcome by incorporating the re-circulation pump. The continuous circulation
of the liquid phase through the sampling valve at a slightly higher pressure than that in
the equilibrium cell led to reproducible analyses.
In the case of the vapour, an attempt was made to use the re-circulated vapour for
sampling, as it is done for the liquid. The sampling valve was placed upstream of the
re-circulating pump, so that vapour was sucked through the valve. The continuous cir-
culation of vapour through the tubing caused however condensation of water and decane,
as revealed by poor reproducibility and larger peaks in the chromatograms. Only by in-
terrupting the actuation of the pump and waiting a certain period was it possible to get
reproducible results but with the inconvenience of slowing down notably the measuring
process.
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3.1.3 Analytical System
Chromatography, especially gas chromatography, is often used to characterise the composi-
tion of the samples within analytical apparatus for phase equilibrium measurements [165].
In this work this technique is also used. Gas chromatography allows the separation and
quantification of the components of a sample using as main elements an injector, column
and detectors. The components are vaporised in the injector (in our case the transfer lines
to the chromatograph, where the components are first vaporised, may be considered as a
prolongation of the injector), transported to the column by the carrier gas, where they
experience a certain retention based on their volatility and polarity, and then eluted to
the detectors where their quantities are finally analysed.
A gas chromatograph (Shimadzu, model GC-2014) consisting of two parallel lines was used
in this work. Figure 3.7 is a schematic diagram of the GC arrangement and the connec-
tion to the sampling valves (presented in Section 3.1.2). The GC oven accommodated two
columns that were used in parallel. This is a benefit for separations involving components
with greatly differing volatility and polarity, as in the present case, for which it is difficult
to find a suitable single column. In this work a HayeSep Q column with 80/100 mesh
(2m× 3.2mmo.d.× 2mm i.d., silcosteel 1 lined to reduce adsorption) is used for the sep-
aration and analysis of the lightest components (ie. water, carbon dioxide and propane).
The n-decane however would be trapped inside the column at the temperature of the
analysis and only eluted at reasonable times at very high temperatures (T ≥ 470K). For
the quantification of n-decane, a second packed column was used consisting of 5% OV-1
on C-WHP, with 80/100 mesh (2m× 3.2mmo.d.× 2mm i.d.). In this second column the
peaks of water and carbon dioxide could not be resolved from each other. However, it
was possible to carry out the analysis of the system (n-decane + CO2) using uniquely the
OV-1 column. For the ternary (n-decane + CO2 + water) although two columns, and two
injections, were required to analyse a sample, this arrangement was considered optimal
for minimising the analysis time and permitting the use of an isothermal programme in
the oven to achieve the separation of the components. For the ternary (propane + CO2
+ water) only one column, the HayeSep Q, was required.
The chromatograph was equipped with three detectors in series, a dual channel Thermal
Conductivity Detector (TCD) spanning both lines and two Flame Ionisation Detectors
1Trade name given to an specific treatment for deactivating metal surfaces forming a coating based on
a silicon material. The treatment is also known as silconert 1000.
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Figure 3.7: Schematic diagram of the connections between the gas chromatograph and the
sampling system.
(FID), one in each analytical line. The TCD measures the variation of the thermal con-
ductivity of the carrier gas due to changes in its composition. This is done by registering
the change in resistance of a wire filament that forms one of the arms of a Wheatstone
bridge. Even though the TCD is considered to be a universal detector, is commonly re-
stricted to detection of permanent gases, CO2 and H2O, which do not provide a signal
on the FID. The FID is more sensitive to hydrocarbons and has a larger linear response
range [263], being the preferred one in the case of organic compounds, such as hydrocar-
bons, which ionize in their transit through a flame. The electrical conductivity of the
Table 3.1: GC conditions set and chromatographic columns for the analysis of the mixtures used
in this worka .
Injector Oven TCD FID
System V˙ /cm3∙s−1 T/K Column T/K T/K I/mA T/K φr
(nC10+CO2) 40 483.15 B 373.15 503.15 95 503.15 1:10
(nC10+CO2+H2O) 40 483.15 A&B 373.15 503.15 90 503.15 1:10
(C3+CO2+H2O) 40 473.15 A 373.15 503.15 90 503.15 1:10
a TCD = Thermal Conductivity Detector, FID = Flame Ionisation Detector. V˙ = He flow rate,
I = current, φr = H2 : Air flow ratio. The OV-1 column is abbreviated as A and the HayeSep
Q is abbreviated as B.
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gas after its ionisation is the basis of the response in the FID. The use of an isothermal
programm in the oven of the GC, as mentioned earlier, is especially beneficial in case of
the TCD, the baseline response of which is affected by temperature and/or flow variations.
The operating conditions of the GC are summarised in Table 3.1.
In order to minimise adsorption, the lines downstream of the sampling valves leading to
the gas chromatograph were siltek/sulfinert 2 treated tubing (1.6mmo.d., 0.8mm i.d.) of
the minimum possible length (∼ 0.8m). These lines were heated by mineral insulated low-
voltage heater cables of 2.3mm diameter (custom made, Tempco Electric Heater Corp.)
that were bound to the tubing with heat-shrinkable PTFE sleeving. K-type thermocou-
ples were also bound to the tube to permit temperature monitoring. The tube-heater
assemblies were insulated with layers of PTFE and glass fibre sleeving and encased in an
outer Viton-rubber tube (11mmo.d., 8mm i.d.). The lines were typically operated at a
temperature of about 500K or greater. However, the short section of each line, where it
passed beneath the bath fluid to join the sampling valve, was cooler at typically (430 to
490)K depending upon the bath temperature. Lowering the temperature of these lines
to around 430K (400K locally) did not seem to have any effect on the reproducibility of
the chromatographic peak area, as checked for the water-rich phase, but a poorer peak
shape in the chromatogram was observed in this case. The carrier gas was also preheated
upstream of the sampling valves. The same treated and heated tubing was used here
because of the expected expansion of the pressurised sample in the low pressure flow of
carrier gas.
As a consequence of the arrangement of the GC in two analytical flow lines, additional
multi-port valves were required at the inlet of the chromatograph, as shown in Figure 3.7.
One valve (Valco model DC6WE, VICI AG International) allowed the selection of the
appropriate chromatographic column for the analysis of a sample. The second one (Valco
model DC10WE, VICI AG International) provided the flexibility to flush the sampling
system with an appropriate gas or solvent, or to create vacuum in the sampling loops
before sampling, if needed. These selection valves were heated in a separated temperature-
controlled enclosure operated typically at 463K.
The GC was calibrated by an absolute method using two different procedures. The first
was to use one of the multi-port sampling valves. To vary the amount of carbon dioxide
loaded, the equilibrium vessel was filled with the pure substance and the pressure and
2Trade name given to a variation of the mentioned silcosteel treatment, also based on a silicon coating.
The treatment is also known as silconert 2000.
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temperature were varied. The amounts of water and n-decane were each varied separately
by filling the sampling loop with a solution of the pure substance in a suitable solvent. The
n-decane was diluted with hexane whereas the water was diluted with tetrahydrofuran.
The amount of the desired component was measured gravimetrically and the dilution
prepared in a volumetric flask so as to prepare solutions of known concentration. These
measurements of the liquid components were carried out at ambient temperature. The
density of the different pure components was obtained from the NIST standard reference
database 69 [264]. Both the TCD and the FID (for the alkanes) showed linear responses to
the components of interest in the range of study. The calibration was checked from time
to time by a similar procedure, filling the equilibrium vessel with each pure component,
and also using direct injections from gas-tight syringes and a precision digital syringe
for the liquid components. Although it is not necessary to know accurately the volume
of the sampling loop according to the first methodology used for the calibration, the
complementary method using syringes was used to estimate it for subsequent comparison.
Further details on the calibration can be found in Appendix A.3.
3.2 Materials
The CO2 used in this work was CP grade supplied by BOC with a mole-fraction purity
higher than 0.99995. The n-decane was of a mole-fraction purity higher than 0.990 pro-
vided by Sigma-Aldrich (Dorset, UK). The water was deionised to an electrical resistivity
> 18MΩ∙cm at T = 298K and was degassed immediately prior to use. The propane
was supplied by CK Gas Products Ltd. with > 0.999 purity. The carrier gas used was
CP-grade helium from BOC, with > 0.99999 purity.
3.3 Experimental Procedure
The usual procedure was to clean the apparatus with appropriate solvents (typically hex-
ane and 2-propanol) followed by flushing with gas. Then the cell was put under vacuum
for a few hours to dry it. The loading of the components into the evacuated cell would
typically start with the alkane (either n-decane using PG1 and valve V1 in Figure 3.1 or
propane connected to V5 as detailed in Section 3.1), followed by carbon dioxide (using
PG2, V3 and V4), and finally, if appropriate, water (using PG1 and V1). Since the exact
amounts of each component loaded were not required, it was not necessary to clean and
dry the manual syringe pump between injection of decane and water. The only precau-
tion during loading was to ensure enough volume of the three phases for sampling. This
was especially important for the water-rich phase, whose volume needed to be within cer-
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tain limits to not only ensure sampling of this phase without contamination of the upper
alkane-rich phase but also to enable the displacement of the aqueous phase by tilting the
equilibrium vessel to sample the alkane-rich phase.
The measurements were isothermal. Usually the bath was left overnight to stabilise at
the desired temperature. Additional injections of one of the components were used to
raise the pressure, while fluid could be vented through valve V5 or drained through V2 to
lower the pressure. At a chosen pressure, using only the actuation of the circulation pump
(MRP in Figure 3.1) to promote the mass transfer, constant aqueous-phase compositions
were typically measured after 10min, although longer equilibration times were normally
allowed (∼ 50min) 3. In cases of three-phase equilibria, it was usual practice to start
sampling first from the vapour phase (using GSV in the figure). The first vapour sample
was always ignored 4, as it contained the stagnant fluid stored inside the sampling capil-
lary. The water-rich phase was sampled next by means of the liquid sampling valve (LSV),
and finally the cell was tilted to allow sampling of the middle alkane-rich phase with the
same valve (LSV). For this usually a few minutes were allowed to ensure the water phase
had been flushed out of the body of the pump, although due to the small dimensions and
dead volume of the pump, the alkane phase could be distinguished at the outlet of the
pump after just a few strokes. As a general procedure, at least three or four samples from
each phase would be taken to ensure reproducibility when there was no evidence of cross
contamination or entrainment of one phase in the other during sampling. If entrainment
did occur those samples would be discarded and a larger number of measurements would
be taken. Each measurement was performed by sending two consecutive samples, one to
each column, as previously described.
The binary (n-decane + CO2) was measured prior the implementation of the circulation
pump. The rocking mechanism was the only means to promote mass transfer between
the phases. The typical equilibration time was also ∼ 50min but in this case the liquid
3It was observed that longer periods of time were sometimes necessary for the system (propane +
carbon dioxide + water) to ensure the equilibrium composition in the gas phase, which was prone to show
higher concentrations of propane perhaps motivated for the proximity of the densities of the gas and alkane
phases.
4At low temperature and pressure, additional purges may be required to ensure the capillary to be
flushed from possible condensation of heavier components, as also observed somewhere else [265]. This
can be difficult at very low pressure but it can be prevented with a proper design of the experiment, e.g.
starting at a moderated pressure so as to properly flush the capillary and then reducing to lower pressures,
since the solubility of the heavier components in the gas phase increases from moderated to low pressure,
in the systems studied here.
3. New Analytical Apparatus for Phase Equilibrium Measurements 71
was sampled first and then the vapour phase. A larger number of samples was required
in this case (typically more than ten were taken) to reduce the standard deviation of the
measurements.
3.4 Summary
In this chapter details of a new experimental quasi-static-analytical apparatus assembled
and assessed during this work have been given. The equipment was designed to measure
phase equilibria at reservoir conditions and in particular temperatures ranging from (253
to 423)K and pressures from (0.5 to 45)MPa. The apparatus relies on recirculation
of two coexisting phases using a two-channel magnetically operated micro-pump designed
during this work, with sampling and on-line compositional analysis by gas chromatography.
Results of its application will be presented in chapters 5 and 6.
Chapter 4
Molecular Modelling and Theory
To model the phase behaviour of the fluids of interest, the advantage of using an equation
of state which accounts for the chain nature of molecules as well as for hydrogen-bonding
interactions is important. The Statistical Associating Fluid Theory (SAFT), stemming
from Wertheim’s first-order thermodynamic perturbation theory, accounts for both associ-
ating [31–34] and chain fluids [37, 38, 240, 241]. Although the SAFT equation of state was
originally proposed based on associating Lennard-Jones chain molecules [35, 36], numer-
ous versions of the equation have been developed over the years. In this work we use the
SAFT-VR approach [39, 40] where the reference fluid is based on a square-well attractive
potential of variable range. Including the range of the potential in the description of the
molecular interactions allows the nature of non-conformal changes to be accounted for in
the theory, which is advantageous to deal effectively with polar interactions. Here, only
a brief description of the approach will be provided; for a more detailed description the
reader is referred to the original papers.
4.1 Molecular Models
Within a SAFT formalism the microscopical description of a fluid is based on a number
of intermolecular potential model parameters which characterise repulsive, dispersion and
short-range directional interactions. In the case of a fluid mixture, where interactions
between molecules from different fluids are also present, unlike or cross parameters will
also be required for a complete description. We will refer to both the case of modelling
pure components and modelling mixtures in this chapter.
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4.1.1 Pure Components
Within the SAFT-VR formalism [39, 40], molecules are modelled as chains of m attractive
spherical monomeric segments of equal core diameter σ which are tangentially bonded
to form a chain. The monomeric segments interact through a square-well intermolecular




+∞ if r < σ
−εij if σ ≤ r < λσ
0 if r > λσ
where r is the distance between the two segments, σ is the contact distance and ε and λ
represent respectively the energy and the range of the square-well dispersion interactions.
In the case of non-associating fluids m, σ, ε and λ are the four necessary intermolecular
model parameters for describing a pure component.
For associating fluids (see Figure 4.1) short-range directional interactions such as hydrogen
bonding are mediated by adding associating sites of different types (e.g., a and b) in the
model. Only a-b site-site interactions are allowed. The association sites are placed at a
distance rd from the centre of the sphere (typically rd/σ = 0.25) and have a cut-off range
rc, so that only at distances within rc two sites interact through an attractive well of depth
εHB. The rd and rc parameters define the volume available for bonding Ka,b [240]. The
latter parameter and the well depth εHB of the association energy are the two additional
parameters used to characterize the site-site interaction.
σλσ rc
rd
Figure 4.1: SAFT-VR molecular model for an associating chain molecule. The molecule
is made up of m square-well segments of hard-core diameter σ with dispersion interactions
characterised by a well depth ε and a range λ. The intermolecular associations are taken into
account by adding off-centre square-well bonding sites (a and b) placed at a distance rd from
the center of a segment. Only a-b association interaction is permitted, with a hydrogen-bonding
energy εHB when the sites are located within a cut-off distance rc.
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4.1.2 Mixtures
To study the behaviour of mixtures, a number of unlike interactions, or cross parameters,
need to be determined. In the simplest analysis, arithmetic and geometric-mean rules
using the pure component parameters can be applied. The Lorentz arithmetic-mean rule




which is exact for hard-core potentials such as the square-well used here. Unfortunately,
the application of simple combining rules for the unlike depth εij and the range λij of
the square-well potential rarely leads to accurate predictions of mixture phase behaviour.
Adjustable parameters need to be included as follows:




εij = (1− kij)
√
(εiiεjj). (4.3)
These parameters γij and kij typically need to be estimated by comparison with experi-
mental mixture data. The strong non-ideality of the systems studied here, together with
differences in molecular size, makes it necessary to go beyond the simple geometric-mean
or Berthelot rule for εij(Equation (4.3)). This combining rule can be extended by in-
cluding the effects of asymmetry in ionisation potentials and molecular sizes through the
consideration of the London theory of dispersion interactions. This was done by Hudson
and McCoubrey for a Lennard-Jones potential [56]. Recently, a method generalising the
combining rule obtained by Hudson and McCoubrey to a square-well intermolecular po-
tential has been presented by Haslam et al. [57]. This method is used in this work.
By equating the integrated form of the London dispersion interaction over all space to












where Ii and Ij are the ionisation potentials of the molecules. From Equation (4.4) a
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Use of the previous equation requires combining rules for the unlike parameters σij and
λij . Following the work of Haslam et al. [57], these assumptions can take the form of the
Lorentz-mean rule for σij and the arithmetic rule for λij expressed as Equation (4.2), with
the adjustable parameter γij equal to zero.
In the case of polar molecules, terms representing the Keesom and Debye interactions [266]
need to be included in the theoretical methodology. In the work of Haslam et al. [57],
also higher terms are incorporated, accounting for the quadrupole-dipole and quadrupole-
induced-dipole interactions. Strong polar interactions, as hydrogen bonds, are also explic-
itly considered in the calculation through the contribution of the square-well association





































where kB is Boltzmann’s constant, 0 is the permittivity of vacuum, r is the relative
permittivity (or dielectric constant) of the media, μi and μj are the permanent dipole
moments, α0,i and α0,j are the electronic polarisabilities, Qi and Qj the total quadrupole
moments and Ψsiteij is the integrated energy for each of the nij association interactions
per pair of molecules (i, j). The electronic polarisabilities α∗0,i and α∗0,j are obtained
by using the quadratic equation that results from an identical treatment for the like-
like interactions. As previously, the corresponding equation for kij can be obtained by
comparison with Equation (4.3) to give:



































Further details can be found in the original paper [57].
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4.2 The SAFT-VR Equation of State
In this section only an overview of the main expressions is presented. For further details
the reader is referred to the original papers [39, 40].
The expression of the SAFT-VR equation, as the general form of the SAFT approach, is
















where N is the number of chain molecules. The term Aideal corresponds to the ideal free
energy of the fluid, to which three residual contributions are added: the monomeric con-
tribution due to the repulsion-dispersion segment-segment interactions, the contribution
due to the chain formation and the contribution that takes into account short-range in-
termolecular association.
In the SAFT-VR approach, the contribution to the free energy due to the monomer inter-
actions is obtained from a Barker and Henderson high-temperature perturbation expansion













where n is the number of components, xi the mole fraction, mi the number of segments in
a molecule of component i, aHS = AHS/NkBT the hard-sphere free energy in reduced units,
and a1 and a2 the mean-attractive energy and the fluctuation term, respectively.







xi(mi − 1) ln ySW(σii), (4.10)
where ySW(σii) is the cavity distribution function of the reference monomer fluid evaluated
at hard-core contact.
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where the second sum is over all si sites of type a on a molecule of component i and Xa,i
is the mole fraction of molecules of component i not bonded at site a.
4.3 Phase Equilibria Calculations
Once the expression for the Helmholtz free energy is defined, other thermodynamic prop-













The phase equilibria problem can then be solved by considering the necessary conditions for
equilibrium. For a closed multi-component system with i = 1, 2, .., C species and α, β, .., π
phases present, the following equilibrium conditions can be derived (see e.g. [268])
Tα = T β = ... = T π,
pα = pβ = ... = pπ,
μαi = μ
β
i = ... = μπi , ∀i = 1, 2, .., C, (4.14)
so that thermal, mechanical and chemical equilibria are ensured. An extra requirement
to satisfy not only necessary but also sufficient conditions for equilibrium is to guarantee
that the Gibbs free energy of the system is at its global minimum so as to confirm ther-
modynamic stability [269]. Algorithms to include also this last criterium have also been
developed and one of them is the (p, T ) flash algorithm of Pereira et al. [270, 271] which
is used here for the calculation of phase diagrams for ternaries.
4.4 Conclusions
Due to the versatility and firm-foundation of the SAFT-VR EOS, the approach is an at-
tractive tool to study complex fluid mixtures. The SAFT-VR equation has already been
shown to provide an excellent description of the phase behaviour of a wide variety of sys-
tems, including alkanes and perfluoroalkanes [39, 272, 273], carbon dioxide mixtures [65–
68, 242, 259], water [274, 275], polar compounds [276–279], aqueous electrolytes [60, 280–
282], and polymers [255, 283], to cite some examples. In this work, we aim to contribute to
the description of the phase behaviour of mixtures combining n-alkanes, water and carbon
dioxide by means of the SAFT-VR approach.
Chapter 5
Phase Behaviour of (n-Decane +
Carbon Dioxide + Water) and
Constituent Systems
The phase behaviour of mixtures consisting of combinations of n-alkanes, carbon dioxide
and water is a topic that has received considerable attention in the literature both ex-
perimentally and from the perspective of modelling techniques. Appendix B contains an
extensive list of the experimental data gathered from the literature concerning mixtures
of n-alkanes up to n-C30, carbon dioxide and water. In general, as seen in those tables,
a large collection of phase equilibrium data for binary combinations of these compounds
has been produced, but experimental data concerning ternary mixtures are still sparse.
Among the published literature data for ternaries of (n-alkanes + carbon dioxide + water),
mixtures of (methane + carbon dioxide + water) have been the most widely studied, not
only regarding fluid-phase equilibrium [284–287] but also fluid-hydrate equilibrium [288–
290]. Other studies have concerned the systems (ethane + carbon dioxide + water) [285],
(propane + carbon dioxide + water) [291] and (butane + carbon dioxide + water) [291]
at low temperatures and pressures. Most of these studies for fluid-phase equilibrium in
ternary mixtures focused on vapour-liquid equilibrium (VLE) and only one phase was
typically measured. Only in the study of Song and Kobayashi [287] measurements were
done along the three-phase equilibrium locus, although again only one phase was anal-
ysed. Regarding heavier hydrocarbons, there is one experimental study of (n-hexadecane
+ carbon dioxide + water) [177]; mainly VLE was measured at pressures between (10
to 30)MPa and temperatures between (473.15 to 573.15)K, although one experimental
point was produced on the three-phase equilibrium region at 473.15K and 20MPa. In
this study it is reported that although typically a sampling technique based on capillaries
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and on-line chromatographic analysis was used, for n-hexadecane a method based on cold
traps was required to avoid condensation during that transport [177].
From the modelling perspective there have also been numerous studies involving these sys-
tems. A selection of them was already introduced to address some of the main challenges
and applications on modelling these systems in Section 1.2. To avoid repetition the focus
here is on studies characterising the main features of the global phase behaviour of these
systems at high pressure and temperature.
Binary mixtures of (n-alkanes + carbon dioxide) present a global phase behaviour which
varies with the chain length of the alkane, as noted in Section 2.1.2. Such transitions
for these mixtures were firstly widely studied by Schneider and coworkers (see Refs. [108,
109, 111, 124, 128–130] and references therein). Another interesting feature that systems
consisting of (n-alkane + carbon dioxide) present is a barotropic or density inversion of the
coexisting liquid phases, a phenomenon that was first experimentally observed by Kamer-
lingh Onnes in a mixture of (helium + hydrogen), as reviewed by Levelt-Sengers [112].
Such inversion in (n-alkane + carbon dioxide) binary systems has been observed for mix-
tures of tetradecane and longer alkanes [131, 292, 293] which exhibit type III behaviour
in the classification of Scott and van Konynenburg [96, 97] (cf. Section 2.1.2).
The phenomenon of barotropy is not isolated to those systems, it has also been experimen-
tally observed for aqueous systems as (carbon dioxide + water) [294, 295] and in binary
mixtures of (alkanes + water) for octacosane and larger alkanes [110]. This latter study
of Brunner [110] is worth highlighting as it presents a large collection of experimental data
for the family of (alkane + water) mixtures with selected alkanes from methane to hex-
atriacontane so as to offer a global understanding of the systematic changes in the shape
of the critical lines for the series of alkanes.
From a theoretical point of view, a detailed study of the global phase behaviour of (n-
alkane + carbon dioxide) binary mixtures was carried out by Galindo and Blas [242, 259]
using SAFT-VR. Accurate predictions of the transitions of the phase behaviour for a
series of n-alkanes from ethane to n-hexadecane was obtained using a single set of two
adjustable unlike parameters; this set was obtained for (n-tridecane + carbon dioxide)
and was then transferred to the rest of the series. The pure component parameters were
rescaled to the critical point in this study. The PC-SAFT equation was later also applied
to these systems by Garc´ıa et al. [260]. One unlike parameter was adjusted to ensure the
correct phase behaviour of the same mixture to be then likewise transferred. Accurate
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results were also obtained to describe the diversity of phase diagrams for these mixtures.
Density inversion was predicted for the mixture (n-pentadecane + carbon dioxide) and
longer alkanes, although not for (n-tetradecane + carbon dioxide). Another global study
for (n-alkane + carbon dioxide) binary mixtures showing also good agreement with the
experimental transitions in phase behaviour for the homologous series was carried out
with the crossover soft-SAFT equation and two fitted binary interaction parameters [70]
obtained and transferred in the same manner as in previous approaches. The quadrupo-
lar interactions between CO2 molecules, considered to have a remarkable effect on the
behaviour of the CO2 mixtures, were included in the form of an additional term in the
equation; this is however at the expense of incorporating a further adjustable parameter
for CO2.
Similar studies of the global phase behaviour have also been carried out for the family of
(n-alkane + water). Examples are those of Galindo et al. [44] using a simplified SAFT
equation or even Bidart et al. [296] where, using a Carnahan-Starling-Redlich-Kwong equa-
tion of state, focus was on analysing the relation between the barotropy and the phase
behaviour for the series of (n-alkane + water) mixtures. More recent versions of the SAFT
equation have also been applied to these mixtures. This is the case of the study of Patel
et al. [60] using the SAFT-VR equation with rescaled parameters and two transferable
binary interaction parameters that allowed an accurate prediction of the trends observed
for the mutual solubilities of alkanes and water. Studies using the soft-SAFT and the PC-
SAFT to model solubilities have also been presented [52, 61], although without comments
on the predicted global phase behaviour.
The SAFT-VR equation has also been used to model the global phase behaviour of the
system (water + carbon dioxide) [66, 67]. Again the pure component parameters were
rescaled to the critical point. Only one unlike parameter was adjusted to reproduce the
minimum temperature of the gas-liquid critical line and then extended in a transferable
manner to study the rest of the phase behaviour and other thermodynamic properties,
such as Henry’s law constants and excess properties.
The application to model ternary systems is more restricted due to the limited availability
of data. Some studies have however been done to calculate the global phase behaviour of
systems of interest here. It is worth mentioning the work of Sadus to characterise the high
pressure phase behaviour of ternary mixtures of alkanes and water, including the system
(ethane + carbon dioxide + water) [297], as well as a recent application of SAFT-VR to
model the general features of the system (methane + carbon dioxide + water) using only
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one non-zero binary interaction parameter [298].
Focusing on the experimental gaps, the system (n-decane + carbon dioxide + water) was
the first target to be studied, regarded as an ideal (oil + carbon dioxide + water) mixture
in this work. To our knowledge, this system has been the subject of only one previous
experimental study [299] involving a rather complex technique based on PVT measure-
ments with a fiber-optic scope to locate interfaces. The composition of the equilibrium
phases was not directly measured but rather calculated based on the overall density at the
conditions of study and the use of a thermodynamic model. The data reported however
disagrees with the nature of the interactions between the components of the mixture. The
immiscibility of the subsystems (water + carbon dioxide) and (water + n-decane) at the
conditions of the experiments indicate that a three phase region should occupy an impor-
tant part of the diagram. However, three-phase equilibria were not observed at all in the
study presented in [299] nor predicted, and high compositions of water were reported for
the single mixed liquid phase. Consequently the experimental results reported by Okafor
[299] do not appear to be correct.
In this chapter a large collection of vapour-liquid-liquid equilibrium (VLLE) and some
liquid-liquid equilibrium (LLE) data gathered during this work for the system (n-decane
+ carbon dioxide + water) are presented (Section 5.5). The experimental findings are
compared to calculations performed with SAFT-VR as well as with experimental data for
the binaries that constitute the ternary mixture in order to study solvent / anti-solvent
effects of the different components. The molecular models used for each constituent sys-
tems as well as the validation measurements performed with the experimental equipment
(Section 5.2.1), based on gathering vapour-liquid (VLE) data for the system (carbon diox-
ide + n-decane), are first presented. Because the phase behaviour of the latter system was
predicted, a brief comparison of the theory to other predictive approaches is also presented
in Section 5.2.3.
5.1 n-Decane, CO2 and Water as Pure Components
SAFT-VR pure-component models (cf. section 4.1) for water, carbon dioxide and n-decane
are based on previous works [66, 67, 255, 274]. These models are shown in Figure 5.1. The
n-decane and carbon dioxide molecules are modelled as non-associating and non-spherical.
In the case of water, a single spherical segment is used, with four off-centre square-well
association sites to mediate the hydrogen-bonding. These sites are placed at a distance
rd/σ=0.25 from the centre of the segment. Two different sites are considered, denoted as
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e or H, representing the lone-pairs of electrons or the hydrogens, respectively; only e-H
bonding is permitted.
(a) (b) (c)
Figure 5.1: Models of (a) water, (b) carbon dioxide and (c) alkanes used in SAFT-VR for
studying the fluid phase equilibria. In common, the molecules are represented as m square-well
segments of diameter σ with dispersion interactions of depth ε and range λ. In the case of
water (a), the hydrogen-bonds are mediated through 4 off-centre square-well association sites
of type e (electron lone-pair) and H (hydrogen). Only e-H bonding between two molecules is
permitted. The association occurs through an attractive interaction εHB when the distance is
within a cut-off range rc
The optimised SAFT-VR parameters for the pure components, taken from previous works,
have been collected in Table 5.1 for completeness. These intermolecular parameters were
determined from vapour pressure and liquid density experimental data for the pure com-
ponents in the region from the triple point temperature to 90 % of the critical point. As
will be shown in this chapter, and discussed in Chapter 7, the theory overestimates critical
points. If interest were only on the critical region, a different strategy would have been
to rescale the pure component parameters to their critical points, although this is at the
expense of loosing accuracy in the low temperature region. Because the aim is to study
the global phase behaviour, the parameters have not been rescaled. Further efforts on
improving the predictions of critical regions will be presented in Chapter 7.
Table 5.1: SAFT-VR intermolecular potential parametersa used for modelling the behaviour of
the pure components.
Reference m σ/Å (ε/kB)/K λ (εHB/kB)/K rc/Å
CO2 [242, 259] 2.0 2.7864 179.27 1.5157
C10H22 [255] 4.0 3.9675 247.08 1.5925
H2O [274] 1.0 3.0342 250.00 1.7889 1400.00 2.10822
a (m is the number of square-well segments in the molecule, σ is the hard-core diameter, λ
and ε are the range and the depth of the square-well potential, and εHB and rc are those of
the hydrogen-bonding interaction.)
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5.2 The System (n-Decane + Carbon Dioxide)
The system (n-decane + carbon dioxide) was studied both experimentally and theoret-
ically. From an experimental point of view, it was the first system measured and used
to validate the experimental apparatus. From a theoretical point of view, the binary in-
teraction parameter for this system was predicted, as will be shown. The predictions of
the theory for the mixture were then used to compare it to other predictive approaches
coupled with cubic equations.
5.2.1 Validation of the Experimental Equipment
The mixture (n-decane + carbon dioxide) was chosen to validate the apparatus through
comparison with published experimental data [179, 201, 300–304]. Among these experi-
mental data, the first experimental study was that of Reamer and Sage [201], who reported
VLE composition and density data for various isotherms from T =(277.59 to 510.93)K and
pressures up to critical conditions using a combination of both a synthetic technique for
bubble point analysis and a sampling technique mainly used for the coexistence gas phase.
The reported standard uncertainty in the mole fractions was of 0.0039 [201]. Nagarajan
and Robinson [300] reported composition, density and interfacial tension measurements
on two isotherms at T = 344.3K and T = 377.6K at pressures up to the critical point
of the mixture using an analytical-type apparatus with recirculation of either vapour
or liquid through sampling valves and on-line chromatographic analysis. In the study
of Chou et al. [179] composition measurements at T = 344.25K and T = 377.55K were
reported; an analytical-type apparatus with recirculation of the vapour phase and off-line
GC analysis was used with a reported reproducibility between samples within 0 .04x for
liquid and 0.02 y for vapour and estimated uncertainties of 0.005 and 0.002, respectively,
for liquid and vapour mole fractions. Han et al. [301] presented composition and density
measurements for this system at T = 310.95K and up to the critical pressure using an
analytical technique with circulation of the gas and off-line analysis using sample cells
as in the previous study; only the saturated liquid-phase compositions were reported. A
few composition measurements were also presented by Iwai et al. [302] at T = 311.0K
and T = 344.3K using an analytical apparatus in which both liquid and vapour were
recirculated through their respective sampling valves. They reported a standard deviation
in composition lower than 0.000082. Jennings and Schucker [303] reported composition
measurements at T = 344.25K with a reproducibility for liquid and vapour mole fractions
of 0.0013 and 0.00007, respectively using an analytical flow-type apparatus. The same
equipment as Nagarajan and Robinson [300] with some modifications was used by Shaver
et al. [304] to obtain composition, density and interfacial tension data at T = 344.3K and
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pressures up to the critical point with a reported accuracy in mole fraction of 0 .003 and
an estimated precision of 0.0005 for both phases.
Table 5.2: Experimental VLE data for (n-decane (1) + carbon dioxide (2)) where I and II
denote the decane-, carbon dioxide-rich phases, respectively.
Phase I Phase II




2.72 0.7157 2.71 0.00047
4.05 0.5833 4.04 0.00044
6.15 0.3417 6.13 0.00055
6.83 0.2417 6.82 0.00080
7.26 0.1582 7.26 0.00095
7.69 0.0650 7.68 0.00148
T=344.31K
2.51 0.8088 2.53 0.0016
3.66 0.7179 3.68 0.0024
4.44 0.6634 4.43 0.0014
6.44 0.5343 6.44 0.0017
9.04 0.3798 9.03 0.0028
10.49 0.2792 10.46 0.0061
11.52 0.2186 11.51 0.0116
Experimental VLE measurements on the same system were obtained here on two isotherms
at T = 311.0K and T = 344.3K. The results are collected in Table 5.2 and the compar-
ison with the literature is presented in Figure 5.2. Good agreement is found at both
temperatures for liquid and vapour phases, although some discrepancies are seen among
the vapour phase data reported by different authors. This is seen at T = 344.3K, where
the mole fraction of decane in the vapour phase at pressures of about 4MPa varies from
a minimum of y = 0.001 [179] to y = 0.005 [304]. In this latter study, Shaver et al. [304]
reported difficulty in replicating vapour sampling analysis at low pressure, but it was said
to be overcome at pressures higher than 3.5MPa. Similarly, higher mole fractions of de-
cane in the vapour phase were also reported by Nagarajan and Robinson [300] as seen in
Figure 5.2, using the older version of the same equipment where the minimum pressure
reported was about 6MPa.
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Figure 5.2: Isothermal pressure-composition (p, x) phase diagram for the (n-decane (1) +
carbon dioxide (2)) system at T = 311.0K and T = 344.3K. The filled symbols represent
the data gathered during this work (N at T = 311.02K and _ at T = 344.31K). The open
symbols correspond to published experimental VLE phase equilibria at the isotherms: ,
T = 310.93K [201]; ×, T = 310.95K [301]; +, T = 311.0K [302]; O, T = 344.3K [201]; ,
T = 344.26K [300]; ^, T = 344.25K [179]; ?, T = 344.3K [302] ; ∗, T = 344.25K [303] and M,
T = 344.3K [304].
Our measurements on the binary system were obtained using direct sampling of the liquid
phase through a capillary. Recirculation had not been implemented at that stage and the
rocking mechanism was the means to promote mass transfer. A large number of samples
(typically more than ten) were needed in this arrangement to obtain a satisfactory stan-
dard deviation in the liquid-phase mole fraction. The typical standard deviations for the
liquid were: σx = 8 × 10−3 and σx = 1 × 10−2 for the liquid phases and σy = 3 × 10−5
and σy = 4× 10−4 for the gas phases at T = 311.0K and T = 344.3K, respectively. The
improvements in the repeatability of the liquid-phase measurements after incorporating
the circulation pump are discussed in Section 5.5.
5.2.2 Prediction of the Phase Behaviour of (n-Decane + Carbon Diox-
ide)
In order to model the binary interactions of (n-decane + carbon dioxide) with SAFT-
VR, the unlike parameters for this system were obtained considering the extension of
the Hudson and McCoubrey combining rules for square-well potentials [57] summarised
in Section 4.1.2. The use of these combining rules leads to a temperature- and phase-
independent value for the energy binary-interaction parameter kij (kij=0.1212) if only
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London-dispersion interactions for this mixture are considered (Equation (4.5) derived
from (4.6)). The CO2 molecule because of its symmetry does not have net electrical
dipole moment, but it however has an important quadrupole moment. The more general
form for the extension of the Hudson and McCoubrey combining rules for polar molecules
can also be used (Equation (4.6) leading to (4.7)). The effect of considering the quadrupole
moment for the CO2 modifies slightly the value calculated for the kij , making it phase
and temperature dependent through terms involving the dielectric constant of the media.
However, the dielectric constant of both liquid decane and liquid CO2 are close to that
for the vapour (∼ unity) for the temperatures of study [305]; the phase and temperature
effects are therefore negligible. A value for the dielectric constant of one is taken here
to obtain kij = 0.1276 using Equation (4.7). This was calculated using a value for the
quadrupole moment of CO2 [306] Q = −1.4×10−39C∙m2 and ionisation potentials [305]
I = 1.5×10−18 J and I = 2.2×10−18 J for decane and CO2, respectively. The effect of
considering the quadrupole moment of the CO2 molecule was evaluated by comparing the
predictions obtained from both methodologies. In Figure 5.3 both predictions are shown
at 344.3K together with the results obtained when the Berthelot combining rule is used.
For λij , the common arithmetic-mean rule was used, so that the potential-range binary
interaction parameter (γij) in Equation (4.2) is assumed to be zero.
In Figure 5.3 it can be seen how the consideration of the asymmetry in ionisation po-
tentials, molecular size and potential ranges for the determination of unlike energies can
provide an entirely theoretical determination of the properties of the binary mixture on
the basis of information exclusively regarding the pure components. No experimental
mixture data have been used to determine the properties of the binary system. The ap-
proach resulting from considering the extended Hudson and McCoubrey combining rules
into the SAFT-VR equation of state can be then regarded as predictive. In view of these
results, the kij value determined after accounting for the quadrupole moment of the CO2
(kij=0.1276) from Equation (4.7) was the value taken for the subsequent work.
Taking advantage of the availability of data, the predictions of the theory regarding the
mixture densities are also examined. In Figure 5.4 the corresponding saturated densities of
the mixture at two different isotherms are plotted. A reasonably good level of agreement
with experiment is obtained.
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Figure 5.3: Isothermal pressure-composition (p, x) phase diagram for the (n-decane (1) +
carbon dioxide (2)) mixture at T = 344.3K. The open diamonds correspond to experimental
VLE phase equilibria published data [179, 201, 300, 302–304] and the filled symbol _ to
data from this work, as in Figure 5.2. The curves correspond to different values of the kij
parameter, according to the different combining rules considered: kij=0 or Berthelot combining
rule (dash-dotted curve), kij=0.1212 or the extended Hudson and McCoubrey combining rule
for simple square-well molecules expressed as Equation (4.4) (dashed curve) and kij=0.1276
or the extended Hudson and McCoubrey combining rule for polar molecules expressed as
Equation (4.6) (continuous curve).
5.2.3 Comparison with Other Equations of State
The results for (n-decane + carbon dioxide) predicted by the SAFT-VR approach with
the extended Hudson and McCoubrey combining rules are compared with two common
cubic equations of state: the Peng-Robinson (PR)[27] and Soave-Redlich-Kwong (SRK)
[28]. In the case of these last equations, non-conventional mixing rules based on a modi-
fication of those proposed by Huron and Vidal [226] have been used. These mixing rules,
also known as MHV2, were developed by Dahl and Michelsen [229] as an extension of
zero-pressure methods, using the UNIFAC group contribution method to predict binary
interactions. These calculations have been carried out using Aspen plus [308]. Use of these
non-calculated combining rules means that no fitting of experimental mixture properties
was carried out with any of the three methods, thereby allowing for a true comparison of
their predictive capabilities.
The comparison was carried out at three different temperatures:(310.9, 344.3 and 377.6)K.
The results obtained are presented in Figure 5.5. The agreement between calculated and
experimental values have been established through the average absolute deviation (Δ) and
the bias(β), also known as average deviation, of the errors. Given a certain mole fraction
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Figure 5.4: Isothermal (a) pressure-density (p, ρ) and (b) density-composition (ρ, x) phase
diagram for the (n-decane (1) + carbon dioxide (2)) mixture at T = 344.3K and T = 377.6K.
The open symbols correspond to experimental density data for the saturated phases at condi-
tions: triangles, T = 344.3K [300]; circles, T = 344.3K [307] and diamonds, T = 377.6K [300].
The curves correspond to the predictions obtained with SAFT-VR with kij=0.1276.
of the liquid (x) the deviations were calculated considering relative errors in pressure (p)





















































Figure 5.5: Isothermal pressure-composition (p, x) phase diagram for the (n-decane (1) +
carbon dioxide (2)) mixture at T = 310.9K (a), T = 344.3K (b) and T = 377.6K (c). The
open diamonds correspond to the experimental VLE phase equilibria (data at 310.9 K are
taken from reference [201], at 344.3 K from references [179, 201, 300, 303, 309] and at 377.6 K
from references [201, 300]). The curves correspond to the theoretical predictions: SAFT-VR
(continuous curve), PR-MHV2 (dashed curve) and SRK-MHV2 (dash-dotted curve).
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Table 5.3: Calculated errors in pressure Δp, and composition Δy, for different equations
of state with predictive mixing rules for the (n-decane + CO2) system.
102Δp† 102βp‡ Δy† βy‡
T = 310.9 K
SAFT-VR 20.5 -19.1 0.0008 0.0009
PR-MHV2 50.6 -50.1 0.0005 0.0003
SRK-MHV2 26.0 -26.0 0.0003 0.0001
T = 344.3 K
SAFT-VR 8.1 0.4 0.0166 0.0095
PR-MHV2 23.2 -23.3 0.0151 0.0150
SRK-MHV2 7.8 4.7 0.0189 -0.0178
T = 377.6 K
SAFT-VR 15.9 11.9 0.0278 0.0182
PR-MHV2 15.0 -14.9 0.0221 0.0221
SRK-MHV2 17.9 17.9 0.0164 -0.0162
† Average absolute deviations calculated by using Equations (5.1) and (5.2).







(ycalci − yexpi ), (5.4)
where N is the number of experimental data points considered in the calculation of the
error. The errors obtained with SAFT-VR, and PR and SRK with the modified Huron
and Vidal second-order mixing rules (PR-MHV2 and SRK-MHV2, respectively) are shown
in Table 5.3.
As can be seen in Table 5.3, good agreement between the theory and the experimental
data can be obtained in the case of SAFT-VR and SRK-MHV2. The performance of PR-
MHV2 is significantly worse at low temperatures, although of course a better agreement
should be obtained if the kij values are correlated to the data of interest, but this was not
the scope of the present work. At high temperatures, the bias of the pressure calculated
by SAFT-VR and SRK-MHV2 indicates an overprediction, which can be seen at pressures
close to the critical point of CO2. This is an expected behaviour for any classical equation
of state since the density fluctuations that occur near the critical point are not considered.
This will be discussed in Chapter 7.
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5.2.4 Global Phase Behaviour of (n-Decane + Carbon Dioxide) with
SAFT-VR
Using the parameters for the pure components and the unlike parameter presented earlier,
the entire (p, T ) projection diagram for the (n-decane + carbon dioxide) binary mix-































Figure 5.6: (p, T ) projection of the phase diagram for the (n-decane (1) + carbon dioxide
(2)) system in absolute (a) and reduced (b) units. The squares correspond to the experimen-
tal vapour pressure data of pure n-decane [310–313], the circles to the experimental vapour
pressure of pure carbon dioxide [314–319], the diamonds to critical data [300, 320, 321], the
triangles to the three-phase line data [322] and the asterisks and crosses relate to solid-liquid-
vapour equilibria [322]. The continuous curves correspond to the SAFT-VR calculations for
the vapour pressures, the dashed curve to the vapour-liquid critical line, the dash-dotted curve
to the liquid-liquid critical line and the dotted curve to the three-phase line.
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the parameters for the pure components were not rescaled to the critical point, a bet-
ter comparison between the experimental and the theoretical results can be obtained by
considering reduced units (see Figure 5.6(b)). The reduced units pr and Tr have been ob-
tained by considering the critical point of pure carbon dioxide, where (Tr = T/Tc)theory,exp
and (pr = p/pc)theory,exp. The experimental data are referred to the experimental critical
point whereas the reference for the theoretical predictions is the value for the critical point
calculated with the theory. As can be seen, the high pressure behaviour is characterised
by the presence of two critical lines: the vapour-liquid critical line, extending from the
critical point of CO2 to the critical point of n-decane and the liquid-liquid critical line,
delimited by the upper critical solution temperatures. This feature relates to a diagram
of type II in the classification of Scott and van Konynenburg [96, 97], as was mentioned
in Section 2.1.2. The continuous curve in the detail shown of the diagram is the predicted
three-phase line, which ends at the upper critical end point (UCEP). As can be seen, pre-
dictions of the theory provide a good description of the behaviour exhibited by the system.
The theory predicts the system is of type II, as it was first experimentally confirmed by
Kulkarni et al. [322].




















Figure 5.7: Three-dimensional (p, T , x) phase diagram for the (n-decane (1) + carbon dioxide
(2)) system. The dashed curves correspond to the SAFT-VR calculations for the vapour-liquid
and the liquid-liquid critical line; the continuous curves correspond to (T , x) and (p, x) sections.
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For the sake of illustration, the three-dimensional diagram for the (n-decane + carbon
dioxide) system is also shown (Figure 5.7). The liquid-liquid (at low temperature) and
vapour-liquid equilibria (at higher temperatures) are clearly seen as two separate regions
in this diagram.
5.3 The System (n-Decane + Water)
In principle the extension of the Hudson and McCoubrey combining rules to polar com-
pounds could be used here as for the previous system to describe the binary interactions
of the system (n-decane + water). This however leads to kij values that are phase and
temperature dependent for two reasons. The first one is the dielectric constant for water,
which is strongly state-dependent (r ∼ 80 at T = 293K [305], but r ∼ 1 at high temper-
ature), thus far from the values near unity than that of liquid carbon dioxide and liquid
decane present. The second one is the permanent dipole moment of the water molecule,
which is also phase and temperature dependent. A fit to mixture data for the range of
temperatures and pressures of interest with a single temperature- and phase-independent
parameter has been opted instead. For the (H2O + n-decane) system, a kij = 0.2725 was
obtained by fitting to compositions belonging to the vapour-liquid region and the saturated
decane-rich phase in the liquid-liquid region at temperatures (473 to 523)K and pressures
(0.1 to 75)MPa, based on the availability of experimental data [323, 324]. A look into
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Figure 5.8: Isothermal pressure-composition (p, x) phase diagram for the (n-decane (1) +
water (2)) mixture at T = 523.15K. The open symbols correspond to experimental phase equi-
librium data: , Ref. [323]; ^, Ref. [324]. The continuous curve correspond to the predictions
obtained with SAFT-VR with kij = 0.2725.
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close value would be obtained if an average in temperature for the kij of the vapour phase
were considered. Deviations of the second interaction parameter are neglected here (i.e.,
γij = 0) as for the previous system. In Figure 5.8 a phase diagram at constant temperature
of 523K is shown as an example of the agreement between theory and experiment. The
diagram shown is typical of a mixture exhibiting what is called a heteroazeotrope. The
high pressure side of the diagram corresponds to a region of liquid-liquid equilibria which





























Figure 5.9: (p, T ) projection of the phase diagram for the (n-decane (1) + water (2)) system
in absolute (a) and reduced (b) units. The squares correspond to the experimental vapour
pressure data of pure n-decane [310–313], the circles to the experimental vapour pressure of
pure water [325–329], the diamonds to critical data [110], the triangles to the three-phase line
data [58]. The continuous curves correspond to the SAFT-VR calculations for the vapour
pressures, the dashed and dash-dotted curves correspond to the two parts of the vapour-liquid
critical line and the dotted curve corresponds to the three-phase line.
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point is represented in the diagram as a line linking the composition of the three coexisting
phases. Below such pressure, two vapour-liquid envelopes can be distinguished.
5.3.1 Global Phase Behaviour of (n-Decane + Water) with SAFT-VR
Type III behaviour in the classification of Scott and van Konynenburg [96, 97], character-
istic of highly immiscible systems (see Section 2.1.2), is observed for the family of (water
+ alkanes) [110]. The system (n-decane + water) is not an exception. The global fea-
tures of the phase behaviour for this system can be observed in Figure 5.9. Compared
to the phase diagram for (n-decane + carbon dioxide) shown in Figure 5.6, the region of
liquid-liquid immiscibility for (n-decane + water) occupies a larger part of the diagram
so that the liquid-liquid critical line interferes with the vapour-liquid critical line. The
vapour-liquid critical line does not connect the critical point of the two pure components
as in the previous diagram; instead it is said that the vapour-liquid critical line has two
branches. One branch of the vapour-liquid critical line appears at higher temperatures
and pressures; it starts at the critical point of water and rises with pressure. As seen from

























Figure 5.10: Three-dimensional (p, T , x) phase diagram for the (n-decane (1) + water (2))
system. The dashed curves correspond to the SAFT-VR calculations for the vapour-liquid
critical line; the continuous curves correspond to (T , x) and (p, x) sections.
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(see Section 2.1.2) for a small range of pressures [110]. The second branch starts at the
critical point of the less volatile component and ends at an upper critical end point (i.e.
the end of the three-phase line). The three-phase line appears at pressures slightly higher
than the vapour pressure of water. Again, to have a better comparison with experimental
data the diagram is also presented in reduced units in Figure 5.9(b); the critical point of
pure carbon dioxide is used to set the scale, as before, for consistency. The experimental
data are referred to the experimental critical point; the theoretical predictions are referred
to the critical point calculated with the theory.
In this kind of diagram a more continuous transition from vapour-liquid to liquid-liquid
equilibrium is seen, compared to the diagram of (n-decane + carbon dioxide). This may
be better observed in Figure 5.10 where the phase diagram is plotted in three-dimensions.
This diagram shows the SAFT-VR calculations for this system with the temperature-
independent fitted parameter.
5.4 The System (Carbon Dioxide + Water)
As for the previous aqueous system, the use of the extended Hudson and McCoubrey
combining rules would result here into a temperature and phase-dependent kij value. To
avoid this the same strategy as for (n-decane + water) is followed here. In this case the
















Figure 5.11: Isobaric temperature-composition (T , x) phase diagram for the (carbon dioxide
(1) + water (2)) mixture at p = 1MPa. The open symbols correspond to experimental VLE
phase equilibrium data at p = 1± 0.05MPa: M, Ref. [65]; , Ref. [330]; ^, Ref. [331]; ∗,
Ref. [332]; , Ref. [333]; ×, Ref. [334]. The continuous curve correspond to the predictions
obtained with SAFT-VR with kij = −0.06.
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parameters. Following this work, a value of kij = −0.06 has been used here; this value
was obtained [68] using experimental data over a temperature range of (273 to 373)K
and pressures of (0.007 to 10)MPa. In Figure 5.11 an example of the fitting carried out
is shown for a chosen isobar. Reading the diagram from lower to higher temperatures
the first region corresponds to liquid-liquid equilibria that ends up at the temperature at
which a third vapour phase is formed. This point of three phase equilibria is represented in
the diagram as a continuous horizontal line. At higher temperatures there is vapour-liquid
equilibrium. As shown by the detail in the plot, there is a second vapour-liquid envelope
in the CO2 side which starts at temperatures lower than that of three-phase coexistence.
There is no heteroazeotrope in this case.
Again taking advantage of the availability of data, the prediction of the saturated den-
sities using the fitted value of the unlike parameter can be examined. This is plotted
in Figure 5.12 for a selected isotherm. Excellent agreement with experimental data are
obtained. The theory also predicts a barotropic inversion in densities at high pressure,
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Figure 5.12: Isothermal pressure-density (p, ρ) phase diagram for the (carbon dioxide (1)
+ water (2)) mixture at T = 293K. The open symbols correspond to experimental density
data for the saturated phases: circles, from Ref. [335] and squares, from Ref. [336]. The curves
correspond to the predictions obtained with SAFT-VR with kij=-0.06.
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5.4.1 Global Phase Behaviour of (Carbon Dioxide +Water) with SAFT-
VR
The phase behaviour of the system (carbon dioxide + water) is characteristic of a type III
in the classification of Scott and van Konynenburg [96, 97]. This is shown in Figure 5.13.
As in the previous system the region of liquid-liquid equilibria extends to very high tem-
































Figure 5.13: (p, T ) projection of the phase diagram for the (carbon dioxide (1) + water (2))
system in absolute (a) and reduced (b) units. The squares correspond to the experimental
vapour pressure data of pure carbon dioxide [314–319], the circles to the experimental vapour
pressure of pure water [325–329], the diamonds to critical data [110], the triangles to the
three-phase line data [58]. The continuous curves correspond to the SAFT-VR calculations
for the vapour pressures, the dashed and dotted curves correspond to the two parts of the
vapour-liquid critical line and the dash-dotted curve to the three-phase line.
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higher temperatures starts from the critical point of the less volatile component, which
presents a higher critical pressure. The second branch of the vapour-liquid critical line is
restricted to the neighbourhood of the critical point of CO2, the more volatile component:
it starts at the critical point of this component and ends at the upper critical end point.
This can be seen in the detail of Figure 5.13(b), where the three phase line of the system
is shown; the latter appears in this case at pressures slightly below the vapour pressure of
carbon dioxide. The reduced magnitudes in this figure are calculated based on the critical
point of carbon dioxide as in all previous systems.
For completeness the diagram is also plotted in three-dimensions, adding as a third di-
mension composition, in the same way it was done for the previous systems. This is shown
in Figure 5.14. The gas-liquid to liquid-liquid continuity previously mentioned can also be
seen in this diagram.
As most equations of state, SAFT follows standard statistical mechanical approaches
























Figure 5.14: Three-dimensional (p, T , x) phase diagram for the (carbon dioxide (1) + water
(2)) system. The dashed curves correspond to the SAFT-VR calculations for the vapour-
liquid and the liquid-liquid critical line; the continuous curves correspond to (T , x) and (p, x)
sections.
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of a multicomponent system (e.g. a ternary) is derived from knowledge of the binary
subsystems alone, without requiring further interaction parameters. Once completed each
binary subsystem the phase behaviour for the ternary system can be predicted. This will
be presented in the following section.
5.5 The System (n-Decane + Carbon Dioxide + Water)
After the experimental validation of the apparatus with the system (n-decane + carbon
dioxide), the effect of adding water was studied. In this section the experimental data
measured in this work are presented and compared with the predictions of the theory.
Furthermore, it is found useful to compare for each of the three binary systems (for which
there are published experimental data), the measured ternary three-phase equilibrium
data. The comparison will be used here to analyse the effect of adding a third component
and a third phase into each binary two-phase equilibria.
5.5.1 Experimental Results for (n-Decane + Carbon Dioxide + Water)
The experiments performed during this work for (n-decane + carbon dioxide + water)
were mainly focused on regions of three-phase VLLE equilibria. In Table 5.4, the exper-
imental three-phase data measured at T =(413, 393, 373, 353 and 323)K is reported.
At each temperature, the critical point between the decane- and the CO2-rich phases in
presence of a water-rich phase have also been observed and measured. These data appear
in Table 5.5 and the measurements will be discussed in detail in the next section.
Table 5.4: Experimental VLLE data and SAFT-VR calculations for (n-decane (1) + carbon
dioxide (2) + water (3)) where I, II and III denote the decane-, carbon dioxide- and water-rich
phases, respectively.











T = 323.08K T = 323.1K
I 2.09 0.8177 0.1802 0.0021 2.10 0.7351 0.2628 0.0020
II 2.12 0.0011 0.9940 0.0049 2.10 0.0006 0.9925 0.0069
III 2.11 4.4×10−7 0.0069 0.9931 2.10 3.6×10−18 0.0058 0.9942
I 4.77 0.5813 0.4153 0.0035 4.77 0.4990 0.4986 0.0024
II 4.78 0.0010 0.9963 0.0028 4.77 0.0005 0.9956 0.0039
III 4.77 4.0×10−7 0.0134 0.9866 4.77 4.0×10−18 0.0124 0.9876
I 7.05 0.3824 0.6135 0.0041 7.05 0.3357 0.6613 0.0030
II 7.05 0.0039 0.9937 0.0023 7.05 0.0006 0.9960 0.0034
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Table 5.4: Experimental VLLE data and SAFT-VR calculations for (n-decane (1) + carbon
dioxide (2) + water (3)) (continued).











III 7.05 5.0×10−7 0.0173 0.9827 7.05 4.0×10−18 0.0170 0.9830
I 8.46 0.2326 0.7627 0.0047 8.50 0.2303 0.7658 0.0039
II 8.50 0.0041 0.9934 0.0025 8.50 0.0008 0.9958 0.0034
III 8.54 5.3×10−7 0.0190 0.9810 8.50 3.7×10−18 0.0195 0.9805
T = 353.11K T = 353.13K
I 0.94 0.9259 0.0640 0.0101 0.94 0.9046 0.0895 0.0059
II 0.94 0.0054 0.9594 0.0352 0.94 0.0047 0.9427 0.0526
III 0.95 1.9×10−6 0.0021 0.9979 0.94 1.5×10−16 0.0019 0.9981
I 1.98 0.8535 0.1398 0.0067 2.01 0.8109 0.1832 0.0059
II 1.99 0.0031 0.9713 0.0256 2.01 0.0026 0.9709 0.0265
III 2.05 1.5×10−6 0.0043 0.9956 2.01 1.6×10−16 0.0042 0.9958
I 4.62 0.6776 0.3151 0.0072 4.64 0.6258 0.3680 0.0062
II 4.64 0.0024 0.9851 0.0124 4.64 0.0018 0.9843 0.0139
III 4.66 1.0×10−6 0.0091 0.9909 4.64 1.8×10−16 0.0093 0.9907
I 6.99 0.5324 0.4595 0.0082 7.02 0.4944 0.4988 0.0068
II 7.02 0.0038 0.9870 0.0092 7.02 0.0019 0.9869 0.0112
III 7.04 9.0×10−7 0.0125 0.9875 7.02 1.9×10−16 0.0134 0.9866
I 9.58 0.3796 0.6073 0.0132 9.62 0.3740 0.6183 0.0077
II 9.62 0.0055 0.9869 0.0076 9.62 0.0024 0.9873 0.0103
III 9.64 8.6×10−7 0.0157 0.9843 9.62 2.0×10−16 0.0172 0.9828
I 12.13 0.2325 0.7534 0.0141 12.15 0.2683 0.7224 0.0092
II 12.17 0.0133 0.9795 0.0072 12.15 0.0037 0.9856 0.0107
III 12.16 7.1×10−7 0.0184 0.9816 12.15 2.0×10−16 0.0203 0.9797
I 13.34 0.1442 0.8426 0.0132 13.35 0.2178 0.7718 0.0104
II 13.36 0.0288 0.9629 0.0083 13.35 0.0050 0.9837 0.0113
III 13.34 1.2×10−6 0.0192 0.9808 13.35 1.9×10−16 0.0215 0.9785
T = 373.07K T = 373.1K
I 1.06 0.9148 0.0639 0.0213 1.06 0.9095 0.0795 0.0110
II 1.06 0.0138 0.8940 0.0922 1.06 0.0097 0.8904 0.0998
III 1.06 1.7×10−6 0.0018 0.9982 1.06 1.6×10−15 0.0018 0.9982
I 1.99 0.8575 0.1269 0.0156 2.00 0.8393 0.1497 0.0110
II 2.00 0.0074 0.9410 0.0516 2.00 0.0059 0.9380 0.0561
III 2.00 1.2×10−6 0.0035 0.9965 2.00 1.7×10−15 0.0036 0.9964
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Table 5.4: Experimental VLLE data and SAFT-VR calculations for (n-decane (1) + carbon
dioxide (2) + water (3)) (continued).











I 2.96 0.7965 0.1898 0.0137 2.98 0.7735 0.2154 0.0111
II 2.98 0.0049 0.9557 0.0394 2.98 0.0046 0.9554 0.0400
III 2.98 8.3×10−7 0.0053 0.9947 2.98 1.7×10−15 0.0054 0.9946
I 3.88 0.7387 0.2459 0.0154 3.89 0.7180 0.2709 0.0112
II 3.90 0.0054 0.9677 0.0269 3.89 0.0041 0.9635 0.0325
III 3.88 1.3×10−6 0.0066 0.9934 3.89 1.8×10−15 0.0070 0.9930
I 5.02 0.6718 0.3083 0.0199 5.03 0.6547 0.3339 0.0114
II 5.01 0.0051 0.9680 0.0269 5.03 0.0038 0.9692 0.0271
III 5.05 1.4×10−6 0.0085 0.9915 5.03 1.9×10−15 0.0089 0.9911
I 6.51 0.5933 0.3860 0.0207 6.49 0.5821 0.4062 0.0117
II 6.49 0.0062 0.9741 0.0197 6.49 0.0037 0.9731 0.0232
III 6.47 8.6×10−7 0.0105 0.9895 6.49 2.0×10−15 0.0112 0.9888
I 7.90 0.5196 0.4592 0.0212 7.91 0.5188 0.4691 0.0121
II 7.93 0.0062 0.9769 0.0169 7.91 0.0039 0.9751 0.0210
III 7.91 1.4×10−6 0.0128 0.9872 7.91 2.1×10−15 0.0133 0.9867
I 9.15 0.4641 0.5150 0.0209 9.14 0.4687 0.5188 0.0125
II 9.14 0.0119 0.9719 0.0162 9.14 0.0041 0.9759 0.0199
III 9.13 1.0×10−6 0.0136 0.9864 9.14 2.1×10−15 0.0151 0.9849
I 10.96 0.3792 0.5985 0.0250 10.95 0.4010 0.5856 0.0134
II 10.97 0.0144 0.9693 0.0163 10.95 0.0048 0.9760 0.0192
III 10.94 7.3×10−7 0.0154 0.9846 10.95 2.2×10−15 0.0174 0.9826
I 12.72 0.2956 0.6777 0.0267 12.74 0.3396 0.6460 0.0144
II 12.75 0.0146 0.9709 0.0144 12.74 0.0059 0.9749 0.0191
III 12.76 6.2×10−7 0.0165 0.9835 12.74 2.2×10−15 0.0195 0.9805
I 14.70 0.1975 0.7747 0.0278 14.72 0.2752 0.7088 0.0159
II 14.75 0.0330 0.9517 0.0153 14.72 0.0080 0.9721 0.0198
III 14.74 5.3×10−7 0.0177 0.9823 14.72 2.2×10−15 0.0215 0.9785
I 15.26 0.1628 0.8087 0.0285 15.28 0.2574 0.7261 0.0165
II 15.29 0.0431 0.9413 0.0157 15.28 0.0089 0.9709 0.0202
III 15.27 7.0×10−7 0.0183 0.9817 15.28 2.2×10−15 0.0220 0.9780
T = 393.14K T = 393.15K
I 0.88 0.9314 0.0401 0.0285 0.88 0.9325 0.0483 0.0192
II 0.88 0.0259 0.7812 0.1929 0.88 0.0239 0.7442 0.2319
III 0.88 6.0×10−6 0.0013 0.9987 0.88 1.4×10−14 0.0012 0.9988
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Table 5.4: Experimental VLLE data and SAFT-VR calculations for (n-decane (1) + carbon
dioxide (2) + water (3)) (continued).











I 2.08 0.8626 0.1100 0.0275 2.08 0.8534 0.1274 0.0192
II 2.09 0.0129 0.8963 0.0908 2.08 0.0119 0.8833 0.1048
III 2.08 3.1×10−6 0.0030 0.9970 2.08 1.5×10−14 0.0033 0.9967
I 3.29 0.7960 0.1752 0.0288 3.30 0.7818 0.1989 0.0193
II 3.32 0.0095 0.9295 0.0610 3.30 0.0088 0.9205 0.0707
III 3.31 1.9×10−6 0.0047 0.9953 3.30 1.6×10−14 0.0053 0.9947
I 4.70 0.7153 0.2552 0.0295 4.71 0.7081 0.2725 0.0195
II 4.73 0.0081 0.9463 0.0456 4.71 0.0075 0.9389 0.0537
III 4.72 1.9×10−6 0.0068 0.9932 4.71 1.7×10−14 0.0076 0.9924
I 6.03 0.6477 0.3191 0.0332 6.02 0.6466 0.3337 0.0197
II 6.02 0.0097 0.9542 0.0361 6.02 0.0070 0.9477 0.0453
III 6.02 4.5×10−6 0.0086 0.9914 6.02 1.7×10−14 0.0096 0.9904
I 7.54 0.5859 0.3795 0.0346 7.58 0.5807 0.3992 0.0201
II 7.64 0.0078 0.9605 0.0317 7.58 0.0069 0.9535 0.0396
III 7.57 2.7×10−6 0.0107 0.9893 7.58 1.8×10−14 0.0119 0.9881
I 9.54 0.4857 0.4821 0.0322 9.59 0.5051 0.4740 0.0209
II 9.63 0.0112 0.9636 0.0252 9.59 0.0073 0.9572 0.0355
III 9.59 2.6×10−6 0.0127 0.9873 9.59 1.9×10−14 0.0146 0.9854
I 11.78 0.4006 0.5660 0.0334 11.81 0.4308 0.5473 0.0220
II 11.87 0.0184 0.9569 0.0247 11.81 0.0084 0.9583 0.0333
III 11.80 8.3×10−7 0.0145 0.9855 11.81 2.0×10−14 0.0174 0.9826
I 14.78 0.2880 0.6752 0.0367 14.83 0.3409 0.6351 0.0240
II 14.88 0.0299 0.9474 0.0227 14.83 0.0110 0.9562 0.0328
III 14.85 1.0×10−6 0.0169 0.9831 14.83 2.1×10−14 0.0208 0.9792
I 16.65 0.1895 0.7736 0.0369 16.70 0.2894 0.6849 0.0257
II 16.72 0.0542 0.9218 0.0240 16.70 0.0137 0.9527 0.0335
III 16.74 1.0×10−6 0.0181 0.9819 16.70 2.2×10−14 0.0226 0.9774
T = 413.16K T = 413.15K
I 0.95 0.9275 0.0312 0.0414 0.96 0.9323 0.0358 0.0319
II 0.95 0.0443 0.6203 0.3354 0.96 0.0426 0.5716 0.3859
III 0.96 7.0×10−6 0.0010 0.9990 0.96 1.1×10−13 0.0009 0.9991
I 3.19 0.8095 0.1483 0.0422 3.20 0.8066 0.1617 0.0317
II 3.20 0.0170 0.8778 0.1052 3.20 0.0166 0.8540 0.1294
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Table 5.4: Experimental VLLE data and SAFT-VR calculations for (n-decane (1) + carbon
dioxide (2) + water (3)) (continued).











III 3.21 5.5×10−6 0.0042 0.9958 3.20 1.2×10−13 0.0046 0.9954
I 4.91 0.7220 0.2337 0.0442 4.93 0.7238 0.2443 0.0319
II 4.94 0.0136 0.9131 0.0734 4.93 0.0133 0.8951 0.0916
III 4.94 4.3×10−6 0.0064 0.9936 4.93 1.3×10−13 0.0073 0.9927
I 7.43 0.6102 0.3449 0.0449 7.47 0.6192 0.3483 0.0324
II 7.51 0.0161 0.9213 0.0626 7.47 0.0119 0.9190 0.0691
III 7.52 5.8×10−6 0.0097 0.9903 7.47 1.4×10−13 0.0110 0.9890
I 10.24 0.4981 0.4532 0.0486 10.30 0.5204 0.4461 0.0335
II 10.29 0.0188 0.9343 0.0469 10.30 0.0123 0.9293 0.0584
III 10.30 4.3×10−6 0.0129 0.9871 10.30 1.6×10−13 0.0149 0.9851
I 13.30 0.3859 0.5675 0.0465 13.30 0.4301 0.5346 0.0353
II 13.26 0.0263 0.9334 0.0404 13.30 0.0141 0.9322 0.0537
III 13.29 2.7×10−6 0.0156 0.9844 13.30 1.7×10−13 0.0186 0.9814
I 17.07 0.2282 0.7190 0.0528 17.10 0.3299 0.6316 0.0385
II 17.16 0.0600 0.9043 0.0357 17.10 0.0189 0.9286 0.0526
III 17.08 1.6×10−6 0.0180 0.9820 17.10 1.8×10−13 0.0226 0.9774
Table 5.5: Experimental LLE data for (n-decane (1) + carbon dioxide (2) + water (3)) at
the critical point between the decane- and CO2-rich phases (the combination of both phases is
referred here as CO2-rich phase) in presence of a water-rich phase, or upper critical end point.
The phases are labelled as II and III for the CO2- and the water-rich phases, respectively.
Phase II Phase III











323.10 9.62 0.0226 0.9701 0.0073 1.3×10−6 0.0204 0.9796
353.12 13.79 0.0759 0.9089 0.0152 1.6×10−6 0.0198 0.9802
373.11 15.81 0.0944 0.8781 0.0275 5.0×10−7 0.0187 0.9813
393.13 17.30 0.1209 0.8414 0.0378 8.1×10−7 0.0187 0.9813
413.15 18.12 0.1132 0.8323 0.0545 8.4×10−7 0.0195 0.9805
The standard uncertainty in the composition measurements was calculated based on esti-
mations of the contributions corresponding to calibration of the chromatograph, pressure
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where uc(xi) is the combined standard uncertainty in the composition, u(Aj) is the
standard uncertainty related to the calibration of the chromatograph for component j,
u(p) = 10 kPa and u(T ) = 0.05K. The relative standard uncertainties from the chromato-
graphic calibrations were below 2% for each of the three components. In practice, the
combined standard uncertainty in the composition measurements varies depending on the
component and the phase in question; the results are summarised in Table 5.6.
Table 5.6: Combined standard uncertainty uc(xi), standard deviations σxi and overall uncer-
tainty u(xi) for the composition measurements of the system (n-decane (1) + carbon dioxide
(2) + water (3)) in mole fraction. The phases are labelled as I, II and III for the decane-, CO2-
and water-rich phases, respectively.
Phase I Phase II Phase III
x1 x2 x3 x1 x2 x3 x1 x2 x3
uc(xi) 4×10−3 4×10−3 1×10−3 4×10−4 2×10−3 2×10−3 2×10−7 2×10−4 2×10−4
σxi 3×10−3 2×10−3 3×10−3 5×10−4 2×10−3 2×10−3 7×10−7 2×10−4 2×10−4
u(xi) 5×10−3 4×10−3 3×10−3 6×10−4 3×10−3 2×10−3 8×10−7 3×10−4 3×10−4
A second class of uncertainty is that derived from the repeatability of the measurements as
a result of random sources of error. This has been obtained based on standards deviations




N − 1 , (5.6)
calculated for every state point and then averaged. These standard deviations in com-
position are also presented in Table 5.6. The overall uncertainty obtained combining
Equations (5.5) and (5.6) is also considered and denoted as u(xi) in Table 5.6.
5.5.2 Study of the Three-Phase Equilibria of (n-Decane + Carbon Diox-
ide + Water)
The calculations of the phase behaviour for the ternary system were carried out using the
(p, T ) flash algorithm of Pereira et al. [270, 271], a reliable algorithm able to provide the
number of stable fluid phases at equilibrium along with their properties without the need
of initial guesses. The calculated critical point overpredicts the experimental one, as with
any classical equation of state based on mean-field theory. Although crossover treatments
have already been applied to SAFT-VR to correct for this behaviour [338–341] in this
part of the work such methods are not used. Details of one of such treatments coupled
to SAFT-VR and the first examples of application will however be presented in Chapter 7.












Figure 5.15: Isothermal pressure-composition (p, x) prismatic diagram for the (n-decane +
carbon dioxide + water) system at T = 393.15K calculated with SAFT-VR. Regions of three-
phase equilibria appear coloured in light red. Regions of two-phase equilibria appear delimited
by continuous thick red curves with some tie-lines traced with thin dashed red lines. Small
regions of one-phase equilibria appear in the outer regions delimited by the continuous thick
red curves. The two phase coexisting regions for the binary subsystems appear in the lateral
sides of the prismatic diagram with a continuous blue line.
The immiscibility in the binary systems comprising the (n-decane + carbon dioxide +
water) mixture dictates that a large part of the diagram will be occupied by a region of
three phase equilibria. This is observed in Figure 5.15 where calculations at T = 393.15K
performed with SAFT-VR and the chosen models are presented. Large regions of two- and
three-phase equilibria are observed and only very small regions of single-phase equilibria
which appear in the margins of the diagram are seen. As can be observed, the area of
three-phase coexistence decreases as the pressure increases. There is a limiting pressure
or critical pressure at which the carbon dioxide and the decane-rich phases become misci-
ble; this is an upper critical end point and two coexisting phases are observed from there
on. At low pressure, the subsystem (n-decane + water) exhibits a point of three-phase
equilibria, which is also depicted in the diagram.
In Table 5.4 the experimental three-phase VLLE measurements are compared to the calcu-
lations performed with SAFT-VR. The temperature for the calculations is within experi-
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Figure 5.16: Isothermal composition diagram for the (n-decane + carbon dioxide + water)
system at (a)T = 353.11K, (b)T = 373.07K, (c)T = 393.14K and (d)T = 413.16K. The
symbols represent VLLE data points measured in this work at average pressure: (a)_, p =
0.94MPa; , p = 2.01MPa; N, p = 4.64MPa; , p = 9.62MPa; H, p = 13.32MPa and F,
p = 13.79MPa; (b)_, p = 1.06MPa; , p = 2.00MPa; N, p = 5.03MPa; , p = 9.14MPa; H,
p = 15.28MPa andF, p = 15.81MPa; (c)_, p = 0.88MPa; , p = 2.08MPa; N, p = 4.72MPa;
, p = 9.59MPa; H, p = 16.72MPa and F, p = 17.30MPa; (d)_, p = 0.95MPa; , p =
3.20MPa; N, p = 4.94MPa; , p = 10.29MPa; H, p = 17.08MPa and F, p = 18.12MPa. The
continuous line is the measured tie-line between the two coexisting phases that remain slightly
above the critical point between the CO2- and the decane-rich phases. The discontinuous
curves are SAFT-VR predictions of the three-phase equilibrium region for every pressure data
point plotted and the shadowed areas emphasise the experimental three-phase regions.
mental uncertainty; the choice of pressure is an average of the experimental measurements
at each equilibrium state. To offer a visual comparison with the theory, some of the data
for four isotherms have been collected and plotted in Figure 5.16. These triangular dia-
grams are projections onto a plane of isobaric slices through a prismatic diagram such as
Figure 5.15. As can be seen in Figure 5.15, the three-phase region for a given pressure
diminishes as the critical point between the CO2- and decane-rich phases is approached.
Comparing the plots in Figure 5.16, the reduction of these regions of immiscibility with
temperature is also apparent. Data at the lowest temperature of 323K, which show the
poorest miscibility from all the five isotherms studied, is not represented in this figure
for the sake of brevity. As the pressure of the system is increased, if the three phase
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coexistence area of the diagram is followed, a single critical point between the CO2- and
decane-rich phases in the presence of a water-rich phase, or upper critical end point, can
be found. This point can be observed visually in the experiment as a colourful critical
opalescence changing from yellow to an intense red, finally becoming opaque at the critical
point. The critical opalescence observed can be seen in Figure 5.17. Plots (a) and (b)
are below the critical pressure and show three coexisting phases, namely water-, decane-
and CO2-rich phases from bottom to top. The interphase is very flat as an indication
of the proximity to the critical point. The composition at this point was measured at a
very slightly higher pressure, achieved by injecting water. In Figure 5.18 the observed
critical locus as a function of temperature (cf. Table 5.5) is plotted. These results are not
compared here with the calculations performed with SAFT-VR since at the experimental
critical pressure three phase regions are predicted by the theory. This is a result of the
already mentioned overestimation of critical points [85, 338] (cf. Chapter 7).
(a) (b)
(c) (d)
Figure 5.17: Images of the interior of the vessel showing the critical opalescence phenomena
observed between the decane- and carbon dioxide- (middle and upper, respectively) rich phases.
Plots (a), (b) and (d) are images at different stages from lower to higher pressure (the first
two are at subcritical pressures; the last one is at a pressure beyond the critical point). If from
(d) the pressure is decreased, at the critical pressure the homogeneous upper phase becomes
notably opaque as in (c) and this appearance remains for pressures immediately below at which
the density of the two phases is very similar and the separation by gravitational effects is slow.
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Figure 5.18: Experimental (p, T ) critical locus. The filled triangles, N, correspond to mea-
surements of upper critical end points between the CO2 and the decane-rich phases in the
presence of a third water-rich phase visually observed in this work. The open symbols corre-
spond to critical data points for the binary system (n-decane + carbon dioxide): ^, Ref. [320];
, Ref. [321]; ∗, Ref. [342] and , Ref. [300]. The curve represents a polynomial fit to the data
measured in this work.
5.5.3 Comparison to the Phase Behaviour of the Binary Subsystems
As seen in the previous section, mixtures of (n-decane + carbon dioxide + water) present
large regions of three phase equilibria. This is a consequence of the type of phase behaviour
observed for each binary subsystem. Mixtures of (carbon dioxide + water) and (n-decane
+ water) both have a large region of LLE that extends to high temperatures, typical
of type III phase behaviour in the classification of Scott and van Konynenburg [96, 97].
The system (n-decane + carbon dioxide) exhibits type II behaviour, where the region of
LLE is restricted to temperatures below 250K [322]. The extreme immiscibility of the
components of the mixture at the conditions measured results in ternary phase behaviour
that is relatively close to that of each binary subsystem. The existing literature data for
the binaries have been compared with the experimental data of the ternary measured here.
In this way, the effect of adding a component on the phase behaviour of the other two can
be analysed.
Influence of Water on the Phase Behaviour of (n-Decane + Carbon Dioxide)
The experimental data collected for the CO2- and the decane-rich phases of the system
(n-decane + carbon dioxide + water) can be compared to data for the binary system (n-
decane + carbon dioxide). A comparison at T =(373 and 413)K is shown in Figure 5.19.
The presence of a third water-rich phase modifies slightly the diagram and the differences










Figure 5.19: Isothermal pressure-composition (p, x) phase diagram for the (n-decane (1) +
carbon dioxide (2) + water (3)) system. The filled symbols represent data gathered during this
work for the decane- and the carbon dioxide-rich phases under VLLE conditions and temper-
atures: , T = 373.07K and N, T = 413.16K. The open symbols correspond to measurements
for the binary (n-decane + carbon dioxide) at: , T = 372.94K [343]; ^, T = 410.93K [201]
and ∗, T = 411.20K [344]. The continuous curve correspond to the SAFT-VR predictions for
the decane- and the carbon dioxide-rich phases in the ternary system at conditions of VLLE
equilibria. The discontinuous curves correspond to the SAFT-VR predictions for the binary
system (n-decane + carbon dioxide).
may be noted in the region of highest pressures. The pressure at which n-decane and
carbon dioxide become miscible for a given composition decreases if water is also present.
The theory follows the trend obtained experimentally. The same behaviour is observed
when the critical locus for the CO2- and decane-rich phases is compared with critical data
for (n-decane + carbon dioxide) published in the literature (see Figure 5.18). This may
be of interest for EOR techniques in which the minimum miscibility pressure (MMP) is
a design parameter for miscible flooding processes. The conclusion from this analysis is
that water acts as a weak co-solvent at high pressure.
Influence of n-Decane on the Phase Behaviour of (Carbon Dioxide + Water)
Similarly, the effect of n-decane on the phase behaviour of (carbon dioxide + water) is
studied by comparison of the measured experimental data to available binary data. The
study of the CO2- and the water-rich phases is addressed here separately. A comparison
of the water content of the CO2 phase for the ternary system with that for the binary is
shown in Figure 5.20. The solubilities for the ternary system overlap with those for the
binary to within experimental uncertainty. The predictions of the theory are consistent
with experiment: those for the binary are not shown here as a different curve because
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Figure 5.20: Isothermal pressure-composition (p, x) phase diagram for the (n-decane (1)
+ carbon dioxide (2) + water (3)) system showing the water content in the CO2-rich phase
under VLLE conditions. The filled symbols represent data gathered during this work: _,
T = 323.08K; , T = 353.11K; N, T = 373.07K;  T = 393.14K and H T = 413.16K. The
open symbols correspond to published data for the solubility of water in the CO2-rich phase
in the binary system (carbon dioxide + water): , T = 323.15K [345]; , T = 323.15K [346];
^, T = 353.1K [347]; M, T = 373.15K [348]; ∗, T = 373.15K [345]; +, T = 393.15K [348].
The continuous curve correspond to the SAFT-VR predictions for the CO2-rich phase in the
ternary system at conditions of VLLE equilibria.
they lay over those for the ternaries. The measurements of water in the gas phase can also
be tested as in previous work [349] to check whether adsorption of water in the transfer
lines to the gas chromatograph may have occurred. The solubilities of water in the gas
phase are plotted versus the inverse of temperature in Figure 5.21 for selected pressures.
Note that the experimental data measured in this work are not precisely isobaric, but the
plotted data was taken at relatively close pressures. For low compositions of water in the
gas phase the dependency of composition is assumed to be based on the vapour pressure
of water so that for a given pressure a linear behaviour is seen in this kind of plot. As
seen in the figure, also different isobars exhibit parallel trends. Because this linearity is
followed, adsorption of water may be considered negligible.
The solubilities of CO2 in the water-rich phase are plotted in Figure 5.22 for the five
isotherms measured and compared to the predictions with SAFT-VR. In general there is
a reasonable level of agreement, although deviations increase with increase in pressure.
These solubilities obtained for the ternary system at conditions of three phase equilibria
agree well with the literature data for the binary system, as is shown in Figure 5.23(a) for
the isotherm at T = 393.14K. Such close agreement was expected due to the low solubility
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Figure 5.21: Water content in the CO2-rich phase for the system (n-decane (1) + carbon
dioxide (2) + water (3)) under VLLE conditions as a function of inverse temperature. The
filled symbols represent data gathered during this work: _, p = 0.96 ± 0.10MPa; H, p =
2.05± 0.06MPa; , p = 4.82± 0.19MPa; , p = 7.43± 0.49MPa; N, p = 9.67± 0.60MPa. The
lines are obtained from a linear fit to each isobar.
of the third component, n-decane, in the water phase. This is also shown by the theory: in
the same figure, the predictions for the binary and the ternary system are compared. Small









Figure 5.22: Pressure-composition (p, x) phase diagram for the (n-decane (1) + carbon
dioxide (2) + water (3)) system showing the solubility of CO2 in the water-rich phase under
VLLE conditions for five isotherms. The filled symbols represent data gathered during this
work: , T = 323.08K; , T = 353.11K; N, T = 373.07K; _, T = 393.14K and H, T =
413.16K. The continuous curves correspond to the SAFT-VR predictions for the water-rich
phase in the ternary system at conditions of VLLE equilibria for the five isotherms.
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seen at lower temperatures as shown in Figure 5.23 (b) for T = 353.11K, although at this
temperature there is a greater scatter between different literature sources. Concluding the
analysis of the effect of n-decane on the phase behaviour of (carbon dioxide + water), it
has been shown that the phase equilibrium is practically unaltered when n-decane is also


















Figure 5.23: Isothermal pressure-composition (p, x) phase diagram for the (n-decane (1) +
carbon dioxide (2) + water (3)) system showing the solubility of CO2 in the water-rich phase
under VLLE conditions. The filled diamonds, _, represent data gathered during this work at
(a)T = 393.14K and (b)T = 353.11K. The open symbols correspond to published data for
the solubility of CO2 in the water-rich phase for the binary (carbon dioxide + water): (a),
T = 393.17K [232]; ^, T = 393.15K [348]; ∗, T = 393.15K [350] and , T = 393.19K [351];
(b)M, T = 353.11K [232]; , T = 353.5K [351] and O, T = 353.1K [347]. The continuous
curve corresponds to the SAFT-VR predictions for the water-rich phase in the ternary system
at conditions of VLLE equilibria. The discontinuous curve corresponds to the SAFT-VR
predictions for the water-rich phase in the (carbon dioxide + water) binary system.
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study.
It is known that the dissolution of carbon dioxide in water takes place not only by physical
equilibrium but also chemically according to the following reaction
CO2(aq) + H2O = H+(aq) + HCO−3 (aq),
neglecting the second dissociation to carbonate, which is only important at high pH.
The fraction of carbon dioxide dissociated in the aqueous phase is however negligible
compared with experimental error. An estimation can be made using the first constant of
dissociation, which varies with temperature as [352]
log10K	 = −3404.71 (K/T ) + 14.8435− 0.032786(T/K). (5.7)
Neglecting non-ideality (i.e., setting the activity coefficients to unity), the fraction α of




where m	 = 1mol∙kg−1 is the standard molality. For example, at T = 413K and p =
1MPa, K	 = 1.1 × 10−7 and mCO2 ≈ 0.06mol∙kg−1 (in the aqueous phase) so that
α ≈ 1.4× 10−3. The fraction dissociated is in any case between 3 × 10−4 and 3× 10−3 at
all temperatures and pressures in the range of study. No further consideration was given
to chemical equilibria in the aqueous phase.
Influence of Carbon Dioxide on the Phase Behaviour of (n-Decane + Water)
Next, the effect of carbon dioxide on the phase behaviour of (n-decane + water) is stud-
ied. Again the water-rich phase is first addressed and then, the decane-rich phase. The
measured mole fractions of n-decane in the water-rich phase are of the order of ppm as
recorded in Table 5.4. Although they present some scatter (see Figure 5.24) the order of
magnitude may be approximately ten times higher than that reported for the solubility
of n-decane in pure water at T = 374.15K and T = 424.65K and low pressure [58]. The
predictions with SAFT-VR and the chosen binary parameter to model the interactions
between water and n-decane underestimate considerably the solubility of n-decane in the
water phase (e.g. 2.2 × 10−15 at T = 373.1K and p = 15MPa) as shown in Table 5.4,
but the predicted compositions are slightly higher than for the binary (1 .6× 10−15 at the
same temperature and pressure). This effect could be corrected using a different kij value
for this phase, but this was out of the scope of this work.









Figure 5.24: Isothermal pressure-composition (p, x) phase diagram for the (n-decane (1)
+ carbon dioxide (2) + water (3)) system showing the n-decane content in the water-rich
phase under VLLE conditions. The filled symbols represent data gathered during this work:
, T = 323.08K; _, T = 353.11K; N, T = 373.07K; , T = 393.14K and H, T = 413.16K.
The open symbols correspond to published data for the solubility of n-decane in the water-rich
phase in the binary (n-decane + water) at M, T = 374.15K [58] and O, T = 424.65K [58].
The measurements of water in the decane-rich phase are plotted in Figure 5.25. In general
experimental values for the ternary system show a higher water concentration than that
for the binary (n-decane + water) [58]. However, experimental data for this binary system
at the conditions of the present study are scarce. The SAFT-VR EOS also predicts higher
solubilities of water in n-decane when the third component is present, although this effect
is more noticeable at higher pressures; in fact, the solubility of water in n-decane for the
binary system decreases with pressure, whereas it is enhanced with pressure in the case of
the ternary. Experimentally, it is difficult to avoid completely contamination of the decane-
rich phase with the water-rich phase and larger water peaks may randomly be measured
during the sampling procedure. These peaks were however discarded during the analysis.
Finally, regarding the effect of carbon dioxide on the mutual solubility of (n-decane +
water), it may be concluded that it acts as a mild co-solvent. This effect of co-solvency
is in agreement with the reduction of interfacial tension that is observed between the two
saturated phases of (n-decane + water) with additions of carbon dioxide to the system [18].
Having a global theory is advantageous to extend the study to temperatures beyond the
limits of the experimental technique. For example, Figure 5.26 shows an isotherm at
a reduced temperature 1.9 times the calculated critical temperature for carbon dioxide
(or T = 579.5K considering the experimental critical temperature for this component).
At this higher temperature a markedly different behaviour is observed. Whereas, at low
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Figure 5.25: Isothermal pressure-composition (p, x) phase diagram for the (n-decane (1) +
carbon dioxide (2) + water (3)) system showing the water content in the decane-rich liquid
phase under VLLE conditions. The filled symbols represent data gathered during this work:
, T = 323.08K; _, T = 353.11K; N, T = 373.07K; , T = 393.14K and H, T = 413.16K.
The open symbols correspond to published data for the solubility of water in the decane-rich
phase in the binary (n-decane + water) at M, T = 374.15K [58] and O, T = 424.65K [58]. The
continuous curves correspond to the SAFT-VR predictions for the decane-rich phase in the
ternary system at conditions of VLLE equilibria at the same temperatures, increasing from left
to right. The discontinuous curves correspond to the SAFT-VR predictions of the decane-rich
phase in the (n-decane + water) binary system.
temperature, the phase diagram was dominated by regions of three-phase equilibria, here
VLE regions and critical states are the main features. The temperature chosen lies below
the critical temperature of both water (647K) and n-decane (617K) but the critical line for
the mixture (carbon dioxide + water) and one of the two critical lines present in (n-decane
+ water) are crossed. This is observed in the diagram by means of the closed envelopes;
these are VLE regions which finish at the critical pressure of each binary mixture at the
temperature of study. As is common at lower temperatures there is also a critical pressure
for (n-decane + carbon dioxide) at this temperature. In the case of the binary (n-decane +
water) when the vapour pressure of water is exceeded a LLE region appears and extends to
higher pressures (open envelope). But below that pressure and above the vapour pressure
for n-decane it is interesting to note that areas at which the three components are miscible
in every proportion can be distinguished. This could be of interest for processes where the
three components, water, CO2 and n-decane were required to form a single phase.
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Figure 5.26: Isothermal pressure-composition (p, x) prismatic diagram for the (n-decane +
carbon dioxide + water) system at a reduced temperature of 0.95 times the calculated critical
point for carbon dioxide (or T = 579.5K calculated with the experimental critical temperature
for carbon dioxide) obtained with SAFT-VR. Regions of two-phase equilibria appear delimited
by continuous red thick curves with some tie-lines traced with thin dashed red lines. The two
phase coexisting regions for the binary subsystems appear in the lateral sides of the prismatic
diagram delimited by continuous blue lines. The remaining are homogenous one-phase regions.
5.5.4 Density Estimation
The use of an absolute calibration of the chromatographic detectors which is referred to
the loop volume of one of the sampling valves allows for the estimation of the density of
some of the phases. Because the liquid sampling valve is the one used for calibration, only
the density of the decane- and water-rich phases may be directly inferred.
In Figure 5.27 the estimated densities for the decane-rich phase at VLLE conditions in
the ternary system are presented. Similarly as in previous sections, the estimations are
compared to published data for the density of the decane-rich phase in the binary (n-
decane + carbon dioxide). The data shown correspond to the isotherms at T =(323.08,
353.11, 393.14, 413.16)K; the isotherm at 373.07K is not presented here, since it was
based on a previous calibration using a different sampling volume. Available data for
the saturated phase of interest in the binary have only been found at T = 344.3K and
T = 377.6K. Fitting the data points to a polynomial expression and interpolating linearly
between both temperatures, an estimate of the expected saturated decane density values
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at 353K according to the literature data are obtained. The comparison of the estimated
densities from this work with those values at the same temperature show an agreement of
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Figure 5.27: Isothermal pressure-density (p, ρ) plot showing saturated liquid density data
for the decane-rich phase of the system (n-decane + carbon dioxide + water) at conditions
of VLLE equilibria. The filled symbols correspond to the data gathered during this work at
temperatures: F, T = 323.08K; , T = 353.11K; _, T = 393.14K and N, T = 413.16K.
The open symbols correspond to published saturated liquid density data for the decane phase
of the system (n-decane + carbon dioxide) at the isotherms: , T = 344.3K [300]; , T =
344.3K [307]; M, T = 377.6K [300]. The continuous curves correspond to the SAFT-VR
calculations for the densities of the decane-rich phase in the ternary at the conditions measured.
The dashed curves correspond to the SAFT-VR calculations for the densities of the decane-
rich phase in the binary at the conditions of the published data shown. The dotted curve
corresponds to an interpolation using the literature data at T = 353.11K.
The estimation of the density of the water-rich phase is seen in Figure 5.28. In this case
the available literature data for the saturated water phase of the system (carbon diox-
ide + water) only reach temperatures of up to 333K. Comparing the data obtained at
T = 323.08K with existing data at T = 322.8K [335], the agreement is within 3%. Fur-
ther on, a comparison with the density of pure water may be carried out. This is plotted at
two isotherms, T = 323.08K and T = 413.16K and a range of pressures [264]. Compared
to the density for pure water, the addition of carbon dioxide is seen to increase the density
by about 1% at high pressures and less at lower. The data from this work however exhibit
lower densities than that for pure water. At T = 413.16K the deviations with the density
of pure water would be around 4%. At low pressures at which slightly higher amounts
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of n-decane are typically measured in the water phase, the density of this phase seems
to decrease even more. In all cases the estimated densities for the water-rich phase show
a positive slope with pressure as it corresponds to the density of pure water. At very
low pressures, the density should tend towards that for vapour pure water. The sudden
decrease in density clearly seen for the curve at T = 413.16K indicates the pressure at
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Figure 5.28: Isothermal pressure-density (p, ρ) plot showing saturated liquid density data
for the water-rich phase of the system (n-decane + carbon dioxide + water) at conditions
of VLLE equilibria. The filled symbols correspond to the data gathered during this work at
temperatures: F, T = 323.08K; , T = 353.11K; , T = 373.07K ; _, T = 393.14K and
N, T = 413.16K. The open symbols correspond to published saturated liquid density data
for the water phase of the system (carbon dioxide + water) at ?, T = 322.8K [335]. The
continuous curves correspond to the SAFT-VR calculations for the densities of the water-rich
phase in the ternary at the conditions measured. The dashed curves correspond to the SAFT-
VR calculations for the densities of the water-rich phase in the binary at the conditions of the
published data shown. The dotted curves correspond to data for the density of pure water at
T = 323.08K and T = 413.16K [264], from right to left.
5.6 Conclusions
The phase behaviour of the system (n-decane + carbon dioxide + water) has been studied
both experimentally and theoretically. On the theoretical side, details of the models used
to describe the thermodynamic properties of these fluids and their mixtures have been
given in this chapter. Where possible, the behaviour of the binary subsystems have been
predicted and compared it to the performance of other predictive approaches. Each binary
subsystem has been theoretically studied in detail to show the agreement of the theory
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with experiment.
From the experimental side, in this work a new experimental apparatus has been developed
for measuring phase equilibria at reservoir conditions and validation results for the system
(n-decane + carbon dioxide) at temperatures of T = 311.02K and T = 344.31K have been
shown and compared to published data. In the design of this analytical apparatus, special
care was taken to ensure that the sampling system was reliable. The approach to this
problem used in this work involved the incorporation of a magnetic recirculating pump
that yields good reproducibility of the analysis of liquid samples. With such an improve-
ment, new data for the system (n-decane + carbon dioxide + water) has been gathered
at conditions of three-phase equilibria. Five isotherms from T =(323.08 to 413.16)K and
pressures from ∼ 0.9MPa up to the critical pressure between the carbon dioxide- and the
decane-rich phases which is at (9.62 to 18.12)MPa have been measured. The analysis
of the system has been complemented with calculations performed with SAFT-VR using
the three temperature-independent binary interaction parameters shown for the binary
subsystems. In particular, an extension of the Hudson and McCoubrey combining rules
was used to calculate one of these parameters, while the others were obtained by fitting
to data for the binary system.
The experimental VLLE data for the ternary system (n-decane + carbon dioxide + wa-
ter) have been compared with literature data for the corresponding binary subsystems
and carried out comparisons of the phase equilibria predicted with SAFT-VR. Overall,
the comparison between the mutual solubilities of the three components at conditions of
three phase equilibria for the ternary system and the solubility of the components in the
corresponding binary subsystems shows small differences. The solubility of water in n-
decane and that of n-decane in water seem to increase slightly with respect to the binary
(n-decane + water) when CO2 is present, at the same conditions. The solubility of carbon
dioxide in water decreases slightly in the presence of n-decane at the highest pressures of
study and that of water in carbon dioxide shows no appreciable change, compared to the
binary system (carbon dioxide + water). A similar comparison with the binary (n-decane
+ carbon dioxide) system shows that, whereas the content of n-decane in the carbon
dioxide phase is not affected, that of the carbon dioxide in the n-decane phase decreases
when water is added. As a result, the solubility of carbon dioxide in the decane-rich phase
increases but that for the water-rich phase decreases. In general these effects are small at
low pressure but more significant as pressure increases.
Finally as a result of the absolute calibration used in this work (cf. Appendix A.3) the
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density estimates for each of the liquid phases at the conditions measured have been pre-
sented. The agreement of the estimated density for the decane-rich phase with published
data for the same phase in the binary (n-decane + carbon dioxide) is within 1%. Com-
parisons of the estimated density for the water-rich phase with that of the system (carbon
dioxide + water) and the density of pure water is within 4% with discrepancies increasing
at the lowest pressures.
Chapter 6
Phase Behaviour of (Propane +
Carbon Dioxide + Water) and
Constituent Systems
Further experimental effort was invested to study the phase behaviour of a ternary mix-
ture containing an alkane of lower molecular weight, gas at ambient conditions which is
considered representation of a highly volatile fraction of oil. Guided by the availability of
published experimental data on these systems, propane was finally chosen.
Among mixtures consisting of carbon dioxide with water and an alkane of low molecu-
lar weight, it was already commented in the introduction of Chapter 5 that the system
(methane + carbon dioxide + water) is the one that has received most attention in the
literature [284–290]. Studies concerning ethane, propane or butane are fewer in number
and carried out by just one research group [285, 291]. The latter studies were focused on
the determination of dew points of the mixtures at low temperature (below 289K) and
pressure (up to 2.4MPa) using a semi-flow apparatus. Regarding the system (propane
+ carbon dioxide + water) two older experimental studies were also found in the lit-
erature focused on phase equilibrium with hydrates [353, 354]. Both studies comprised
temperatures up to 286K and one of the phases, the gas phase, was sampled and analysed
chromatographically [353, 354]. To the author’s knowledge there are no experimental data
on vapour-liquid-liquid equilibrium (VLLE) on this system. Here the aim is to complete
the existing experimental data providing with new VLLE measurements.
Regarding the SAFT-VR calculations for the system consisting of (propane + carbon
dioxide + water), it was confirmed that the unlike parameters obtained to model the
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interactions in the constituent binaries of (decane + carbon dioxide + water) could be
transferred with a good level of agreement to the propane case. However, because propane
is much more volatile than decane, the region of interest here is narrowed by the critical
points of both carbon dioxide and propane, so that the measurements are very close to
those conditions. To avoid a large overestimation in this region it was considered useful
to use here molecular parameters rescaled to the critical point of each pure component.
Because the conditions of interest are far from the critical point of water, the original
intermolecular parameters for this component (cf. Section 5.1) are here kept and thus the
water parameters are not rescaled. The old binary interaction parameters for the previous
aqueous systems (cf. Sections 5.3 and 5.4) could still be used to have a good prediction
of the propane- and the CO2-rich phases in the two aqueous mixtures but this would
have been done at the expense of a considerable loss in the accuracy of the prediction
of the water phase. The agreement with experiment that the calculations for this phase
had previously shown for the system (carbon dioxide + water) (cf. Section 5.4) would be
missed. To overcome this issue, new interaction parameters are calculated for the aqueous
binary mixtures. The intermolecular potential parameters for the pure components are
collected in Section 6.1. The calculation and level of agreement with experiment of the
binary interaction parameters is discussed in Section 6.2. In Section 6.3, a collection of
new experimental data for the ternary system is presented. The data are here compared to
the calculations performed with SAFT-VR and to data for the constituent binary systems
in an analogous manner as it was done for the previous ternary.
6.1 Propane, CO2 and Water as Pure Components
The intermolecular potential parameters to model propane and carbon dioxide rescaled
to the critical point are shown in Table 6.1. Water is not rescaled, and therefore the
intermolecular parameters shown in previous chapter (cf. Table 5.1) are also used here.
Table 6.1: SAFT-VR intermolecular potential parametersa used for modelling
the behaviour of the pure components.
Reference m σc/Å (εc/kB)/K λ
CO2 [242, 259] 2.0 3.1364 168.89 1.5157
C3H8 [242, 259] 1.6667 4.2249 204.87 1.5531
a (m is the number of square-well segments in the molecule, σc is the
hard-core diameter, λ and εc are the range and the depth of the square-
well potential. The subscript c indicates that the parameters have been
rescaled to the experimental critical point.)
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The parameters shown for carbon dioxide and water have been obtained by rescaling the
original optimised parameters [242, 259, 274] to the experimental critical temperature and
pressure. Only the conformal parameters (σ, ε) are rescaled through direct use of the
expressions for the reduced critical temperature and pressure, given by
T ∗c = kBTcb/α (6.1)
and
p∗c = pcb2/α, (6.2)
where α is the attractive van der Waals’ constant integrated for a square-well potential,
α = 2/3πσ3c c(λ3− 1), and b is the volume of a spherical segment, b = πσ3c/6. The param-
eters σc and εc are in this way recalculated to fit the experimental critical point (Tc, pc)
from knowledge of the reduced critical temperature and pressure (T ∗c , p∗c) calculated with
the original parameters.
It is worth repeating here that in practice this rescaling to the critical point is done at
the expense of a loss in the accuracy of the calculations in the low temperature and
high-density region. Appropriate treatments to incorporate the physics behind critical
points retaining the accuracy of the classical equation at low temperature have not been
considered yet at this point, but only tackled in Chapter 7.
6.2 The Constituent Binary Systems
In this section the phase behaviour of the binary subsystems calculated with the chosen
binary interaction parameters will be summarised.
6.2.1 The System (Propane + Carbon Dioxide)
As with the previous (alkane + carbon dioxide) mixture, the equilibrium properties for the
(propane + carbon dioxide) system were calculated using the extension of the Hudson and
McCoubrey combining rules for square-well potentials [57] summarised in Section 4.1.2.
Again, the extension of these combining rules to polar molecules was used here to account
for the effect of considering the quadrupole moment of CO2. As it was commented for
the previous alkane, this particular expression used for the kij is phase and temperature
dependent through terms involving the dielectric constant of the media. As previously,
because the dielectric constant of both liquid propane and liquid CO2 are close to that
for the vapour (∼ unity) for the temperatures of study [305], the phase and temperature
effects are considered negligible. If the value of the dielectric constant is assumed to be
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equal to one, and using Q = −1.4×10−39C∙m2 for the quadrupole moment of CO2 [306]
and I = 1.8×10−18 J and I = 2.2×10−18 J for the ionisation potentials [305] of propane












Figure 6.1: (p, T ) projection of the phase diagram for the (propane (1) + carbon dioxide (2))
system. The squares correspond to the experimental vapour pressure data of pure propane [355,
356], the circles to the experimental vapour pressure of pure carbon dioxide [314–319], the
diamonds to critical data [357–363]. The continuous curves correspond to the SAFT-VR
calculations for the vapour pressures and the dashed curve to the vapour-liquid critical line
calculated with kij = 0.082.
In Figure 6.1 the (p, T ) projection diagram for the binary system with the calculated
parameter is shown. The liquid phase is homogeneous throughout so that a type I phase
behaviour is predicted, in agreement with experiment [357–363]. The diagram can be
compared to that for (decane + carbon dioxide) to note that whereas in the case of
(decane + carbon dioxide) the gas-liquid critical curve presented a maximum in pressure
(cf. Figure 5.6), here the pressure decreases monotonically from the critical pressure of
carbon dioxide to that of propane as temperature raises. The effect of the temperature is
therefore beneficial towards an increase in miscibility for (propane + carbon dioxide) but
may not be the case for (decane + carbon dioxide), depending on the temperature range.
6.2.2 The System (Propane + Water)
It was already commented in the previous chapter the difficulty of simultaneously capturing
the different equilibrium phases of aqueous systems. If only the common binary interaction
parameter kij is used for (propane + water), the best agreement with experiment, obtained
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with kij = 0.3006 as shown in Figure 6.2, leads to an underestimation of the solubility
of propane in the water phase of the order of 10−11. If the second interaction parameter
(i.e., the cross lambda parameter γij as in Equation (4.2)) is adjusted, the agreement
with the water phase can be improved, although at expenses of some loss in the accuracy
of the alkane rich phase, as seen in Figure 6.2. Note also that a extreme value of the
cross dispersion interactions between the components is necessary to achieve this level of
agreement (kij = −0.99 and γij = 0.2225). Here it is however opted for this second option
and two parameters are used to model the interactions of (propane + water) in order to
have a global prediction of all the phases in the study of the ternary. In both cases the
interaction parameters were obtained by fitting to experimental data [364] for the aqueous
and the propane phase in a range of temperatures from (310 to 360)K and pressures from
(0.5 to 20)MPa.
















Figure 6.2: Isothermal pressure-composition (p, x) phase diagram for the (propane (1) +
water (2)) mixture at T = 310.93K showing an amplified image of both saturated phases. The
open symbols correspond to published experimental VLE and LLE phase equilibrium data at:
^, T = 310.93K [364]; , T = 310.93K [365]; M, T = 310.93K [366]. The continuous curve
corresponds to calculations obtained with SAFT-VR with kij = −0.99 and γij = 0.2225. The
discontinuous curve corresponds to calculations obtained with SAFT-VR with kij = 0.3006.
6.2.3 The System (Carbon Dioxide + Water)
Similarly, a second interaction parameter γij is also used for the system (carbon dioxide
+ water). The parameters (kij = −0.6228 and γij = 0.1358) were obtained by fitting to
experimental data [346, 367, 368] for the aqueous and the carbon dioxide phase of the mix-
ture at T = 323.15K in a range of pressures from (0.1 to 18)MPa. A comparison between
a fit with only one interaction parameter and the fit with both interaction parameters is
shown in Figure 6.3 for a different isotherm to that included in the fitting. As seen in the
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case of (carbon dioxide + water) the introduction of a second adjusted parameter truly
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Figure 6.3: Isothermal pressure-composition (p, x) phase diagram for the (carbon dioxide
(1) + water (2)) mixture at T = 308K showing an amplified image of both saturated phases.
The open symbols correspond to published experimental VLE phase equilibrium data at: M,
T = 308.15K [369]; ^, T = 308.21K [65]; , T = 308.15K [370]; , T = 308.20K [65]. The
continuous curve corresponds to calculations obtained with SAFT-VR with kij = −0.6228 and
γij = 0.1358. The discontinuous curve corresponds to calculations obtained with SAFT-VR
with kij = −0.1966.
6.3 The System (Propane + Carbon Dioxide + Water)
In this section, new experimental data for this system are presented. The data are com-
pared to calculations done with SAFT-VR with the presented binary interaction param-
eters. The agreement or deviations from published binary experimental data are further
studied to analyse the effect of adding a third component and a third coexisting phase in
the phase equilibria of the system.
6.3.1 Experimental Results for (Propane + Carbon Dioxide + Water)
As for the previous ternary, the data gathered correspond to three-phase VLLE data. Data
for four isotherms at T =(311, 323, 338 and 353)K and pressures from the vapour pressure
of propane to the critical pressure between the propane- and CO2-rich phases have been
obtained. The VLLE data are collected in Table 6.2. Additionally, in Table 6.3 the LLE
data obtained at the critical pressure between the propane- and the carbon dioxide-rich
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phases in coexistence with the water phase are presented.
Table 6.2: Experimental VLLE data and SAFT-VR calculations for (propane (1) + carbon
dioxide (2) + water (3)) where I, II and III denote the propane-, carbon dioxide- and water-rich
phases, respectively.











T = 311.10K T = 311.10K
I 1.67 0.9538 0.0394 0.0068 1.67 0.9580 0.0395 0.0026
II 1.67 0.8045 0.1885 0.0070 1.67 0.8598 0.1362 0.0040
III 1.67 3.5×10−4 0.0015 0.9982 1.67 1.7×10−4 0.0009 0.9989
I 3.47 0.7313 0.2650 0.0037 3.48 0.6700 0.3274 0.0026
II 3.48 0.4108 0.5855 0.0037 3.48 0.4204 0.5772 0.0024
III 3.48 3.0×10−4 0.0077 0.9920 3.48 1.3×10−4 0.0073 0.9926
I 4.97 0.5024 0.4928 0.0048 4.97 0.4369 0.5604 0.0027
II 4.96 0.2905 0.7072 0.0024 4.97 0.2787 0.7192 0.0021
III 4.98 2.7×10−4 0.0126 0.9872 4.97 9.4×10−5 0.0117 0.9882
I 6.43 0.2671 0.7282 0.0047 6.43 0.2230 0.7744 0.0026
II 6.44 0.2141 0.7838 0.0022 6.43 0.1817 0.8162 0.0021
III 6.43 2.0×10−4 0.0162 0.9836 6.43 6.0×10−5 0.0156 0.9843
T = 323.01K T = 323.01K
I 1.86 0.9789 0.0135 0.0076 1.86 0.9925 0.0037 0.0038
II 1.86 0.9445 0.0456 0.0098 1.86 0.9814 0.0123 0.0064
III 1.86 4.3×10−4 0.0005 0.9991 1.86 1.6×10−4 0.0017 0.9998
I 3.02 0.8605 0.1330 0.0066 3.02 0.8308 0.1653 0.0038
II 3.02 0.6270 0.3677 0.0054 3.02 0.6365 0.3590 0.0045
III 3.02 4.4×10−4 0.0039 0.9956 3.02 1.4×10−4 0.0058 0.9964
I 4.44 0.6947 0.2990 0.0063 4.45 0.6344 0.3617 0.0038
II 4.46 0.4618 0.5341 0.0041 4.45 0.4452 0.5512 0.0036
III 4.45 3.2×10−4 0.0077 0.9920 4.45 1.1×10−4 0.0102 0.9927
I 5.98 0.4899 0.5037 0.0064 5.99 0.4234 0.5729 0.0038
II 6.00 0.3679 0.6283 0.0038 5.99 0.3371 0.6596 0.0033
III 6.00 3.9×10−4 0.0110 0.9886 5.99 7.1×10−5 0.0145 0.9893
T = 338.10K T = 338.10K
I 2.60 0.9610 0.0205 0.0185 2.61 0.9766 0.0173 0.0061
II 2.60 0.9261 0.0635 0.0104 2.61 0.9464 0.0444 0.0092
III 2.61 4.5×10−4 0.0006 0.9990 2.61 1.6×10−4 0.0003 0.9995
I 3.52 0.8794 0.1040 0.0166 3.53 0.8648 0.1290 0.0061
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Table 6.2: Experimental VLLE data and SAFT-VR calculations for (propane (1) + carbon
dioxide (2) + water (3)) (continued).











II 3.53 0.7445 0.2476 0.0078 3.53 0.7392 0.2533 0.0075
III 3.53 4.9×10−4 0.0027 0.9968 3.53 1.5×10−4 0.0024 0.9975
I 4.59 0.7744 0.2079 0.0177 4.59 0.7361 0.2578 0.0061
II 4.59 0.6348 0.3591 0.0062 4.59 0.5994 0.3941 0.0065
III 4.58 5.5×10−4 0.0051 0.9944 4.59 1.3×10−4 0.0045 0.9953
I 6.04 0.6062 0.3766 0.0172 6.05 0.5404 0.4537 0.0059
II 6.04 0.5455 0.4495 0.0050 6.05 0.5066 0.4875 0.0059
III 6.06 4.4×10−4 0.0078 0.9918 6.05 1.1×10−4 0.0073 0.9926
T = 353.18K T = 353.18K
I 3.70 0.9317 0.0417 0.0266 3.71 0.9394 0.0510 0.0096
II 3.71 0.8924 0.0930 0.0146 3.71 0.8956 0.0921 0.0123
III 3.71 6.5×10−4 0.0009 0.9985 3.71 1.6×10−4 0.0008 0.9990
I 4.21 0.8865 0.0862 0.0273 4.21 0.8831 0.1073 0.0096
II 4.22 0.8281 0.1614 0.0105 4.21 0.8184 0.1703 0.0114
III 4.21 6.7×10−4 0.0019 0.9975 4.21 1.5×10−4 0.0017 0.9982
I 4.80 0.8323 0.1389 0.0288 4.80 0.8144 0.1759 0.0096
II 4.79 0.7744 0.2166 0.0089 4.80 0.7501 0.2393 0.0106
III 4.80 6.6×10−4 0.0030 0.9964 4.80 1.4×10−4 0.0027 0.9972
I 5.25 0.7866 0.1857 0.0277 5.25 0.7568 0.2336 0.0096
II 5.26 0.7453 0.2460 0.0087 5.25 0.7144 0.2756 0.0100
III 5.25 4.8×10−4 0.0036 0.9959 5.25 1.4×10−4 0.0034 0.9964
Table 6.3: Experimental LLE data for (propane (1) + carbon dioxide (2) + water (3)) at the
critical point between the propane- and CO2-rich phases (the combination of both phases is
referred here as CO2-rich phase) in presence of a water-rich phase, or upper critical end point.
The phases are labelled as II and III for the CO2- and the water-rich phases, respectively.
Phase II Phase III











311.10 6.71 0.2140 0.7814 0.0046 1.6×10−4 0.0168 0.9830
323.01 6.68 0.3618 0.6335 0.0048 2.8×10−4 0.0125 0.9873
338.10 6.24 0.5445 0.4359 0.0195 5.2×10−4 0.0084 0.9911
353.18 5.52 0.7404 0.2339 0.0258 4.5×10−4 0.0040 0.9955
A combined standard uncertainty for the composition measurements was calculated in the
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same way as it was done for the previous system (cf. Section 5.5.1). The average results
are presented in Table 6.4.
Table 6.4: Combined standard uncertainty uc(xi), standard deviations σxi and overall uncer-
tainty u(xi) for the composition measurements of the system (propane (1) + carbon dioxide
(2) + water (3)) in mole fraction. The phases are labelled as I, II and III for the propane-,
CO2- and water-rich phases, respectively.
Phase I Phase II Phase III
x1 x2 x3 x1 x2 x3 x1 x2 x3
uc(xi) 5×10−3 5×10−3 4×10−4 7×10−3 7×10−3 2×10−4 1×10−5 1×10−4 1×10−4
σxi 2×10−3 1×10−3 2×10−3 1×10−3 1×10−3 1×10−3 4×10−5 2×10−4 2×10−4
U(xi) 5×10−3 5×10−3 2×10−3 7×10−3 7×10−3 1×10−3 5×10−5 2×10−4 2×10−4















Figure 6.4: Isothermal pressure-composition (p, x) prismatic diagram for the (propane +
carbon dioxide + water) system at T = 311.10K calculated with SAFT-VR. Regions of three-
phase equilibria appear coloured in light red. Regions of two-phase equilibria appear delimited
by continuous thick red curves with some tie-lines traced with thin dashed red lines. Small
regions of one-phase equilibria appear in the outer regions delimited by the continuous thick
red curves. The two phase coexisting regions for the binary subsystems appear in the lateral
sides of the prismatic diagram with a continuous blue line.
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As a result from the combination of the binary subsystems (propane + carbon dioxide),
(propane + water) and (carbon dioxide + water) of type I, III and III, respectively, the
ternary system (propane + carbon dioxide + water) is of type VI in the classification
of Bluma and Deiters [132] presented in Section 2.1.3. Such type of phase behaviour is
characterised by a surface of liquid-liquid critical points that spans from the critical point
of the heavier component (water) and raises with pressure. At lower pressures and temper-
atures, a second critical surface can be found that connects the critical points of propane
and carbon dioxide and ends at an upper critical end line. Regions of vapour-liquid-liquid
three phase coexistence can thus be found, as for the previous ternary, at conditions below
the upper critical end line. In Figure 6.4 an isotherm is plotted. Compared with the previ-
ous ternary system (cf. Figure 5.15), the regions of three phase equilibria occupy a smaller
Figure 6.5: Isothermal composition diagram for the (propane + carbon dioxide + water)
system at (a)T = 311.10K, (b)T = 323.01K, (c)T = 338.10K and (d)T = 353.18K. The
symbols represent VLLE data points measured in this work at average pressure: (a)_, p =
1.67MPa; , p = 3.48MPa; N, p = 4.96MPa; ?, p = 6.44MPa;  and p = 6.71MPa; (b)_,
p = 1.86MPa; , p = 3.02MPa; N, p = 4.46MPa; ?, p = 6.00MPa;  and p = 6.68MPa; (c)_,
p = 2.60MPa; , p = 3.53MPa; N, p = 4.59MPa; ?, p = 6.04MPa and , p = 6.24MPa; (d)_,
p = 3.71MPa; , p = 4.22MPa; N, p = 4.79MPa; ?, p = 5.26MPa and , p = 5.52MPa. The
continuous line is the measured tie-line between the two coexisting phases that remain slightly
above the critical point between the CO2- and the decane-rich phases. The discontinuous
curves are SAFT-VR predictions of the three-phase equilibrium region for every pressure data
point plotted and the shadowed areas emphasise the experimental three-phase regions.
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area in the plane of compositions, given the higher solubility of propane in the gaseous,
carbon dioxide-rich, phase. These VLLE regions are further presented in Figure 6.5 for the
conditions measured, where both the experimental data and the corresponding SAFT-VR
calculations are shown.
Points along the upper critical end line have also been measured for this system (cf. Ta-
ble 6.3). In Figure 6.6 pictures showing the critical opalescence observed are presented.
Similarly to the (n-decane + carbon dioxide + water) system, the critical point is ob-
served along with a transition in colours. Different to the pictures shown in that case




Figure 6.6: Images of the interior of the vessel showing the critical opalescence phenomena
observed between the propane- and carbon dioxide- (middle and upper, respectively) rich
phases. The plots are snapshots while CO2 is continuously added to increase pressure. Plots
(a) and (b) are at subcritical pressures; plots (e) and (f) are at a pressure beyond the critical
point; plots (c) and (d) are at the transition.
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creased. Stopping at given pressures the images seen would be very similar to the previous
system. The procedure to measure these points was the same as discussed for the previous
system.
6.3.3 Comparison to the Phase Behaviour of the Binary Subsystems
In order to complete the analysis of the system, the effect of adding a third component
in each binary subsystem is studied through comparison with the data measured for the
ternary system. This discussion is followed in an analogous manner as it was done for the
previous ternary.
Influence of Water on the Phase Behaviour of (Propane + Carbon Dioxide)
In general the presence of a third aqueous phase and the dissolution of part of the water
in the propane- and carbon dioxide-rich phases does not show any considerable effect in
the equilibrium between propane and carbon dioxide. This can be seen in Figure 6.7 for
two isotherms (T = 311.10K and T = 323.01K) based on the availability of binary data
at the temperatures of study. Comparing this system with the n-decane one, in the case of
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Figure 6.7: Isothermal pressure-composition (p, x) phase diagram for the (propane (1) +
carbon dioxide (2) + water (3)) system. The filled symbols represent data gathered during this
work for the propane- and the carbon dioxide-rich phases under VLLE conditions and tem-
peratures: N, T = 311.10K; _, T = 323.01K. The open symbols correspond to measurements
for the binary (propane + carbon dioxide) at: , T = 310.93K [357]; M, T = 311.05K [371]
and , T = 323.15K [372]. The continuous curves correspond to the SAFT-VR predictions for
the propane- and the carbon dioxide-rich phases in the ternary system at conditions of VLLE
equilibria. The discontinuous curves correspond to the SAFT-VR predictions for the binary
system (propane + carbon dioxide).
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carbon dioxide-rich phases) is considerably lower; this may explain that the co-solvency
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Figure 6.8: Experimental (p, T ) critical locus. The filled triangles, ^, correspond to mea-
surements of upper critical end points between the CO2 and the propane-rich phases in the
presence of a third water-rich phase visually observed in this work. The open symbols corre-
spond to critical data points for the binary system (propane + carbon dioxide): ^, Ref. [357];
, Ref. [358]; ?, Ref. [359]; , Ref. [360]; +, Ref. [373]; M, Ref. [361]; ×, Ref. [362]; ∗, Ref. [363].
The continuous curve corresponds to the calculations with SAFT-VR for the upper critical
end line in the ternary at the conditions experimentally studied. The discontinuous curve
corresponds to the calculations with SAFT-VR for the critical line in the binary.
Only in the neighborhood of the critical point between the carbon dioxide- and the
propane-rich phases the theory predicts a gentle trend towards a higher critical pressure
compared to the binary. This can also be seen in Figure 6.8, where the locus of the upper
critical end points measured in this work is plotted. Regarding the experimental data, a
general agreement with published critical points for the binary (propane + carbon diox-
ide) is observed; the mild discrepancies observed with the theory seem to be kept within
experimental uncertainty. It can be concluded that the effect of water on the mutual
solubilities of (propane + carbon dioxide) is negligible.
Influence of Carbon Dioxide on the Phase Behaviour of (Propane + Water)
First the effect of adding carbon dioxide to the water phase of the system (propane + wa-
ter) is analysed. In Figure 6.9 the solubility of propane in the water phase of the ternary
system is compared to that in the binary system. In spite of the scatter of the data, the
solubility seems to increase when carbon dioxide is also present (i.e., in the ternary). This
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observation would be consistent with the effect seen in the (decane + carbon dioxide +
water) system. However, the theory predicts lower solubilities than for the corresponding
binary. Especially at the lowest temperature the trend of the data seems to follow that
shown by the theory, so that the higher the pressure the lower the solubility. There is also a
general trend towards an increase in solubility as the temperature increases, also consistent
with the theory. This is also consistent with the behaviour shown by the published binary
data in the LLE region, although the predictions of the theory do not follow the correct
trend; in the VLE region however, the trend with temperature for the binary experimental












10-7 10-6 10-5 10-4Figure 6.9: Isothermal pressure-composition (p, x) phase diagram for the (propane (1) +
carbon dioxide (2) + water (3)) system showing the propane content in the water-rich phase
under VLLE conditions. The filled symbols represent data gathered during this work: H,
T = 311.10K; _, T = 323.01K; , T = 338.10K and N, T = 353.18K. The open symbols
correspond to published data for the solubility of propane in the water-rich phase in the binary
(propane + water) at ∗, T = 310.93K [364]; , T = 310.93K [365]; +, T = 310.93K [366];
×, T = 323.13K [374]; ^, T = 338.15K [374]; M, T = 329.26K [364]; , T = 353.18K [374]
and O, T = 360.93K [364]. The continuous curves correspond to the SAFT-VR predictions
for the water-rich phase in the ternary system at conditions of VLLE equilibria at the same
temperatures, increasing from left to right. The discontinuous curves correspond to the SAFT-
VR predictions of the propane-rich phase in the (propane + water) binary system, at the same
temperatures, increasing from right to left.
Regarding the effect of carbon dioxide over the solubility of water in the alkane-rich
phase, the experimental results for the ternary seen in Figure 6.10 show a trend towards
increasing solubilities, in comparison to solubility data for the binary (propane + water).
The same is however not shown by the calculations performed with the theory. It was
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already mentioned in the previous section that for (propane + water) the interaction
parameters were selected based on enhancing also the predictions of the water phase; as
said this was done at expenses of a loss in accuracy in the predictions of the alkane phase.
It can be seen that if the interaction parameter that reproduces best the alkane phase
(kij = 0.3006) is kept for the calculations of the ternary, the solubility of water in the
alkane phases increases with respect to the binary (calculated with the same interaction
parameter), in agreement with the trend found experimentally. Experimentally however,
measuring the water content of this phase presented the same difficulty as for the previous
ternary system and random larger water peaks were discarded during the analysis. It can
be concluded that carbon dioxide may act as a mild co-solvent on the mutual solubilities
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Figure 6.10: Isothermal pressure-composition (p, x) phase diagram for the (propane (1) +
carbon dioxide (2) + water (3)) system showing the water content in the propane-rich liquid
phase under VLLE conditions. The filled symbols represent data gathered during this work:
H, T = 311.10K; _, T = 323.01K; , T = 338.10K and N, T = 353.18K. The open symbols
correspond to published data for the solubility of water in the propane-rich phase in the binary
(propane + water) at M, T = 310.93K [364]; , T = 310.93K [366]; ∗, T = 311.98K [364]
and ^, T = 338.71K [364]. The continuous curves correspond to the SAFT-VR predictions
for the propane-rich phase in the ternary system at conditions of VLLE equilibria at the
same temperatures, increasing from left to right. The discontinuous curves correspond to the
SAFT-VR predictions of the propane-rich phase in the (propane + water) binary system.
Influence of Propane on the Phase Behaviour of (Carbon Dioxide + Water)
Again, this effect is studied by comparison to binary data for (carbon dioxide + water)
and the carbon dioxide- and the water-rich phases are studied separately. Regarding, first,
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Figure 6.11: Isothermal pressure-composition (p, x) phase diagram for the (propane (1)
+ carbon dioxide (2) + water (3)) system showing the water content in the CO2-rich phase
under VLLE conditions. The filled symbols represent data gathered during this work: H,
T = 311.10K; _, T = 323.01K; , T = 338.10K and N, T = 353.18K. The open symbols
correspond to published data for the solubility of water in the CO2-rich phase in the binary
system (carbon dioxide + water) at conditions: , T = 323.15K [345]; , T = 323.15K [346];
M, T = 323.15K [368]; ?, T = 323.2K [347]; O, T = 323.15K [375] and ^, T = 353.1K [347].
The continuous curves correspond to the SAFT-VR predictions for the CO2-rich phase in the
ternary system at conditions of VLLE equilibria. The discontinuous curves correspond to the
SAFT-VR predictions of the CO2-rich phase in the (carbon dioxide + water) binary system.
the carbon dioxide phase, a trend towards decreasing the solubility of water in the ternary
with respect to the binary may be seen in Figure 6.11. The predictions of the theory are
consistent with the experimental findings. This anti-solvent effect of the alkane over the
mutual solubilities of carbon dioxide and water was however not observed with the ternary
containing n-decane. Because in the propane system the carbon dioxide-rich phase has
a much higher content of alkane than in the decane case, differences of the ternary with
respect to the binary system are expected to be more marked when the alkane is propane.
The effect on the water phase seems to be in the same direction, so as to exhibit a notable
decrease in the saturated compositions of carbon dioxide, compared to the binary. This
can be seen in Figure 6.12, where the isotherms for the ternary are plotted against one
isotherm for the binary at the closest temperature to the lowest studied in this work;
at higher temperatures the same effect could be seen, although the comparison is not
plotted in the graph for brevity. This anti-solvent effect of propane over the water-rich
phase is seen not only at high pressures (as it was the case for the decane system), but
it commences at low pressure so that below the vapour pressure of propane the amount










Figure 6.12: Pressure-composition (p, x) phase diagram for the (propane (1) + carbon dioxide
(2) + water (3)) system showing the solubility of CO2 in the water-rich phase under VLLE
conditions. The filled symbols represent data gathered during this work: H, T = 311.10K;
_, T = 323.01K; , T = 338.10K and N, T = 353.18K. The open symbols correspond
to the solubility in the binary (carbon dioxide + water) at M, T = 313.2K [232]; ^, T =
313.0K [376]; , T = 313.2K [377]; , T = 313.15K [367]; ∗, T = 313.15K [378]. The
continuous curves correspond to the SAFT-VR predictions for the water-rich phase in the
ternary system at conditions of VLLE equilibria. The discontinuous curves correspond to the
SAFT-VR predictions of the water-rich phase in the (carbon dioxide + water) binary system.
of carbon dioxide in water is completely negligible and nearly independent on pressure;
the slope then changes for pressures higher than the vapour pressure of propane. This
noticeable effect is quite surprising given the low solubility of propane in the water phase,
but it seems to be driven by chemical potential, so that it is related to the high solubility of
propane in the carbon dioxide-rich phase. Such behaviour can be confirmed in Figure 6.13
where published data for the solubility of carbon dioxide in the water phase of the system
(methane + carbon dioxide + water) [284] are compared to data in the aqueous phase of
the binary (carbon dioxide + water). The anti-solvent effect of a light hydrocarbon as
methane can be observed. Because in this case the data for this ternary are in the two
phase region, the solubility of carbon dioxide in water depends on the methane content
of the gaseous CO2-rich phase, so that it decreases as the methane content increases. In
Figure 6.13 the data for the ternaries measured in this work at the same temperature are
also plotted; the effect of n-decane at this temperature is negligible. Concerning reservoir
processing, it was already mentioned in Chapter 1 the role of CO2 in EOR of reducing
the interfacial tension of the oil against water by dissolution, so as to promote coalescence
of the drops of oil that were trapped after secondary oil recovery. This notable decrease
in the solubility of carbon dioxide in the water-rich phase in presence of a low weight
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Figure 6.13: Isothermal pressure-composition (p, x) phase diagram comparing the solubility
of carbon dioxide in the water-rich liquid phase of the system (methane (1) + carbon dioxide
(2) + water(3)) to that of (carbon dioxide + water). Part of the open symbols correspond to
published data for the solubility of carbon dioxide in the aqueous phase of (methane + carbon
dioxide + water) at T ' 324K and VLE conditions [284], where the composition of the vapour
phase is around ×, y(1) ' 0.7; ?, y(1) ' 0.4 and O, y(1) ' 0.2; the remaining open symbols
correspond to the solubility in the binary (carbon dioxide + water) at M, T = 323.15K [331];
∗, T = 323.15K [367]; , T = 323.15K [346]; ^, T = 323.2K [347]; , T = 323.15K [334].
For completeness the data gathered in this work for the solubility of carbon dioxide in the
aqueous phase of each ternary is also represented in the plot as filled symbols: _, for (propane
+ carbon dioxide + water) at T = 323.01K and VLLE conditions; N, for (n-decane + carbon
dioxide + water) at T = 323.08K and VLLE conditions. The continuous curve corresponds to
the SAFT-VR predictions relative to the binary mixture.
hydrocarbon would imply the properties of the aqueous phase to be closer to that of pure
water. On the other side, if the solubility of carbon dioxide in the alkane-rich phase is
analysed for the two cases studied of propane and decane at a temperature of, for example,
323K and pressures below the upper critical end point measured, it can be seen that less
CO2 is also dissolved in the propane-rich phase, compared to the decane-rich one. It could
then be thought that the performance of CO2 in enhanced oil recovery is less efficient in
the case of low-molecular weight hydrocarbons, in presence of which less carbon dioxide
dissolves in the aqueous and the oil phase. This is however not an inconvenient in practice
given the easier recovery of such light fraction of the oil because of their high volatility
and low pressure necessary to achieve conditions of total miscibility with the injected CO2
(i.e., above the upper critical end point of these components with carbon dioxide at a
given temperature). The discussion can also be extended to the topic of sequestration of
CO2 in the reservoir; if just the solubility trapping in the reservoir water is considered, it
will be enhanced if the injected carbon dioxide is free of volatile alkanes. To conclude this
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section, it can be said that propane is observed to act as an anti-solvent on the mutual
solubilities of (carbon dioxide + water).
6.4 Conclusions
The phase behaviour of the system (propane + carbon dioxide + water) has been studied
both experimentally and theoretically. On the theoretical side, details of the models used
to describe the thermodynamic properties of these fluids and their mixtures have been
given. Because a classical equation is used, with a given set of intermolecular potential
parameters it is not possible to accurately predict the phase behaviour at conditions far
and close to criticality simultaneously. The molecular parameters need therefore to be
adjusted either at low temperature or at near critical conditions, where the last strategy is
typically followed with cubic equations of state. Different to the previous chapter, here the
intermolecular potential parameters for the most volatile components (i.e., carbon dioxide
and propane) have been rescaled to the experimental critical point. Where possible, the
behaviour of the binary subsystems have been predicted and the general phase behaviour
with the selected parameters has been shown.
In a similar manner to the previous ternary (cf. Chapter 5), the VLLE of the sys-
tem (propane + carbon dioxide + water) has been measured along four isotherms from
T =(311.10 to 353.18)K and pressures ranging from values above the vapour pressure of
propane p =(1.67 to 3.71)MPa to the upper critical end point between the carbon dioxide-
and the propane-rich phases in presence of the water-rich phase, these latter found to range
from p =(6.71 to 5.51)MPa with increasing temperatures. The analysis of the system has
been complemented with calculations performed with SAFT-VR using the temperature-
independent binary interaction parameters shown for the binaries.
The experimental VLLE data for the ternary system (propane + carbon dioxide + wa-
ter) have been compared with literature data for the corresponding binary subsystems
and carried out comparisons of the phase equilibria predicted with SAFT-VR. Overall,
the comparison between the mutual solubilities of the three components at conditions of
three phase equilibria for the ternary system and the solubility of the components in the
corresponding binary subsystems shows small differences, as for the previous ternary. The
solubility of water in propane and that of propane in water seem to increase slightly with
respect to the binary (propane + water) when CO2 is present, although reversed effect
is seen with the theory in the water side. The mutual solubilities of carbon dioxide and
water decrease notably in the presence of propane, compared to the binary system (car-
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bon dioxide + water). A similar comparison with the binary (propane + carbon dioxide)





In a fluid like air at near ideal conditions, or far from the critical point, there are micro-
scopic density fluctuations just on an atomic scale (wavelengths ∼ 0.1 nm). Such density
fluctuations derived from the discrete nature of matter can scatter light but it will only
be significant when light travels for long pathways through the media. An example is
the sunlight scattering responsible for the blue colour of the sky [379]. Near the critical
point, fluctuations become also important at much longer wavelengths so as to originate
an important increase in visible light scattering which can be observed in the laboratory
in the so called phenomenon of critical opalescence shown in previous chapters. Because
microscopic fluctuations are also still there, the problem is then how to deal with all the
range of lengths [380, chap.7].
In this chapter the theory of critical phenomena is reviewed and a method to incorporate
the critical fluctuations into the SAFT-VR equation of state is presented.
7.1 Introduction to the Theory of Critical Phenomena
Classical equations of state, such as cubics and generalised van der Waals’ equations, are
known to fail to describe the thermodynamic behaviour of fluids close to the critical point.
This has been known for over a century [381]; in fact, van der Waals’ equation although
able to predict the existence of a critical point it was giving an incorrect mathematical
description of the way the fluid approaches it, as noted by himself [85]. The same applies to
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more sophisticated molecular-based theories such as the statistical associating fluid theory
(SAFT) [35, 36]. Classical equations are based on the mean-field approximation, which
neglects inhomogeneities in the molecular environment. On approaching a critical point,
however, density (and concentration, in the case of mixtures) fluctuations of very long
wavelength, exceeding the range of the intermolecular potential become possible. These
long-range density fluctuations cause the thermodynamic properties to obey scaling laws
with universal but non-rational exponents [380, 382] asymptotically close to the critical
point, which cannot be reproduced by mean-field approaches. A detailed retrospective
analysis of mean-field theories can be found in [85].
7.1.1 Critical Exponents
On approaching the critical point, the asymptotic change of typical thermodynamic prop-
erties with independent variables, i.e. temperature and density, is expressed by means of
power laws, also known as scaling laws. Such relations are mainly characterised based on
critical exponents. An example is the case of the isothermal compressibility, KT , defined
as


















which becomes infinite at the critical point; the divergence of the isothermal compressibil-
ity along the critical isochore is expressed based on the temperature difference with the
critical temperature as
KT ∼ |T − Tc|−γ , (7.3)
where γ is the critical exponent for KT . Other of such relationships describes the shape
of the coexistence curve and is expressed as
(ρliq − ρvap) ∼ |T − Tc|β . (7.4)
Along the critical isotherm, the dependence of the pressure difference with the density
difference from the critical values is considered to be given by
|p− pc| ∼ |ρ− ρc|δ. (7.5)
Other examples are those for the correlation length, ξ, a measurement of the extent of the
density fluctuations, and the specific heat capacity, Cv. Their divergences on approaching
the critical temperature from lower temperatures are represented by
ξ ∼ |T − Tc|−ν (7.6)
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and
Cv ∼ |T − Tc|−α. (7.7)
The term classical is used in the area in relation to the analytic character of common equa-
tions of state. Because equations of state are analytical all the derivatives (for r > σ) of a
variable as the Helmholtz free energy with its independent variables, such as temperature
and density, exist. Classical equations of state can therefore be expanded at the critical
point in a Taylor series to express the Helmholtz free energy or the pressure in powers
of temperature and density. A detailed derivation for the values of the critical exponents
that classical equations predict is shown by Levelt Sengers [86] using this expansion. Her
derivation is summarised here for completeness.
The pressure, as an example, can be expanded at the critical point as,
p = pc +
∂p
∂T












(Δρ)2(ΔT ) + 13!
∂3p
∂ρ3
(Δρ)3 + ..., (7.8)
where all the derivatives are evaluated at the critical point. Higher order terms in the
expansion are not considered here, but only up to first order in temperature and third
order in density following the example of the van der Waals’ equation (i.e. linear in
temperature and cubic in density). Because of the conditions (∂p/∂ρ)T = (∂2p/∂ρ2)T = 0 at
the critical point, the expansion can be reduced to the following expression
p = pc +
∂p
∂T
(ΔT ) + ∂
2p
∂T∂ρ
(ΔT )(Δρ) + 12!
∂3p
∂ρ2∂T




or further reduced at lowest order 1 in the terms involving cross derivatives so that
p = pc +
∂p
∂T
(ΔT ) + ∂
2p
∂T∂ρ




At the critical isotherm (ΔT = 0), the dependence of pressure with density for a sufficiently
small Δρ can be obtained from Equation (7.10) to be of the form




which compared to Equation (7.5) suggests a value of δ=3 for classical equations (the
reader is reminded at this point that all the derivatives in Equation (7.10) represent
constant values, since these are evaluated at the critical point although the arguments of
1This may be justified because the power laws which define the critical exponents are also based on
expansions in temperature and density (see for example Ref. [382] for complete expressions of the power
laws); the critical exponents are defined based on the exponent of the first term in the series.
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these functions are not shown here for brevity). The value of the critical exponent for the
isothermal compressibility according to classical equations can be obtained differentiating















asymptotically close to the critical point (ρ ' ρc). Comparing Equations (7.3) and (7.13)
a value of γ = 1 is derived from classical theory for this critical exponent.
To find the value of the critical exponent β, the pressure according to Equation (7.10) can
be equated for both Δρliq and Δρvap following the equilibrium conditions (pliq = pvap and

















Rearranging terms, it can be expressed as
∂2p
∂T∂ρ
(ΔT )[Δρliq −Δρvap] + 13!
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(ΔT ) . (7.16)
Because β describes the dependence with temperature of all the three increments in density
(ρliq − ρc) ' (ρc − ρvap) ' (ρliq − ρvap) ' |T − Tc|β , (7.17)
the increments in density in Equation (7.16) can be expressed as a single Δρ = Δρliq =











(ΔT ) , (7.18)
which returns a value of β = 1/2 according to classical equations. In Table 7.1 the val-
ues for these and the rest of the main critical exponents are tabulated and compared
to the currently accepted values for the singular (i.e. non-classical) behaviour of fluids
in the near-vicinity of critical points. The latter are calculated values for the so called
three-dimensional Ising model [87, 380, 383] in agreement with experiment, although ex-
perimental values are in general less accurate than the theoretical ones.
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Table 7.1: Critical exponents values according to classical
equations compared to the current accepted values for the
three-dimensional Ising universality class.






a Shown for example in Refs. [86, 380]
b Calculated values in agreement with experiment as dis-
cussed in Refs. [384, 385]
It was already mentioned at the end of the previous section that critical exponents are
universal. It is well known that systems of very different nature as ferromagnets and flu-
ids present similar characteristics in their behaviour at continuous phase transitions (i.e.
critical points in fluids or transitions characterised by the Curie temperature in ferromag-
nets, temperature at which their behavior experiments a change from ferromagnetic to
paramagnetic). In practice the pattern of critical behaviour is the same and it is possible
to relate every relevant property which plays a role in the behaviour of magnets with a
corresponding property that characterises the behaviour of fluids so that equivalent defini-
tions of critical exponents as the one commented for fluids can be expressed for magnets.
The particular differences between systems of such different nature are explained through
the definition of different universality classes (e.g. the XY universality class explains the
behaviour of ferromagnets [384]) which are characterised based on their dimension and the
dimensionality of the order parameters [87, 380]. Systems within the same universality
class will have the same values for the critical exponents.
Current reviews in the field [384–386] consider today well established the hypothesis that
fluids belong to the three-dimensional Ising universality class asymptotically close to the
critical point. This class is the characteristic of systems with short-range forces and a scalar
order parameter, the density for a pure fluid. Further away from the neighbourhood of
the critical region, fluids experiment a crossover to mean-field behaviour (see for example
Ref. [386]); the latter is completely observed at low temperatures where the length of
density fluctuations is of the order of magnitude of the molecular microscopic range.
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7.1.2 Introduction to Renormalisation-Group Theory
Over the past decades, a considerable effort has been expended in formulating equations
of state which not only incorporate the correct asymptotic critical behaviour but also sat-
isfy a crossover to the regular thermodynamic behaviour far from the critical point. Most
current methods to take into account inhomogeneities close to the critical point are based
on renormalisation-group (RG) theory [87, 380, 387, 388].
The basic idea of RG is a transformation of the system’s Hamiltonian into a renormalised
one with a reduced number of degrees of freedom (finer microscopic degrees of freedom are
integrated out). The theory of critical phenomena and the application of RG are subject
of extensive research (comprehensive reviews can be found in [87, 380, 387, 389]). Here,
some of the key works that have aimed at providing a global theory for fluids are high-
lighted. One such approach considers the extension of the Landau-Ginzburg-Wilson theory
of critical phenomena, where fluctuations are characterised based on a local mesoscopic or
renormalised Landau-Ginzburg Hamiltonian, and has been the basis of the work of Sengers
and co-workers [389]. They have developed a crossover theory [390, 391] which aims to
solve the nonlinear RG equations by mapping [392, 393] the solution of the renormalisation
transformation to the classical equation at an appropriate mapping point or cutoff. To
apply this crossover procedure the free energy is decomposed into an analytical part and
a non-analytical critical part in which fluctuations are included; the latter is expressed
using a truncated expansion in temperature and density variables that are renormalised
or rescaled by crossover transformations explicitly incorporating the known asymptotic
critical scaling laws. Although originally applied to a truncated classical Landau expan-
sion [391], this crossover transformation has also been extended to other equations, as
shown by Kostrowicka Wyczalkowska et al. [394, 395] who apply corrections to the equa-
tion of van der Waals. In general this methodology provides a crossover equation for
all Ising-like systems [396] and should be applicable to all fluids and fluid mixtures with
short-range forces regardless of the complexity of the intermolecular potential [389].
A similar treatment to incorporate the critical scaling laws in the spirit of the crossover-
Landau has been developed by Kiselev [397]. Although the method uses a somewhat
more phenomenological approach, it has not only been successfully applied to cubic equa-
tions [397], but also to the more sophisticated SAFT equation [398]; the version of SAFT
first considered was that of Huang and Radosz [399](HR-SAFT), but the treatment has
been subsequently extended to other SAFT equations [400], including SAFT-VR [339, 340].
Kiselev and Ely [401, 402] have recently incorporated an analytical formulation for the
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crossover function into the crossover HR-SAFT equation that simplifies the application of
the resulting equation. These scaling-based approaches have the advantage that can be
solved in a closed form with a relatively low number of adjustable parameters; typically
at three or more.
Following the idea of RG techniques, Parola and Reatto developed a hierarchical reference
theory of fluids (HRT) [403, 404], where fluctuations are accounted for gradually. This
is accomplished using a sequence of intermediate systems in which the effect of density
fluctuations is considered only up to a maximum length scale, characterised by a cut-off
wave vector parameter, beyond which the fluctuations are considered using a random-
phase approximation. The evolution in the free energy and the n-body direct correlation
function for these intermediate systems is studied for infinitesimal changes of the cut-off
parameter, which is varied over the entire interval, from infinite to zero. The process pro-
vides a hierarchy of coupled equations that need to be integrated; in practice, some closure
approximation is used. This differs from RG theory, according to which the gradual inclu-
sion of fluctuations is accomplished either by partial integration over fluctuations of large
wavelength or by block averaging. In HRT no degrees of freedom are eliminated in the
process. The theory does not require any additional adjustable parameters, but an impor-
tant drawback for engineering applicability is the complexity of its mathematical structure
(regarding its application to simple mixtures the reader is redirected to Ref. [405]).
Before the work of Parola and Reatto, Wilson provided a simpler framework for the qual-
itative analysis of phase behaviour based on a block averaging technique known as the
phase-space cell approximation [406]. The idea is the (reduction of degrees of freedom by)
decomposition of the system in a sequence of blocks of cells, or renormalised Hamiltoni-
ans, in which fluctuations are averaged. Wilson was in this way able to obtain a recursive
relation that leads to explicit values for the critical exponents [406]. Wilson’s methodol-
ogy was adapted by White and coworkers [407–410] to develop a global RG theory which
reduces to a generalised van der Waals’ equation of state (EOS) far away from the crit-
ical point (hence extending the range of application of the original approach, which was
restricted to the vicinity of the critical point). Lue and Prausnitz [411, 412] and Tang
[413] independently extended the work of White and coworkers to other potentials; in
particular, in these approaches the global equation developed reduces to a mean spherical
approximation (MSA) using a square-well and a Lennard-Jones intermolecular potential,
respectively. Careful analysis of the partition function led Lue and Prausnitz [411, 412]
to identify some of the approximations that the theory requires, such as the use of a
local-density approximation for the evaluation of the free energy functional of the refer-
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ence system. Similarly, Tang [413] also analysed a number of the assumptions made and
elaborated a detailed derivation of the equations used. Following the work of Lue and
Prausnitz, Jiang and Prausnitz [414, 415] applied the renormalisation corrections to the
study of chain molecules. These extensions of the theory motivated its further application
to a number of versions of the SAFT equations of state (EOS) [70, 416–423].
It is useful to mention at this point that the renormalisation treatment incorporated in
all of the works mentioned in the previous paragraph follows the ideas introduced in the
earliest work of White [407], as interpreted by Lue and Prausnitz [411]. In the late 1990s,
White presented a series of interesting developments in which the structure of the fluid
is incorporated in the RG methodology explicitly through the use of the radial distribu-
tion function [424], which allows to recast the method in the language of perturbation
approaches [425–427]. The goal was to improve the predictive capability of the theory
by knowledge of relevant microscopic intermolecular interactions. These publications add
clarity and reinforce the physical basis of the approach. In general, however, the ideas have
not been widely exploited. To the author’s knowledge, only Tang [413] has attempted to
include the radial distribution function in renormalisation corrections to an MSA theory,
but it is not clear how the radial distribution function is evaluated in that work.
In this work the renormalisation corrections proposed by White in his later works [425–
427] are followed and incorporated in the SAFT-VR EOS [39]. Extensions to account for
long-range density fluctuations have been presented by McCabe and Kiselev [339, 340]
using a crossover treatment which incorporates the theory of Kiselev and Ely [398]. The
theory has been applied to the study of n-alkanes [339], carbon dioxide and water [340],
and further extended to mixtures of n-alkanes and carbon dioxide [341]. A very good
description of the entire phase behaviour is obtained with this method, although at least
three additional adjustable parameters are needed. The approach proposed in the current
work requires only one parameter to be adjusted in the critical region, and it will be shown
it can in fact be related to the range of the intermolecular potential (a square-well in this
work), so that in effect no added parameters are needed to describe the phase behaviour
of real fluids close and far from the critical point accurately. The results obtained by RG
theory are compared with simulation data for square-well fluids with the aim to obtain a
unique equation of state for a given square-well fluid which can be extended to the study
of real compounds with no added parameters required.
The rest of this chapter is then organised as follows. In the following section the theory of
White and coworkers (Section 7.2.1) is revisited in detail. It is found useful to review in
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Section 7.2.2 the approach that has been commonly implemented in other SAFT equations
motivated by the work of Lue and Prausnitz [411, 412]. In Section 7.3 key details of the
SAFT-VR equation (Section 7.3.1) are reviewed in order to describe how the renormal-
isation corrections are coupled with SAFT-VR in this work (Section 7.3.2). Calculation
details are provided in Section 7.3.3. Results for square-well monomers of varying range,
chains of multiple square-well segments and associating square-well fluids are presented
and compared with simulation data in Section 7.4.1; the application of the theory is then
extended to model pure substances 7.4.2. Final conclusions are given in Section 7.5.
7.2 Theoretical Framework and Methodology
7.2.1 Renormalisation Method
In the renormalisation approach of White [407–410, 424–427] a recursive procedure is
used to include the contribution to the free energy density (f = A/V ) of fluctuations
of increasingly long wavelengths up to the correlation length. Following his most recent
work [425–427], the interaction potential is expressed as a sum of separate repulsive and
attractive contributions U [ρ(r)] = Uref [ρ(r)] + Uatt[ρ(r)], where both are functionals of
the density distribution ρ(r). In the spirit of perturbation theories [428], the free energy
density of a fluid (located in a domain Ω of volume V =
∫
Ω dr which at temperature T





















< Uatt >ref (T, [ρ(r)])
]
, (7.19)
where kB is Boltzmann’s constant, fref the free energy density of an unperturbed system
of reference and < Uatt >ref the Boltzmann average of the attractive part of the potential
over a set of density distributions with fluctuations of the shortest wavelengths. This
range of fluctuations only affects the repulsive part of the potential energy; i.e. only this
portion of the potential is used in the averaging. In Equation (7.19) summations over
density fluctuations [ρ(r)] need to be performed to include corrections corresponding to
increasingly long wavelengths. These corrections are incorporated by adding contributions
from Uatt to the expression of fref in such a way that fref is repeatedly modified towards
a final expression for the free energy f(T, ρ). Summations over the shortest wavelength
fluctuations, which have negligible effect on Uatt, are considered to be included in the
initial expression of fref .
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The renormalisation procedure starts by selecting a certain cut-off wavelength L, chosen
such that density fluctuations of shorter wavelengths account fully (or almost fully) for
fref (while making a negligible contribution to Uatt). Fluctuations with wavelengths longer
than L contribute almost entirely to Uatt and are treated by RG. It is assumed that
within the reference term, contributions that are not necessarily only related to repulsive
interactions are taken into account; i.e., that other free energy terms may be treated
outside the renormalisation. This implies that the classical equation of state provides an
accurate description of the free energy from relatively short-wavelength fluctuations up to






















where f0 and U refer, respectively, to fref and < Uatt>ref in Equation (7.19). Following
White’s notation, [ρs(r)] is the portion of the global set of density distributions [ρ(r)]
containing fluctuations of wavelengths λ > L. The procedure consists then in summing
the contributions to U over the amplitudes of fluctuations of increasing wavelength within
the set [ρs(r)]; these are then added to f0.
The set of density distributions [ρs(r)] is divided into [ρD(r)] containing the fluctuations





































where ΩD is a smaller subdomain within Ω and the subindex in fD and UD is simply to
emphasise that they are evaluated within that domain. At a given iteration, the first one
in this case, only this set of density distributions [ρD(r)] is considered.
The problem is then simplified by grouping the fluctuations contained in [ρD(r)] in what is
known as a wave packet in the phase-space cell approximation of Wilson [406]. Applied in
the context of White’s methodology, the idea is the division of the total (volume) domain Ω
in subdomains ΩD of volume VD, within which the density fluctuations contained in [ρD(r)]
can be taken to be coherent (i.e., they are replaced by a single fluctuation of wavelength
λD). The recursive relations are then applied to this volume, with the problem reduced to
the treatment of only one fluctuation per iteration. The result of this approximation for
the sum over the fluctuations [ρD(r)] in Equation (7.21) is expressed as δf1 in the first step
of the iterative process. δf1 therefore approximates the contribution to the free energy
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of wavelength components of L < λ < λ1 = λD. The first iteration concludes with the
addition of δf1 to f0(ρl) to obtain a new renormalised free energy function f1(ρl) given by
f1(T, ρl(r)) = f0(T, ρl(r)) + δf1(T, ρl(r)). (7.22)
To evaluate δf1, fD and uD(both expressed in volume units of VD) are initially written
as fD = f0(T, ρs)− f0(T, ρl) (continuing with the example of the first iterative step) and
uD = u(T, ρs, λD) − u(T, ρl, λD), where each u is now per unit volume. The density ρs is
still expressed as the sum of ρD and ρl; ρl(r) is approximated to have constant amplitude
within the volume of ΩD and only the variation in the amplitude of the fluctuation ρD is
considered. An average of fD within ΩD is taken over density fluctuations ρD of amplitude
x corresponding to the same extent to positive and negative deviations over the density
ρl, while uD is evaluated in the same way, but in this case, it is also dependent on the
wavelength of the fluctuations. As shown in more detail later, integration over all the pos-
sible range of amplitudes x for the fluctuation represented by [ρD(r)] is then performed.
In this way, fluctuations have been averaged within the volume of VD and the calculated
increment δf1(ρl) corresponds then to a local contribution to the free energy that can be
added to the, also local, f0(ρl) to form a new renormalised function (Equation (7.22)).
Summations still need to be performed over the remaining set of density distributions
[ρl(r)]; this is done in the same fashion following iterative steps (i.e., f1(ρl) is used in the
second iteration in place of f0(ρs)). In this iterative process increasingly larger averaging
volumes VD are used, with a bigger wave-packet grouping longer wavelengths considered
in each iteration. This averaging volume is taken to be [426] VD = (λD/2)3 with a value of
λD that is doubled each step; i.e., λD for the nth-step is assumed to be multiple 2n of the
reference wavelength L, or λn = 2nL. 2 This process of summation over density fluctua-
tions ρD in successive iterative steps will continue until only density fluctuations of very
long wavelengths are left to be summed. For very long wavelengths, the fluctuating effect
of these components in U will be negligible, so that U will thereafter remain (practically)
constant (independent of wavelength) and the iterative process will converge. This final
contribution from U , independent of wavelength, will need to be added at the end of the
iterative process (cf. Equation (7.50)).
In order to clarify the derivation of the recursive relations, the starting point is to rewrite
the previous equation generically for the nth-step (from n− 1 to n) in the iteration, such
2Although this is apparently different to what is used in recent papers of White [425–427], where
λn = 2n−1λ1, both expressions are equivalent by taking λ1 = 2L. In this work λn is written in terms of
λ0 = L (instead of λ1).
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that
fn(T, ρl(r)) = fn−1(T, ρl(r)) + δfn(T, ρl(r)). (7.23)
























Within the domain ΩD the longer wavelength density components represented by ρl(r) can
be assumed to be so slow-varying, and so as to have constant amplitude. The increment
δfn(T, ρl) can then be taken out of the integral in the left hand side of the equation, so as
to give
∫
ΩD dr = VD. Taking the logarithm on both sides, δfn can be expressed as
δfn(T, ρl(r)) = −kBT
VD
ln ID(T, ρl, x, λD)
I∗D(T, ρl, x)
, (7.25)
where ID is an integral over the amplitudes x of the wave-packet of wavelength λD that
replaces the sum over density fluctuations [ρD(r)] in Equation (7.24), so that for a complete
determination of δfn, the evaluation of the ratio of the function ID over a reference case
I∗D is required. ID in (7.25) is given by,








fˉD(T, ρl, x) +
UˉD
VD
(T, ρl, x, λD)
)]
dx, (7.26)
whereas I∗D is evaluated for relatively short wavelengths in comparison to the range of the
attractive potential, so that the attractive part UD/VD is negligibly small and makes no
contribution to fn. The resulting equation is thus










The functions fD and uD (uD = UD/VD) are evaluated as averaged within the individual
subdomains considered, based on wave packets of amplitude x, as
fˉD(T, ρl, x) =
fn−1(T, ρl + x) + fn−1(T, ρl − x)
2 − fn−1(T, ρl), (7.28)
and,
uˉD(T, ρl, x, λD) =
u(T, ρl + x, λD) + u(T, ρl − x, λD)
2 − u(T, ρl, λD). (7.29)
Here, both functions are averaged in the same way, although note that uˉD depends not only
on the amplitude x of the fluctuation but also on its wavelength λD. In Equation (7.29),
the average value for uD follows from the evaluation of uD as u(T, ρs, λD) − u(T, ρl, λD),
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as mentioned earlier.
In order to present the expression used for u in this work, and avoiding a lack of generality,
the more generic case of evaluating U(T, [ρs]) is referred to hereafter. In particular, the
attractive energy for two-body interactions (at first order in perturbation theory) is used,
which is be given by [235]









× gref(T, ρs, |r′ − r|), (7.30)
where φatt(|r′ − r|) is the attractive part of the intermolecular pair potential and gref is
the pair correlation function for the reference system (hard-sphere in this case). If ρs(r)
were approximately constant within smaller subdomains Ω ′ of volume V ′ =
∫
Ω′ dr < V













drφatt(r)gref(T, ρs, r) (7.32)
= −ρ2sa(T, ρs), (7.33)
and where a(T, ρs) is given by
a(T, ρs) = −12
∫
Ω
drφatt(r)gref(T, ρs, r). (7.34)
Note that the van der Waals’ mean-field energy 3 is obtained from the expression above





In the preceding derivation the assumptions corresponding to spherical symmetry, i.e.,
φatt(|r′ − r|) = φatt(r) and gref(T, ρs, |r′ − r|) = gref(T, ρs, r) are considered, following
White’s work [424]. This local-density treatment would be appropriate in the limit of
slow varying fluctuations, i.e. in the limit of very long-wavelengths.
A more general expression can be considered when ρs(r) is not constant within VD but
instead consists of a sinusoidal fluctuation with wave vector k and wavelength λD =








dr cos(kr)φatt(r)gref(T, ρs, r) (7.36)
= −ρ2saλD(T, ρs), (7.37)
3This parameter α refers to that introduced as avdw in Section 2.3.1, although note the reader the
different units: α = avdwN2Av, where NAv is Avogadro’s number.
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where aλD(T, ρs) is given by





dr cos(kr)φatt(r)gref(T, ρs, r). (7.38)
Equation (7.36) can be derived following White’s work [408, 409] rewriting Equation (7.30)
as




where a is given by Equation (7.34), and
ρ˜s(r) = − 12a(T, ρs)
∫
Ω
dr′ρs(r′)φatt(|r′ − r|)gref(T, ρs, |r′ − r|) (7.40)
is the weighted average density of neighboring molecules that lie within the volume of the
well that surrounds a single molecule (here a weighted-density approximation approach is
used). For a single sinusoidal fluctuation, ρs(r) = ρs
√
2 cos(k.r+ ϕ) 4 and for the case of





ρs cos(k r+ ϕ)Uk, (7.41)






dr cos(kr)φatt(r)gref(T, ρs, r), (7.42)
which leads to expression (7.36) by substitution into (7.39).
It is here assumed that the treatment so far presented can be extended to chains of tangen-
tially bonded spheres. Following the work of Jiang and Prausnitz [414], Equation (7.37) is
modified to incorporate a factor m2, accounting for the m2 segment-segment interactions
between pairs of molecules, so that
u(T, ρs) = −(mρs)2aλD(T, ρs), (7.43)
where ρs is the molecular number density as before.
It is useful at this point to summarise the main equations of the method considering a
generic step n (n > 0) and the free energy evaluated at a density ρ. Let us start by denoting
with fˆ the sum of the reference term and the attractive perturbation, fˆn−1 = fn−1 + u,
so that using Equation (7.43),
fˆn−1(T, ρ) = fn−1(T, ρ)− (mρ)2aλn(T, ρ), (7.44)
4The factor of
√
2 appears for consistency with White’s definitions, since it is the root mean square
(RMS) what is used as “amplitude” of the wave packet.
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for the term including the corrections for wavelengths comparable to the range of the
attractive potential, and
fˆ∗n−1(T, ρ) = fn−1(T, ρ), (7.45)
for the term evaluated at short-wavelengths compared to the range of the attractive po-
tential. Taking averages, according to Equations (7.28) and (7.29),
Din(T, ρ, x) =




where i refers to either fˆn−1 or fˆ∗n−1 and integrating following Equations (7.26) and (7.27),










where the limit of integration ρ′ is defined to be the minimum of ρ or ρmax − ρ, where
ρmax is set to the limit for a packing fraction η in the fluid range. The averaging volume
Vn is obtained as Vn = (λn/2)3. Equation (7.25) is then calculated as





the free energy for iteration n is
fn(T, ρ) = fn−1(T, ρ) + δfn(T, ρ), (7.49)
and the final total free energy is given by
f(T, ρ) = lim
n→∞ fn(T, ρ) + f
att(T, ρ). (7.50)
Here fatt(T, ρ) is the contribution due to density fluctuations of the longest wavelength
(which can be expressed as fatt(T, ρ) = −(mρ)2a(T, ρ) as given by Equation (7.33)), so
that the classical behaviour can be recovered in the limit of low temperatures at which
the corrections δfn given by Equation (7.48) are negligible. Although, Equation (7.50) is
strictly “exact” in the limit n→∞, in practice just a few iterations are necessary.
7.2.2 Usual Implementation in SAFT Approaches
In usual implementations of the RG relations in SAFT approaches [70, 416, 421–423],
Equations (7.44) and (7.45) are expressed as




fˆ∗n−1(T, ρ) = fn−1(T, ρ) + (mρ)2α, (7.52)
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where α is the van der Waals’ parameter (Equation (7.35)) and Φ is said to be related
to the average gradient of the wavelet [429]. These expressions can be derived from
Equation (7.36) rewritten for the case of chains, by using an expansion and truncation at
second order of the sine, such that















= −(mρ)2α+ (mρ)2α (4π
2)ω2
22n+1L2 , (7.54)
assuming that gref = 1 and noting that k = 2π/λn and λn = (2nL). The second term on
the right hand side of Equation (7.54) is very similar to that in (7.51) used by Prausnitz
and later contributions [70, 411, 412, 414–416, 421–423] with the addition of the extra
parameter Φ, while ω is given by:




In White’s method, Equation (7.54) can be used as an approximation of the attractive
term −(mρ2)aλn in Equation (7.44), where, according to the methodology L defines the
cut-off length separating the repulsive and attractive contributions of the free energy.
However, in these other works [70, 411, 412, 414–416, 421–423], the cutoff length L has
a slightly different meaning: it instead separates the classic (mean-field) part of the free
energy and the non-classic (critical) part. In their application of White’s method the
cutoff length is selected up to a certain wavelength so that the initial f0 is assumed to
be accurately described with a classical equation of state 5. For the reference function
I∗D (Equation (7.27) leading to (7.45)) to include only short-wavelength components, the
long-wavelength components of f0 (and the successive fn−1) need to be subtracted as
−{−α(mρ)2} (cf. Equation (7.52)). This term also needs to be subtracted for the evalu-
ation of ID, as u cannot include the term {−α(mρ)2} already included in f0 (and again,
propagated on every fn−1); the subtraction of {−α(mρ)2} in the expression for u given
by Equation (7.54) leads to (7.51). This interpretation thus leads to Equations (7.51)
and (7.52) of Prausnitz’s method and stresses their relation to Equations (7.44) and (7.45)
used in White’s method.
In usual SAFT implementations of the method the structure of the fluid is thus neglected;
i.e. a gref = 1 is considered in Equations (7.51) and (7.52) and instead an additional
5The exception is the initial work of Lue and Prausnitz [411, 412], who use as a first term that obtained
from a standard-liquid theory (mean-spherical approximation) subtracting the long-wavelength fluctuations
as {−αρ2}. In other works f0 is evaluated using the complete expression for the free energy; i.e., including
all terms related to the attractive part of the potential.
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Table 7.2: Review of RG methodologies relevant to SAFT approaches and adjustable parameters
L, Φ, ξ presented in previous works.
Model L Φ ξ [Ref.]
Lue and Prausnitz MSA Fitted to Tc Φ = 10 - [411]
Lue and Prausnitz MSA L = 2σ Fitted to Tc - [412]
Jiang and Prausnitz EOSCF L = 11.5Å Fitted to Tc - [414, 415]
Llovell et al. soft-SAFT Fitted a Fitted a - [70, 416]
Fu et al. PC-SAFT L = 2σ Φ = 13.5 - [422]
Bymaster et al. PC-SAFT Fitted to ρc & pc aFitted to Tc aFitted to ρc & pc a [421]
Tang and Gross PC-SAFT Fitted a Fitted a Fitted a [423]
a Correlated also to molecular weight for the alkane and/or alkanol homologous series.
parameter Φ is introduced in (7.51). Conceptually, an analogy between the incorpora-
tion of Φ as an adjustable parameter containing the radial distribution function and the
idea of the influence parameter c used in density gradient theory (DGT) [430, 431], in
which a Taylor expansion around a local Helmholtz free energy is carried out up to the
second-order term, for the calculation of interfacial properties is possible. The result-
ing approach requires two parameters in order to evaluate the free energy: L the cut-off
wavelength and Φ the average gradient of the wavelet. Often one of these is set to an
arbitrary value [411, 412, 414, 415] determined to provide good accuracy. Bymaster et al.
[421] present in their paper a very useful discussion of the different approaches and the
way the fitting is carried out in different implementations. For completeness the relevant
approaches and parameters presented in previous works are summarised in Table 7.2.
The rest of the iterative procedure used in these implementations is the same as discussed
earlier, with the only difference that the total free energy density is obtained directly
as [70, 416, 421–423]
f(T, ρ) = lim
n→∞ fn(T, ρ), (7.56)
instead of through Equation (7.50).
A final difference to note between the formulation of White and those used in previ-
ous SAFT implementations is the definition of the volume within which fluctuations are
averaged. Defining the volume as Vn = (λn)3 leads to the expression of Kn used by
Prausnitz et al. [411, 412, 414, 415] and later contributions [70, 416, 421–423], where
Kn = kBT/Vn = kBT/(23nL3). In contrast, in recent works [425–427] White proposes
7. Application of a Renormalisation-Group Treatment to SAFT-VR 159
Vn = (λn/2)3 leading to Kn = kBT/(23(n−1)L3) 6. In this work the latter definition is
chosen, since it improves the resulting value of the critical exponent β (cf. Section 7.4.1).
7.3 Application to SAFT-VR
In order to introduce the methodology followed to couple renormalisation-group theory
with SAFT-VR, the main expressions of the equation of state are recalled here in conve-
nient units.
7.3.1 The SAFT-VR Equation of State
In the SAFT-VR approach [39] the model fluid considered is one of associating chains of
segments interacting through attractive potentials of variable range. In this work, chains
of m tangent spheres of diameter σ which interact through square-well potentials, i.e.,
φSW(r) =

+∞ if r < σ
−ε if σ ≤ r ≤ λσ
0 if r > λσ
, (7.57)
are considered, where r denotes the distance between the centers of two segments and
ε and λ represent the energy and the range of the square-well interaction, respectively.
Directional interactions such as those of hydrogen bonds are mediated by adding off-center
associating sites to the molecules. For an associating chain fluid, the Helmholtz free energy
in SAFT-VR can be written as [39]
f = f ideal + fmono + f chain + fassoc, (7.58)
expressed, for convenience as free energy densities f = A/V = aρkBT , with a = A/NkBT ,
where N is the number of molecules. The monomer contribution fmono is described based
on a high-temperature Barker and Henderson perturbation expansion [243–245] truncated
at second order, over a hard-sphere reference system so that
fmono = fHS + f1 + f2. (7.59)
The Carnahan-Starling expression [432] is used for the reference hard-sphere term fHS of






6In fact the volume is defined as Vn = (zλn/2)3 in recent papers [425–427], with an extra parameter z
that is adjusted to values close to 1. L is not mentioned in such expression but Vn is written in terms of
λ1; the parameter L is introduced in the derivation presented in this work to establish the link with the
method of Prausnitz et al. [411, 412, 414, 415], where λ1 = 2L.
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where gHS(ρ, r) is the monomer-monomer radial distribution function of the reference
hard-sphere fluid. As discussed in the original paper, this term can be factorised out of
the integral as gHS(ρ; ξ) for a certain distance ξ which satisfies the mean-value theorem.
Furthermore, it is possible to map gHS(ρ; ξ) to the contact radial distribution function






The second order term f2 is described using the local compressibility approximation of
Barker and Henderson [243–245], where the fluctuation of the attractive energy is inter-







where KHS is the Percus-Yevick expression for the isothermal compressibility of the hard-
sphere fluid [245].
The contribution to the free energy due to the formation of a chain of m segments is given
in the standard TPT1 [267] as,
f chain = −(kBT )ρ(m− 1) ln gSW(T, ρ;σ), (7.63)
where gSW(T, ρ;σ) is the pair correlation function for a system of square-well monomers
evaluated at hard-core contact [39].
The contribution due to molecular association for s sites is described following Wertheim’s
theory [31–34]. It is expressed as a function of the fraction of molecules Xa not bonded
at given sites a as [240]










where s is the total number of sites a on a molecule. The fraction of molecules not bonded
at each site is obtained by solving the following mass action equation:
Xa =
1
1 +∑sb=1 ρXbΔa,b , (7.65)
where b denotes the set of sites capable of bonding with sites a. The function Δa,b char-
acterises the association between site a and site b on different molecules. It is determined
from the Mayer function Fa,b = exp(εHB/kBT )−1 of the a−b site-site bonding interaction,
the volume Ka,b available for bonding and the contact value of the pair radial distribution
function as [39]
Δa,b = Ka,bFa,bgSW(T, ρ;σ). (7.66)
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The bonding volume Ka,b is determined based on an analytical expression [240] as a
function of the distance (r∗d = rd/σ) at which the sites are located from the center of the
segment, and the range (r∗c = rc/σ) of the site-site interaction.
7.3.2 Renormalisation Method Coupled with SAFT-VR
The main contribution of the present work is to consider an appropriate approximation to
evaluate the integral in Equation (7.36) (Equation (7.53) in the case of chains) such that
the parameter Φ typically used can be dispensed with. A comparison has been performed
between the numerical integration of Equation (7.53) using the radial distribution function
treated in the Percus-Yevick approximation [235, 433] gHS(PY), with approximations to
different truncations in the expansion of the sinusoidal function, i.e.

















× φSW(r)gHS(PY)(ρ, r)dr. (7.67)
An expansion to third order is found to be of sufficient accuracy for the calculation of fluid
phase behaviour (Figure 7.1). As can be seen in the figure a second-order expansion would
also lead to results of sufficient accuracy (using the volume definition of this work), but if
V = (λn)3 is used, a third-order expansion is needed for similar accuracy. In the interest
of generality, this expansion has been chosen to be carried out always to third order; this
adds a small computational cost.
In order to avoid the numerical evaluation of the radial distribution function and of the
integral above, the mean value theorem is used at this point in a manner entirely analogous
as performed in the SAFT-VR approach. The radial distribution function evaluated at
contact at an effective density is factored out of the integral, so that




















which leads to integrals that can be easily evaluated analytically. The Carnahan-Starling
expression for the radial distribution function of the hard-sphere at contact [432] is used
here. Note that, at this point, the effective density in gHS(ρeff ;σ) does not correspond
to that in the original SAFT-VR approach, but to that satisfying the mean value theo-
rem for the evaluation of the integral shown. The key is now to find a parameterisation
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Figure 7.1: Vapour-liquid (T ∗, ρ∗) coexistence densities for a square-well monomer with a
potential range λ = 1.5. The dashed curve corresponds to results provided by the SAFT-
VR+RG approach using the numerical integration of the sinusoidal function (hidden under
the continuous curve); the dotted curve corresponds to calculations expanding the sine up to
second order and the solid curve to calculations up to third order. In all three cases the radial
distribution function is treated in the Percus-Yevick approximation.
for ρeff(ρ, λ, λn) where λ is the range of the square-well potential and λn is the wave-
length of the density fluctuation considered at a given step n. To simplify the mapping
an approximation on the right-hand side of Equation (7.68) is considered here. The first
term corresponds to the mean-attractive energy as described in the original SAFT-VR
work [39], and so the same mapping as used in the original equation can be incorporated
here to evaluate the radial distribution function in this term. The two remaining terms
have a less significant contribution to the sinusoidal function, and are treated assuming a
mean-field approximation (i.e., gHS = 1).
The integral is then expressed as



































where gHS(ρeff ;σ) is evaluated following the original SAFT-VR paper [39]. And in the
particular case of a square-well potential, expressions for α, ω2 and γ are obtained as
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So that in the resulting approach only one parameter L (cf. Eq. (7.69)) is required to
incorporate the critical fluctuations.
In the present proposed implementation of White’s method the initial term f0 is modified
compared to that including only repulsive interactions used by White and coworkers. The
description of the free energy according to a perturbation scheme can be assumed to be
based on a reference term which incorporates all the contributions to the free energy
due to “short-range” interactions. These are the ideal, repulsive hard-sphere, chain and
association terms, which are included in the zero-order term f0 as
f0(T, ρ) = f ideal(T, ρ) + fhs(T, ρ) + f chain(T, ρ) + fassoc(T, ρ) + f2(T, ρ). (7.73)
As can be seen, the expression also includes the second order term in the high-temperature
perturbation expansion of the monomer term f2. This partitioning of the free energy
has also been used in the context of a density functional theory (DFT) approach for
interfacial properties [434]. These terms are treated locally in the so-called SAFT-VR
DFT approach [434]. In the present work, the zero-order solution incorporating these
terms can also be treated locally, in a local density approximation (LDA), such that the
free energy density f0(ρ(r)) is expressed as a simple function, not a functional of the
local density ρ(r). Long-range dispersion interactions are incorporated throughout the
renormalisation procedure in this work, after which the mean-attractive energy f1 (cf.
Equation (7.60)) is finally incorporated replacing fatt in Equation (7.50). Note that the
expression for fatt that was suggested in Section 7.2.1 following White’s work, is entirely
equivalent to that of f1 in the SAFT-VR equation. The wavelength cut-off parameter
L in this work separates the short-wavelength components that can be treated locally,
from the long-wavelength components, which are treated through the RG corrections; the
methodology used thus follows White’s derivation as detailed in Section 7.2.1.
7.3.3 Calculation Details
Following work carried out by previous authors [70, 407, 411, 412, 414–416, 421, 423, 425–
427] the integral in Equation (7.47) is evaluated by numerical integration using the trape-
zoid rule method and equal-size steps. The standard method was set to use a 1000-point
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grid in density for the integration. It has been checked that this number can be reduced
to 400, a number already used in previous works [421, 423], with no noticeable change in
the results presented here, although evaluating the free energy, using a 1000-point grid for
the density integration allowed us to extend the corrections to lower temperatures. The
maximum integration limit ρ′ is set to be the minimum of ρ or (ρmax−ρ) using a ρmax that
corresponds to a value of 0.48 in packing fraction η. This boundary is chosen to ensure
liquid-like conditions and is also based on the region of validity of the current parametri-
sation for the radial distribution function used in SAFT-VR [39]. In practice, however, in
most cases the calculation can be performed up to values of ρ′ half the maximum density
given by a face-centered cubic (fcc) structure (η ' 0.74) as done in other works [421, 423].
As pointed out [416, 421, 423], the method can be considered to converge after n = 5
iterations. The final expression for the free energy density (Equation (7.50)) is evaluated
at the same density intervals and fitted using cubic spline interpolation at each iteration;
the numerical algorithms group (NAG) routines [435, 436] are used to fit the splines.
Through the calculation of the first derivatives, the chemical potential μ = ∂A∂N |T,V and
the pressure p = − ∂A∂V |T,N can be obtained. For convenience reduced variables are defined
during the calculations. The reduced temperature is defined as T ∗ = kBT/ε, the reduced
pressure as p∗ = pb/ε (b is the volume of a spherical segment, b = πσ3/6) and the reduced
number density as ρ∗ = ρσ3. The implementation of the renormalisation-group treatment
introduces the parameter L, which is reduced as L∗ = L/σ.
7.4 Results and Discussion
The theory is firstly tested against square-well simulation data in Section 7.4.1, where
some of the main contributions of this work are set and discussed. The application is then
extended to model real fluids in Section 7.4.2. In particular focus is on fluids of interest
to this work.
7.4.1 Application to SW Fluids
The results provided by the SAFT-VR + RG approach are compared with existing simu-
lation results for square-well monomer fluids of different potential range. Here the range of
the potential is limited to 1.1 ≤ λ ≤ 1.8. Although SAFT-VR has been extended outside
this range [437] values of 1.1 ≤ λ ≤ 1.8 are usually sufficient for modelling the phase
behaviour of real fluids [275]. The vapour and liquid coexisting densities for SW fluids
of λ = 1.25, 1.375, 1.5 and 1.75 can be seen in Figure 7.2. The corresponding vapour
pressures are shown in Figure 7.3. In each case the parameter L is adjusted to provide an
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accurate critical temperature; good predictions are obtained for the critical density and
the pressure (cf. Table 7.3). Based on the assessment provided by del R´ıo et al. [438], only
the most reliable data have been used in the critical region. In the case of the pressure
where the scatter is more evident, the SAFT-VR + RG results show a better agreement
with the more recent hybrid MC data of del R´ıo et al. [438] for the two longest λ studied
(these data are less affected by fluctuations in density in the simulation method than those
of Vega et al. [439] whose error bars are shown in Figure 7.3). In Table 7.3 the critical
adjustable parameter L obtained for each SW range considered is shown together with
the values of the calculated critical constants and the critical exponent β. The values of
L are seen to increase with the range of the potential λ, which agrees with the fact that
mean-field theories become more accurate (note that a larger L corresponds to a lower
correction of the classical free energy terms). In particular, L is found to correlate well
with a quadratic function of the range of the square-well. The departure from linearity
can be related to the effect of non-conformal changes with changes of the square-well
range, which have been studied previously (see, for example, Ref. [440]). A correlation is
proposed for L∗ = L/σ given by
L∗ = 8.509(λ− 1)2 − 4.078(λ− 1) + 4.914. (7.74)
Table 7.3: Critical constants for square-well fluids of variable range λ using the SAFT-VR (S-VR)
equation and SAFT-VR coupled with RG (S+RG) compared with simulation data.
T ∗c = kBTc/ε p∗c = pcb/ε ρ∗c = ρcσ3
λ L/σ sim S+RG S-VR sim S+RG S-VR sim S+RG S-VR β
1.75 6.641 1.811a 1.806 1.916 0.080 0.066 0.084 0.284 0.248 0.235 0.326
1.808b 0.067 0.265
1.5 5.002 1.219a 1.215 1.330 0.057 0.050 0.075 0.299 0.294 0.288 0.331
1.218b 0.049 0.302
1.218c 0.050 0.310
1.375 4.581 0.974a 0.969 1.068 0.055 0.047 0.075 0.355 0.334 0.340 0.332
1.25 4.426 0.764a 0.757 0.827 0.042 0.052 0.086 0.370 0.419 0.442 0.334
0.762b 0.039 0.396
a From Ref. [439]
b From Ref. [438]
c From Ref. [441]
Note that because of the somewhat arbitrary definition of L, its value cannot be directly
compared to the range of the square-well for qualitative purposes. The value of L depends
upon the definition of the initial wavelength λ1 in the iterative process. The same results
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would for example be obtained by defining the n-wavelength as λn = (2n−1L) instead of
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Figure 7.2: Vapour-liquid (T ∗, ρ∗) coexistence densities for square-well monomer fluids with
varying values of the potential range λ (1.25, 1.375, 1.5 and 1.75, from bottom to top) compared
with simulation data. The solid curves correspond to SAFT-VR coupled with RG corrections,
the dashed curves correspond to the original SAFT-VR approach and the symbols to simulation
data: ♦, GEMC data [439]; M, hybrid MC data [438]; ©, MD data [442]; +, NVT data [437];
, GCMC simulation data [441].
It is apparent from Figure 7.2 that the implementation of the renormalisation approxima-
tions in the equation causes a flattening of the curves, decreasing the calculated critical
temperature compared to that of the classical method, whereas the critical density is af-
fected considerably less; this has been noted in previous work [395]. Although the applied
corrections may look overaccentuated in the appearance of the curve, they reproduce a
critical exponent close to its universal value (see Table 7.3). The definition of the volume
over which fluctuations are averaged has been found to have an important effect on this
result. The results presented here correspond to the case in which the volume is defined
as Vn = (λn/2)3 following recent work by White [425–427]. The curves exhibit a less
accentuated flattening when the alternative definition of the volume Vn = (λn)3 is used,
but this is at the expense of deteriorating the value of the critical exponent β.
In Figure 7.4 the density width (Δρ∗ = ρ∗liq − ρ∗vap) over temperature distance (ΔT ∗ =
T ∗c − T ∗) below the critical point is shown. The results obtained with the original SAFT-
VR are also plotted for comparison. The trend of the curves changes from a slope close
to approximately 1/3, the “universal” value of the β critical exponent for Ising-like sys-
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Figure 7.3: Vapour pressures in (p∗, T ∗) (a) and Clausius-Clapeyron representation (b) for
square-well monomer fluids with varying values of the potential range λ (1.25, 1.375, 1.5 and
1.75, from left to right in the top plot and from right to left in the bottom one). The solid
curves correspond to SAFT-VR coupled with RG corrections, the dashed curves correspond to
the original SAFT-VR approach and the symbols are simulation data: ♦, GEMC data [439];
M, hybrid MC data [438]; ©, MD data [442]; , GCMC simulation data [441].
tems [87, 380], towards a value closer to 1/2, characteristic of classical behaviour, far from
the critical point. The slope of the curve changes gradually for the case of the longest
λ and more suddenly for shorter ranges. These changes reproduce the flattening of the
coexisting density curves seen in Figure 7.2. A similar trend for the slope changing from
a value of 1/3 towards a somewhat smaller value was observed earlier [427] in the study
of a square-well fluid of λ = 1.5. (A small variation in the volume Vn as a function of the
range λ can be used to smooth the sudden change in the curves, but this is out of the
scope of the present work).
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Figure 7.4: Density width Δρ∗ = ρ∗liq − ρ∗vap of the coexistence curve with temperature
distance from the critical point ΔT = Tc − T for square-well monomer fluids with varying
values of the potential range λ (1.25, 1.375, 1.5 and 1.75, from top to bottom). The open
symbols are calculated results with the SAFT-VR+RG approach. The slope in the vicinity
of the critical point is used to calculate the β exponent. The solid lines indicate the fitting
carried out to calculate β and the dashed curves are results obtained using the original SAFT-
VR approach.
The critical exponent β is determined using the data in Figure 7.4 by using temperatures
in the range 0.01-1% below the critical point. Small deviations from linearity are noted
for values of temperature very close to the critical point with the shortest λ considered
(λ = 1.25). Increasing the number of iterations from n = 5 to n ≥ 7 the expected
linear behaviour is obtained; the calculated phase behaviour at conditions further from
the critical point is unaltered. The calculated values of β shown in Table 7.3 correspond
to calculations obtained for n = 7 iterations. In general they all are in good agreement
with the known universal value β = 0.325 ± 0.0015 [380], β = 0.326 ± 0.002 [382, 385].
Once the thermodynamic properties of the SW monomer fluids are obtained, advantage
of the SAFT formalism and the TPT1 approach is taken and chains of SW segments are
studied. Chains of square-well segments of λ = 1.5, for which simulation data are avail-
able, are considered. The chain properties can be directly obtained using L∗ = 5.002 as
corresponds to the SW fluid with λ = 1.5. The phase behaviour is presented in figures 7.5
and 7.6, and the critical parameters are collected in Table 7.4. The approach is found to
overpredict the liquid densities and underestimate the vapour densities, as is the case for
the original SAFT-VR. This effect increases with chain length. The critical parameters are
reproduced in good agreement with the simulation data (Table 7.4), although it is notice-
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Figure 7.5: Vapour-liquid (T ∗, η) coexistence for square-well chains of 1, 2, 4, 8 and 16
m segments (from bottom to top) of potential range λ = 1.5. The densities are expressed
in units of packing fraction, η. The solid curves correspond to SAFT-VR coupled with RG
corrections, the dashed curves correspond to the original SAFT-VR approach and the symbols
are simulation data: ♦, GEMC data [439]; M, hybrid MC data [438]; ©, MD data [442]; +,
NVT data [437]; O, GCMC data [441]; ∗, data using the NPT-μ method [443]; , GEMC data
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Figure 7.6: Vapour pressures for square-well chains of 1, 2, 4, 8 and 16 m segments (from
left to right) of potential range λ = 1.5. The solid curves correspond to SAFT-VR coupled
with RG corrections, the dashed curves correspond to the original SAFT-VR approach and
the symbols are simulation data: ♦, GEMC data [439]; M, hybrid MC data [438]; ©, MD
data [442]; O, GCMC data [441]; ×, GEMC data [445].
able that the deviations in T ∗c increase with increasing chain length. Differences arise, in
part, from the linear approximation in TPT1, in which the many-body distribution func-
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Table 7.4: Critical constants for square-well chain fluids of m segments and range λ = 1.5 using the
SAFT-VR equation and the SAFT-VR coupled with RG (S+RG) compared with simulation data.
The numbers in brackets for m = 16 are subject to a large error.
T ∗c = kBTc/ε p∗c = pcb/ε ρ∗c = ρcσ3
m L/σ sim S+RG S-VR sim S+RG S-VR sim S+RG S-VR β
2 5.002 1.58 a 1.577 1.745 4.4×10−02 3.0×10−02 5.0×10−02 0.140 0.149 0.147 0.324
4 5.002 1.90 b 1.905 2.146 - 1.3×10−02 2.9×10−02 0.064 0.070 0.069 0.330
8 5.002 2.13 b 2.161 2.471 - 3.4×10−03 1.3×10−02 0.029 0.028 0.030 0.367
16 5.002 2.33 b 2.353 2.717 - (4.2×10−04) 5.3×10−03 0.013 (0.013) 0.012
a From Ref. [445]
b From Ref. [443]
tion (e.g. g(3)N (r1, r2, r3) [235]) is approximated as a product of pair distribution functions.
This effect is also apparent in Table 7.5, where deviations between critical temperatures
calculated with the classical approach (SAFT-VR) and simulation data are shown. It can
be seen that the longer the chain the higher the overestimation of the critical temperature
calculated with SAFT-VR. The new calculations using RG + SAFT-VR and L∗ = 5.002
are able to correct considerably this increase in the deviations. A different choice of L∗ (a
lower value) leads to higher corrections and better agreement with simulation data; this
option is however not of interest in this work. In the case of m = 16, the calculations
exhibit numerical difficulties, as seen in Figure 7.5. Here the renormalisation corrections
involve the integration of very low densities, which have associated a considerable error.
The averaging carried out in Equations (7.28) and (7.29) for low densities leads to val-
ues of nearly zero; this introduces errors that are magnified with the use of exponential
functions (cf. Equations (7.26) and (7.27)). An accurate value of the critical density and
pressure can not be reported for m = 16 at this point; this will be the subject of future
work. Plotting the density width versus the temperature distance from the critical point
(see Figure 7.7) it can be seen that values close to the universal value of β can be obtained
for the short chains, and as the chain length increases, the value obtained for the critical
exponent rises slightly (see Table 7.4).
As a final check of the proposed theory, the phase behaviour of a number of associating SW
fluids is calculated. Square-well fluids of range λ = 1.5 with one short-range association
site are first considered and compared with the data in [446]. As for the case of the chain
fluids, no additional adjustment of the parameter L∗ is performed, since the properties of
the associating fluid are obtained from knowledge of those of the monomer fluid, as follows
from the use of TPT1. The value of the crossover cut-off parameter L∗ = 5.002 which
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Figure 7.7: Density width Δρ∗ = ρ∗liq − ρ∗vap of the coexistence curve against temperature
distance from the critical point ΔT ∗ = T ∗c −T ∗ for square-well chains of 2, 4 and 8 m segments
(from top to bottom) of potential range λ = 1.5. The open symbols are results calculated with
the SAFT-VR+RG approach. The slope in the vicinity of the critical point is used to calculate
the β exponent. The solid lines indicate the fitting carried out to calculate β and the dashed
curves are results obtained using the original SAFT-VR approach.
Table 7.5: Comparison between reduced critical temperatures obtained by the SAFT-VR equation
and computer simulation data for square-well chains of different chain length m and range λ = 1.5.
The reduced critical temperatures using the SAFT-VR+RG approach are also compared to the
original SAFT-VR equation.
T ∗c = kBTc/ε T ∗c = kBTc/ε
m sim SAFT-VR ΔT ∗c /% SAFT-VR SAFT-VR+RG ΔT ∗c /%
1 1.218 a 1.330 9.1 1.330 1.215 9.4
2 1.58 b 1.745 10.4 1.745 1.577 10.7
4 1.90 c 2.146 12.9 2.146 1.905 12.6
8 2.13 c 2.471 16.0 2.471 2.161 14.3
16 2.33 c 2.717 16.6 2.717 2.353 15.5
a From Ref. [441]
b From Ref. [445]
c From Ref. [443]
was earlier obtained for the SW of λ = 1.5 is used. The vapour-liquid coexisting densities
are presented in Figure 7.8. Unfortunately no critical data are available for such fluids,
however a critical exponent of 0.33 is confirmed in the two cases studied using the RG
method in this work. Two further sets of simulation data are shown in the same figure.
These correspond to square-well fluids of range λ = 1.15 in which short-range directional
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Figure 7.8: Vapour-liquid (T ∗, ρ∗) coexistence densities for square-well associating fluids of
potential range λ = 1.5 (two upper cases) and λ = 1.15 (two lower cases). The diamonds and
the squares correspond to GEMC simulation data [446] for a square-well fluid (λ = 1.5) with
one off-center attractive square-well site located at rd∗ = 0.25, having an interaction strength
of εHB = 7.0 and a cut-off range of rc∗ = 0.655 and rc∗ = 0.575, respectively. The circles and
the triangles correspond to GCMC simulation data [447] for a square-well fluid (λ = 1.15) with
4 and 5, respectively, patchy interactions of range rc∗ = 1.05, having an interaction strength
of εHB = 5 and a surface patch coverage χ = 0.1. The solid curves correspond to SAFT-
VR coupled with RG corrections and the dashed curves correspond to the original SAFT-VR
approach.
interactions are mediated by a patchy model; these models have found application in the
study of interprotein interactions [447]. This model, as described by Liu et al. [448],
can be easily compared to the associating contribution that is typically used in SAFT
approaches [240] (summarised in Section 7.3.1) by modifying the definition of the bonding
volume to Ka,b = 4πσ3
(χ
s
)2(r∗c − 1), where the size of the patches is related to the surface
patch coverage χ. All sites are considered to be of the same type in this model. The
implementation of the RG corrections can also be tested for these patchy SW fluids if
an extrapolation of the fitting obtained for non-associating monomers (which provides
a value of L∗ = 4.493 for λ = 1.15, using Equation (7.74)) is performed. The results
presented in Figure 7.8 coupling SAFT-VR with RG corrections help to confirm that the
extension to associating compounds can be carried out in a straightforward manner, with
no adjustment of critical parameters.
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7.4.2 Application to Pure Fluids
One of the contributions of the work just presented is that of providing with a theory
which coupling SAFT-VR with a RG treatment can be applied to the study of real flu-
ids without requiring any additional parameters. Only the typical molecular parameters
found in the original SAFT-VR equation need to be used in their description. The critical
parameter L is not adjusted, but it is incorporated in the treatment as a function of the
range λ of the square-well potential. This however implies that the currently existing
models for pure fluids may not be the most appropriate to provide the proper fitting at























Figure 7.9: Vapour-liquid (T , ρ) coexistence densities (a) and vapour pressures (b) for
methane. The circles correspond to correlated experimental data [264]. The discontinuous
curves correspond to calculations with SAFT-VR and commonly used molecular parameters
taken from previous work (see Table 7.6). The continuous curves correspond to the calculations
with the SAFT-VR + RG when the same parameters are used.
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the parameters suffer; because different sets of parameters fitting the properties of a given
pure component will consist of different values for λ, different levels of correction will be
incorporated by the coupled theory at the critical point. There is a second reasoning that
can be found comparing the results given by the original theory and the coupled theory.
A close look to the vapour pressure curves shown in Figure 7.3 for square-well monomer
fluids reveals that the vapour pressure calculated by the original SAFT in the critical
region lays slightly below the experimental values (check the more clear case of λ = 1.75);
when SAFT-VR is coupled with RG, because the critical temperature is reproduced at
the experimental value, the vapour pressure curves are slightly pushed left (down in tem-
perature and hence risen in vapour pressure) in the critical region. When a real fluid is
modelled, the parameters are optimised to provide the best fit in saturated liquid densities
as well as vapour pressures; if the critical treatment with the same model parameters is
then carried out (see an example in Figure 7.9), the vapour pressure curves will be slightly
shifted left and do not necessarily still provide a good fit independently of the fit that may
be achieved with temperature.
The molecular parameters are checked to require further optimisation, although in most
of the cases the final parameter values are considerably close to the original ones. Sets of
values for the optimised parameters using SAFT-VR coupled with RG are presented in
Table 7.6 and compared to literature parameters optimised using the original SAFT-VR.
In all cases the number of spherical segments m is fixed to the values assigned in previous
studies [255]; these were established following an empirical relationship of m = (C−1)/3+1
between the number of carbon atoms C and the number of spherical segments m which
were found to give reasonable values for the length of the molecule [95]. The optimisations
are performed against experimental vapour pressure and saturated liquid density data















where the sums are over the total number of experimental points in pressure Nexp,p or
liquid density Nexp,ρliq . For a given data point p
exp
i and pcalci are respectively the exper-
imental and the calculated vapour pressure at the temperature of the experimental data
point and ρliqexpj and ρliqcalcj are the experimental and the calculated saturated liquid den-
sities at the temperature of the experimental density data point. The weights ωp and ωρliq
are typically set to 1.
The optimal models for alkanes are presented also in Figure 7.10. The coexistence densities
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Table 7.6: SAFT-VR model parametersa for selected fluids obtained in this work after optimi-
sation using SAFT-VR + RG (S+RG) compared to those published in the literature optimised
using the original SAFT-VR (S-VR).
Fluid Theory Refs. m σ/Å (ε/kB)/K λ (εHB/kB)/K rc/Å
CH4 S+RG 1.0 3.6141 166.09 1.4670
S-VR [255] 1.0 3.6847 167.30 1.4479
C2H6 S+RG 1.3333 3.7085 227.59 1.4921
S-VR [255] 1.3333 3.8115 249.19 1.4233
C3H8 S+RG 1.6667 3.7964 236.28 1.5303
S-VR [255] 1.6667 3.8899 260.91 1.4537
C4H10 S+RG 2.0 3.8169 212.84 1.6168
S-VR [255] 2.0 3.9332 259.56 1.4922
C6H14 S+RG 2.6667 3.8702 205.61 1.6722
S-VR [255] 2.6667 3.9396 251.66 1.5492
C8H18 S+RG 3.3333 3.8897 213.10 1.6750
S-VR [255] 3.3333 3.9455 249.52 1.5751
C10H22 S+RG 4.0 3.8890 212.10 1.6900
S-VR [255] 4.0 3.9675 247.08 1.5925
CO2 S+RG 2.0 2.7240 144.95 1.6425
S+RG 1.6936b 2.9107 172.86 1.5839
S-VR [242, 259] 2.0 2.7864 179.27 1.5157
H2O S+RG 1.0 2.8656 80.00 1.7997 1760.00 2.27527
S-VR [274] 1.0 3.0342 250.00 1.7889 1400.00 2.10822
a (m is the number of square-well segments in the molecule, σ is the hard-core diameter, λ
and ε are the range and the depth of the square-well potential, and εHB and rc are those of
the hydrogen-bonding interaction.)
b Parameter value obtained using quantum theory [261].
and the vapour pressures for alkanes from methane to decane are shown in good agreement
with the experimental values. As in previous studies [253, 255] the parameters obtained
using the SAFT-VR + RG equation maintain a linear relationship with molecular weight,
Mr, when they are weighted with m (see Figure 7.11) as follows,
m(σ/Å)3 = 1.4973Mr/(g ∙mol−1) + 24.064
m(ε/kB)/K = 5.0766Mr/(g ∙mol−1) + 129.04
mλ = 0.04238Mr/(g ∙mol−1) + 0.7473. (7.76)
These correlations could be useful to predict the phase behaviour of other alkanes for
























Figure 7.10: Vapour-liquid (T , ρ) coexistence densities (a) and vapour pressures (b) for a
series of alkanes. From bottom to top in (a) and left to right in (b) the compounds methane,
ethane, propane, butane, hexane, octane and decane are represented. The circles correspond
to correlated experimental data [264]. The discontinuous curves correspond to calculations
with SAFT-VR and commonly used molecular parameters taken from previous works (see
Table 7.6). The continuous curves correspond to the calculations with the SAFT-VR + RG
approach and molecular parameters optimised in this work.
which parameters have not directly been optimised in this work.
The agreement with experiment for CO2 is shown in Figure 7.12. In Figure 7.12(a) the
coexistence densities are plotted together with some isotherms at super-critical condi-
tions which, as seen in the figure, were predicted as subcritical by the original theory. The
vapour pressure curve is also obtained in good agreement with experimental data using the
coupled theory. A different model could be used based on a different number of spherical
segments m obtained from quantum theory [261] with similar accuracy with experimental















Figure 7.11: SAFT-VR model parameters λ (), ε (^) and σ (M) for a number of n-alkanes
as a function of molecular weight, obtained in this work after optimisation using SAFT-VR +
RG.
data. The parameters are collected in Table 7.6.
In the case of water where the model requires the two additional parameters corresponding
to the hydrogen-bonding interactions, a different strategy to find the optimised param-
eter values is followed. The parameter space is discretised to reduce the dimensionality
of the problem following previous works [274, 275]. As in the work of Clark et al. [274]
such discretisation is based on the dispersion energy and the energy of association. Sev-
eral discretisations were tried, the wider of which was based on varying the mentioned
parameters over a range of 60K≤ ε/kB≤620K and 900K≤ εHB/kB≤2100K with steps
of Δε/kB =5.6K and ΔεHB/kB =12K. The most accurate solution is however not the
best model, since the interest is to reproduce the critical point of water; that considered
the best model is shown in Table 7.6 and the agreement with experiment is shown in
Figure 7.13. Mathematical errors were however seen for this and other models that were
providing a good fitting at conditions very close to the critical point of this compound;
the causes of such errors and the refinement of the parameter set for water will be studied
during future work.





















Figure 7.12: Vapour-liquid (p, ρ) coexistence densities and vapour pressures for CO2. The
circles correspond to correlated experimental data [264]. The discontinuous curves correspond
to calculations with SAFT-VR and commonly used molecular parameters taken from a previous
work (see Table 7.6). The continuous curves correspond to the calculations with the SAFT-VR
+ RG approach and molecular parameters optimised in this work.
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Figure 7.13: Vapour-liquid (T , ρ) coexistence densities (a) and vapour pressures (b) for water.
The circles correspond to experimental data [325–329, 449–452]. The discontinuous curves
correspond to calculations with SAFT-VR and commonly used molecular parameters taken
from a previous work (see Table 7.6). The continuous curves correspond to the calculations
with the SAFT-VR + RG approach and molecular parameters optimised in this work.
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7.5 Conclusions
A method for incorporating critical fluctuations in the SAFT-VR equation of state has
been established. The approach uses the recent renormalisation-group corrections pro-
posed by White [425–427], where a fluctuating attractive energy, owing to density fluc-
tuations, is taken into account in a recursive manner. In the approach presented here,
the integration of this attractive contribution is approximated by means of a third-order
expansion of a sinusoidal function used to incorporate fluctuations. For the first term in
the expansion, the structure of the fluid is considered using an existing mapping [39] to the
contact radial distribution function of the hard-sphere evaluated at an effective density.
The structure of the fluid is neglected in the other two terms, whose contribution to the
final expression is less significant; i.e., mean-field is considered for the high-order terms.
The zero-order solution in the recursive procedure is taken to consist only of the short-
wavelength components of the total free energy given by the original SAFT-VR, which can
be treated locally. A partitioning consistent with a previous DFT treatment for interfacial
properties [434] is followed, where all the terms except the mean-attractive energy are
included in the zero-order solution. The final equation leads to universal phase behaviour
close to the critical point and reverts to the classical expression far from the critical region.
Using simulation data for square-well monomer fluids, the SAFT-VR equation coupled
with renormalisation-group theory in the implementation presented here has been shown
capable of enhancing the accuracy in the critical region with the addition of a single pa-
rameter that can be correlated to the range of the square-well potential. In such a way,
for a given square-well fluid of width λ a unique critical parameter L∗ which characterises
the RG procedure, is used. This means that in modelling real compounds, only the usual
square-well parameters σ, ε and λ need to be determined, without the need to adjust
additional parameters to provide the correct scaling at the critical point. This knowledge
can be extended to study the phase behaviour of chains and associating fluids following
a treatment in the context of first-order thermodynamic perturbation theory (TPT1), in
agreement to that of the original equation. The properties of a given associating chain
fluid can accordingly be derived based on the corresponding square-well monomer with
no extra adjustment. Successful results have been obtained applying such treatment to
square-well chain fluids, although for the longer chains numerical difficulties arise; this will
be the subject of future work. A good description of the phase behaviour far and close
to the critical region is also obtained for a number of associating SW systems in compar-
ison to available simulation data. In addition to comparison of the phase behaviour, the
critical exponent β has been calculated and found that despite the qualitative character
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of the phase-space cell approximation in which the approach relies, the method is able to
reproduce the universal value in good agreement with experiment.
Finally the practical use of the theory to model real fluids has been shown. Optimal mod-
els have been developed for compounds of interest to this work, such as the alkane family,
carbon dioxide and water. Obtaining a good model for water is however not a straight-
forward task and the water model developed in this work needs further refinement, since
mathematical problems were encountered very close to the critical point. Nevertheless,
these applications confirm the capabilities of the coupled theory to be used with solely
the molecular parameters of the original SAFT-VR but greatly improving the agreement
with experiment in the critical region.
Chapter 8
Concluding Remarks and Future
Work
In this work the phase behaviour of a number of (alkane + carbon dioxide + water) sys-
tems, of interest for CO2-EOR and CO2 storage in oil reservoirs, has been studied using
both experimental and modelling tools. Such aqueous mixtures are not exempt of com-
plexity, but because of their limited miscibility these are challenging systems to be studied.
From the experimental side, a new experimental analytical apparatus has been developed
for measuring phase equilibria at reservoir conditions. In the design of this equipment,
special care was taken to ensure that the sampling system was reliable. Our approach to
this problem involved the incorporation of a magnetic recirculating pump that yields good
reproducibility of the analysis of liquid samples. On the theoretical side, the use of an
equation of state that accounts for the asymmetry as well as the possibility of hydrogen-
bonding was considered favourable to model these systems and the SAFT-VR equation
of state was opted. Details of the models used to describe the thermodynamic proper-
ties of these fluids and their mixtures have been given, and the predictive capabilities
of the method have been evaluated and compared to other predictive approaches based
on cubic equations, the latter being tools of common use in the field of reservoir processing.
The experimental apparatus was validated through VLE measurements for the system
(n-decane + carbon dioxide) at temperatures of T = 311.02K and T = 344.31K and
comparison to published data. Experimental data were then obtained for two ternary
mixtures, (n-decane + carbon dioxide + water) and (propane + carbon dioxide + water)
at conditions of three-phase equilibria. These conditions for the mentioned systems had
not been explored in previous literature; furthermore, studies presenting VLLE data for
other (alkane + carbon dioxide + water) systems are in any case very limited. The three
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phases in coexistence were analysed in this work. Data for the system (n-decane + carbon
dioxide + water) were gathered along five isotherms from T =(323.08 to 413.16)K and
pressures from ∼ 0.9MPa up to the upper critical end point between the carbon dioxide-
and the decane-rich phases in presence of the water-rich phase; these critical points were
found to be within p =(9.62 to 18.12)MPa at the temperature range studied. In a sim-
ilar manner, the system (propane + carbon dioxide + water) was measured along four
isotherms from T =(311.10 to 353.18)K and pressures from values above the vapour pres-
sure of propane p =(1.67 to 3.71)MPa to the upper critical end point between the carbon
dioxide- and the propane-rich phases in presence of the water-rich phase, the latter found
to range from p =(6.71 to 5.51)MPa with increasing temperature. These critical points
were observed visually as a colourful opalescence and the composition of the coexisting
phases was measured at pressures slightly higher. The analysis of the systems was com-
plemented with calculations performed with SAFT-VR using temperature-independent
binary interaction parameters. An extension of the Hudson and McCoubrey combining
rules was used to calculate the binary parameter relative to the interactions among each of
the alkanes with carbon dioxide; the remaining interactions of each of these components
with water were obtained by fitting to binary mixture data.
The experimental VLLE data for the ternary systems were also compared with literature
data for each of the corresponding binary subsystems and the relations were further anal-
ysed with SAFT-VR calculations. Overall, the comparison between the mutual solubilities
of the components at conditions of three phase equilibria for each ternary system and the
solubility of the components in the corresponding binary subsystems showed small differ-
ences. The solubility of water in the alkane phase and that of alkane in water seemed
to increase slightly with respect to the respective binaries of (alkane + water) when CO2
was present, at the same conditions; this was however not found to be in agreement with
the calculations of the water phase in the (propane + carbon dioxide + water) system.
The solubility of carbon dioxide in water was found to decrease slightly in the presence
of n-decane at the highest pressures of study and that of water in carbon dioxide showed
no appreciable change, compared to the binary system (carbon dioxide + water). In the
propane system, the anti-solvent effect of the alkane so as to reduce the solubility of carbon
dioxide in the water phase was more pronounced, and it was seen already at low pressure;
in the carbon dioxide-rich phase the effect of propane to act as an anti-solvent was also
remarkable. Comparisons with the binary (n-decane + carbon dioxide) system showed
that, whereas the content of n-decane in the carbon dioxide phase was not appreciably af-
fected, that of the carbon dioxide in the n-decane phase decreased when water was added,
an effect that was emphasised at higher temperatures and pressures and that was also ob-
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served as a reduction of the critical pressure between the carbon dioxide- and the decane-
rich phases. In the case of propane, these differences with the binary (propane + carbon
dioxide) were not observed, perhaps because of the lower temperatures and pressures of
study, but according to the theory a very mild trend towards a pressure increase of the
critical point between these two rich phases was observed. In brief, the solubility of carbon
dioxide in the alkane-rich phase was negligibly affected in the case of low-molecular weight
hydrocarbons, but considerably increased in the case of heavier alkanes; the solubility of
carbon dioxide in water was on the contrary decreased. These two points have direct con-
sequences for enhanced oil recovery as well as for solubility trapping of carbon dioxide in
the reservoir. The increased solubility of CO2 in the decane-rich phase and, in particular,
the lower critical pressure between these two phases may be of interest if extrapolated to
the field of enhanced oil recovery, where the minimum miscibility pressure is an impor-
tant parameter that needs to be optimised. The decrease in the solubility of CO2 in the
water-rich phase in presence of the more volatile alkane may in principle benefit solubility
trapping in the reservoir water for CO2 injected fractions that are free of these volatile
components.
Further effort was addressed to improve the predictions of the equation of state in the criti-
cal region. In this regard, a method for incorporating critical fluctuations in the SAFT-VR
equation of state was established. The approach followed the recent renormalisation-group
corrections proposed by White [425–427], where a fluctuating attractive energy, owing to
density fluctuations, is taken into account in a recursive manner. In the approach pre-
sented here, the integration of this attractive contribution was approximated by means
of a third-order expansion of a sinusoidal function used to incorporate fluctuations. For
the first term in the expansion, the structure of the fluid was considered using an existing
mapping [39] to the contact radial distribution function of the hard-sphere evaluated at an
effective density. The structure of the fluid was neglected in the other two terms, whose
contribution to the final expression is considered to be less significant; i.e., mean-field was
considered for the high-order terms. The zero-order solution in the recursive procedure
was taken to consist only of the short-wavelength components of the total free energy
given by the original SAFT-VR, which can be treated locally. A partitioning consistent
with a previous DFT treatment for interfacial properties [434] was followed, where all the
terms except the mean-attractive energy are included in the zero-order solution. The final
equation leads to universal phase behaviour close to the critical point and reverts to the
classical expression far from the critical region.
Using simulation data for square-well monomer fluids, the SAFT-VR equation coupled
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with renormalisation-group theory in the implementation presented here has been shown
capable of enhancing the accuracy in the critical region with the addition of a single pa-
rameter that can be correlated to the range of the square-well potential. In such a way,
for a given square-well fluid of width λ only one critical parameter L∗ which characterises
the RG procedure, is used. This means that in modelling real compounds, only the usual
square-well parameters σ, ε and λ need to be determined, without the need to adjust
additional parameters to provide the correct scaling at the critical point. This knowledge
can be extended to study the phase behaviour of chains and associating fluids following
a treatment in the context of first-order thermodynamic perturbation theory (TPT1), in
agreement to that of the original equation. The properties of a given associating chain
fluid can accordingly be derived based on the corresponding square-well monomer with
no extra adjustment. Successful results have been obtained applying such treatment to
square-well chain fluids and a number of associating SW systems imposed by the avail-
ability of simulation data. In addition to comparison of the phase behaviour, the critical
exponent β has been calculated and found that despite the qualitative character of the
phase-space cell approximation in which the approach relies, the method is able to repro-
duce the universal value in good agreement with experiment.
Finally the practical use of the theory to model real fluids has been shown. Optimal
models have been developed for compounds of interest to this work, such as the alkane
family, carbon dioxide and water. These applications confirm the capabilities of the cou-
pled theory to reproduce the global phase behaviour close and far from the critical point
using solely the molecular parameters of the original SAFT-VR equation.
8.1 Contributions of This Work
The contributions of the present work can be summarised as follows:
• the construction and assessment of a new apparatus with on-line chromatographic
analysis to measure phase equilibrium of mixtures including components as heavy
as n-decane, also demonstrated by production of VLE data for the system (n-decane
+ carbon dioxide) and further validation through comparison to published experi-
mental data;
• the design, construction and commission of a new magnetically coupled reciprocat-
ing pump whose incorporation in the experimental apparatus successfully improved
liquid sampling;
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• the production of a large body of experimental VLLE data for the ternary aqueous
systems (n-decane + carbon dioxide + water) and (propane + carbon dioxide +
water) over several isotherms and pressures covering all the range of three-phase
equilibria;
• the measurement of LLE data locating the upper critical end line of the two ternary
systems at the temperatures of study;
• the comparison of the experimental data obtained for the ternary to published binary
mixture data to analyse the effects of the addition of a third component in each
binary equilibrium, with some conclusions of interest for reservoir processing;
• the use of SAFT-VR as a modelling tool applied to the systems experimentally
studied and, where possible, the evaluation of its predictive capabilities;
• the review in detail of the renormalisation-group (RG) theory of White to analyse
previous implementations in other SAFT approaches and to establish a method to
apply the RG treatment to the SAFT-VR equation;
• the establishment of a correlation between the single critical parameter needed and
the range of the square-well potential used in SAFT-VR through comparison to
simulation data for square-well monomer fluids of varying range, so that in modelling
real compounds with the coupled SAFT-VR + RG theory only the typical square-
well parameters need to be adjusted;
• the evaluation of the extension of the theory to model chains and associating fluids
in the context of the perturbation theory of Wertheim, without further adjustment
of the critical parameter;
• the demonstration of the applicability of the coupled SAFT-VR + RG theory to
real fluids and the presentation of optimal square-well parameters for a range of
n-alkanes, carbon dioxide and water.
8.2 Directions for Future Work
One of the most time-consuming stages in this work was the development and commis-
sion of the experimental equipment. Having completed these tasks, it is worth to extend
the application of the equipment to render more data. In the same line of (hydrocarbon
+ carbon dioxide + water) experiments, mixtures with other characteristic compounds
found in oil, such as branched alkanes, cycloalkanes or aromatics, could be studied. In
general, aliphatic hydrocarbons could in principle be studied using the same hydrogenated
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nitrile o-rings (elast-O-Lion 101, James Walker and Co.), according to their specifications.
In the case of aromatics, the performance of these o-rings is expected to be poor and,
thus, a substitute with good characteristics against explosive decompression in presence of
high concentrations of carbon dioxide is advised; the replacement by other type of o-rings,
such as those known by the trade name ‘Aflas’(tetrafluoroethylene/propylene copolymers)
which show good performance with aromatics and fair with CO2, could be attempted.
The adequacy of the existing chromatographic columns to these systems would also re-
quire to be studied. The stationary phase of the OV-1 column may be adequate to some
extend, since examples of the use of this column to analyse compounds of this kind can
be seen in the literature (e.g., for ethylcyclohexene [453] and benzene [454]). To model
these components, the use of a heteronuclear version such as the SAFT-γ equation [53, 54]
would be beneficial. The SAFT-γ approach relies on a group contribution formalism so
that molecules are modelled as consisting of different functional groups, as opposed to the
standard homonuclear model used in common SAFT type equations, and it has already
shown successful results to model branched alkanes and alkylbenzenes [53].
Another interesting direction would be the study of heavier alkanes. The equipment could
be used in a synthetic fashion, simply taking advantage of the visual possibilities to observe
four phase equilibria in (n-alkane + carbon dioxide + water) systems or even barotropic
inversion of the phases. The possibility of finding four fluid phases in equilibrium was
already contemplated in the system (n-decane + carbon dioxide + water) at near ambi-
ent conditions, without successful results. Although the system (carbon dioxide + water)
presents VLLE equilibria at conditions below 305K [455], the upper critical end point
of the system (n-decane + carbon dioxide) is found at 249K [322]; this last point may
indicate the difficulty of achieving a forth, carbon dioxide-rich, liquid phase in the ternary
system. Because the study of hydrates was out of the scope of this work lower temper-
atures were not attempted, but this could certainly be another possible future direction
which could be carried out by operating the equipment in a similar fashion to previous
work [198]. In the case of heavier alkanes, equilibria between four fluid phases should be
possible and challenging to be studied. Regarding barotropy, the phase inversion that is
known to happen between a carbon dioxide and an alkane phase based on tetradecane or a
longer alkane [131, 292, 293] could be observable within the range of operating conditions
of the apparatus, and would be interesting to measure in the ternary system. The ana-
lytical capabilities of the equipment could also be used but in this case special care and
extra developments would most likely to be required to achieve the temperatures needed
to avoid condensation of the heavy components in their transfer to the chromatograph.
In particular, the material insulating these lines would need a replacement for one able to
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stand higher temperatures ensuring at the same time good insulation from the oil used
in the thermal bath. The use of an air oven instead of the oil bath would be in any case
recommendable for these applications to heavier compounds, with the sampling valves
heated in a separate enclosure. The higher limitation to be faced would be the analysis of
the solubility of heavier hydrocarbons in water due to the extremely low values that can
be reached. To detect such amounts, samples of higher volumes would be required with
the disadvantage of deteriorating the analysis of water in the chromatograph due to the
consequent overload of the column. Such analysis of the alkane content in the water-rich
phase would thus not be practical to carry out using this approach.
It is known that (water + oil) mixtures can form emulsions when surfactants are present
(e.g., [456, 457]). In high-pressure equipment it is common to find impurities and therefore
a possible emulsion formation should be studied in higher detail, and tests for prolonged
times of one or two days should be allowed to study the possible effect of such, if formed.
Based on the clarity of the mixtures in this study, there was no first evidence of formation.
Regarding the presented application of renormalisation-group theory to the SAFT-VR
equation, further work is required to solve some of the issues that were commented in
Chapter 7. In particular the mathematical problems related to long chains as well as
those affecting the water model. Regarding long chains, the propagation of errors for the
very low densities of the gas phase seem to be the cause and this should be improved in-
creasing the accuracy in the calculations. Concerning the case of water, further refinement
of the parameter space should be attempted to understand better the cause of the problem.
The following step will be to extend the renormalisation-group treatment to mixtures.
To study mixtures decisions about the approach to follow and appropriate mixing and
combining rules will have to be made. In particular, in the literature two main options
can at first be devised. In the first one, the RG equations are generalised to mixtures by
expressing them in terms of the density fluctuations of each component, considered inde-
pendent [412, 415, 423], something that was also considered in the extension of the theory
of Parola and Reatto [405] for binary mixtures. The second is based on the assumption
that the thermodynamic behaviour of a mixture at its critical point can be considered
isomorphic with that of a one-component fluid if the mixture is studied at a specific con-
stant field variable [458]. In practice, according to the latest approach, the global density
of the mixture is the selected order parameter and the constant field variable is the dif-
ference in chemical potentials between the two components; a simplification using mole
fractions instead of chemical potentials has found useful to facilitate its application to a
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number of equations of state [70, 341, 459, 460]. In general these approaches have been
successfully applied to reproduce vapour-liquid critical points; for critical points in liquid-
liquid equilibria, the use of composition instead of density as order parameter has been
suggested [458], but the extension of global or crossover equations of state to reproduce
liquid-liquid critical points remains still a challenging area where further work is necessary.
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Appendix A
Calibration and Test Details
A.1 Calibration of the Pressure Transducer and Tempera-
ture Sensor
The pressure transducer (Digiquartz model 410KR-HT-101, full scale range 69MPa) was
calibrated against a pressure balance (Desgranges et Huot). The calibration was done
at approximate values of pressure of (0.1, 3, 6, 11, 15, 18, 25, 30, 43, 49)MPa with the
pressure given by







in psia units, where T is the pressure period in microseconds, and C, D and T0 are
















and U is given by
U = X − U0. (A.5)
X is the temperature period in microseconds and the rest are coefficients which appear
in Table A.1. The final uncertainty of the pressure measurements was estimated to be
10 kPa.
246
A. Calibration and Test Details 247
Table A.1: Pressure Transducer Coefficients
i Ui Ci Di Ti




The platinum resistance thermometer was calibrated on ITS-90 at the temperature of the
triple-point of water and by comparison with a standard platinum resistance thermometer
in a constant temperature bath at T =(273.16, 323.15, 373.15, 423.15 and 473.15)K. The
uncertainty of the fit was 0.02K.
The relation between temperature (T ) and the resistance (RT ) measured by the ther-
mometer is expressed based on the Callendar-van Dusen equation,








100 T ≥ 0 (A.6)
where the temperature is given in degrees celsius. The coefficients obtained after calibra-
tion are gathered in Table A.2.
Table A.2: PRT constants
R0 α δ
100.012 3.85013×10−3 1.524324
The VLE measurements of the system (n-decane + CO2) were done with a different tem-
perature probe calibrated in the same manner but having a higher uncertainty (∼ 0.05K).
The temperature measurements during experiments where from time to time compared to
those of a probe of higher precision and the slight deviations accounted for. The vapour
pressure of CO2 was also measured and compared to the published values on the NIST
standard reference database 69 [264] as seen in Figure A.1, showing good agreement.
A.2 Performance Tests of the Recirculation Pump
The pump was tested using decane at ambient conditions. The tests were conducted using
only one channel of the pump, with 2 meters of tubing of 1mm i.d. at the outlet leading
to a beaker for collection of the fluid. The length of the travel for the piston was adjusted
to maximum, around 31mm. The first test consisted of measuring the flow rate produced
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Figure A.1: Measurement of the vapour pressure of carbon dioxide at a given temperature
and comparison to published values [264].
as a function of the frequency of reciprocation. Measurements of weight of fluid collected
with time provided an estimation of the flow rate. It was checked that non initial priming
of the pump was necessary. The set of test measurements are plotted in Figure A.2. The
slope of the curve is the displacement of the pump per cycle, around 0.16 cm3/cycle. The
theoretical displacement, based on the length of the stroke (31mm) and the internal diam-
eter of the cylinder (3mm) is 0.21 cm3/cycle, considering only the flow rate through one
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Figure A.2: Volumetric flow rate of decane as a function of the frequency of reciprocation.
The continuous curve represents a linear fitting to the data given by F = 0.160f − 0.944.
A second set of tests were carried out connecting the previous tubing to a pressure trans-
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ducer (PI) and a needle valve (V1), as show in Figure A.3. The needle valve was used
to throttle the flow while the pressure head produced by the pump was recorded. The
measurements, plotted in Figure A.4 were done at a reciprocating frequency of 58.5 min−1.
To avoid pressure drops produced by intermediate components in the arrangement, ΔP=0
was set for the case of the previous setup. In the plot it is shown the pressure the piston
is able overcome before decoupling. The performance of the pump was concluded from
this test to be satisfactory for the pump to be able to overcome the pressure drop across
the liquid sampling line in the real experimental setup (described in Section 3.1). The
comparison with the pressure drop across the liquid sampling line is shown in Figure A.4.
The intersection between the curves represented (that of the pressure drop overcame by
the pump and the curve reproducing the pressure drop across the sampling line) would in-
dicate the operation conditions of the pump with a reciprocating frequency of 58.5 min−1
once included in the experimental setup. The pressure drop originated during operation
of the recirculation pump is also shown to be small so that any undesired destabilisation
(e.g., vaporisation or condensation of fluid) should also be reduced.
Figure A.3: Schematic diagram of the connections in the performance tests done throttling
the flow. The magnetic pump is labelled as MRP.
To complete the performance tests, the flow rate was also measured with air. As previously,
this was done at ambient conditions; the inlet was in this test disconnected and just opened
to the environment. The flow of air was measured in a graduated buret filled with water,
again as a function of time. A value around 8.5 cm3/min was obtained when the valve was
completely opened and the reciprocating frequency was 58.5 min−1 as in the previous test.
This set of tests was performed using some previous check valves (SSI soft-seat Check Valve
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Figure A.4: Volumetric flow rate of decane as a function of the pressure drop. The continuous
curve represents an exponential fitting to the data, given by F = 8.603 exp(−20.11ΔP ). The
discontinuous line represents an estimation of the pressure drop across the liquid sampling line
in the experimental setup (cf. Section 3.1) of length 1.5m and 1mm i.d. with an intermediate
reduction through a sampling loop of 8mm length and 0.4mm i.d..
model 02-0129, Scientific Systems Inc.) which were designed with an elastomeric seal of
Kalrez. Although these check valves showed excellent performance at low pressure, the
Kalrez o-rings exhibited an excessive swelling with high concentrations of carbon dioxide
that prevented the check valves from closing at conditions of high pressure. This effect
was even more pronounced with temperature. They were replaced by the Sitec check
valves (Sitec model 620.4311 and 620.4312, SITEC-Sieber Engineering AG) mentioned in
the description of the apparatus, which lack of any elastomeric seal.
A.3 Calibration of the Gas Chromatograph
The chromatograph was calibrated based on an absolute calibration method. The cali-
bration was done periodically. Here just some representative calibration curves will be
provided.
Although calibration using syringes was also attempted, the calibration relied during this
work was based on using one of the sampling valves with a given sampling loop. The
sampling loop used was each time the same for the three components. In the case of gases
as CO2 and propane, the given component was loaded inside the cell and the amount
injected to the gas chromatograph was varied modifying the conditions of temperature
and pressure of the oil bath. To avoid helium in the sampling loop, this was previously
evacuated before sampling or, after the pump was implemented, pushed from the sam-
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pling loop by continuous pumping. In the case of liquids, the sampling was done either
in the same way or by placing the valve outside the oil bath, filling the sampling loop
with a syringe and using an upwards tube at the outlet to push and avoid bubbles of air.
The amount of liquid injected was varied by dilution with an appropriate solvent. For
decane, hexane was used as a diluent; in the case of water, tetrahydrofuran (THF) was
used. THF and water present certain degree of immiscibility but at ambient temperature,
as used, it is below atmospheric pressures [461]. The amount of the desired component
was measured gravimetrically and the dilution carried out in a volumetric flask of 100 cm3
so as to prepare dissolutions of known concentration. Each data point at given conditions
of concentration would be typically repeated at least 4 or 5 times. The volume of the
sampling loop was not required for the calibration, but the curves were referred to the
density of each pure component. Since no dead volume is injected during the calibration
process (as it would occur with the volume of the needle in the case of syringe injection),
the calibration curves were forced to pass by the origin of coordinates.
The densities for CO2 were obtained using the Span and Wagner equation as implemented
in the NIST database [264]. The uncertainty for density measurements ranges from (0 .03
to 0.05)%. Figure A.5 shows a calibration curve for carbon dioxide. For high injections
of carbon dioxide, a polynomial curve of third order needed to be used to fit the data
(A = 3.9896 × 10−19ρ3 − 9.7242 × 10−13ρ2 + 8.1768 × 10−6ρ) with R2 = 0.99999 and
relative average standard deviation in the reproducibility of each data point of σ = 0.4%.
However, the response of the detector is linear for the typical concentration range, shown
in Figure A.5(b).
The densities for n-decane were obtained with an equivalent equation of state from the
same database [264] with an uncertainty for density measurements up to 0.2%. The cali-
bration curve for n-decane in both the FID and the TCD detectors appears in Figure A.6.
The response from the FID was regressed as A = 7.01368376 × 1010ρ with R2 = 0.9994
and relative average standard deviation for the data points σ = 0.25%. The response from
the TCD was regressed as A = 4.11482114× 106ρ with R2 = 0.9999 and relative average
standard deviation of σ = 1.04%.
The densities for water were also taken from the same source [264] with a reported un-
certainty in density of 0.001%. The response from the TCD was also regressed with a
linear expression A = 7.09923986× 106ρ with R2 = 0.9993 and relative average standard
deviation σ = 1.4%. The calibration curve is plotted in Figure A.7.




















Figure A.5: Area (A) versus density (ρ) graph showing the data points measured and the
calibration curve obtained for the response of the Thermal Conductivity Detector (TCD) to
carbon dioxide for (a) large concentration and (b) typical concentration range at 95mA. The
polynomial fit is represented with a dashed curve; the linear fit is represented by a continuous
curve.
The densities of propane at the conditions of calibration were obtained in an equivalent
manner, using the same data source [264]; the estimated uncertainty in density was how-
ever not reported. The calibration curve for propane in both the FID and the TCD
detectors is shown in Figure A.8. The response from the FID was regressed as A =
5.32968420× 109ρ with R2 = 0.9996 and relative average standard deviation for the data
points σ = 0.34%. The response from the TCD was regressed as A = 3.71828267 × 105ρ
with R2 = 0.9999 an relative average standard deviation of σ = 0.87%.
To minimise the noise of the detector with time the current of the TCD was reduced from
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Figure A.6: Area (A) versus density (ρ) graph showing the data points measured and the
calibration curve obtained for the response of the, _, Flame Ionisation Detector (FID) and, ,
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Figure A.7: Area (A) versus density (ρ) graph showing the data points measured and the
calibration curve obtained for the response of the Thermal Conductivity Detector (TCD) at
95mA with water.
95mA to 90mA as specified in Section 3.1.3. This is at expenses of a decrease in the
response of the detector. The effect of the current set for the filament on the response of
the detector can be seen in Figure A.9. This plot was obtained by syringe injections of a
given volume of water in the chromatograph.
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Figure A.8: Area (A) versus density (ρ) graph showing the data points measured and the
calibration curve obtained for the response of the, _, Flame Ionisation Detector (FID) and, ,
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In this section of the appendix, previous data reported concerning binary combinations of
water / n-alkanes /CO2 of interest to this work is reviewed.
B.1.1 Mixtures of Water and n-Alkanes
Table B.1: Literature data concerning the system (methane + water). In the table, VLE
refers to vapour-liquid equilibrium data; V-H, to vapour-hydrate equilibrium; H-L, to hydrate-
liquid equilibrium; H-L-V, to hydrate-liquid-vapour equilibrium and v-l, to the vapour-liquid
critical curve.
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Water in methane rich phase
Yarrison (2006) [462] VLE 37 310.90 477.50 3.5 110.3
Froyna (2004) [463] 25 253.15 293.15 1.5 18.0
Mohammadi et al.(2004) [464] VLE & V-H 17 282.98 313.12 0.6 2.9
Chapoy et al.(2003) [465] VLE 39 283.08 318.12 0.9 34.6
Avila et al.(2002) [466] VLE 84 225.50 272.20 0.2 10.0
Althaus (1999) [467] 50 253.15 293.15 0.5 10.0
Fenghour (1996a) [468] VLE 9 429.90 698.75 7.5 30.4
Ugrozov (1996) [469] VLE 32 310.95 377.55 2.5 70.9
Yarym-Agaev et al. (1985) [470] VLE 15 298.15 338.15 2.5 12.5
Gillespie & Wilson (1982) [471] VLE 16 323.15 589.15 1.3 17.0
Crovetto et al. (1982) [472] VLE 7 297.50 518.30 1.3 6.4
Aoyagi et al. (1979) [473] 12 238.15 273.15 3.0 10.5
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Table B.1: Literature data concerning the system (methane + water) (continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Kosyakov et al. (1979) [474] 27 233.15 273.15 1.0 10.0
Sa´nchez & Meer (1978) [475] VLE 49 423.15 573.15 20.0 25.0
Sloan et al. (1976) [476] V-H 12 249.15 267.15 6.9 10.5
Sultanov et al.(1971) [477] VLE 86 423.15 633.15 9.8 107.9
Sharma (1969) [478] 15 313.15 345.15 1.5 15.0
Rigby & Prausnitz (1968) [479] VLE 12 298.15 373.15 2.4 9.4
Olds et al. (1942) [480] VLE 78 310.15 510.15 2.6 68.9
Methane in water rich phase
Duan & Mao (2006) [481] VLE 23 273.15 573.15 0.1 200.0
Chapoy et al.(2004) [482] VLE 16 275.11 313.11 0.9 18.0
Wang et al.(2003) [483] VLE 17 283.2 303.2 2.0 40.0
Kiepe et al.(2003) [484] VLE 29 313.35 373.29 0.007 9.3
Kim et al. (2003) [485] VLE 6 298.15 298.15 2.3 16.6
H-L 16 276.2 281.7 5.0 14.3
Chapoy et al.(2003) [465] VLE 39 283.08 318.12 0.9 34.6
Yang et al.(2001) [486] VLE 38 273.10 398.10 2.3 19.4
Addicks et al.(2002) [487] VLE 4 298.15 298.15 7.3 17.8
Dhima et al.(1998) [488] VLE 8 344.25 344.25 2.5 100.0
Carroll et al.(1998) [489] VLE 36 298.15 298.15 7.3 17.8
Lekvam & Bishnoi(1997) [490] VLE 18 274.15 286.15 0.6 9.0
Malegaonkar et al.(1997) [491] VLE 9 274.20 285.65 0.09 18.0
Reichl(1996) [492] VLE 8 283.16 343.16 0.1 0.3
Zheng et al.(1996) [493] VLE 14 324.15 375.15 2.5 70.9
Wang et al.(1995) [494] VLE 21 238.15 298.15 1.1 5.2
Yokoyama et al.(1988) [495] VLE 6 298.15 323.15 3.0 8.0
Yarym-Agaev et al.(1985) [470] VLE 15 298.15 338.15 2.5 12.5
Cramer (1984) [496] VLE 22 277.15 573.15 3.0 13.2
Gillespie & Wilson (1982) [471] 16 323.15 588.15 1.4 17.0
Crovetto et al. (1982) [472] VLE 7 297.50 518.30 1.3 6.4
Sa´nchez & Meer (1978) [475] VLE 49 423.15 573.15 20.0 25.0
Sultanov et al.(1972b) [497] VLE 60 423.15 633.15 9.8 107.9
O’Sullivan & Smith (1970) [498] VLE 18 324.65 398.15 10.1 60.6
Davis & McKetta (1960) [499] VLE 46 313.15 393.15 0.3 4.0
Culberson & McKetta (1951) [500] VLE 71 298.15 443.15 2.2 70.0
Methane in salt aqueous solutions
Duan & Mao (2006) [481] VLE 102 273.15 573.15 0.1 200
Kiepe et al.(2003) [484] VLE 86 313.09 373.21 0.007 9.8
Cramer (1984) [496] VLE 72 273.65 574.25 1.9 13.2
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Table B.1: Literature data concerning the system (methane + water) (continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Roo et al. (1983) [195] H-L-V 32 261.85 285.98 2.4 11.0
Byrne & Stoessell (1982) [501] VLE 33 298.15 298.15 2.4 5.2
O’Sullivan & Smith (1970) [498] VLE 32 324.65 398.15 10.1 61.6
Critical points (methane + water)
Brunner (1990) [110] v-l 10 631.80 647.14 22.0 49.8
Table B.2: Literature data concerning the system (ethane + water). In the table, VLE refers
to vapour-liquid equilibrium data; LLE, to liquid-liquid equilibrium; V-H, to vapour-hydrates
equilibrium; H-L, to hydrate-liquid equilibrium and v-l, to the vapour-liquid critical curve.
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Water in ethane rich phase
Yarrison (2006) [462] VLE & LLE 29 314.80 466.50 3.5 110.3
Mohammadi et al.(2004a) [464] VLE 5 282.93 293.10 0.5 3.0
Song et al.(2004) [502] L-H 11 201.65 281.15 3.4 3.4
Chapoy et al.(2003) [503] VLE & V-H 54 278.08 303.11 0.45 4.6
Althaus (1999) [467] 253.15 293.15 0.5 3.0
Song & Kobayashi (1994) [504] V-H & H-L 8 240.05 283.65 2.4 3.5
VLE & LLE 9 288.65 304.85 3.4 4.9
V-H & H-L 8 240.05 283.65 2.4 3.5
Sloan et al.(1987) [505] H-L 6 259.10 270.50 3.45 3.45
Coan & King(1971) [345] VLE 18 298.15 373.15 2.4 3.6
Danneil et al.(1967) [506] VLE & v-l 76 473.15 673.15 20.0 400.0
Anthony & McKetta(1967a) [507] VLE 4 310.92 410.9 2.6 10.8
Anthony & McKetta(1967b) [508] VLE 20 310.87 377.87 3.4 34.7
Reamer et al.(1943) [509] VLE 41 310.93 377.59 2.2 68.2
Ethane in water rich phase
Mokraoui et al.(2007) [510] VLLE(xTP) 4 288.33 303.30 3.4 4.6
Mohammadi et al.(2004)(c) [511] VLE 46 274.26 343.06 0.4 5.0
Wang et al.(2003) [483] VLE 17 283.2 303.2 0.5 4.0
Kim et al.(2003) [485] VLE 9 298.15 298.15 1.4 3.9
H-L 3 277.30 278.50 10.1 20.1
Dhima et al.(1998) [488] VLE 4 344.25 344.25 20.0 100.0
Danneil et al.(1967) [506] VLE & v-l 68 473.15 673.15 20.0 400.0
Anthony & McKetta(1967a) [507] VLE 5 344.32 377.65 3.4 28.2
Critical points (ethane + water)
Brunner (1990) [110] v-l 10 621.10 647.14 22.0 49.8
Morrison (1981) [512] v-l 12 305.36 305.38 - -
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Table B.3: Literature data concerning the system (propane + water). In the table, VLE
refers to vapour-liquid equilibrium data; LLE, to liquid-liquid equilibrium; VLLE, to vapour-
liquid-liquid equilibrium; H-L, to hydrate-liquid equilibrium; v-l, to the vapour-liquid critical
curve and g-g, to the gas-gas critical curve.
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Water in propane rich phase
Song et al.(2004) [502] H-L 14 211.15 276.15 0.8 1.1
Blanco et al.(1999) [513] VLE 100 256.21 283.84 0.1 0.5
Song & Kobayashi(1994) [504] H-L 7 235.65 276.15 1.1 1.1
VLE 8 281.95 299.65 0.6 0.9
Sloan et al.(1987) [505] H-L 9 246.70 276.50 0.7 0.7
Kobayashi & Katz(1953) [364] VLLE 21 290.37 367.43 0.7 4.2
VLE 53 310.93 422.04 0.7 19.3
Propane in water rich phase
Mokraoui et al.(2007) [510] VLLE 6 298.09 343.18 1.0 2.6
Chapoy et al.(2004) [374] VLE 61 277.62 368.16 0.3 3.9
Brunner (1990) [110] VLLE 6 312.40 369.70 1.3 4.3
Sa´nchez & Coll(1978) [514] VLE 55 529.15 663.15 20.0 330.0
Kobayashi & Katz(1953) [364] VLLE 16 278.87 369.48 0.5 4.4
VLE 50 285.37 422.04 0.5 19.2
Critical points (propane + water)
Brunner (1990) [110] v-l 14 621.90 647.14 22.1 48.6
De Loos et al.(1980) [515] g-g 273 586.50 646.00 17.3 187.2
Table B.4: Literature data concerning the system (n-butane + water). In the table, VLE
refers to vapour-liquid equilibrium data; VLLE, to vapour-liquid-liquid equilibrium and v-l, to
the vapour-liquid critical curve.
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Water in n-butane rich phase
Reamer et al.(1952) [516] VLE 145 310.92 510.93 0.006 69.0
Reamer et al.(1944) [517] VLLE 26 310.92 425.15 0.3 4.4
n-Butane in water rich phase
Mokraoui et al.(2007) [510] VLLE 7 298.29 353.14 0.5 1.1
Dhima et al.(1998) [488] VLE 5 344.25 344.25 10.0 100.0
Yiling et al.(1991) [518] VLE 73 496.00 707.00 9.0 310.1
v-l 7 625.00 670.00 27.8 169.5
Reamer et al.(1952) [516] VLE 145 310.92 510.93 0.006 69.0
Reamer et al.(1944) [517] VLLE 26 310.92 425.15 0.3 4.4
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Table B.4: Literature data concerning the system (n-butane + water) (continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Critical points (n-butane + water)
Brunner (1990) [110] v-l 16 623.9 647.14 22.0 49.8
VLLE 10 325.50 424.10 0.5 4.3
Table B.5: Literature data concerning other systems (n-alkane + water). In the table, VLE
refers to vapour-liquid equilibrium data; LLE, to liquid-liquid equilibrium; VLLE, to vapour-
liquid-liquid equilibrium; v-l, to the vapour-liquid critical curve and g-g, to the gas-gas critical
curve. (xTp) refers to only the less volatile phase data, whereas (yTp) refers to only the more
volatile phase data.
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
(n-Pentane + Water)
Mokraoui et al.(2007) [510] VLLE(xTP) 6 298.28 343.15 0.50 0.51
Jou & Mather(2000) [519] VLLE(xTp) 9 273.2 453.20 0.02 3.6
Brunner (1990) [110] VLLE 8 377.50 463.80 0.8 4.6
v-l 15 465.70 641.60 3.4 47.3
De Loos et al.(1983) [520] g-g 10 625.90 646.70 23.6 76.9
Gillespie & Wilson (1982) [471] LLE 3 311.48 423.37 0.1 2.1
Price (1976) [521] LLE 7 298.15 422.65 - -
(n-Hexane + Water)
Pereda et al.(2009) [522] VLE(xTP) 4 298.09 353.15 0.5 0.5
Mokraoui et al.(2007) [510] VLLE(xTP) 4 298.09 353.15 0.5 0.5
Marche et al. (2003) [523] (xTp) 6 303.95 443.15 0.7 0.7
Stepanov et al.(1996) [524] VLE(xTp) 114 380.23 495.77 0.4 5.3
Yiling et al.(1991) [518] VLE 30 555.00 699.00 19.8 246.7
v-l 10 627.80 673.30 22.5 111.0
Brunner (1990) [110] VLLE 7 419.00 496.40 1.1 5.3
v-l 16 499.00 642.20 3.5 47.3
Tsonopoulos & Wilson(1983) [525] LLE 9 310.93 473.15 0.05 4.0
De Loos et al.(1982) [526] g-g 12 627.8 645.5 22.1 74.3
Namiot et al.(1976) [323] VLE(yTp) 61 473.15 548.15 1.9 14.7
VLE(xTp) 12 473.15 493.15 1.9 5.2
Rebert & Hayworth(1967) [527] VLE(xTp) 59 493.15 644.15 4.6 22.2
(n-Heptane + Water)
Marche et al. (2003) [523] (xTp) 7 305.85 443.75 0.7 0.7
Rezanova et al. (1991) [528] VLE 9 298.15 333.15 0.008 0.05
Brunner (1990) [110] VLLE 9 414.70 520.00 0.7 6.3
v-l 22 523.80 645.20 3.4 49.9
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Table B.5: Literature data concerning other systems (n-alkane + water) (continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
De Loos et al.(1983) [520] g-g 2 628.50 629.60 25.1 32.4
skripka et al. (1973) [529] VLE 5 473.15 518.55 2.7 6.7
(n-Octane + Water)
Marche et al. (2003) [523] LLE(xTp) 12 303.05 456.15 0.7 0.7
Brunner (1990) [110] VLLE 8 418.30 544.80 0.6 7.4
v-l 23 544.80 647.14 4.1 45.6
Heidman et al.(1985) [530] VLLE 12 310.93 473.15 0.05 4.0
Brady et al.(1982) [531] VLE(xTp) 5 422.04 552.76 0.6 8.9
VLE(yTp) 4 422.04 550.37 0.6 8.9
Sultanov & Skripka(1972) [324] VLE 10 513.15 533.15 2.0 7.0
(n-Nonane + Water)
Brunner (1990) [110] VLLE 12 447.90 554.00 1.1 8.5
v-l 27 558.90 653.70 8.3 50.8
Skripka(1979) [532] (yTp) 6 473.15 553.15 2.0 8.8
Price (1976) [521] (xTp) 5 298.15 409.75 - -
Skripka et al. (1973) [529] VLE 6 473.15 553.15 2.0 8.8
(n-Decane + Water)
Haruki(2000) [182] LLE 9 573.20 593.20 12.1 30.3
Wang & Chao(1990) [533] LLE 24 573.20 613.20 9.2 23.1
VLE 22 573.20 613.20 13.0 92.7
v-l 3 573.20 613.20 2.9 9.3
Brunner (1990) [110] VLLE 6 465.80 567.60 1.5 9.7
v-l 19 569.40 649.10 3.2 42.1
Skripka(1979) [532] (yTp) 7 473.15 569.15 1.7 9.8
Lotter et al.(1978) [534] VLE 8 548.15 548.15 0.9 6.9
Namiot et al.(1976) [323] VLE 8 423.15 603.15 0.5 19.6
Sultanov & Skripka(1972) [324] (yTp) 46 498.15 563.15 2.9 78.5
VLLE 24 423.15 563.15 0.5 9.4
(n-Dodecane + Water)
Stevenson et al. (1994) [535] VLE 28 603.60 633.00 0.9 2.2
LLE 14 603.60 633.00 13.8 24.9
Brunner (1990) [110] VLLE 13 519.40 584.80 4.1 11.7
v-l 25 594.30 647.14 2.8 34.0
Skripka et al. (1973) [529] VLE 6 473.15 587.15 1.8 13.0
(n-Hexadecane + Water)
Breman et al.(1994) [536] VLE 24 413.50 525.50 0.2 0.7
Brunner (1990) [110] VLLE 12 456.30 608.30 1.1 14.9
v-l 27 623.60 689.10 8.0 31.1
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Table B.5: Literature data concerning other systems (n-alkane + water) (continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Skripka(1979) [532] VLE(yTp) 7 473.15 611.15 1.7 15.7
Sultanov & Skripka(1972) [324] VLE(yTp) 45 523.15 598.15 3.9 78.5
Sultanov et al.(1971) [477] VLLE 6 473.15 598.15 1.7 13.1
VLE 145 473.15 638.15 0.3 29.4
(n-Eicosane + Water)
Brunner (1990) [110] VLLE 12 421.80 622.70 0.4 17.1
v-l 20 630.8 654.80 15.0 30.4
Skripka et al. (1973) [529] VLE 7 523.15 625.35 4.1 18.1
B.1.2 Mixtures of Water and Carbon Dioxide
Table B.6: Literature data concerning the system (water + carbon dioxide). In the table, VLE
refers to vapour-liquid equilibrium data; LLE, to liquid-liquid equilibrium; VLLE, to vapour-
liquid-liquid equilibrium; H-L, to hydrate-liquid equilibrium; V-L-H, to vapour-liquid-hydrate
equilibrium and v-l, to the vapour-liquid critical curve.
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Water in carbon dioxide rich phase
Martin et al. (2009) [537] VLE 5 353.00 393.00 10.0 30.0
Jarne et al.(2004) [333] VLE 99 251.90 288.20 0.1 4.1
Valtz et al.(2004) [65] VLE 30 278.22 318.22 0.4 8.0
Bamberger(2000) [347] VLE 54 323.20 353.10 4.0 14.1
Fenghour (1996b) [538] VLE 11 405.00 613.00 5.7 24.0
Mather & Franck (1992) [539] VLE 11 498.45 546.45 114.4 311.1
King et al.(1992) [369] VLE & LLE 41 288.15 313.15 5.1 20.1
D’Souza et al. (1988) [540] VLE 4 323.15 348.15 10.1 15.2
Patel et al. (1987) [330] VLE 47 312.51 482.02 0.08 9.6
Briones et al. (1987) [346] VLE 8 323.15 323.15 6.8 17.7
Mueller (1983) [348] VLE 49 373.15 473.15 0.3 8.1
Gillespie & Wilson (1982) [471] 40 289.15 533.15 0.7 20.0
Morrison (1981) [512] v-l 6 304.20 304.57 - -
Zawisza (1981) [331] VLE 14 373.15 473.15 0.4 3.4
Coan & King(1971) [345] VLE 22 298.15 373.15 1.7 5.1
Takenouchi & Kennedy(1964) [294] v-l 146 383.15 623.15 10.0 300.0
Wiebe & Gaddy (1941) [368] VLE 39 298.15 348.15 0.1 70.9
Carbon dioxide in water rich phase
Martin et al. (2009) [537] VLE 5 353.00 393.00 10.0 30.0
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Table B.6: Literature data concerning the system (water + carbon dioxide) (continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Siqueira Campos et al.(2009) [377] VLE 50 298.20 323.20 0.06 0.5
Qin et al. (2008) [284] VLE 7 323.60 375.00 0.01 0.05
Bermejo et al.(2005) [194] VLE 26 296.73 369.65 1.5 8.3
Chapoy et al.(2004) [541] VLE 27 274.14 351.31 0.1 9.3
Valtz et al.(2004) [65] VLE 47 278.22 318.23 0.4 8.0
Hebach et al.(2004) [335] VLE 203 283.00 333.23 1.0 30.6
Bando et al.(2003) [542] VLE 12 303.15 333.15 10.0 20.0
Kiepe et al.(2002) [232] VLE 43 313.20 393.17 0.007 9.3
Anderson(2002) [543] VLE 29 274.15 393.17 0.07 2.2
Bamberger(2000) [347] VLE 54 323.20 353.10 4.0 14.1
Teng et al.(1997) [336] VLE 24 278.00 293.00 6.44 29.49
Zheng et al.(1997) [544] VLE 10 278.15 338.15 0.05 0.09
King et al.(1992) [369] VLE & LLE 27 288.15 298.15 6.0 24.3
Nighswander (1989) [351] VLE 33 353.50 471.06 2.0 10.2
D’Souza et al. (1988) [540] VLE 4 323.15 348.15 10.1 15.2
Briones et al. (1987) [346] VLE 8 323.15 323.15 6.8 17.7
Mueller (1983) [348] VLE 49 373.15 473.15 0.3 8.1
Gillespie & Wilson (1982) [471] 40 288.15 533.15 0.7 20
Zawisza (1981) [331] VLE 42 323.15 473.15 0.2 5.0
Takenouchi & Kennedy(1964) [294] v-l 60 383.15 573.15 10 150
Carbon dioxide in salt aqueous solutions
Bermejo et al.(2005) [194] VLE 112 286.97 367.44 1.9 13.1
Clarke et al.(2005) [545] H-L 58 273.90 286.10 0.7 4.4
Bando et al.(2003) [542] VLE 36 303.15 333.15 10.0 20.0
Kiepe et al.(2002) [232] VLE 166 313.16 353.40 0.006 10.0
Rumpf et al.(1994) [546] VLE 67 313.15 433.15 10.0 10.0
Dholabhai et al.(1993) [547] V-L-H 91 259.19 280.92 0.9 4.1
Zheng et al.(1997) [544] VLE 18 278.17 338.11 0.05 0.09
B.1.3 Mixtures of Carbon Dioxide and n-Alkanes
Table B.7: Literature data concerning the systems (methane + carbon dioxide). In the table,
VLE refers to vapour-liquid equilibrium data.
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Webster & Kidnay(2001) [317] VLE 43 230.00 270.00 0.8 8.4
Wei et al.(1995) [548] VLE 52 230.00 270.00 0.8 8.4
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Table B.7: Literature data concerning the systems (methane + carbon dioxide) (continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Bian et al.(1993) [549] VLE 7 301.00 301.00 6.8 7.7
Bian (1992) [550] VLE 28 293 298.10 5.7 8.0
Xu et al.(1992) [551] VLE 23 288.50 293.40 5.1 8.2
Knapp et al.(1990) [552] VLE 7 220.00 233.15 2.0 5.0
Al-Sahhaf et al. (1983) [553] VLE 30 219.26 270.00 0.5 8.4
Somait & Kidnay(1978) [554] VLE 12 270.00 270.00 3.1 8.4
Davalos et al.(1976) [555] VLE 36 230.00 270.00 0.8 8.5
Table B.8: Literature data concerning the systems (ethane + carbon dioxide). In the table,
VLE refers to vapour-liquid equilibrium data.
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Goodwin & Moldover(1997) [556] VLE 32 283.76 296.53 4.7 6.3
Wei et al.(1995) [548] VLE 84 207.00 270.00 0.2 3.6
Clark & Stead(1988) [557] VLE 13 260.00 260.00 1.6 2.8
Brown et al.(1988) [558] VLE 133 207.00 270.00 0.2 3.7
Ohgaki & Katayama(1977) [559] VLE 74 283.15 298.15 3.0 6.6
Davalos et al.(1976) [555] VLE 15 250.00 250.00 1.3 2.1
Nagahama et al.(1974) [560] VLE 15 252.95 252.95 1.4 2.3
Hamam & Lu (1974) [561] VLE 40 222.04 288.71 0.7 5.7
Fredenslund (1974) [562] VLE 65 223.15 293.15 0.5 6.3
Table B.9: Literature data concerning the systems (propane + carbon dioxide). In the table,
VLE refers to vapour-liquid equilibrium data; v-l, to the vapour-liquid critical curve. (xTp)
refers to only the less volatile phase data, whereas (yTp) refers to only the more volatile phase
data
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Nagata et al.(2011) [563] VLE 14 300.00 330.00 1.5 6.1
Tanaka et al.(2009) [564] VLE 66 260.00 290.00 0.4 4.7
Gil et al.(2006) [291] VLE(yTp) 24 198.30 274.80 0.1 3.5
Kim & Kim(2005) [372] VLE 124 253.15 323.15 0.2 7.2
Ke et al.(2002) [363] v-l 5 304.7 316.7 6.7 7.1
Webster & Kidnay(2001) [317] VLE 60 230.00 270.00 0.09 3.2
VLE(yTp) 9 230 230 0.1 0.6
Yucelen & Kidnay(1999) [565] VLE 24 240.00 330.00 0.1 5.9
VLE(yTp) 23 240.00 270.00 0.1 3.2
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Table B.9: Literature data concerning the systems (propane + carbon dioxide) (continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
VLE(xTp) 24 240.00 330.00 0.1 5.9
Horstmann et al.(1999) [361] v-l 13 304.16 369.70 4.2 7.4
Niesen & Rainwater(1990) [371] VLE 90 311.05 361.15 1.3 6.7
Acosta et al.(1984) [566] VLE(yTp) 145 216.30 349.80 0.06 3.9
VLE(xTp) 144 210.90 345.20 0.2 5.9
Morrison (1984) [360] v-l 11 304.13 305.35 6.9 7.4
Hamam & Lu(1976) [567] VLE 21 244.26 266.48 0.5 2.6
Hirata et al.(1975) [568] VLE 68 277.55 344.26 0.6 6.9
VLE 20 252.95 273.15 0.3 3.4
Nagahama et al.(1974) [560] VLE 24 252.95 273.15 0.2 3.5
Reamer et al.(1951) [357] VLE 78 277.59 344.26 0.5 6.9
Table B.10: Literature data concerning the systems (n-butane + carbon dioxide). In the
table, VLE refers to vapour-liquid equilibrium data and v-l, to the vapour-liquid critical curve.
(xTp) refers to only the less volatile phase data whereas (yTp) refers to only the more volatile
phase data.
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Gil et al.(2006) [291] VLE(yTp) 23 192.6 274.50 0.1 3.5
Horstmann et al.(1999) [361] v-l 15 304.16 424.92 3.7 8.1
Fischer (1990) [569] VLE(xTp) 53 313.45 313.45 2.1 6.7
Traub & Stephan (1990) [570] VLE(yTp) 13 310.95 310.95 2.3 7.1
VLE(xTp) 11 310.95 310.95 1.1 6.7
Brown et al.(1989) [571] VLE 35 250.00 270.00 0.04 2.6
Niesen(1989) [572] VLE 109 311.09 394.60 0.4 8.1
Weber (1989) [573] VLE 56 309.10 394.26 0.4 8.1
Shibata & Sandler(1989) [574] VLE 33 310.90 410.90 0.6 8.0
Pozo de Ferna´ndez et al.(1989) [575] VLE 109 277.90 418.98 0.3 8.1
Clark & Stead(1988) [557] VLE 11 260.00 260.00 0.06 2.4
Leu & Robinson(1987) [576] VLE 30 368.15 418.15 1.3 7.9
Weber (1985) [577] VLE 73 250.00 280.00 0.04 4.2
Hsu et al. (1985) [578] VLE 54 319.30 377.60 2.1 8.1
Kalra et al. (1976) [579] VLE 29 227.98 283.15 0.03 4.1
Nagahama et al.(1974) [560] VLE 15 273.15 273.15 0.1 3.5
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Table B.11: Literature data concerning the rest of the systems (n-alkane + carbon dioxide).
In the table, VLE refers to vapour-liquid equilibrium data; LLE, to liquid-liquid equilibrium;
VLLE, to vapour-liquid-liquid equilibrium and v-l, to the vapour-liquid critical curve. (xTp)
refers to only the less volatile phase data, whereas (yTp), to only the more volatile phase data
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
(n-Pentane + Carbon Dioxide)
Chen et al.(2003) [580] VLE(xTp) 13 312.35 323.15 2.3 9.0
VLE(yTp) 323.15 328.15 424.92 8.0 9.0
Tochigi et al.(1998) [581] VLE 41 310.15 363.15 0.5 9.7
Cheng et al.(1989) [582] VLE 108 252.67 458.54 0.1 9.6
Leu & Robinson(1987) [576] VLE 29 408.15 463.15 1.2 8.9
v-l 3 408.15 463.15 4.6 8.9
Sako et al.(1986) [583] VLE 29 408.15 463.15 1.2 8.9
Nagahama et al.(1984) [584] VLE(xTp) 16 343.40 343.40 0.9 9.1
VLE(yTP) 13 343.40 343.40 1.0 9.1
Besserer & Robinson(1973) [585] VLE 15 277.65 377.59 0.03 9.6
(n-Hexane + Carbon Dioxide)
Wang et al.(2006) [586] VLE(yTp) 14 323.15 333.15 7.2 9.3
Liu et al.(2003) [587] v-l 17 304.50 507.40 3.0 11.7
Choi & Yeo(1998) [588] VLE(xTp) 20 310.70 351.80 7.1 10.2
VLE(yTp) 11 313.60 358.20 8.0 10.7
v-l 5 313.60 351.80 8.0 10.2
Chen & Chen(1992) [589] VLE 17 313.50 323.15 1.8 8.5
Wagner & Wichterle(1987) [590] VLE 26 303.15 321.15 1.8 8.5
Kaminishi et al.(1987) [591] VLE(xTp) 24 273.15 303.15 1.0 6.1
Christensen et al.(1984) [592] VLE(xTp) 59 308.15 413.15 7.5 12.5
Li et al.(1981) [593] VLE 39 313.15 393.15 0.8 11.6
Ohgaki & Katayama (1976) [594] VLE 20 298.15 313.15 0.4 7.7
(n-Heptane + Carbon Dioxide)
Mutelet et al.(2005) [595] VLE(xTp) 117 310.65 413.15 2.3 13.4
Fenghour et al.(2001) [596] VLE(xTp) 3 301.76 362.90 3.4 4.4
Choi & Yeo(1998) [588] VLE(xTp) 19 313.20 363.30 8.2 11.9
VLE(yTp) 12 324.70 370.10 9.3 12.2
v-l 5 324.00 364.30 9.3 11.9
He et al.(1994) [597] VLE 18 310.65 323.15 3.1 7.5
Inomata et al.(1986) [344] VLE 21 394.00 502.00 3.0 12.9
Nagahama et al.(1984) [584] VLE 14 343.10 343.10 2.3 10.8
Kalra et al.(1978) [598] VLE 24 394.26 477.21 1.1 13.3
Robinson & Kalra(1976) [599] VLE 44 310.65 352.59 0.1 11.6
VLE(xTp) 26 310.70 394.30 1.1 13.3
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Table B.11: Literature data concerning the rest of the systems (n-alkane + carbon dioxide)
(continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
VLE(yTp) 29 310.70 394.30 0.1 13.2
(n-Octane + Carbon Dioxide)
Choi & Yeo(1998) [588] VLE(xTp) 18 313.10 353.10 8.1 12.4
VLE(yTP) 14 330.10 368.10 10.1 13.6
v-l 5 329.40 359.50 10.1 13.0
Barrufet et al.(1995) [600] VLE(xTP) 13 348.15 448.15 6.1 16.6
Yun et al.(1995) [601] VLE 43 298.20 333.20 0.6 9.4
Weng & Lee(1992) [602] VLE 20 313.15 348.15 1.5 11.4
Chen & Chen(1992) [589] VLE 27 304.15 323.15 1.9 8.8
Buxing et al.(1990) [603] VLE 31 303.15 346.35 0.002 6.9
Paulatis et al.(1983) [604] VLE 13 313.15 383.15 2.7 14.0
Schneider et al.(1967) [128] VLE(xTP) 80 282.95 531.35 3.4 15.6
(n-Nonane + Carbon Dioxide)
Camacho-Camacho et al.(2006) [605] VLE 38 315.12 418.82 2.0 16.8
Choi & Yeo(1998) [588] VLE(xTP) 12 323.40 382.50 9.5 14.4
VLE(yTP) 8 344.90 395.70 12.2 15.3
v-l 3 342.30 386.80 11.9 14.8
Jennings & Schucker(1996) [303] VLE 6 343.25 343.25 4.3 11.9
Yun et al.(1995) [601] VLE 33 298.20 323.20 0.5 9.1
(n-Decane + Carbon Dioxide)
Tsuji et al.(2004) [307] VLE(xTP) 6 344.30 344.30 3.6 11.6
Shaver et al.(2001) [304] VLE(xTP) 25 344.30 344.30 0.8 12.7
VLE(yTP) 16 344.30 344.30 3.5 12.7
Eustaquio-Rincon & Trejo(2001)
[606] VLE(yTP) 7 344.15 344.15 8.9 12.8
Chylinski & Gregorowicz(1998)
[607] VLE(yTP) 11 313.00 313.00 1.0 7.8
Chester & haynes (1997) [321] v-l 13 304.25 617.85 2.1 7.4
Jennings & Schucker(1996) [303] VLE 6 344.25 344.25 4.3 11.9
Iwai et al.(1994) [302] VLE 5 311.00 344.30 4.5 11.9
Gurdial et al.(1993) [320] v-l 6 305.90 324.20 7.7 10.0
Han et al.(1992) [301] VLE(xTP) 14 310.95 310.95 2.7 8.0
Chou & Forbert(1990) [179] VLE 8 344.25 377.55 4.0 15.5
Adams et al.(1988) [608] VLE(xTP) 5 313.15 313.15 1.4 7.4
VLE(yTP) 5 313.15 313.15 5.7 7.8
Inomata et al.(1986) [344] VLE 21 342.90 594.20 3.0 18.0
Nagarajan et al.(1986) [300] VLE 44 344.30 377.60 6.3 16.5
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Table B.11: Literature data concerning the rest of the systems (n-alkane + carbon dioxide)
(continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
v-l 2 344.3 377.6 12.7 16.5
Kulkarni et al.(1974) [322] VLLE 8 235.65 248.15 1.0 1.6
Reamer & Sage(1963) [201] VLE 98 277.59 510.93 1.4 5.2
(n-Undecane + Carbon Dioxide)
Camacho-Camacho et al.(2006) [605] VLE 42 314.98 418.30 2.0 20.0
Schneider(1966) [609] VLE 11 258.15 288.55 2.2 14.4
(n-Dodecane + Carbon Dioxide)
Gardeler et al.(2002) [610] VLE 10 318.15 318.15 0.9 8.9
Nieuwoudt & Rand(2002) [611] VLE(xTP) 14 313.20 343.20 7.9 14.3
VLE(yTP) 12 313.20 343.20 8.4 14.3
Henni et al.(1996) [612] VLE(xTP) 39 313.15 393.15 0.09 8.2
de Haan(1991) [613] VLE 9 323.15 353.15 6.0 14.0
(n-Tetradecane + Carbon Dioxide)
Wang et al.(1996) [614] VLE(xTP) 24 290.00 331.00 0.9 4.1
Kato et al.(1992) [615] VLE(xTP) 8 313.15 313.15 1.4 6.4
de Haan(1991) [613] VLE 8 323.15 353.15 10.0 17.5
Laugier et al.(1990) [616] VLE(xTP) 6 290.00 300.00 5.1 6.5
Gasem et al.(1989) [617] VLE(xTP) 17 344.30 344.30 11.0 16.4
VLE(yTP) 21 344.30 344.30 7.0 16.3
(n-Hexadecane + Carbon Dioxide)
Nieuwoudt & Rand(2002) [611] VLE(xTP) 15 313.20 323.20 8.5 16.8
VLE(yTP) 11 313.20 323.20 9.9 16.7
Eustaquio-Rincon & Trejo(2001)
[606] VLE(yTP) 4 308.15 308.15 8.2 12.4
Scheidgen(1997) [618] VLE 5 298.15 298.15 5.2 15.2
Breman et al.(1994) [536] VLE(xTP) 43 305.70 512.30 1.2 3.2
Spee & Schneider(1991) [619] VLE 15 393.20 393.20 10.0 25.6
de Haan(1991) [613] VLE 16 323.15 353.15 10.0 20.0
D’Souza et al.(1988) [540] VLE 17 314.15 353.15 7.7 16.1
Charoensombut-Amon et al.(1986)
[292] VLE 76 308.15 343.15 0.6 25.8
LLE 10 308.15 308.15 7.9 14.4
King et al.(1984) [620] VLE(xTP) 14 333.15 333.15 0.2 16.4
VLE(yTP) 13 333.15 333.15 5.1 18.2
(n-Octadecane + Carbon Dioxide)
Eustaquio-Rincon & Trejo(2001)
[606] VLE(yTP) 32 310.00 353.00 10.0 20.0
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Table B.11: Literature data concerning the rest of the systems (n-alkane + carbon dioxide)
(continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Takishima et al.(1998) [621] VLE(xTP) 5 323.20 323.20 2.0 10.0
VLE(yTP) 6 323.20 323.20 10.0 28.7
Poehler(1994) [622] VLE 33 323.20 393.20 10.0 28.7
de Haan(1991) [613] VLE 5 353.15 353.15 12.5 21.0
Kim et al.(1985) [623] VLE(xTP) 12 396.60 463.30 10.4 61.3
Ohgaki et al.(1984) [624] VLE(yTP) 12 298.15 313.15 9.6 15.0
(n-Eicosane + Carbon Dioxide)
Nieuwoudt & Rand(2002) [611] VLE(xTP) 28 315.90 348.30 7.7 30.4
VLE(yTP) 16 315.90 348.30 10.1 28.1
Sato et al.(1998) [625] VLE(xTP) 22 323.20 473.20 5.9 34.4
Takishima et al.(1998) [621] VLE(xTP) 19 323.20 323.20 1.2 19.9
VLE(yTP) 17 323.20 323.20 10.0 20.1
de Haan(1991) [613] VLE 5 353.15 353.15 15.0 25.0
Huang et al.(1988) [626] VLE(xTP) 10 323.25 373.45 0.9 5.1
Gasem & Robinson(1985) [627] VLE(xTP) 23 323.20 373.20 0.6 6.8
Fall(1985) [628] LLE 20 300.39 300.39 6.7 7.4
Huie et al.(1973) [629] VLE(xTP) 60 310.15 373.15 0.5 7.6
(n-Tetracosane + Carbon dioxide)
Furuya & Teja(2004) [630] VLE(yp) 10 310.00 310.00 12.9 45.9
Nieuwoudt & Rand(2002) [611] VLE(yTp) 11 329.70 357.10 19.0 28.4
VLE(xTp) 17 329.70 357.10 15.4 30.2
Sato et al.(1998) [625] VLE(xTp) 11 373.20 473.20 9.4 39.0
Chandler et al.(1996) [631] VLE(yp) 7 308.20 308.20 10.0 24.0
Yau & Tsai(1993) [632] VLE(yTp) 24 308.20 318.20 5.0 20.9
Tsai & Yau(1990) [633] VLE 24 373.15 573.15 1.0 5.1
(n-Pentacosane + Carbon dioxide)
Furuya & Teja(2004) [630] VLE(yp) 5 313.00 313.00 15.2 36.0
Chandler et al.(1996) [631] VLE(yp) 7 308.20 308.20 10.0 24.0
(n-Hexacosane + Carbon dioxide)
Furuya & Teja(2004) [630] VLE(yp) 6 313.00 313.00 13.8 41.3
(n-Octacosane + Carbon dioxide)
Nieuwoudt & Rand(2002) [611] VLE(yTp) 15 338.50 366.40 19.6 29.0
VLE(xTp) 18 338.50 366.40 14.0 29.0
Sato et al.(1998) [625] VLE(xTp) 9 373.20 423.20 8.9 40.9
Chandler et al.(1996) [631] VLE(yTp) 13 308.20 318.20 10.0 24.0
Breman et al.(1994) [536] VLE(xTp) 25 397.90 519.40 1.8 2.5
Reverchon et al.(1993) [634] VLE(yTp) 28 308.20 318.20 8.0 27.5
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Table B.11: Literature data concerning the rest of the systems (n-alkane + carbon dioxide)
(continued).
Reference Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Yau & Tsai(1993) [632] VLE(yTp) 24 308.20 328.20 4.8 20.5
Huang et al.(1988) [626] VLE(xTp) 10 373.35 473.45 1.0 5.1
Moradinia & Teja(1986) [635] VLE(yp) 6 308.15 308.15 6.5 20.0
Gasem & Robinson(1985) [627] VLE(xp) 23 348.20 423.20 0.8 9.6
McHugh et al.(1984) [636] VLE(yp) 60 307.85 325.15 11.9 32.7
(n-Triacontane + Carbon dioxide)
Reverchon et al.(1993) [634] VLE(yTp) 18 308.15 318.15 9.0 25.0
Moradinia & Teja(1986) [635] VLE(yTp) 10 308.15 313.15 6.5 20.0
B.2 Ternary mixtures
Data regarding ternary mixtures of the substances of interest are collected in the following
table.
Table B.12: Literature data concerning ternary mixtures involving carbon dioxide/water/n-
alkanes. In the table, VLE refers to vapour-liquid equilibrium data; LLE, to liquid-liquid
equilibrium; VLLE to vapour-liquid-liquid equilibrium; H-V, to hydrate-vapour equilibrium;
L-H, to liquid-hydrate equilibrium and H-L-V, to hydrate-liquid-vapour equilibrium. (xTp)
refers to only the less volatile phase data, whereas (yTp), to only the more volatile phase data
Reference System Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
(Alkanes + Water)
Chapoy et al.
(2004) [482] C1-C2-H2O VLE(xTp) 3 298.14 313.11 11.7 14.4
Wang et al.(2003) [483] C1-C2-H2O VLE(xTp) 7 275.20 283.20 1.0 4.0
Dhima et al.(1998) [488] C1-C2-H2O VLE(xTp) 18 344.15 344.15 20.0 100.0
Thakore & Holder
(1987) [637] C1-C3-H2O V-H(yTp) 32 275.15 278.15 0.2 4.5
Song & Kobayashi
(1982) [638] C1-C3-H2O V-H(yTp) 23 234.20 277.60 2.0 10.4
Dhima et al.(1998) [488] C1-C4-H2O VLE(xp) 26 344.15 344.15 25.0 100.0
Song & Kobayashi
(1994) [504] C2-C3-H2O LLE(yT) 14 264.56 297.59 4.1 4.1
C2-C3-H2O L-H(yT) 14 255.92 277.87 4.1 4.1
(Alkane + Carbon Dioxide + Water)
Zhang et al. (2008)
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Table B.12: Literature data concerning ternary mixtures involving carbon dioxide/water/n-
alkanes (continued).
Reference System Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
[288] C1-H2O-CO2 L-H(xTp) 30 274.06 281.08 1.8 23.6
Qin et al. (2008)
[284] C1-H2O-CO2 VLE 21 375.50 324.30 10.5 50.6
Beltra`n & Servio (2008)
[289] C1-H2O-CO2 H-L-V(yTp) 23 275.14 285.34 1.9 7.5
Jarne et al. (2004)
[285] C1-H2O-CO2 VLE (yTp) 68 243.10 288.40 0.1 2.4
Yu-Taek et al. (2001)
[290] C1-H2O-CO2 H-V 14 273.06 280.46 2 3.5
[290] C1-H2O-CO2 H-L-V(yTp) 16 273.56 283.26 1.5 5.0
[290] C1-H2O-CO2 H-L-L-V(yTp) 4 283.32 285.56 4.5 6.7
Dhima et al.(1999)
[286] C1-H2O-CO2 VLE(xp) 9 344.15 344.15 10 100
Song & Kobayashi
(1990) [287] C1-H2O-CO2 VLE(yTp) 21 298.15 323.15 6.2 13.8
[287] C1-H2O-CO2 VLLE(yTp) 8 284.15 301.54 5.5 7.5
Jarne et al. (2004)
[285] C2-H2O-CO2 VLE (yTp) 29 252.20 278.70 0.1 1.1
Gil et al.(2006) [291] C3-H2O-CO2 VLE(yTp) 20 247.50 289.00 0.1 2.1
C4-H2O-CO2 VLE(yTp) 19 252.90 288.30 0.1 2.1
Brunner et al.(1994) [177] C16-H2O-CO2 VLE 21 473.15 573.15 10.1 30.1
[177] C16-H2O-CO2 VLLE 1 473.15 473.15 20.1 20.1
(Alkanes + Carbon Dioxide)
Wei et al.(1995) [548] C1-C2-CO2 VLE 83 230.00 230.00 1.1 6.6
Barrufet et al.
(1995) [600] C5-C8-CO2 VLE 48 348.15 423.15 0.2 16.4
Knapp et al.(1990) [552] C1-C2-CO2 VLE 81 220.00 250.50 2.0 5.0
Davalos et al.
(1976) [555] C1-C2-CO2 VLE 15 250.00 250.00 2.1 3.0
Webster & Kidnay
(2001) [317] C1-C3-CO2 VLE 75 230.00 270.00 0.8 8.0
Alkanes
Chapoy et al.
(2004) [482] C1-C2-C4 VLE(xTp) 18 278.14 313.12 1.0 12.6
Chylinski et al.
(2002) [639] C1-C6-C14 VLE 6 383.15 383.15 6.5 12.0
Cebola et al.(1998) [640] C1-C6-C14 VLE 25 348.15 383.15 2.1 24.7
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Table B.12: Literature data concerning ternary mixtures involving carbon dioxide/water/n-
alkanes (continued).
Reference System Equilibria Points Tmin Tmax pmin pmax
/K /K /MPa /MPa
Koonce & Kobayashi
(1964) [641] C1-C3-C7 VLE 12 233.15 244.26 0.6 6.9
C1-C3-C10 VLE 146 244.26 294.26 0.2 7.1
