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Chapitre 1
Contexte de l’e´tude
Cette e´tude s’inscrit dans les diffe´rents travaux mene´s par l’e´quipe Image du
De´partement d’Informatique Fondamentale du LIRMM1 et plus particulie`rement
du groupe Algorithmique Combinatoire et Logique du DIF. Les centres d’inte´reˆt
de ce groupe sont la the´orie des ordres, le maniement des structures discre`tes,
notamment les graphes et les treillis, et plus particulie`rement la conception d’algo-
rithmes. Le traitement d’images est une pre´occupation re´cente de ce groupe. Dans
ce cadre j’ai participe´ aux de´buts de l’e´quipe Image ainsi qu’a` ses premie`res publi-
cations. L’orientation de mes travaux, la fac¸on d’aborder les proble`mes et meˆme
celle de les traiter ont donc fortement e´te´ influence´es par cet environnement, cette
culture.
Dans ce travail j’aborde essentiellement les proble`mes de la repre´sentation des
images dans le domaine de l’analyse d’images, a` travers une approche dite « in-
terpixel ». Il s’agit d’images de tout type, binaires, en niveaux de gris, en 2D ou
3D, et de leur repre´sentation dans les diverses e´tapes du processus d’analyse. L’ap-
proche propose´e consiste a` ne plus conside´rer une image comme un ensemble de
pixels ou voxels mais comportant aussi des e´le´ments liant les pixels ou voxels entre
eux. Ceci m’a amene´ a` e´tudier la topologie des images. J’ai cherche´ a` de´finir une
topologie, adapte´e aux espaces discrets que sont les images, mais restant le plus
proche possible de la topologie classique dans IRn. Cette premie`re e´tude a per-
mis de proposer un mode`le formel d’images, la topologie-e´toile « star-topologie »
[AAF95], s’inte´grant parfaitement a` l’approche interpixel. Je montre e´galement que
1Laboratoire d’Informatique, de Robotique et de Micro-e´lectronique de Montpellier.
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cette vision n’est pas en contradiction avec les approches classiques de de´tection
de contours en proposant une adaptation du filtre de R. Deriche [Der87] en inter-
pixel. Ce de´tecteur peut parfaitement s’inte´grer dans le cadre d’une coope´ration
re´gions-contours, graˆce, notamment, aux algorithmes de segmentation en re´gions et
d’e´tiquetage des composantes connexes [FG96] pre´sente´s dans ce document. Enfin
la repre´sentation par graphe d’adjacence est e´tendue a` celle de graphe topologique
des frontie`res afin de prendre en compte la topologie des images.
Ces travaux font l’objet de plusieurs collaborations entreprises par notre e´quipe
et nous permettent de valider sur des cas concrets nos algorithmes et me´thodes.
De plus les discussions avec nos partenaires nous ont amene´s a` nous poser des
questions nouvelles et ont permis l’e´mergence de proble`mes the´oriques inte´ressants
et difficiles, comme ceux relatifs a` la perception et la repre´sentation des images. Le
chapitre 2 situe ces proble`mes dans le domaine tre`s vaste de l’analyse d’images. Du
fait de ces collaborations, nous travaillons plus particulie`rement dans le domaine de
l’imagerie me´dicale et celui tre`s particulier de l’analyse d’images a` la vole´e [ACF94].
Dans ce dernier domaine une application au controˆle qualite´ de la fabrication du
coton est en cours de de´veloppement.
La collaboration entreprise avec l’e´quipe «mode´lisation » du CIRAD2 m’a aussi
amene´ a` travailler sur diffe´rents types d’images me´dicales. En effet cette e´quipe
spe´cialise´e dans la synthe`se d’images et plus particulie`rement la mode´lisation et la
visualisation de la pousse des ve´ge´taux a de´cide´ de lancer un projet de mode´lisation
d’images me´dicales en trois dimensions. Les applications et types d’images a` trai-
ter sont multiples et en particulier comprennent une phase importante d’analyse
afin d’extraire les donne´es a` visualiser. Le chapitre 2 de ce document donne un
aperc¸u des difficulte´s lie´es a` l’analyse d’images en ge´ne´ral et des outils associe´s :
me´thodologie, segmentation, ...
Le besoin d’analyser des surfaces et des volumes a cre´e´ un terrain favorable
a` l’approche interpixel pre´sente´e dans ce document. Cette approche s’appuie sur
le besoin de de´terminer clairement les bords et frontie`res entre diffe´rents objets
voisins ; on ne peut oser ici encore dire adjacent, car ce terme reveˆt une signifi-
cation tre`s pre´cise en analyse d’images et me´rite quelques de´veloppements. C’est
ainsi que nous avons lance´ cette collaboration portant sur la repre´sentation et la
2Centre Internationale de Recherche en Agronomie pour le De´veloppement
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segmentation d’images.
La repre´sentation devant s’appuyer sur un mode`le cohe´rent, il m’a semble´ utile
de me pencher sur la repre´sentation topologique des images. Cette de´marche s’est
ensuite e´tendue a` un travail d’e´quipe et nous a amene´s a` proposer une topologie
que nous avons baptise´e « topologie-e´toile » qui permet a` la fois :
– d’obtenir une repre´sentation cohe´rente des images en levant des ambigu¨ıte´s
lie´es a` la connexite´, l’adjacence, et en ge´ne´ral aux frontie`res des images ;
– d’eˆtre tre`s proche de la topologie classique dans IRn, ce qui nous permet de
re´cupe´rer facilement les the´ore`mes de la ge´ome´trie classique.
Le chapitre 3 de´taille cette partie de mon travail en partant de la topologie et en
allant aux proble`mes spe´cifiques a` l’analyse d’images.
D’autre part notre e´quipe devrait a` long terme s’orienter vers le de´veloppement
d’un syste`me de vision complet et donc effectuer des recherches dans le domaine de
la reconnaissance. En effet notre culture algorithmique de graphes nous incline a` ne
pas perdre de vue cet aspect du proble`me de la vision par ordinateur. Il faut donc
e´galement que les algorithmes de´veloppe´s permettent le passage a` une structure
de donne´es de plus haut niveau, une structure de graphe ade´quate par exemple.
Je propose, dans le chapitre 4, une structure de donne´es appele´e « le graphe to-
pologique des frontie`res » [Fio96], ainsi que l’algorithme permettant de l’extraire
de l’image. Cette structure de donne´es est une extension du graphe d’adjacence et
permet de mieux rendre compte de la topologie de l’image.
L’analyse d’images a` la vole´e pre´sente un autre domaine dans lequel nous tra-
vaillons avec le CIRAD cite´ de´ja` pre´ce´demment. Dans un domaine totalement
diffe´rent, celui du controˆle qualite´ ou` l’image de´file sans interruption, il s’agit de
mettre en œuvre des algorithmes rapides qui n’aboutissent pas a` une explosion
de l’espace me´moire. Une premie`re e´tude a permis de valider nos ide´es [Cha95,
Kam95] : on pourrait balayer une image et construire le graphe d’adjacence de
fac¸on continue tout en libe´rant l’espace relatif aux objets entie`rement traite´s, le
graphe d’adjacence, lui aussi, se voyant re´gulie`rement augmenter puis diminuer en
taille. Actuellement cette e´tude se poursuit avec une adaptation de l’algorithme
ScanLine pre´sente´ au chapitre 5. En fait cet algorithme fait partie d’une de´marche
qui nous permet de diversifier les applications sans pour autant de´velopper des al-
gorithmes spe´cifiques a` un type particulier d’images.
On peut pre´senter le proble`me ainsi : soit trouver des outils d’analyse utilisables
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quelle que soit l’image a` traiter, c’est ce qui a e´te´ fait avec l’adaptation en interpixel
et en subpixel des de´tecteurs de contour du type Canny-Deriche [Can86, Der87],
soit avoir un algorithme capable de s’adapter a` l’application ; c’est le principe
de l’Oracle, fonction d’e´valuation utilise´e par les algorithmes MergeSquare et
ScanLine mais dont il est inde´pendant. Ces algorithmes sont le re´sultat d’une
e´tude mene´e conjointement avec J. Gustedt. Le but e´tait de montrer l’efficacite´
des me´thodes combinatoires pour la segmentation d’images, en opposition avec les
techniques habituelles, ge´ne´ralement issues du domaine du traitement du signal.
Par ailleurs plutoˆt que de demander un re´glage de trop nombreux parame`tres, dif-
ficiles a` maˆıtriser et encore plus difficiles a` associer, nous pensons qu’il vaut mieux
n’en laisser que tre`s peu a` l’utilisateur. C’est ainsi qu’en plus des deux algorithmes
de segmentation pre´sente´s dans le chapitre 5 nous proposons une me´thode « d’uni-
fication » des multiples parame`tres que pourraient engendrer de tels algorithmes
permettant la combinaison de nombreux crite`res locaux et globaux.
D’une fac¸on ge´ne´rale, on assiste aujourd’hui a` des me´thodes alliant des tech-
niques oriente´es contours et re´gions. Les travaux pre´sente´s ci-dessus ont permis la
mise en place d’algorithmes efficaces dans le domaine de la segmentation en re´gions
lie´s a` la repre´sentation interpixel. Ils m’ont naturellement amene´ a` chercher les
ame´liorations que pourrait apporter une technique lie´e au filtrage (approche dite
« contour »). La difficulte´ ici provient du besoin de filtres ne travaillant plus sur
les pixels de bord mais sur les e´le´ments de bord eux-meˆmes situe´s entre les pixels,
conforme´ment a` notre approche. C’est ainsi que j’ai de´veloppe´, en collaboration
avec P. Monte´sinos du LGI2P3 un de´tecteur de contour en interpixel, pre´sente´ dans
le chapitre 6. Nous montrons qu’on obtient alors une meilleure pre´cision dans la lo-
calisation des contours. Nous pensons de plus pouvoir mieux de´tecter les contours
marquant une forte variation sur une faible largeur du signal.
En fin de compte, on peut pre´senter cette the`se comme un travail qui nous per-
met de fournir des algorithmes ge´ne´riques d’analyse bas-niveau d’images
varie´es avec en final, une repre´sentation, s’appuyant sur un mode`le formel
bien e´tabli, permettant le passage a` des traitements de plus haut niveau. L’ordre
de pre´sentation adopte´ dans ce document est en fait une remise en forme des re-
cherches effectue´es pendant ces trois anne´es. La ligne directrice choisie corresponda
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a` l’apport essentiel de ces travaux, c’est a` dire le de´veloppement d’un formalisme
topologique combinant et adaptant diffe´rentes approches existantes en analyse
d’images.
Ces travaux ont donne´ lieu a` plusieurs publications ou articles en cours de sou-
mission. Ainsi l’e´tude sur une topologie adapte´e a` l’analyse d’images, pre´sente´e
au chapitre 3, a e´te´ publie´e au « 5th colloquium Discrete Geometry for Computer
Imagery » [AAF95] Les travaux, concernant l’utilisation du graphe d’adjacence
pour l’analyse d’images a` la vole´e, qui ont donne´ lieu aux de´veloppement du cha-
pitre 4, ont e´te´ publie´s dans les actes de la confe´rence «Machine Vision Application
» [ACF94] qui s’est de´roule´e au Japon en 1994. L’e´tude pre´sente´e au chapitre 4
a e´te´ publie´e dans les actes de la confe´rence Discrete Geometry for Computer
Imagery [Fio96]. Quant aux algorithmes pre´sente´s au chapitre 5 ils seront publie´s
prochainement dans la revue internationale « Theoretical Computer Science »
[FG96].
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Chapitre 2
Analyse d’image : aperc¸u et
proble´matique
L’analyse d’images s’inscrit dans une proble´matique plus ge´ne´rale appele´e la
vision par ordinateur. Mais qu’est-ce que la vision par ordinateur ? Pour R.M. Ha-
ralick et L.G. Shapiro [HS92], la vision est la science de´finissant les bases the´oriques
et algorithmiques permettant d’extraire, d’analyser automatiquement des infor-
mations sur notre environnement a` partir d’une image, un ensemble d’images ou
une se´quence d’images, sur une machine spe´cialise´e ou non. Cette de´finition laisse
imaginer combien est vaste ce domaine de recherche. En effet les applications
re´pondant a` une telle de´finition sont nombreuses et vont de la vision pour un
robot autonome a` la de´tection de de´fauts sur un e´le´ment, en passant par la recon-
naissance d’objets bien de´finis et caracte´rise´s. Il est donc impe´ratif de re´fle´chir a`
la manie`re d’aborder ce vaste proble`me.
2.1 Proble´matique de la vision.
Mais qu’est-ce que la vision et comment fonctionne-t-elle chez l’homme ? D.
Marr ([Mar82a] page 31) de´finit la vision comme « un processus qui produit a` partir
d’images provenant du monde exte´rieur une description utile a` l’observateur et non
perturbe´e par de l’information non pertinente ». C’est bien le but recherche´ dans la
vision par ordinateur, l’observateur pouvant eˆtre un ope´rateur humain ou un autre
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processus automatise´ de de´cision. Le fonctionnement de la vision chez l’homme
reste complexe, mais nous voudrions porter l’attention sur trois caracte´ristiques
principales releve´es par M. Salotti [Sal94] dans les travaux de W. Freeman [Fre91]
1. Tre`s grande rapidite´ de la reconnaissance visuelle : en fait, on sait maintenant
que cette reconnaissance est due a` un enchaˆınement d’e´tapes simples, sans
remise en cause des re´sultats interme´diaires.
2. Spe´cialisation des traitements : en effet des expe´riences ont montre´ que cer-
taines zones du cerveau e´taient sensibles a` la couleur alors que d’autres sont
sensibles a` la forme. On peut donc en de´duire qu’un groupe de neurones
donne´ va eˆtre de´die´ a` une taˆche particulie`re du processus de reconnaissance.
3. Capacite´ d’apprentissage e´norme : nous sommes capables de me´moriser en
quelques secondes un nouveau visage.
Le premier point e´voque´ ici nous semble important et nous y reviendrons plus
tard. La spe´cialisation des traitements est un fait acquis dans le domaine de la vi-
sion et du traitement d’images. En effet les algorithmes existants sont nombreux,
varie´s et surtout tre`s spe´cialise´s. Ainsi, dans la recherche des e´le´ments significatifs
et informatifs de l’image, on peut rencontrer des algorithmes de de´tection de coins
(par exemple [DG93]), de courbes, d’areˆtes,... Mais e´galement des algorithmes
spe´cifiques a` un proble`me particulier comme le traitement d’images ae´riennes
[Mon90], me´dicales, ... Quant au troisie`me point, on est loin d’atteindre de telles
performances. En effet les me´thodes de reconnaissance actuelles supposent qu’une
premie`re analyse de l’image a de´ja` e´te´ faite et a permis de de´gager les e´le´ments
inte´ressants de l’image (voir par exemple [SB93]). Or ces ope´rations prennent de´ja`
plusieurs secondes voire des minutes. Ensuite, en supposant que cette premie`re
e´tape s’est de´roule´e ide´alement, il reste a` effectuer la reconnaissance proprement
dite. Et la` on se trouve confronte´ a` des proble`mes difficiles lie´s aux me´thodes d’ap-
pariements, de recherche de motifs et d’isomorphisme de sous-graphe [Vos92]. Nous
n’aborderons pas le proble`me de la vision et de la reconnaissance dans cette the`se.
Pour avoir une ide´e des proble`mes pose´s par la reconnaissance d’objets on pourra
se reporter a` l’e´tude de C.G. Perrot et L.G.C. Hamey [PH91], et pour la vision en
ge´ne´ral, aux ouvrages classiques maintenant comme : [YF86, HS92, HM93].
Revenons a` la premie`re caracte´ristique, e´voque´e ci-dessus, de la vision chez
l’homme. Il est dit que la reconnaissance est en fait un enchaˆınement d’e´tapes
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simples et sans remise en cause de l’une a` l’autre. Dans la vision par ordinateur
cette fac¸on de proce´der risque de devenir obligatoire. En effet les algorithmes exis-
tants sont tre`s spe´cialise´s et l’aboutissement final qu’est la vision ou plus modes-
tement la reconnaissance d’un objet va ne´cessiter plusieurs e´tapes permettant de
passer successivement de l’icone (les donne´es de l’image digitale) a` une information
identifie´e et exploitable. Un tel enchaˆınement de processus diffe´rents ne´cessite de
pre´parer les transitions entre les diffe´rentes e´tapes, mais aussi de de´finir ces e´tapes.
En re´sume´, il faut e´laborer une me´thodologie afin que chacun puisse se situer et
de´finir correctement le but recherche´.
2.2 Essais de me´thodologie.
En fait plusieurs me´thodologies ont e´te´ propose´es dans la litte´rature, certaines
semblant s’opposer a` d’autres, toutes ne suivant pas la meˆme de´marche (pour
une e´tude du proble`me de la me´thodologie en vision par ordinateur, le lecteur
pourra se reporter a` l’e´tude de J.M. Jolion [Jol94]). D. Marr [Mar82b], le premier,
a propose´ vers la fin des anne´es 70 un cadre de base pour la vision qu’il conside`re
comme un syste`me de traitement de l’information. De ce paradigme se de´gagent
trois grandes e´tapes qui se retrouvent pratiquement dans toutes les me´thodologies
existantes et qui font pratiquement l’unanimite´ : segmentation, reconstruction et
reconnaissance. Afin de de´tailler un peu ces trois e´tapes nous allons pre´senter la
me´thodologie proˆne´e dans [HS92]. Elle se de´compose en cinq parties :
1. Conditionnement.
On conside`re qu’une image est le re´sultat d’une transformation perturbe´e par
des variations qui amplifient, atte´nuent et modifient l’information initiale. Ce
mode`le est directement issu des me´thodes de traitement du signal. Le condi-
tionnement consistera donc a` supprimer le bruit introduit par le capteur. Il
fait appel a` des techniques de filtrage, mais e´galement a` des me´thodes de
morphologie mathe´matique, ou encore a` des traitements sur la re´partition
de l’intensite´ lumineuse dans l’image a` partir de l’histogramme des niveaux
de gris, ...
2. E´tiquetage.
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On suppose ici que ce que l’on recherche est structure´ en diffe´rents types d’in-
formation et que chaque structure peut eˆtre repre´sente´e par un ensemble de
pixels connexes. L’e´tiquetage consiste alors a` associer une e´tiquette a` chaque
pixel, c’est a` dire a` de´terminer quel type d’information ve´hicule ce pixel. On
regroupe sous ce label les processus de seuillage, de de´tection d’areˆtes, de
coins, d’appartenance a` une forme primitive, ...
3. Groupement.
On cherche maintenant a` identifier des ensembles maximaux de pixels connecte´s
ayant la meˆme e´tiquette. Les e´tiquettes des pixels peuvent eˆtre symboliques ;
on a alors re´ellement une ope´ration de recherche de composantes connexes.
Mais on peut e´galement re´duire l’ope´ration d’e´tiquetage a` sa plus simple ex-
pression et prendre pour e´tiquette l’information pixel elle-meˆme. Dans les
images en niveaux de gris cela revient alors a` de´terminer un ensemble de
pixels ayant des niveaux de gris semblables ; ce traitement est appele´ seg-
mentation en re´gion.
4. Extraction.
L’ope´ration de regroupement a permis de de´terminer un nouvel ensemble
d’entite´s. Mais elles sont nues : il faut maintenant de´terminer les proprie´te´s
de ces entite´s (barycentre, surface, orientation, distribution des niveaux de
gris, ...) en fonction de leur type (re´gion, areˆte, coin, ...) et e´galement les
relations spatiales et topologiques les reliant les unes aux autres.
5. Appariement.
On a repe´re´ certaines informations dans l’image, il faut maintenant associer
une se´mantique, c’est a` dire retrouver l’organisation perceptuelle de ces en-
tite´s et les mettre en correspondance avec le mode`le recherche´, la description
symbolique de l’objet.
On retrouve bien le paradigme de D. Marr, c’est a` dire segmentation (repre´sente´e
ici par conditionnement, e´tiquetage et groupement), reconstruction (extraction)
et reconnaissance (de´finie ici comme l’appariement). Il faut e´galement remarquer
qu’en pratique la segmentation n’est pas toujours de´compose´e en trois parties
comme sugge´re´ par cette me´thodologie. Les algorithmes de de´tections d’areˆtes,
par exemple, regroupent le conditionnement et l’e´tiquetage.
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2.3 De la de´finition d’une image.
Il apparaˆıt que de´finir une me´thodologie et une me´thode ge´ne´rale pour l’ana-
lyse d’images est actuellement tre`s difficile, tant sont nombreux et diffe´rents les
proble`mes aborde´s. De meˆme il est de´licat d’e´laborer un syste`me complet de vi-
sion par ordinateur. Nous allons alors nous inte´resser plus particulie`rement a` la
premie`re phase, c’est a` dire la segmentation. Le but d’un processus de segmenta-
tion est d’extraire les attributs caracte´risant les entite´s repre´sente´es dans l’image,
ou encore de de´crire l’image a` l’aide d’indices visuels simples.
Mais avant d’aborder le proble`me meˆme de la segmentation, il faut savoir
quelles sont les donne´es dont on dispose, c’est a` dire pre´ciser ce qu’est une image.
Quand on dit image, sans re´fe´rence a` l’informatique, on parle d’une repre´sentation
spatiale d’un objet, d’une sce`ne ou d’une autre image. Elle peut eˆtre re´elle ou
virtuelle, c’est a` dire issue d’un proce´de´ de synthe`se. Et en analyse d’images ?
Ge´ne´ralement on travaille sur des images digitales obtenues a` partir du monde
re´el. On peut alors la repre´senter par une fonction I(x, y) ou` x et y sont les coor-
donne´es d’un point de l’image et I(x, y) repre´sente l’information observe´e. Cette
valeur est ge´ne´ralement proportionnelle a` l’e´nergie rayonnante rec¸ue dans la bande
de fre´quences e´lectromagne´tiques de sensibilite´ du capteur dans une petite zone
autour du point de coordonne´es (x, y), c’est a` dire un niveau de gris. On appelle
ces images des images intensite´es, ou niveaux de gris. Si le capteur posse`de plu-
sieurs bandes de fre´quences e´lectromagne´tiques on obtient une image couleur. Ce
type d’image est bien e´videmment le plus re´pandu et le plus connu. Mais il existe
d’autres types d’images. Par exemple les « range image » ou` la valeur I(x, y)
repre´sente la distance entre le point de coordonne´es (x, y) et un objet dans « le
monde re´el ». On peut e´galement obtenir a` l’aide de capteurs tactiles une image
dont les valeurs sont proportionnelles a` la de´formation de la surface autour, du
point (x, y). Nous nous inte´resserons uniquement dans ce document aux images
intensite´es. Elles sont ge´ne´ralement repre´sente´es par une matrice ou` chaque valeur
est une valeur discre`te d’intensite´.
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2.4 Des difficulte´s de la segmentation.
Maintenant que nous avons clairement de´fini la donne´e de notre proble`me, c’est
a` dire une image, nous allons essayer d’expliquer le but et la proble´matique de la
segmentation. Le proble`me principal en vision est que l’unite´ d’observation n’est
pas l’unite´ d’analyse. En effet l’unite´ de travail est le pixel dont les proprie´te´s sont
position et intensite´. Cette connaissance n’ame`ne rien quant a` la vision de l’image.
Il n’est pas question par exemple de pouvoir de´crire la forme, le positionnement,
l’orientation d’un objet. La repre´sentation d’un objet dans l’image (sa projection)
correspond bien au point de vue de cet objet sous une certaine orientation. Com-
ment il apparaˆıt dans l’image est en fait une configuration spatiale des valeurs
de plusieurs pixels, et une valeur particulie`re apporte peu d’information. Donc
l’agre´ment entre la projection dans l’image et la position observe´e, qui est le but
final d’un syste`me de vision, demande que l’on soit capable d’infe´rer implicite-
ment ou explicitement la position d’un objet a` partir de la configuration spatiale
des pixels. Il faudra en outre eˆtre capable de valider, confirmer, cette infe´rence.
Or tous les auteurs sont d’accord sur un point au moins : une image ne contient
pas assez d’informations brutes permettant une reconstruction non ambigu¨e et
comple`te d’un objet. Au contraire elle est constitue´e d’un flot d’informations pri-
maires souvent non significatives en elle-meˆmes. Il faut donc e´liminer l’information
non pertinente, repe´rer des attributs caracte´ristiques des objets recherche´s (areˆtes,
coins, courbes, frontie`res, ...), puis reconnaˆıtre ceux faisant partie d’un meˆme ob-
jet. Et enfin infe´rer sur la forme et la position de l’objet en faisant correspondre les
attributs observe´s avec ceux de l’objet re´el. On pourra pour cela utiliser e´galement
la projection ge´ome´trique due au capteur. On retrouve ici sous une autre forme
les cinq parties de la me´thodologie pre´sente´e plus haut. On peut e´galement remar-
quer que tout le processus de reconnaissance de´pend essentiellement des attributs
repe´re´s dans l’image. La segmentation qui est la premie`re e´tape de tout syste`me
de vision est donc primordiale. C’est d’ailleurs un proble`me tre`s e´tudie´ en ana-
lyse d’images (pour s’en convaincre le lecteur pourra se reporter aux e´tats de l’art
suivant [Zuc76, HS85, PP93]).
La difficulte´ du proble`me vient du fait que les donne´es initiales (les pixels)
ve´hiculent peu ou pas d’information et c’est la vue d’ensemble de tous ces pixels
qui permet de de´gager une information pertinente. Ainsi si l’on regarde la figure 2.1
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a. image originale
b. fonction I(x, y)
Fig. 2.1 – visualisation d’une image par sa fonction I(x, y)
on peut voir la repre´sentation d’une fonction image. On n’y discerne pas aussi
nettement l’objet que dans l’image originale. D’autre part la position de l’objet,
son environnement, le type de capteur, le point d’observation, tous ces parame`tres
influent sur la difficulte´ du proble`me. Prenons le cas d’un rectangle a` reconnaˆıtre.
Un algorithme de de´tection de coins devrait nous donner les quatres coins de
ce rectangle. Si on connaˆıt la taille initiale, on peut alors de´terminer la position
et l’orientation relative du plan du rectangle par rapport a` la came´ra. Mais en
fait le proble`me peut ne pas eˆtre aussi simple. Si l’environnement du rectangle
est complexe, il pourrait y avoir certaines parties cache´es, dont les coins ; selon
l’e´clairage, des ombres ou un halo lumineux pourraient en fausser la de´tection. On
voit que meˆme dans un cas aussi simple, la reconnaissance peut s’ave´rer de´licate. La
segmentation d’images ne´cessite donc des algorithmes performants. C’est pourquoi,
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ils sont souvent de´die´s a` un proble`me particulier.
Une me´thode ge´ne´rale n’existe donc pas a` l’heure actuelle, a` notre connaissance.
En effet les algorithmes existants sont d’une part spe´cialise´s, et d’autre part sont
souvent de´veloppe´s de manie`re inde´pendante et ne pre´parent pas le terrain, ni
ne fournissent les outils permettant le passage a` l’e´tape suivante du processus de
reconnaissance. Nous pensons qu’il est important de toujours garder a` l’esprit que
tout algorithme, toute me´thode de segmentation a pour but d’eˆtre inte´gre´ dans
un processus complet d’analyse. Il doit donc fournir les interfaces avec les e´tapes
suivantes du processus de reconnaissance.
Ainsi apre`s une pre´sentation de notre approche originale de la segmentation
d’images, l’analyse interpixel, nous de´finissons une topologie adapte´e a` l’analyse
d’images. Afin de montrer que cette approche est compatible avec les me´thodes
de de´tection de contours classiques ou` les areˆtes sont repre´sente´es par des pixels,
nous avons de´veloppe´ un algorithme de de´tection de contour en interpixel. Puis
nous revenons a` une e´tude combinatoire du proble`me et proposons un algorithme
line´aire de segmentation en re´gions. Cet algorithme permet d’utiliser des crite`res
locaux (lie´s au pixels) et globaux (lie´s aux re´gions). Graˆce au de´tecteur interpixel
pre´ce´demment e´voque´, une coope´ration re´gion-contour est donc envisageable. De
plus la structure de´finie dans cet algorithme est utilise´e dans le cadre d’un autre
algorithme line´aire, permettant la mise en commun de plusieurs segmentations en
re´gions. Puis afin de re´aliser effectivement la jonction entre la segmentation et la
suite du processus de reconnaissance, nous proposons une repre´sentation base´e sur
notre mode`le formel : le graphe topologique des frontie`res.
Chapitre 3
Approche interpixel et
mode´lisation des images
Apre`s une se´rie de travaux mene´s en analyse d’images [Jac92, ACF94, Cha95,
FG96], nous nous sommes trouve´s confronte´s au besoin d’un mode`le cohe´rent de
repre´sentation des images. En effet, nos e´tudes sur la segmentation et la repre´sentation
sous forme de graphes d’adjacence et/ou des frontie`res, nous ont confirme´ que les
approches classiques de la connexite´, ou dans la description des objets et de leurs
caracte´ristiques, e´taient insuffisantes ou meˆme incohe´rentes. De`s lors, une e´tude
de la topologie associe´e aux images devenait indispensable. Comme nous l’avons
de´ja` dit, en analyse d’images l’unite´ de travail est le pixel dont les caracte´ristiques
sont position et intensite´ lumineuse. A` partir de ce constat, la plupart des tra-
vaux se sont concentre´s sur cette donne´e. Or nous pensons que conside´rer l’image
seulement comme un ensemble de pixels est non seulement restrictif, mais aussi
pose certains proble`mes de repre´sentation des informations recherche´es. Ainsi si
l’on veut de´signer la frontie`re entre deux re´gions de l’image, sur quels pixels doit-
on la situer ? Certes des travaux existent (voir par exemple dans [Pav77] la no-
tion de contour e´tendu, extended boundary) qui essaient de donner une solution,
mais aucune n’est comple`tement satisfaisante, et surtout, comme on le pre´cisera
dans ce chapitre, elles entraˆınent des incohe´rences topologiques. C’est pourquoi
nous avions de´ja` e´prouve´ le besoins de coder les objets dans une image par leurs
bords [Ahr85]. Ne´anmoins aucun mode`le formel ne venait e´tayer cette approche
pratique. De plus les bords des pixels ne semblent pas eˆtre les seuls e´le´ments a`
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deux régions frontière en pixels frontière entre pixels
Fig. 3.1 – Deux re´gions et leur frontie`re commune
prendre en compte si l’on veut s’affranchir des incohe´rences topologiques, dues
notamment aux de´finitions classiques de l’adjacence et de la connexite´ dans les
images [KR89]. C’est dans cet e´tat d’esprit que nous avons aborde´ l’e´tude des to-
pologies « dites discre`tes ». Les travaux de E. Khalimsky [KKM90b] et V.A. Ko-
valevsky [Kov89] nous ont confirme´ la validite´ de notre approche du point de vue
topologique. De`s lors la possibilite´ de de´finir une topologie, non seulement adapte´e
aux espaces discrets que sont les images, mais re´pondant aussi aux impe´ratifs de
l’analyse (de´finition de la notion d’ensemble homoge`ne : les re´gions, de l’adjacence
entre re´gions, ...) devenait envisageable.
3.1 Qu’est-ce que l’interpixel ?
Notre manie`re d’appre´hender une image est diffe´rente puisque nous ne conside´rons
pas une image comme seulement une matrice de pixels a` k colonnes et l lignes,
mais comme un espace dans lequel re´side une information initiale : les pixels, mais
ou` existe une autre information ne´cessaire a` la cohe´rence de l’ensemble bien que
non repre´sente´e : l’interpixel. Cette diffe´rence peut paraˆıtre subtile, voire futile,
mais en fait elle change conside´rablement la vision des choses. En tout cas nous
pensons qu’elle est naturellement plus proche de la re´alite´.
En effet si l’on pre´sente a` quelqu’un une image compose´e de deux re´gions dis-
tinctes (voir figure 3.1) et qu’on lui demande ou se situe la frontie`re, il re´pondra
naturellement en montrant la ligne se´parant ces deux re´gions. Or cette ligne n’est
pas un ensemble de pixels. Doit-on alors conside´rer qu’il n’y a pas de frontie`re ?
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Fig. 3.2 – l’interpixel
Ou peut-eˆtre devons nous placer arbitrairement cette frontie`re dans une des deux
re´gions. Les pixels de´signe´s sont alors des pixels de l’inte´rieur de la re´gion et aussi
des pixels de la frontie`re, donc du bord ! Ne vaut-il pas mieux conside´rer qu’il
existe une ligne entre les pixels repre´sentant cette frontie`re ? D’une manie`re plus
ge´ne´rale on dira que les pixels sont se´pare´s par des lignels (lignes entre deux pixels
correspondant a` l’areˆte des pixels) et des pointels (sommets des pixels). Dans un
espace a` trois dimensions on trouvera e´galement des surfels (face d’un voxel1) entre
les voxels. La figure 3.2 pre´sente la notion d’interpixel en deux et trois dimensions.
On pourrait reprocher a` cette approche de multiplier l’information, peut-eˆtre in-
utilement dans bien des cas. En fait cette information nous paraˆıt indispensable
si l’on veut avoir une de´finition de la connexite´, des notions de frontie`re, bord,
inte´rieur et exte´rieur aussi proche que possible de la ge´ome´trie euclidienne et de
la topologie classique dans IR2 et IR3. Il paraˆıt certes inutile de maintenir cette
information pour l’inte´rieur d’une re´gion, cet aspect est d’ailleurs aborde´ dans la
section 3.3 de ce chapitre. En fait non seulement nous de´finissons un mode`le to-
pologique complet, mais nous cherchons a` faire en sorte que les e´le´ments utiles
en analyse d’images, tels que, une re´gion, la connexite´, l’adjacence entre re´gions,
soient de´finis a` partir des pixels ou voxels, tout en tenant compte de l’interpixel.
Ainsi une re´gion sera de´finie comme un ensemble de pixels, mais on rajoutera des
contraintes qui garantiront les proprie´te´s topologiques en imposant la pre´sence ou
l’absence de certains e´le´ments interpixels.
1Un voxel est a` une image en trois dimensions ce que le pixel est a` une image en deux
dimensions, c’est a` dire l’information de base. De la meˆme manie`re qu’un pixel est repre´sente´ par
un carre´, le voxel sera repre´sente´ par un cube, puisqu’e´tant dans un espace a` trois dimensions.
18 Approche interpixel et mode´lisation des images
D’autre part, nous disposons d’outils algorithmiques puissants et efficaces
[Cha95] pour coder les e´le´ments extraits de l’image par un codage adapte´, le co-
dage interpixel [Jac92]. Ces outils nous donnent par exemple la possibilite´, pour
une image segmente´e en re´gions, d’extraire le graphe d’adjacence des re´gions (de´fini
dans [Ros74, Pav77]) avec le codage interpixel du contour de chaque re´gion ainsi
que des caracte´ristiques diverses telles que la surface, l’intensite´ moyenne, la boˆıte
englobante, ... Nous disposons par exemple d’un algorithme d’extraction du graphe
d’adjacence et de segmentation de l’image en re´gions. Cet algorithme est de plus
line´aire en le nombre de pixels et donne de tre`s bons re´sultats en pratique2. Nous
sommes e´galement capables, en de´rivant cet algorithme et en nous servant de ce
codage, de re´aliser une segmentation « a` la vole´e3 » d’une image de´filante. Cette
application de controˆle-qualite´ [ACF94] fait l’objet de de´veloppement inte´ressant
actuellement.
Le codage interpixel est un codage du type code de contour [Ced79, Dan82,
Ahr85] de´rive´ du codage de Freeman [Fre74]. A` la diffe´rence de H. Freeman, le
codage interpixel code directement les frontie`res entre les re´gions, c’est a` dire en
interpixel. Il re´alise e´galement un chaˆınage des contours, mais ne ne´cessite que
quatre directions au lieu de huit, et ceci quelque soit le type de connexite´ choisie4.
La figure 3.3 donne un exemple de codage du contour d’une re´gion par le codage
de Freeman et par le codage interpixel. Pour une description plus comple`te des
proprie´te´s de ce codage nous invitons le lecteur a` se reporter a` [Cha95].
Un autre avantage de ce type d’approche est son ade´quation avec les me´thodes
de repre´sentation utilise´e en synthe`se [Lie92, BD94]. Certes, ceci n’apporte rien
quant a` la synthe`se, mais est d’un grand inte´reˆt d’un point de vue pratique, sur-
tout dans le cas d’images en trois dimensions. En effet il ne faut pas oublier que
tout processus d’analyse doit s’inscrire dans un cadre plus ge´ne´ral tel qu’un lo-
giciel d’aide au diagnostic par exemple. Ainsi pour une application me´dicale, il
2moins d’une seconde pour une image 512× 512 sur une Sun Sparc 2
3On entend par a` la vole´e, le traitement de l’image au fur et a` mesure de son acquisition. On ne
peut dans le cas e´voque´ ici attendre la capture de l’image finale puisqu’elle posse`de virtuellement
une longueur infinie. Il faut donc re´aliser le traitement a` la vole´e.
4On rappelle que deux connexite´s classiques existent (voir par exemple [Cha79, CM91], la
4-connexite´ : un pixel est adjacent aux quatres pixels ayant une areˆte commune avec lui-meˆme ;
et la 8-connexite´ : on prend la 4-connexite´ et on rajoute les quatres pixels ayant un sommet
commun.
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Fig. 3.3 – Codage de Freeman et codage interpixel.
est important de visualiser le re´sultat afin que le me´decin puisse juger (voire cor-
riger) les re´sultats obtenus. Donc, le fait de travailler directement en interpixel
facilite grandement le passage a` la repre´sentation. Nous sommes donc en accord
avec notre volonte´ exprime´e dans le chapitre pre´ce´dent de ne pas perdre de vue
que la segmentation n’est que la premie`re e´tape d’un processus plus ge´ne´ral.
Certes certains argueront que les seuls e´le´ments visibles de l’image sont les
pixels, il n’y a donc pas lieu de traiter l’interpixel. De plus comment visualiser cet
interpixel ? On ne peut rien afficher entre les pixels ! Mais ceci est un faux proble`me
qui vient de la confusion entre e´le´ment d’information et e´le´ment de visualisation.
Pourquoi ne pas conside´rer que nous avons des e´le´ments d’informations divers
(pixel, lignel et pointel dans le cas d’une image classique par exemple ) qu’il faut
afficher. Plusieurs choix sont alors possibles (voir figure 3.4) :
– ne pas repre´senter les interpixels n’appartenant pas a` une frontie`re et repre´senter
ceux appartenant a` une frontie`re par le pixel a` gauche ou au-dessus par
exemple ;
– multiplier par quatre la taille de l’image et repre´senter chaque interpixel par
un pixel ;
– multiplier la taille de l’image par seize en affichant quatre pixels pour un
d’information et un pixel pour chaque interpixel, afin d’avoir l’information
pixel occupant une surface plus grande que l’information interpixel dans
l’image affiche´e.
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Fig. 3.4 – Visualisation de l’interpixel
Les solutions sont multiples. En fait il suffit de ne pas confondre e´le´ment d’in-
formation et e´le´ment d’affichage, ni e´tude et repre´sentation. Jusqu’a` pre´sent ces
deux points l’e´taient, l’approche interpixel non seulement fait la diffe´rence, mais
aussi prend en compte des e´le´ments d’information supple´mentaires : l’interpixel,
c’est a` dire en fait, le bord des e´le´ments d’information primaire que sont les pixels,
ou voxels.
3.2 Topologie et image.
3.2.1 prole´gome`nes a` la topologie-e´toile
Les pixels sont des ensembles inde´composables. Pour les mode´liser, une ap-
proche consiste a` les remplacer par des points situe´s en leur centre de gravite´. On
est alors amene´ a` e´tudier une ge´ome´trie spe´cifique sur des ensembles de points
isole´s appele´e ge´ome´trie discre`te. Il faut alors rede´finir les proprie´te´s et montrer
a` nouveau les the´ore`mes de la ge´ome´trie classique dont nous avons besoin dans
le cadre de cette nouvelle ge´ome´trie. Nous pensons que le proble`me majeur pose´
par structure discre`te d’une image est fortement lie´ a` la notion de connexite´, sur-
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tout dans le domaine de l’analyse d’images. Aucun mode`le concret ne propose ac-
tuellement de solutions a` ce proble`me, satisfaisant tous les types d’images. Cette
question a e´te´ largement e´tudie´e et est toujours d’actualite´ ( voir par exemple
[Kov89, Her90, KKM90b, KKM90a, Lat93, AAF95]).
3.2.1.1 solutions de´ja` propose´es
Nous pre´sentons ici des solutions au proble`me de la connexite´ ; nous essayons
e´galement de vous montrer que ces solutions ne sont pas comple`tement satisfai-
santes. Pour une e´tude plus comple`te de la topologie discre`te, le lecteur pourra se
reporter a` [KR89].
Dans le cas binaire, une solution existe ; elle est difficilement transposable au
cas des images en niveaux de gris. Cette solution, propose´e par R.O. Duda, P.E.
Hart et J.H. Munson [DHM67], consiste a` utiliser deux connexite´s diffe´rentes, l’une
pour le fond, l’autre pour l’image. Nous avons utilise´ aussi cette approche dans
la de´finition des contours interpixel pour les images binaires [Ahr85]. Si elle reste
applicable pour les images en niveaux de gris dans le cas particulier ou` l’on ne
conside`re qu’une unique re´gion de l’image, le fond e´tant alors conside´re´ comme
homoge`ne, on ne peut l’utiliser de`s lors que l’on veut e´tudier l’image entie`re ou
meˆme seulement plusieurs re´gions.
La 6-connexite´ permet notamment d’e´viter le paradoxe de la connexite´, mais
n’est pas utilise´e car assez e´loigne´e des conside´rations pratiques. En effet les images
sont habituellement de´finies a` l’aide de pavages carre´s.
V.A. Kovalevsky [Kov89] propose de ne plus regarder l’image comme seule-
ment un ensemble de pixels, mais comme un complexe cellulaire abstrait, c’est
a` dire un ensemble d’e´le´ments he´te´roge`nes de dimensions diffe´rentes correspon-
dant a` ceux que nous appelons, pointels, lignels et pixels. Cette approche n’est
pas comple`tement nouvelle puisque de´ja` H. Elliot et L. Srinivasan en 1981 [ES81]
proposaient d’utiliser les liens interpixels pour de´finir les frontie`res. Comme nous
l’avons indique´ dans la section 3.1 nous avions e´galement adopte´ cette repre´sentation
mais V.A. Kovalevsky est le premier a` avoir propose´ un mode`le formel et un es-
pace topologique utilisant ces e´le´ments. De plus il a montre´ que tenir compte de
ces e´le´ments permettait d’e´viter le paradoxe de la connexite´ et re´solvait d’autres
proble`mes apparente´s. Malheureusement, la repre´sentation qu’il propose ne tire
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pas pleinement partie de son mode`le the´orique. De plus il ne fait qu’aborder ces
notions et ne cherche pas a` les exploiter. En particulier il ne de´finit pas les no-
tions de courbe, frontie`re ou contour ; il n’aborde pas non plus la question des
images en 3 dimensions. E. Khalimsky, , R. Kopperman et P.R. Meyer pre´sente
dans [KKM90b] une solution du meˆme type, mais les espaces topologiques pro-
pose´s sont des produits carte´siens de droites discre`tes. Leur mode`le se restreint
donc a` un pavage carre´ du plan. Pas question par exemple d’envisager un pavage
par des hexagones alors que le mode`le que nous proposons le permet. On notera
e´galement qu’ils ne font, eux-aussi, qu’aborder l’application aux images.
G. Malandain [Mal93] utilise lui aussi la notion de complexe cellulaire. Il cherche
a` de´finir un mode`le topologique complet et e´tudie notamment le the´ore`me de
Jordan dans le plan et dans l’espace. Toutefois il se restreint au cas binaire, et
ce qu’il propose revient en fait a` utiliser deux connexite´s diffe´rentes. Son travail a
donc permis de justifier et de ge´ne´raliser cette me´thode au cas des images multi-
dimensionnelles.
3.2.1.2 notre de´marche
Les difficulte´s apparues pour de´finir une topologie dans des ensembles finis
nous ont convaincus qu’il fallait utiliser une structure cellulaire ou` les e´le´ments
de base sont entoure´s des e´le´ments « de bord » permettant de de´finir leurs liens.
Nous avons choisi d’utiliser les complexes convexes [Lef30], dont les cellules sont
des polytopes convexes et dont la topologie est de´finie a` partir des e´toiles ouvertes
(stars). La justification de ce choix est donne´e par le fait que le bord d’une cellule
est constitue´ par un ensemble de faces de cette cellule, ce qui est bien le cas pour
les structures classiques de la ge´ome´trie discre`te. Nous proposons donc de suivre
la voie ouverte par V.A. Kovalevsky [Kov89].
Notre de´marche peut eˆtre appre´hende´e a` partir de deux approches comple´mentaires :
– la donne´e d’une relation d’ordre caracte´risant une topologie sur un ensemble
fini ;
– le passage au quotient de la topologie classique.
Concernant la premie`re de´marche, on rappelle qu’on ne peut trouver de topo-
logie se´pare´e au sens de Hausdorff sur un ensemble fini (c’est-a`-dire ou` 2 points
distincts admettent des voisinages disjoints), mais simplement T0-se´pare´e ce qui
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signifie : e´tant donne´ deux points distincts, il existe un voisinage de l’un qui ne
contient pas l’autre. Le the´ore`me suivant va nous permettre d’e´tablir la relation
d’ordre caracte´risant notre topologie.
The´ore`me 3.1 (Mac Kinsey,Tartski) Il y a une bijection naturelle entre les
espaces topologiques T0-se´pare´s finis et les ensembles ordonne´s finis.
On peut alors de´finir une relation d’ordre R de la manie`re suivante : si E est un
espace topologique T0-se´pare´, on de´finit la relation R par R(x, y) si et seulement
si tout voisinage de x contient y. Re´ciproquement si E est un ensemble ordonne´, la
base d’ouverts de´finissant la topologie est de´termine´e ainsi : pour chaque e´le´ment x
de E, on de´finit un ouvert de la base par l’ensemble des successeurs de x. L’ensemble
de tous ces ouverts ainsi de´finis forme cette base. Ce re´sultat tre`s ancien semble
duˆ a` Mac Kinsey et Tartski. On peut associer une notion de dimension de fac¸on
classique aux relations d’ordre (elle est e´gale a` ze´ro pour les e´le´ments minimaux, 1
pour les minimaux de l’espace obtenu apre`s avoir enleve´ les minimaux, etc). Dans le
cadre de notre travail la relation R sera la relation de bornage (voir section 3.2.3).
C’est a` partir de ce constat que V.A. Kovalevsky a propose´ d’utiliser les complexes
cellulaires.
L’autre approche consiste a` chercher une structure discre`te qui re´cupe`re le plus
possible les proprie´te´s de la ge´ome´trie et de la topologie classiques. L’ide´e est
de de´composer un sous-espace de IRn en objets bien de´finis et de´nombrables afin
d’obtenir un ensemble discret quotient de IRn. Notre ensemble discret correspond
alors a` une partition d’un sous ensemble de IRn, il suffit donc de lui associer la
topologie quotient. Nous avons choisi de de´composer IRn en ensembles convexes et
plus particulie`rement en polytopes. Avant de rappeler quelques de´finitions, nous
donnons un exemple de de´composition en dimension 3.
Classiquement en traitement d’images, l’unite´ d’information de base est un
voxel dans une image 3D. Nous les repre´senterons par des petits cubes dont les
coˆte´s sont de longueur unite´. Notre de´composition consiste alors en un pavage de
IR3 a` partir des voxels, de leurs faces, de leurs areˆtes et de leurs sommets. En
prenant les composantes dans un repe`re carte´sien, on obtient en dimension 3 la
de´composition en voxels, surfels, lignels et pointels (voir figure 3.5) qui sont des
sous-ensembles de IR3 (les indices i, j, k qui suivent sont des entiers) :
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Fig. 3.5 – Voxel, surfel, lignel et pointel.
– Les voxels V(i,j,k) = {(x, y, z) / x ∈ ]i, i+ 1[ , y ∈ ]j, j + 1[ , z ∈ ]k, k + 1[ }
– les facettes (surfel) :
1. Les facettes horizontales de la forme : {(x, y, z) / x ∈ ]i, i + 1[ , y ∈
]j, j + 1[ , z = k}
2. Les facettes de face : {(x, y, z) / x ∈ ]i, i+ 1[ , y = j, z ∈ ]k, k + 1[ }
3. Les facettes de profil : {(x, y, z) / x = i, y ∈ ]j, j + 1[ , z ∈ ]k, k + 1[ }
– les areˆtes (lignels) :
1. Les areˆtes de front : {(x, y, z) / x ∈ ]i, i+ 1[ , y = j, z = k}
2. Les areˆtes de bout : {(x, y, z) / x = i, y ∈ ]j, j + 1[ , z = k}
3. Les areˆtes verticales : {(i, j, k)}{(x, y, z) / x = i, y = j, z ∈ ]k, k + 1[ }
– Les sommets (pointels) : ensembles re´duits a` un point de la forme (i,j,k).
3.2.1.3 les ensembles convexes et les polytopes
Les de´finitions, the´ore`mes et proprie´te´s qui suivent pre´sentent les re´sultats de
base qui nous sont ne´cessaires pour de´finir notre structure discre`te : les complexes
convexes. Ils sont tous extrait des livres de A. Brønstedt et de Gru¨nbaum [Brø83,
Gru67]. Commenc¸ons donc par la de´finition d’ensemble convexe :
De´finition 3.1 Soit E un sous-ensemble de IRn. On dit que E est convexe si pour
toute suite finie a1, . . . , ap de points de E et toute suite finie x1, . . . , xp de re´els
positifs ou nuls tels que x1 + . . .+ xp = 1, on ait : x1a1 + . . .+ xpap ∈ E.
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Le the´ore`me suivant e´nonce une proprie´te´ importante des ensembles convexes.
Cette proprie´te´ nous assure notamment que les faces d’un ensemble convexe (voir
de´finition 3.6) soient bien des ensembles convexes elles-meˆmes.
The´ore`me 3.2 L’intersection d’ensembles convexes est un ensemble convexes.
La notion d’hyperplan d’appui pre´sente´e a` travers les de´finitions 3.2 a` 3.5 va
nous permettre de de´finir une face d’un ensemble convexe. Cette notion est pri-
mordiale car c’est a` partir d’elle que nous de´finirons la relation de bornage (voir
de´finition 3.13) dans les complexes convexes. Or cette relation est a` la base de
notre construction et notamment de la de´finition du plus petit ouvert contenant
un e´le´ment.
De´finition 3.2 On appelle hyperplan H dans IRn un sous-espace affine de dimen-
sion n-1.
Un hyperplan H peut eˆtre caracte´rise´ par une e´quation de la forme <x, u>= a
ou` u est un vecteur perpendiculaire a` H et ou` <c, d> repre´sente le produit scalaire
de c par d.
De´finition 3.3 On appelle demi-espace ferme´ (resp. ouvert), l’ensemble des
points de IRn tels que <x, u>> a (resp. > a) ou <x, u>6 a (resp. < a).
De´finition 3.4 On appelle dimension d’un convexe E, la dimension de l’espace
vectoriel engendre´ par E.
De´finition 3.5 On appelle hyperplan d’appui d’un ensemble convexe E de dimen-
sion n dans IRn, un hyperplan P tel que tous les points de E soient dans un meˆme
demi-espace de P et tels que la distance de P a` E soit nulle.
En fait la notion d’hyperplan d’appui est une notion qui intuitivement se com-
prend, ainsi dans IR2 par exemple les hyperplans d’appui (ici des droites) d’une
ellipse sont ses tangentes.
On peut maintenant de´finir une face d’un ensemble convexe :
De´finition 3.6 On appelle face d’un ensemble convexe ferme´ E, l’intersection F
de E avec un hyperplan d’appui. L’ensemble des faces de E est note´ : F(E).
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On remarquera d’une part que les faces d’un ensemble convexe sont des inter-
sections d’ensembles convexes, donc d’apre`s le the´ore`me 3.2 convexes elles-meˆme.
D’autre part nous avons les cas particuliers suivants :
1. si F est un point, c’est-a`-dire de dimension 0, F est appele´ un sommet ;
2. si sa dimension est 1, il est appele´ une areˆte ;
3. si F est maximal, il est appele´ une facette.
Par exemple si E est un cylindre, ses facettes sont les droites directrices. Si E est
un cube, ses facettes sont ses coˆte´s.
Apre`s avoir de´fini une face d’un ensemble convexe, nous passons maintenant a`
la de´finition d’un point extreˆmal :
De´finition 3.7 On appelle point extreˆmal d’un ensemble convexe E, tout point qui
n’est pas a` l’inte´rieur d’un segment inclus dans E. L’ensemble
des points extreˆmaux de E est note´ ext(E).
Toujours pour prendre un exemple dans le plan, les extre´mite´s d’un segment
sont des points extreˆmaux.
Nous pouvons enfin pre´senter les polytopes qui seront les ensembles de base
des complexes convexes.
De´finition 3.8 On appelle polytope ferme´ de dimension n, un sous-ensemble
convexe compact de dimension n ayant un nombre fini de points extreˆmaux. On ap-
pelle polytope ouvert5 de dimension n l’inte´rieur du polytope ferme´ de dimension
n pour la topologie dans IRn.
On citera les proprie´te´s suivantes :
Proprie´te´s 3.1 1. Un ensemble K ∈ IRn est un polytope si et seulement si il
est borne´ et s’il est l’intersection d’un nombre fini de demi-espaces.
2. Les points extreˆmaux d’un polytope sont ses sommets.
5On remarquera que ce meˆme polytope n’est pas un ouvert s’il est plonge´ dans un espace
vectoriel de dimension m > n. Mais il est d’usage de toujours appeler ce polytope un polytope
ouvert. On parle alors d’ouvert relatif pour exprimer qu’un polytope est ouvert dans l’espace affine
engendre´. De meˆme un point du polytope ouvert est dit dans l’inte´rieur relatif du polytope ferme´.
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3. Une face de dimension k d’un polytope est un polytope de dimension k.
4. Si P est un polytope de dimension n, et F une face de P, toute face de F est
une face de P.
5. Le polytope ferme´ est l’union du polytope ouvert et de ses faces propres.
6. Si P un polytope et P’ une face de P alors pour tout point a de P et tout
points b de P’, [a, b[⊆ P
Remarque : Les points extreˆmaux d’une face F de P sont l’intersection de F avec
ext(P). Cependant, tout sous-ensemble de ext(P) n’est pas l’ensemble des points
extreˆmaux d’une face de P. Cela n’est pas vrai en particulier pour un carre´ : deux
points extre´mite´s d’une diagonale ne forment pas les points extreˆmaux d’une face.
3.2.2 complexes convexes
En nous appuyant sur les re´sultats pre´ce´dents nous allons maintenant de´finir
les complexes convexes. Nous rappelons que l’ide´e est de de´composer un sous-
espace de IRn en objets bien de´finis et de´nombrables afin d’obtenir un ensemble
discret quotient de IRn. V.A. Kovalevsky propose dans [Kov89] d’ajouter des nou-
veaux e´le´ments a` l’ensemble des pixels afin de bien de´crire les liens entre eux. Il
a utilise´ les complexes cellulaires abstraits. Nous proposons ici une structure plus
contraignante mieux adapte´e au contexte ge´ome´trique qui nous inte´resse. Un com-
plexe est un espace topologique muni d’une partition particulie`re dans laquelle les
ensembles sont appele´s cellules et sont des de´formations de boules d’espace IRn.
Nous utiliserons les complexes convexes. Dans cette structure les cellules sont des
polytopes convexes, qui sont des ge´ne´ralisations des pixels et des voxels.
Remarque : On a choisi de prendre des polytopes convexes comme cellules.
D’autres choix peuvent eˆtre propose´s :
– Prendre des simplexes engendre´s par n + 1 points inde´pendants dans IRn :
triangle dans IR2, te´trae`dre dans IR3. Cela permet d’avoir des de´finitions tre`s
simples des faces : tout ensemble fini de points extre`maux est une face. Par
contre dans les applications, on a souvent des carre´s ou des hexagones.
– Les polytopes quelconques (pas ne´cessairement convexes). Cela permettrait
d’avoir des e´toiles pour cellules mais poserait des proble`mes pour de´finir des
faces.
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– Les complexes cellulaires qui sont des surfaces qu’on peut obtenir a` partir de
polytopes par de´formation. On a alors une grande ge´ne´ralite´.
En fait on cherchait une structure contenant tous les cas classiques d’images et
la plus riche possible, c’est a` dire posse´dant des proprie´te´s fortes. C’est pourquoi
nous nous sommes restreints aux complexes convexes.
Les de´finitions de cette section ont, d’apre`s Gru¨nbaum [Gru67] e´te´ pre´sente´es
dans le livre de S. Lefschetz [Lef30].
De´finition 3.9 On appelle complexe convexe une famille finie C de polytopes ou-
verts Pi de IR
n appele´s cellules du complexe tels que :
– Si Pi ∈ C, alors toute face de Pi ∈ C.
– Si Pi ∈ C et Pj ∈ C,i 6= j, alors Pi
⋂
Pj est vide
6 ou bien est une face
commune de Pi et Pj.
La dimension du complexe7 est par de´finition le maximum des dimensions des
cellules du complexe.
On appellera un polytope de dimension 0 un pointel, un de dimension 1 un lignel
et un de dimension 2 un surfel. On pourra donner comme exemples de complexe
convexe :
– l’ensemble des faces propres d’un polytope P, ce complexe est appele´ le com-
plexe bord de P et note´ Bd(P) ;
– l’ensemble de toutes les faces de P note´ F(P) ;
– pour tout complexe, on note Sk(C) le complexe forme´ des polytopes de C de
dimension infe´rieure a` k ;
La figure 3.6 pre´sente d’autres exemples (a., b. et c.) et contre-exemples (d., e.
et f.) de complexes convexes. Ainsi 3.6.f. n’est pas un complexe convexe car ne
contient pas que des polytopes, 3.6.e. non plus car les faces (symbolise´e par les
traits e´pais) ne sont pas dans le complexe. Enfin 3.6.d. ne peux l’eˆtre car les
polytopes ne sont pas tous convexes, les faces n’appartiennent pas au convexe, et
de plus l’intersection de deux polytopes du complexe n’est pas une face des deux
polytopes.
6On note E le ferme´ de l’ensemble E. Ici le ferme´ d’un ensemble s’entend au sens de la
topologie classique dans IRn.
7De´sormais par abus de langage nous emploierons parfois le terme complexe en la place de
complexe convexe.
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Fig. 3.6 – Exemples (a. b. c.) et contre-exemples (d. e. f.) de complexes convexes.
E´videmment dans le cas particulier des images on peut e´galement de´finir un
complexe convexe de´crivant l’image. Pour les images classiques on retrouve alors
les notions de cellules de´crites par V.A. Kovalevsky . En effet, les polytopes de
base seront les pixels (cellules de dimension 2) auxquels nous devons adjoindre
leurs faces c’est a` dire ce que nous avons appele´ les liens et points interpixels. Il est
a` noter que dans le cas des images 3D, on retrouve le mode`le couramment utilise´
a` base de voxels, faces, areˆtes et sommets de voxels.
De´finition 3.10 On appelle sous-complexe L d’un complexe C un ensemble de
cellules de C ayant une structure de complexe ce qui e´quivaut a` : un ensemble de
cellules telles que si c est une cellule de L, toute face de c est une cellule de L.
De´finition 3.11 On appelle complexe engendre´ par un ensemble K de cellules
d’un complexe donne´, le plus petit complexe note´ C(K) contenant ces cellules.
La structure de polye`dre donne´e par la De´finition 3.12 va nous permettre de
travailler avec une topologie induite par celle de IRn sur les structures discre`tes
que sont les complexes convexes.
De´finition 3.12 Si E est une famille de cellules, on appelle polye`dre de E, et on
note |E| l’union des points des cellules de E.
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3.2.3 relation de bornage et e´toiles ouvertes des cellules
Un complexe C est un ensemble fini. Une T0-topologie sur C est associe´e a`
une relation d’ordre (voir 3.2.1.2). Nous donnons ci-dessous une de´finition d’une
topologie sur C et la relation associe´e qu’on appelle relation de bornage. Ces deux
notions nous permettront de montrer le The´ore`me 3.9 de´crivant le passage a` la
topologie quotient de celle induite par IRn. Nous aurons ainsi de´crit une topologie
sur les ensembles discrets que sont les complexes convexes.
De´finition 3.13 (relation de bornage et incidence) E´tant donne´s deux poly-
topes P1 et P2, on dit que P1 borne P2 et on note P1 6B P2 si P1 est une face de P2
ou si P1 = P2. Si P1 borne P2 ou P2 borne P1, on dit que P1 et P2 sont incidents.
Proposition 3.3 La relation de bornage 6B de´finie sur l’ensemble des polytopes
d’un complexe convexe est une relation d’ordre.
Preuve :
La relation de bornage 6B est une relation d’ordre partiel. En effet elle est re´flexive
d’apre`s la de´finition, elle est antisyme´trique car si F est une face de P, alors ext(F)∈
ext(P) et elle est transitive d’apre`s la proprie´te´ 3.1. uunionsq
Cette relation posse`de en outre des proprie´te´s particulie`res concernant notam-
ment les minorants et majorants, ainsi on peut montrer la proposition suivante :
Lemme 3.4 Deux cellules c et c′ d’un complexe convexe C qui ont un minorant
(resp. majorant) commun suivant la relation de bornage ont une borne infe´rieure
(resp. supe´rieure).
Preuve :
Si c et c′ ont un minorant commun, c’est que l’intersection de c et c′ est une face commune
e. Les minorants communs sont alors les faces de e qui est donc la borne infe´rieure pour
6B. En proce´dant de proche en proche, on montre qu’un ensemble fini de cellules ayant
un minorant commun admet une borne infe´rieure. Si deux cellules c et c′ ont un majorant
commun, l’ensemble M des majorants communs est fini et admet des minorants c et c′
donc une borne infe´rieure qui est la borne supe´rieure de c et c′. uunionsq
Cett proposition nous permet d’envisager une structure de treillis pour la rela-
tion de bornage. Malheureusement deux cellules n’ont pas force´ment de minorant
3.2 Topologie et image. 31
Fig. 3.7 – E´toile ouverte d’un pointel, lignel et surfel (pixel).
commun, respectivement de majorant commun. En fait il nous suffit de munir la
relation de bornage d’un e´le´ment minimum et d’un e´le´ment maximum pour obtenir
une structure de treillis, d’ou` la proposition suivante :
The´ore`me 3.5 Si on ajoute un minimum et un maximum absolus, par exemple
l’ensemble vide et l’espace |C| qui peuvent eˆtre conside´re´s comme des cellules ge´ne´ralise´es,
on obtient un treillis.
Preuve :
La borne infe´rieure de deux cellules est l’intersection de leurs fermetures. La borne
supe´rieure est soit IRn lui-meˆme, soit le minimum des majorants communs. uunionsq
Apre`s avoir de´fini la relation de bornage que nous rattacherons par la suite
naturellement a` la notion de dimension d’une cellule, passons maintenant a` la
de´finition de l’e´toile ouverte d’une cellule.
De´finition 3.14 (e´toile ouverte) On appelle e´toile ouverte (respectivement com-
plexe e´toile d’une cellule c dans le complexe C, l’ensemble des cellules de C dont
c est une face (respectivement le plus petit complexe contenant l’e´toile ouverte de
c). On note star(c) l’e´toile ouverte de c (voir exemple en 2D a` la figure 3.7).
Cette de´finition ame`ne plusieurs remarques. D’abord concernant la relation de
bornage, puisque c est une face des cellules de star(c), alors c borne chaque cellule
de star(c). Autrement dit star(c) est l’ensemble des majorants de c. Ceci peut eˆtre
ve´rifie´ a` l’aide de la Proprie´te´ 3.2.
Proprie´te´s 3.2 Si c borne e, star(c) ⊃ star(e). Plus ge´ne´ralement si star(c) et
star(c′) ne sont pas disjoints, star(c) ∩ star(c′) est l’e´toile ouverte de la borne
supe´rieure de c et c’, que l’on note star(c ∨B c′).
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Preuve :
Ce sont des proprie´te´s classiques, la premie`re des relations d’ordre (transitivite´ de la
relation 6B), la seconde des treillis (l’intersection des majorants de deux e´le´ments est
l’ensemble des majorants de la borne supe´rieure de ces deux e´le´ments.). uunionsq
Les e´toiles ouvertes jouent un roˆle tre`s particulier pour la topologie des polye`dres
et e´galement celle des complexes convexes. En fait elles vont nous permettre de
de´crire le passage de la topologie sur les polye`dres a` celle des complexes convexes.
3.2.4 de la topologie sur les polye`dres a` la topologie-e´toile
E´tant donne´ un complexe C, nous allons caracte´riser les ouverts du polye`dre
|C| qui est la re´union des cellules de C. Ceci nous permettra de de´finir sur C une
topologie quotient.
De´finition 3.15 On de´finit sur |C| une relation d’e´quivalence cell : x et y sont
cell-e´quivalents s’ils appartiennent a` la meˆme cellule ouverte. L’espace quotient de
|C| par cette relation est l’espace C des cellules. On dit qu’un ensemble E ∈ |C| est
sature´ pour cell s’il est une re´union de cellules de C. On note j l’application qui a`
un point de |C| associe sa classe d’e´quivalence, c’est a` dire la cellule a` laquelle il
appartient.
Proposition 3.6 Soit C un complexe convexe.
1. Si c est une cellule de C et si un ouvert sature´ du polye`dre |C| contient |c|, il
contient |star(c)|.
2. Un sous-ensemble sature´ de C est ferme´ si et seulement si c’est un sous-
complexe de C.
3. |star(c)| est un ouvert.
Preuve :
1. Soient x ∈ |c| et e une cellule de star(c). c borne e donc x est adhe´rent a` |e|.
Donc tout ouvert contenant x rencontre |e| et par conse´quent tout ouvert sature´
contenant x contient |e|.
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2. Soit K un sous-complexe de C. K est l’union d’un ensemble fini de cellules ci.
L’union (finie) des fermetures est la fermeture de l’union donc si x est un point de
|K|, pour un i au moins, x ∈ |ci| donc x est sur une face d’une cellule de K donc
dans |K|. Re´ciproquement, si un ensemble fini K de cellules ej est ferme´, toute
face d’une cellule de K est contenue dans K donc K est un sous-complexe de C.
3. Le comple´mentaire de star(c) est un sous-complexe car si une cellule n’est pas
borne´e par c, aucune de ses faces n’est borne´e par c. Le complexe C e´tant fini,
d’apre`s la partie 2 du pre´sent the´ore`me, c’est un ferme´ et star(c) est un ouvert.
uunionsq
Proprie´te´s 3.3 Pour la topologie de |C|, si c est une cellule de C alors |star(c)|
est le plus petit polye`dre ouvert contenant c.
Preuve :
C’est une synthe`se des parties 1 et 3 du the´ore`me pre´ce´dent. uunionsq
Maintenant que nous avons de´fini la notion de plus petit ouvert et celle d’en-
semble ouvert et ferme´ sur les complexes cellulaires, nous allons pouvoir de´crire
une topologie sur les polye`dres, et ainsi caracte´riser une topologie sur les ensembles
finis. Dans un premier temps caracte´risons la nature meˆme d’un polye`dre d’un
complexe convexe de dimension n :
Proposition 3.7 Pour tout complexe C de dimension n, |C| est ferme´.
Preuve :
C est une union finie de ses cellules ferme´es, donc il est ferme´. uunionsq
On peut maintenant de´duire du The´ore`me 3.6, la caracte´risation de l’inte´rieur
et de l’adhe´rence d’un sous-ensemble d’un polye`dre en fonction des e´toiles ouvertes
des cellules de ce sous-ensemble.
Proposition 3.8 E´tant donne´ un ensemble H de cellules du complexe C, on a :
1. |H| est l’union des cellules e de H telles que star(e) ⊆ H
2. |H| est l’union des cellules de H et de leurs faces.
Ceci nous permet de de´finir une topologie sur l’espace des complexes convexes,
la topologie quotient de la topologie classique sur IRn.
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De´finition 3.16 (Topologie-E´toile de C) Si |C| est muni de sa topologie clas-
sique (induite par celle de IRn), la topologie quotient de´finie sur C a pour ouverts,
par de´finition de la topologie quotient, les images par j (voir De´finition 3.15) des
ouverts de |C| qui sont sature´s pour la relation cell8. Cette topologie est appele´e la
topologie-e´toile.
Des re´sultats pre´ce´dents et de la De´finition 3.16 de la topologie quotient nous
de´duisons le the´ore`me fondamental suivant caracte´risant la topologie-e´toile :
The´ore`me 3.9 Sur l’espace C, les e´le´ments sont les cellules du complexe C. La
topologie-e´toile sur C est la topologie engendre´e sur C par les e´toiles ouvertes de
ses cellules.
Preuve :
La topologie engendre´e par les e´toiles ouvertes des cellules a pour ouverts les unions des
e´toiles ouvertes de cellules (dans la de´finition ge´ne´rale, on prend les unions quelconques
et intersections finies mais ici les intersections d’e´toiles ouvertes de cellules sont des
e´toiles ouvertes de cellules ou bien sont vides). D’apre`s les deux the´ore`mes pre´ce´dents,
les ouverts sature´s de |C| sont les unions d’e´toiles ouvertes, donc les topologies sont
confondues. uunionsq
Nous avons donc les proprie´te´s suivantes sur les ensembles ouverts et ferme´s :
– Un ensemble E de cellules est un ensemble ouvert pour la topologie-e´toile si
et seulement si : ∀c ∈ E, star(c) ⊆ E.
– Un ensemble E de cellules est un ensemble ferme´ pour la topologie-e´toile si
et seulement si : ∀c ∈ E, si c 6B c′ alors c′ ∈ E.
Remarque : Cette topologie quotient est donc bien conforme au sche´ma pre´sente´
pour les topologies sur les ensembles finis qui sont associe´es aux relations d’ordre :
un ouvert de base est bien l’ensemble des successeurs d’une cellule pour la relation
de bornage.
Ce re´sultat est tre`s important car il va nous permettre de re´cupe´rer des re´sultats
de la topologie alge´brique re´elle qui sont transposables. Nous allons montrer plus
loin comment on peut en tirer un the´ore`me de Jordan.
8Les ouverts de |C| qui sont sature´s pour la relation cell sont des unions de cellules. Les ouverts
dans l’espace quotient ainsi obtenu sont donc bien des ensembles de cellules.
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3.2.5 courbe, surface et the´ore`me de Jordan
Du fait que l’on se trouve dans une structure quotient, on re´cupe`re un certain
nombre de re´sultats classiques de la ge´ome´trie re´elle.
De´finition 3.17 (C-courbe) Une C-courbe est une suite finie c0, ..., c2n de cel-
lules qui sont alternativement des sommets et des areˆtes, telles que c0 et c2n soient
des sommets et que les cellules d’indices successifs soient incidentes. Elle est dite
simple si toutes ses cellules sont distinctes. Elle est dite ferme´e si c0 = c2n.
Remarque : Une C-courbe simple est un sous-complexe de dimension 1 de C.
Proposition 3.10 Une C-courbe (resp. ferme´e, simple) est l’image par j d’une
courbe continue (resp. ferme´e, simple) de IR2.
Preuve :
Dire qu’une C-courbe γ est l’image d’une courbe continue Γ de IR2 signifie :
1. tous les points de Γ ont leur image dans γ ;
2. si t < t′, j(f(t)) a un indice dans γ infe´rieur ou e´gal a` celui de j(f(t’)).
Une C-courbe est une suite de sommets et d’intervalles ouverts agence´s de telle sorte que
l’on obtienne une suite d’intervalles ferme´s qui se rencontrent en une extre´mite´. Cela
donne une ligne brise´e qui est une courbe continue. Plus pre´cise´ment, nous donnons un
parame´trage des points de |C| qui sont dans la courbe, c’est a` dire une application de
I = [0, 1] dans |C|. On peut prendre, par exemple, le parame´trage suivant, i variant de
0 a` n :
– pour les sommets : f(c2i) = in ;
– pour les areˆtes : l’application line´aire qui envoie l’intervalle ouvert ] in ,
i
n+1 [ dans
l’intervalle ouvert ]c2i+1] = ]c2i, c2i+2[
γ est ferme´e si Γ est ferme´e et simple si elle n’a pas de point double donc si Γ n’a pas
de point double car les cellules sont disjointes. uunionsq
De´finition 3.18 (ensemble connexe) Un ensemble de cellules d’un complexe
est dit connexe si quelles que soient les cellules c et c’, il existe une suite c =
c0, ..., cp = c
′ telle que deux cellules d’indices conse´cutifs soient incidentes.
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The´ore`me 3.11 Soit U un ensemble de cellules d’un complexe dans IRn. Alors
|U | est connexe par arcs si et seulement si son image par j est connexe.
Preuve :
Supposons que |U | soit connexe par arcs. Montrons que U est connexe. Soient c et c′
deux cellules de U . Soit a ∈ |c| et b ∈ |c′|, par hypothe`se il existe une courbe h joignant
a et b. Par de´finition h est une application continue de I dans |U | telle que h(0) = a et
h(1) = b. Nous allons construire une suite finie de cellules incidentes c = c0, c1, ..., cp = c′.
L’ide´e la plus simple est de prendre les cellules images par j des points de la courbe h.
C’est ce que nous ferons en prenant quelques pre´cautions, une meˆme cellule pouvant eˆtre
l’image de plusieurs points de h : on court-circuitera les boucles inutiles.
On construit une suite ci de cellules et une suite d’indice ti appele´ indice de sortie
de la courbe en ci. Supposons que nous ayons construit une suite c = c0, c1, ..., ci de
cellules toutes distinctes telles que deux cellules d’indices successifs soient incidentes
et telles que pour tout j < i, il existe tj ∈ I,la suite tj e´tant croissante et ve´rifiant
tj = sup(t | h(t) ∈ |cj |). Si ci = c′, le processus s’arreˆte.
Sinon,
– si h(ti) 6∈ |ci|, on note ci+1 la cellule telle que h(ti) ∈ |c(i+1)|. Comme h est continue,
h(ti) ∈ |ci| et donc ci+1 borne ci.
– si h(ti) ∈ |ci|, on choisit ci+1 parmi les cellules k ∈ U telle que inf(t | t > ti et
h(t) ∈ |k|) = ti. Une telle cellule existe car sinon il y aurait des indices de I ou` la
courbe ne serait pas de´finie. Comme h est continue, h(ti) ∈ |ci+1| et donc ci borne
ci+1.
La suite ci ainsi construite est finie (puisque toutes les cellules par construction sont
distinctes) et ve´rifie les hypothe`ses requises.
Re´ciproquement soient a et b deux points de |U | ; on doit montrer qu’il existe un
chemin de a vers b. Soit c (resp c′) la cellule telle que |c| (resp |c′|) contienne a (resp.
b). U e´tant connexe, il existe une suite finie de cellules c = c0, c1, ..., cp = c′ telle que
pour tout i, 0 6 i < p ci soit incidente a` ci+1. Si ci borne ci+1, tout point de |ci| est dans
l’adhe´rence de |ci+1|. D’apre`s la proprie´te´ 3.1, pour tout y ∈ |ci+1|, il existe un chemin
[x, y] tel que ]x, y] ∈ |ci+1|. On peut donc trouver une suite de points xi ∈ |ci| et des
chemins reliant les points d’indices successifs. L’union de ces chemins est un chemin de
a vers b dans |U |. uunionsq
Remarque : Les pre´cautions prises sur le nombre fini de cellules rencontre´es
sont ne´cessaires car parmi les fonctions re´elles continues, on peut rencontrer des
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seconde cellule
premie`re cellule
x sin(1/x)
Fig. 3.8 – proble`me pose´ par certaines fonctions re´elles continues.
fonctions telles que x → x sin(1/x). Pour un tel exemple si l’on conside`re les
deux cellules forme´es par les triangles dont les sommets sont (0, 0).(1, 0), (1, 1) et
(0, 0).(1, 0), (1,−1) (voir figure 3.8) la courbe repre´sentant cette fonction passe une
infinite´ de fois d’une cellule a` l’autre.
Le the´ore`me de Jordan classique se pre´sente sous la forme suivante :
The´ore`me 3.12 (the´ore`me de Jordan) Toute courbe continue, ferme´e simple
se´pare le plan en deux composantes connexes : l’une borne´e est appele´e l’inte´rieur,
l’autre est appele´e l’exte´rieur.
On admettra ce the´ore`me de la ge´ome´trie classique qui admet diverses de´monstrations
qui ne sont pas e´le´mentaires [GP74]. Nous en de´duisons le the´ore`me de Jordan dans
l’espace des cellules par le passage au quotient.
The´ore`me 3.13 Soit C un complexe convexe de dimension 2 et soit Γ une C-
courbe ferme´e simple. Γ se´pare le plan en deux composantes connexes distinctes
dont une borne´e est appele´e l’inte´rieur.
Preuve :
Une C-courbe ferme´e simple est l’image par j d’une courbe ferme´e simple Γ′ dans IR2.
On applique le the´ore`me de Jordan classique a` Γ′. L’inte´rieur et l’exte´rieur de la courbe
re´elle sont des unions de cellules donc on peut appliquer le the´ore`me 3.11 ce qui prouve
le the´ore`me. uunionsq
Ce the´ore`me nous permet de de´finir la notion de « trou » que nous utiliserons
plus loin :
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De´finition 3.19 (Trou) Soit C un complexe convexe, on appelle Trou, on l’on
note T , un ensemble connexe tel qu’il existe une courbe ferme´e simple contenant
T en son inte´rieur.
Notre de´marche diffe`re de celle pre´conise´e notamment par V.A. Kovalevsky
[Kov89] ou J. Franc¸on [Fra95, Fra96]. En effet ils utilisent uniquement des struc-
tures discre`tes pour obtenir des re´sultats en ge´ome´trie discre`te en s’appuyant
en particulier sur la notion de complexe cellulaire abstrait. C’est une the´orie
mathe´matique nouvelle qu’ils de´veloppent actuellement.
Nous montrons que la structure que nous avons de´veloppe´e est le quotient d’une
structure classique sur IRn, les images e´tant suppose´e obtenues par « de´coupage
» des surfaces de IR2 (et plus ge´ne´ralement de IRn). Nous obtenons ainsi des
re´sultats par passage au quotient de ceux de la topologie alge´brique classique.
Cette de´marche peut paraˆıtre moins directe, mais elle se justifie par son efficacite´
comme le montre notre de´monstration du the´ore`me 3.13 de Jordan pour les images
2D. De plus elle n’est pas nouvelle en mathe´matique, les nombres complexes sont
bien utilise´s pour prouver des the´ore`mes sur les e´quations alge´briques re´elles.
3.3 Et l’analyse d’images ?
3.3.1 introduction
Nous nous proposons maintenant d’appliquer la topologie-e´toile de´finie dans les
sections pre´ce´dentes a` l’analyse d’images. Ceci nous permettra d’obtenir un mode`le
de repre´sentation cohe´rent et consistant, e´vitant le paradoxe de la connexite´ et les
autres proble`mes apparente´s [Pav77].
Ce mode`le a pour objectif d’eˆtre ge´ne´ral, c’est a` dire adapte´ non seulement
aux images en niveaux de gris, mais aussi aux images multi-dimensionnelles. Mais
il est clair que le fait de prendre en compte des cellules telles que les surfels,
lignels et pointels est contraignant en termes d’analyse d’image. En effet la quantite´
d’informations fournies par les pixels ou les voxels est de´ja` conside´rable et en
rajouter risque de devenir trop contraignant. Rappelons que le facteur de l’efficacite´
est a` prendre en compte dans les applications de traitement d’images, et multiplier
l’information ne peut que ralentir les traitements.
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De plus l’information apporte´e par les lignels, pointels ou surfels n’est pas
toujours pertinente. L’approche que nous pre´sentons consiste donc a` ne travailler
principalement qu’avec les cellules de plus grande dimensions (les pixels ou les
voxels9) et de ne prendre en compte les cellules de dimension infe´rieure a` n que
lorsqu’elles sont indispensables a` la cohe´rence avec la topologie-e´toile. Ainsi nous
limitons l’utilisation de ce qui pourrait eˆtre conside´re´ comme totalement artificiel :
les lignels, pointels et surfels.
3.3.2 k-adjacence et k-connexite´
Nous allons tout d’abord examiner les notions d’adjacence et de connexite´. En
effet ces notions sont primordiales puisque de´coulent d’elles celles de courbes, de
contours, de frontie`res, ... Le fait de vouloir ne travailler principalement qu’avec les
cellules de plus grande dimension nous oblige a` spe´cialiser la notion de connexite´
donne´e par la de´finition 3.18.
On dit habituellement que deux pixels ou voxels sont adjacents s’ils se touchent
suivant un lignel, pointel ou surfel dans le cas des voxels. Nous obtenons ainsi la
4 et la 8-connexite´ dans le cas des images 2-D. Si l’ont e´tend directement cette
notion a` la topologie-e´toile on obtient la de´finition suivante :
De´finition 3.20 (k-adjacence) Deux m-cellules e1, e2 dans IR
n, m 6 n, sont k-
adjacentes, k < m, si et seulement si il existe une k’-cellule e telle que m > k′ > k
et e1, e2 ∈ star(e).
Remarque : La 0-adjacence correspond a` la 8-connexite´ classique et la 1-
adjacence a` la 4-connexite´.
D’une manie`re ge´ne´rale, on dira que deux n-cellules sont adjacentes si et seule-
ment si il existe une troisie`me cellule qui borne les deux premie`res (voir figure 3.9).
Contrairement aux mode`les classiques, on ne peut se contenter de cette de´finition
de l’adjacence entre cellules pour de´finir les notions de connexite´ et d’ensemble
connexe. D’abord parce que cette de´finition de l’adjacence entre cellules corres-
pond a` celle habituellement utilise´e et ne re´sout donc rien ; ensuite parce que les
9Nous appellerons ces cellules les n-cellules ou` n de´signe la dimension maximale, c’est a` dire
2 pour les pixels et 3 pour les voxels.
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Fig. 3.9 – n-cellules adjacentes deux a` deux
cellules de dimension non maximales ne sont pas re´ellement utilise´es dans cette
de´finition. De plus la notion de connexite´ est directement de´duite de celle de l’ad-
jacence.
Or une connexite´ induite par la relation d’adja-bd
ca
Fig. 3.10 – Connexite´
cence ne correspond pas a` ce que l’on recherche. En
effet si l’on regarde la figure 3.10, les voxels gris sont
adjacents par le lignel central, les voxels blancs par
le pointel. On retrouve les proble`mes du type ”para-
doxe de la connexite´”. Il est donc essentiel de de´finir
une adjacence particulie`re permettant de de´finir la
connexite´. Attention il n’est pas question ici de remettre en cause l’adjacence de la
de´finition 3.20, mais d’en donner une de´finition supple´mentaire uniquement guide´e
par des conside´rations pratiques d’analyse d’images.
En fait nous allons de´finir une adjacence dans un ensemble qui permettra de
pre´ciser si deux n-cellules appartenant a` un meˆme ensemble sont adjacentes ou pas.
On pourra ainsi en de´duire la connexite´ de l’ensemble. L’ide´e est la suivante : Les
voxels gris de la figure 3.10 sont ”plus fortement” adjacents car lie´s par un lignel
et non pas un pointel comme les voxels blancs. Nous allons donc de´finir la notion
de cellule jonction et imposer que l’adjacence se fasse par ce type de cellules.
De´finition 3.21 (k-jonction) Soient deux n-cellules e, e’ k-adjacentes ; on ap-
pelle k-Jonction(e, e′) la cellule de plus grande dimension (supe´rieure a` k) parmi
l’ensemble des cellules bornant e et e’.
De´finition 3.22 (k-adjacence dans un ensemble) Soit E ⊂ IRn un en-
sembles de cellules, e, e′ ∈ E sont dites k-adjacentes dans E si et seulement si
e et e′ sont k-adjacentes et 0-Jonction(e, e′)∈ E.
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Nous obtenons donc les de´finitions suivantes de la k-connexite´ et des ensembles
k-connexes :
De´finition 3.23 (k-connexite´) Deux m-cellules e, e′ ∈ E sont k-connecte´es si
et seulement si il existe une suite de m-cellules de E e = e0, . . . , ep = e
′ telles que
∀i = 1 . . . p, ei est k-adjacente dans E a` ei−1.
De´finition 3.24 (ensembles k-connexes) E, sous-ensemble de dimension d de
IRn est k-connexe si et seulement si pour tout couple de cellules (e,e’) de dimension
d de E, e et e’ sont k-connecte´es.
Corollaire 3.14 Soit E un ensemble k-connexe, alors E est k’-connexe, ∀ k′ 6 k.
Preuve :
Si E est un ensemble k-connexe, alors il existe une suite de n-cellules de E e = e0, . . . , ep =
e′ telles que ∀i = 1 . . . p, ei est k-adjacente dans E a` ei−1.
Or ei est k-adjacente dans E a` ei−1 signifie qu’il existe une k”-cellule e telle que
k′′ > k et ei, ei−1 ∈ star(e). k′′ > k =⇒ k′′ > k′ puisque k′ 6 k. De meˆme la k-
Jonction(ei, ei−1) est aussi la k’-Jonction(ei, ei−1). Donc ei est k’-adjacente dans E a`
ei−1 ; donc E est un ensemble k’-connexe. uunionsq
Remarque : Par abus de langage on emploiera de´sormais les termes Jonction,
adjacence, et connexite´ pour 0-Jonction, 0-adjacence et 0-connexite´.
Apre`s avoir de´fini les notions de connexite´, nous pouvons maintenant passer aux
notions propres au traitement d’images, notamment celles de re´gions et d’adjacence
entre re´gions.
3.3.3 le concept de re´gion
Traditionnellement une re´gion est de´finie comme un ensemble connexe de pixels
ou de voxels dans le cas d’images 3-dimensions. Dans notre formalisme cela re-
viendrait a` de´finir une re´gion comme un ensemble connexe de n-cellules. Or si l’on
regarde la figure 3.11.a, les pointels et le lignel manquants forment alors e´galement
une re´gion. Meˆme si du point de vue de la topologie-e´toile cet ensemble de cel-
lules a un sens, en terme d’analyse d’images, il ne serait pas raisonnable de laisser
des re´gions de´finies uniquement a` partir de cellules de dimension infe´rieure a` n.
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a – ”trou” dans une re´gion b – une re´gion et son bord
Fig. 3.11 – Exemples de proble`mes pose´s par les cellules de dimension infe´rieure
a` n dans les re´gions.
Le proble`me pose´ par la figure 3.11.b est diffe´rent, il vient du fait que nous vou-
lons que les re´gions aient un bord, c’est a` dire que les frontie`res entre les re´gions
soient partage´es entre elles. Mais il ne faut pas pour autant que la de´finition des
re´gions autorise ce genre de ”de´bordement”. Il est clair que de tels ensembles,
bien que connexes, ne correspondent pas a` l’intuition que l’on se fait d’une re´gion.
Nous avons donc besoin d’une condition supple´mentaire afin d’interdire de telles
configurations.
Nous allons dans un premier temps de´finir les k-hyper-surfaces. De la` on en
de´duira la de´finition d’une re´gion et d’une image. On pourra ve´rifier qu’une k-
hyper-surface, et donc a` fortiori une re´gion, interdit bien les cas comme ceux
pre´sente´s a` la figure 3.11 graˆce aux propositions 3.17 et 3.18 ci-apre`s.
De´finition 3.25 (k-hyper-surface) R ensemble de n-cellules de IRn est une k-
hyper-surface si et seulement si R est k-connexe et
◦
R ⊆ R ⊆ ◦R.
La figure 3.11.a est de´sormais impossible car R impose de « combler » les
trous, et prendre l’inte´rieur de R, c’est a` dire
◦
R, n’y changera rien. Puisque on doit
avoir
◦
R ⊆ R, R ne peut contenir de « trous10 ». De meˆme pour la figure 3.11.b,
prendre la fermeture de R, rajoutera des n-cellules autour des cellules de dimension
infe´rieure a` n, or ces cellules n’appartiennent pas a` R et donc la condition R ⊆ ◦R
est contredite.
10de dimension infe´rieure a` n.
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D’une manie`re plus formelle les propositions 3.17 et 3.18 nous permettront de
ve´rifier qu’une k-hyper-surface correspond bien aux crite`res que nous recherchons :
un ensemble de cellules formant une re´gion doit correspondre a` une surface dans
IRn :
1. il ne peut y avoir de « trous » de dimension non maximale (infe´rieure a` n)
dans la surface ;
2. nos re´gions e´tant de´finies a` partir des cellules de dimension n, toute cellule de
dimension infe´rieure a` n doit borner une cellule de dimension n de la re´gion.
Pour pouvoir prouver ces deux propositions, nous avons besoins des Lemmes 3.15
et 3.16.
Lemme 3.15 x ∈
◦
R⇒ star(x) ⊆
◦
R
Preuve :
x ∈
◦
R⇔ star(x) ⊆ R. Or ∀ y ∈ star(x),
(
star(y) ⊆ star(x)
)
⇒ star(y) ⊆ R.
De plus star(y) ⊆ R⇔ y ∈
◦
R, donc ∀ y ∈ star(x), y ∈
◦
R⇒ star(x) ⊆
◦
R. uunionsq
Lemme 3.16 ∀ x ∈
◦
R, dim(x) = n⇒ x ∈ R
Preuve :
x ∈
◦
R et dim(x) = n⇔ x ∈ R donc ∃ y ∈ star(x) tel que y ∈ R.
Or dim(x) = n⇒ star(x) = {x} donc y = x⇒ x ∈ R uunionsq
Proposition 3.17 Soit R un ensemble de cellules k-connexes, les deux proposi-
tions suivantes sont e´quivalentes :
(1)
◦
R ⊆ R
(2) ∀ x ∈ IRn,
(
star(x) \ {x}
)
⊆ R⇒ x ∈ R
Preuve :
(1⇒2)
Montrons que si
◦
R ⊆ R alors nous avons l’implication suivante : star(x) \ {x} ⊆ R ⇒
x ∈ R
On a ∀ x ∈ IRn, star(x) \ {x} ⊆ R⇒ x ∈ R. Deux cas se pre´sentent a` nous :
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(1) x ∈
◦
R : Comme
◦
R ⊆ R, x ∈
◦
R⇒ x ∈ R uunionsq
(2) x ∈ R \
◦
R c’est a` dire x 6∈
◦
R mais x ∈ R.
x ∈ R \
◦
R⇒ ∃ y 6= x, y ∈ star(x) tel que y 6∈ R.
Or R ⊃ R donc y 6∈ R. Ce qui est en contradiction avec l’hypothe`se star(x)\{x} ⊆
R. Donc x ∈ R \
◦
R est impossible uunionsq
.
(1⇐2)
Supposons que l’on ait ∀ x, de dimension d 6 n, star(x) \ {x} ⊆ R =⇒ x ∈ R. Soit
x ∈
◦
R, montrons qu’alors x ∈ R.
Nous allons le montrer par re´currence sur la dimension de x.
1. D’apre`s le lemme 3.16 la proprie´te´ est vraie pour x de dimension n
2. Supposons la proprie´te´ vraie au rang k, c’est a` dire :
∀x ∈
◦
R, dim(x) > k ⇒ x ∈ R
Montrons que cette proprie´te´ est alors vraie au rang k − 1 :
Puisque la proprie´te´ est vraie au rang k, si dim(x) > k alors x ∈ R.
Si dim(x) = k − 1 alors :
x ∈
◦
R
(Lemme 3.15)
=⇒ star(x) ⊆
◦
R
∀y ∈ star(x) \ {x}, dim(y) > k
⇒ y ∈
◦
R et dim(y) > k.
Puisque la proprie´te´ est vraie au rang k, y ∈ R donc(
∀ y ∈ star(x) \ {x}, y ∈ R⇔ star(x) \ {x} ⊆ R
)
⇒ x ∈ R
uunionsq
Proposition 3.18 Soit R un ensemble de cellules k-connexes de IRn, les deux
conditions suivantes sont e´quivalentes :
(1) R ⊆ ◦R
(2) Toute cellule de R borne une cellule de R de dimension n
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Preuve :
(1⇒2)
∀x ∈ R, x ∈ ◦R⇒ star(x)⋂ ◦R 6= ∅, donc ∃z ∈ star(x) tel que z ∈ ◦R. z ∈ ◦R⇒ star(z) ⊆
R.
D’autre part il existe force´ment une cellule de dimension n appartenant a` l’e´toile ouverte
de z. Nous appellerons cette cellule y. Comme star(z) ⊆ R, y ∈ R.
De plus z ∈ star(x)⇒ star(z) ⊆ star(x), donc y ∈ star(x), y ∈ R, y cellule de dimension
n. uunionsq
(1⇐2)
∀x ∈ R, ∃y ∈ R de dimension n tel que y ∈ star(x). Puisque y est de dimension n,
star(y) = y. Or y ∈ R donc star(y) ⊆ R et y ∈ ◦R. Comme y ∈ star(x), y ∈ star(x)⋂ ◦R.
Donc star(x)
⋂ ◦
R 6= ∅, soit d’apre`s la de´finition de la fermeture d’un ensemble x ∈ ◦R uunionsq
Remarque : On remarquera que la fermeture d’une 0-hyper-surface de dimension
1 correspond a` la notion de courbe donne´e par la de´finition 3.17.
Nous pouvons maintenant donner une de´finition pour les images et les re´gions :
De´finition 3.26 (image) Une image dans IRn est une 0-hyper-surface de dimen-
sion n.
De´finition 3.27 (re´gion) Une re´gion d’une image I est une 0-hyper-surface de
dimension n incluse dans I.
Nous pouvons voir que les de´finitions d’une re´gion et d’une image sont si-
milaires. En fait on peut voir une image comme une re´gion de IRn, ou une re´gion
comme une image incluse dans une autre. Ces deux concepts sont en fait les meˆmes.
En particulier les images ne doivent plus eˆtre force´ment rectangulaires. Ceci pourra
nous permettre de traiter une re´gion particulie`re comme une image.
De plus, on remarquera qu’une partie de la frontie`re peut appartenir a` la re´gion.
En effet il est important de ne pas laisser les e´le´ments formant les diffe´rentes
frontie`res de coˆte´ ; rappelons que c’est graˆce a` cela que notre mode`le s’affranchit
des proble`mes pose´s par les connexite´s habituelles. D’ailleurs ceci est impose´ par
la de´finition d’une segmentation telle que pre´sente´e par Pavlidis [Pav77], qui, on
le remarquera, reste valable avec notre formalisme :
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De´finition 3.28 (segmentation) Une segmentation associe un pre´dicat P d’ho-
moge´ne´¨ıte´ a` une image I de´finissant ainsi une partition de I en re´gions R1, . . . , Rk
telles que :
1. I =
k⋃
i=1
Ri
2. Ri
⋂
Rj = ∅, i, j ∈ {1, . . . , k}
3. ∀ i = 1, . . . , k P(Ri) est vrai.
4. ∀ i 6= j, P (Ri
⋃
Rj) est faux pour tout couple de re´gions (Ri, Rj) adjacentes.
3.3.4 ade´quation avec la topologique classique dans IRn
Rappelons qu’un des buts de notre mode`le est de pouvoir re´utiliser les de´finitions
et the´ore`mes de la topologie euclidienne dans IRn. Ve´rifions que cela est vrai pour
les notions d’exte´rieur, de bord et de frontie`re. Les de´finitions suivantes sont com-
mune´ment admises [Bro68] :
Pour tout sous-ensemble A d’un espace topologique X,
Exte´rieur : Ext(A) =
◦
B ou` B = (X \ A)
Bord : Bd(A) = A \ ◦A
Frontie`re : Fr(A) = Bd(A) ⋃ Bd(X \ A) = Ext(A)\◦A
Ces de´finitions restent valables dans notre formalisme en prenant X = IRn.
Remarque : Il n’est pas possible de prendre X = I car alors les bords (au sens
litte´ral du terme) de l’image font partie de l’inte´rieur de l’image et donc une re´gion
qui serait situe´e au bord de l’image n’aurait pas de frontie`re le long de ce bord.
Son contour ne serait donc pas ferme´ ! Il en re´sulte qu’une image I est une partie
strictement incluse dans l’espace topologique de IRn.
3.3.5 adjacence entre re´gions
Maintenant que nous avons de´fini ce qu’est une re´gion ainsi que son bord
et sa frontie`re, examinons le proble`me de l’adjacence entre re´gions. En effet une
repre´sentation couramment utilise´e est le graphe d’adjacence ou` les sommets du
graphe repre´sentent les re´gions et les areˆtes la relation d’adjacence entre re´gions.
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a
a
c
b
b
a
adjacence adjacence stricte
b
c c
b
Fig. 3.12 – Adjacence et Adjacence stricte
Que se passe-t-il avec notre formalisme ? Commune´ment on conside`re que deux
re´gions sont adjacentes si elles ont une frontie`re commune, c’est a` dire, au sens de
notre espace topologique, que l’intersection de leur frontie`re est non-vide. Cette
de´finition, dite classique de l’adjacence ne nous satisfait pas. En effet si l’on re-
garde la figure 3.12 on remarque que c’est le point interpixel central qui permet
de connecter les deux pixels blancs qui forment donc une re´gion unique (b). Si
nous prenons la de´finition classique de l’adjacence ce point interpixel appartient a`
toutes les frontie`res et les trois re´gions pre´sentes sont donc toutes adjacentes deux
a` deux. Or le graphe d’adjacence permet d’avoir une repre´sentation abstraite de
l’image. Ainsi lors du processus de segmentation, on ne travaillera plus que sur le
graphe, et les fusions entre re´gions seront re´alise´es entre sommets voisins (relie´s
par une areˆte). Si l’on examine la figure 3.12, on peut voir que le fait de fusionner
les deux re´gions (a) et (c) implique la se´paration en deux de la re´gion (b). Cette
information n’est pas contenue dans le graphe. C’est pourquoi il nous semble indis-
pensable de de´finir une nouvelle adjacence que nous appellerons l’adjacence stricte.
En fait on peut voir que tout est lie´ a` la position particulie`re du pointel central.
Nous de´nommerons ce type de cellules cellules liantes.
De´finition 3.29 (cellule liante) e est une cellule liante de R si et seulement si
e ∈ Bd(R) et il existe 2 n-cellules e1, e2 ∈ R telles que e = Jonction(e1, e2).
On peut voir une cellule liante comme une jonction du bord de la re´gion ou
encore comme une cellule assurant la 0-connexite´. En effet si cette cellule est en-
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leve´e, la proprie´te´ de la 0-connexite´ est perdue. Nous pouvons maintenant pre´ciser
le roˆle particulier qu’occupent ces cellules dans la notion d’adjacence et de´finir une
adjacence stricte :
De´finition 3.30 (adjacence stricte) Deux re´gions R1 et R2 sont strictement
adjacentes si et seulement s’il existe deux cellules e1 et e2 de dimension n, e1 ∈
R1, e2 ∈ R2, et s’il existe une k-cellule e de l’image, (k < n), telle que e =
Jonction(e1, e2) et e n’est pas une cellule liante d’une troisie`me re´gion.
The´ore`me 3.19 Soit R1 et R2 deux re´gions strictement adjacentes ; alors il existe
e une k-cellule de l’image, k < n, telle que e = Jonction(e1, e2) avec e1 ∈ R1,
e2 ∈ R2. On a alors :
si e ∈ R1 ∪R2 alors R1
⋃
R2 est une re´gion.
Preuve :
R1
⋃
R2 est une re´gion si et seulement si :
(1) R1
⋃
R2 est connexe11.
(2)
◦
R1
⋃
R2 ⊆ R1
⋃
R2 ⊆
◦
R1
⋃
R2
Montrons d’abord que R1
⋃
R2 est connexe. R1 et R2 sont connexes par de´finition. e
borne e1 et e2 donc e est connexe a` e1 et e2. Si e ∈ R1 (resp. e ∈ R2) alors toute cellule
de R1 (resp. de R2) est connexe a` e1 (resp. a` e2) qui est connexe a` e qui est connexe a`
e2 (resp. a` e1) qui est connexe a` toute cellule de R2 (resp. de R1). Donc par transitivite´,
R1
⋃
R2 est connexe.
Reste a` montrer que
◦
R1
⋃
R2 ⊆ R1
⋃
R2 ⊆
◦
R1
⋃
R2.
Montrons d’abord
◦
R1
⋃
R2 ⊆ R1
⋃
R2.
D’apre`s la proposition 3.17
◦
R1
⋃
R2 ⊆ R1
⋃
R2 ⇔ ∀ x cellule de dimension infe´rieure a`
n de IRn,
(
star(x) \ {x}
)
⊆ R1
⋃
R2 ⇒ x ∈ R1
⋃
R2.
Supposons que x cellule de dimension infe´rieure a` n de IRn ve´rifie
(
star(x) \ {x}
)
⊆
R1
⋃
R2. Montrons alors que x ∈ R1
⋃
R2.
1. Si
(
star(x) \ {x}
)
⊆ R1 (resp.
(
star(x) \ {x}
)
⊆ R2) le proble`me est re´solu
puisque R1 (resp. R2) est une re´gion, on a alors x ∈ R1 (resp. x ∈ R2).
11Rappel : par abus de langage connexe est employe´ pour 0-connexe.
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2. Examinons le cas ou
(
star(x) \ {x}
)
contient des cellules de R1 et de R2. Appe-
lons x1 et x2 deux cellules de
(
star(x) \ {x}
)
telles que x1 et x2 appartiennent
respectivement a` R1 et R2. On va montrer par l’absurde que x ∈ R1∪R2. Pour cela
supposons que x 6∈ R1
⋃
R2, c’est a` dire que x ∈ R3 une troisie`me re´gion. D’apre`s la
proposition 3.18 ∃y ∈ R3 de dimension n telle que y ∈ star(x). Or star(x) \ {x} ⊆
R1
⋃
R2 donc si y 6= x, y ∈
(
R1
⋃
R2
)⋂
R3. Or
(
R1
⋃
R2
)⋂
R3 = ∅, donc
y = x et x est de dimension n ce qui est en contradiction avec l’hypothe`se. Donc
x ∈ R1
⋃
R2.
Montrons maintenant que R1
⋃
R2 ⊆
◦
R1
⋃
R2. D’apre`s la proposition 3.18 R1
⋃
R2 ⊆◦
R1
⋃
R2 ⇔ ∀x ∈ R1
⋃
R2, ∃y une cellule de dimension n, y ∈ R1
⋃
R2 telle que y ∈
star(x). Montrons que ∀x ∈ R1
⋃
R2 on peut trouver une telle cellule y. C’est imme´diat,
toujours d’apre`s la proposition 3.18. En effet x ∈ R1
⋃
R2 est e´quivalent a` x ∈ R1 ou
x ∈ R2. Or R1 et R2 sont des re´gions et donc si x ∈ R1 d’apre`s la proposition 3.18
∃y ∈ R1 cellule de dimension n telle que y ∈ star(x). Il en est de meˆme si x ∈ R2. uunionsq
Cette fois-ci les deux re´gions (a) et (c) de la figure 3.12 ne peuvent pas eˆtre
strictement adjacentes car le point interpixel central est une cellule liante pour la
re´gion (b). On a donc le graphe d’adjacence G2. Sur ce graphe il n’est pas possible
de fusionner les deux re´gions (a) et (c) sans tenir compte de la re´gion (b).
Mais lors de la segmentation et de la cre´ation de la re´gion (b), la de´cision
concernant le point interpixel central n’est pas force´ment de´finitive. Il peut donc
eˆtre important de garder sous une certaine forme les arcs d’adjacence. On pourra
ainsi lancer une analyse plus fine : par exemple lors de l’utilisation d’une me´thode
de segmentation autorisant les retours en arrie`re (backtrack).
3.4 Conclusion et perspectives.
Le formalisme que nous avons pre´sente´ nous permet de travailler sur un mode`le
cohe´rent de repre´sentation des images. Il s’appuie sur la notion de complexe cel-
lulaire, reste lie´ a` la topologie classique sur IRn, mais prend aussi en compte les
contraintes de l’analyse d’images.
La topologie-e´toile, topologie engendre´e par les e´toiles ouvertes, nous permet
de re´cupe´rer les re´sultats de la topologie alge´brique re´elle, pour les transposer
a` nos cellules. De`s lors, les courbes et surfaces de IRn se trouvent transpose´es
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”naturellement” et nous permettent de proposer un the´ore`me de Jordan adapte´ a`
la topologie-e´toile.
Nous avons adopte´ cette topologie en la spe´cialisant afin de tenir compte des
spe´cificite´s du domaine de l’analyse d’images : besoin de de´finir des re´gions, des
bords, des frontie`res. Mais avant d’arriver au concept de re´gion, il nous a fallu
affiner encore les notions d’adjacence et de connexite´. En effet, si une re´gion
peut grossie`rement eˆtre vue comme un ensemble (homoge`ne) de voxels ou pixels
connexes, la topologie-e´toile oblige a` e´tudier de pre`s les e´le´ments de dimension
infe´rieure permettant de re´aliser la connexite´. Cette approche peut paraˆıtre lourde
car elle demande l’e´tude des cellules de dimension non maximale. En fait nos
de´finitions spe´cialise´es pour l’analyse d’images, nous permettent de ne prendre en
compte ces cellules que lorsqu’elles sont relatives aux bords des re´gions. Ainsi les
contraintes que nous ajoutons n’alourdissent pas exage´re´ment les structures de
donne´es et les traitements.
Il faut maintenant e´tudier de plus pre`s les notions que nous avons de´crite dans
le cadre d’un espace a` 3 dimensions. Notamment, il serait inte´ressant de de´finir
proprement la notions de surface et d’en de´duire un the´ore`me discret de Jordan
dans un espace a` 3 dimensions. On pourra remarquer que cette notion de surface
est sous-jacente : c’est un ensemble de surfels, lignels, pointels adjacents. Reste a`
trouver une formulation correcte et essayer de de´finir correctement la notion de
surface ferme´e.
Nous disposons d’une topologie adapte´e, encore faut-il l’utiliser. Il est donc
primordial de de´finir un (ou des) algorithmes de segmentation respectant cette to-
pologie. Les algorithmes pre´sente´s dans le chapitre 5 travaillent de´ja` en interpixel et
leur conformite´ avec les impe´ratifs de la topologie-e´toile devraient eˆtre ve´rifie´e. On
notera tout de meˆme que le graphe topologique des frontie`res que nous pre´sentons
au chapitre 4 est bien conforme a` notre topologie.
Dans un avenir plus lointain, il faudra de´finir d’autres notions que celle de
re´gion. En effet la notion d’objet semble indispensable car un objet dans l’image
est rarement repre´sente´ par une seule re´gion. De plus les re´gions composant l’objet
ne sont pas force´ment deux a` deux adjacentes. En effet un objet peut eˆtre recouvert
partiellement par un autre. Mais ceci fait partie des objectifs a` long terme et sort
du cadre de cette the`se.
Chapitre 4
Graphe topologique des frontie`res
4.1 Remarque pre´liminaire
Dans la topologie classique dans IRn, et e´galement dans la topologie-e´toile,
on appelle frontie`re d’un sous-ensemble A d’un espace topologique X, l’ensemble
Fr(A) = Bd(A) ⋃ Bd(X \ A) ou` Bd(A) est le bord de A (voir de´finition a` la
section 3.3.4). Or en analyse d’images on s’inte´resse a` la notion de frontie`re entre
deux re´gions R1 et R2, c’est a` dire a` une partie connexe de Fr(R1)
⋂Fr(R2).
Par la suite, et par abus de langage, le terme frontie`re de´signera pour nous une
frontie`re entre deux re´gions, c’est a` dire une frontie`re en terme d’analyse d’images.
Lorsqu’on parlera de la frontie`re Fr(R) d’une re´gion R, nous dirons « frontie`re au
sens topologique du terme ».
4.2 Introduction
Dans le chapitre 3 nous avons pre´sente´ une mode´lisation topologique des images.
Comme nous l’avons pre´cise´ dans l’introduction de ce document, nous voulons tou-
jours garder a` l’esprit que tout algorithme ou mode`le de segmentation, doit pouvoir
eˆtre inte´gre´ dans un processus plus ge´ne´ral de reconnaissance. Une structure de
donne´es adapte´e s’ave`re donc indispensable pour pouvoir re´ellement exploiter la
topologie-e´toile. Kovalevsky dans [Kov89] propose une repre´sentation par liste de
cellules. Afin de ne traiter que les donne´es significatives de l’image, Kovalevsky
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a introduit la notion de block cells : les e´le´ments 2-dimension des block cells sont
des sous-complexes ouverts de dimension 2 correspondant aux re´gions (au sens
classique du terme c’est a` dire ensemble de pixels deux a` deux adjacents). Les
frontie`res entre les re´gions ainsi de´finies deviennent les e´le´ments 1-dimension et les
points de jonction de ces frontie`res, les e´le´ments 0-dimension. Cette structure ne
nous convient pas pour deux raisons :
1. Nous pre´fe´rons conserver une structure de graphe plutoˆt que d’utiliser des
tableaux de listes. En effet on dispose alors de toute l’algorithmique de graphe
pour aider a` la re´solution de certains proble`mes.
2. Comme il est de´ja` dit dans l’article [Kov89], le squelette 1-dimension du
complexe dual d’un block cells est e´quivalent au graphe d’adjacence. Or dans
ce meˆme article il apparaˆıt que les graphes de voisinage, dont fait partie le
graphe d’adjacence, ne respectent pas les axiomes de la topologie. Il semble
donc que cette structure n’est pas plus de proprie´te´s que le graphe d’adja-
cence, en tout cas du point de vue de la topologie des images.
Le deuxie`me argument justifie e´galement le fait que le graphe d’adjacence clas-
sique n’est pas une structure de donne´es satisfaisante. Il fallait donc chercher une
structure de graphe permettant de coder l’image tout en de´crivant sa topologie.
Pour cela deux points importants devaient eˆtre respecte´s :
– coder les frontie`res et pas seulement l’adjacence ;
– garder la notion de « trou » dans une re´gion, c’est a` dire enregistrer les
phe´nome`nes d’inclusion de re´gions les unes dans les autres.
Nous avons e´labore´ une repre´sentation que nous appelons le graphe topologique
des frontie`res1 [Fio96]. Cette repre´sentation utilise une mode´lisation de´rive´e des
cartes combinatoires que nous pre´sentons a` la section 4.4. Ces mode´lisations a`
base topologique sont de´ja` utilise´es dans plusieurs logiciels de C.A.O. ou synthe`se.
Nous espe´rons, par nos recherches actuelles et futures, montrer l’inte´reˆt de telles
mode´lisations pour l’analyse d’images et ainsi valider notre repre´sentation afin
de pouvoir l’implanter dans de futurs logiciels. De fait, la question de trouver
une bonne repre´sentation pour l’analyse d’images est toujours d’actualite´. En ef-
fet meˆme si le graphe d’adjacence est connu depuis longtemps [Ros74, Pav77], il
1Nous aurions e´galement pu l’appeler carte des frontie`res en re´fe´rence au mode`le des cartes
combinatoire dont cette repre´sentation est de´rive´e.
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n’est pas comple`tement satisfaisant car certaines informations importantes sont
manquantes. Ainsi W.G. Kropatsch [Kro94] utilise, dans le cadre de l’analyse
hie´rarchique a` base de pyramides d’images, une structure de graphes planaires
connexes duaux (voir 4.4). Nous expliquerons pourquoi cette structure ne nous
convient pas et pre´senterons a` la section 4.6 la noˆtre. Nous prouverons e´galement
un algorithme re´alisant l’extraction du graphe topologique des frontie`res en un
seul balayage de l’image. Mais dans un premier temps voici quelques brefs rappels
sur la the´orie des graphes.
4.3 Brefs rappels sur la the´orie des graphes
La terminologie et les de´finitions donne´es dans cette section sont extraites des
livres de C. Berge [Ber70] et M. Gondran et M. Minoux [GM95].
4.3.1 notions ge´ne´rales
De´finition 4.1 (graphe) Un graphe G = (V,E) est de´termine´ par la donne´e :
– d’un ensemble V dont les e´le´ments sont appele´s des sommets.
– d’un ensemble E dont les e´le´ments sont des couples (u, v) de sommets. Si
ces couples sont ordonne´s on appelle ces e´le´ments des arcs et le graphe est
dit oriente´. Sinon on appelle ces e´le´ments des areˆtes et le graphe est dit non
oriente´.
Dans toute la suite les graphes que nous utiliserons seront implicitement conside´re´s
comme non oriente´s. Si nous devons utiliser des graphes oriente´s alors nous em-
ploierons le terme de « graphe oriente´ » de manie`re explicite.
On appelle boucle une areˆte (u, v) telle que u = v. Un multi-graphe est un
graphe pour lequel il peut exister plusieurs areˆtes entre deux sommets u et v
donne´s. Un graphe est dit simple si :
– il est sans boucle ;
– ce n’est pas un multi-graphe, c’est a` dire qu’il n’y a jamais plus d’une areˆte
entre deux sommets quelconques.
On dit que deux sommets u et v sont adjacents s’il existe une areˆte (u, v) ∈ E.
L’ensemble des sommets voisins d’un sommet u, note´ ΓG(u), est l’ensemble de tous
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les sommets v du graphe tels que u et v soient adjacents.
De´finition 4.2 (degre´) Le degre´ du sommet v, note´ dG(v) (ou d(v) lorsqu’il n’y
a pas d’ambigu¨ıte´) est le cardinal de l’ensemble ΓG(v).
Un sommet est dit isole´ si son degre´ est nul.
De´finition 4.3 (chaˆıne) Une chaˆıne de longueur q est une se´quence de q areˆtes :
P = e1, e2, ..., eq
telle que chaque areˆte er de la se´quence (2 6 r 6 q−1) ait une extre´mite´ commune
avec l’areˆte er−1 (er−1 6= er) et l’autre extre´mite´ commune avec l’areˆte er+1 (er+1 6=
er). Les sommets e1 et eq sont appele´s les extre´mite´s de la chaˆıne P . On dit que
la chaˆıne P joint les sommets e1 et eq.
Dans le concept oriente´ on parle de chemin et on impose la condition supple´mentaire
que tous les arcs soient oriente´s dans le meˆme sens. Par abus de langage, on parlera
e´galement de chemin pour des graphes non oriente´s, le terme « chemin » signifie
alors « chaˆıne ». On appelle cycle une chaˆıne P = e1, e2, ..., eq, a` une permutation
pre`s2, telle que :
– la meˆme areˆte ne figure pas deux fois dans la chaˆıne ;
– les deux sommets extre´mite´s de la chaˆıne co¨ıncident.
Un cycle e´le´mentaire est un cycle minimal (pour l’inclusion), c’est a` dire ne conte-
nant strictement aucun autre cycle.
Il est facile de remarquer que la relation « u = v, ou u 6= v et il existe une
chaˆıne reliant u et v » est une relation d’e´quivalence. On peut alors donner la
de´finition suivante :
De´finition 4.4 (composante connexe) Les classes d’e´quivalence de la relation
« u = v, ou u 6= v et il existe une chaˆıne reliant u et v » constituent une partition
de V en graphes, appele´s les composantes connexes de G.
Un graphe sera dit connexe s’il ne forme qu’une seule composante connexe, c’est
a` dire si quelque soit u et v deux sommets, il existe une chaˆıne reliant ces deux
sommets. La figure 4.1 montre un multi-graphe et pre´sente la notion de boucle, de
sommets adjacents et de composante connexe.
2Le cycle de´fini par la chaˆıne a,b,c,a est e´quivalent a` celui de´fini par les chaˆınes b,c,a,b et
c,a,b,c.
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une composante connexe
deux sommets adjacents
une areˆte
une boucle
Fig. 4.1 – Un graphe
4.3.2 graphes planaires
Nous donnons ici brie`vement les caracte´ristiques principales d’une classe par-
ticulie`re de graphe : les graphes planaires.
De´finition 4.5 (graphe planaire) Un graphe G est dit planaire lorsqu’il admet
une repre´sentation sur un plan par des points distincts figurant les sommets et des
courbes simples figurant les areˆtes, deux telles courbes ne se rencontrant pas en
dehors de leurs extre´mite´s.
Les parties connexes (pour la topologie classique dans IR2) du plan P de´limite´es
par des areˆtes du graphe G sont appele´es les faces. L’ensemble des areˆtes qui
touchent une face constitue la frontie`re de la face. Deux faces sont adjacentes
lorsque leurs frontie`res ont au moins une areˆte commune (et pas seulement des
sommets communs). D’une manie`re ge´ne´rale, la frontie`re est constitue´e de cycles
e´le´mentaires disjoints (pour les areˆtes), d’areˆtes pendantes ou d’areˆtes reliant deux
cycles. A` part pour la face exte´rieure, dite face infinie, il y a toujours un cycle
contenant en son inte´rieur toutes les autres areˆtes de la frontie`re, c’est le contour
de la face. Ces diffe´rentes notions sont pre´sente´es a` la figure 4.2.
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la frontie`re d’une face
f∞
face infinie
f2
f1
f3
f4
f5
une face
le contour d’une face
Fig. 4.2 – Un graphe planaire
4.4 Structure de graphes duaux
W.G. Kropatsch et H. Macho [KM95] ont pre´sente´ une structure de donne´es
a` base de graphes planaires pour la repre´sentation d’une image et l’utilisation de
cette repre´sentation dans un proce´de´ d’analyse base´ sur une pyramide d’images.
Nous ne de´veloppons pas ce processus de traitement, pour de plus amples infor-
mations le lecteur pourra par exemple se reporter a` [MMR91]. L’originalite´ de
leur approche vient du fait qu’ils utilisent un multi-graphe qui est une extension
du graphe d’adjacence des re´gions et son dual. Ce dernier permet d’effectuer cer-
tains controˆles afin de maintenir la cohe´rence de la repre´sentation et d’e´liminer les
e´le´ments d’information inutiles ou redondants.
Leur utilisation d’un multi-graphe est duˆe a` la meˆme constatation que nous
avons de´ja` faite : un graphe d’adjacence ne mode´lise pas la topologie de l’image. En
effet dans le cas de deux re´gions adjacentes mais ayant deux frontie`res distinctes,
le graphe d’adjacence ne permet pas de rendre compte de ce fait. D’ou` l’ide´e assez
naturelle d’utiliser un multi-graphe ou` chaque areˆte symbolise l’existence d’une
frontie`re entre les re´gions repre´sente´es par les sommets du graphe. On obtient ce
qu’on pourrait appeler un multi-graphe d’adjacence.
Mais cette simple ame´lioration du graphe d’adjacence n’est pas suffisante, en
effet les « trous » ne sont pas diffe´rencie´s. Or il parait e´vident qu’en terme d’analyse
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multi-graphe
graphe dual
pont (bridge)
Fig. 4.3 – Le multi-graphe et son dual propose´ dans [Kro94]
d’images cette information est importante. Le graphe ou le multi-graphe d’adja-
cence ne font pas de diffe´rences entre ces deux types d’adjacences. Comment savoir
lorsque deux sommets sont relie´s par une areˆte si les deux re´gions correspondantes
sont voisines ou` si l’une est incluse dans l’autre ?
W.G. Kropatsch propose dans [Kro94] de rajouter une areˆte supple´mentaire
dans le dual, un pont (« un bridge »), afin de relier le « trou » a` sa re´gion englo-
bante. Ce pont se traduit alors par une boucle dans le multi-graphe d’origine. Ce
cas de figure est pre´sente´ a` la figure 4.3 extraite de [Kro94].
Afin d’eˆtre comple`tement homoge`ne, W.G. Kropatsch et H. Macho dans [KM95]
rajoutent un pont entre l’image et son cadre (dans le cas de la figure 4.3, cela re-
vient a` rajouter un cadre symbolisant le bord de l’image et un pont entre ce cadre
et la maison – le graphe dual –). Ils obtiennent ainsi une structure totalement
homoge`ne et rendant compte de la topologie de l’image. Un des avantages de
cette structure c’est que les graphes sont planaires et connexes, facilitant ainsi les
traitements. Cette proprie´te´ de connexite´ semble en outre primordiale pour leur
processus d’analyse.
Parmi les inconve´nients on citera l’obligationn de maintenir deux graphes.
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D’autre part nous ne voulons pas ajouter des areˆtes fictives tels que les ponts
car notre but est de combiner notre repre´sentation avec le codage interpixel afin,
par exemple, d’e´tiqueter chaque frontie`re (donc chaque areˆte) par son codage in-
terpixel. Quel code donner alors aux ponts ? Ces areˆtes vont ne´cessiter alors un
traitement particulier et nous perdrions donc l’homoge´ne´¨ıte´ de la structure. De
plus l’extension de ce mode`le pour la repre´sentation d’images 3D parait difficile.
Ces conside´rations nous ont amene´s a` e´tudier d’autres mode´lisations permet-
tant de rendre explicitement compte de la topologie d’une image et pouvant se
ge´ne´raliser a` la dimension 3 (voire n).
4.5 Cartes combinatoires
Les cartes combinatoires que nous pre´sentons dans cette section sont des mode`les
utilise´s en C.A.O., mode´lisation et synthe`se. En effet depuis longtemps les per-
sonnes travaillant dans ces domaines ont e´te´ confronte´es au proble`me d’une repre´sentation
efficace et pratique. C’est pourquoi il nous a semble´ inte´ressant d’e´tudier les
repre´sentations utilise´es afin de be´ne´ficier de toute l’expe´rience acquise dans ce
domaine.
4.5.1 pre´sentation ge´ne´rale
Les cartes combinatoires s’inscrivent dans le cadre des mode`les de repre´sentation
par contours. Dans ce type de repre´sentation les objets (les solides) sont de´finis
par une subdivision en faces (et ces faces en sommets et areˆtes3). Ce mode`le to-
pologique est comple´te´ par un mode`le de plongement de´finissant la projection de
l’objet dans IR2 ou IR3. Clairement le proble`me du plongement ne fait pas par-
tie pour l’instant de nos pre´occupations. En effet nous avons de´ja` de´veloppe´ dans
notre e´quipe (voir [Cha95]) des algorithmes permettant de « redessiner » l’image a`
partir du codage interpixel des re´gions4. Nous avons donc comme seule contrainte
de pouvoir inse´rer ce codage dans notre repre´sentation.
3On retrouve de´ja` les notions de cellules de dimension 0, 1, 2 et 3 utilise´es dans la topologie-
e´toile
4Le cas des images 3D fait partie de nos pre´occupations actuelles et des perspectives de
recherche. Il n’entre pas dans le cadre de cette the`se.
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Y. Bertrand et J.F. Dufourd affirment dans [BD94] que les cartes et leurs ex-
tensions offrent un avantage de´cisif car elles sont de´finies a` partir d’un seul e´le´ment
de base, le brin, et qu’elles utilisent des ope´rateurs simples a` mettre en œuvre :
des involutions et des permutations. Ce qui implique une grande homoge´ne´¨ıte´ dans
la repre´sentation et une ge´ne´ralisation imme´diate a` une dimension n. Ceci nous a
paru eˆtre un avantage significatif. De plus l’analogie avec les graphes planaires est
imme´diate, on se rapproche donc du mode`le ide´al souhaite´. On montrera a` la fin
de cette section que nous ne pourrons pas l’utiliser directement. Le graphe topo-
logique des frontie`res sera en fait base´ sur une repre´sentation directement de´rive´e
des cartes combinatoires.
La notion de carte est apparue en 1960 [Edm60]. Les travaux depuis ont e´te´
nombreux, il n’est donc pas possible dans le cadre de cette the`se d’en faire une
e´tude exhaustive. Le lecteur inte´resse´ pourra se reporter a` l’e´tat de l’art de P.
Lienhardt [Lie90, Lie91].
J.F. Dufourd propose dans [Duf91] un autre mode`le a` base de cartes combi-
natoires : les n-hypercartes ou n-h-cartes (qui sont une extension des hypercartes
pre´sente´es par R. Cori [Cor75]). Y. Bertrand et J.F. Dufourd dans [BD94] montrent
comment passer des n-h-cartes aux n-g-cartes et n-cartes. Cette autre mode´lisation
est surtout inte´ressante du point de vue the´orique car elle prouve l’e´quivalence
entre tous les mode`les de repre´sentation base´s sur les cartes topologiques.
Nous pre´sentons ici le premier mode`le de cartes combinatoires, les 2-cartes,
ainsi que le mode`le des cartes ge´ne´ralise´es ou n-g-cartes. Ces dernie`res constituent
la base d’un modeleur volumique interactif expe´rimental de´veloppe´ a` l’Universite´
Louis Pasteur5 de Strasbourg. Elles pre´sentent donc un inte´reˆt certains d’un point
de vue pratique.
4.5.2 2-cartes
Les 2-cartes ont e´te´ la premie`re mode´lisation mathe´matique des repre´sentations
a` bases topologiques [Edm60, Jac70, Cor75].
Rappelons dans un premier temps quelques notions de base : une permutation
d’un ensemble fini E est une se´quence ordonne´e de tous les e´le´ments de E, chaque
e´le´ment apparaissant exactement une fois. Par exemple si E = {a, b, c}, il existe 6
5Universite´ Louis Pasteur, 7 rue Rene´ Descartes, 67084 Strasbourg cedex, France
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permutations de E :
abc, acb, bac, bca, cab, cba
Une involution σ dans un ensemble E est une permutation qui satisfait σ(σ(x)) =
x. Un point fixe x d’une fonction σ est tel que σ(x) = x.
Nous pouvons maintenant donner la de´finition d’une 2-carte :
De´finition 4.6 (2-carte) Une 2-carte combinatoire M = (D,α0, α1) consiste en
un ensemble fini D d’e´le´ments appele´s brins ou demi-areˆtes, une involution α0
sans point fixe, et une permutation α1 dans D.
Exemple :
La figure6 ci-contre montre une 2-carte
3
11
10
9
14
13
1
2
12
8 7
6
5
4 M repre´sente´e dans le plan, ou` les brins sont
nume´rote´s et repre´sente´s par des demi seg-
ments ou courbes. On a :
D = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14}.
α0 et α1 sont donne´es par la table suivante :
D 1 2 3 4 5 6 7 8 9 10 11 12 13 14
α0 2 1 4 3 6 5 8 7 10 9 12 11 14 13
α1 13 3 9 5 4 7 6 14 2 12 8 10 1 11
La notion d’orbite, pre´sente´e ci-dessus, ainsi que cette de´finition mathe´matique
des 2-cartes va nous permettre de de´finir les e´le´ments classiques de la the´orie des
graphes et plus particulie`rement des graphes planaires : sommet, areˆte, face et
composante connexe.
De´finition 4.7 (orbite) Soit une 2-carte M = (D,α0, α1) et un ensemble
P = {p1, . . . , pk} de permutations dans D, soit <P > le groupe engendre´ par
{p1, . . . , pk}, l’orbite d’un brin x ∈ D de M par P est l’ensemble :
<P>(x) = {y = ρ(x) ou` ρ ∈<P>}
6Dans cette figure, la « liaison » entre deux brins par α0 est repre´sente´e par un petit trait fin
entre deux demi areˆtes ; α1(x) est le brin y incident au meˆme sommet et est le suivant dans le
sens des aiguilles d’une montre autour de ce meˆme sommet.
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10
9
14
13
1
2
(a) un sommet (b) une areˆte (c) une face
Fig. 4.4 – Exemples d’e´le´ments de la the´orie des graphes repre´sente´s par une
2-cartes.
La de´finition 4.7 d’une orbite permet de de´finir a` partir des brins les e´le´ments
classiques de la the´orie des graphes. Ainsi un sommet, une areˆte, une face et une
composante connexe de M incidents a` un brin x sont de´finis respectivement par
<α1>(x), <α0>(x), <α
−1
1 ◦ α0>(x) et <α0, α1>(x) (voir figure 4.4).
4.5.3 n-g-cartes
Re´cemment des besoins nouveaux tels que la mode´lisation de subdivisions d’es-
pace de dimension supe´rieure a` deux a amene´ l’e´tude de nouveaux mode`les. P.
Lienhardt a e´tendu les 2-cartes aux 3-cartes, de´finies en ajoutant une involution,
permettant ainsi de repre´senter des objets 3D orientables. Il a e´galement pro-
pose´, dans [Lie90], un mode`le plus ge´ne´ral : les cartes ge´ne´ralise´es ou n-g-cartes
(voir de´finition 4.8). Les cartes ge´ne´ralise´es e´tant, comme leur nom l’indique, une
ge´ne´ralisation des n-cartes permettant notamment d’introduire la notion d’orienta-
bilite´ et donc de repre´senter des objets non orientables comme la bande de Moe¨bius
(voir figure 4.5).
De´finition 4.8 (n-g-carte) Une carte ge´ne´ralise´e G = (D,α0, . . . , αn) de di-
mension n (n > 0), ou n-g-carte, est constitue´e d’un ensemble fini D d’e´le´ments
appele´s brins, et d’involutions α0, . . . , αn dans D telles que ∀i, j, 0 6 i ≤ i + 2 6
j 6 n, αi ◦ αj est une involution.
Exemple :
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Fig. 4.5 – La bande de Mœbius : un objet non orientable.
α0
α0
Ci-contre une 0-g-carte contenant 3 brins.
Dans la 1-g-carte ci-contre α0 est symbo-
lise´ par les traits fins sur les areˆtes tandis
que α1 est repre´sente´e de manie`re impli-
cite : deux brins sont en relation par α1
s’ils sont incidents a` un meˆme sommet et
si il se suivent dans le sens des aiguilles
d’une montre autour de ce sommet.
La figure ci-contre montre une 2-g-
carte avec les meˆmes conventions de
repre´sentation que pre´ce´demment. Les
traits e´pais symbolisent l’involution α2.
De la meˆme manie`re que pour les 2-cartes, la notion d’orbite va nous permettre
de de´finir les cellules d’une carte ge´ne´ralise´e :
De´finition 4.9 (cellule) Soit une n-g-carte G = (D,α0, . . . , αn), la cellule de
dimension k, ou k − cellule, incidente a` un brin x ∈ D de G est l’orbite :
<α0, . . . , αk−1, αk+1, . . . , αn>(x)
La cellule simple de dimension k, ou k-cellule simple, incidente a` un brin x de
G est <α0, . . . , αk−1>(x).
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(a) un sommet (b) une areˆte (c) une face
Fig. 4.6 – Sommet, areˆte et face dans une 2-g-cartes.
Les sommet, areˆte, face et volume incidents a` un brin x dans G sont, respecti-
vement, la 0-cellule, 1-cellule, 2-cellule et 3-cellule incidente a` x. Un exemple pour
une 2-g-carte est donne´ a` la figure 4.6. On pourra comparer cette figure avec la
Figure 4.4 pre´sentant les meˆme e´le´ments mais pour une 2-carte.
Les n-cellules simples permettent de de´finir des faces simples, areˆtes simples, ...
Les bords de G sont de´finis par les points fixes de αn. On dira alors que G est
ferme´e si G n’a pas de points fixes par αn.
Les cartes ge´ne´ralise´e pre´sentent plusieurs proprie´te´s [BDFL92, Ber92], utiles
pour la mode´lisation, mais e´galement inte´ressantes dans le cadre d’une repre´sentation
pour l’analyse des images :
– de nombreuses proprie´te´s topologiques peuvent eˆtre aise´ment calcule´es ;
– seulement deux ope´rations de base (une de consultation et une de construc-
tion) suffisent pour la manipulation de ces cartes (des ope´rations de plus
haut niveau peuvent eˆtre de´duites de celles-ci) ;
– structures de donne´es imme´diatement de´duite de la de´finition meˆme des
cartes.
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Nous avons donc choisi de nous appuyer sur les cartes combinatoires pre´sente´es
a` la section 4.5 pour la de´finition du graphe topologique des frontie`res. En effet
nous y trouvons les avantages suivants :
– repre´sentation topologique de l’image, s’inte´grant directement dans le cadre
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de notre approche interpixel ;
– lien direct vers une repre´sentation a` l’aide d’un graphe planaire ;
– expression alge´brique de cette repre´sentation a` l’aide d’ope´rations simples a`
mettre en œuvre : permutations ou involutions ;
– repre´sentation pouvant directement eˆtre utilise´e dans le cadre d’une mode´lisation
ulte´rieure des re´sultats obtenus. Ainsi dans le domaine de l’analyse d’images
me´dicales, on travaille souvent avec des images qui sont des coupes, les
re´sultats obtenus devant eˆtre finalement affiche´s en 3D.
Pourquoi de´finir une nouvelle repre´sentation et pas seulement utiliser directe-
ment les cartes combinatoires ? Pour deux raisons :
1. Nous pre´fe´rons qu’un sommet du graphe repre´sente l’entite´ re´gion plutoˆt
que de symboliser des points particuliers du plan. De meˆme les areˆtes des
cartes combinatoires repre´sentent ge´ne´ralement des areˆtes des polytopes a`
mode´liser. Or nous voulons que les areˆtes de notre graphe repre´sentent les
frontie`res entre les re´gions. Ce qui nous impose une premie`re adaptation, qui
pourrait eˆtre sche´matise´e comme le passage au dual en termes de the´orie des
graphes avec e´ventuellement une re´duction du nombre des areˆtes.
2. A` cause du proble`me re´current des « trous ». En effet bien que les n-g-
cartes permettent de calculer des caracte´ristiques topologiques des objets
telles que le genre7, le nombre de frontie`res et l’orientabilite´ des surfaces,
la repre´sentation adopte´e ne correspond pas exactement a` nos besoins. Ceci
est lie´ a` la premie`re raison e´voque´e. Ainsi l’inclusion d’une face dans une
autre (d’une re´gion dans une autre) n’est pas directement code´e dans la
repre´sentation. On peut pour palier a` cela, tel que le propose M. Gangnet et
al. [GHPT89], adjoindre a` la carte, un arbre d’inclusion des contours. Nous
pre´fe´rons avoir une repre´sentation unique.
On remarquera que l’utilisation de « ponts » dans la repre´sentation par graphes
duaux se rapproche de celle des cartes planaires et on pourrait tre`s bien envisager
une mode´lisation de cette repre´sentation par les 2-g-cartes, α2 permettant d’expri-
mer la pre´sence d’un pont.
D’autre part, n’ayant pas besoin de repre´senter des objets non orientables,
notre mode`le s’appuiera plutoˆt sur celui des n-cartes, plus simple, que sur les
7Le nombre de trous.
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cartes ge´ne´ralise´es.
Ces conside´rations nous ont amene´s a` la de´finition du graphe topologique des
frontie`res. C’est un multi-graphe planaire que nous mode´liserons a` l’aide d’une
repre´sentation de´rive´e des cartes combinatoires. Les sommets seront pour nous les
re´gions et pour chacune d’elle, nous tiendrons a` jour la liste des contours8 de la
re´gion. Le premier de la liste e´tant toujours par convention le contour exte´rieur
de la re´gion, les autres, s’il en existe, correspondant aux contours inte´rieurs. Tous
les contours d’une re´gion s’exprimeront en terme de cycle d’une permutation sur
les demi-areˆtes incidentes a` un meˆme sommet de notre graphe topologique des
frontie`res. Mais avant de passer a` la de´finition formelle du graphe pre´cisons les
notions de contours inte´rieurs, contour exte´rieur et frontie`re.
4.6.1 de´finitions pre´alables
Par la suite le terme frontie`re sera toujours pris au sens de frontie`re entre deux
re´gions. Il ne faut donc pas confondre avec la de´finition donne´e a` la section 3.3.49.
Il ne faut pas non plus faire la confusion avec la frontie`re d’une face d’un graphe
planaire qui est d’ailleurs a` rapprocher de la pre´ce´dente. En fait, le terme frontie`re
de´signera une partie continue de la « frontie`re au sens topologique du terme »
commune a` deux re´gions adjacentes. On remarquera qu’il peut y avoir plusieurs
frontie`res entre deux re´gions.
De´finition 4.10 (frontie`re entre deux re´gions) Soit C le complexe convexe
de´finissant l’image. La frontie`re fr(R1, R2) entre deux re´gions R1 et R2 est un sous-
complexe cellulaire connexe10 de C contenant tous les e´le´ments e tels que l’e´toile
ouverte star(e) contienne au moins un e´le´ment de R1 et au moins un e´le´ment de
R2, c’est a` dire :
fr(R1, R2) = {e ∈ C / star(e) ⊆ R1 ∪R2, star(e) ∩R1 6= ∅, star(e) ∩R2 6= ∅}
Il est facile de voir que dans le cas des images 2D, une frontie`re est une C-courbe,
c’est a` dire une se´quence de lignels et pointels (voir de´finition 3.17), se´parant deux
8La notion de contour sera pre´cise´e plus loin, (voir de´finition 4.12).
9C’est a` dire : Fr(R) = Bd(R)⋃Bd(X \R) ou` R est une re´gion et X est l’espace topologique
de re´fe´rence, par exemple IRn.
10Au sens de la de´finition 3.18, c’est a` dire suite de cellules deux a` deux incidentes.
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re´gions. En effet les re´gions sont des sous-complexes de dimension 2, de plus nous
rappelons que pour nous les re´gions sont des ensembles disjoints (R1 ∩ R2 = ∅)
car issus d’une segmentation. L’e´toile ouverte d’un pixel ne contenant qu’un seul
e´le´ment, lui-meˆme, il ne peut faire partie d’une frontie`re. Elle constituera donc un
sous-complexe 1-dimension.
De´finition 4.11 (jonction de frontie`res) Soit C le complexe cellulaire convexe
de´finissant l’image. Une jonction de frontie`res est un sous-complexe cellulaire
connexe10 S ⊂ C contenant tous les e´le´ments e de C tels que l’e´toile ouverte star(e)
contienne des e´le´ments d’au moins 2 frontie`res.
Dans le cas qui nous inte´resse c’est a` dire celui des images 2D, les jonctions de
frontie`res sont des pointels. En effet les frontie`res e´tant des C-courbes, les seules
cellules dont l’e´toile ouverte contient au moins 2 cellules 1-dimension sont les poin-
tels. Nous pouvons de´sormais donner la de´finition 4.12 des contours d’une re´gion :
De´finition 4.12 (contours d’une re´gion) L’ensemble des contours, que l’on
note Co(R), d’une re´gion R est donne´ par Fr(R), c’est a` dire la frontie`re de
R au sens topologique du terme. Un contour d’une re´gion sera alors de´fini comme
une partie connexe10 maximale de Co(R).
On notera ici une premie`re diffe´rence avec la notion de contour pour les graphes
planaires. En effet le terme de contour d’une re´gion correspond en fait pour les
graphes planaires a` la de´finition des frontie`res d’une face. Nous ne pouvons utiliser
la meˆme de´finition car nous avons choisi de repre´senter les re´gions par les sommets
et non pas les faces de notre graphe. D’autre part, une re´gion pouvant contenir des
« trous » nous sommes oblige´s de diffe´rencier le contour exte´rieur des contours
inte´rieurs e´ventuels. Cette distinction n’existe pas en the´orie des graphes car on
ne se pre´occupe pas de la topologie du graphe. Un graphe qu’on repre´senterait
avec une composante connexe incluse dans une autre n’est pas diffe´rent si on
le repre´sente avec la meˆme composante connexe « pose´e » a` cote´. Or dans le
cas qui nous inte´resse, c’est justement la topologie de l’image que l’on cherche a`
repre´senter.
De´finition 4.13 (contour exte´rieur) Le contour exte´rieur d’une re´gion R est
le sous-ensemble connexe CoExt(R) contenant tous les e´le´ments e de Co(R) tels
que la re´gion R se trouve a` sa droite si on le parcourt dans le sens ne´gatif.
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Cette notion de contour exte´rieur correspond en fait a` la de´finition du contour
d’une face donne´e a` section 4.3.2 — le cycle contenant en son inte´rieur toutes les
autres areˆtes de la frontie`re de la face — Par contre la notion de contour inte´rieur
n’existe pas dans la the´orie des graphes, et ceci pour les raison de´ja` e´voque´es plus
haut. Par opposition au contour exte´rieur, les contours inte´rieurs sont de´finis par :
De´finition 4.14 (contour inte´rieur) On appelle contour inte´rieur d’une re´gion
R, un sous-ensemble connexe10 CoInt(R) contenant tous les e´le´ments e de Co(R)
tels que la re´gion R se trouve a` sa droite si on le parcourt dans le sens positif.
4.6.2 de´finition et caracte´ristique
Comme nous l’avons de´ja` pre´cise´, le graphe topologique des frontie`res se diffe´rencie
du graphe d’adjacence par le fait que les areˆtes ne repre´sentent plus la relation d’ad-
jacence mais l’existence d’une frontie`re entre les re´gions. Le graphe topologique des
frontie`res est une repre´sentation hybride issue des 2-cartes et du graphe d’adja-
cence. Il be´ne´ficie ainsi des facilite´s offertes par la description alge´brique des cartes
combinatoires, de l’algorithmique de graphes, et enfin, reste une mode´lisation na-
turelle pour le domaine de l’analyse d’images.
Ainsi un graphe11 topologique des frontie`res G(V,D, α, σ) ou` V de´signe l’en-
semble des sommets du graphe, D l’ensemble des demi-areˆtes, σ une involution sur
D et α une permutation sur D posse`de les caracte´ristiques suivantes :
1. Chaque re´gion est repre´sente´e par un et un seul sommet.
2. Une demi-areˆte (brin) e est toujours incidente a` un sommet R de V .
On dit que e est incidente a` R, c’est a` dire une re´gion, (voir
repre´sentation ci-contre). On utilisera la notation eR si l’on veut
pre´ciser le sommet d’incidence de la demi-areˆte.
R
e
3. Une areˆte du graphe est un couple non ordonne´ (e, σ(e)) ou` e ∈ D. Soit E
l’ensemble des areˆtes, (eR1 , e
R′
2 ) ∈ E si et seulement si il existe une frontie`re
entre R et R′. Une areˆte repre´sente donc une frontie`re. On dira alors qu’une
demi-areˆte symbolise la frontie`re “vue” du cote´ de la re´gion dont elle est
incidente.
11Par abus de langage on emploiera le terme de graphe a` la place de multi-graphe.
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4. α est une permutation sur l’ensemble D dont les cycles sont des permutations
circulaires sur un ensemble de demi-areˆtes incidentes a` un meˆme sommet.
Chaque cycle correspond a` un contour d’une re´gion donne´e et respecte l’ordre
induit par la suite des frontie`res composant le contour.
5. ∞ ∈ D est un sommet particulier du graphe correspondant a` l’exte´rieur
de l’image. Celui-ci est donc vu comme une re´gion englobant les re´gions de
l’image.
6. A` chaque sommet on associe la liste des cycles de α correspondant aux
contours de la re´gion correspondante a` ce sommet. Le contour exte´rieur,
s’il existe12, sera toujours par convention le premier de la liste.
Cette de´finition nous donne des perspectives d’utilisation et d’application.
Avant de les pre´senter donnons d’abord un exemple d’un graphe topologique des
frontie`res.
4.6.3 exemple
Nous pouvons voir sur la Figure 4.7 un exemple d’image et du graphe topolo-
gique des frontie`res correspondant.
Cette figure utilise une repre´sentation graphique du graphe (l’application α
est symbolise´e par les fle`ches). On peut e´galement donner une repre´sentation
alge´brique du graphe (voir Figure 4.8). Le graphe est alors de´crit par les applica-
tions α et σ. Nous avons choisi de noter par des n-uplets les relations entre demi-
areˆtes en relation deux a` deux. Ainsi pour σ le couple (e1, e2) signifie : e2 = σ(e1)
et e1 = σ(e2). De meˆme pour α le triplet (e1, e2, e3) signifie : e2 = α(e1), e3 = α(e2)
et e1 = α(e3). Il faut noter que les cycles de l’application α donnent la liste des
frontie`res, composant un contour, ordonne´e suivant l’ordre induit par le sens du
contour. Pour que les notions de re´gion et de contour exte´rieur et inte´rieur soient
pre´sentes dans cette repre´sentation, les n-uplets de l’application α sont classe´s
par sommet et le cycle correspondant au contour exte´rieur est toujours donne´ en
premier.
On remarquera que la demi-areˆte issue de R4 et appartenant a` l’areˆte entre R4
et R5 n’est pas mise en relation par α avec les autres demi-areˆtes issues de R4.
12∞ est l’unique sommet n’ayant pas de contour exte´rieur, mais un unique contour inte´rieur
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Fig. 4.7 – Un exemple de graphe topologique des frontie`res
σ : (a, a′)(b, b′)(c, c′)(d, d′)(e, e′)(f, f ′)(g, g′)(h, h′)(i, i′)(j, j′)
α : ∞ : () ; (a′, c′, b′)
R1 : (b, e, d
′)
R2 : (c, h
′, i′, f ′, e′)
R3 : (a, d, f, g
′, h)
R4 : (i, g) ; (j
′)
R5 : (j)
Fig. 4.8 – Repre´sentation alge´brique du graphe topologique des frontie`res de la
Figure 4.7
En effet R5 est “incluse” dans R4, cette frontie`re appartient donc a` un contour
diffe´rent du contour exte´rieur de R4. De plus il existe deux areˆtes entre R2 et R3
puisqu’il y a deux frontie`res entre ces deux re´gions.
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4.7 Algorithme d’extraction
4.7.1 sche´ma ge´ne´ral
L’algorithme (voir Algorithme 1) consiste a` parcourir l’image en construisant
un graphe au fur et a` mesure du balayage.
En supposant que chaque pixel on « connait » sa re´gion, le balayage est ef-
fectue´ en de´plac¸ant, de gauche a` droite et de haut en bas, une feneˆtre 2 × 2 sur
l’image. La premiere feneˆtre sera place´e de telle sorte a` ne couvrir que le pre-
mier pixel de l’image13.Pour plus de de´tails sur cette me´thode de balayage, le
lecteur inte´resse´ pourra se reporter a` la the`se de P. Charnier [Cha95]. Nous nous
inte´ressons a` la configuration des frontie`res dans cette feneˆtre. Il est facile de voir
qu’il n’y a que 12 configurations possibles14, nous les appelons pre´codes. En fonc-
tion du pre´code courant nous effectuons certaines ope´rations nous permettant de
construire le graphe topologique des frontie`res. Il faut noter que dans toute la suite
on fait l’hypothe`se que pour chaque pixel on connaˆıt sa re´gion. Cette hypothe`se est
raisonnable puisque nous allons pre´sente´ au chapitre 5 deux algorithmes line´aires
d’e´tiquetage des composantes connexes, selon le principe de l’union d’ensembles
disjoints. Ceci nous permet notamment pour un pre´code donne´ de connaitre les
re´gions pre´sentes.
Une liste L (voir section 4.7.3 pour une description pre´cise) nous permet de re-
trouver les areˆtes du graphe correspondant aux frontie`res pre´sentes dans le pre´code.
Ces meˆmes areˆtes nous donnent les sommets correspondant aux re´gions de l’image
visibles dans le pre´code. En fonction du pre´code, nous cre´ons des sommets et des
areˆtes, nous maintenons a` jour les relations α et σ entre demi-areˆtes, fusionnons
des areˆtes et des sommets.
A la fin du balayage, le graphe obtenu est le graphe topologique des frontie`res
(voir algorithme 1).
13On conside`re que l’image est entoure´e d’une re´gion exte´rieure qui sera repre´sente´e dans le
graphe par un sommet particulier.
14Les 4 configurations ne comportant qu’un seul lien interpixel ne sont pas valides en terme
de frontie`re.
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Algorithme 1: Extraction du Graphe topologique des Frontie`res
Donne´es : une image
Re´sultat : le graphe topologique des frontie`res
1 Initialiser le graphe avec un sommet isole´ ∞;
Initialiser D (ensemble des demi-areˆtes) a` vide;
Initialiser la liste L a` vide;
pour chaque pre´code de l’image faire
Exe´cuter le code associe´ au pre´code courant;
fin
4.7.2 configurations remarquables
Certaines configurations de frontie`res sont particulie`res. Elles sont pre´sentes
dans diffe´rents pre´codes. On notera tout particulie`rement deux cas :
De´finition 4.15 (Initiateur) Un Initiateur est une configuration dans un pre´code
ou` une frontie`re encadre le pixel en bas et a` droite du pre´code.
De´finition 4.16 (Unificateur) Un Unificateur est une configuration dans un
pre´code ou` une frontie`re encadre le pixel en haut et a` gauche du pre´code.
4.7.3 la liste L
La liste L re´pertorie les frontie`res actives, c’est-a`-dire connues mais non encore
entie`rement de´termine´es, ordonne´es suivant l’ordre induit par un balayage gauche-
droite de l’image. L’e´le´ment de la liste pointe´ par Courant(L) correspond a` la
frontie`re «attendue», c’est a` dire a` la frontie`re que l’on devrait rencontrer lors du
prochain pre´code. La liste est remanie´e a` la rencontre des pre´codes Initiateur ou
Unificateur.
Il faut noter qu’une meˆme frontie`re peut-eˆtre pre´sente plusieurs fois dans la
liste. En effet elle sera enregistre´e autant de fois que rencontre´e lors du balayage.
Chaque exemplaire d’une frontie`re est repre´sente´ dans la liste par une des demi-
areˆtes de l’areˆte correspondant a` la frontie`re dans le graphe. La demi-areˆte n’est
pas force´ment la meˆme pour chaque exemplaire et peut en outre changer lors de
la progression de l’algorithme. Elle correspond au cote´ actif de la frontie`re. Par
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Coˆte´ actifCoˆte´ actif
Fig. 4.9 – coˆte´ «actif» d’une frontie`re
convention, le coˆte´ actif d’une frontie`re est celui situe´ a` gauche pour une frontie`re
verticale et en haut pour une frontie`re horizontale, comme le montre la figure 4.9.
4.7.4 l’application α
L’application α doit de´terminer, pour chaque contour, une permutation circu-
laire sur les demi-areˆtes, respectant l’ordre induit par la suite des frontie`res com-
posant le contour. Cette de´termination est possible de`s le traitement du pre´code.
En effet la de´finition des contours internes et externes (voir de´finitions 4.14 et
4.13) implique un sens de parcours du contour. Or les demi-areˆtes symbolisent la
frontie`re « vue du coˆte´ de la re´gion ». Ainsi l’ensemble des demi-areˆtes incidentes
a` un sommet symbolise les contours exte´rieurs et inte´rieurs de la re´gion corres-
pondante au sommet. La matie`re se trouvant a` droite dans le sens de parcours
correspondant au type de contour, l’application α doit respecter ce sens. Or en re-
gardant un pre´code on peut de´terminer ce sens et donc l’ordre que α doit induire
sur les demi-areˆtes correspondantes.
Ainsi si l’on prend l’exemple de la figure ci-contre l’ordre induit par α dans le
traitement de ce pre´code (voir section 4.7.5.2) est indique´ par des fle`ches. On peut
ve´rifier que la matie`re de la re´gion est bien a` droite des demi-areˆtes correspondant
aux frontie`res de cette meˆme re´gion.
Un proble`me se pose ne´anmoins : dans le cas d’un Initiateur, on ne peut pas
savoir si la frontie`re rencontre´e appartient a` un contour diffe´rent ou non de la
frontie`re attendue – c’est a` dire pointe´e par Courant(L) – (voir Figure 4.10).
Il faut ne´anmoins prendre une de´cision qui pourra eˆtre remise en cause. C’est
4.7 Algorithme d’extraction 73
frontière rencontrée
précode courant
frontière attendue
frontière rencontrée
précode courant
frontière attendue
(a) meˆme contour (b) contour diffe´rent
Fig. 4.10 – La frontie`re rencontre´e appartient-elle au meˆme contour que la frontie`re
attendue ?
la liste L qui nous permet cela. Lors d’un pre´code Unificateur l’e´le´ment courant
e de la liste L nous donne la frontie`re active, et le suivant e′, celle qui devrait
fermer le contour. Il suffit alors de ve´rifier si effectivement elles appartiennent au
meˆme cycle de α (c’est a` dire au meˆme contour). Pour cela il suffit de regarder
si e = α(e′). Sinon il faut faire l’union des deux contours, ope´ration que nous
de´nommons Unifier-Contour.
4.7.5 Description de´taille´e de l’algo-
e′3
e′1
e1 e2
e′2
e3
rithme
Nous nous proposons de de´crire de manie`re plus pre´cise l’algorithme d’extrac-
tion du graphe topologique des frontie`res.
convention de nommage :
– soit e une demi-areˆte, on nomme alors e′ la demi-areˆte telle que e′ = σ(e) ;
– La notation α(e1) ← e2 signifie que de´sormais e2 est l’image de e1 par l’ap-
plication α.
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4.7.5.1 Les fonctions de l’algorithme
cre´er(e,R)
Cre´er une nouvelle demi-areˆte e incidente a` R.
Cre´er-Are^te()
On vient de de´tecter une nouvelle frontie`re entre deux re´gions. Il faut cre´er
deux demi-areˆtes et les relier par σ.
(e, e′)← Cre´er-Are^te(R,R′)
cre´er(e,R)
cre´er(e′,R′)
e′ = σ(e)
Cre´er-Sommet()
Cette ope´ration consiste a` ajouter un nouveau sommet au graphe, comme son
nom l’indique. Elle correspond toujours a` un Initiateur. Ce nouveau sommet ne
correspond pas force´ment a` la rencontre d’une nouvelle re´gion de l’image. On ve´rifie
donc que ce sommet n’a pas de´ja` e´te´ inse´re´ dans le graphe. Si c’est le cas on ne
cre´e pas de nouveau sommet, on se contente juste de le retourner.
R← Cre´er-Sommet()
si R n’appartient pas de´ja` au graphe alors
ajouter ce sommet R au graphe
le renvoyer comme re´sultat de la fonction
sinon
renvoyer R comme re´sultat
α-Inse´rer(e1, e2)
La notation choisie suppose qu’une des deux demi-areˆtes nomme´es en pa-
rame`tre est de´ja` en relation par α. Cette ope´ration consiste alors a` inse´rer l’autre
demi-areˆte, venant d’eˆtre cre´e´e, selon α, c’est a` dire en l’inse´rant dans la permu-
tation circulaire en respectant l’ordre indique´ par le passage de parame`tre.
α-Lier(e1, e2)
cette ope´ration lie les deux demi-areˆtes entre elles :
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α-Lier(e1, e2)
α(e1)← e2
α(e2)← e1
L-Inse´rer(e1, ..., en)
Les demi-areˆtes passe´es en parame`tre sont inse´re´es dans cet ordre, dans la liste
L avant Courant(L).
L-Retirer(e1, ..., en)
Les demi-areˆtes passe´es en parame`tre sont retire´es de la liste L une a` une. Si
une des demi-areˆtes retire´es est Courant(L), alors la suivante devient Courant(L).
L-Remplacer(e)
remplace dans la liste L l’e´le´ment Courant(L) par e :
L-Remplacer(e)
L-Inse´rer(e)
L-Retirer(Courant(L) )
Courant(L)← e
Unifier-Contour(e1, e2)
Dans le cas d’un Unificateur, il faut re´unir les deux frontie`res en une seule. Mais
les frontie`res e1 et e2 peuvent ne pas eˆtre issues du meˆme contour
15. En effet on a
pu de´velopper le contour auquel appartient e1 comme un contour inde´pendant. Il
faut alors re´unir les deux contours. C’est ce que re´alise Unifier-Contour(e1, e2)
en inse´rant le cycle contenant e2 avant e1 dans le cycle contenant e1 (voir exemples
a` la figure 4.11) :
Unifier-Contour(e1, e2)
α(α−1(e1))← α(e2)
α(e2)← e1
α(α−1(e′2))← α(e′1)
α(e′1)← e′2
La notation α−1(ei) repre´sente la demi-areˆte
pre´ce´dent ei dans la permutation α. D’autre
part, ici, la notation α(α−1(ei)) ← α(ej) ne
signifie pas suivant du pre´ce´dent, c’est a` dire
lui-meˆme, mais : « le pre´ce´dent a de´sormais
comme suivant α(ej) » (voir la convention
adopte´e au de´but de la section 4.7.5).
15ceci pourra eˆtre ve´rifie´ par le test α(e2) 6= e1
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gn
e
g
g1
f
e1 enef
′
1
f ′nf
ligne interpixel de balayagepre´code courant
R
avant :
R : (e1 . . . ene) (g1 . . . gng )(f1 . . . fnf ) et
L : e′1 ← gng ← g′1 ← fnf ← f ′1 ← ene
apre`s :
R : (e1 . . . ene) (g1 . . . gng f1 . . . fnf ) et
L : e′1 ← gn ← f ′1 ← ene soit
R : (e1 . . . ene) (f1 . . . fnf g1 . . . gng )
R
e
e1 f1g1
g
f
fnf
eneg′ng
avant :
R : (e1 . . . ene) (g1 . . . gng ) (f1 . . . fnf ) et
L : e′1 ← gng ← g′1 ← fnf ← f ′1 ← ene
apre`s :
R : (e1 . . . enef1 . . . fnf ) (g1 . . . gng ) et
L : e′1 ← gng ← g′1 ← fnf
R
e
e1
g
f
g′1 fnf f1 ene
avant :
R : (e1 . . . ene) (g1 . . . gng ) (f1 . . . fnf ) et
L : e′1 ← gng ← g′1 ← fnf ← f ′1 ← ene
apre`s :
R : (e1 . . . ene) (f1 . . . fnf ) (g1 . . . gng ) et
L : e′1 ← fnf ← f ′1 ← ene
Fig. 4.11 – L’effet d’Unifier-Contour pour les contours de R.
4.7.5.2 Le traitement des pre´codes
Nou pre´sentons maintenant les traitements a` effectuer en fonction de chaque
pre´code. La notation ≡ indique un fait sans entraˆıner de traitement quelconque.
(0) ∅
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(1)
eR’
R

R← Cre´er-Sommet();
(e, e′)← Cre´er-Are^te(R′, R);
α-Lier(e, e);
α-Lier(e′, e′);
L-Inse´rer(e,e);
si premier pre´code alors Courant(L) ← e;
sinon Courant(L) ← Pre´de´cesseur(Courant(L) );
(2) ∅
(3) L-Remplacer(σ(Courant(L)));
(4) Courant(L) ← Suivant(Courant(L) );
(5) L-Remplacer(σ(Courant(L) ));
Courant(L) ← Suivant(Courant(L) );
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Le traitement des pre´codes (6) et (7) sont indentiques, la seule diffe´rence re´side
dans la demi-areˆte e.
(6)
R’’
RR’
e
e1
e2
(7) R’
R
R’’
e2
e
e1

(6) :e ≡ σ(Courant(L));
(7) :e ≡Courant(L);
R← Cre´er-Sommet();
(e1, e
′
1)← Cre´er-Are^te(R′, R);
(e2, e
′
2)← Cre´er-Are^te(R′′, R);
α-Lier(e′2, e
′
1);
α-Inse´rer(e, e1);
α-Inse´rer(e2, e
′);
L-Inse´rer(e1, e2);
L-Retirer(Courant(L) );
Courant(L)← e2;
Ici les deux traitement sont presque identiques, seule la dernie`re ope´ration diffe`re.
(8) R’’e1
e
e2
R’
R
(9)
R’
e2R R’’
ee1

e1 ≡ Courant(L);
e2 ≡ Suivant(Courant(L) );
si α(e2) 6= e1 alors Unifier-Contour(e1, e2);
L-Retirer(e1, e2);
(e, e′)← Cre´er-Are^te(R′′, R′);
α-Inse´rer(e′1, e
′);
α-Inse´rer(e, e′2);
(8) : L-Inse´rer(e′);
(9) : L-Inse´rer(e) ; Courant(L) ← e;
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(10) e1
R e2
R’

e1 ≡Courant(L);
e2 ≡Suivant(Courant(L) );
si α(e2) 6= e1 alors Unifier-Contour(e1, e2);
L-Retirer(e1, e2);
si e1 6= e2 alors
α
(
α−1(e2)
)
← e1;
α
(
α−1(e′1)
)
← e′2;
σ(e1)← e′2;
Supprimer(e′1, e2);
(11)
e3
RR’’
R’ e2
e1
R’’’
e4

e1 ≡Courant(L);
e2 ≡Suivant(Courant(L) );
si α(e2) 6= e1 alors Unifier-Contour(e1, e2);
L-Retirer(e1, e2);
R← Cre´er-Sommet();
(e3, e
′
3)← Cre´er-Are^te(R′′, R′);
(e4, e
′
4)← Cre´er-Are^te(R′′′, R);
α-Lier(e′3, e
′
4);
α-Inse´rer(e′1, e3);
α-Inse´rer(e4, e
′
2);
L-Inse´rer(e3, e4);
Courant(L)← e4;
4.8 Preuve et complexite´ de l’algorithme
4.8.1 validite´ de l’algorithme d’extraction
Nous allons donner dans cette section les ide´es principales de la preuve. Cer-
taines parties plus faciles a` ve´rifier, ne seront pas de´taille´es afin de ne pas surchar-
ger le texte. Seuls seront de´taille´s les passages de´licats. Pour prouver la validite´ de
notre algorithme, il faut montrer :
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1. qu’il se termine ;
2. qu’on obtient bien un graphe topologique des frontie`res.
Le premier point est imme´diatement ve´rifie´ puisque l’algorithme parcourt l’ima-
ge ligne a` ligne, de la premie`re a` la dernie`re. Donc si l’image est finie et que le
nombre d’ope´rations par pre´code est lui aussi fini, il se termine. Reste a` ve´rifier le
deuxie`me point. Pour cela il faut montrer que les 7 caracte´ristiques, e´nonce´es a` la
section 4.6.2, du graphe topologique des frontie`res ve´rifie´es.
1. « chaque re´gion est repre´sente´e par un et un seul sommet » est ve´rifie´.
En effet, remarquons d’abord que la seule fonction cre´ant des sommets est
Cre´er-Sommet() ; de plus elle n’est appele´e que dans un pre´code Initiateur.
Or chaque re´gion a au moins un pixel correspondant a` un pre´code Initiateur,
le pixel le plus en haut et le plus a` gauche. Puisque c’est la premie`re fois
que l’on rencontre cette re´gion on n’a donc pas pu rencontrer de pre´code
Initiateur pour cette re´gion et donc faire appel a` Cre´er-Sommet(), le som-
met correspondant n’existe donc pas encore dans le graphe . Comme on fait
alors appel a` Cre´er-Sommet(), le sommet est cre´e´. Chaque re´gion est donc
repre´sente´e par au moins un sommet.
Notons maintenant qu’il n’y a pas de fonction effac¸ant un sommet de´ja` cre´e´,
il faut donc montrer que l’on cre´e´ au plus un sommet par re´gion. C’est bien le
cas puisque avant d’en cre´er un, la fonction Cre´er-Sommet ve´rifie qu’il n’est
pas de´ja` dans le graphe.
On a donc un et un seul sommet dans le graphe par re´gion dans l’image.
2. « une demi-areˆte e est toujours incidente a` un sommet R ». Les demi-areˆtes
sont cre´e´es de cette manie`re (voir fonction cre´er(e,R). Cette proprie´te´ est
donc ve´rifie´e par construction.
3. « une et une seule areˆte par frontie`re ». Ce point sera de´taille´ ci-dessous.
4. « σ met en relation les demi-areˆtes issues d’une meˆme areˆte » est ve´rifie´
car la seule fonction cre´ant les areˆtes est Cre´er-Are^te, et elle met bien en
relation par σ les deux demi-areˆtes formant l’areˆte cre´e´e. De plus rien ne
vient modifier σ(e) pour toute demi-areˆte.
5. « α respecte l’ordre des frontie`res de´terminant chaque contour ». Ce point
sera e´galement de´taille´ ci-dessous.
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6. « ∞ est un sommet particulier du graphe » est ve´rifie´ puisque ce sommet
est cre´e´ a` l’initialisation (ligne 1 de l’algorithme 1).
7. « a` chaque sommet est associe´e la liste de contours ». Cela est re´alise´ de
manie`re implicite puisque pour chaque sommet on a la liste des areˆtes inci-
dentes, on peut alors retrouver chaque contour graˆce a` l’application α. La
premie`re areˆte cre´e´e sera toujours une areˆte du contour exte´rieur, donc il
suffit a` partir de cette areˆte de chercher le cycle selon α la contenant, et on
a le contour exte´rieur. Il suffit alors de prendre une areˆte n’appartenant pas
au contour exte´rieur (s’il y en a) pour trouver un contour inte´rieur, et ainsi
de suite.
On pourrait garder la liste des contours de chaque re´gion de manie`re explicite,
mais l’ope´ration Unifier-Contour d’unification des contours ne pourrait
plus se faire en temps constant, et l’on perdrait la complexite´ line´aire de
l’algorithme (voir l’e´tude de la complexite´ a` la section 4.8.2).
Les points 3 et 5 ne´cessitent un e´tude plus de´taille´e. Nous avons entre autre
besoin de la notion d’image courante :
De´finition 4.17 (image courante) On appelle image courante la partie de
l’image de´ja` examine´e par l’algorithme (voir figure 4.12), on conside`re e´galement
que l’espace topologique contenant l’image (un sous-espace de IRn) s’arreˆte au bord
bas de cette image. Ainsi le bord bas de l’image (au sens litte´ral du terme) fait
partie de l’inte´rieur de l’image ; il n’y a donc pas de frontie`re a` cet endroit.
Montrons maintenant qu’au cours de l’algorithme les invariants suivants sont
respecte´s :
(4.8.1) Il y a une areˆte par frontie`re de l’image courante
(4.8.2)
L’application α de´termine pour chaque contour de l’image courante une
permutation circulaire sur des demi-areˆtes incidentes au sommet (corres-
pondant a` la re´gion du contour) et respecte l’ordre induit par la suite des
frontie`res composant le contour.
(4.8.1) et (4.8.2) sont ve´rifie´s a` l’initialisation. En effet il existe alors une seule
re´gion, l’exte´rieur, et on a bien un seul sommet : ∞. Il n’existe encore aucune
frontie`re et l’ensemble D est initialise´ a` vide.
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précode courant
image courante
Fig. 4.12 – Image courante
Supposons qu’ils soient ve´rifie´s a` une e´tape de l’algorithme, c’est a` dire pour
une image courante donne´e.
Montrons qu’alors a` l’e´tape suivante ils seront toujours vrais. Pour cela il suffit
de ve´rifier qu’apre`s l’exe´cution du code associe´ au pre´code courant (voir le de´tail
du code de chaque pre´code a` la section 4.7.5.2), les invariants sont toujours valides
dans la nouvelle image courante. Nous allons examiner les diffe´rents pre´codes et
regarder si les invariants sont bien conserve´s.
Nous nous servirons des proprie´te´s de la liste L, c’est a` dire :
(4.8.3)
L est la liste des frontie`res incomple`tes de l’image courante (au sens ou
on ne connait pas encore les extre´mite´s des frontie`res) ordonne´e suivant
l’ordre de rencontre sur la ligne de balayage. Il y a un exemplaire par
extre´mite´ non connue.
(4.8.4)
Les e´le´ment de L sont les demi-areˆtes correspondant aux coˆte´s actifs (voir
de´finition a` la section 4.7.3) des frontie`res.
(4.8.5)
Courant(L) est le cote´ de la prochaine frontie`re qu’on s’attend a` rencontrer
lors du prochain pre´code.
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Le lecteur pourra facilement ve´rifier que les traitements associe´s aux diffe´rents
pre´codes permettent de conserver ces proprie´te´s. De meˆme on peut aise´ment ve´rifier
que les invariants (4.8.1) et (4.8.2) sont conserve´s pour tous les traitements concer-
nant la cre´ation d’areˆte lors de la de´couverte d’une nouvelle frontie`re. Les difficulte´s
sont dues aux remises en questions de la structure de´ja` e´tablie. Cette remise en
question intervient lorsque l’on se rend compte que l’on avait cre´e´ deux areˆtes pour
une seule frontie`re. Les diffe´rents cas possibles sont pre´sente´s a` la figure 4.11 donne´e
pour la description des ope´rations re´alise´es lors de Unifier-Contour. On peut voir
sur cette figure que les proprie´te´s de α sont bien conserve´es. Deux proble`mes se
posent ne´anmoins :
1. Quand doit-on faire appel a` Unifier-Contour ?
2. N’a-t-on pas plus d’une areˆte pour une seule frontie`re.
L’appel a` Unifier-Contour ne se fait que si α(e2) 6= e1. En effet on ne doit
pas faire appel a` Unifier-Contour si les deux frontie`res correspondant aux deux
demi-areˆtes en question appartiennent en fait au meˆme contour. Comme l’inva-
riant (4.8.2) e´tait ve´rifie´ avant ce pre´code, l’areˆte suivant e2 dans le sens de par-
cours est force´ment la suivante par l’application α. Donc si α(e2) = e1 ces deux
areˆtes appartiennent au meˆme contour. On fait alors appel a` Unifier-Contour,
c’est a` dire lors du traitement des pre´codes (8) a` (11).
Il pourrait sembler que dans le cas du pre´code (10) on ait deux areˆtes pour
la meˆme frontie`re. En effet il n’y a pas de point de jonction de frontie`res dans
ce pre´code. On a donc en fait une seule frontie`re et pour l’instant deux areˆtes
de´veloppe´es. Ces deux areˆtes e1 et e2 peuvent-elle de´ja eˆtre une seule et meˆme
areˆte ? Oui si on vient en fait de de´velopper un contour ne contenant qu’une
frontie`re, c’est a` dire un « trou » simple compose´ d’une seule re´gion. Sinon il
faut en supprimer une et remettre a` jour l’application α. C’est ce qui est re´alise´
en fin de traitement de ce pre´code apre`s le test, bien ne´cessaire, e1 6= e2.
Avec tous ces e´le´ments il est aise´ de voir que les invariants sont bien conserve´s
tout au long de l’algorithme. De ces invariants on en de´duit imme´diatement les
proprie´te´s 3 et 5 pour l’image finale. On a donc bien obtenu un graphe topologique
des frontie`res avec les caracte´ristiques e´nonce´es. uunionsq
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4.8.2 e´tude de la complexite´
Nous donnons ici les e´le´ments permettant de ve´rifier que cet algorithme s’exe´cute
en temps line´aire sous certaines conditions.
On repre´sentera l’application α a` l’aide de listes doublement chaˆıne´es, cha-
cune repre´sentant un cycle de la permutation, et donc un contour. Les cycles eux-
meˆmes pourront eˆtre range´s en listes rattache´es a` chaque sommet dont elles sont
un contour. Toutes les ope´rations relatives a` α concernent un e´le´ment particulier
que l’on connait, soit parce qu’on vient de le cre´er, soit parce qu’on l’a sortie de
la liste L. On ne fait alors qu’inse´rer avant ou apre`s un autre e´le´ment. On peut
e´galement modifier son image ou dans le cas du pre´code (10) le supprimer, c’est a`
dire, entre autres, le retirer du cycle a` laquelle il appartient. Comme un e´le´ment
donne´ appartient a` un et un seul cycle, que ces cycles sont ge´re´s en listes, on peut
conside´rer que toutes les ope´rations relatives a` α s’exe´cutent en temps constant.
L’application σ ne pose aucun proble`me, on peut a` chaque e´le´ment asso-
cier directement, par exemple a` l’aide d’un pointeur, son image. De meˆme que
pre´ce´demment on peut alors conside´rer que toutes les ope´rations relatives a` σ se
de´roulent en temps constant.
La liste L est une liste doublement chaˆıne´e et on ne s’inte´resse qu’a` l’e´le´ment
courant, a` son suivant et, e´ventuellement, a` son pre´de´cesseur. Ces ope´rations la`
s’exe´cutent e´galement en temps constant.
A` part les traitements relatifs aux sommets du graphe, tous les autres, ainsi que
les diffe´rentes fonctions de l’algorithme, sont base´s sur la liste L et les applications
α et σ. Si les traitements relatifs aux sommets du graphe sont aussi en temps
constant alors on pourra conside´rer que le traitement de n’importe quel pre´code
s’exe´cute en temps constant.
A` la cre´ation d’un sommet il faut ve´rifier que ce sommet n’existe pas de´ja` dans
le graphe. D’apre`s l’hypothe`se que nous avons faite (e´tiquetage des composantes
connexes du graphe), on a la liste de tous les sommets avant le de´but de l’algo-
rithme. Il suffit donc de ranger ces sommets dans un tableau et de les marquer
lorsqu’on les ajoute dans le graphe par l’ope´ration Cre´er-Sommet.
La seule ope´ration que nous n’avons pas encore examine´ c’est l’extraction du
pre´code lui-meˆme. S’il est clair qu’a` l’aide de quatre tests on peut de´terminer la
configuration des frontie`res, encore faut-il pour cela eˆtre capable de trouver la
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re´gion a` laquelle appartient le pixel. Pour cela il suffit de reprendre la structure en
arbre utilise´ dans ScanLine par exemple et d’appliquer pre´alablement la fonction
MiseA`plat sur toute l’image. Il est clair que globalement cette ope´ration s’effectue
en O(()n). Les pixels ayant alors un acce`s direct a` leur re´gion, l’extraction du
pre´code se fera en temps constant. Dans ce cas notre algorithme s’exe´cute bien en
O(n).
4.9 Perspectives
Dans un premier temps il faudrait e´tudier comment implanter diffe´rents ope´rations
de modification du graphe a` l’aide des applications σ et α. En fait certaines l’ont
de´ja` e´te´ dans le cadre de l’e´tude de l’algorithme d’extraction (voir section 4.7). En-
suite pour pouvoir exploiter pleinement les possibilite´s offertes par une telle struc-
ture nous pensons la comple´ter par un codage interpixel des frontie`res. En effet
ce codage nous permettra de connaˆıtre pre´cise´ment la topologie des frontie`res. Les
pre´codes nous donnent de´ja` avec pre´cision, comment, et dans quel sens, comple´ter
le codage de la demi-areˆte. Malheureusement on a alors deux codages16 pour une
meˆme frontie`re (areˆte). Si l’on veut un codage unique, il faut alors « choisir » un
coˆte´ (une demi-areˆte). Il semble qu’alors, lors de la fusion de deux frontie`res, il soit
parfois ne´cessaire de « retourner » un des deux codes de´ja` e´tabli d’une des deux
frontie`res a` unifier. Ce meˆme genre de proble`me a de´ja` e´te´ re´solu par P. Charnier
dans sa the`se [Cha95]. Sa solution devrait pouvoir eˆtre adapte´e a` notre algorithme.
Notre structure nous permet de´ja` de faire la diffe´rence entre deux re´gions voi-
sines (ayant une frontie`re de leur contour exte´rieur en commun) et une re´gion
incluse dans une autre, mais de manie`re implicite. Il serait bon de le faire de
manie`re explicite, en rajoutant, par exemple, une involution supple´mentaire met-
tant en relation une demi-areˆte du contour exte´rieur d’une re´gion avec une demi-
areˆte d’un contour inte´rieur d’une meˆme re´gion. Cette involution faciliterait ainsi
les ope´rations de parcours sur le graphe.
Une e´volution envisageable serait de ne plus se contenter de mode´liser l’exis-
tence d’une frontie`re entre deux re´gions, mais plutoˆt de repre´senter la relation
de stricte adjacence. Cela reviendrait a` modifier la de´finition de frontie`re pour y
16Ces deux codages correspondent en fait aux codages vus de chaque coˆte´ de la frontie`re.
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inclure les points de jonction, c’est a` dire leurs extre´mite´s. On perdrait alors la
proprite´te´ de planarite´ du graphe. D’autre part un point de jonction peut mettre
en relation jusqu’a` quatre re´gions (dans le cas 2D) alors qu’une frontie`re met
en relation actuellement seulement deux re´gions. La notion de graphe ou multi-
graphe n’est alors plus suffisante et il faut envisager l’utilisation d’hyper-graphes
(voir de´finition dans [Ber70] par exemple). Une telle structure serait ne´anmoins
inte´ressante car elle devrait nous permettre de faire de la segmentation en re´gions
de manie`re plus fine et plus pre´cise, et une prise en compte totale de la topologie-
e´toile.
Une autre e´tude a` envisager est l’extension de ce graphe aux images 3D. En effet
le fait de nous eˆtre appuye´ sur les cartes combinatoires nous permet d’envisager
une bonne faisabilite´. D’autant que nous avons de´ja` mis au point avec A. Seranno
un algorithme d’extraction des surfaces re´gulie`res d’une image 3D, algorithme base´
sur le meˆme principe d’analyse de pre´codes [Ser95].
Quant aux applications, outre la possibilite´ de segmentation a` l’aide du graphe
et de l’algorithme de fusion de re´gions tels que ceux de´veloppe´s par P. Charnier
[Cha95], on devrait pouvoir faire du chaˆınage parame´trable de contours (par pa-
rame´trage nous entendons : favoriser certains types de structures dans l’image,
comme des cycles minimaux ou des chaˆınes maximales). En effet il suffirait de
spe´cifier des algorithmes de parcours particuliers du graphe, entre autres graˆce
aux ope´rations α et σ. Nous pensons e´galement que des traitements tels que la po-
lygonisation pourraient eˆtre implante´s facilement, mais ceci implique que le codage
des frontie`res soit effectif.
Chapitre 5
Me´thodes combinatoires en
analyse d’images
Historiquement, cette e´tude se situe aux de´but de mes travaux. Le but recherche´
e´tait double :
– montrer l’efficacite´ de me´thodes combinatoires pour la segmentation d’images,
– trouver un algorithme efficace et rapide de pre´-filtrage de l’image afin d’acce´le´rer
grandement le processus de segmentation mis au point par P. Charnier
[Cha95]. Ce dernier est fortement pe´nalise´ par la multitude de petites re´gions
pre´sentes dans l’image d’origine.
Finalement nous avons obtenu deux algorithmes [FG96], base´s sur la meˆme struc-
ture, re´alisant une segmentation en re´gions tout en effectuant un e´tiquetage des
composantes connexes de l’image. On notera e´galement que ces algorithmes per-
mettent une coope´ration re´gions-contours lors de la segmentation. Les me´thodes de
coope´rations re´gions-contours ne sont pas nouvelles [BW91, KP91], mais ge´ne´ralement
elles se contentent de faire une synthe`se entre plusieurs traitements de´ja` re´alise´s
(voir par exemple [VdGV91]. La noˆtre re´alise une segmentation en re´gion en tenant
compte de crite`re globaux (sur les re´gions) aussi bien que locaux, c’est a` dire lie´s
aux pixels. De plus elles n’effectuent pas un e´tiquetage des composantes connexes,
et ne se soucient pas de la complexite´ des algorithmes.
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5.1 Introduction
Dans ce chapitre nous rappelons brie`vement en quoi consiste la segmentation
en re´gions et l’e´tiquetage des composantes connexes. Nous de´crivons e´galement le
proble`me de l’union d’ensembles disjoints, plus commune´ment appele´ « Union-
Find » , sur lequel s’appuient nos deux algorithmes.
5.1.1 la segmentation en re´gions
La segmentation d’une image pourrait se re´sumer en l’extraction de ses ca-
racte´ristiques essentielles. Comme on l’a vu dans le chapitre 6, on peut extraire
les points de contour de l’image. Malheureusement les techniques de filtrage, exis-
tantes actuellement, ne permettent pas en elles-meˆmes de de´terminer des contours
ferme´s. Or un objet est souvent de´crit par ses faces, ce qui implique des contours
ferme´s. Pour cela on cherche a` de´finir les re´gions significatives de l’image. Elles
de´terminent alors des contours ferme´s. On parle de segmentation en re´gions (voir
de´finition 3.28). C’est un aspect du traitement d’images qui a e´te´, et qui est tou-
jours beaucoup e´tudie´ (voir par exemple les e´tats de l’art de S.W. Zucker [Zuc76]
ou R.M. Haralick et L. Shapiro [HS85], ou des travaux plus re´cents tels que ceux de
A. Veijanen, R. Adams et L. Bischof, ou encore P. Charnier [Vei94, AB94, Cha95]
. La figure 5.1 pre´sente deux exemples de segmentation en re´gions.
Les techniques usuelles en segmentation sont base´es sur les approches par fu-
sion, division ou meˆme division-fusion. Ces deux manie`res de proce´der sont duales.
L’approche « division » consiste a` diviser une re´gion tant qu’elle ne correspond pas
au crite`re d’homoge´ne´¨ıte´ choisi. La segmentation par « fusion » consiste a` de´marrer
avec des petites re´gions (ge´ne´ralement les pixels eux-meˆmes) puis a` fusionner entre
elles les re´gions adjacentes si leur union respecte le crite`re d’homoge´ne´¨ıte´. L’ap-
proche « division-fusion » commence par une e´tape de division et pour pallier
l’arbitraire de la me´thode de division choisie (en quatre par exemple), on proce`de
ensuite a` une e´tape de fusion. Ces manie`res de proce´der ne sont bien suˆr pas les
seules (voir par exemple [PCCB91].
Nous avons choisi d’implanter un algorithme de segmentation en re´gions par
fusion (de´crit pour la premie`re fois par J.L. Muerle [MA68]). Nous commenc¸ons
donc avec une image constitue´e d’autant de re´gions que de pixels, puis nous fu-
5.1 Introduction 89
Fig. 5.1 – Exemples de segmentation : a` gauche l’image originale, a` droite
les contours des re´gions obtenues apre`s segmentation en re´gions par les algos
MergeSquare et ScanLine.
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sionnons ces re´gions deux a` deux tant qu’elles ne sont pas optimales au sens du
crite`re d’homoge´ne´¨ıte´. Pour de´cider d’un tel regroupement nous choisissons une
paire de pixels adjacents et regardons si les re´gions auxquelles ils appartiennent
doivent eˆtre fusionne´es. Le re´sultat et la complexite´ d’un tel algorithme de´pendent
e´norme´ment de l’ordre dans lequel les regroupements sont effectue´s. Nous pensons
donc qu’une segmentation par croissance de re´gions devrait satisfaire les crite`res
suivants :
(5.1.1)
Chaque paire de pixels voisins doit eˆtre conside´re´e au moins une fois, mais
au plus un petit nombre de fois.
(5.1.2)
La taille des diffe´rentes re´gions devrait eˆtre e´quilibre´e au cours de l’algo-
rithme.
Le crite`re (5.1.1) garantit que le test de regroupement sera effectue´ un nombre
de fois proportionnel au nombre de pixels, cette condition e´tant ne´cessaire pour
avoir un algorithme line´aire. De plus elle nous assure qu’aucun bord artificiellement
cre´e´ ne subsiste entre les re´gions.
Le crite`re (5.1.2) est souhaitable afin que certaines re´gions ne prennent pas une
trop grande importance avant que d’autres n’aient eu le temps de se former. Ce
crite`re exclut les techniques simples de parcours de graphe comme le parcours en
profondeur.
Ces crite`res e´tant fixe´s, il reste a` de´terminer une structure de donne´es. La plus
courante est le graphe d’adjacence qui associe a` chaque sommet une re´gion et ou` les
areˆtes symbolisent la relation d’adjacence. Malheureusement sur le plan pratique
cette structure de donne´es est relativement complexe a` maintenir et de plus me`ne
a` des algorithmes non line´aires tels que pre´sente´s dans [Mon87]. En fait tel que l’a
de´ja` fait remarquer M. Dillencourt et al. [DST92] la segmentation par croissance
de re´gions nous rame`ne au proble`me de l’union d’ensembles disjoints. Nous avons
nous aussi choisi d’examiner le proble`me sous cet angle mais contrairement a` M.
Dillencourt et al., nous ne nous restreignons pas aux images binaires. Nous propo-
sons de plus deux algorithmes, dont l’un des deux peut eˆtre aise´ment paralle´lise´.
Mais dans un premier temps pre´sentons ce proble`me.
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5.1.2 Le principe de l’Union-Find
5.1.2.1 de´finition du proble`me
Le proble`me de l’union d’ensembles disjoints consiste essentiellement a` regrou-
per n e´le´ments distincts dans une collection d’ensembles disjoints. Ici l’analogie
avec notre proble`me de de´part devient e´vidente : les e´le´ments a` regrouper sont les
pixels et les ensembles disjoints, les re´gions. Pour re´aliser cela deux ope´rations sont
importantes :
– Union qui doit re´aliser l’union effective de deux ensembles. Au de´part cela
consistera a` regrouper deux pixels, puis ensuite des ensembles de pixels.
Ge´ne´ralement chaque ensemble est identifie´ par un repre´sentant qui est un
certain membre de l’ensemble. Ce repre´sentant sera par exemple le premier
de la liste si l’ensemble est repre´sente´ par une liste chaˆıne´e, ou la racine
d’un arbre s’il est repre´sente´ par une telle structure. Dans le cas d’un arbre
(la structure ge´ne´ralement utilise´e car donnant les meilleures performances)
l’union de deux ensembles consistera alors a` lier l’une des racines a` l’autre
(voir figure 5.2).
– Chercher ( « find » en anglais ) qui, e´tant donne´ un e´le´ment quelconque, per-
met de trouver le repre´sentant de l’ensemble auquel appartient cet e´le´ment.
Cette ope´ration est primordiale puisqu’elle permet e´galement de ve´rifier si
deux e´le´ments appartiennent au meˆme ensemble.
5.1.2.2 complexite´ des algorithmes existants
Il n’existe pas a` l’heure actuelle d’algorithme line´aire re´solvant ce proble`me
dans le cas ge´ne´ral. La meilleure complexite´ connue est due a` un algorithme de
R.E. Tarjan [Tar75], elle est en O(m.α(m,n)) ou` α(m,n) est l’inverse de la fonction
d’Ackerman (voir de´finition a` l’annexe C) et n,m, avec n < m, sont respectivement
le nombre d’appels aux fonctions Union et Chercher. Il a de plus e´te´ prouve´ (voir
[Tar79, TvL84]) qu’une telle complexite´ e´tait optimale pour les ope´rations sur des
structures de donne´es satisfaisant certaines conditions techniques. H.N. Gabow
et R.E. Tarjan ont pre´sente´ un algorithme line´aire suivant certaines restrictions
[GT84]. Dans le cas particulier des images binaires, M. Dillencourt et al. [DST92]
ont e´galement e´labore´ un algorithme line´aire pour l’« Union-Find ». C’est aussi
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A ∪B
A union B
A B
Fig. 5.2 – Union de deux ensembles repre´sente´s par des arbres
dans un cadre particulier, celui des images en niveaux de gris que J. Gustedt et
moi-meˆme avons pre´sente´ deux algorithmes line´aires pour ce proble`me [FG96].
Pour une pre´sentation plus ge´ne´rale le lecteur pourra se reporter par exemple
au livre de K. Mehlorn [Meh84], a` l’e´tat de l’art de Z. Galil et G.F. Italiano [GI91],
ou l’article de M.J. Van Kreveld et M.H. Overmars [vKO93], pour des re´sultats
plus re´cents.
5.1.2.3 me´thodes habituelles pour la re´solution du proble`me
Les implantations efficaces utilisent des arbres pour repre´senter les ensembles, la
racine de chaque arbre e´tant l’e´le´ment repre´sentant de l’ensemble correspondant.
Pour re´aliser l’ope´ration Union, il suffit alors de lier la racine de l’un des deux
ensembles en cause a` l’autre racine, cre´ant ainsi un nouvel arbre (voir figure 5.2).
L’ope´ration Chercher consiste simplement a` « remonter » dans l’arbre depuis
l’e´le´ment en question jusqu’a` la racine de l’arbre. Pour atteindre la complexite´ en
O(m.α(m,n)) il faut appliquer les deux principes suivants dans la re´alisation de
ces ope´rations :
1. l’union par rang : il faut lors d’une union faire pointer la racine de l’arbre
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chercher
compression de chemin
Fig. 5.3 – Compression de chemin lors de l’ope´ration Chercher
contenant le moins de nœuds sur celle de l’arbre contenant le plus de nœuds.
C’est ce qui a e´te´ re´alise´ sur l’exemple de la figure 5.2.
2. la compression de chemin : lors de l’ope´ration Chercher il faut faire
pointer chaque nœud de la route directe sur la racine comme la montre la
figure 5.3.
On remarquera que ces deux ope´rations sont totalement inde´pendantes, en parti-
culier la compression de chemin ne modifie en rien le nombre de nœuds de l’arbre
et donc n’influence par l’union par rang.
5.2 Mode´lisation de la segmentation d’images par
l’Union-Find
Nous allons maintenant montrer comment mode´liser la segmentation par crois-
sance de re´gions par l’union d’ensembles disjoints.
5.2.1 pre´sentation ge´ne´rale
L’approche que nous avons choisie consiste donc a` repre´senter chaque re´gion
par un arbre, les nœuds et feuilles de cet arbre e´tant les e´le´ments de la re´gion
correspondante (voir figure 5.4). L’image devient alors une foreˆt d’arbres. L’e´le´ment
racine joue un roˆle particulier au sein de la re´gion : c’est son repre´sentant. Au
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Le représentant de la région
Fig. 5.4 – Repre´sentation d’une re´gion par un arbre.
de´part du processus chaque pixel est conside´re´ comme une re´gion a` part entie`re.
Il suffit alors de parcourir l’image, d’examiner toutes les paires de pixels et de
de´cider si l’on doit ou pas regrouper les deux re´gions auxquelles appartiennent les
deux pixels de la paire conside´re´e. Pour cela il suffit d’effectuer un Chercher afin
de trouver le repre´sentant de chacune des deux re´gions, s’ils sont diffe´rents (c’est
a` dire si les deux pixels n’appartenaient pas a` la meˆme re´gion) regarder si les deux
re´gions doivent eˆtre fusionne´es, si oui le faire a` l’aide de l’ope´ration Union. Afin
de prendre cette de´cision on s’aide d’un pre´dicat Oracle.
La complexite´ de l’algorithme de´pendra donc des ope´rations Union et Chercher,
mais aussi de l’efficacite´ du test effectue´ par le pre´dicat. Afin de garantir que
l’Oracle utilise´ n’augmente pas la complexite´ de nos algorithmes, nous avons uti-
lise´ de simples fonctions base´es sur un seuil et des informations statistiques qui
peuvent aise´ment eˆtre maintenues a` jour par un nombre constant d’ope´rations,
donc sans augmenter la complexite´. Ces informations sont :
1. la valeur absolue de la diffe´rence des niveaux de gris1 ;
1Toutes les de´finitions donne´es dans ce chapitre sont donne´es pour des images en niveaux
de gris. Il est facile de voir qu’elle peuvent eˆtre ge´ne´ralise´es a` des images couleurs, il suffit de
de´terminer des crite`res pour l’Oracle n’augmentant pas la complexite´. Pour ceux donne´s ici,
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2. la diffe´rence entre le niveau de gris minimum et maximum de la re´gion apre`s
l’union ;
3. la variance de la re´gion potentielle.
On peut bien suˆr combiner les crite`res pre´ce´dents a` l’aide d’un ope´rateur boole´en.
Nous ne de´velopperons pas dans cette section les aspects lie´s a` la difficulte´ qu’en-
traine la combinaison de plusieurs crite`res ayant chacun son propre seuil, le lecteur
pourra se reporter a` la discussion propose´e dans la section 5.3. Un autre crite`re qui
n’a pas e´te´ utilise´ par manque de temps mais qui est en cours de re´alisation, est
celui de la pre´sence d’un lignel de contour entre les deux pixels conside´re´s. Il suffit
pour cela de pre´-calculer une carte de lignels de contours a` l’aide de l’ope´rateur de
de´tection interpixel de contour pre´sente´ au chapitre 6.
Il est clair qu’un Oracle utilisant de tels crite`res peut eˆtre calcule´ en temps
constant si a` chaque Union on maintient a` jour proprement les valeurs de niveaux
de gris minimum, maximum, somme des niveaux de gris et somme du carre´ des
niveaux de gris. Quant au couˆt de l’ope´ration Union il est uniquement duˆ au
couˆt de l’ope´ration Chercher. En effet, lors d’une Union il faut d’abord chercher
les deux repre´sentants puis lier l’un des deux a` l’autre. Cette dernie`re ope´ration
s’effectuant en temps constant le couˆt de l’Union sera donc de´pendant du couˆt des
deux ope´rations Chercher re´alise´es. Clairement le couˆt de l’ope´ration Chercher
est proportionnel a` la longueur du chemin menant a` la racine. On note le pe`re
d’un e´le´ment x et l’ope´rateur re´alisant le saut a` ce meˆme pe`re de la meˆme fac¸on :
pe`re(x). On dit qu’un e´le´ment x a un acce`s direct a` sa re´gion si pe`re(x) est la
racine de l’arbre, c’est a` dire, le repre´sentant de la re´gion a` laquelle appartient
x. On appelle ChercherComprimer la fonction re´alisant l’ope´ration Chercher tout
en effectuant la compression du chemin vers la racine. On de´finit alors la fonction
MiseA`plat donne´e par l’algorithme 2.
Cette fonction est utilise´e par les deux algorithmes afin de diminuer le couˆt
direct de l’ope´ration Chercher.
Nous avons alors les proprie´te´s, suivantes , communes aux deux algorithmes :
on peut par exemple conside´rer qu’avant tout calcul on transforme chaque couleur en niveau
de gris en utilisant la formule de´finie par la Commission Internationale de l’E´clairage : n =
0.28r + 0.59v + 0.11b.
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Algorithme 2: MiseA`plat(R) — ou` R est une re´gion (un ensemble)
Donne´es : Une re´gion R
pour tout x ∈ R faire
ChercherComprimer(x)
(5.2.3)
Apre`s un appel a` ChercherComprimer(x), tous les e´le´ments qui e´taient
sur le chemin de x a` la racine ont un acce`s direct a` leur re´gion.
(5.2.4)
ChercherComprimer(x) s’effectue en au plus l sauts2, ou` l est la longueur
du chemin de x vers la racine.
Supposons maintenant que nous avons une re´gion R telle que tous ses e´le´ments
aient un acce`s direct a` leur re´gion, et que nous re´alisions une se´rie d’ope´rations
Union et Chercher sur R. Il est clair qu’apre`s plusieurs ope´rations Union tous les
e´le´ments de R n’ont plus un acce`s direct a` leur re´gion. Si nous faisons appel alors
a` MiseA`plat(R) nous obtenons :
(5.2.5)
Apre`s MiseA`plat(R) tous les e´le´ments de R ont un acce`s direct a` leur
re´gion.
(5.2.6) MiseA`plat s’exe´cute en au plus 2
∣∣R∣∣ sauts.
Quant a` l’ope´ration Union, chaque algorithme en utilise une diffe´rente tel qu’il
sera de´crit dans la section 5.2.2 suivante.
5.2.2 algorithmes line´aires de segmentation
Les deux algorithmes que nous proposons s’exe´cutent en temps line´aire. Ils
utilisent tous deux des me´thodes classiques de balayage de l’image. Ainsi ScanLine
balaye l’image ligne a` ligne, technique utilise´e par exemple par O. Monga et B.
Wrobbel-Daucourt dans [MWD87], alors que MergeSquare utilise une me´thode de
type arbre-quaternaire (« quad-tree »), voir par exemple [HP74].
Le premier algorithme parcourt l’image ligne par ligne. Pour chaque ligne il
regarde pour chaque pixel s’il peut fusionner la re´gion a` laquelle le pixel appartient
2passage au pe`re
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avec celle du pixel a` gauche et au-dessus. Apre`s avoir fini une ligne il effectue un
post-traitement consistant en l’appel de MiseA`plat pour chaque re´gion de chaque
pixel de la ligne, ceci afin de maintenir les proprie´te´s de la structure de donne´es.
Le second algorithme, dans sa variante re´cursive3, proce`de en divisant l’image
en 4 re´gions et re´cursivement chaque re´gion en 4. A` chaque e´tape de la re´cursivite´
on cherche a` fusionner les re´gions des pixels des bords de ces carre´s : pour chaque
paire de pixels voisins du bord de deux carre´s diffe´rents on effectue une ope´ration
Union si l’Oracle est d’accord. Cet algorithme peut eˆtre facilement paralle´lise´.
La complexite´ line´aire du premier algorithme est duˆe au fait que nous limitons
la hauteur des arbres repre´sentant chaque re´gion. La line´arite´ du second est prouve´e
par un amortissement du nombre d’ope´rations Chercher.
5.2.2.1 ScanLine
Cet algorithme est similaire a` l’algorithme propose´ par M. Dillencourt et al.
qui est aussi line´aire mais qui est restreint aux images binaires (c’est a` dire en noir
et blanc) et qui ne permet pas la meˆme ge´ne´ralisation aux graphes planaires que
celle pre´sente´e dans [FG96].
L’algorithme 3 que nous avons appele´ « ScanLine » parcourt l’image ligne par
ligne et effectue des unions d’ensembles disjoints sur chaque re´gion rencontre´e.
Dans la suite de cette section on supposera que l’image est un rectangle w × l.
Au de´but chaque re´gion est constitue´e d’un et un seul pixel. On effectue d’abord
le traitement pour la premie`re ligne puis ensuite deux lignes par deux lignes (voir
figure 5.5).
Pour chaque ligne on examine chaque pixel et on regarde a` l’aide du pre´dicat
Oracle si l’on doit fusionner les deux re´gions correspondantes aux pixels a` gauche
et au-dessus. Il est e´vident que nous ne traitons pas le premier pixel, et que pour la
premie`re ligne nous ne regardons que le pixel a` gauche. Apre`s avoir traite´ chaque
pixel d’une ligne on fait appel a` MiseA`plat pour chaque re´gion de chaque pixel de
la ligne.
L’ope´ration Union doit eˆtre particularise´e si l’on veut garantir la complexite´ :
Union lie toujours la racine de la re´gion ayant e´te´ rencontre´e la premie`re fois
sur la ligne, a` celle ayant e´te´ rencontre´e plus tard. On re´alise ainsi une sorte de
3On a alors l’hypothe`se que l’image est un carre´ de taille
√
n×√n.
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Algorithme 3: ScanLine
Donne´es : Un bitmap bm de taille w × l.
Re´sultat : Une image segmente´e en re´gions avec e´tiquetage des compo-
santes connexes.
traitement spe´cial pour la premie`re ligne;
pour i=2 a` l faire
traitement spe´cial pour le premier pixel de la ligne;
pour j=2 a` w faire
gauche = ChercherComprimer(bm[i,j-1]);
dessus = ChercherComprimer(bm[i-1,j]);
courant = ChercherComprimer(bm[i,j]);
si Oracle( gauche,courant ) alors Union(gauche,courant );
si Oracle( dessus,courant ) alors Union(dessus,courant );
pour j=2 a` w faire MiseA`plat(Chercher( bm[i,j]) );
ligne pre´ce´dente
ligne courante
Fig. 5.5 – Balayage deux lignes par deux lignes.
parenthe´sage des re´gions rencontre´es, de la plus « vieille » a` la plus re´cente. Ce
fait sera explique´ dans la preuve du lemme 5.3. Nous obtenons alors le re´sultat
exprime´ par le the´ore`me 5.1 :
The´ore`me 5.1 L’algorithme ScanLine examine toutes les paires de pixels voisins
et s’exe´cute en temps line´aire en le nombre de pixels.
Il est facile de voir que toutes les paires de pixels voisins sont examine´es, ceci
est duˆ au parcours utilise´. Pour prouver la complexite´ nous avons besoin de la
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proposition 5.2 et du lemme 5.3.
Proposition 5.2 Avant le traitement d’une ligne, chaque pixel de la ligne pre´ce´dente
a un acce`s direct a` sa re´gion.
Preuve :
Ceci est garanti par la proprie´te´ (5.2.5) de MiseA`plat. uunionsq
La proposition 5.2 va nous permettre de prouver le lemme 5.3 suivant :
Lemme 5.3 Chaque ChercherComprimer re´alise´ lors du traitement d’une ligne,
effectue au plus 2 sauts.
Preuve :
Avant le traitement d’une ligne, tous les pixels de la ligne et ceux de la ligne pre´ce´dente
ont un acce`s direct a` leur re´gion. Ceci parce que chacun des pixels de la ligne courante
forme une re´gion et que la proposition 5.2 nous assure que c’est e´galement vrai pour la
ligne pre´ce´dente.
Quand une re´gion est constitue´e d’un pixel unique et qu’une ope´ration Union est
ne´cessaire, il suffit de rajouter ce pixel a` l’autre re´gion. Les choses se compliquent lorsque
l’on doit re´aliser l’union de deux re´gions posse´dant chacune plusieurs pixels. En effet la
profondeur de l’arbre va s’agrandir et on risque la prochaine fois de multiplier les sauts
lors des ope´rations Chercher pour retrouver la racine de ces re´gions.
Montrons que nous ne rencontrerons jamais un pixel ne´cessitant plus de deux sauts
pour trouver sa racine. Supposons que nous venons juste de fusionner deux re´gions,
appelons les Chef et The´sard, et qu’une nouvelle re´gion, appelons la Directeur, doit eˆtre
regroupe´e avec l’union des deux autres, nous risquons de former une chaˆıne de longueur
3. Comme le montre la figure 5.6, il y a seulement deux possibilite´s4 ; soit lier Directeur a`
The´sard ou lier Chef a` Directeur. Le premier cas est impossible. En effet, avant de faire
une Union, nous faisons toujours un ChercherComprimer, de plus l’Union est toujours
re´alise´e a` partir des racines des re´gions. Puisque Chef et Directeur sont les deux seules
racines mises en cause dans cette exemple, The´sard ne sera jamais consulte´ pour une
telle Union.
Dans le second cas, tous les pixels lie´s directement a` The´sard vont avoir besoin de
3 sauts pour retrouver le nouveau repre´sentant de leur re´gion, c’est a` dire Directeur.
4Il est a` noter que l’on peut inverser Chef et The´sard sans pour autant changer le raisonne-
ment !
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Directeur DirecteurChef Chef
The´sardThe´sard
Fig. 5.6 – Les deux possibilite´s pour obtenir une chaˆıne de longueur 3.
Mais nous ne rencontrerons pas de tels pixels sur cette ligne. En effet puisque Chef a
e´te´ lie´ a` Directeur, c’est que ce dernier est plus « ancien » sur la ligne. Ceci est duˆ a`
notre ope´ration Union particulie`re. Comme Directeur est une re´gion, c’est un ensemble
connexe de pixels, donc il encadre Chef et The´sard, comme le montre la figure 5.7. On
retrouve ici la notion de parenthe´sage dont nous avions pre´ce´demment parle´.
Puisque nous ne rencontrerons pas de chaˆıne de longueur 3 ou plus, alors d’apre`s la
proprie´te´ (5.2.4), chaque ChercherComprimer re´alise´ ne´cessitera au plus 2 sauts. uunionsq
On peut maintenant prouver le the´ore`me 5.1.
Preuve(the´ore`me5.1) : Nous faisons l’hypothe`se que le couˆt de l’algorithme est duˆ
essentiellement au nombre de sauts a` re´aliser. Pour chaque ligne, nous la parcourons et
effectuons 2 ope´rations ChercherComprimer pour chaque pixel de cette ligne : un pour
le pixel au-dessus et un autre pour le pixel a` gauche. De plus nous faisons au plus 2
ope´rations Union par pixel de la ligne, mais le lien d’une racine a` une autre se fait en
temps constant et n’effectue pas de sauts.
Calculons maintenant le nombre total de sauts effectue´s. L’ope´ration MiseA`plat
est re´pe´te´e pour chaque pixel de chaque ligne, le couˆt total est calcule´ graˆce a` la pro-
prie´te´ (5.2.6) : 2.w.l = 2n, ou` n est le nombre total de pixels. Pour chaque pixel nous
re´alisons en outre 2 ope´rations ChercherComprimer, soit d’apre`s la proposition 5.2 un
couˆt total de : 4.w.l = 6n. Donc le nombre de sauts total est de 8n soit une complexite´
en O(n). uunionsq
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Chef
The´sard
Directeur
Fig. 5.7 – Effet du « parenthe´sage » des re´gions plus « anciennes » sur les plus «
re´centes ».
5.2.2.2 MergeSquare
Nous allons maintenant pre´senter un algorithme qui est e´galement line´aire, mais
qui posse`de la proprie´te´ supple´mentaire de pouvoir eˆtre directement paralle´lise´
comme on le verra a` la section 5.4.1. Pour trouver la bonne borne supe´rieure de la
complexite´, il sera ne´cessaire de calculer le nombre de sauts effectue´s par l’ope´ration
Chercher sur toute l’exe´cution de l’algorithme. En re´alite´ un effet d’amortissement
se produit sur le nombre d’ope´rations Chercher. En conse´quence si a` un niveau
de la re´cursivite´ on peut avoir un nombre logarithmique, et non pas constant, de
sauts effectue´s, au total on obtient un nombre proportionnel au nombre de pixels.
Pour garantir au plus un nombre logarithmique de sauts par ope´ration Chercher,
nous utilisons la variante classique de l’ope´ration Union pre´sente´e a` la section 5.2.1,
c’est a` dire celle consistant a` lier la plus petite re´gion a` la plus grande afin de ne
pas augmenter la hauteur de l’arbre. Graˆce a` ce choix, nous avons la proprie´te´
suivante, (voir par exemple [Meh84]), dont nous aurons besoin plus tard :
(5.2.7)
Chaque ope´ration Chercher peut eˆtre re´alise´e avec log s sauts, s e´tant le
cardinal de l’ensemble en question.
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Pour cette variante, nous faisons l’hypothe`se que l’image
SESO
NENO
Fig. 5.8 –
est un carre´ de
√
n × √n, √n e´tant une puissance de 2.
Nous proce´dons alors en divisant re´cursivement l’image en
4, en commenc¸ant donc par des carre´s de
√
n
2
×
√
n
2
, pour
finir sur des carre´s de la taille d’un pixel. A` chaque retour
d’un appel re´cursif, les re´gions des quatres carre´s sont
fusionne´es le long des bords de ces carre´s : pour chaque
paire de pixels voisins appartenant a` deux carre´s diffe´rents
et a` deux re´gions diffe´rentes, on fusionne ces deux re´gions si l’Oracle est d’accord.
Ce principe est illustre´ a` la figure 5.8.
Pour faciliter la re´daction de l’algorithme nous suppo-
serons avoir facilement acce`s aux quatres « sous-carre´s »
du bitmap a` un niveau donne´ de la re´cursivite´ : le bitmap
e´tant nomme´ bm, nous noterons par bm[NO] la partie de
la matrice couverte par le carre´ en haut a` gauche, c’est
a` dire au Nord-Ouest, ... La variante re´cursive de MergeSquare est donne´e par
l’algorithme 4.
Algorithme 4: – MergeSquare(bm,k)
Donne´es : Un entier k et un bitmap bm de taille 2k × 2k.
si k=0 alors fin;
h− ← 2k−1 − 1;
h+ ← 2k−1;
pour DIR=NO a` SE faire MergeSquare(bm[DIR],k-1);
pour i=0 a` 2k faire
gauche ← Chercher(bm[i,h−]);
droite ← Chercher(bm[i,h+]);
si Oracle( gauche,droite ) alors Union(gauche,droite );
pour i=0 a` 2k faire
dessus ← Chercher(bm[h−,i]);
dessous ← Chercher(bm[h+,i]);
si Oracle( dessus,dessous ) alors Union(dessus,dessous );
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The´ore`me 5.4 L’algorithme MergeSquare examine toutes les paires de pixels
voisins et s’exe´cute en temps line´aire en le nombre de pixels.
Preuve :
Il est facile de ve´rifier que MergeSquare examine bien toutes les paires de pixels voisins.
Pour prouver la complexite´, plac¸ons nous a` un niveau de la re´cursivite´, c’est a` dire pour
une taille de carre´ de 2k × 2k. Nous avons 4 appels re´cursifs et 2k × 2k = 22k ope´rations
Union possibles. Nous supposerons que le couˆt d’une telle ope´ration est borne´ par le
nombre de sauts effectue´s par les 2 ope´rations Chercher lors de la recherche des racines
correspondantes afin de lier l’une a` l’autre.
Les re´gions a` fusionner ont une taille borne´e par 2k × 2k. Donc d’apre`s la pro-
prie´te´ 5.2.7 nous savons que chaque ope´ration Union ne´cessite au plus 2 log 22k = 4k
sauts. Donc nous avons au plus 8k2k sauts pour fusionner deux re´gions. A une e´tape k
donne´e, nous avons n/(22k) carre´s de taille 2k× 2k, donc a` une e´tape donne´e nous avons
au total
8k2kn/(22k) = 8(k/2k)n (5.1)
sauts, d’ou` la borne supe´rieure suivante pour le nombre de sauts total pour tout l’algo-
rithme :
log
√
n∑
k=1
8(k/2k)n < 8n
∞∑
k=1
k
1
2
k
(5.2)
Pour −1 < x < 1 nous avons l’identite´ bien connue :
x
(1− x)2 =
∞∑
k=1
kxk (5.3)
Cela peut eˆtre facilement ve´rifie´ en de´veloppant la fonction x
(1−x)2 par une se´rie de Taylor
en 0. La partie droite de l’e´quation 5.2 peut alors eˆtre e´value´e a` 16n, on a donc bien une
complexite´ line´aire en le nombre de pixels n de notre image. uunionsq
5.2.2.3 variante ite´rative
Si l’on examine de pre`s un niveau l de la re´cursivite´, on remarque que les paires
de pixels concerne´es par les ope´rations Union se trouvent toutes sur des lignes et
colonnes spe´cifiques de la matrice. On pourra ve´rifier que toutes ces paires sont de
la forme :
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–
(
(i, j), (i+ 1, j)
)
avec i = r.2l + 2l−1 pour r = 0, . . . ,
√
n/2l et j = 1, . . . , n ;
–
(
(i, j), (i, j + 1)
)
avec i = 1, . . . , n et j = r.2l + 2l−1 pour r = 0, . . . ,
√
n/2l.
On peut alors faire ces fusions dans n’importe quel ordre. En fait, en commenc¸ant
avec l = 1, on peut proce´der ite´rativement et obtenir un algorithme e´quivalent a`
la variante re´cursive mais pouvant travailler sur des images rectangulaires.
5.3 Crite`re unifie´ de de´cision
Nos algorithmes travaillent donc a` partir des pixels pour faire de la segmen-
tation en re´gions. Il est donc facile d’imaginer une coope´ration re´gions-contours.
Plus pre´cise´ment on peut envisager un Oracle travaillant a` partir d’informations
locales, comme la diffe´rence des niveaux de gris des pixels ou la pre´sence d’un
lignel de contour entre eux5, et d’informations globales, c’est a` dire ayant trait
aux re´gions comme la variance des niveaux de gris ou la diffe´rence des moyennes.
On se retrouve alors avec plusieurs parame`tres inter-agissant. Comment combiner
de manie`re correcte ces diffe´rentes informations et comment controˆler leurs inter-
actions est un proble`me de´licat, voir par exemple [SG93]. La fac¸on habituelle de
proce´der est de comparer chaque crite`re a` une valeur de seuil et de re´aliser un ou
logique entre les diffe´rentes re´ponses donne´es par chacun d’eux.
Cette me´thode de fonctionnement pre´sente, a` notre avis, certains inconve´nients :
– il n’est pas facile de choisir un seuil pour chaque crite`re, surtout s’ils sont
nombreux ;
– il est encore plus difficile d’appre´hender la manie`re dont ils vont s’influencer
au sein de l’oracle ;
– il n’est pas possible de donner plus d’importance a` l’un ou l’autre des crite`res ;
– la me´thode est tre`s sensible au bruit et au le´ge`res variations se produisant
autour des valeurs de chaque seuil.
Nous proposons une me´thode ge´ne´rale permettant de combiner diffe´rents crite`res
ayant les caracte´ristiques suivantes :
5On pourrait e´galement travailler avec un de´tecteur de contours classiques, mais se pose alors
un proble`me de localisation de la frontie`re entre les re´gions, en effet les contours sont localise´s
sur les pixels.
5.3 Crite`re unifie´ de de´cision 105
– un parame`tre unique pour e´viter le proble`me du choix de multiples seuils ;
– possibilite´ de donner a` chaque crite`re une importance relative ;
– re´sistance au bruit ou aux petites variations autour des valeurs du seuil.
5.3.1 description de la me´thode
Tout d’abord, nous faisons la distinction entre les crite`res de regroupement et
les oracles. Ces deux types de fonctions prennent en parame`tre deux pixels appar-
tenant a` deux re´gions diffe´rentes. Pour obtenir des informations sur les re´gions
concerne´es elles n’ont qu’a` faire appel a` l’ope´ration Chercher de la structure
pre´sente´e a` la section 5.2.16. Mais elles diffe`rent sur le type de re´sultat renvoye´ :
– Les crite`res sont des fonctions normalise´es, c’est a` dire qui vont renvoyer une
valeur dans l’intervalle [0, 1]. Un tel re´sultat sera interpre´te´ comme la pro-
babilite´ pour que les deux re´gions unifie´es correspondent bien a` la de´finition
d’une re´gion ;
– Au contraire, un oracle est une fonction qui va finalement donner la de´cision a`
prendre. Le re´sultat renvoye´ doit eˆtre 0 ou 1. Une fonction simple de de´cision
sera un oracle utilisant un seul crite`re et muni d’un seuil. On retrouve alors
le meˆme type de fonction de de´cision que celles habituelles pre´sente´es plus
haut.
Par contre pour combiner plusieurs crite`res on utilisera un produit ponde´re´ de
crite`res dont voici la de´finition :
De´finition 5.1 (produit ponde´re´ de crite`res) Soient des crite`res normalise´s
C1, . . . , Ck et les poids w1, . . . , wk tels que
∑k
i=1 wi = 1, le produit ponde´re´ de
crite`res Pw(C1, . . . , Ck) est donne´ par :
Pw(C1, . . . , Ck) =
k∏
i=1
Cwii
.
Cette formulation posse`de les avantages suivants :
1. Elle permet de passer outre l’inde´cision de l’un des crite`res.
6Si cette structure n’est pas utilise´e, on suppose qu’il existe un me´canisme permettant de
donner pour chaque pixel la re´gion a` laquelle il appartient.
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2. Si les crite`res ne changent pas brusquement de valeurs autour d’un seuil
donne´, le produit ponde´re´ des crite`res sera robuste au bruit et aux le´ge`res
variations autour de ce seuil7.
3. Les poids nous permettent de donner une importance diffe´rente a` chaque
crite`re.
On de´finira l’oracle comme une fonction P (s, C1, . . . , Ck) qui de´pend, en plus
des crite`res et des poids, d’un seuil s. Il ne fait que comparer ce seuil au produit
ponde´re´ des crite`res : Pw(C1, . . . , Ck) > s. Si les crite`res calcule´s sont exponentiels,
comme on le propose a` la section suivante, il sera plus facile de comparer les
logarithmes de chacune des valeurs, on obtient alors :
k∑
i=1
wi logCi > log s
5.3.2 quelques crite`res particuliers
Nous montrons ici comment mettre en œuvre la me´thode que nous proposons
avec des crite`res locaux et globaux classiques. Cette liste n’est pas exhaustive, ce
ne sont que quelques exemples.
crite`res base´s sur une distance Parmi les crite`res les plus souvent utilise´s
en traitement d’images, on trouve ceux base´s sur une distance entre les niveaux
de gris des pixels, pour un crite`re local, ou de distance entre les niveaux de gris
moyens des re´gions pour un crite`re global. Un tel crite`re ne nous restreint pas
seulement aux images en niveaux de gris, en effet des fonctions de distance sur les
couleurs ont e´te´ e´tudie´es, voir par exemple [SMT82].
La manie`re la plus facile d’utiliser une telle distance entre les niveaux de gris
est la comparaison avec un seuil, avec tous les inconve´nients cite´s plus haut.
7C’est le cas de la plupart des crite`res habituellement utilise´s comme la diffe´rence des moyennes
par exemple. La diffe´rence peut-eˆtre proche d’un seuil donne´, mais la valeur normalise´e retourne´e
par un crite`re tel qu’on le propose ne variera pas beaucoup. Par contre habituellement une le´ge`re
variation peut entraˆıner le passage a` une valeur infe´rieure au seuil et donc passer d’une valeur 0
a` une valeur 1 !
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Avec un minimum d’efforts on peut de´finir un crite`re normalise´ re´pondant a` nos
spe´cifications. Par exemple dans le cas d’images en 256 niveaux de gris la distance
maximale entre deux niveaux de gris c1 et c2 est de 256. On pourra alors de´finir
la distance normalise´e d(c1, c2) = |c1 − c2|/256 qui nous permettra aise´ment de
de´finir un crite`re normalise´. D’une manie`re ge´ne´rale pour une fonction de distance
d′ entre les niveaux de gris ayant une valeur maximale d′∞, on obtient la distance
normalise´e d(c1, c2) = d
′(c1, c2)/d′∞.
En fait pour obtenir un crite`re normalise´ valide avec un telle distance il faudra
prendre 1 − d(c1, c2). On appellera un crite`re de ce type, un crite`re line´aire de
distance. Il a l’avantage de de´pendre de manie`re continue des donne´es, par contre
il a le de´savantage d’avoir un assez grand intervalle de valeurs pour lesquelles il
est inde´cis.
ope´rateurs gradients D’autre crite`res habituellement utilise´s sont ceux base´s
sur des valeurs de l’ope´rateur gradient ou Laplacien. Ils sont utilise´s pour savoir si
un pixel est un point de contour. Par exemple, pour calculer la norme du vecteur
gradient, on approxime les de´rive´es par des diffe´rences (voir par exemple [GW87]),
on obtient alors la relation suivante8 :
G[f(x, y)] ∼= |f(x, y)− f(x+ 1, y)|+ |f(x, y)− f(x, y + 1)|
Nous avons alors le crite`re gradient normalise´ :(
|f(x, y)− f(x+ 1, y)|+ |f(x, y)− f(x, y + 1)|
)
/d′∞
crite`res exponentiels Pour e´viter les inconve´nients pose´s par les crite`res line´aires
qui ont un grand intervalle de valeurs pour lesquelles ils sont inde´cis, nous pro-
posons de passer le crite`re comme argument d’une fonction exponentielle de la
manie`re suivante : e−αC ou` C est le crite`re normalise´. Le choix du coefficient α
influence le comportement de ce nouveau crite`re. Plus α est grand, plus la courbe
sera incurve´e et le comportement du crite`re se rapproche d’un crite`re avec seuil ;
pour un α petit la courbe sera presque droite et on retrouve le comportement d’un
crite`re line´aire. La figure 5.9 donne des exemples avec diffe´rentes valeurs de α pour
8Cette relation est e´quivalente a` l’ope´rateur gradient de´fini par L.G. Roberts [Rob65] a` l’aide
de masques de convolution 2× 2.
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Fig. 5.9 – Influence du coefficient α sur le comportement d’un crite`re exponentiel.
un crite`re base´ sur la distance normalise´e entre deux niveaux de gris9.
On remarquera qu’une tel crite`re ne peut jamais prendre la valeur 0. En par-
ticulier pour une distance d(c1, c2) = 1, le crite`re classique re´pondrait 0, ici nous
obtenons la valeur e−α. Contrairement a` la me´thode pre´ce´dente, un tel crite`re ne
peut a` lui seul interdire la fusion de deux re´gions. On appelle cette valeur la capa-
cite´ de veto du crite`re exponentiel. Cette capacite´ de veto est la valeur que doivent
contrecarrer les autres crite`res pour provoquer une fusion. Plus cette valeur est
petite, plus c’est difficile. Ainsi un crite`re exponentiel ayant une capacite´ de veto
de 0 ne pourra pas eˆtre contrecarre´ dans les situations ou` il renvoie cette valeur.
La fusion des deux re´gions sera alors impossible.
5.4 Conclusion et perspectives
Nous avons donne´ dans ce chapitre deux algorithmes line´aires de segmenta-
tions en re´gions. Ces algorithmes ont la particularite´ de permettre une coope´ration
re´gion-contour aise´e. De plus ils re´alisent un e´tiquetage des composantes connexes.
9Rappel : la distance normalise´ est alors : |c1 − c2|/256.
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C’est a` notre connaissance les seuls algorithmes ayant toutes ces fonctionnalite´s
re´unies et s’exe´cutant en une seule passe sur l’image. D’ailleurs la complexite´
the´orique se traduit par une vitesse d’exe´cution relativement grande comme on
peut le voir dans la table des temps donne´e a` la section 5.5. De plus les re´sultats
obtenus en segmentation sont comparables a` ceux que l’on peut voir habituellement
dans les livres ou articles (voir par exemple [HM93, HS92, BB92, AB94, Vei94]). Le
lecteur pourra juger de lui-meˆme, nous donnons plusieurs exemples a` la section 5.5.
L’e´tiquetage des composantes connexes, et la relation privile´gie´e qu’offre la
structure d’ensembles disjoints entre les e´le´ments (ici un pixel) et les ensembles
auxquels ils appartiennent (les re´gions dans notre cas), peuvent eˆtre tre`s utiles
pour la re´alisation d’autres algorithmes. Ainsi comme on l’a vu au chapitre 4, cela
nous a permis de mettre au point un algorithme line´aire d’extraction du graphe des
frontie`res (une vision diffe´rente du graphe d’adjacence). Ces algorithmes offrent de
plus des perspectives inte´ressantes. Nous pre´sentons par exemple la paralle´lisation
de MergeSquare a` la section 5.4.1 et la mise en correspondance de deux images
segmente´es a` la section 5.4.2. On pourra e´galement se reporter a` [d’A94] pour une
version paralle`le de l’algorithme ScanLine.
5.4.1 paralle´lisation de MergeSquare
L’efficacite´ de l’algorithme MergeSquare pourrait eˆtre grandement augmente´e
si on le paralle´lisait. De la de´finition de l’algorithme on en de´duit facilement la
proposition suivante :
Proposition 5.5 MergeSquare peut eˆtre implante´ efficacement sur une PRAM10
avec p < 2k processeurs avec une complexite´ de O(22k/p) pour un bitmap de taille
2k × 2k.
Pour implanter MergeSquare de manie`re efficace, il est important
1. de ne pas avoir a` copier les donne´es pour un appel re´cursif,
2. qu’une routine a` un niveau infe´rieur de la re´cursivite´ n’ait pas a` se pre´occuper
de la taille globale des donne´es,
10machine paralle`le a` acce`s ale´atoire : c’est une machine compose´e de plusieurs proces-
seurs se´quentiels ordinaires disposant d’une me´moire globale partage´e et pouvant y acce´der en
paralle`le.
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v[15]
A[0, 1]A[1, 0] A[2, 3]A[3, 2]A[3, 3]
v[0] v[1]
v[2] v[3]
v[4] v[5]
v[6] v[7]
v[8] v[9]
v[10] v[11]
v[12] v[13]
v[14]
A[0, 0]
Fig. 5.10 – Une line´arisation ade´quate de la me´moire.
3. que la matrice soit line´arise´e en me´moire de telle sorte que chaque appel
trouve ses donne´es regroupe´es en une seule partie de la me´moire.
Alors tous les appels re´cursifs pourront s’exe´cuter de manie`re totalement inde´pendante
les uns des autres. Cela peut eˆtre re´alise´ graˆce a` une de´finition re´cursive en arbre
quaternaire de la matrice, c’est a` dire en plac¸ant en me´moire d’abord la partie
NE, puis NO, etc... (voir plus haut (section 5.2.2.2)la de´finition de NE, NO, ...).
Un pixel (i, j), tel que les repre´sentations binaires de i et j sont respectivement
ik−1 . . . i0 et jk−1 . . . j0, sera alors place´ a` la position ik−1jk−1 . . . i0j0. Autrement dit,
l’index de la position dans la me´moire d’un e´le´ment particulier (i, j) de la matrice
est donne´ en alternant les bits de i et j. Ainsi, une matrice 4× 4 sera line´arise´e en
un vecteur de longueur 16 (voir figure 5.10) et on placera, par exemple, l’e´le´ment
(2, 2), soit (10, 10) en binaire, de la matrice, a` la place a` la position 12, soit 1100
en binaire, du vecteur me´moire.
Cette line´arisation particulie`re de la matrice s’apparente aux arbres quater-
naires line´aire [Sam84] et plus particulie`rement a` la construction d’un quad-tree
par un parcours de Peano [CP95].
5.4.2 mise en correspondances de deux images segmente´es
Ici nous supposons que nous avons re´alise´ deux segmentations diffe´rentes, par
exemple avec nos deux algorithmes, d’une meˆme image. Nous voulons maintenant
faire une synthe`se de ces deux segmentations. Pour cela nous allons mettre en cor-
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respondance les re´gions de chaque segmentation ayant des pixels en commun. C’est
aise´ment re´alisable si les segmentations ont e´te´ re´alise´es avec nos algorithmes. En
effet nous be´ne´ficions de l’e´tiquetage des composantes connexes, et en parcourant
chaque image en paralle`le on peut construire une liste de paires de re´gions ou`
chaque paire indique que les deux re´gions sont couvertes par un meˆme pixel. Il
faut maintenant collecter ces donne´es, en regrouper toutes les paires identiques en
un triplet contenant l’identification des deux re´gions, et le nombre d’occurrences
de la paire correspondante. On pourra alors traiter ces donne´es pour ame´liorer
une des deux segmentations. Par exemple on pourra forcer le regroupement de
deux re´gions de la premie`re segmentation si les triplets nous indiquent que ces
deux re´gions sont pratiquement entie`rement couvertes par une seule re´gion de la
deuxie`me segmentation.
Qu’en est-il de la complexite´ d’un tel processus de traitement ? On sait de´ja`
que les deux segmentations et l’e´tiquetage des composantes connexes peuvent eˆtre
re´alise´s en temps line´aire. Reste la collecte des donne´es. On l’a vu, l’obtention de
toutes les paires peut se faire en un balayage de chaque image segmente´e, donc
toujours en temps line´aire. Reste a` regrouper ces paires. Pour cela il suffit de
les trier et de parcourir la liste trie´e afin de regrouper les diffe´rentes occurrences
de chaque paire. On choisira ici d’effectuer un tri par base (voir par exemple
[CLR90]11). La complexite´ sera alors en O(k +m) ou` k est le nombre de clefs (ici
le nombre de re´gions) pour les tris par de´nombrement ne´cessaires pour le tri par
base, et m le nombre de paires a` trier (ici le nombre n de pixels). Le nombre de
re´gions e´tant au plus e´gal au nombre de pixels (bien que dans ce cas on ne puisse
pas dire que la segmentation ait eu un quelconque effet), on obtient finalement
une complexite´ en O(n). La collecte s’effectue e´galement en O(n) puisqu’il faut
parcourir la liste de toutes les paires. Au total tout ce processus s’exe´cutera donc
en un temps line´aire.
5.5 Pre´sentation de quelques re´sultats
La complexite´ the´orique s’est ve´rifie´e dans la pratique au niveau des temps
d’exe´cution. En effet, nous avons implante´ ScanLine et MergeSquare en C++, sans
11Une traduction en franc¸ais est disponible : [CLR94].
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optimisations particulie`res autre que celles fournies par les options du compilateur,
et nous obtenons, sur une Sun Sparc 5, les temps de calcul donne´s par le tableau :
image 256× 256 512× 512 705× 576
initialisation : 0.12s 0.68s 0.71
algorithme : 0.56s 3.76s 4.58s
algo/pixel : 8.54µs 14.3µs 11.2µs
Ce qui revient a` un temps d’exe´cution de 10 a` 15µsec par pixel, soit pratiquement
du temps re´el.
D’autre part nous avons mis en place la me´thode de crite`re unifie´ a` l’aide de
ces meˆmes algorithmes. Voici quelques re´sultats obtenus...
La figure 5.11 montre l’image « Lena » segmente´e en re´gions par l’algorithme
ScanLine, les crite`res utilise´s sont des crite`res line´aires de distance sur les pixels
et les re´gions.
Un exemple de re´sultat obtenu par l’algorithme MergeSquare est donne´ a` la
figure 5.12. On peut voir que le de´coupage en arbre quaternaire pour traiter l’image
fait apparaitre des frontie`res artificielles rectilignes. Il faudrait appliquer un post-
traitement cherchant a` enlever ces lignes.
A` la figure 5.13.c on peut voir un exemple de coope´ration re´gions-contours uti-
lisant notre de´tecteur de contours interpixel. Ceci n’est qu’une premie`re approche,
en effet lors de l’algorithme, a` chaque examen d’une paire de pixels, nous regar-
dons le lignel se´parant les deux pixels ; or il faudrait e´galement tenir compte des
autres lignels le long de la frontie`re. La prise en compte d’un tel crite`re ne peut
pas se faire sans pre´caution, sinon on risque de perdre la complexite´ line´aire de nos
algorithmes, et donc perdre en performance. Les crite`res utilise´s dans cette figure
sont :
1. Le crite`re line´aire de distance, c’est a` dire (1− d(R1, R2)/255) ou` d(R1, R2)
est la valeur absolue de la diffe´rence des niveaux de gris moyens des deux
re´gions concerne´es.
2. Un crite`re boole´en e´gal a` 0 si le lignel entre les pixels est un contour, e´gal a`
1 sinon.
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L’image 5.13.b a e´te´ segmente´e en utilisant le meˆme crite`re global et, comme
crite`re local, le crite`re line´aire de distance, mais cette fois-ci sur le niveau de gris
des pixels.
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Fig. 5.11 – Lena segmente´e en re´gions par ScanLine.
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Fig. 5.12 – Image segmente´e par MergeSquare.
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a. image originale b. crite`re de distance c. contours et distance
Fig. 5.13 – Segmentation par coope´ration regions-contours.
Chapitre 6
De´tection de contours
Le but des de´tecteurs de contours est de de´tecter dans l’image les points de
contour, les frontie`res entre les objets. Ce sont souvent des techniques issues du
domaine du traitement du signal. L’hypothe`se faite est que l’image est un signal
e´chantillonne´ bruite´. On calcule alors ces variations sur les points d’e´chantillonnage
que sont les pixels. La de´marche semble naturelle, mais qu’est-ce qu’un contour, une
frontie`re dans l’image ? Intuitivement on pourrait dire qu’une frontie`re apparaˆıt
entre deux pixels quand la diffe´rence de leur intensite´ lumineuse est significative1.
Elle devrait donc eˆtre localise´e a` l’interpixel et non pas sur les pixels. D’autre part
si l’on conside`re qu’une ligne de pixels forme une areˆte, alors comment repre´senter
un objet d’un pixel d’e´paisseur ? C’est pourquoi il nous a semble´ important de
mettre au point un de´tecteur de contours en interpixel.
6.1 Mode`le ge´ne´ral des de´tecteurs de contours.
Apre`s un bref rappel sur la formation d’une image discre`te nous pre´senterons
le principe de fonctionnement d’un de´tecteur de contour. Nous exposerons ensuite
les proprie´te´s principales d’une cate´gorie particulie`re de filtres : les filtres line´aires
se´parables. En effet nous nous inte´resserons plus particulie`rement aux de´tecteurs
1La notion de diffe´rence significative est de´pendante de la distribution des niveaux de gris
dans l’image. C’est un des proble`mes des de´tecteurs qui finalement essayent de repe´rer toute
diffe´rence maximale localement, puis laissent le soin de «nettoyer l’image» a` une e´tape ulte´rieure
de filtrage.
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b. Fonction creˆte
∆x
∆y
a. Fonction peigne de Dirac
Fig. 6.1 – Fonctions d’e´chantillonage
base´s sur ces types de filtres. Nous ferons alors un bref rappel sur les plus classiques
des de´tecteurs avant de pre´senter notre de´tecteur interpixel. Puis nous montrerons,
toujours dans le cadre de la se´paration entre information et affichage, une extension
de nos re´sultats a` la de´finition d’un de´tecteur subpixel. Nous en profiterons alors
pour pre´senter cette nouvelle notion ainsi que les principaux travaux existant de´ja`.
6.1.1 naissance d’une image discre`te
L’objectif ici est de transformer une image en une information exploitable par
un syste`me de vision par ordinateur. Cette information sera repre´sente´e sous la
forme d’une image nume´rique. Pour cela on dispose d’un capteur capable de trans-
former l’intensite´ lumineuse qu’il rec¸oit en un signal analogique. Ce signal est
ensuite e´chantillonne´ en temps et en fre´quences afin de donner l’image nume´rique
recherche´e. The´oriquement l’e´chantillonnage consiste a` multiplier le signal analo-
gique par une fonction peigne de Dirac δ(x, y) (voir figure 6.1.a). En fait le principe
de fonctionnement des capteurs CCD fait que le signal obtenu est de´ja` le re´sultat
d’un premier e´chantillonnage ou` chaque valeur correspond a` l’inte´gration de la
quantite´ lumineuse rec¸ue sur une surface de dimension dx×dy. Cet e´chantillonnage
est repre´sente´ par la fonction creˆte
∏
dx
2
, dy
2
(x, y) pre´sente´e a` la figure 6.1.b. Une
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I × f
δ(x, y)bruit
I(x, y)
capteur
I(x, y)
e´chantillonage
Fig. 6.2 – Un mode`le d’acquisition d’images
fois e´chantillonne´, le signal est quantifie´ afin par exemple de ramener les valeurs
dans un intervalle [0, 255].
Tout au long de ce processus de formation de l’image discre`te se produisent des
de´gradations dues aux bruits du capteur (bruit intrinse`que), de la nature corpus-
culaire de la lumie`re (bruit extrinse`que), de la quantification et de l’optique dont
nous n’avons pas parle´ ici. Nous ne de´velopperons pas ces aspects de l’acquisition,
ni les aspects photome´triques de la lumie`re. Le lecteur inte´resse´ pourra se reporter
par exemple a` [Tab94, GW87] ou pour les aspects relatif aux filtres digitaux et au
traitement du signal nume´rique a` [Jac89, EV92].
Un syste`me de vision et d’acquisition complet serait complexe a` repre´senter
car il met en jeu de nombreux proce´de´s et fait intervenir de nombreux parame`tres.
Nous adopterons finalement le mode`le simplifie´ d’acquisition pre´sente´ a` la figure 6.2
ou` f symbolise la fonction d’acquisition du capteur. Elle peut d’ailleurs eˆtre vue
comme le re´sultat de la convolution de la fonction peigne (voir figure 6.1) par la
re´ponse impulsionnelle h du capteur : f = h ∗ δ.
6.1.2 sche´ma de fonctionnement d’un de´tecteur de contour
Dans la section 3.1 nous avons pre´sente´ un point de contour comme une
diffe´rence significative de l’intensite´ lumineuse. Dans notre mode`le ou` l’image
nume´rique est le re´sultat de la discre´tisation de la fonction If = I×f cela revient a`
repe´rer les brusques variations de cette fonction. Il y a plusieurs types de variations
auxquels correspondent plusieurs types de contours (voir figure 6.3). Nous nous
120 De´tection de contours
creˆtemarche rampe toit
Fig. 6.3 – Diffe´rents types de contours
inte´resserons principalement aux contours de type marche. E´tant donne´ que nous
avons une approche interpixel et que nous voulons e´galement obtenir en de´finitive
une description de l’image en terme de re´gions, les autres types de contours tels
que les lignes (creˆte et toit) ne font pas partie de nos pre´occupations. En effet une
ligne sera pour nous une re´gion fine avec deux frontie`res que nous pouvons alors
conside´rer comme un contour de type marche2.
Pour repe´rer les variations de la fonction If , il suffit de repe´rer les points
d’inflexion, c’est a` dire les maximaux de la de´rive´e premie`re (approche du type
gradient) ou les passages a` ze´ro de la de´rive´e seconde (approche laplacien)3. On
appelle ope´rateur du premier ordre les de´tecteurs travaillant a` partir des de´rive´es
partielles premie`res, et ope´rateur du second ordre ceux travaillant a` partir des
de´rive´es partielles secondes. Pratiquement ces deux types d’ope´rateurs fournissent
des re´sultats proches. En fait, the´oriquement en 1D, les contours obtenus seront
les meˆmes. Mais en 2D il n’en est pas de meˆme. Ainsi on remarquera par exemple
qu’un ope´rateur du second ordre fournira des contours ferme´s. Par contre il sera
tre`s sensible au bruit et fournira alors beaucoup de faux contours. Pour de´tecter
les contours du type marche on utilisera essentiellement les deux types d’ope´rateur
(directionnels ou non directionnels) suivants :
– l’ope´rateur directionnel du premier ordre, c’est a` dire le vecteur gradient
calcule´ en chaque point de l’image :
~∇I =t (∂If (x, y)
∂x
,
∂If (x, y)
∂y
) note´ ~∇I =t (Ix, Iy)
2L’application d’un filtre de lissage peut mettre en de´faut cette hypothe`se, la quantite´ de
signal exprimant la valeur haute de la marche e´tant nettement moins importante que la quantite´
basse.
3On remarquera que l’approche gradient consiste en fait a` de´terminer les passages par ze´ro
de la de´rive´e seconde dans la direction du gradient. Ce qui est diffe´rent des passages par ze´ro du
laplacien.
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θ
~∇I(x, y)
x
Fig. 6.4 – Direction θ du gradient en un point d’une image.
On calculera e´galement le module ||~∇I|| de ce vecteur afin de connaˆıtre
«la force» du contour. Ce module pourra eˆtre calcule´ par exemple des deux
manie`res suivantes : √
Ix
2 + Iy
2 et |Ix|+ |Iy|
En fait on utilisera ge´ne´ralement la premie`re formulation car c’est la plus
simple pour laquelle le module est invariant par rotation. La direction du
vecteur gradient est normale par rapport au contour. On peut donc obtenir
la direction θ du contour (voir figure 6.4 par le calcul suivant :
θ = arctan(
∂If (x, y)
∂y
/
∂If (x, y)
∂x
)
– l’ope´rateur non-directionnel du second ordre. Par exemple le laplacien dont
les valeurs a` ze´ro donnent les points de contour. En chaque point de l’image
on calculera la valeur suivante :
52If (x, y) =
∂I2f (x, y)
∂x2
+
∂I2f (x, y)
∂y2
Cet ope´rateur est e´galement invariant par rotation.
On appelle cette e´tape d’application d’un tel ope´rateur, la diffe´rentiation de l’image.
On a pu voir dans la section 6.1.1 qu’une image discre`te contenait toujours
du bruit inhe´rent au proce´de´ d’acquisition. Afin d’en re´duire la quantite´ pre´sente
dans l’image, meˆme dans le cas de l’utilisation d’un ope´rateur du premier ordre,
on va donc pre´ce´der la recherche des discontinuite´s par une e´tape de filtrage. Les
proce´de´s modernes se rame`nent a` la de´termination d’un filtr de lissage ; l’e´tape de
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image originale contours avec lissage contours avec lissage
a` haute e´chelle a` faible e´chelle
Fig. 6.5 – Effet du lissage a` diffe´rentes e´chelles sur la de´tection de contours
diffe´rentiation consistant alors en l’application de la de´rive´e du filtre de lissage (voir
plus loin a` la section 6.2.2). Ces filtres seront construits sur l’hypothe`se d’un bruit
blanc gaussien4. On pourra voir un filtre comme une fonction fα ou` α est l’e´chelle
du filtre. A` haute e´chelle, l’image sera fortement lisse´e et la de´tection des contours
sera bonne (forte probabilite´ de marquer un vrai contour et faible probabilite´ de
marquer un faux contour) mais la localisation sera mauvaise. Inversement a` faible
e´chelle la localisation sera bonne mais la de´tection mauvaise car l’image contiendra
trop de de´tails. La figure 6.5 pre´sente des contours de´tecte´s par le filtre de Deriche
(voir section 6.2.2.3) avec seuillage par hyste´re´sis (voir plus loin les explications
concernant ce type de seuillage) a` haute et basse e´chelle. L’inconve´nient majeur
du lissage est, comme on peut le voir sur les images de la figure 6.5, l’e´limination
et le de´placement5 de certains contours, ainsi que la cre´ation de faux contours. Les
variations d’un signal a` diffe´rents lissages peuvent eˆtre repre´sente´es graˆce a` l’espace
e´chelle. Dans le cas monodimensionnel, il de´crit un plan x− α ou` α correspond a`
l’e´chelle de lissage et x de´crit la valeur du signal correspondant. Le lecteur inte´resse´
pourra se reporter par exemple a` [Wit83, SMCM91]. Pour palier ces variations, A.
Rosenfeld a le premier propose´ d’utiliser diffe´rentes tailles de filtres et de combiner
4Ce qui est faux dans la plupart des cas re´els.
5De´placement des contours du bras de la lampe sur la figure 6.5, par exemple
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Image lisse´eImage Contours Image finaleLissage CorrectionDiffe´rentiation
Fig. 6.6 – Sche´ma de fonctionnement d’un de´tecteur de contours.
les re´sultats obtenus [RT71]. Sur ce principe s’est de´veloppe´e une classe particulie`re
de filtres appele´s de´tecteur multi-e´chelle. On citera par exemple les travaux de
[Zio91, LJ92, Tab94]. Des me´thodes d’extraction multi-e´chelle de re´gions ont meˆme
e´te´ propose´es (voir par exemple [BA89]). On voit donc a` travers ces travaux que
le choix de l’e´chelle est primordial.
Il existe deux sortes de filtres, les filtres line´aires et les non-line´aires. L’avan-
tage d’un filtre line´aire est qu’il est caracte´rise´ par sa re´ponse impulsionnelle.
L’ope´ration de filtrage se traduit alors de manie`re analytique par un produit de
convolution, dans le cas discret :
If = I ∗ fα =
+K/2∑
t=−K/2
I(x− t)fα(t)
ou` K est la largeur du filtre. Le sche´ma de fonctionnement d’un de´tecteur de
contour peut donc eˆtre repre´sente´ par la figure 6.6. Le principal inconve´nient des
filtres line´aires est que la re´duction du bruit entraˆıne un e´talement des transitions
du signal. Les filtres non-line´aires n’ont pas cet inconve´nient, par contre ils in-
troduisent ge´ne´ralement des modifications irre´versibles de l’image. De plus pour
la plupart d’entre eux, les pixels ne contribuent pas de la meˆme fac¸on au lissage.
Cette contribution de´pendra de sa position spatiale dans l’image.
On remarquera que sur le sche´ma de la figure 6.6 re´side une e´tape supple´mentaire
dont nous n’avons pas encore parle´ : la correction. En fait cette e´tape n’est pas
toujours pre´sente. En pratique elle s’exprimera par un dernier filtrage de l’image.
En fait elle consiste a` essayer d’augmenter une dernie`re fois le rapport signal/bruit
en e´liminant si possible les faux contours de´tecte´s. On pourra e´galement essayer
de supprimer les « trous » dans les contours par un algorithme de fermeture des
contours. Ce dernier type de correction n’est pas couramment utilise´ alors que le
filtrage de l’image lui est syste´matiquement fait. Ainsi par exemple dans le cas
d’un de´tecteur base´ sur un ope´rateur du premier ordre, on peut le faire d’une
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manie`re simple en supprimant tous les contours dont le module du gradient est
infe´rieur a` une certaine valeur. Un seuillage plus performant est e´galement utilise´ :
le seuillage par hyste´re´sis. Il consiste a` garder tous les contours au-dessus d’un
seuil haut, et tous ceux dont la valeur du module est supe´rieure a` un seuil bas
tout en e´tant connexes6 a` un contour dont la valeur du gradient est supe´rieure au
seuil haut. C’est ce type de seuillage que nous utiliserons. Le sujet de cette the`se
n’e´tant pas centre´ sur la de´tection de contours, nous avons choisi de travailler a`
partir d’un type particulier de de´tecteurs a` cause des avantages qu’ils pre´sentent
(voir section 6.1.3) : ceux e´tablis a` partir d’un filtre line´aire se´parable.
6.1.3 les filtres line´aires se´parables
Nous avons de´ja` pre´sente´ les filtres line´aires ci-avant. Pour un filtre a` deux
variables x et y, la proprie´te´ de se´parabilite´ indique que l’on peut de´composer le
filtre en produit de deux filtres suivant chaque direction x et y, inde´pendantes
l’une de l’autre. Ainsi le filtre f pourra s’e´crire f(x, y) = fx(x)fy(y). Les avantages
de ce type de filtres sont multiples :
– re´duction du temps de calcul : une convolution par un filtre de largeurK s’ef-
fectuait en O(K2) ope´rations, alors que pour un filtre se´parable elle s’effectue
en O(K) ope´rations ;
– ge´ne´ralisation imme´diate a` une dimension quelconque ;
De plus, certains, comme les filtres exponentiels, permettent une implantation
re´cursive de l’ope´ration de filtrage7.
Il faut faire attention avec les filtres se´parables car ils sont souvent anisotro-
piques8 selon les directions x et y. En fait le filtre gaussien est l’un des rares filtres
line´aires se´parables isotropes. C’est a` partir de l’approximation propose´e par R,
Deriche (voir section 6.2.2.3) que nous avons mis au point notre de´tecteur inter-
pixel.
6Ici connexe s’entend par suite de pixels deux a` deux adjacents, c’est a` dire ayant un cote´ ou
un sommet en commun.
7Le filtrage re´cursif est une technique bien connue en traitement du signal. Pour plus d’infor-
mation le lecteur inte´resse´ pourra se re´fe´rer a` [HM93, Der87] par exemple.
8Anisotrope : se dit d’un corps, d’un objet dont les proprie´te´s diffe`rent suivant la direction
conside´re´es.
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Fig. 6.7 – Sche´ma ge´ne´ral du calcul des valeurs du gradient des points d’une image.
Regardons maintenant de manie`re analytique que devient notre sche´ma de fonc-
tionnement des de´tecteurs de contours pour les de´tecteurs a` base de filtre line´aire
se´parable, et plus particulie`rement les e´tapes de filtrage et de diffe´rentiation. Nous
rappelons que l’e´tape de filtrage consiste a` convoluer l’image par notre fonction f
de filtrage. Dans le cas qui nous inte´resse nous obtenons :
If = I ∗ f(x, y) = I ∗ (fx(x)fy(y)) = I ∗ fx(x) ∗ fy(y)
I e´tant l’image initiale, If l’image filtre´e et fx, fy les re´ponses impulsionnelles
du filtre f selon les directions x et y. Pour re´aliser l’e´tape de diffe´rentiation, il
suffit de calculer les de´rive´es partielles selon x et y de l’expression pre´ce´dente :
∂I
∂x
(x, y) =
∂
∂x
(
I ∗ fx(x) ∗ fy(y)
)
= I ∗ f ′x(x) ∗ fy(y)
∂I
∂y
(x, y) =
∂
∂y
(
I ∗ fx(x) ∗ fy(y)
)
= I ∗ fx(x) ∗ f ′y(y)
Dans le cas de filtres line´aires, l’ope´ration de convolution e´tant commutative
on pourra retenir comme sche´ma ge´ne´ral du calcul des valeurs du gradient d’une
image, celui pre´sente´ a` la figure 6.7. Ce sche´ma de calcul nous permet donc d’ob-
tenir la valeur du module du gradient en chaque point de l’image. Nous pouvons
e´galement de´terminer en chaque point a` l’aide des valeurs des de´rive´es partielles
qui ont e´te´ calcule´es, la direction du vecteur gradient, c’est a` dire la normale a`
la direction du contour. Il ne faut pas oublier que l’utilisation d’un ope´rateur du
premier ordre ne´cessite une e´tape supple´mentatire de suppression des non maxima
locaux du gradient afin d’avoir des contours d’e´paisseur unite´. En chaque point
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nous regardons les deux voisins les plus proches dans la direction du gradient9,
le point conside´re´ est marque´ comme point de contour potentiel si la valeur du
module du gradient en ce point est supe´rieure a` celle de ces deux voisins. Il ne
reste alors plus qu’a` appliquer un seuillage par hyste´re´sis pour re´aliser l’e´tape de
correction. Les filtres pre´sente´s a` la section 6.2.2 pourront eˆtre implante´s suivant
ce sche´ma.
Afin de familiariser le lecteur aux techniques de de´tection de contour, nous
pre´sentons maintenant un bref aperc¸u de certains de´tecteurs parmi les plus connus
ou utilise´s.
6.2 Exemples de de´tecteurs classiques.
Les travaux en de´tections de contours e´tant nombreux, il n’est pas possible
dans le cadre de cette the`se de tous les recenser. Nous pre´senterons donc seule-
ment, dans un premier temps les premiers de´tecteurs de contours apparus dans
les anne´es soixante, puis ensuite les de´tecteurs «modernes» fonctionnant sur le
sche´ma pre´ce´dent, notamment les plus ce´le`bres, et les plus utilise´s : le filtre de
Shen-Castan, puis respectivement Canny et Deriche.
6.2.1 premie`re approche
Les filtres pre´sente´s ici sont ce que l’on pourrait appeler des filtres informels. Ils
ont tous pour but de de´tecter des contours de type marche et sont tous base´s sur
le meˆme principe : une approximation des de´rive´es partielles. En effet conside´rons
l’approximation suivante :
∂I(x, y)
∂x
= I(x, y)− I(x− 1, y) et ∂I(x, y)
∂y
= I(x, y)− I(x, y − 1)
On obtient alors les vecteurs suivants :
Gx = [1 -1] et Gy =
[
1
-1
]
A` partir de la` L.G. Roberts [Rob65] fut le premier a` proposer des masques de
9En pratique on approximera la direction a` l’une des huit possibles dans un quadrillage carre´,
c’est a` dire 0, 45, 90, 135, 180, 225, 270, 315 et 360 degre´s.
6.2 Exemples de de´tecteurs classiques. 127
convolution pour approximer le calcul du module du gradient par G =
√
G2x +G
2
x
ou` Gx et Gy sont les valeurs calcule´es a` l’aide des masques de convolution suivants :
Gx =
[
-1 0
0 1
]
et Gy =
[
0 -1
1 0
]
Sur le meˆme principe, J. Prewitt [Pre70] a propose´ des masques de taille impaire
afin de ramener les valeurs de gradients calcule´s sur les pixels, facilitant ainsi le
traitement :
Gx =
 -1 0 1-1 0 1
-1 0 1
 et Gy =
 -1 -1 -10 0 0
1 1 1

On citera e´galement I.E. Sobel [Sob70] qui proposa les masques :
Gx =
 -1 0 1-2 0 2
-1 0 1
 et Gy =
 -1 -2 -10 0 0
1 2 1

L’ope´rateur suivant [BB82] permet d’approximer le laplacien : 0 1 01 -4 1
0 1 0

Sur le meˆme mode`le il existe de nombreux autres de´tecteurs avec notamment
des masques de convolution plus grands. En effet ce type de de´tecteur est tre`s
de´pendant de la taille du masque ; l’augmenter signifie souvent augmenter la qua-
lite´ des re´sultats obtenus car le re´sultat est alors moins de´pendant du bruit. Mais
cela revient aussi a` augmenter le nombre d’ope´rations a` effectuer et donc augmen-
ter les temps de calcul. De plus tous ces de´tecteurs se limitent a` une phase de
diffe´rentiation et sont tre`s sensibles au bruit. C’est pourquoi une e´tape de lissage
a e´te´ introduite. Les filtres que nous pre´sentons dans la section suivante proce`dent
tous suivant le sche´ma e´labore´ a` la section 6.1.2.
6.2.2 filtres optimaux de lissage et de de´rivation
Les de´tecteurs que nous pre´sentons ici sont dits optimaux car s’appuyant sur
le mode`le de contour de type marche, ils cherchent a` obtenir les meilleurs re´sultats
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possibles : partant du principe que l’e´tape de lissage a entraˆıne´ une perte d’in-
formation (voir section 6.1.2) il faut essayer de minimiser cette perte. L’ide´e est
donc de de´terminer des crite`res de performances et essayer de de´finir le de´tecteur
optimisant ces crite`res. Cette approche et cette mode´lisation est duˆe a` J. Canny
[Can86].
6.2.2.1 Canny [Can86]
Pour J. Canny, les crite`res a` optimiser sont l’exhaustivite´ de la de´tection et
l’exactitude de la localisation. Il a montre´ [Can86] que le filtre 1D re´pondant a`
ces exigences est le re´sultat d’une combinaison line´aire de quatre exponentielles.
Il a utilise´ finalement la de´rive´e premie`re d’une gaussienne qui est une bonne
approximation de son filtre. L’implantation 2D est re´alise´e a` l’aide d’un masque
de convolution. L’inte´reˆt de ces travaux re´side dans le fait que Canny a propose´
des crite`res d’e´valuation des de´tecteurs a` partir d’un mode`le the´orique de contour.
6.2.2.2 Shen-Castan [SC86]
Pour J. Shen et S. Castan minimiser ces pertes revient a` minimiser l’e´nergie du
bruit et maximiser l’e´nergie du signal. De plus comme on va proce´der a` une e´tape
de diffe´rentiation, il faut minimiser le bruit dans la de´rive´e premie`re du filtre. La
diffe´rence de leur mode`le par rapport a` celui de J. canny, c’est qu’ils effectuent une
combinaison diffe´rente de ses crite`resde. Ils obtiennent le filtre :
s(x) = c.e−α|x| (6.1)
ou` α est l’e´chelle du filtre10 et c est une constante de normalisation calcule´e pour
avoir un maximum de la re´ponse (soit une re´ponse e´gale a` 1) en x = 0, on a alors
(en discret)
+∞∑
−∞
s(n) = 1
Ce qui nous donne :
c =
1− e−α
1 + e−α
10Plus alpha est petit plus l’e´chelle de filtrage est grande, c’est a` dire plus le lissage est fort.
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et pour le filtre de de´rivation :
s′(x) =
{
d.e−α|x| si x > 0
−d.e−α|x| si x 6 0 (6.2)
6.2.2.3 Deriche [Der87]
R. Deriche propose une solution exacte au mode`le propose´ par J. Canny ainsi
qu’une implantation. En rajoutant des contraintes il a obtenu un filtre plus perfor-
mant au sens des crite`res de J. Canny. Pour le calcul des crite`res de performance
du filtre de Deriche le lecteur inte´resse´ pourra se reporter a` [HM93]. Nous nous
contenterons ici de donner les e´quations du filtre de lissage et de de´rivation :
d(x) = C.(α|x|+ 1)e−α|x| avec C = (1− e
−α)2
1 + 2αe−α − e−2α (6.3)
d′(x) = −C ′.xe−α|x| avec C ′ = (1− exp−α)
2
e−α
(6.4)
Le lecteur pourra e´galement trouver a` l’Annexe A les e´quations de re´currence ainsi
que tous les coefficients.
C’est a` partir de ce filtre, qui posse`de de bonnes performances, que nous avons
mis au point notre de´tecteur de contour interpixel.
6.3 Un de´tecteur de contours interpixel.
Les de´tecteurs que nous avons pre´sente´s jusqu’a` pre´sent, excepte´ celui de L.G.
Roberts, localisent tous les points de contour sur les pixels. Nous allons pre´senter
dans cette section un de´tecteur interpixel, base´ sur le filtre de Deriche, localisant
les contours entre les pixels, c’est a` dire sur les lignels et les pointels, a` la diffe´rence
de L.G. Roberts dont le de´tecteur localise les contours de manie`re implicite uni-
quement sur les pointels.
6.3.1 pre´sentation pour un filtre 1D
Si l’on examine un contour de type marche, il est clair sur la figure 6.8 que
la frontie`re se situe entre les pixels et non pas sur les pixels de l’une ou l’autre
des re´gions. On remarquera par contre que les valeurs du signal discre´tise´ sont
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c. Signal discrétiséa. Image b. Signal 1D
Fig. 6.8 – Visualisation d’un contour de type marche.
b. Forme discrète.a. Forme du filtre de dérivation.
Fig. 6.9 – Sche´ma du filtre de de´rivation de Deriche.
bien suˆr elles-aussi localise´es sur les pixels. Aucune d’elles n’est donc positionne´e
exactement sur le contour. Que donne alors un de´tecteur du type de celui de R.
Deriche [Der87] ? On peut voir sur la figure 6.9 la forme du filtre de de´rivation
de R. Deriche. Si l’on applique ce filtre, ce qui revient dans le cas discret a` faire
une convolution de l’image par le filtre de de´rivation, on obtient alors deux valeurs
maximales pour la re´ponse discre`te a` ce filtre. (voir figure 6.10.a). La suppression
des non maxima locaux va donc entrainer, soit la de´tection de deux contours,
soit aucune de´tection11. De plus l’interpolation de cette re´ponse par une spline
(figure 6.10.b) montre bien que le maximum peut se situer a` l’interpixel.
La bonne localisation du contour est tre`s importante pour de plus en plus
d’applications. Ainsi, par exemple, pour des applications de reconstruction 3D, de
11Nous rapelons que la suppression des non maxima locaux consiste a` ne garder comme point
de contour que les valeurs supe´rieures a` ses deux voisines dans la direction du gradient. Ici les
deux valeurs voisines sont la pre´ce´dente et la suivante. En fontion de l’ope´rateur de comparaison
choisi (supe´rieur strictement — supe´rieur ou e´gal) on gardera soit les deux valeurs, soit aucune.
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b. Une seule valeur maximal sur la splinea. Deux valeurs maximales en discret
Fig. 6.10 – Re´ponse discre`te au filtre de de´rivation de la figure 6.9.
mesures de parame`tres sur les objets de´tecte´s, la pre´cision de la localisation du
contour va nettement influencer la qualite´ des re´sultats. En outre dans le cadre
d’une coope´ration re´gions-contours, il devient indispensable de localiser les points
de contour a` l’interpixel afin de pouvoir les faire co¨ıncider avec les frontie`res entre
les re´gions. L’application que nous donnons dans le chapitre 5 en est un exemple.
L’ide´e naturelle de notre de´tecteur interpixel est de « de´caler » le signal du filtre
du de´tecteur, ce qui revient a` modifier sa phase. En fait nous allons le de´caler de
la valeur d’un demi-pixel. On verra ensuite que cette de´marche pose des proble`mes
en 2D. On peut voir sur la figure 6.11 que nous trouvons bien alors un seul contour
et, de plus, localise´ a` la position de l’interpixel. C’est le proble`me de l’ade´quation
de la phase du filtre au signal.
Les e´quations du filtre de lissage et de de´rivation du filtre de R. Deriche sont
alors :
d1
2
(x) = C1
2
.(1 + α|x− 1
2
|)e−α|x− 12 | (6.5)
d′
1
2
(x) = −C ′
1
2
α2|x− 1
2
|e−α(x− 12 ) (6.6)
ou` C1
2
et C ′
1
2
sont des coefficients de normalisation :∫ +∞
−∞
C1
2
d1
2
(x).dx = 1 soit
+∞∑
−∞
C ′
1
2
d′
1
2
(n) = 1∫ +∞
−∞
C ′
1
2
xd′
1
2
(x).dx = −1 soit
+∞∑
−∞
C ′
1
2
(n− 1
2
)d′
1
2
(n) = −1
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réponse au filtre en interpixel
filtre de dérivation en interpixel
signal discrétisé
Fig. 6.11 – Re´ponse du filtre en interpixel.
Nous allons montrer maintenant comment mettre en œuvre un tel de´tecteur.
6.3.2 application a` une image 2D
Nous avons pre´sente´ le fonctionnement du filtre interpixel sur un signal 1D. Or
une image est un espace a` deux dimensions, nous allons donc, dans un premier
temps, montrer comment appliquer les re´sultats pre´ce´dents en 2D. Puis nous don-
nerons les diffe´rentes e´quations ne´cessaires a` l’implantation du filtre. Et enfin, nous
montrerons quelques re´sultats en essayant de mettre en e´vidence sur des images
re´elles et synthe´tiques les diffe´rences entre la de´tection de contours interpixel et la
me´thode classique.
6.3.2.1 mise en œuvre
On se rappellera que la de´tection des points de contour ne´cessite de calculer
une image gradient (voir sche´ma de fontionnement d’un de´tecteur a` la figure 6.6).
Cette image gradient ne´cessite de filtrer et de´river l’image suivant les directions
x et y (voir figure 6.7). Or l’application d’un filtre (de lissage ou de de´rivation)
en interpixel sur une image repre´sente´e par une matrice a` k colonnes et l lignes
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de´rivation interpixel en y
valeurs finales localise´es sur les pointels
valeurs d’origine localise´es sur les pixels
lissage interpixel en x
localisation sur les lignels
Fig. 6.12 – De´calage provoque´ par un lissage et une de´rivation en interpixel.
donne une image re´sultat de dimension (k− 1)× l ou k× (l− 1) selon la direction
choisie12. Donc une fois calcule´e l’image lisse´e en x par exemple, l’application d’un
filtre de de´rivation interpixel donnerait des valeurs localise´es sur les pointels et non
pas sur les lignels (voir figure 6.12).
Il faut donc combiner les deux types de filtrage afin d’obtenir une image re´sultat
ou` les valeurs sont bien des valeurs en interpixel localise´es sur les lignels. On est
de plus contraint a` calculer se´pare´ment l’image contenant les valeurs des points de
contour localise´s sur les lignels verticaux et celle contenant les valeurs des points
de contour localise´s sur les lignels horizontaux.
Le sche´ma de calcul de l’image gradient pour les lignels verticaux devient donc
celui pre´sente´ a` la figure 6.13. On de´duit aise´ment de la figure 6.13 le sche´ma de
calcul de l’image gradient des points de contour localise´s sur les lignels horizontaux.
On notera que si l’on veut e´galement les valeurs des points de contour localise´s sur
les pointels il suffit de faire un lissage et une de´rivation en interpixel.
12Une ligne de n pixels posse`de (n− 1) interpixels (voir exemple de la figure 6.11)
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lignels verticaux
||~∇I||I
lissage en y
fy
lissage interpixel en x
fx
de´rivation en y
f ′y
f ′x
de´rivation interpixel en x
Ix
Iy
p
I2x + I2y
valeurs gradient
sur les
Fig. 6.13 – Sche´ma de calcul de l’image gradient pour une localisation des points
de contours sur les lignels verticaux.
Dore´navant nous parlerons de de´tection interpixel lorsqu’il s’agira juste de´caler
la phase d’un filtre, obtenant ainsi les contours sur les lignels, et de subpixel lorsque
nous inte´grons toutes les informations, c’est a` dire les lignels, pointels et e´galement
les pixels. Ainsi nous avons une ge´ne´ralisation imme´diate de notre de´tecteur inter-
pixel a un de´tecteur subpixel en pre´cision demi-pixel.
6.3.2.2 re´sultats analytiques
Maintenant que nous avons pre´sente´ le sche´ma d’implantation du de´tecteur
interpixel, nous allons donner les e´quations permettant de le mettre en œuvre. On
trouvera dans l’annexe A les e´quations de re´currence du filtre de Deriche classique
d’apre`s [HM93].
Rappelons tout d’abord que le filtre de Deriche est un filtre se´parable, re´cursif.
Le re´sultat du filtrage sera donc la somme de deux e´quations de re´curence. Soit
la formule ge´ne´rale du filtre de lissage interpixel donne´e par l’e´quation (6.5), on
obtient les e´quations suivantes13 :
y+(n) = by+(n− 1) + cy+(n− 2) + C ′0 x(n− 1) + aC
′
0 x(n− 2) (6.7)
pour n = 1, ..., N
y−(n) = by−(n+ 1) + cy−(n+ 2) + C
′
0 x(n) + aC
′
0 x(n+ 1) (6.8)
pour n = N, ..., 1
y(n) = y+(n) + y−(n) (6.9)
pour n = 2, ..., N − 1
13Les valeurs en dehors des bornes sont mises a` 0
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avec
C0 =
(−1 + eα)2
e
α
2 (−2 + α+ 2 eα + α eα) ; C
′
0 = C0 e
−α(δ + γ) et
a =
α− 2
α+ 2
e−α ; b = 2e−α ; c = −e−2α ; δ = αeα2 ; γ = (1− α
2
)e
α
2
Le filtre de de´rivation en interpixel, dont l’e´quation 6.6 donne la formule ge´ne´rale,
sera obtenu par les e´quations de re´curence13 :
y+(n) = b y+(n− 1) + c y+(n− 2) + C ′1 x(n− 1) + aC
′
1 x(n− 2) (6.10)
pour n = 2, ..., N
y−(n) = b y−(n+ 1) + c y−(n+ 2)− C ′1 x(n)− aC
′
1 x(n+ 1) (6.11)
pour n = N − 1, ..., 1
y(n) = y+(n) + y−(n) (6.12)
pour n = 2, ..., N − 1
avec
C1 =
2 (−1 + eα)3
α2 e
α
2 (1 + 6 eα + e2α)
; C
′
1 = C1
α2
2
e−
α
2 et
a =
α− 2
α+ 2
e−α ; b = 2e−α ; c = −e−2α
Remarque : L’annexe B donne le de´tail des calculs pour l’obtention des e´quations
de re´currence (6.7), (6.8), (6.10), (6.11).
6.3.2.3 pre´sentation de quelques re´sultats
Nous pre´sentons dans un premier temps une e´tude compare´e de la pre´cision
de notre de´tecteur en pre´cision demi-pixel sur un mode`le de contour circulaire. La
me´thode de ge´ne´ration de l’image de synthe`se du disque, ainsi que des exemples
d’images obtenues par cette me´thode sont donne´es a` l’annexe D. Dans un deuxie`me
temps nous pre´sentons une se´rie d’images re´sultats.
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Nous donnons ici une se´rie de courbes pre´sentant l’erreur, en pourcentage,
trouve´e sur la surface du cercle14. Chaque courbe est relative a` un cercle d’un rayon
donne´, et donne les re´sultats pour le de´tecteur en pre´cision pixel et interpixel en
fonction du bruit blanc gaussien introduit dans l’image. L’amplitude du signal est
de 72 (diffe´rence des niveaux de gris entre le fond et le cercle). La quantite´ de bruit
est donne´e en fonction de sa variance σ.
σ8
9
11
13
14
10
0 5 10 15 20
erreur
(en %)
pre´cision pixel
pre´cision interpixel
12
Fig. 6.14 – Cercle de rayon 20
On remarque que les deux de´tecteurs, en pre´cision pixel et demi-pixel, re´agissent
de la meˆme manie`re aux variations de la variance du bruit. Par contre on obtient
syste´matiquement une meilleure pre´cision en interpixel qu’en pixel. Le contour
e´tant celui d’un mode`le de type marche, cela conforte l’ide´e que pour un tel mode`le
de contour il faut travailler en interpixel. On remarquera e´galement que plus le
cercle est grand, plus l’e´cart entre les deux de´tecteurs se re´duit. En effet la pente
du contour a une amplitude de l’ordre de 1 a` 3 pixels, donc plus le rayon est grand
moins les variations de localisation du contour a` l’inte´rieur de cette amplitude
influencent le calcul de la surface.
Nous avons compare´ notre de´tecteur de contour en pre´cision demi-pixel avec le
de´tecteur de contour de Deriche sur des images synthe´tiques contenant des bandes
noires et blanches. On pourra remarquer sur la figure 6.18 que pour des bandes
14Le type de cercle utilise´ correspond a` celui de rayon 40 donne´ en exemple a` l’annexe D.
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Fig. 6.15 – Cercle de rayon 30
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Fig. 6.16 – Cercle de rayon 40
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pre´cision interpixel
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Fig. 6.17 – Cercle de rayon 50
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des bandes
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Fig. 6.18 – comparaison entre le de´tecteur de Deriche et le de´tecteur en pre´cision
demi-pixel.
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pre´cision pixel pre´cision interpixel
Fig. 6.19 – Contours d’un cercle de rayon 60.
de 1 pixel de large le de´tecteur de Deriche ne de´tecte rien, par contre en pre´cision
demi-pixel les contours sont trouve´s. Ceci confirme les hypothe`ses the´oriques que
nous avions faites lors de la pre´sentation du filtre 1D (voir section 6.3.1). Sur les
autres images ou` les bandes font trois et cinq pixels de large, le de´tecteur classique
est fortement perturbe´ par la pre´sence de contours proches, alors que le de´tecteur
en pre´cision demi-pixel ne semble pas affecte´. On remarquera que les images en
pre´cision demi-pixel sont quatre fois plus grande, en effet le nombre de lignels,
pointels et pixels de contour est quatre fois supe´rieur a` celui des points de contour
localise´s sur les pixels.
Les images que nous pre´sentons ci-dessous ont toutes e´te´ obtenues avec un
coefficient de lissage α = 1 et, sauf spe´cification contraire, un filtrage par hyste´re´sis
a e´te´ applique´. Les images originales peuvent eˆtre vues a` l’annexe E.
La figure 6.19 pre´sente le contour d’un cercle en pre´cision pixel et interpixel.
On voit sur ces images, ramene´es a` la meˆme e´chelle, que la de´tection interpixel
est plus pre´cise et donne un cercle mieux dessine´. Remarquons que ceci paraˆıt
normal puisque, rappelons-le, une image en pre´cision demi-pixel est quatre fois
plus grande.
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avec filtrage par hyste´re´sis sans filtrage par hyste´re´sis
Fig. 6.20 – Carte des lignels de contour horizontaux et verticaux sur une image
scanner d’un craˆne.
La figure 6.20 montre deux cartes de lignels de contour. Ici les pointels de
contour n’ont pas e´te´ repre´sente´s. On obtient une image de´forme´e car a` chaque
ligne de pixels de l’image originale correspondent deux lignes de l’image des lignels,
une pour les lignels verticaux, une autre pour les lignels horizontaux (ceux de
dessous par exemple). La deuxie`me image est la meˆme que la premie`re mais sans
filtrage par hyste´re´sis.
Enfin sur la figure 6.21, on peut voir la meˆme image (image test couramment
utilise´e en analyse d’images afin que le lecteur puisse faire des comparaisons avec
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d’autres me´thodes), a` laquelle on a applique´ notre de´tecteur interpixel15 et le
de´tecteur « classique » de Deriche.
6.4 Conclusion et perspectives.
L’objectif cherche´ a e´te´ atteint : l’obtention d’un de´tecteur interpixel avec en
plus celui en pre´cision demi-pixel qui en a de´coule´. Nous montrons ainsi que l’ap-
proche interpixel ne se restreint pas a` des algorithmes de segmentation en re´gions.
De plus les re´sultats obtenus avec ce de´tecteur sont meilleurs du point de vue de
la localisation. Quant a` l’exactitude de la localisation, il faudrait faire une e´tude
du point de vue des crite`res de J. Canny.
Sur une image donne´e, les de´tecteurs interpixel et demi-pixel de´tectent mieux
les de´tails d’une image. Globalement les re´sultats ne semble donc pas « a` l’oeil
» meilleurs. L’approche ne´anmoins tre`s prometteuse. Nous poursuivons d’ailleurs
avec P. Montesinos nos recherches en ce domaine, notamment dans la mise au
point d’un de´tecteur de contour en pre´cision subpixel. Contrairement aux autres
me´thodes travaillant en subpixel [Tab94, KVW94, LE95], nous comptons proposer
un algorithme permettant de travailler a` une pre´cision fixe´e, voulue et choisie par
l’utilisateur.
L’inte´reˆt d’un de´tecteur interpixel, pour nous, re´side e´galement dans le fait que
nous allons pouvoir l’inte´grer dans un processus complet d’analyse en interpixel.
Il faut notamment a` court terme, utiliser ce de´tecteur avec nos algorithmes de
segmentation pre´sente´s au chapitre 5, afin d’avoir une coope´ration re´gions-contours
plus performante. Une premie`re approche imme´diate a e´te´ re´alise´e, elle consiste
simplement, lors du test de validite´ de la fusion de deux re´gions, a` ve´rifier s’il n’y
a pas de lignel de contour entre les deux pixels conside´re´s – pour une pre´sentation
plus de´taille´e de la me´thode se reporter au chapitre en question –, un exemple de
re´sultat sur une vue ae´rienne est donne´ a` la section 5.5. Mais il faudrait ame´liorer
cette me´thode en prenant en compte tous les lignels de contours sur la frontie`re
entre les deux re´gions. Une e´tude est en cours a` ce sujet.
15Il ne faut pas se fier a` la finesse des traits sur l’image des contours en interpixel. En effet une
image en interpixel est normalement quatre fois plus grande (il faut afficher non seulement les
pixels mais aussi les lignels et les pointels). La finesse des traits est due a` la re´duction de l’image
a` la meˆme taille que l’originale.
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Fig. 6.21 – De´tection des contours du bateau Cornouaille en pre´cision interpixel
et pixel.
Chapitre 7
Conclusion et perspectives
Nous disposons actuellement d’un mode`le cohe´rent de repre´sentation sur lequel
nous avons baˆti des algorithmes efficaces. Notre approche est originale a` double
titre. En effet aussi bien notre mode`le formel d’image, la topologie-e´toile, que nos
algorithmes de segmentation en re´gions s’appuyant sur un proble`me classique en
algorithmique combinatoire, ou que notre repre´sentation, le graphe des frontie`res,
tous ces re´sultats s’inscrivent dans le cadre d’une approche combinatoire de la
proble´matique de l’analyse bas-niveau d’images. D’autre part, contrairement aux
me´thodes habituelles, nous ne conside´rons pas l’image comme seulement un en-
semble de pixels. Nous pensons plutoˆt qu’il est important de tenir compte des
e´le´ments de bord des pixels, les lignels, pointels et autres surfels. Cette approche in-
terpixel nous a permis de proposer une topologie de´rive´e de celle de IRn et adapte´e a`
l’analyse d’images. Ce travail e´tant une the`se, nous espe´rons qu’il suscitera des dis-
cussions et de´bats qui nous permettront de valider notre approche. Les algorithmes
de segmentation que nous pre´sentons suivent cette de´marche puisque les frontie`res
des re´gions de´finies par de tels algorithmes sont naturellement situe´es a` l’inter-
pixel. Nous montrons e´galement que l’on peut toujours appliquer les me´thodes
de filtrage et de de´tections de points de contour en adaptant le de´tecteur de R.
Deriche [Der87] en pre´cision interpixel.
Nous ne pre´tendons pas avoir trouve´ une me´thode ou des algorithmes universels
de segmentation. Mais les diffe´rents re´sultats pre´sente´s dans cette the`se peuvent
s’interconnecter facilement. Ainsi nos algorithmes de segmentations favorisent la
coope´ration re´gions-contours, la structure de donne´es utilise´e est utile a` l’algo-
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rithme d’extraction du graphe, tout cet ensemble s’appuyant sur un meˆme mode`le
formel. Les principaux re´sultats obtenus dans cette the`se sont donc :
– un mode`le topologique formel de mode´lisation des images : la topologie-e´toile ;
– deux algorithmes tre`s efficaces re´alisant a` la fois une segmentation en re´gions
et un e´tiquetage des composantes connexes, permettant une coope´ration
re´gions-contours : ScanLine et MergeSquare ;
– un de´tecteur de contour interpixel et subpixel a` la pre´cision 1
2
;
– une repre´sentation combinatoire : le graphe des frontie`res.
Ces re´sultats ne sont pas une fin en eux-meˆmes, au contraire ils nous ouvrent
des perspectives inte´ressantes, a` la fois pratiques et the´oriques. Ainsi l’algorithme
ScanLine est en cours d’adaptation pour une segmentation « a` la vole´e » dans
le cadre d’une application de controˆle a` la qualite´ de fabrication du coton. Il faut
d’autre part passer a` la re´alisation de certains algorithmes pre´sente´s ici, comme
celui de la mise en correspondance de deux segmentations et celui de l’extraction
du graphe des frontie`res. Il faut e´galement continuer l’e´tude sur le graphe des
frontie`res afin de de´couvrir tout le potentiel d’une telle repre´sentation, notamment
les facilite´s de manipulation que devraient nous apporter les applications α et σ.
A` court terme il faudra e´galement de´velopper la coope´ration re´gions-contours
de nos algorithmes, ceci afin d’inte´grer la connaissance totale des contours inter-
pixels, notamment la prise en compte de la pre´sence de lignels de contour sur toute
la frontie`re se´parant les deux re´gions a` fusionner. Il serait e´galement inte´ressant
de modifier la de´finition du graphe des frontie`res afin de prendre en compte tota-
lement la topologie de l’image, c’est a` dire en mode´lisant l’adjacence stricte (voir
de´finition 3.30) et pas seulement les frontie`res entre les re´gions.
A` plus long terme nous comptons nous orienter sur le traitement des images
3D. Ceci nous invite a` de´velopper les bases formelles avec les outils des complexes
cellulaires, et notre repre´sentation en s’appuyant toujours sur les hypercartes. Un
proble`me qui nous inte´resse de´ja` est celui de la de´finition d’une surface 3D. Nous
avons e´galement commence´ a` aborder le proble`me de la segmentation 3D en met-
tant au point, avec A. Serrano [Ser95], un algorithme d’extraction des surfaces
re´gulie`res [RT71]. Enfin nous espe´rons un jour aboutir a` une application de recon-
naissance des formes utilisant l’algorithmique des graphes.
Annexe A
E´quation de re´currence du filtre
de Deriche classique.
Les e´quations donne´es ici sont extraites de [HM93].
Le filtre de lissage de Deriche est un filtre se´parable, re´cursif du second ordre.
Soit N la largeur de l’image a` filtrer1, les e´quations de re´currence sont2 :
y+(n) = a0x(n) + a1x(n− 1)− b1y+(n− 1)− b2y+(n− 2) (A.1)
pour n = 1, ..., N
y−(n) = a2x(n+ 1) + a3x(n+ 2)− b1y−(n+ 1)− b2y−(n+ 2) (A.2)
pour n = N, ..., 1
y(n) = y−(n) + y+(n) (A.3)
pour n = 1, ..., N
avec :
a0 = h ; a1 = k(α− 1)e−α ; a2 = k(α+ 1)e−α ; a3 = −ke−2α ;
b1 = −2e−α ; b2 = e−2α ; k = (1− e
−α)
1 + 2αe−α − e−2α
Le filtre de de´rivation de Deriche est un filtre se´parable, re´cursif du second
1Ceci pour un filtrage en x, pour un filtrage en y on appliquera les meˆme e´quations mais N
repre´sente alors la hauteur de l’image.
2Rappel : la formule ge´ne´rale a e´te´ donne´e a` la section 6.2.2.3 par l’e´quation 6.3.
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ordre. Les e´quations de re´currence sont3 :
y+(n) = ax(n− 1)− b1y+(n− 1)− b2y+(n− 2) (A.4)
pour n = 1, ..., N
y−(n) = ax(n+ 1)− b1y−(n+ 1)− b2y−(n+ 2) (A.5)
pour n = N, ..., 1
y(n) = y−(n) + y+(n) (A.6)
pour n = 1, ..., N
avec :
a = ce−α ; b1 = −2e−α ; b2 = e−2α ; c = (1− e
−α)
e−α
3Rappel : la formule ge´ne´rale a e´te´ donne´e a` la section 6.2.2.3 par l’e´quation 6.4.
Annexe B
Calculs pour le filtre de Deriche
en pre´cision demi-pixel.
B.1 Quelques calculs pre´liminaires.
Pour X ∈ [0, 1[
∞∑
n=0
Xn =
1
1−X
donc : ∞∑
n=1
Xn =
1
1−X − 1 =
X
1−X
∞∑
n=0
nXn =
X
( 1−X )2
∞∑
n=0
n2Xn =
X (X + 1 )
( 1−X )3
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Fig. B.1 – Fonction de lissage 1
2
pixel.
B.2 De´finition des e´quations du filtres en pre´cision
interpixel
B.2.1 lissage
De´finition continue de la fonction de lissage (voir fig B.1) :
f 1
2
,0(x) =
{
C 1
2
,0 (1 + α(x− 12))e−α(x−
1
2) pour x > 1
2
C0 (1− α(x− 12))eα(x−
1
2) pour x 6 1
2
Dans le cas discret cette fonction s’ecrit :
f0(n) =
{
C0 (1 + α(n− 12))e−α(n−
1
2) pour n > 0
C0 (1− α(n− 12))eα(n−
1
2) pour n 6 0
B.2.2 de´rivation
De´finition continue de la fonction de de´rivation (voir fig B.2) :
f1(x) =
{
−C1
(
x− 1
2
)
α2e−α(x−
1
2
) pour x > 1
2
−C1
(
x− 1
2
)
α2eα(x−
1
2
) pour x 6 1
2
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Fig. B.2 – Fonction de de´rivation 1
2
pixel.
Dans le cas discret cette fonction s’ecrit :
f1(n) =
{
−C1
(
n− 1
2
)
α2e−α(n−
1
2
) pour n > 0
−C1
(
n− 1
2
)
α2eα(n−
1
2
) pour n 6 0
B.3 Coefficient de normalisation
B.3.1 lissage
Nous allons calculer ici le coefficient C1
La fonction de lissage est normalise´e de la manie`re suivante :
∞∑
n=−∞
f1(n) = 1
Soit :
C0
[
0∑
n=−∞
(1− α(n− 1
2
))eα(n−
1
2) +
∞∑
n=1
(1 + α(n− 1
2
))e−α(n−
1
2)
]
= 1
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Pour des raisons de syme´trie :
C0
∑∞
n=1(1 + α(n− 12))e−α(n−
1
2) = 1
2
⇐⇒ C0 eα2
[
(1− α
2
)
∑∞
n=1 e
−αn + α
∑∞
n=1 ne
−αn] = 1
2
Posons : X = e−α, alors :
C0 e
α
2
[
(1− α
2
)
∞∑
n=1
Xn + α
∞∑
n=1
nXn
]
=
1
2
Or :
∞∑
n=1
Xn =
X
(1−X) =
e−α
(1− e−α) et
∞∑
n=1
nXn =
X
(1−X)2 =
e−α
(1− e−α)2
Donc :
C0 e
α
2
[
(1− α
2
)
e−α
(1− e−α) + α
e−α
(1− e−α)2
]
=
1
2
Et finalement pour le coefficient de normalisation :
C0 =
(−1 + eα)2
e
α
2 (−2 + α+ 2 eα + α eα)
B.3.2 De´rivation.
Nous allons calculer ici le coefficient C1
La fonction de de´rivation est normalise´e de manie`re a` obtenir des des de´rive´es
exactes pour des polynomes, soit
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∑∞
n=−∞(k − (n+ 12))f1(n) = 1
⇐⇒ ∑∞n=−∞ kf1(n)−∑∞n=−∞(n+ 12)f1(n) = 1
⇐⇒ ∑∞n=−∞(n+ 12)f1(n) = −1
⇐⇒ C1 α2
∑0
n=−∞(n+
1
2
)(n− 1
2
)eα(n−
1
2
)
+ C1 α
2
∑∞
n=1(n+
1
2
)(n− 1
2
)e−α(n−
1
2
) = 1
⇐⇒ C1 α2e−α2
∑0
n=−∞(n
2 − 1
4
)eαn + C1 α
2e
α
2
∑∞
n=1(n
2 − 1
4
)e−αn = 1
⇐⇒ C1 α2e−α2
∑∞
n=0(n
2 − 1
4
)e−αn + C1 α2e
α
2
∑∞
n=1(n
2 − 1
4
)e−αn = 1
⇐⇒ C1 α2e−α2
[∑∞
n=0 n
2e−αn − 1
4
∑∞
n=0 e
−αn]
+ C1 α
2e
α
2
[∑∞
n=1 n
2e−αn − 1
4
∑∞
n=1 e
−αn] = 1
Si on pose X = e−α alors :
⇐⇒ C1 α2e−α2
[
X(X+1)
(1−X)3 − 14 11−X
]
+ C1 α
2e
α
2
[
X(X+1)
(1−X)3 − 14 X1−X
]
= 1
Nous trouvons alors pour C1 :
C1 =
2 (−1 + eα)3
α2 e
α
2 (1 + 6 eα + e2α)
B.4 E´quations de re´curence
B.4.1 fonction de lissage
B.4.1.1 partie causale de la fonction
Soit f+0 (n) la partie causale de la fonction :
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f+0 (n) =
{
C0 (1 + α(n− 12))e−α(n−
1
2) pour n > 0
0 pour n 6 0
Calculons la transforme´e en Z F+0 (Z) de cette fonction :
F+0 (Z) =
∞∑
n=1
Z−nf+0 (n)
Soit :
F+0 (Z) = C0 γ
∞∑
n=1
Xn + C0 δ
∞∑
n=1
nXn
avec :
X = e−αZ−1 ; β = (1− α
2
) ; γ = βe
α
2 ; δ = αe
α
2
Donc :
F+0 (Z) = C0 γ
X
1−X + C0 δ
X
(1−X)2
⇐⇒ F+0 (Z) = C0 −γ+δ e
αZ+eα γZ
(−1+eαZ)2
= C0
−γ+δ eαZ+eα γZ
1−2eαZ+e2αZ2
= C0
eα(δ+γ)Z−1−γZ−2
e2α−2eαZ−1+Z−2
= C0
e−α(δ+γ)Z−1−γ e−2αZ−2
1−2e−αZ−1+e−2αZ−2
B.4.1.2 e´quation de re´curence
Y +(Z)
X(Z)
= F+(Z) = C0
e−α(δ + γ)Z−1 − γ e−2αZ−2
1− 2e−αZ−1 + e−2αZ−2
Alors :
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Y +(Z)− 2e−αZ−1Y +(Z) + e−2αZ−2Y +(Z)
= C0 e
−α(δ + γ)Z−1X(Z)− C0 γ e−2αZ−2X(Z)
Et dans l’espace re´el :
Y +(n) = 2e−αY +(n−1)−e−2αY +(n−2)+C0 e−α(δ+γ)X(n−1)−C0 γ e−2αX(n−2)
Si on pose :
C
′
0 = C0 e
−α(δ + γ) ; a =
α− 2
α+ 2
e−α ; b = 2e−α ; c = −e−2α
alors :
Y +(n) = bY +(n− 1) + cY +(n− 2) + C ′0X(n− 1) + aC
′
0X(n− 2)
B.4.1.3 partie anticausale de la fonction
Soit f−0 (n) la partie anticausale de la fonction :
f−0 (n) =
{
0 pour n > 0
C0 (1− α(n− 12))eα(n−
1
2) pour n 6 0
Calculons la transforme´e en Z F−0 (Z) de cette fonction :
F−0 (Z) =
0∑
n=−∞
Z−nf−0 (n)
Soit :
F−0 (Z) = C0
0∑
n=−∞
(
1− α(n− 1
2
)
)
eα(n−
1
2)Z−n
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⇐⇒ F−0 (Z) = C0 (1 + α2 )e−
α
2
∑∞
n=0 Z
ne−αn + C0 e−
α
2 α
∑∞
n=0 nZ
ne−αn
= C0 e
α
2
2eα+αeα−2Z+αZ
2e2α−4eα Z+2Z2
= C0 e
α
2
(1+α
2
)eα−(1−α
2
)Z
e2α−2eαZ+Z2
= C0 e
α
2
(1+α
2
)e−α−(1−α
2
)e−2αZ
1−2e−αZ+e−2αZ2
= C0
(1+α
2
)e
α
2 e−α−(1−α
2
)e
α
2 e−2αZ
1−2e−αZ+e−2αZ2
Soit :
F−0 (Z) = C0
(γ + δ)e−α − γ e−2αZ
1− 2e−αZ + e−2αZ2
Nous trouvons alors pour l’e´quation de re´curence :
Y −(n) = b Y −(n+ 1) + c Y −(n+ 2) + C
′
0X(n) + aC
′
0X(n+ 1)
B.4.1.4 expression comple`te du filtre
L’expression finale du filtre de lissage en pre´cision demi pixel est la suivante :
(6.7) Y +(n) = bY +(n− 1) + cY +(n− 2) + C ′0X(n− 1) + aC ′0X(n− 2)
(6.8) Y −(n) = bY −(n+ 1) + cY −(n+ 2) + C
′
0X(n) + aC
′
0X(n+ 1)
(6.9) Y (n) = Y +(n) + Y −(n)
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B.4.2 filtre de de´rivation
B.4.2.1 partie causale de la fonction
Soit f+1 (n) la partie causale de la fonction :
f+1 (n) =
{
−C1
(
n− 1
2
)
α2e−α(n−
1
2
) pour n > 0
0 pour n 6 0
Calculons la transforme´e en Z F+1 (Z) de cette fonction :
F+1 (Z) =
∞∑
n=1
Z−nf+1 (n)
Soit :
F+1 (Z) = −C1 α2e
α
2
[∑∞
n=1 ne
−αnZ−n − 1
2
∑∞
n=1 e
−αnZ−n
]
⇐⇒ F+1 (Z) = −C1 α
2
2
e
α
2
e−αZ−1+e−2αZ−2
1−2e−αZ−1+e−2αZ−2
⇐⇒ Y +(Z) = 2e−αZ−1Y +(Z)− e−2αZ−2Y +(Z)
− C1 α22 e
−α
2 Z−1X(Z)
− C1 α22 e
α
2 e−2αZ−2X(Z)
Posons :
b = 2e−α ; c = −e−2α ; d = e−α ; C ′1 = C1
α2
2
e
−α
2
L’e´quation de re´curence pour la partie positive de la fonction de de´rivation
s’e´crit alors :
Y +(n) = b Y +(n− 1) + c Y +(n− 2) + C ′1X(n− 1) + dC
′
1X(n− 2)
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B.4.2.2 partie anticausale de la fonction
Soit f−1 (n) la partie anticausale de la fonction :
f−1 (n) =
{
0 pour n > 0
−C1
(
n− 1
2
)
α2eα(n−
1
2
) pour n 6 0
Calculons la transforme´e en Z F−1 (Z) de cette fonction :
F−1 (Z) =
0∑
n=−∞
Z−nf−1 (n)
Soit :
F−1 (Z) = C1 α
2e−
α
2
[∑∞
n=0 ne
−αnZn + 1
2
∑∞
n=0 e
−αnZn
]
= −C1 α22 e−
α
2
1+e−αZ
1−2e−αZ+e−2αZ2
= −C ′1 1+dZ1−bZ−cZ2
L’e´quation de re´curence pour la partie ne´gative de la fonction de de´rivation
s’e´crit alors :
Y −(n) = b Y −(n+ 1) + c Y −(n+ 2)− C ′1X(n)− dC
′
1X(n+ 1)
B.4.2.3 e´quations ge´ne´rales de re´curence du filtre
(6.10) Y +(n) = b Y +(n− 1) + c Y +(n− 2) + C ′1X(n− 1) + dC ′1X(n− 2)
(6.11) Y −(n) = b Y −(n+ 1) + c Y −(n+ 2)− C ′1X(n)− dC ′1X(n+ 1)
(6.12) Y (n) = Y +(n) + Y −(n)
Annexe C
De´finition de la fonction
d’Ackerman et de son inverse
C.1 fonction d’Ackerman A(i, n)
La fonction d’Ackerman A(i, n) est de´finie de la manie`re suivante :
A(0, n) = 2n pour n > 0
A(i, 0) = 1 pour i > 1
A(i, n) = A(i− 1, A(i, n− 1)) pour i > 1, n > 1
C.2 inverse le la fonction d’Ackerman α(n,m)
L’inverse1 de la fonction d’Ackerman α(n,m) est de´finie pour m,n > 1 par :
α(m,n) = min
{
i > 1|A
(
i, 4
⌊m
n
⌋
> log n
)}
1Bien que la fonction pre´sente´e ici ne soit pas rigoureusement inverse de la fonction d’Acker-
man au sens mathe´matique du terme, sa croissance, qui est aussi lente que la fonction d’Ackerman
est rapide traduit bien la notion d’inverse.
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Annexe D
Ge´ne´ration d’un cercle de
synthe`se
Nous pre´sentons ici la me´thode que nous avons employe´e pour ge´ne´rer les cercles
qui nous ont servis a` faire les tests pre´sente´s au chapitre 6.
D.1 Me´thode employe´e
Le but de cette me´thode est d’e´viter d’avoir des effet d’aliasing (marches d’es-
calier) dans le dessin de notre disque. Pour cela la couleur affecte´e a` un pixel sera
proportionnelle a` la surface du disque couvrant ce pixel.
La me´thode est la suivante : soit CR le disque de centre O(0, 0) et de rayon R
(voir figure D.1), on calcule pour chaque pixel (i, j) l’aire du pixel recouverte par
CR (on suppose que la surface d’un pixel est d’une unite´ carre´).
On note PA(x, y) la puissance analytique du point M de coordonne´es (x, y) :
PA(x, y) = ||d(O,M)||2 −R2
=
√
x2 + y2 −R2
et on a :
si PM(x, y) > 0 , M 6∈ CR
si PM(x, y); eqslant0 , M ∈ CR
Pour simplifier les calculs on raisonne sur le premier quart (c’est x > 0 et
y > 0). On a alors si configurations possibles :
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M(i, j)
(xm, ym)
R
(ic, jc)
0 i
0
j
n
n
Fig. D.1 – Sche´ma de ge´ne´ration du disque de synthe`se.
1.
x
y
:
PA(x, y) 6 0 et PA(x+ 1, y) 6 0 et PA(x, y + 1) 6 0
et PA(x+ 1, y + 1) 6 0
2.
x
y
:
PA(x, y) > 0 et PA(x+ 1, y) > 0 et PA(x, y + 1) > 0
et PA(x+ 1, y + 1) > 0
3.
x
y
:
PA(x, y) 6 0 et PA(x+ 1, y) 6 0 et PA(x, y + 1) > 0
et PA(x+ 1, y + 1) > 0
4. y
′
x′
y
x
:
PA(x, y) 6 0 et PA(x+ 1, y) > 0 et PA(x, y + 1) > 0
et PA(x+ 1, y + 1) > 0
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5.
x′
x
y
y′ :
PA(x, y) 6 0 et PA(x+ 1, y) 6 0 et PA(x, y + 1) 6 0
et PA(x+ 1, y + 1) > 0
6.
x
y
:
PA(x, y) 6 0 et PA(x+ 1, y) > 0 et PA(x, y + 1) 6 0
et PA(x+ 1, y + 1) > 0
On noteACR(a, b) l’aire du domaine limite´e par le cercle CR, les droites d’e´quation
x = a, x = b et l’axe des abscisses :
θ2
θ1
a b
ACR(a, b) =
∫ b
a
√
R2 − x2dx
Graˆce au changement de variable x = R cos θ on calcule ACR(a, b) et on trouve :
ACR(a, b) =
1
2
(
b
√
R2 − b2 −R2 arccos b
R
)
− 1
2
(
a
√
R2 − a2 −R2 arccos a
R
)
D’ou` l’algorithme 5 de ge´ne´ration d’un disque de synthe`se :
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Algorithme 5: Ge´ne´ration d’un disque de synthe`se de rayon R
% Cet algorithme ge´ne`re un quart de disque de centre (0, 0) et de rayon R.
% Le quart ge´ne´re´ correspond aux abscisses et ordonne´es positives.
% M(i, j) est la couleur (comprise entre 0 et 1).
% du pixel de coordonne´es (i, j)
pour tout (i, j) ∈ [ic, n]× [0, jc] faire
x = i− ic
y = jc − j
si PA(x, y) 6 0 alors M(i, j) = 0
sinon
si PA(x+1, y) > 0 et PA(x, y+1) > 0 et PA(x+1, y+1) > 0 alors
M(i, j) = 1
sinon si PA(x+1, y) 6 0 et PA(x, y+1) > 0 et PA(x+1, y+1) > 0
alors
M(i, j) = ACR(x, x+ 1)− y
sinon si PA(x+1, y) > 0 et PA(x, y+1) > 0 et PA(x+1, y+1) > 0
alors
y′ =
√
R2 − x2
M(i, j) = ACR(y, y; )− (y′ − y).x
sinon si PA(x+1, y) 6 0 et PA(x, y+1) 6 0 et PA(x+1, y+1) > 0
alors
x′ =
√
R2 − (y + 1)2
M(i, j) = (x′ − x) +ACR(x′, x+ 1)− (x+ 1− x′).y
sinon si PA(x+1, y) > 0 et PA(x, y+1) 6 0 et PA(x+1, y+1) > 0
alors
M(i, j) = ACR(y, y + 1)− x
sinon Erreur ! ! !
fin
D.1.1 Re´sultats
Voici deux exemples de disques ge´ne´re´s :
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Cercle de rayon 40 Cercle de rayon 60
Fig. D.2 – Disques de synthe`ses ge´ne´re´s graˆce a` l’algorithme 5
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Annexe E
Images originales employe´es dans
le document
Fig. E.1 – Coupe scanner d’un craˆne.
166 Images originales employe´es dans le document
Fig. E.2 – Coupe scanner d’un coude.
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Fig. E.3 – Peppers.
168 Images originales employe´es dans le document
Fig. E.4 – Bateau Cornouaille
Images originales employe´es dans le document 169
Fig. E.5 – Lena [Sjo¨72].
170 Images originales employe´es dans le document
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