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Abstract
A measurement of the fraction, f+, of right-handed W bosons produced in top quark
decays is presented. This analysis is based on a sample corresponding to an integrated
luminosity of 370 pb¡1, collected by the DÂ detector at the Fermilab Tevatron p¹p
Collider at
p
s = 1:96 TeV. The helicity angle, µ¤, is reconstructed for each lepton.
f+ is determined by comparing the cos µ¤ distribution from the data with that for the
expected background and signal for various values of f+. The fraction of longitudinal
W bosons, f0, is assumed to be 0.7 as predicted by the standard model. This yields
f+ = 0:109 § 0:094 (stat) § 0:063 (syst), consistent with the standard model pre-
diction of f+ = 3:6£ 10¡4. The possibility that both f+ and f0 stray from standard
model values is also investigated. In this case cos µ¤ distributions for each possible
W helicity state, along with the backgrounds, are ¯t to the cos µ¤ distribution for the
data. The best ¯t values are f+ = 0:82§ 0:30(stat) and f0 = ¡0:58§ 0:50(stat).
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Chapter 1
Introduction
Particle physics is the study of matter and its interactions at the most basic level.
Particle physicists attempt to answer the following questions. What is the universe
made of? How does it work? A lot of money, time and thought has been invested in
this branch of science, yet it is not clear what practical bene¯t the answers to these
questions will have. History has shown, however, that fundamental discoveries in
physics often do have practical applications decades later (electricity, nuclear power,
computers, etc.). I think it is quite possible that the current particle physics research
into seemingly esoteric topics, such as the nature of the vacuum and spontaneous
symmetry breaking, will eventually lead to technologies that will change the world.
On the other hand, for the people who dedicate their lives to particle physics their
motivation is often a desire to discover more about how the universe works. This has
certainly been my major motivation.
The analysis presented in this thesis is an investigation into the vector minus axial
vector, or V ¡A, nature of the charged current weak force (in the following discussion,
any reference to the weak force applies speci¯cally to the charged current weak force).
Thus a brief history of how parity violation and the V ¡ A character of weak force
was discovered is in order. It was initially assumed that parity (or mirror re°ection
symmetry) was conserved in weak interactions. However, some experiments in the
1950's had curious results. The most famous of these was the so-called \µ¡¿ puzzle."
Two particles with the same mass and lifetime decayed into states of di®erent parity
(µ ! 2¼, ¿ ! 3¼). The common belief was that they must be two di®erent particles
that just happened to have approximately the same mass and lifetime. Two clever
theorists, T.D. Lee and C.N. Yang, saw things di®erently. They thought that perhaps
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parity was not conserved and thus the µ and ¿ might be the same particle with decays
into two possible states with di®erent parity [1]. The problem was that there was no
way to prove this using the µ and ¿ . In that same year (1956), Lee was in contact with
an experimentalist named J. Steinberger, who was studying the decays of \strange"
particles called hyperons, such as the ¤0. It was assumed by experimentalists studying
these decays that the decay angular distributions would be symmetric. In fact, they
were so certain of this that they were combining the angular data from the 0 to ¼ range
with that of the ¼ to 2¼ range to increase their statistics. However, Yang realized
that if parity was not conserved in strange particle decays, then there could be an
asymmetry in the angular distribution. The experiments carried out by Steinberger
and his colleagues were not conclusive due to lack of su±cient statistics [2]. Though
the existing evidence was inconclusive, it led Lee and Yang to published a paper titled
\Question of Parity Conservation in Weak Interactions" where they pointed out that
there was no experimental evidence for parity conservation in weak decays and that
the existence of parity non-conservation could explain the µ ¡ ¿ puzzle. They also
proposed an experiment that involved observation of Cobalt 60 ¯ decay that could
serve as a direct test of parity conservation [3]. This experiment was carried out by
C.S. Wu (of Columbia) and colleagues from the National Bureau of Standards and the
results were published in 1957 [4]. They found that there was a de¯nite asymmetry in
the angular distribution of electrons emitted by the Cobalt 60 atoms (they tended to
be emitted in the direction opposite to that of the nuclear spin) and thus parity was
violated in weak decays. Immediately following this experiment, Garwin, Lederman
and Weinrich used the Columbia Cyclotron to observe an asymmetry in the angular
distributions of the successive reactions ¼+ ! ¹+ + º, ¹+ ! e+ + ºe + ¹º¹. They
found a similar asymmetry. These two experimental results were published back-to-
back in the Physical Review; there could be little doubt now that parity was not
conserved in weak decays. It did not take long for Lee and Yang to be acknowledged
for their conceptual leap and they were awarded the 1957 Nobel Prize \for their
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penetrating investigation of the so-called parity laws which has led to important
discoveries regarding the elementary particles" [5]. At this point there was a °urry
of activity by theorists trying to understand the nature of weak decays.
The most general form for nuclear ¯ decay would be the sum of scalar (S), vector
(V), tensor (T), axial vector (V) and pseudoscalar (P) parts. It was suggested by E.
Fermi in 1930's that the weak interaction had a purely vector character [6]. However,
there was no evidence to back up Fermi's assertion and there were many theoretical
speculations over the next two decades as to what the form of the interaction should
be. The thinking at the time of Lee's breakthrough in the 1950's was that nuclear ¯
decay was characterized by scalar and tensor interactions. However, if this were true
then there could be no universal Fermi interaction (UFI), i.e. an interaction that could
explain nuclear ¯ decay, muon decay and muon capture. E. C. G. Sudarshan, who
was a then a graduate student of R. E. Marshak, postulated that weak ¯ decay had
a vector / axial vector form (not a scalar / tensor form), which made a UFI possible
[7, 8, 9]. This conclusion was based on examinations of all of the existing ¯ decay
experimental results. According to historical accounts, this idea was shared with M.
Gell-Mann (and others) by Sudarshan and Marshak over lunch in Los Angeles [8].
The idea gained traction when R. P. Feynman and M. Gell-Mann published a paper
in 1958 that discussed a universal vector / axial vector weak coupling [10]. Later
in 1958, Sudarshan and Marshak published a paper containing their argument for a
\universal V ¡ A four-fermion interaction" that yields a two component neutrino of
negative helicity, leads to conservation of leptons and gives the maximal violation of
parity. Interestingly, four experimental results disagreed with the V ¡ A hypothesis.
These were repeated (as suggested by Sudarshan and Marshak in their paper) and
the new results were found to be in agreement with the V ¡ A theory. This was a
testament both to the insight of the theorists and the strength of the theory. At this
point the V ¡ A structure of the weak interaction was well established.
Electroweak uni¯cation (and thus the standard model) could not have been achieved
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without knowledge of the V ¡ A structure of the charged current weak interaction.
The V ¡A character of the weak interaction has been tested and con¯rmed by many
experiments, most notably b! s° decays. However, it should be tested for all quarks.
A measurement of the W boson helicity from top quark decays is an important test
of the standard model because any untested interaction has the potential to display
new physical e®ects.
In this analysis the decay angular distribution of the process t!W+b,W ! `+º`
was studied. The relevant angle is called µ¤ and is de¯ned in this analysis as the angle
between the charged lepton and the incoming top quark direction in the W boson
rest frame. The W boson helicity strongly a®ects the shape of this distribution,
thus it can be used to measure the fraction of positive helicity W bosons: f+. This
angle is calculated by ¯rst boosting into the W boson rest frame using the particle
4-vectors. The neutrino 4-vector must be calculated by a kinematic ¯tting program
that uses the top quark and W boson masses as constraints. This kinematic ¯tter
also adjusts the object momenta based on the constraints, and determines which jet is
the b-jet associated with the lepton. The adjusted charged lepton and top quark four
vectors are then used to calculate cos µ¤.1 The fraction of right handed W bosons is
determined by comparing the cos µ¤ distribution for real data to that of simulated data
with di®erent couplings (varying from purely V ¡ A to purely V + A). Preliminary
results of an alternative analysis method, where f0 is also allowed to change, are also
presented. The procedure is similar except that three signal cos µ¤ templates (each
with purely f¡, f0, or f+ events) are ¯t, along with the background templates, to
the cos µ¤ distribution of the data. In this case a result for both f0 and f+ is quoted.
If no evidence for right-handed W bosons is found, then it would be yet another
con¯rmation of the very successful standard model. On the other hand, a signi¯cant
non-zero fraction of right-handed W bosons would be an indication of new physics.
1It is easier to work with the cosine of the angle µ¤, all future references and plots will concern
this variable.
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This may be due to the existence of right-handed W bosons (which are predicted
by some beyond the standard model theories that hypothesize a left-right symmetric
weak force at high energies). This possibility was even hinted at by Lee and Yang
in their 1956 paper: \the question could still be raised whether there could not
exist corresponding elementary particles exhibiting opposite asymmetry such that in
the broader sense there will still be over-all right-left symmetry." Another reason
for a non-zero fraction of right handed W bosons could be the existence of other
non-standard model particles or some other e®ect. Regardless of the cause, such a
discovery could point the way to a new model of particle physics.
Chapter 2 brie°y reviews the standard model, explains why right handed W
bosons are excluded, and gives a summary of the previous measurements and lim-
its related to this analysis. Chapter 3 describes the Fermilab Tevatron accelerator,
used to produce the top quarks, and the DÂ detector, used to measure their decay
products. Chapter 4 explains how data is reconstructed and describes the data and
Monte Carlo samples used. Chapter 5 details how physical objects (e.g. electrons,
muons and jets) are identi¯ed in the data and how this information is used to choose
which events are selected for analysis. Chapter 6 describes the process of estimating
the amount of signal and background events. The production of the cos µ¤ templates
used to measure the right handed W boson fraction is outlined in Chapter 7. The
process of running ensemble tests with mock (Monte Carlo) data and then ¯tting the
templates to the real data is described in Chapter 8. Chapter 9 summarizes the sta-
tistical and systematic uncertainties of the measurement. The results of the analysis
are presented in Chapter 10. Preliminary results from a di®erent analysis method
(that allows the longitudinal fraction of W bosons to vary) is presented in Chapter
11. The implications of the analyses and the potential of future measurements are
discussed in Chapter 12.
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Chapter 2
The Standard Model
I have approximate answers and possible beliefs and di®erent degrees of
certainty about di®erent things, but I'm not absolutely sure of anything
... I don't feel frightened by not knowing things, by being lost in the
mysterious universe without having any purpose, which is the way it really
is, as far as I can tell, possibly. It doesn't frighten me.
-Richard P. Feynman
The standard model of particle physics is a theory that was formulated to describe
fundamental particles and their interactions [11] [12] [13] [14]. It predicted the massive
gauge bosons that are now known as the W§ and Z0. Currently, the standard model
encompasses all of the known particles and forces (except gravity). Only one particle
that is part of the current standard model remains undiscovered: the Higgs boson.
Despite these triumphs, the standard model leaves many things unexplained. The
masses of the particles are not predicted, nor is it clear why there are so many
fundamental particles.
2.1 The Fundamental Particles
As shown in Table 2.1, there are three types of particles in the standard model:
matter particles (quarks and leptons), gauge bosons and the scalar Higgs. All matter
particles are fermions while all of the force carriers are bosons. Finally, the theorized
Higgs boson is a massive spin-zero particle, discussed further in Section 2.3.2.
25
The Fundamental Particles
Fermions [spin 1/2, 3/2, ...]
Leptons [spin 1/2] Quarks [spin 1/2]
Mass (GeV) Charge Mass (GeV) Charge
ºe < 2£ 10¡9 0 u 3£ 10¡3 +23
e 5£ 10¡4 -1 d 7£ 10¡3 ¡1
3
º¹ < 2£ 10¡9 0 c 1:3 +23
¹ 0:106 -1 s 9:5£ 10¡2 ¡1
3
º¿ < 2£ 10¡9 0 t 1:7£ 102 +23
¿ 1:78 -1 b 4:2 ¡1
3
Bosons [spin 0, 1, ...]
Force Carriers [spin 1]
Mass (GeV) Charge Force
° 0 0 EW
W¡ 80.4 -1 EW
W+ 80.4 +1 EW
Z0 91.2 0 EW
gi, i = 1:::8 0 0 Strong
Hypothetical Particles and Fields
Gravitational Field
Postulated Particle Mass Spin Force
Graviton 0 2 Gravity
EWSB/Mass Generation Mechanism
Scalar Higgs Fields
Predicted Particles Mass Spin Charge
Higgs Boson(s) MH0 > 114 0 0
Table 2.1. The fundamental particles.
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Gravitational Weak Electromagnetic Strong
Acts on Mass-Energy Flavor Electric Charge Color Charge
In°uences All particles Quarks, Leptons All Charged Quarks, Gluons
Group SU(2) U(1) SU(3)
Mediator Graviton W¡,W+,Z ° g
Strength 10¡41 0:8 1 25
Range In¯nite 10¡18m In¯nite ¼ 10¡15m
Table 2.2. The fundamental forces. The graviton is the postulated carrier of the
gravitational force; it has not been observed directly. Also note that gravitation
is not included mathematically in the standard model, though most charts of the
fundamental particles do include gravitation for comparison to the other forces. The
strength of the forces is the strength relative to the electromagnetic force for two u
quarks separated by 10¡18m.
2.2 The Fundamental Forces
The properties of the fundamental forces: electromagnetism, weak, strong, and grav-
itational are summarized in Table 2.2. The following three sections describe in more
detail the forces which are included in the standard model.
2.2.1 The Electromagnetic Force
The electromagnetic force is mediated by photons and exists between all particles with
electric charge. Photons are massless so the force has an in¯nite range and follows a
(distance)¡2 force law.1 Figure 2.1 shows an electron scattering o® of another electron
by exchanging a photon. This ¯gure also illustrates the concept of a Feynman diagram
where time °ows in one direction (in this case up) while spatial displacement is shown
in the other (horizontally) and particles are represented by di®erent types of lines. In
the electron scattering process two electrons approach each other, exchange a virtual
photon, and start moving away from each other. More information on Feynman
diagrams can be found in [15]. The quantum ¯eld theory of the electromagnetic force
is called quantum electrodynamics, or QED. The theoretical predictions of QED have
1All massless force carriers give rise to an in¯nite range (distance)¡2 force law.
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Figure 2.1. Electron-electron scattering Feynman diagram. The solid lines are
electrons and the wavy line is the photon. Time °ows upwards.
been con¯rmed experimentally to extremely high precision.
2.2.2 The Weak Force
The weak force is not common to human experience because at typical energies the
weak force is indeed weak. However, it is common in high energy interactions and,
at high energies, can be stronger than the electromagnetic force.2 All quarks and
leptons participate in weak interactions.
As stated in Chapter 1, the weak force does not conserve parity (mirror re°ec-
tion symmetry). This was not a priori included in the model; it was discovered by
experiment. The ¯rst experiment to prove this involved observations of Cobalt 60
¯-decay [4].3 Electrons emitted by the Cobalt atom during the decay of Cobalt 60
tend to be emitted in the direction opposite to the angular momentum of the Cobalt
atom, whereas one would expect them to be emitted in the direction of the angular
momentum in equal proportions. This means that parity is violated.
To account for the parity violating property of the weak force, it was proposed
by Sudarshan, Feynman and others that the charged current weak vertex factor is of
the form:
°¹(1 + ²°5) (2.1)
2The propagator for the weak force is proportional to 1=(q2 ¡M2c2).
3The experiment was suggested by Lee and Yang and carried out by Wu.
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where ² is a number in the range -1 to 1 and °¹ are the gamma matrices of relativistic
quantum mechanics.4
The reasoning for this is that an interaction that combines a vector, °¹Ã, with an
axial vector, °¹°5Ã, violates parity [15]. The weak force has been found to maximally
violate parity, so ² has the value -1. In weak decays the (assumed massless) neutrinos5
are left-handed (have negative helicity6) and antineutrinos are always right-handed
(have positive helicity).7
From now on the vector minus axial vector form of the interaction will be denoted
as simply V ¡ A. The weak vertex factor in the standard model is:
¡igW
2
p
2
°¹(1¡ °5) (2.5)
where gW is the weak coupling constant.
All experiments to date have con¯rmed this theory. In his famous \Lectures on
Physics", Feynman asks \Why is it (V ¡ A) the right rule, what is the fundamental
reason?" The standard model provides no answer to this question. To put it another
4The gamma matrices are used to represent Lorentz boosts and rotations for Dirac spinors. One
convenient representation of the Dirac algebra in 2£ 2 block form is:
°0
:=
µ
1 0
0 ¡1
¶
; °i :=
µ
0 ¾i
¡¾i 0
¶
(2.2)
where ¾i are the Pauli spin matrices. For convenience in writing the 16 linearly independent 4 £
4 matrices (formed by combining the gamma matrices) that form the spinor transformation matrix
S(¤) in Ã ! Ã0 ´ S(¤)Ã an additional matrix notation is de¯ned [16, Sec. 3.4][17, Sec. II.1]:
°5 ´ i°0°1°2°3 = :=
µ
0 1
1 0
¶
: (2.3)
5In fact neutrinos have been found to have a ¯nite mass [18]. However it is very small and can
be ignored in this context.
6Helicity is the projection of a particle's spin onto its momentum. For massless particles the
terms helicity and chirality are interchangeable; for massive particles helicity is the correct term.
7As a reminder to the reader, a polar vector reverses sign under a parity transformation while
an axial vector, such as a cross product, does not:
P (~a) = ¡~a; P (~b) = ¡~b; ~c = ~a£~b; P (~c) = ~c: (2.4)
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way, the Higgs mechanism was invented to explain the particle masses, yet there is
no mechanism in the standard model that explains parity violation. This will be
discussed further in Section 2.6.
The weak interaction is mediated by massive particles: the W§ and Z0. The
mass of the W§ is 80:403 § 0:029 GeV while the Z0 mass is 91:1876 § 0:0021 GeV,
approximately four orders of magnitude greater than the up quark mass. Before the
top quark was discovered these were the heaviest particles known.8 The W§ allows
weak interactions that change charge and °avor while the Z0 is a neutral current
mediator. Because the mediating particles are massive, the weak force has a limited
range.
2.2.3 The Strong Force
The strong force is mediated by massless bosons called gluons. It exists between
particles which have a so-called \color" charge, hence the theory is called Quantum
Chromodynamics (QCD).9 QCD is a gauge theory based on the gauge group SU(3)c,
where the c subscript stands for color. In QCD, the mediating particles, or gluons, are
color charged themselves. This means that gluons not only mediate the interactions
of quarks, but also interact with each other, as shown in Figure 2.2.10 One of the
e®ects of this self-interaction of the gluons is that the strong force increases with
increasing distance. This leads to an e®ect called \asymptotic freedom", where quarks
are relatively free to move within hadrons but are restricted from moving outside of
them. The coupling constant for QCD is:
®s(jq2j) = 12¼
(11n¡ 2f) ln(jq2j=¤2QCD)
(jq2j À ¤2QCD) (2.6)
8Note that because of the large top quark mass of 1:7 £ 102 GeV, when the top quark decays
at rest it does so into a b quark and a real (on mass shell) W boson, whereas the W boson that
mediates most interactions is a virtual particle.
9The term color here does not relate to di®erent frequencies of the physically the visible light
spectrum. The colors are used as a way of naming the di®erent strong force charges.
10Photons do not interact with other photons because they have no electric charge.
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Figure 2.2. Three and four gluon vertices, displaying the self-interacting nature of
the strong force mediators.
where jq2j is the energy scale, n = 3 is the number of colors, f = 6 is the number of
°avors and ¤QCD is a constant that is determined experimentally to be on the order
of 10¡1 GeV [19].
Quarks can have three di®erent color charges: red (r), green (g) and blue (b).
Anti-quarks have anti-color: ¹r, ¹g, and ¹b. Gluons carry one unit of color and one unit
of anti-color. There are 9 di®erent possible combinations of gluons which constitute a
\color octet" and a \color singlet". Only the 8 gluon combinations in the color octet
exist, as one would expect for an SU(3) group [15].11 Quarks and gluons combine to
form color neutral states called baryons and mesons.
2.2.4 The Gravitational Force
Gravity is a fundamental force, perhaps the one most obvious to human experience.
However, it is not part of the standard model of particle physics.12 Attempts to
incorporate gravity with the other three forces have been unsuccessful. To understand
why this is the case notice that the relative strength of the gravitational force is
10¡41 times weaker than the electromagnetic force, while the strengths of the weak,
electromagnetic and strong forces are all within two orders of magnitude of each
11An SU(N) theory has N2 ¡ 1 force-carriers.
12It is ironic that the force most common to humans is negligible in particle physics analyses.
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other.13 This presents an experimental problem because it means that in sub-atomic
experiments the e®ects of the gravitational force cannot be measured. Constructing
a gauge theory for gravity (where the force carrier is a spin-2 particle) and trying
to unify that with the the other known gauge theories is extremely di±cult. On
a positive note, our ignorance of the workings of gravity on the quantum scale is
canceled by our lack of ability to measure its e®ects. Thus it is possible to carry out
the current high energy physics analyses with no knowledge of the gravitational force.
2.3 Theoretical Foundations
2.3.1 Glashow-Weinberg-Salam Electroweak Theory
The electroweak theory of Salam, Weinberg and Glashow brings the electromagnetic
and weak forces together by including the interactions in one Lagrangian. The La-
grangian is required to be invariant under local SU(2)L and U(1)Y gauge transfor-
mations. The L subscript refers to a left-handed weak isospin doublet and Y refers
to weak hypercharge, de¯ned by the Gell-Mann Nishizima formula: Q = T 3 + Y=2.
In the Glashow-Weinberg-Salam theory the weak interaction is included by intro-
ducing the three weak currents corresponding to the SU(2)L weak gauge group:
¡igJ¹ ¢W ¹ = ¡ig ¹ÂL°¹T ¢W¹ÂL (2.7)
where T is the generator of the SU(3)L group, J¹ are the weak currents and the
W¹ are the gauge ¯elds associated with SU(2)L. The weak hypercharge current
corresponding to the U(1)Y group is:
¡ig
0
2
jYmuB
¹ = ¡ig0 ¹Ã°¹Y
2
ÃB¹ (2.8)
where Y stands for hypercharge and is the generator of the U(1)Y group, j
Y
¹ is a weak
hypercharge current, andB¹ is the gauge ¯eld associated with U(1)Y . It is tempting to
13For two up quarks at 10¡18m. See Table 2.2.
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identify the threeW¹ with theW§ and Z0, and the B¹ with the photon. However, the
generators of SU(2)L and U(1)Y satisfy the Gell-Mann Nishizima formula. Therefore
the electromagnetic current is
jEM¹ = J
3
¹ +
1
2
jY¹ : (2.9)
The two physical ¯elds A¹ and Z¹ are orthogonal combinations of W
3
¹ and B¹ with
mixing angle µW [20]:
A¹ = B¹cosµW +W
3
¹sinµW (2.10)
Z¹ = ¡B¹sinµW +W 3¹cosµW : (2.11)
The weak mixing angle relates the two couplings, g for SU(2)L and g
0 for U(1)Y :
g0
g
= tan(µW ): (2.12)
2.3.2 The Higgs Mechanism
In the electroweak model, the principle of local gauge invariance is used. However,
this principle requires massless gauge ¯elds and fermions. The W§ and Z0 are not
massless, so there must be some mechanism that imparts mass to these particles
but retains local gauge invariance. In the standard model, this is called the Higgs
mechanism. In essence, a scalar potential is added to the Lagrangian. The vacuum
expectation value of this potential is non-zero, meaning that it is an unstable local
maximum. Thus the ground state symmetry is spontaneously broken when the system
falls into a speci¯c state. A particle, called the Higgs boson, is also predicted which
is a local disturbance of the Higgs ¯eld.14 The Higgs mechanism is responsible for
the masses of the W§ and Z0. It also explains the masses of the quarks and leptons,
that are initially massless but acquire mass due to Yukawa couplings15 to the Higgs
¯eld.
14Like a phonon in solid state physics.
15A Yukawa coupling is an interaction between a scalar ¯eld and a Dirac ¯eld.
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2.4 The Current Standard Model and Beyond
The current version of the standard model comprises the particles shown in Table 2.1
and the strong and electroweak forces. It is based on the mathematics of QFT and
group theory. The group structure is represented by:
SU(3)c ­ SU(2)L ­ U(1)Y : (2.13)
This accounts for the interactions (except gravity) of all of the known particles. Note,
however, that the inclusion of the strong force is not complete in the sense that there
is no electro-weak-strong Lagrangian.
Clearly such a Lagrangian is desirable. Several theories, deemed GUTs for Grand
Uni¯ed Theories, have been proposed (this is discussed further in Section 2.6.1).
Ultimately there may be a theory that includes gravity, which could perhaps be
called a TOE or Theory of Everything. Concrete knowledge of theories beyond the
standard model will require ever higher precision measurements of particles at higher
energies, as well as searches for new particles.
2.5 The Top Quark
The top quark was discovered at Fermilab (by both the CDF and DÂ collaborations)
in 1995 [21] [22]. It was the last of the six quarks to be found.
2.5.1 Top Quark Mass
The top quark mass was measured by both the DÂ and CDF experiments directly
in Run I [24, 23] of the Tevatron and has been more recently measured in Run II
[25]. The world average at the time of this analysis was mt = 172:5 § 2:3 TeV. The
top quark is by far the heaviest known particle. It is the only one with a Yukawa
coupling to the Higgs boson of order unity.This may indicate that it plays a special role
in electroweak symmetry breaking and/or will display non-standard model properties.
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2.5.2 Top Quark Decay
Top quarks are produced in top/anti-top (t¹t) pairs16 at the Tevatron when the partons
in the protons interact with the partons in the anti-protons. The two main production
processes at the Tevatron are q¹q annihilation and gg fusion as shown in Figure 2.3.
At
p
s = 1:96 TeV, q¹q annihilation accounts for 85% of t¹t production. The expected
cross section at this energy is ¼ 7 pb [26]. Events containing a t¹t pair are rare. On
average, 10 billion p¹p collision events are necessary to produce one t¹t pair.
Figure 2.3. Feynman diagram showing t¹t production.
According to the standard model, a top quark decays via the weak force into a
W boson and b quark (as shown in Figure 2.4) more than 99.91% of the time. The
amplitude for the decay is proportional to the Cabibo-Kobayashi-Masakawa (CKM)
quark mixing matrix amplitudes, shown in Table 2.3. The version shown here is based
on all available measurements of the parameters with standard model constraints then
16Single top quarks are also produced via electroweak single top production mechanisms. Single
top detection has proved much more di±cult. This thesis is focused on t¹t events only.
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t
ν, q'
l+, q
W +
b
Figure 2.4. Feynman diagram showing t! Wb decay.
applied [27]. The amplitude is constrained to be near 1:
:999096 < Vtb < :999134: (2.14)
What happens after the top quark decays to a W and b is a bit more varied. The b
d s b
u .9738 .227 3.96£10¡3
c .227 .973 42£10¡3
t 8£10¡3 41£10¡3 .9991
Table 2.3. The CKM quark mixing matrix amplitudes, from [27]. The CKM matrix
holds the amplitudes and phases (phases not shown here) for all possible quark °avor
transitions.
quark will hadronize (form color-neutral hadrons) while the W boson will decay into
a quark/anti-quark pair or a lepton (anti-lepton) and an anti-neutrino (neutrino). In
the t¹t events investigated here this will occur for both the top and anti-top. This
makes three possibilities for the t¹t decay chain, shown in Table 2.4. The branching
fraction into each possible channel are shown graphically in Figure 2.5.
The all-hadronic channel has the highest branching fraction but is very di±cult
to distinguish from background. These events will not be studied in this analysis.
The dilepton channel has a low branching fraction but a high signal to background
ratio (S/B) due to the presence of two high transverse momentum leptons in the
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Channel Fraction Decay Chain
All-hadronic (alljets) 46.2% t¹t!W+ + b+W¡ +¹b! q + ¹q0 + b+ ¹q00 + q000 +¹b
Lepton+jets (`+jets) 43.5% t¹t!W+ + b+W¡ +¹b! q + ¹q0 + b+ `+ ¹º` + b
Dilepton 10.3% t¹t!W+ + b+W¡ +¹b! ¹`+ º` + b+ `0 + ¹º`0 +¹b
Table 2.4. t¹t decay channels and their branching fractions.
τ+τ   1%
τ+µ   2%
τ+e  
 2%
µ+µ  
 1%
µ+e   
2%
e+e 
  1%
e+jets 15%
µ+jets 15%
τ+jets  15%
"alljets"  44%
"lepton+jets""dileptons"
Top Pair Branching Fractions
Figure 2.5. t¹t decay channel branching fractions.
event. These events are not studied in this analysis due to the low branching fraction.
However, dilepton events do yield two W boson helicity measurements. For these
reasons (high S/B ratio and double W helicity measurements) this channel is indeed
valuable. This channel was studied, using data from the same time period in this
analysis, and was later combined with the results of this analysis [28].
The `+jets channel is often called the \golden channel" for t¹t analyses because of
the high branching fraction and the presence of a high transverse momentum lepton.
This channel, shown in Figure 2.6 is the channel used in this analysis. This is called
the `+jets channel but one lepton is omitted. Tau leptons decay in a manner that
is di±cult to distinguish from hadronic decays so they are excluded from the `+jets
channel. The existence of an isolated high energy lepton in each event allows us to
eliminate many background events. Also, to measure the W helicity it is necessary to
be able to distinguish between up-type and down-type decay products. In the `+jets
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decay channel, one can easily distinguish the down-type particle (electron or muon)
from the up-type particle (neutrino) since the neutrino is not directly measured by
the detector. Thus all events in this analysis will consist of events that are consistent
with t¹t to e+jets or t¹t to ¹+jets decays.17
proton
antiproton
q
q
g t
t
ν
µ+
W +
b
W –
b
q'
q
Figure 2.6. Feynman diagram showing t¹t creation and decay into the ¹+jets chan-
nel.
2.5.3 Top Quark Width
The lifetime of the top quark is extremely short: on the order of 10¡24 seconds. This
corresponds to a decay width of ¡t ¼ 1:5 GeV. Such a short lifetime means that
top quarks decay before forming hadrons (the QCD time scale is (0:2GeV)¡1). This
means that the spin information of the top quark is not lost during the hadronization
process. It also means that the top quark decays from rest directly into a real W
boson and b quark, allowing measurements of the W boson helicity.
17Note that this does not state that all events will be such decays. If that were the case there
would be no background.
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Figure 2.7. W boson helicity states.
2.6 The Search for Right-Handed W Bosons
The goal of this analysis to discover if there is evidence of new physics in the t! Wb
decay by searching for right-handed W bosons.18 W bosons in this helicity state
are excluded by the standard model assumption of SU(2)L for the weak force.
19 A
measurement of a signi¯cantly non-zero fraction of right handed W bosons would
be an indication of non-standard model coupling at the t ! Wb vertex or evidence
of new particles that skew the observed data. Recall that the charged current weak
vertex factor is:
¡igW
2
p
2
°¹(1¡ °5): (2.15)
for any linear combination of V and A currents.20 The branching ratio for f0 is a
function of the top quark mass (mt), W -boson mass (MW ), and the b-quark mass
18Right handed means that its helicity is positive, i.e. the spin vector of theW boson points along
its momentum vector.
19As noted previously, this assumption is based on experimental observations of maximal parity
violation.
20This is a non-trivial assumption; it is possible that the coupling has a di®erent form in which
case the longitudinal helicity fraction would not remain ¯xed at 0.70. The unconstrained hypothesis
is also investigated, see Chapter 11.
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(mb)[29]:
f0 ´ ¡(t! W0b)
¡(t!W0b) + ¡(t!W§b) =
(1¡ y2)2 ¡ x2(1 + y2)
(1¡ y2)2 + x2(1¡ 2x2 + y2) (2.16)
where x = MW=mt and y = mb=mt, W0 is a longitudinally polarized W , and W§
are the positive and negative polarization states. It is possible to approximate this
expression using the fact that y2 = m2b=m
2
t ¼ 0:0006 is negligibly small. This gives
f0 ¼ m
2
t
m2t + 2M
2
W
= 0:697§ 0:012 (2.17)
where the present measured particle masses of mt = 172:5 § 2:3 GeV, and mW =
80:425§ 0:038 GeV have been used. In the standard model f¡ ¼ 0:3 and f+ ¼ 0:0,
as shown in Figure 2.7. Higher order corrections to these fractions are expected
to be 1-2% [29]. In this theory, f¡ and f+ can have any positive value such that
f¡ + f+ = 1 ¡ f0. Given the V ¡ A nature of the charged current weak force
one would think that the W boson and b quark would never be found in a positive
helicity state. However, because the b quark is not massless, there is a ¯nite but small
probability that it will be found it a positive helicity state. As mentioned previously,
for any linear combination of V and A currents f0 remains ¯xed at 0:7, so if f+
increases then f¡ decreases and the values are bounded between 0:0 and 0:3.
The W boson helicity a®ects the angular distribution, !, of the W boson decay
products with weak isospin I3 = ¡1=2 (charged lepton or d or s quark) in the rest
frame of the W boson. This can be parameterized by introducing the angle µ¤ (see
Figure 2.9) with respect to the top quark direction. cos µ¤ is de¯ned here as the cosine
of the angle between the charged lepton and the incoming top quark direction in the
W boson rest frame. The angular distribution of cos µ¤ is [30]:
!(cos µ¤) =
dN
d cos µ¤
=
3
4
(1¡ cos2 µ¤)f0+ 3
8
(1¡ cos µ¤)2f¡+ 3
8
(1+cos µ¤)2f+: (2.18)
The choice of the angle µ¤ is a matter of convention. The current choice makes it easy
to remember what the distributions look like: f¡ peaks near ¡1, f0 near 0 and f+
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Figure 2.8. Theoretical distributions of cos(µ¤), (-,0,+) corresponds to a pure
(f¡; f 0; f+) sample of W bosons, SM corresponds to the standard model case.
near +1 as shown in Figure 2.8. As one can see from Eq. 2.18, the overall distribution
!(cos µ¤) is related to the fraction of longitudinal, left and right handed W bosons
and thus can be used to measure these fractions.21
The angle cos µ¤ can be determined for t! Wb decay as follows: boost all of the
particle 4-vectors into the W boson rest frame and calculate cos µ¤ as the angle be-
tween the electron or muon and the incoming top quark direction. In real data things
are more complicated because the events are t¹t events (so there are \extra" jets), it
is not known which jet corresponds to the lepton, and the neutrino is not measured
21Keep in mind that the distributions shown are what one expects to see for an ensemble of
t ! Wb decays and, though µ¤ may be called the helicity angle, these distributions are not the
actual distributions of W boson helicity states. The helicity of a given W boson, if measured
directly, can only have the integer value ¡1, 0 or 1 for any given measurement.
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Figure 2.9. De¯nition of the angle µ¤ as the angle between the charged lepton and
incoming top quark direction in the W rest frame.
by the detector. These issues are taken into account by using a kinematic ¯tting
program and using the top quark and W boson masses as constraints as discussed in
Section 7.1.
For the real sample of W s produced from top quark decays, the helicity state is a
quantum superposition of the three possible values. In general, such a superposition
would be expected to produce nonlinear interference e®ects in variables sensitive to
the W helicity. However, the interference e®ects are negligible in this case because
they are suppressed by the small mass of the b quark [31]. This fact will prove useful
in our analysis because it means that distinct !(cos(µ¤)) samples for each helicity
state can be produced.
2.6.1 Helicity Beyond the Standard Model
Because the model of left-handed only weak coupling is based on past experimental
observations (and there are no known theoretical grounds for it) there is no guarantee
that the weak force has the same V ¡A character at all energy scales and for all quarks.
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One of the simplest extensions of the standard model is the left-right model (LRM)
with group SU(3)­ SU(2)L ­ SU(2)R ­ U(1) [32] [33]. The LRM is more elegant
than the standard model because of the manifest left-right symmetry, as opposed to
the somewhat arbitrary assumption of SU(2)L for all energies. Also, it may provide
a better explanation of current CP violation experimental results [34]. Other models
that include left-right symmetry are supersymmetry in 5 dimensions (see [35]) and
the minimal SUSY model with the fundamental gauge group SO(10) [36].
2.6.2 Previous Direct Measurements
Previous measurements of the W helicity fractions from t¹t decay have been made by
CDF and DÂ. Some analyses measured f0 while others measured f+. These are
presented below.
The Run I CDF analysis was based on 106 § 4 pb¡1 of data. The lepton pT
spectrum was used to determine the helicity fractions [37]. f+ was assumed to be
zero in this analysis also. The result was:
f0 = 0:91§ 0:37(stat)§ 0:13(syst) (2.19)
Again, consistent with the standard model but inconclusive.
The Run I DÂ analysis of 125 pb¡1 of data was based on a direct calculation of a
probability that each event corresponds to a t¹t ¯nal state, as a function of the helicity
of the W boson [38]. f+ was assumed to be at the standard model value of 0.0. This
yielded a value for f0 of:
f0 = 0:56§ 0:31(stat+ syst) (2.20)
This is consistent with the standard model prediction that f0 =0.70, but the uncer-
tainty is too large to rule out non-standard model e®ects.
A CDF analysis of 109 pb¡1 of Run I data used the parameter m`b to estimate
cos µ¤ and determine f+ [37]. m`b is the invariant mass of the lepton and b quark and
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is closely related to cos µ¤. This resulted in a measurement of f+ and an upper limit:
f+ = ¡0:02§ 0:11(stat+ syst); f+ < 0:18 @ 95% CL (2.21)
A CDF analysis on data corresponding to 200 pb¡1 of CDF Run II data found:
f0 = 0:74+0:22¡0:34(stat+ syst); f
+ = 0:00+0:20¡0:19(stat+ syst); f
+ < 0:27 @ 95% CL
(2.22)
The result of that analysis was a combination of cos µ¤ and lepton pT analyses.
A previous DÂ analysis was performed using 240 pb¡1 of Run II data and a
similar analysis method as the present analysis [39]. The main di®erence was that in
the previous analysis the b-tagged and non-b-tagged data were analyzed separately
[40]. The result of the combined analyses was:
f+ = 0:00§ 0:13(stat)§ 0:07(syst); f+ < 0:25 @ 95% CL (2.23)
A CDF analysis measured f0 and f+ simultaneously on a data set corresponding
to 318 pb¡1 of integrated luminosity. That analysis used the cos µ¤ variable.
f0 = 0:85+0:15¡0:22(stat+ syst); f
+ = 0:05+0:11¡0:05(stat+ syst); f
+ < 0:26 @ 95% CL
(2.24)
A CDF analysis of 700pb¡1 of Run II data found:
f+ = ¡0:02§ 0:07(stat+ syst); f+ < 0:09 @ 95% CL (2.25)
That analysis also used the m`b to estimate cos µ
¤ and determine f+ [41].
2.6.3 Indirect Limits From b! s° Decays
If there is a V +A contribution to top quark decay then this could in°uence b quark
interactions through the electroweak penguin contribution (which can include a t or
¹t). Measurements of b ! s° decays have limited the V + A contribution to a few
percent [42, 43]. However, this assumes the electroweak penguin contribution, shown
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Figure 2.10. Electroweak penguin diagram for b ! s° decay. The circle at the
bottom of the ¯gure represents a background photon ¯eld [43].
in Figure 2.10, is dominant. These limits are indirect and standard model dependent
and scenarios can be envisaged where other contributions lead to cancellations that
invalidate these bounds [44]. Therefore, direct measurements of the W boson helicity
from top quark decays are necessary.
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Chapter 3
The Experiment
Nature, to be commanded, must be obeyed.
-Francis Bacon
The Tevatron accelerator complex is currently the world's highest energy experi-
mental particle physics facility. There have been two major p¹p collision operating pe-
riods, called \Runs". Run I was operated at a center of mass energy of
p
s = 1:8TeV.
It spanned the years 1992 to 1996 and delivered approximately 160 pb¡1 of integrated
luminosity to the DÂ detector of which 110 pb¡1 was recorded. Between 1996 to 2001
the accelerators and detectors underwent signi¯cant upgrades to increase the energy
and data quality. Run II began in 2001 and will continue until 2009. The center of
mass energy for Run II is
p
s = 1:96 TeV. The ultimate Run II integrated luminosity
is projected to be 4¡ 8 fb¡1.
3.1 A Very Brief History of Fermilab
Fermilab was built to study particle interactions at high energies. It was designed
to answer questions about the quark model, measure particle properties with greater
precision and search for new particles. The lab became operational in Batavia, IL
on March 1st 1972 when the ¯rst 200 GeV beam passed through the Main Ring
(for a more complete historical perspective see [45]). The facility has evolved over
the decades with the addition of many new experiments and devices. The ¯rst p¹p
collisions occurred in the Tevatron in 1985. The study of p¹p collisions in the four mile
circumference (1000 m radius) Tevatron is now the main focus of the lab. Several
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Figure 3.1. Aerial view of the Fermi National Accelerator Laboratory. The Main
Injector is in the forefront; the Tevatron is in the back.
fundamental discoveries have been made at Fermilab: the bottom quark in 1977, the
top quark in 1995 and the tau neutrino in 2000.
3.2 The Tevatron
Six accelerators are used to achieve the 1.96 TeV center of mass energy p¹p collisions:
the Linac, the Booster, the Debuncher/Accumulator, the Main Injector, the Recycler,
and the Tevatron ring shown in Figure 3.2 [46, 47].
3.2.1 Hydrogen Ion Source
Negative hydrogen ions (one proton, two electrons) are created in a magnetron
surface-plasma source [48]. H2 gas is injected into a cavity with a uniform magnetic
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Figure 3.2. Accelerators at Fermilab.
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Figure 3.3. Magnetron con¯guration of H¡ ion surface plasma source [48].
Figure 3.4. Depiction of surface plasma reactions [48].
¯eld as shown in Figure 3.3. The cathode, which is coated with cesium to reduce
the work function, is impacted by protons, heavy positive ions and energetic neutral
atoms. Hydrogen atoms or protons that rebound o® or desorb from the cathode
sometimes form H¡ ions as a result of the electrons freed by these collisions.
The H¡ ions are accelerated out of the cavity (through a slit) by a single elec-
trode extraction system. A 90o bending magnet is employed to remove e¡ and other
ions. The high energy density (» 1A=cm2) H¡ ions are then passed to the electro-
static accelerating column. The voltage for the column is provided by a commercial
Cockcroft-Walton generator. The ions are accelerated to 750 keV.
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3.2.2 Linear Accelerator
The H¡ ions from the electrostatic column enter a 750 keV transport line which uses
quadrupole magnets to make the beam achromatic, steering magnets to center the
beam in both transverse planes, and bending magnets to alter the beam direction
[49].
From the transport line the ions enter the Linac and are accelerated to 400 MeV.
The Linac consists of a series of drift tubes containing quadrupole magnets inside RF
(radio frequency) cavities as shown in Figs. 3.5, 3.6, and 3.7. The RF cavities are
tuned such that the ¯eld accelerates the ions when they are in the gaps while the ions
are shielded from the (reversed) RF ¯eld when traveling through the drift tubes.
3.2.3 Booster
The Booster is a synchrotron with dipole and quadrupole magnets and 17 RF cavities
arranged in a 75 m radius circle [51]. H¡ ions from the Linac are merged with protons
circulating in the Booster. The combined beam is passed through a carbon foil to
remove the electrons.
The protons are captured and bunched, then accelerated to 8 GeV using the RF
cavities. During acceleration the ¯eld strength of the dipole magnets is increased to
keep the protons at ¯xed radius. Finally, the proton bunches are 'phase locked' and
extracted to the Main Injector.
3.2.4 Main Injector
The Main Injector is a circular synchrotron with a diameter of 1 km. It was designed
to increase the antiproton production at Fermilab. It replaced the old Main Ring in
1998.
Protons from the Booster enter the Main Injector and are accelerated to either
120 GeV or 150 GeV.
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Figure 3.5. The Linear Accelerator
Figure 3.6. Linac RF cavity schematic.
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Figure 3.7. Inside of one of the RF cavities. The tube in the middle is a 201 MHz
drift tube [50].
120 GeV1 proton bunches are sent into a nickel target in the antiproton source,
(see Section 3.2.5).
When enough antiprotons are available the Main Injector accelerates bunches of
protons and antiprotons from 8 GeV to 150 GeV and injects them into the Tevatron.
3.2.5 Antiproton Source
Only 20 antiprotons are created for every one million of the 120 GeV protons that
strike the nickel target. Bending magnets and a lithium lens are used to divert pos-
itively charged particles and focus the beam of antiprotons [52]. The antiprotons
created by this process have a wide range of momenta and thus occupy a large phase
space. This limits the number of antiprotons in the beam. The Debuncher accepts
pulses of antiprotons and reduces their momentum spread using RF bunch rotation
and adiabatic debunching at an energy of 8 GeV. It also reduces the transverse beam
1120 GeV is used because it is the most e±cient energy for antiproton production in the antiproton
source.
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Figure 3.8. Schematic of antiproton production and focusing using a nickel target
and lithium lens.
size through betatron stochastic cooling2 which increases the Debuncher to Accumu-
lator transfer e±ciency. The Accumulator accumulates antiprotons by momentum
stacking successive pulses of antiprotons from the Debuncher over several hours or
days.When enough antiprotons have been collected they are transferred to the Main
Injector and stored in the Recycler.
3.2.6 Recycler
The Recycler is a 3.3 km long non-accelerating storage ring. It was installed inside
of the Main Injector enclosure (above the Main Injector magnets) in 1998. It was
designed to store the increased number of antiprotons produced by the Antiproton
2\Beam cooling is a technique whereby the physical size and energy spread of a particle beam
circulating in a storage ring is reduced without any accompanying beam loss" [52, Section V].
Betatron cooling uses kicks to reduce the transverse spread while momentum cooling reduces the
longitudinal spread by accelerating or decelerating particles in the beam distribution.
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Source and re-use antiprotons that did not participate in collisions in the Main Ring.
It uses permanent magnets (magnetized strontium ferrite) to store » 300 £ 1010
antiprotons. Antiprotons from the Accumulator are sent to the Recycler when the
stacking rate in the Accumulator is maximal. This allows the Accumulator to always
operate at maximum e±ciency. The Recycler also recycles antiprotons left over from
Tevatron stores.
Both stochastic and electron cooling are used to reduce the size and energy spread
of the particle beam in the Recycler, which signi¯cantly increases the number of an-
tiprotons that can be stored. The energy of the particles in the longitudinal direction
can couple to transverse degrees of freedom by improper bending/focusing, scatter-
ing, radiation and interactions with the environment (due to e.g. non-perfect vacuum
conditions). The random motions in transverse directions cause the beam to occupy
more phase space and thus not as many particles can be stacked. For practical pur-
poses the transverse energy must be kept below 1/10,000 of the longitudinal energy.
Electron cooling minimizes the transverse energy by passing the beam through a 20 m
long cooling section that contains a parallel beam of 4.8 GeV, nearly monochromatic
electrons. The ions Coulomb scatter with particles in the electron gas until some
degree of thermal equilibrium is attained. Fluctuations are diminished by the fact
that any ion with more (less) than average energy will eventually lose (gain) energy
by interacting with the electrons.
In summary, the Recycler increases the luminosity of the Tevatron by increasing
the amount of antiprotons available for each Tevatron store [53, 54, 56].
3.2.7 Tevatron
The proton and antiproton bunches are injected by the Main Injector into the Teva-
tron. The Tevatron is a superconducting synchrotron with a radius of about 1km. It
has 774 dipole magnets and 216 quadrupole magnets composed of a niobium/titanium
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alloy. The magnets are cooled to a temperature of 4 K. At this temperature the alloy
is a superconductor and can carry much higher currents than conventional magnets.
This is necessary in order to provide high enough magnetic ¯elds to bend the beam
in a circle.
Only one beam pipe is necessary for the operation of the Tevatron due to the
use of antiprotons. 36 bunches of 1011 protons and 36 bunches of 1010 antiprotons
counter-circulate in the beam pipe and are accelerated to 0.98 TeV. Using focusing
magnets called the low-beta quadrupole magnet they are forced to collide at speci¯c
points on the ring every 396 ns. One of the interaction regions is in a section of the
ring named BÂ, the site of the CDF detector and the other is in a section named
DÂ, the site of the DÂ detector.
3.3 The DÂ Detector
3.3.1 Overview
The DÂ detector, shown in Figure 3.9, is located in the Tevatron at the Fermilab
particle accelerator complex. It was designed to measure known particles (which are
emitted in a high energy collision) so that new particles or 'new physics' could be
discovered and studied. It also allows physicists to measure the properties of known
particles, e.g. the W boson and top quark masses, with higher precision.
The proton and antiproton beams collide at the center of the detector. Decay
products are measured by about a million detector channels. Many di®erent decay
products result from the initial collision: leptons, quarks and neutrinos. The leptons
°y away from the interaction region and subsequently interact with the instruments
in the detector. The quarks hadronize and form 'jets' of particles before being mea-
sured by any instruments. Finally, the neutrinos cannot be measured by DÂ; their
presence is inferred by the transverse momentum imbalance in the events. The de-
tector has three main systems to measure the particles: the central tracking system,
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Figure 3.9. The DÂ Detector
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the calorimeters and the muon system [57, 55]. The components of the detector are
designed to exploit the di®erent ways that particles interact.
Many subsystems were upgraded or added for Run II: the central tracking system
a 2 Tesla superconducting magnet, central and forward preshower detectors, muon
system, calorimeter electronics and trigger and data acquisition components.
3.3.2 Coordinate System
A standard right-handed coordinate system is used at DÂ, with +z pointing along the
beam axis in the direction of the protons, +y pointing up and +x pointing outward
in the horizontal plane in the direction away from the Tevatron ring. Due to the
approximate cylindrical symmetry of the detector it is more convenient to use the
spherical coordinates of radius r, polar angle µ , and azimuthal angle Á. Furthermore,
hadron collider physicists prefer to use the rapidity y instead of µ because y is additive
in parallel consecutive Lorentz transformations:
y =
1
2
ln
·
E + pz
E ¡ pz
¸
¼ ´ = ¡ ln(tan(µ=2)) (3.1)
In the high energy regime (i.e. when m=E is small) it is possible to approximate
y by the pseudo-rapidity ´.
3.3.3 Central Tracking System
The inner detectors, namely the CFT and SMT, are inside a solenoidal magnet which
produces a ¯eld of approximately 2 T. The magnetic ¯eld bends the path of charged
particles which allows for momentum and charge measurements.
Tracking particles in the central region is especially important for measurements
of top quark decay processes. One main reason for this is that b quarks from t! Wb
can be identi¯ed by a 'secondary vertex'. The b quark hadronizes into a B hadron,
travels 3 mm and then decays into about 5 particles that emerge from this secondary
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Figure 3.10. Central Tracking System [57].
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vertex [58]. The new 2 T magnet aids in b-tagging because it enables one to eliminate
low-momentum tracks that originate from the primary vertex, but appear to come
from a secondary vertex due to multiple scattering [59]. The Central Tracking System,
a schematic of which is shown in Figure 3.10, is actually composed of two sub-systems:
the Silicon Microstrip Tracker (SMT) and the Central Fiber Tracker (CFT). These
systems can locate the primary vertex to within 35 ¹m.
3.3.4 Silicon Microstrip Tracker
Figure 3.11. Silicon Microstrip Tracker
Figure 3.12. Silicon strip detector schematic [56].
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Table 3.1. Dimensions of sensors in the SMT
Module Type Length Inner Radius Outer Radius
F-disks DS 7.93cm 2.57cm 9.96cm
H-disks SS 7.63, 6.33 9.5 26
Central Barrels DSDM 12.0 2.715 7.582
Central Barrels DS 6.0 4.55 10.51
Outer Barrels SS 6.0 2.715 7.582
Outer Barrels DS 6.0 4.55 10.51
The SMT provides both tracking and vertexing over the nearly full ´ coverage of
the calorimeter and muon systems. In order to achieve the necessary high resolution
tracking there are almost 800,000 channels of silicon strips separated by 50 ¹m [57].
The Silicon Microstrip Tracker is a combination of barrel and disk trackers, as shown
in Figure 3.11.
It's necessary to use the 'barrel and disk' method because of the long interaction
region (¾ »= 25 cm). By using the combinations of barrels and discs one can de¯ne
a cylinder that is nearly centered on the interaction point (though shorter than 25
cm) wherever an interaction happens to occur along the interaction region. Thus the
barrel can measure r¡Á while the disc detectors measure r¡Á and r¡ z. There are
two types of discs: F-disks, which cover j´j < 1:5 and H-disks, which cover j´j < 3:0
(see Figure 3.11). The types of sensors in the SMT (SS = single sided, DS = double
sided, DSDM = double sided double metal) and their dimensions are detailed in Table
3.1.
The detecting devices are fabricated on 300¹mthick n-type silicon wafers shown
in Figure 3.12. Charged particles from the event pass through the device and create
electron/hole pairs. The electrons accelerate towards the positive strips and cause an
image charge to form on the aluminum. The image charge is then recorded by the
SVX-IIe integrated circuit [60]. When an event passes the Level 1 trigger (see Section
3.3.13) the collected charge for that event is digitized and readout [61].
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Figure 3.13. CFT Schematic.
3.3.5 Central Fiber Tracker
Outside of the SMT but still inside the 2 T magnetic ¯eld is the central ¯ber tracker
(CFT). The CFT uses scintillating ¯bers that are mounted on eight support cylinders.
Each ¯ber is only 835 ¹m in diameter and 166 to 252 cm long [59, 57]. The tracker
contains approximately 77,000 ¯bers.
As one can see in the diagram the ¯rst two cylinders are shorter (1.66m long) so
as not to interfere with the SMT H-disks. The outer cylinders (2.52m long) cover
j´j < 1:7. On each cylinder is a layer of ¯bers oriented along the beam direction,
called axial layers, and a second layer at an angle in Á of +3sup o (u) or -3sup o (v),
called stereo layers.
When a charged particle passes through one of the scintillating ¯bers it causes
the emission of light in the 340 nm range. The ¯bers are attached to clear ¯ber
waveguides that carry the light to photodetectors, called visible light photon coun-
ters (VLPCs) where the 'hits' are recorded. The VLPCs are 'cryogenically operated
silicon-avalanche devices' which are the state of the art equivalent of a photomultiplier
tube [59]. They operate at 4K.
The resolution of the CFT is about 100 ¹m if the location of the individual ¯bers
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is known to 50 ¹m or better. This means there is good momentum resolution for
charged particles when this information is combined with data from the SMT.
A recent addition to the SMT, which is not used in this analysis, is Layer 0. This
layer consists of a series of strips on the beam pipe. This will allow for even better
tracking and will compensate for existing radiation damage in the rest of the SMT.
3.3.6 Preshower Detectors
The preshower detectors consist of lead plates followed by scintillating ¯bers that
are located outside the solenoid and before the calorimeter as shown in Figure 3.10.
The lead plates cause an electromagnetic shower when hit by EM particles such
as electrons or photons. The subsequent shower is measured by the scintillating
¯bers. These are Run II upgrades that are used to distinguish backgrounds such
as pions (which deposit only minimum ionizing energy) from electrons and photons
and are used both in triggering and o²ine reconstruction. They function as both
calorimeters and tracking detectors and enhance the spatial matching between tracks
and calorimeter showers [62].
3.3.7 Calorimeter
The next concentric device is the DÂ calorimeter. This device measures the total
energy deposited by particles entering it (except for muons which deposit only min-
imum ionizing energy in the calorimeter and neutrinos which are not measured at
all by DÂ). It is a hermetic, highly stable, radiation hard liquid argon calorimeter.
The calorimeter employs dense materials like depleted uranium, copper, or stainless
steel to induce particle showers and then measures the charge freed when liquid argon
((L)Ar) gas is ionized. This charge is proportional to the total number of particles
that interact with the calorimeter.
The system consists of three sampling calorimeters and an intercryostat detector
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Figure 3.14. The Calorimeter
(ICD), see Figure 3.14 and [55]. Radially outward there is an electromagnetic section,
then a ¯ne hadronic section and ¯nally a coarse hadronic section.
These devices are unchanged since Run I, though the electronics were upgraded
for Run II [57]. Most notably the pulse shaping and readout time and analog bu®er
to hold the data until a level 1 trigger decision can be made had to be improved to
handle the reduction in bunch crossing time from 3:5 ¹s in Run I to 396 ns in Run II.
Another improvement in Run II is the existence of the 2 T magnetic ¯eld that allows
for better calorimeter energy scale calibration and improved electron identi¯cation
because one can compare the momentum of an electron with the energy it deposits
in the calorimeter (E/p) [59].
The calorimeter at DÂ functions by inducing particle interactions in a dense mate-
rial called an absorber. When particles interact with the absorber material a particle
cascade is produced. How this happens depends on the type of initial interacting
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particle. In the GeV range, electrons lose their energy through bremsstrahlung and
photons lose their energy by electron-positron pair production [63]. If the initial par-
ticle is an electron, positron, or photon an electromagnetic cascade consisting of many
'child' electrons, positrons and photons is produced. The longitudinal development
of the electromagnetic cascade is determined by the radiation length of the absorber
materials. In contrast, a hadronic cascade is caused by inelastic hadronic processes
and consists mostly of pions, Kaons, nucleons and other hadrons. The longitudinal
development of the cascade is determined by the nuclear absorption length, which is
much larger than the radiation length X0. This is the why the hadronic section of
the calorimeter is larger than the electromagnetic section, as one can see in Figure
3.14.
One cell of the calorimeter consists of a layer of absorber, a 2.3 mm liquid argon
gap, and a G10 signal board. The drift electric ¯eld is created by applying a potential
to the high-resistivity surface of the G10 board. When charged particles pass through
the gap they leave a trail of ions and electrons. The electrons travel towards the G10
board. This current induces an image charge on a copper pad under the resistive
coating on the G10 board. Charge from the pads is summed into a readout cell.
The signals are then organized such that all of the channels needed to make a 0:2´£
0:2Á trigger tower go into a single 48-channel ceramic printed circuit preampli¯er
PC board. To remove slowly varying o®sets the preampli¯er pulses are shaped and
sampled before and after the bunch crossing and the di®erence is stored on a sample
and hold circuit. If a yes trigger decision is made then the sample and hold outputs
are read out and digitized by the analog-to-digital converters.
The ICD, a novel device when it was introduced in the DÂ experiment, signi¯-
cantly improves energy measurement in the calorimeter in the region 1:1 < j´j < 1:4.
It uses a layer of scintillator immersed in (L)Ar to sample particle showers as they
pass through the detector. The addition of this detector to the more standard EM,
FH and CH detectors improves 6ET measurements and the jet energy scale resolution.
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3.3.8 Muon System
The high energy muons created at DÂ interact with the detectors mainly through
ionization. They deposit minimum ionizing energy in the tracker and calorimeter
and do not usually create a shower. However, measuring muons is crucial for most
of the analyses. A separate detector was constructed outside of the calorimeter (as
shown in Figure 3.9) to measure their location and momentum. The system is a muon
spectrometer that uses three layers (A, B and C) of drift tubes and scintillators. Layer
A is outside of the calorimeter but inside the 1.8 T toroidal magnet, while B and C
are outside of the magnet. The advantage of having the toroidal magnet is that the
muon momentum can be determined by independently measuring the curvature of
the muon tracks that result when the muons pass through the magnet. There is both
a central WAMUS (wide angle muon system) that covers j´j < 1 and a (new to Run
II) forward FAMUS (forward angle muon system) that covers 1 < j´j < 2.
3.3.9 PDTs
The PDTs are drift tubes that consist of a 0.6 mm W-Au (gold plated tungsten)
wire inside a rectangular steel coated aluminum enclosure ¯lled with 80% argon, 10%
methane and 10% tetra°ouromethane [64]. When a muon passes through the tube it
ionizes the gas and the electrons move toward the W-Au wire which is held at positive
potential. Between collisions with gas molecules, the electrons accelerate towards the
wire. Because of the large accelerating ¯eld they achieve su±cient energy to ionize
the gas and thus create more electrons and ions. These in turn do the same and an
avalanche develops, causing the signal to be ampli¯ed.
3.3.10 Scintillators
Scintillators are used for triggering events that contain muons as well as muon iden-
ti¯cation. When the muons pass through the scintillator, light is emitted that passes
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through a waveguide to a photomultiplier where the signal is converted to a digital
pulse for readout. In the central region the scintillators are rectangular with Á ¼ 4:5±,
in the forward region they are trapezoidal with the same Á segmentation.
3.3.11 Luminosity Monitors
One must know the overall luminosity in order to determine the production rate.
The luminosity monitors are used to measure the luminosity of the p¹p beam at the
DÂ interaction region. The system comprises two arrays of 24 plastic scintillation
detectors with ¯ne-mesh photomultiplier readout. They cover the range 2:7 < j´j <
4:4 in pseudorapidity. This provides an acceptance of 98 § 1% for detecting non-
di®ractive inelastic p¹p collisions [65].
The system records when both sets of counters are triggered in coincidence, char-
acteristic of a p¹p collision. However, there are sometimes more than one p¹p collision
at the same time. In order to account for this what is actually used to measure the
luminosity is the fraction of 'null' crossings, i.e. when there is no coincidence. Note
that luminosity is not used directly in this analysis as the W helicity measurement is
not sensitive to the overall t¹t production rate.
3.3.12 Triggers
At DÂ, p¹p collisions occur at a rate of 2.5 MHz. It is not possible to store information
about every event at this rate. About one terabyte per second of storage would be
required. The interesting events occur rarely and often have characteristic signatures.
A three level trigger system is used to select events that meet certain criteria (cor-
responding to properties of the characteristic signatures) and reduce the rate down
to about 50 Hz. At this rate it is possible to store all of the events on tape for later
analysis.
66
3.3.13 Level 1 Trigger System
The Level 1 Trigger Framework (L1FW) is a hardware trigger system that determines,
for each beam crossing, whether the resulting event should be rejected, or captured
for further analysis in the Level 2 Trigger System. It consists of a framework of ¯eld
programmable gate arrays (FPGAs) that analyze basic level information from the
detector subsystems: track, calorimeter towers and muon detector hits. The track,
calorimeter and muon subsystems of the L1FW are described brie°y below.
The L1CTT uses signals from the axial ¯bers of the CFT. FPGAs use look up
tables (LUTs) to look for tracks. The tables have pre-programmed patterns that
indicate tracks. The trigger sector, relative Á in the trigger sector, the momentum
and curvature information are all saved and sent to the global L1 trigger and also to
the muon and silicon track trigger (STT).
The L1 trigger system uses calorimeter information by requiring energy deposited
in a calorimeter tower to be higher than a pre-set level (there are 16 possible pre-set
levels). The electromagnetic and hadronic towers are summed at a (low) resolution
of ¢´ £¢Á = 0:2 £ 0:2. Also, more global triggers are formed from all calorimeter
towers: the total energy, the total transverse energy, and the total missing energy.
The level 1 muon trigger (L1MU) uses information from the scintillation counter
(SC), PDT hits and input from the level 1 track trigger (as noted above). It combines
this information with muon detector hit information to determine muon candidates
based on combinatorial logic. Cosmic ray veto scintillation counters are used for high
pT events to rule out external events (the timing relative to the beam crossing for
cosmic events is inconsistent).
The desired rate for events selected by the Level 1 Trigger System is 10 kHz,
however, the actual rate is about 2 kHz or one decision every 4.2 ¹s [66].
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3.3.14 Level 2 Trigger System
The level 2 trigger further reduces the event rate to 1 kHz in two stages: ¯rst by
sub-system pre-processing and then global decision making. Clustering algorithms
are run on the calorimeter towers from L1, allowing electrons and jets to be identi¯ed
better. Muon system data is also pre-processed to form the Level 2 muon triggers.
All of the processing is done with software in processor boards, except in the case of
the STT. The Level 1 CFT sends a list of tracks to the STT for each event, which
¯nds clusters [67]. All of the pre-processed data from the sub-systems is passed into
the global processor where it is combined and global decisions are made to reject or
keep events.
3.3.15 Level 3 Trigger System
The Level 3 triggering is carried out by a farm of approximately 100 Linux computers
running a version of the full event reconstruction software. This allows more com-
plicated trigger decisions to be made based on 'objects' such as electrons and muons
rather than detector information such as calorimeter towers. The decision is made
within 100 ms and the output bandwidth is limited to about 50 Hz.
An event accepted in L2 is sent to the L3 supervisor program via an ethernet
connection from the readout crates. A processing computer is chosen and the event
builder accepts the event info and the event is recoed and ¯ltered. If the event passes
any ¯lter then it is written to tape.
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Chapter 4
Data and Monte Carlo Samples
The t¹t ! ` + jets channel consists of events with either an electron or a muon and
several jets.1 As discussed in Section 2.5.2, this is the preferred channel to study the
W boson helicity because of the reasonable branching ratio (¼30%), good signal to
background discrimination and the ability to easily distinguish up-type from down-
type decay products.
4.1 Reconstruction and Processing
Data is recorded at DÂ as a series of measurements and hits in di®erent detector
subsystems. A considerable amount of work must be done to turn this raw data into
\objects" (e.g. electrons) that can be analyzed by physicists. This section serves
as a general outline of the reconstruction and processing programs and procedures.
Details of speci¯c programs and versions used in this analysis are provided in Section
4.2.
4.1.1 Reconstruction
Raw recorded data is reconstructed on a computing \farm" at Fermilab using a pro-
gram called d0reco and is then saved as DSTs (data summary tapes) and TMBs
(thumbnails). DSTs contain EDM (event data model) chunks of various reconstruc-
tion algorithms. TMBs contain a subset of the DST data.
1Tau leptons are not included in this channel because they are experimentally di±cult to distin-
guish from jets.
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4.1.2 Fixing
Reconstructed data is ¯xed to apply the latest vertexing, calorimeter corrections and
bug ¯xes. Events in the TMB are re-reconstructed. This improves the quality of the
data and also ensures that data from di®erent releases is more uniform. Fixing is
managed by the Common Sample Group (CSG) [68].
4.1.3 Skimming
In order to reduce the number of events over which it is necessary for analyzers to
run their code, skims are created. The skims contain reconstructed information about
events recorded at DÂ that are likely, based on loose criteria, to be events of a certain
type. These are created so that groups do not have to process the entire collection of
data events for their analyses, only those that pass minimum selection criteria related
to the channel they are analyzing (e.g. ¹+jets). This is also handled centrally by
the CSG to ensure uniformity.
4.1.4 Common Object Corrections
The Common Object Corrections are a collection of all the post reconstruction object
corrections and object (muons, EM, jets, MET) certi¯cation cuts. Duplicate events
are also removed at this step. The following corrections are made:
² Set muon quality criteria (loose, medium, and tight).
² Apply EM energy scale.
² De¯ne good EM candidates.
² Apply the Jet Energy Scale (JES) corrections.
² Remove e-like jets.
70
² Apply bad jet cuts.
² Compute MET using certi¯ed electrons, muons and jets.
² Apply JES corrections to MET.
² Remove duplicate events.
4.1.5 Top Group Speci¯c Packages
The general framework analysis package for DÂ top analyses is called top analyze.
It produces ROOT-tuples from DSTs. ROOT-tuples are ¯les that can be read and
analyzed using the ROOT object oriented data analysis framework [69]. Top quark
analysis groups use the package top dq data to reject bad luminosity blocks.
4.2 Data Samples
The data used in this analysis was recorded by the DÂ detector at Fermilab between
April 2002 and August 2004, corresponding to run numbers » 139000 ¡ 198700.2
It was reconstructed with d0reco, reprocessed with p14 algorithms and ¯xed using
the PASS 2 corrections.3 The data samples used were the e+jets and ¹+jets skims
created by the Common Sample Group. To put the data into a format that is more
useful for top quark analyses, the skims were processed by the Ipanema version of
top analyze. Data with bad luminosity blocks were rejected using top dq data version
fall2004-pass2-04. The integrated luminosity, after rejection of bad blocks, was 366.2
pb¡1 for the e+jets channel and 363.2 pb¡1 for the ¹+jets channel.
2A run is a data taking period ranging from minutes to hours in which data is collected under a
certain set of conditions.
3The PASS 2 corrections included the T42 algorithm to reduce calorimeter noise by keeping low
energy calorimeter cells only when they are neighbors of higher energy cells [70].
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4.3 Monte Carlo Production
Monte Carlo samples were produced to model the t¹t signal and W+jjjj background
processes. The programs used to generate these simulated events are described below.
4.3.1 ALPGEN
The ALPGEN Monte Carlo generator uses exact leading order matrix elements for
2 ! n multiparton processes at hadron colliders. It generates parton level events,
providing full information on their color and °avor structure. ALPGEN allows the
physics of the t ! Wb vertex to be changed from a purely V ¡ A interaction to
a V + A interaction. Thus samples with di®erent positive helicity fractions can be
produced.
4.3.2 PYTHIA
PYTHIA uses a combination of analytical results and various models to generate
events [71]. Unlike ALPGEN, it does not calculate the matrix elements of each
process. It uses leading order matrix elements for 2 ! 2 processes and generates
extra jets through gluon radiation and a parton showering algorithm. It is also run
on all ALPGEN samples to simulate the hadronization of the partons.
4.3.3 Monte Carlo Generation Parameters
The following is an explanation of the di®erent Monte Carlo production settings. The
settings used for the Monte Carlo samples in this analysis are summarized in Table
4.3.
The factorization scale, Q, is the scale at which the p¹p interaction can be
separated into short-range and long-range pieces.
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The PDF (parton distribution function) is the probability density that a parton
of a speci¯c °avor is participating in the hard scattering interaction, at the factor-
ization scale, with a speci¯c momentum fraction of the incoming hadron. Di®erent
parameterizations are derived from experimental data.
The underlying event refers to the more complex interactions of the p¹p collisions
beyond the simple assumption of one parton interacting with another. This includes
partons that did not participate in the hard scattering interaction and the possibility
of other \semi-hard" interactions from partons in the p¹p pair. A data-to-Monte Carlo
comparison was used to tune the Monte Carlo modeling of the underlying event. The
version used in the production of samples for this analysis is called \Tune A" [72].
4.3.4 Detector Response and Digitization
Monte Carlo events from PYTHIA are not initially in a useful form for comparison
to real data events. The passage of the particles through the detector must be sim-
ulated and the response of the readout electronics must be determined. The former
is achieved with the program d0gstar. The GEANT program accounts for the de-
tector materials and geometry as well as the physics of the particle interactions with
these materials. For the latter, the detector response is digitized using the package
d0sim. At this point the Monte Carlo is essentially equivalent to raw data and is
reconstructed and processed as described in 4.1.
4.4 Monte Carlo Samples
In order to test the hypothesis of a non-zero f+ fraction, ALPGEN samples with the
tWb coupling varied in increments from purely V ¡ A to purely V + A were used.
Speci¯cally, f+ was varied from 0.0 to 0.3 while holding f0 constant at 0.7 (f0 = 0.7
for both V ¡ A and V + A couplings).
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TheW+jjjj sample was generated using the Common Sample ALPGEN produc-
tion settings, so the parameters are the same as those used in other analyses across
DÂ. These are shown in Table 4.3. Samples were generated with four light jets (jjjj),
three light jets and a single charm jet (cjjj), a c¹c pair and two light jets (ccjj) and
a b¹b pair and two light jets (bbjj). To ensure the proper mixture of heavy and light
jet °avors in our sample, the following steps were taken [73]:
² Reject events for which the reconstructed jets do not match partons of the as-
sumed °avor (e.g. events in the bbjj sample where only one of the reconstructed
jets matches a generated b quark within ¢R of 0.5 were rejected).
² Retain all of the jjjj events that pass the above selection. Add to them a
subset of the heavy °avor samples such that the proportions are as shown in
Table 4.1.
Jet °avor Fraction of sample
jjjj 0:809§ 0:0038
bbjj 0:0284§ 0:0010
(bb)jjj 0:0288§ 0:0015
ccjj 0:0459§ 0:0018
(cc)jjj 0:0458§ 0:0032
cjjj 0:0420§ 0:0033
Table 4.1. Jet °avor composition assumed for W+jets events. These values are
derived from the leading order cross sections for each ¯nal state.
4.5 QCD Background Samples
QCD, or multijet, background events occur when an isolated lepton signature appears
when there is in fact no isolated lepton in the event and spurious 6ET appears due
to mis-measurement of the transverse energy. Samples were found using the data
because there is no Monte Carlo generator for this background. The reason for this
is that the preselected event sample is made up of abnormal events, i.e. events which
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lie on the tails of the distributions and are imperfectly modeled by Monte Carlo.
For example, an electron candidate can be faked by a jet with a high EMF and
low charged particle multiplicity with only one track reconstructed. In the ¹+jets
channel, a QCD background event can be caused by a semileptonic heavy °avor decay
where the muon appears to be isolated from the jet. No Monte Carlo was generated
to simulate all of the possible e®ects that can cause this background and verify all of
the modeling.
To create a QCD background sample from the data events, the events are required
to pass all selection cuts with the exception of one relating to the lepton. In the e+jets
channel, a QCD sample was de¯ned by requiring the high PT electron not pass the
EM likelihood cut. In the ¹+jets channel, a QCD sample was de¯ned by requiring
the high PT muon not be isolated (i.e. to fail the Rat11 or Rattrk cuts).
Before they were input to the maximum likelihood ¯t, both the signal and back-
ground distributions were re-binned to have ¯ve equal-width bins. Five bins was
chosen based on a study that varied the number of bins to 5, 10, and 50 bins. This
study is detailed in Section 8.3.
These are the default signal and background samples used in this analysis unless
otherwise stated. Alternative samples to model signal and background were used to
study the systematic uncertainty associated with these Monte Carlo samples. An
appropriately mixed sample of t¹t and t¹t +j events was used as an alternative signal
sample (see Table 4.2). Events generated by ALPGEN, with a di®erent factorization
scale (called iqopt10 ), were used as an alternative W+jjjj sample.
A brief summary of the Monte Carlo generation parameters (de¯ned in 4.3) is
given in Table 4.3.
Triggers were simulated for Monte Carlo events using the Ipanema version of
the top trigger package [74]. Events were required to have triggered the correct
lepton+jets L1, L2, and L3 triggers. The top dq data package (version fall2004-pass2-
04) was used to enforce this requirement.
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Parameter t¹t t¹t j
¹+jets e+jets ¹+jets e+jets
¾ (pb) 6 6 2.5 2.5
relative fraction 0.71 0.71 0.29 0.29
total e±ciency (e®) 0.75 0.89 0.69 0.82
¾x e® (pb) 4.50 5.34 1.73 2.05
Table 4.2. Determination of the relative fractions of t¹t and t¹t +j samples used to
make an alternative t¹t sample.
Parameter t¹t Wjjjj Wjjjj iqopt10
PDF CTEQ6.1M CTEQ5L CTEQ5L
Q2 (mt)
2 m2W +
P
p2t < p
2
t >
Underlying event Tune A Tune A Tune A
ppartont none > 8 GeV > 8 GeV
j´partonj none < 3.0 < 3.0
Table 4.3. Generation parameters associated with Monte Carlo samples used in this
analysis.
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Chapter 5
Event Selection
The goal of event selection is to, starting from the reconstructed data, choose a sample
of events which is greatly enriched in t¹t events and contains a reasonable number of
total events. A preselected sample was created by applying several preselection cuts
to the data. This sample was used for comparing the properties of the data to the
properties of the Monte Carlo. A ¯nal selection is made by calculating a likelihood
that each event is t¹t-like, and cutting on this likelihood based on the optimal value
of the quantity
D = Sp
S +B
(5.1)
where S (B) is the number of expected signal (background) events in the ¯nal sample.
The ¯nal selected events were used to measure f+.
5.1 Object Identi¯cation
In order to identify candidate t¹t events and measure the angle cos µ¤ the following
objects are de¯ned: electrons, muons, jets, missing transverse energy ( 6ET ), and the
primary vertex (PV). The following is a brief summary of our selection criteria, which
is similar to but di®ers somewhat from the criteria used by the cross section analyses
at DÂ [75, 76].
5.1.1 Electron Identi¯cation
An EM cluster (potential electron object) is de¯ned as a set of calorimeter towers in
a cone of radius R =
p
¢´2 +¢Á2 = 0:2 around an initial tower selected on the basis
of its energy content [77].
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Candidate EM clusters must be reconstructed in the central region of the calorime-
ter de¯ned by j´detj < 1:1 or in the region 1:5 < ´det < 2:5.1 There must be a candidate
track associated with the cone of the EM shower. This is a track in a road satisfy-
ing j¢ÁEM;trkj < 0:05 and j¢´EM;trkj < 0:05. Genuine EM showers deposit a large
fraction of their energy in the EM section of the calorimeter. Thus the EM fraction
must be large: fEM ´ EEM=ETOT > 0:9 where EEM is the cluster energy in the EM
section of the calorimeter and ETOT is the total energy in the cone. The EM cluster
of an electron object should be isolated. Most of the energy in an isolated cluster will
be near the center of the cone.
Electrons that satisfy the preceding requirements are identi¯ed as loose electrons.
Tight electrons must also satisfy a 7-parameter h-matrix requirement. The h-matrix
is a covariance matrix that is inverted [58]. The h-matrix contains information about
the transverse and longitudinal shape of the showers. This allows hadronic and EM
energy deposits to be distinguished. The seven variables considered are:
² Total shower energy.
² Position of the primary vertex.
² r ¡ Á cluster size.
² Fraction of the total shower energy contained in the 1st, 2nd, 3rd, and 4th
calorimeter layers.
These seven variables (the last item lists four variables) are used to compute the h-
matrix. From this, a Â2cal variable is computed which is the likelihood that an event
is EM-shower like. Tight electrons are required to have Â2cal < 50.
1´det is de¯ned as ´ relative to the center of the detector while ´PV is ´ relative to the primary
vertex. Since the location of the PV varies for each event we use ´det for our selection criteria.
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5.1.2 Muon Identi¯cation
Muons are reconstructed using both the muon system and the central tracking system.
They are required to register a hit in all layers of the muon system. If central tracking
information is available then it is used to improve knowledge of the muon kinematics
and to check if it came from the primary vertex. For muons from W decay (and thus
all muons in the ¹+jets channel), a track match is required.
In this analysis all muons must:
² Be medium quality with wire and scintillator hits both inside and outside the
toroid iron.
² Have timing consistent with the beam crossing to the cosmic ray muon back-
ground.
² Have a good match to a central track (Â2track=NDF < 4) to remove bad track
¯ts.
² Have a distance of closest approach of the muon track to the primary vertex of
< 3¾ away from zero, in order to reject muons from semi-leptonic b decays.
² Match a central track within 1 cm in z from the primary vertex to reduce
backgrounds from cosmic ray muons and badly reconstructed tracks.
² Be isolated from unclustered calorimeter energy (have Rat11 < 0:08). Rat11 =
Halo(0.1,0.4)/pT;muon where Halo(0.1,0.4) is the sum of the ET of calorimeters
clusters in a hollow cone between R > 0:1 and R > 0:4 away from the muon.
Muons from W decay tend to be isolated.
² Be isolated from other tracks (Rattrk < 0:06). Rattrk = TrkCone(0.5)/pT;muon
where TrkCone(0.5) is the sum of the pT of all tracks within a cone of radius
¢R = 0:5 surrounding the muon.
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5.1.3 Primary Vertices
All events are required to have a primary vertex that satis¯es the following quality
criteria:
² At least three tracks must be associated with the vertex found by the d0root
software package, and the vertex must have jzj < 60cm.
² The distance in z between the vertices found by d0reco and d0root must be less
than 5 cm.
5.1.4 Jets
Jets are formed using the Run II cone algorithm with ¢R = 0:5. See Figure 5.1 for
an illustration of how a parton jet becomes a particle jet and ¯nally a calorimeter jet,
which is measured in the calorimeter. The latter is the only measurable object.
Figure 5.1. Cartoon of the evolution from hard scattering of partons to a calorimeter
jet.
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Calorimeter jets must satisfy the following criteria:
² Electromagnetic energy fraction > 0:05 and < 0:95.
² Coarse hadronic energy fraction < 0:40.
² Ratio of leading to next-to-leading cell energy < 10.
² Leading tower contains less than 90% of the jet's energy.
² Ratio of trigger readout energy to reconstructed energy is > 0:4 for jets with
j´detj < 0:7 or j´detj > 1:6 and > 0:2 for all other jets.
5.1.5 Jet Energy Scale
The energy of jets as measured by the calorimeter is not the same as the actual parton
or particle level jet energies. Corrections must be applied for physics, instrumental
and jet algorithm dependent e®ects [78]. Thus the goal of jet energy correction is to
correct the calorimeter jet energy back to the particle jet energy. Sub-corrections are
estimated separately for collider and simulated data. The jet energy scale corrections
include:
1. O®set Correction (O) : Subtract energy not associated with the hard scat-
tering event, e.g. other p¹p collisions or electronics noise.
2. Calorimeter Response Correction (R): Account for energy lost in un-
instrumented parts of the detector and the fact that the calorimeter response
to hadrons is lower than to photons and electrons.
3. Showering Correction: Takes into account the energy deposited outside of
the particle jet cone that is a result of particles inside the jet developing showers
(and vice-versa), magnetic ¯eld bending, etc.
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The o®set correction is calculated by measuring the energy densities of events
where there is minimum activity in the luminosity monitors. The calorimeter response
correction is determined by measuring the pT imbalance in back-to-back ° + jets
events. In a back-to-back event the photon energy (which can be calibrated indepen-
dently using Z ! ee events) should balance the jet energy. Thus any imbalance is
accounted for with a correction. The showering correction is derived using jet energy
density pro¯les from data and Monte Carlo. The out-of-cone showering contribution
is compared to the total showering to determine a correction.
The ¯nal jet energy correction factor is:
fJES =
Eparticlejet
Emeasuredjet
=
1
Emeasuredjet
Erawjet ¡O
R£ S (5.2)
where Eparticlejet is the corrected jet energy, E
raw
jet is the uncorrected jet energy, O is the
o®set energy correction, R is the absolute response correction and S is the showering
correction [79]. The correction for data and Monte Carlo are shown in Figures 5.2
and 5.3 respectively.
The total error of the JES correction was conservatively estimated to be the sum
in quadrature of the data and Monte Carlo statistical and systematic uncertainties.
These are shown separately for data and Monte Carlo in Figures 5.2 and 5.3 respec-
tively. The software package JetCorr v5.3 was used to correct the data and Monte
Carlo jet energies [80].
5.2 Preselection
The preselected data sample is one that is enriched in t¹t events, but is a superset of
the ¯nal data set used to measure cos µ¤. The preselected data set is created from the
available data by applying cuts to kinematic and object identi¯cation variables. It
is used to study the distributions of variables at higher statistics than the ¯nal data
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Figure 5.2. Data JES correction factor and error. Top left: JES correction as a
function of uncorrected jet energy. Top right: Absolute error on the JES correction
as a function of uncorrected jet energy. Bottom left: JES correction as a function of
pseudorapidity. Bottom right: Absolute error on the JES correction as a function of
pseudorapidity [79].
sample. The preselected data set is also used in the estimation of the S/B ratio of
the ¯nal data sample.2
5.2.1 ¹+jets Cuts
Our preselection cuts for the ¹+jets channel are given in Table 5.1. These criteria
are similar to those used in the t¹t production cross section analysis (except that a
lower jet PT requirement is used) [76]. Momenta of muons without hits in the SMT
2This data set has also been studied extensively by other groups at DÂ (most notably the e+jets
and ¹+jets cross section analysis groups) so it is relatively well understood.
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Figure 5.3. Monte Carlo JES correction factor and error. Top left: JES correction as
a function of uncorrected jet energy. Top right: Absolute error on the JES correction
as a function of uncorrected jet energy. Bottom left: JES correction as a function of
pseudorapidity. Bottom right: Absolute error on the JES correction as a function of
pseudorapidity [79].
are recomputed under the assumption that the muon originated from the primary
vertex.
Many of the variable de¯nitions can be found in [75, 81, 82]. Isolated muons are
de¯ned by Rat11<0.08 and RatTrk<0.06. The ¢Á(¹; 6ET ) triangle cut is de¯ned as:
¢Á(¹; 6ET ) > 0:6¼ £ (1¡ 6ET [GeV ]
50
) (5.3)
These cuts result in a preselected sample of 104 ¹+jets events.
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Cut # Selection Cut
1 ¸ 3 tracks at the vertex
2 jZvertexj < 60 cm
3 ¸ 1 ¹
4 Only 1 isolated ¹
5 Isolated electron veto
6 Highest P ¹T > 20 GeV/c
7 j´¹j < 2:0
8 jDCAj=¾dca · 3
9 j¢z(¹; PV )j < 1 cm
10 j¢z(DOrecoPV,D0rootPV)j < 5 cm
11 ¸ 4 jets with j´jetj < 2.5
12 ¸ 4 jets with PT > 20 GeV/c
13 ¢R(¹; jet) > 0:5
14 6ET > 20 GeV
15 ¢Á(¹; 6ET ) triangle cut
16 ¹+jets trigger requirement
17 Z-boson veto
Table 5.1. Preselection criteria for the ¹+jets channel.
5.2.2 e+jets Cuts
The preselection criteria for the e+jets channel are given in Table 5.2. These criteria
are similar to those used in the t¹t production cross section analysis [75].
The EM likelihood is used to separate good electrons from background. The
likelihood is based on seven variables listed, but not de¯ned, here: fem, Â
2
cal,
EcalT
ptrkt
,
Prob(Â2spatialEM¡trk), DCA to primary vertex, number of tracks in a cone of radius
¢R=0.05, and the sum of the pT of all tracks in a cone of radius ¢R=0.04. The
¢Á(e; 6ET ) cut is de¯ned as:
¢Á(e; 6ET ) > 5:1¼ £ (1¡ 6ET [GeV ]
35
) (5.4)
This di®ers from the cut in Ref. [83], since that cut was still in °ux in the cross section
analysis when the data sample was frozen for this analysis.
These cuts result in an e+jets preselected sample of 121 events. Estimations
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Cut # Selection Cut
1 ¸ 3 tracks at the vertex
2 jZvertexj < 60 cm
3 j¢z(DOrecoPV,D0rootPV)j < 5 cm
4 ¸ 1 electron
5 Only 1 electron with P eT > 20 GeV/c
6 No isolated muons with PT > 15 GeV/c
7 EM likelihood > 0.85 (we sometimes call this \isolated")
8 Electron has matched track
9 Electron PT > 20 GeV
10 Track matched to electron has PT > 10 GeV/c
11 ´edetector < 1:1
12 j¢z(e; PV )j < 1 cm
13 ¸ 4 jets with j´jetj < 2.5
14 ¸ 4 jets with PT > 20 GeV
15 6ET > 20 GeV
16 ¢Á(e; 6ET ) cut
17 e+jets trigger requirements
18 Isolated electron is the highest PT electron
Table 5.2. Preselection criteria for the e+jets channel.
of the signal and background content of the preselected sample will be discussed in
Chapter 6.
5.3 Final Selection
A further selection using a top likelihood variable is used to increase the signal-to-
background ratio and reduce the expected statistical uncertainty in the measurement
of f+. Eleven variables were considered as input to the likelihood, Lt. Thus there are
211 = 2048 possible likelihoods. The following is a brief description of each variable:
² Aplanarity A: Aplanarity is de¯ned as:
3
2
¸3 (5.5)
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¸3 is one of the eigenvalues of a matrix M:
Mij =
P
0 p
0
i p
0
j
§0j~p0j2
(5.6)
where o is the index of the object, ~p0 is the momentum of an object and i and
j represent coordinates. The jets and the lepton are included in the sum. This
tensor has three eigenvalues satisfying
¸1 ¸ ¸2 ¸ ¸3 and ¸1 + ¸2 + ¸3 = 1: (5.7)
A is a measure of the deviation from °atness of the event. The decay of a heavy
object produced close to threshold will lead to isotropic decay distributions.
Because of this, t¹t events are more aplanar and tend to have larger values of A
than background events.
² Sphericity S: Sphericity is de¯ned as
S =
3
2
(¸2 + ¸3) (5.8)
This variable is similar to A. t¹t events will tend to have larger values than
background as the distribution of objects is more spherical.
² Centrality C: HT
HE
:
C =
HT
HE
=
P4
Njet=1
EjetTP4
Njet=1
Ejet
(5.9)
where EjetT is the transverse jet energy and E
jet is the jet energy. It is normalized
to the jet energy sum in order to minimize dependence on the top quark mass
and jet energy scale.
² K0Tmin: The distance in ´ ¡ Á space between the closest pair of jets multiplied
by the ET of the lowest-ET jet in the pair, and divided by the ET of the W .
K 0Tmin = ¢R
min
jj
pmint
EWt
(5.10)
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Only the four leading-ET jets are considered in computing this variable. Jets
arising from gluon radiation (as is the case for background) will tend to result
in lower values of K 0Tmin.
² mjj min, de¯ned as the minimum dijet mass of all jet pairs. This variable is
sensitive to gluon radiation and will tend to result in lower values for background
compared to signal.
² H25T : The scalar sum of all the jets PT with values > 15 GeV. Jets arising from
gluon radiation in general have lower PT than jets in t¹t events so background
events will tend to have smaller values of H25T compared to signal events.
² H20T : The scalar sum of the second, third and fourth jets, divided by the scalar
sum of Pz of the four leading jets, the leading lepton and the neutrino.
² H3T: The scalar sum of the third and fourth jets.
² HITFIT Â2: The Â2 associated with a kinematic ¯t to the hypothesis of t¹t de-
cays in the e+jets or ¹+jets ¯nal states. Signal events will naturally have
smaller Â2 values than background events. HITFIT is the name of the software
package used to perform the kinematic ¯t.
² ¢Á(lepton; 6ET ): The angle between the leading lepton and the missing trans-
verse energy. W+jjjj events with fake 6ET coming from mis-measured lepton
PT will tend to peak around ¢Á(lepton; 6ET ) ¼ ¼.
² JLIP average: The average JLIP probability of the two jets with the lowest
JLIP probability. For top events, this variable will be very close to 0, while
events containing only light jets will be more broadly distributed between 0 and
1.
Most of these variables are related to the topology and kinematics of the events.
More information about them can be found in [83],[81], [58], and [82]. The last
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variable uses jet °avor information. The JLIP algorithm gives a probability for the
jet to come from b-quark decay. b-jets tend to have a JLIP probability close to 0,
re°ecting that the tracks in the jets are inconsistent with the primary vertex. The
JLIP probability is only used for taggable jets. A jet is declared to be taggable if at
least two tracks within its cone point to the primary vertex [84]. For non-taggable
jets, the JLIP probability is arti¯cially set to 1. Because the track reconstruction
e±ciency may be di®erent in data and Monte Carlo, the number of taggable jets may
di®er. A 2-dimensional correction factor as a function of PT and ´ £ Sign(Zvertex)
was derived and is shown in Figure 5.4. A separate parameterization was used for
each channel. The parametrization was split into two vertex bins : jZV j < 35 cm and
jZV j > 35 cm. The °uctuations in the plot (and the fact that the ¯t goes above one
in some regions) for ¹+jets events with jZV j > 35 cm are due to the limited statistics
in that sample. In the end, the relative e±ciency was applied to the Monte Carlo
by randomly declaring some taggable jets to be untaggable. Correction factors > 1
cannot be accounted for so the function is truncated at 1.
Figure 5.5 shows the numbers of taggable jets in the preselected sample after the
correction is applied. The quality of the ¯t improves after the correction in the ¹+jets
channel (KS probability increases from 4% to 100%) but decreases in the e+jets
channel (from 24% to 7%). The absolute KS number is not reliable for histograms
with so few bins, but the trend is probably meaningful. The implementation of the
correction was checked for problems but none were found. Since the same procedure
is used for the e+jets and ¹+jets channels, the di®erence in outcomes is most likely
a statistical °uctuation.
Figure 5.6 shows the JLIP probability of the four leading jets in the preselected
events for both channels. The same distribution transformed with a logarithm shows
that the tails are correctly described by the Monte Carlo. Instead of using the JLIP
probability of each jet as an input variable for the likelihood, a global variable de¯ned
as the average JLIP probability of the two most b-like jets found in the event (i.e the
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two jets with the lowest JLIP probability) was used. This reduced the misidenti¯ca-
tion of jet °avor due to jets with mis-reconstructed tracks.3 So, if an event contains
a light jet misidenti¯ed as a b-jet, averaging with another jet in the event will lead to
higher JLIP values. Similarly, events where one b-jet has a high JLIP value will be
brought back to lower JLIP values by the second jet. This variable is shown in Figure
5.7. Most of the top signal peaks at very low JLIP values, as would be expected since
actual t¹t events have two b-jets. The signal/background distributions used as input
for the top likelihood are shown in Figures 5.8 and 5.9. The signal and background
distributions for each variable were normalized to 1. A polynomial ¯t to the ln(s=b)
distribution was used to calculate Lt for each event. Transformed variables were used
in order to be able to properly ¯t the probability density functions. The transformed
variables and the functions used to ¯t them are listed in Table 5.3. The input vari-
Variable Probability
Transformation Density function
exp(¡11 ¢ A) 1st order polynomial
ln(C) 1st order polynomial
ln(S) 4th order polynomial
ln(mjjmin) 4
th order polynomial
ln(Â2) 3rd order polynomial
ln(H2
0
T ) 1
st order polynomial
ln(H3T ) 3
rd order polynomial
ln(H25T ) 3
rd order polynomial
ln(K 0Tmin) 3
rd order polynomial
¢Á(lepton; 6ET ) 2nd order polynomial
Exp(¡10£ JLIP 4th order polynomial
Table 5.3. Kinematic variables, variable transformations, and probability density
functions used in calculating the top likelihoods.
ables described above were used to build 211 di®erent likelihoods, de¯ned as follows.
Let si and bi be the signal (t¹t) and background (W+jjjj) probability densities for
variable i. Let each event be characterized by a point x in the n-dimensional space
3The probability of an event containing two jets with misreconstructed tracks is small.
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of the variables. The likelihood Lt is given by:
Lt =
exp(
PNvar
i=1 (ln(
s
b
)fiti ))
exp(
PNvar
i=1 (ln(
s
b
)fiti )) + 1
(5.11)
where Nvar is the number of variables input to the likelihood.
The top likelihoods and cut values were optimized for the e+jets and ¹+jets
channels separately. The optimization procedure involved the full analysis machinery
described in Chapter 8. The reader may want to return to this section after reading
that chapter. The procedure used to select the optimal top likelihood de¯nition and
cut value is described below:
1. Estimate the number of t¹t, W+jjjj, and QCD events in the preselected data
sample using a binned likelihood ¯t to the Lt distribution. The composition of
the preselected samples for both channels is summarized in Table 6.3.
2. Generate ¯les containing the values of cos µ¤ and the values of the six Lt can-
didates with the best values of the S/B ¯gure of merit D (from equation 5.1),
for each Monte Carlo signal and background event.
3. For each Lt choice and cut in increments of 0.05, estimate the number of t¹t,
W+jjjj, and QCD events in the data after the top likelihood cut.
4. For each Lt choice and cut in increments of 0.05, produce cos µ
¤ templates for
signal and background.
5. Estimate the expected error on f+ by performing ensemble tests using a mock
data sample with f+ = 0.15.
Using Monte Carlo distributions as inputs to the top likelihood Lt raises the question
of how well data distributions agree with the Monte Carlo. Before making the list
of the likelihoods to test, we compared data and Monte Carlo distributions of all the
transformed variables in the preselected events. The comparison plots are shown in
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Figures 5.10 to 5.15. The Monte Carlo samples are normalized using the t¹t, W+jjjj,
and QCD fractions of Table 6.3. The Kolmogorov-Smirnov probability is shown in
the top right corner of each histogram. The KS number is a way to determine the
probability that two distributions di®er signi¯cantly. Variables with a Kolmogorov-
Smirnov probability less than 5% are removed because the low KS value indicates
that the Monte Carlo for these variables is not an accurate representation of the
data. Furthermore, only likelihoods using at least 4 input variables were considered.
In the e+jets channel the top likelihood variables using ln(A), ln(C), ln(mjjmin),
ln(H2
0
T ), H
3
T or ¢Á(lepton; 6ET ) were not considered due to the low KS values of
the data/Monte Carlo comparisons. In the ¹+jets channel all of the top likelihood
variables using H3T were dropped. The results of the optimization and the best input
variable combinations are summarized in Table 5.5. Figure 5.16 shows the best top
likelihood variables. The signal and background Monte Carlo are normalized using
the ¯tted fractions of Table 6.3.
The ¯nal selection resulted in an e+jets sample with 51 events and a ¹+jets
sample with 19 events.
e+jets ¹+jets
Input Variables ln(S) ln(A)
ln(H25T ) ln(H
25
T )
Exp(¡10£ JLIP ) Exp(¡10£ JLIP )
ln(HITFITÂ2) ln(HITFITÂ2)
ln(mjjmin)
¢Á(lepton; 6ET )
Best Lt Cut > 0.65 > 0.80
Table 5.5. Results of the Lt optimization.
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Figure 5.4. Data-to-Monte Carlo correction factor applied to jets to correct for
taggability.
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Figure 5.5. Number of taggable jets in the e+jets (left) and ¹+jets (right) in the
preselected sample. The top plots show the number of taggable jets before correction.
The bottom plots show the number of taggable jets after correction.
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Figure 5.6. JLIP probability of the four leading jets after preselection cuts in the
¹+jets (top) and e+jets (bottom) channel.
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Figure 5.7. JLIP average of the two jets with the lowest probability after preselec-
tion cuts, in ¹+jets (left) and e+jets (right) channels.
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Figure 5.8. Probability density functions used as input to Lt, the top likelihood for
¹+jets events. All variables have been transformed according to the expressions in
Table 5.3.
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Figure 5.9. Probability density functions used as input to Lt, the top likelihood for
e+jets events. All variables have been transformed according to the expressions in
Table 5.3.
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Figure 5.10. Data/Monte Carlo comparisons for e+jets preselection Lt input vari-
ables.
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Figure 5.11. Data/Monte Carlo comparisons of pT , ´, Á and JLIP probability for
the four leading jets (e+jets channel). The ¯gure shows the individual t¹t, W+jjjj
and QCD contributions from Monte Carlo, and the points with error bars represent
the preselected events in data.
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Figure 5.12. Data/Monte Carlo comparison of jet pT separately for each of the
four leading jets, in preselected e+jets events. The ¯gure shows the individual t¹t,
W+jjjj and QCD contributions from Monte Carlo, and the points with error bars
represent the preselected events in data.
101
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 20
5
10
15
20
25
30
35
40 Data 121
t45% t
39% W+jets
18% QCD
ηLeading jet - 
- . - - . - - . . .
N
um
be
r o
f e
ve
nt
s
N
um
be
r o
f e
ve
nt
s
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 20
5
10
15
20
25
30
Data 121
t45% t
39% W+jets
18% QCD
ηSecond jet - 
- . - - . - - . . .
N
um
be
r o
f e
ve
nt
s
N
um
be
r o
f e
ve
nt
s
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 20
5
10
15
20
25
30
Data 121
t45% t
39% W+jets
18% QCD
ηThird jet - 
- . - - . - - . . .
N
um
be
r o
f e
ve
nt
s
N
um
be
r o
f e
ve
nt
s
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 20
5
10
15
20
25
30 Data 121
t45% t
39% W+jets
18% QCD
ηFourth jet - 
- . - - . - - . . .
N
um
be
r o
f e
ve
nt
s
N
um
be
r o
f e
ve
nt
s
Figure 5.13. Data/Monte Carlo comparison of jet ´ separately for each of the four
leading jets, in preselected e+jets events. The ¯gure shows the individual t¹t,W+jjjj
and QCD contributions from Monte Carlo, and the points with error bars represent
the preselected events in data.
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Figure 5.14. Data/Monte Carlo comparison of pT and ´ of the leading electron, 6ET
and number of jets in the preselected e+jets events. The ¯gure shows the individual
t¹t,W+jjjj and QCD contributions from Monte Carlo, and the points with error bars
represent the preselected events in data.
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Figure 5.15. Data/Monte Carlo comparisons for ¹+jets preselection Lt input vari-
ables.
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Figure 5.16. Best Lt variable for e+jets (left) and ¹+jets (right) channels. The
Monte Carlo is normalized using the signal and background fractions of Table 6.3.
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Chapter 6
Signal and Background Determination
In order to accurately determine f+, it is necessary to have an estimate of the amount
of signal and background in the sample. The following steps are taken to ¯nd this
estimate:
1. For preselected events, ¯nd the number of t¹t, W+jjjj and QCD events such
that the ¯t of the Lt distribution is optimal.
2. Multiply the ¯t results by the e±ciency of the Lt cut.
The Lt distribution and Lt cut e±ciency for t¹t signal and W+jjjj background
events were estimated using Monte Carlo events. For the QCD background the \¯rst
matrix method" were applied on a bin-by-bin basis as described in the following
paragraphs.
The ¯rst matrix method was used to determine the number of t¹t and W+jjjj
events (Nt
¹t+W
pre ) as well as the number of QCD events (N
QCD
pre ) after preselection but
before applying the top likelihood cut. This method is based on solving the equations
Nloose = N
W+tt + NQCD
Npre = "sigN
W+tt + "QCDN
QCD: (6.1)
These give
NW+tt =
Npre ¡ "QCDNloose
"sig ¡ "QCD and N
QCD =
"sigNloose ¡Npre
"sig ¡ "QCD (6.2)
Nloose refers to the number of events in a \loose" sample that was created by relaxing
the likelihood cut in the e+jets channel and the track and calorimeter halo cuts in
the ¹+jets channel. The e±ciencies "sig and "QCD are the e±ciency for a real lepton
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and a fake isolated lepton to pass the tight isolation criteria [85]. "sig refers to both
t¹t and W+jjjj events. These values are summarized in Table 6.1. The ¯rst matrix
Quantity ¹+jets e+jets
Nloose 146 236
Npreselected 104 121
"sig 0:820§ 0:007 0:818§ 0:007
"QCD 0:178§ 0:033 0:217§ 0:016
Table 6.1. Inputs to the ¯rst matrix method at the preselection level.
method was applied on a bin-by-bin basis to the Lt distribution. The input to the
¯rst matrix method is given in Table 6.1. The output from the ¯rst matrix method
is given in Table 6.2. The e±ciencies and their errors were taken from the search
for single top note in the `+jets decay channel [85]. Here "sig refers to both t¹t and
W+jjjj events.
Quantity ¹+jets e+jets
"sig £Nsig 99:7§ 7:5 97:2§ 11:0
"QCD £NQCD 4:3§ 3:1 23:7§ 4:8
Table 6.2. Outputs from the ¯rst matrix method at the preselection level
A binned maximum likelihood ¯t to the top likelihood variable Lt was used in
order to determine the number of t¹t, W+jjjj, and QCD events in the preselected
sample. As explained in Section 5.3, many di®erent likelihoods were computed in an
attempt to ¯nd the most discriminating combination of input variables. If all of the
input variables were correctly described then ¯tting any of these likelihoods should
lead to the same result. Figure 6.1 shows the t¹t,W+jjjj, and QCD ¯tted fractions for
both channels as a function of the likelihood number.1 The top likelihoods comprised
of less than four input variables had poor signal-to-background discrimination and led
1Likelihood number refers to the base ten number of the likelihood which corresponds to an
eleven variable binary array. I.e. likelihood number 1 is [0,0,0,0,0,0,0,0,0,0,1], likelihood number 2
is [0,0,0,0,0,0,0,0,0,1,0] and so on. Each bin of the array corresponds to one of the variables under
consideration. If the value of a variable's bin is 1 then it is included (thus variable 2 is included in
likelihood 2, etc.).
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to higher background fraction estimates. All other likelihoods give, on average, the
same ¯tted fractions within the ¯t errors. The average fractions are given in Table
6.3. These fractions are taken as the result of the likelihood ¯t in order to avoid a
possible bias or a °uctuation. In practice, however, they are close to the values one
would obtain by ¯tting the best likelihood de¯nition (as shown in Table 6.4).
A cross-check was performed by removing all of the likelihoods with fewer than
four variables when computing the average. The e®ect was found to be negligible.
Further checks of the stability of the ¯tted fractions were done by splitting the set
of likelihood de¯nitions according to whether or not the JLIP variable was included
(Fig. 6.2), and by only plotting the results for likelihoods that use at least ¯ve input
variables (Fig. 6.3).
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Figure 6.1. Output of the maximum likelihood ¯t as a function of the top likelihood
number for e+jets (left) and ¹+jets (right) channels. All possible likelihoods are
shown here. The red points are the t¹t, the black points are the W+jjjj and the
blue points are the QCD fractions for each likelihood. The solid lines are the average
fractions and the dotted lines are the §1¾ error. The percentages in the legend are
the average percentages for t¹t, W+jjjj and QCD respectively.
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Figure 6.2. Output of the maximum likelihood ¯t as a function of the top likelihood
number for ¹+jets events where the likelihood includes (left) and does not include
(right) the JLIP variable.
Source ¹+jets e+jets
t¹t 20:9§ 7:7 44:7§ 8:7
W+jjjj 77:0§ 10:9 39:3§ 9:7
QCD 2:0§ 2:7 17:7§ 3:8
Table 6.3. Average signal and background percentages and average error from the
¯t to the 2,048 top likelihoods.
Only the top likelihoods consisting of input variables with good data/Monte Carlo
agreement at the preselection level were used. A variable was determined to be good
if the Kolmogorov-Smirnov probability that the data matches the Monte Carlo was
greater than 5%. Monte Carlo ensemble tests were then performed to ¯nd the variable
combination giving the smallest expected statistical error on f+.
The e±ciency of the Lt cut for t¹t and W+jjjj events was de¯ned as
" =
Npreselected+Lt cut
Npreselected
:
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Figure 6.3. Output of the maximum likelihood ¯t for ¹+jets events as a function
of the top likelihood variable. In this case only the likelihoods consisting of ¯ve or
more input variables were included.
Source ¹+jets e+jets
t¹t 22:7§ 5:9 46:6§ 7:4
W+jjjj 74:1§ 9:6 38:5§ 8:7
QCD 3:4§ 2:7 17:1§ 3:9
Table 6.4. Signal and background percentages and average error from the ¯t to the
optimal top likelihood variable.
" was calculated for t¹t events using the f+ = 0:15 Monte Carlo sample. This minimizes
the error due to possible variation of the Lt e±ciency as a function of f
+, although
as shown in Table 6.8, there was no strong evidence of such a variation. " was
calculated for W+jjjj events using the proper mix of heavy and light jet °avors. "
was calculated for QCD events by using the Lt distribution determined via the ¯rst
matrix method described above. The e±ciency of Lt for the signal and background
samples was used to determine the number of signal and background events in the
sample after selection. These e±ciencies are listed in Table 6.5.
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Source ¹+jets e+jets
t¹t 0:72§ 0:29 0:76§ 0:15
W+jjjj 0:04§ 0:004 0:07§ 0:02
QCD 0:12§ 0:17 0:10§ 0:02
Table 6.5. E±ciency of the best top likelihood cut for t¹t (f+ = 0), W+jjjj and
QCD samples.
The number of t¹t, W+jjjj and QCD events expected after all selection criteria
were obtained by multiplying the e±ciencies of the Lt cut summarized in Table 6.5
and the number of events in the preselected sample given in Table 6.3. The expected
numbers of t¹t, W+jjjj and QCD events after preselection and Lt cuts are given in
Table 6.7. The number of data events passing these steps are given in Table 6.6.
Selected data ¹+jets e+jets
After Preselection 104 121
After Lt cut 19 51
Table 6.6. Data events surviving preselection and Lt cuts for each channel.
Source ¹+jets e+jets
t¹t 15.4 § 6.2 41.0 § 8.0
W+jjjj 3.1 § 0.3 3.2 § 0.8
QCD 0.2 § 0.3 2.1 § 0.5
Total 18.8 § 6.2 46.4 § 8.2
Table 6.7. Number of t¹t,W+jjjj, and QCD events expected after the Lt cut. These
numbers are obtained by multiplying the ¯tted yields in the preselected sample by
the Monte Carlo e±ciency of the Lt cut.
The e±ciency of the top likelihood cut for preselected signal and background
events, and how it varies with di®erent Monte Carlo samples, is shown in Table 6.8.
6.1 e+jets and ¹+jets yield comparison.
As shown in Table 6.3, there are far fewer ¹+jets than e+jets t¹t candidates in the
preselected sample. This was not expected; the e±ciency for the two channels is
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Sample f+ ¹+jets e+jets
t¹t 170 GeV 0:00 0:707§ 0:282 0:759§ 0:148
0:30 0:677§ 0:271 0:756§ 0:147
t¹t 180 GeV 0:00 0:723§ 0:289 0:759§ 0:148
0:30 0:703§ 0:281 0:756§ 0:147
t¹t 175 GeV nominal 0:00 0:718§ 0:287 0:751§ 0:144
0:30 0:695§ 0:278 0:754§ 0:147
t¹t 175 GeV JES +1¾ 0:00 0:765§ 0:306 0:880§ 0:172
0:30 0:727§ 0:291 0:864§ 0:168
t¹t 175 GeV JES -1¾ 0:00 0:777§ 0:311 0:861§ 0:168
0:30 0:735§ 0:294 0:860§ 0:168
t¹t j 0:00 0:673§ 0:269 0:752§ 0:144
t¹t jj 0:00 0:636§ 0:254 0:720§ 0:140
\Mix" W+jjjj nominal 0:039§ 0:004 0:071§ 0:018
JES +1¾ 0:057§ 0:006 0:204§ 0:050
JES -1¾ 0:068§ 0:007 0:144§ 0:036
\Mix" W+jjjj\iqopt10" 0:039§ 0:004 0:060§ 0:015
\Mix" W+jjjj heavy °avor +1¾ 0:039§ 0:004 0:060§ 0:015
\Mix" W+jjjj heavy °avor -1¾ 0:034§ 0:003 0:050§ 0:012
QCD 0:124§ 0:174 0:101§ 0:024
Table 6.8. E±ciency of the top likelihood selection for events passing the preselec-
tion criteria. Where appropriate, the variation with top quark mass and jet energy
scale (JES) is noted. The error is computed using the fractional errors extracted from
the likelihood ¯t summarized in Table 6.3.
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comparable as one can see from Table 6.5. However, it is consistent with the sample
compositions found in the DÂ t¹t e+jets and ¹+jets cross section measurements
[75, 81]. The assumption is that the discrepancy is due to a statistical °uctuation.
Note that the impact of the discrepancy on this analysis should be minimal or non-
existent; theW boson helicity measurement is not sensitive to the overall t¹t detection
e±ciency.
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Chapter 7
cos µ¤ Templates
A binned maximum likelihood ¯t of the signal and background cos µ¤ templates is
used to determine the value of f+ from the data. The t¹t signal and W+jjjj back-
ground cos µ¤ templates are produced using Monte Carlo while the QCD background
is derived from the data. The t¹t signal cos µ¤ distributions are produced for f+ values
ranging from 0.0 to 0.3.
7.1 cos µ¤ Reconstruction
In order to calculate cos µ¤ one must be able to boost into the W rest frame. How-
ever, the energy and momentum of the neutrino are unknown. The neutrino x and
y momenta (pxº and p
y
º) are inferred approximately by the imbalance in momentum
(also called the missing transverse energy, or 6ET ) of the total event in the x, y plane.
It is not possible to determine pzº in this way because some particles escape down
the beam pipe and cannot be detected. It must be estimated by applying kinematic
constraints. One must also attempt to determine the correct jet associations based
on the assumption that the underlying process is t¹t ! `+jets, shown in Figure 2.6.1
Speci¯cally one must determine which b jet came from the same top quark as the
W that decayed into a lepton and neutrino. There are four jets and four possible
assignments, giving 4! = 24 possible combinations. However, the jets assigned to the
hadronicW can be interchanged without a®ecting the results leaving 12 distinct com-
binations. The HITFIT kinematic ¯tting package was used [86]. HITFIT performs a
¯t of the input object momenta to the top quark hypothesis and calculates a Â2 that
1The ¯gure shows the t¹t ! ¹+jets channel. The decay to e+jets looks the same except that a
e+ would take the place of the ¹+.
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the input is consistent with the t¹t decay hypothesis:
Â2HITFIT = (~x¡ ~xM)TG(~x¡ ~xM) (7.1)
where ~x is a vector of ¯t variables, ~xM is a vector of measured variables, the T
superscript refers to the transpose, and G is the inverse error matrix of the measured
quantities. The procedure for constraining the event kinematics is as follows:
1. Use MW = 80:4 GeV and mtop = 174:3 GeV as constraints.
2. There are 12 possible jet permutations as discussed above. Choose the combi-
nation which gives the best Â2HITFIT.
3. HITFIT adjusts the 4-vectors (including the neutrino 4-vector) to satisfy the
constraints.
4. Boost the 4-vectors into the W boson rest frame and calculate cos µ¤ as the
angle between the electron or muon and the incoming top quark direction.
The HITFIT input variables are the lepton and the four jet 4-vectors, 6ET x, 6ET y, and
an estimate of the z component of the neutrino momentum, pºz . The estimate of p
º
z is
calculated by assuming that the top quark masses are equal, which gives a quadratic
equation for pºz . Both solutions are tried and the one which gives the lowest Â
2
HITFIT
is chosen.2
As noted above, several constraints are used:
² The mass of each reconstructed top quark must equal 174.3 GeV.3
² Two of the jets must form the invariant W boson mass, 80:4 GeV.
2The only e®ect that the pºz estimate can have on the ¯t is to determine which local minimum
to choose, if there is more than one.
3In the past the top quark mass was not well known enough to use it as a constraint so this was
not an option. However, now that it is well known it can be used as a constraint that improves the
cos µ¤ resolution [87].
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² The invariant mass of the W must be formed by the lepton and the missing
transverse energy.
These constraints are non-linear in the ¯t variables so an algebraic solution is not
possible. Thus an iterative procedure is used:
I: Starting at the measured values the constraint equations are expanded in a
power series.
II: The minimization is solved with the linearized constraints.
III: Repeat I and II, using the result of II as a starting point.
IV: Continue until Â2HITFIT stops changing.
The procedure is repeated for all 12 jet permutations and the solution with the
lowest Â2HITFIT is chosen. Once the minimization is complete, the HITFIT code returns
an adjusted 4-vector for each of the objects in the event and their assignments. These
are used to calculate cos µ¤ as described in step 5.
HITFIT selects the correct b¡jet 57%, 58%, and 57% of the time using ALPGEN
t¹t samples with f+ = 0.0, 0.15, and 0.30, respectively. In rare cases (about 0.5%)
HITFIT does not return a solution. In this case the W boson is constrained to be at
its known mass, which yields the following expression for the neutrino pz:
(p2`;x ¡ p2`;z)p2º;z +M2Wp¹;ypº;z + (M2W=2)2 ¡ p2¹;z(p2º;x + p2º;y) = 0 (7.2)
Note that for reconstructed data and Monte Carlo the neutrino momenta are not
known, only the missing transverse energy is known. Because of this the above
expression is modi¯ed slightly in the code: pº;x ! 6ET x and pº;y ! 6ET y. A simpler Â2
¯t based on the top quark decay hypothesis is then employed:
Â2 =
(Wc ¡W )2
W 2err
+
(tc;had ¡ t)2
t2had;err
+
(tc;lep ¡ t)2
t2lep;err
(7.3)
116
where W = 80:4 GeV is the mass of the W boson, t = 174:3 GeV is the mass of the
top quark, Werr is the error on the W boson mass, Wc is the candidate W mass, tc;lep
is the mass of the candidate leptonic top, and tc;had is the mass of the candidate top
that decayed hadronically. This simpler Â2 method selects the correct b¡jet 55% of
the time for the ALPGEN t¹t sample with f+ = 0.0. In approximately 72% of Monte
Carlo events both methods (HITFIT and the simple Â2) selected the same b jet.
7.2 Signal Templates
The ALPGENMonte Carlo generation program allows one to vary the positive helicity
W boson fraction in a sample by increasing the axial vector contribution. For example,
one can generate a sample with a purely V +A coupling, corresponding to f+ = 0:3.
The f0 fraction is held to 70% in all cases.The t¹t templates were created using the
Monte Carlo samples described in Chapter 4. The t¹t templates are produced for f+
values from 0.0 to 0.3.
7.2.1 Template Interpolation
The f+ templates are all linear combinations of the V and A couplings and vary
linearly in f+ [87]. By performing a linear interpolation of the templates the stability
of the maximum likelihood ¯t described in Chapter 8 can be improved. This is done
in the following way:
² Record the number of events in bin i at each value of f+. This is pi(f+).
² Perform a least-squares linear ¯t to the set of pi(f+) . Call the ¯t line gi(f+).
² Generate a new set of templates using the values from gi(f+) to determine how
many events should go in each of the bins. For backwards compatibility with
code and consistency with past analyses, seven templates spanning f+ = 0.0 to
0.3 in increments of 0.05 were created.
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All of the Monte Carlo templates were processed by the full analysis chain. Only
events that pass all selection cuts, as described in Chapter 5, are used to form the
¯nal cos µ¤ Monte Carlo distributions. Figure 7.1 shows the templates with f+ =0.0,
0.05, 0.10, 0.15, 0.20, 0.25 and 0.30 after all selection cuts are applied.
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Figure 7.1. cos µ¤ distribution for t¹t signal templates with f+= 0.0, 0.05, 0.10, 0.15,
0.20, 0.25, and 0.30.
The W+jjjj background templates
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7.3 W+jjjj Background Templates
The t¹t templates were created using the Monte Carlo samples described in Chapter
4 and are shown in Figure 7.4.
7.4 QCD/Multijet Background Templates
Using the samples described in Section 4.5, and the matrix method described in
Chapter 6, the QCD cos µ¤ templates were formed. The number of QCD events,
NQCD, was determined for each bin in the cos µ
¤ distribution from the data sample
to obtain the multijet cos µ¤ templates.
7.5 Systematics Templates
Templates with the major systematic errors (the top quark mass and jet energy scale)
varied by plus or minus one sigma were also produced. These were used to estimate
the e®ect of systematics on the ¯nal result.
7.6 Background and Systematics Template Histograms
The cos µ¤ distributions for the W+jjjj background and for samples with the top
quark mass, jet energy scale, and W+jjjj Monte Carlo backgrounds varied by §1¾
are shown in this section. The systematics templates are shown along with the nom-
inal templates for comparison but are discussed in more detail in Chapter 9. Figure
7.2 shows the cos µ¤ templates for three di®erent top quark masses in the ¹+jets and
e+jets channels. Figure 7.3 shows the V ¡A and V +A cos µ¤ templates for t¹t signal
with the jet energy scale at its nominal value and varied by §1¾. Figure 7.4 shows
the templates for the di®erentW+jjjj background models in the ¹+jets and e+jets
channels. These systematic uncertainties are discussed further in Chapter 9.
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Figure 7.2. t¹t signal cos µ¤ distribution for mt = 170, 175, and 180 GeV samples.
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Chapter 8
Maximum Likelihood Fit
A binned maximum likelihood ¯t of the Monte Carlo cos µ¤ templates to the data
cos µ¤ distributions was used to determine the value of f+ from the data. For each
possible value of f+, the likelihood of the data to be consistent with the best-¯t com-
bination of the signal and background templates was determined. The ¯t parameters
are: Nt¹t (the number of t
¹t events), NW+jjjj (the number of W+jjjj background
events), and NQCD (the number of QCD background events). The likelihood as a
function of f+ was found using this procedure. These seven likelihood values were
then used to ¯nd the most likely value of f+. The inputs to the ¯t are the cos µ¤
distributions of:
² Data events that have passed the full selection.
² ALPGEN signal Monte Carlo with f+ = 0.0, 0.05, 0.10, 0.15, 0.20, 0.25 and
0.30; f0 = 0:7.
² ALPGEN W+jjjj background Monte Carlo.
² QCD background from the data.
All cos µ¤ histograms have ¯ve equal width bins and span the range cos µ¤ = -1 to 1.
To compute the likelihood, the Poisson probabilities of each bin to be consistent with
the sum of the signal and background templates were multiplied. The likelihood of
the data being consistent with the signal and background templates is given by:
L(f+) =
NbkgY
i=1
e(nb;i¡nb;i)
2=2¾2b;i £
NbinsY
j=1
P (dj;nj) (8.1)
123
where P (dj;nj) is the Poisson probability of dj events given an average value nj and
the ¯rst product sum is over the two backgrounds, QCD and W+jjjj. The Gaussian
term represents the prior expectation of the normalization of the background. The
information about the background comes from the topological likelihood ¯t described
in Chapter 5. In this term, Nbkg is the number of background sources, nb;i is the
expected number of events for the ith background, ¾b;i is the uncertainty on nb;i, and
nb;i is the ¯tted number of events for the i
th background. In the Poisson term, dj
is the number of data events in the jth bin of the cos µ¤ distribution and nj is the
predicted number of signal and background events in the jth bin of the distribution,
i.e.
nj = ns +
NbkgX
i=1
nb;i:
The ns and nb;i are varied until the maximum likelihood is found for the ¯t of
the f+ and two background templates to the data distribution. This is repeated for
all seven f+ templates, giving a distribution L(f+). The next step is to ¯nd the
minimum of the ¡ lnL(f+) curve, which is a concave up parabola.1 2 It is important
to note that the optimal value of f+ is not required to be one of the seven template
f+ values. In fact, the optimal f+ value could be outside the physical range of 0.0
to 0.3. Even though a result outside of this range is unphysical, it is an acceptable
answer because °uctuations in the data make such a result possible. Further, if one
were to throw out results in the unphysical range then one would skew the results of
combinations with other channels and experiments.
Once f+ML, the optimal value of f
+, has been determined, the statistical error on
the result is measured by ¯nding the two values of f+ corresponding to (¡ lnL(f+ML)+
0:5): The di®erence between these values divided by two is the statistical error, ¾stat.
Finding each of the systematic uncertainties is more complicated and is described
1This is equivalent to ¯nding the maximum of the L(f+) curve.
2Note that the linear variation in the templates guarantees that the distribution of the ¡ lnL(f+)
points will be very close to parabolic.
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in Chapter 9. Once these are found, however, they are combined to give a total
systematic uncertainty.
The above procedure is carried out in the ¹+jets and e+jets channels to deter-
mine the most likely f+ for each channel. The e+jets and ¹+jets ¡ lnL(f+) values
are then summed and the most likely f+ for the combined `+jets channel is then
determined using the same method.
8.1 Bayesian Con¯dence Level Calculation
The maximum likelihood ¯t described above gives a result of the form
f+ = x§ ¾stat § ¾syst
which is very useful for combining the results of di®erent analyses. However, in this
analysis the ¯nal goal is to put strong limits on f+. The limits will eventually either
greatly constrain non-standard model physics or perhaps rule out the standard model.
They will be of the form
0 < f+ML < f
+
max or f
+
min < f
+
ML < f
+
max or f
+
min < f
+
ML < 0:3:
A Bayesian approach is used to determine these limits.3 Bayesian statistics are
used to determine a degree of belief that a hypothesis is true or false. Bayes' Theorem
is:
P (hypothesisjdata) / P (datajhypothesis)P (hypothesis)
P (hypothesisjdata) is the probability of the hypothesis being true given the measured
data (also called the posterior probability), P (datajhypothesis) is the probability to
have measured the data obtained, given the hypothesis, and P (hypothesis) is the prior
probability of the hypothesis being true [14]. The probability of having measured the
3In a previous version of this analysis, limits were also found using a frequentist method: the
method of Feldman & Cousins [88]. However, the results were found to be similar to the Bayesian
results [39].
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data given the hypothesis is the likelihood, thus one can use the likelihood function
L(f+) to determine the Bayesian result. The last term, P (hypothesis), is the most
subjective aspect of Bayesian statistics. It can be di±cult to decide how to describe
one's prior expectation. In this analysis, however, the only prior belief imposed on
the result was the requirement that the true f+ value be within 0.0 and 0.3.4 Thus a
probability density function (p.d.f) that is constant in the range 0.0 to 0.3 and zero
elsewhere was used.
The Bayesian method gives con¯dence intervals (C.I.) at di®erent con¯dence levels
(C.L.).5 In this analysis, where the prior is non-zero only in the range 0 < f+ < 0:3,
there are four possible scenarios:
1. The most likely value of f+, f+ML, is below the physically allowed range, or close
enough that f+min cannot be determined. In this case single sided range is used:R f+max
0
L(f+)d(f+)R 0:3
0
L(f+)d(f+)
= C:L: (8.2)
2. f+ML is within the physically allowed range. In this case ¯nd f
+
min and f
+
max such
that: R f+ML
f+min
L(f+)d(f+)R 0:3
0
L(f+)d(f+)
=
R f+max
f+ML
L(f+)d(f+)R 0:3
0
L(f+)d(f+)
=
C:L:
2
(8.3)
3. f+ML is above the physically allowed range, or close enough that f
+
max cannot be
determined. In this case use an equation similar to that in scenario 1:R 0:3
f+min
L(f+)d(f+)R 0:3
0
L(f+)d(f+)
= C:L: (8.4)
4. The ¡ lnL(f+) points form a concave down parabola and thus the extremum
of the curve is not the minimum. In this case f+ML is taken to be at the physical
4This assumption was already imposed when the signal cos µ¤ templates were constructed.
5The terminology is a bit confusing so perhaps an example is in order. If one is trying to measure
a very small mass one might ¯nd that it is less than x at a 68% con¯dence level. Then m < x is the
C.I. while 68% is the C.L.
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boundary with the smallest value of ¡ lnL(f+), either 0.0 or 0.30. This was
discussed for completeness but is not an issue in the current analysis, as shown
in Table 8.1.
8.2 Ensemble Tests of the Maximum Likelihood Fit
Before applying the maximum likelihood ¯t method to the actual data, the correctness
and performance of the method was tested. In order to do this, several mock data sets
ware formed by randomly choosing events from the Monte Carlo signal samples. This
was done for both the ¹+jets and e+jets channels. The number of events drawn
from the signal and background Monte Carlo samples was varied according to the
binomial distribution.
Each mock data sample had the same number of total events as found in the cor-
responding real data sample (as shown in Table 6.6). Furthermore, once the number
of background events in a mock data set was determined, the number ofW+jjjj and
QCD events was °uctuated binomially. This °uctuation procedure produced a set
of fake data cos µ¤ histograms that were used to test the maximum likelihood ¯tting
machinery under conditions similar to the real data. Also, it helped to ensure that
the procedure was sound before moving on to the real data. Each mock data cos µ¤
distribution in the set was ¯t using the same procedure used for the real data. This
is repeated many times (1000 unless otherwise stated). The results of these tests on
the di®erent f+ templates are shown in Table 8.1. As can be seen in the table, the
average ¯t result was always within 0:03 of the input f+ value. The input (or true)
value of f+ was contained in the 68% C.L. con¯dence interval in about 72% of the
ensembles. Finally, all of the ensemble tests resulted in concave up L(f+) parabolas.
The concavity of the parabolas was tested because at lower statistics (and before
signal template interpolation) concave down parabolas can be more common, though
they clearly were not an issue in this analysis.
127
True f+ Avg. ¯t result Avg. ¯t uncertainty Fraction within
68% CL range Concave up parabolas
0.00 0.027 0.118 0.67 1.00
0.05 0.055 0.119 0.77 1.00
0.10 0.079 0.113 0.65 1.00
0.15 0.130 0.120 0.67 1.00
0.20 0.251 0.125 0.67 1.00
0.25 0.262 0.122 0.79 1.00
0.30 0.324 0.122 0.82 1.00
Table 8.1. Results of Monte Carlo ensemble tests on mock data samples that
simulate the ¯nal data sample. For each true value of f+ assumed, the table shows the
average of the Bayesian estimator for f+, the average width of the 68% CL region, the
fraction of ensembles for which that region contains the true value, and the fraction
of concave-up parabolas.
8.3 Template Binning
Now that the process of running ensemble tests has been described, the choice of ¯ve
bins for the templates can be explained. A study was performed on an earlier data
set of approximately 160 pb¡1, before the interpolation procedure described in 7.2.1
was implemented. It is provided here as justi¯cation of the original ¯ve bin choice.
Ensemble tests with mock data samples with the same number of events as the real
data sample were performed. For each set of ensembles the following were calculated:
1. Average Bayesian result for f+.
2. Average size (in %) of the con¯dence interval for the 68% C.L..
3. Fraction of ensemble where the measured f+ value is within the 68% C.L.
interval.
4. Fraction of ¡ lnL(f+) ¯t parabolas which were concave up (meaning it is a well
behaved ¯t).
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Figure 8.1. Results of the ensemble test in the `+jets channel. The left plot shows
the ¯tted f+ as a function of the true f+ value used in the mock data sample. The
error bars are the RMS of the distributions. The right plot shows the pull of the
distributions as a function of true f+.
The best choice for the number of bins is that for which the:
² Average f+ result is near the input f+.
² 68% of the ensembles fall within the 68% C.L. interval.
² There are a large fraction of concave up ¡ lnL(f+) parabolas.
The results of these ensemble tests are summarized in Table 8.2. Keep in mind that
the numbers in that table refer to a smaller data set without interpolated templates
and thus are not to be compared directly to other ensemble test numbers in this
analysis.
As one can see from the table, no one choice of bins was ideal. The largest di®erence
can be seen in the fraction of concave up parabolas, with ¯ve bins clearly being
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# Bins Input f+ Avg. Bayes. Avg. Size Fraction in Fraction of
Result of 68% C.L. 68% C.L. Concave Up
Interval Interval ¡ lnL(f+) Parabolas
2 0.0 0.08 0.17 0.672 0.92
0.3 0.21 0.17 0.625 0.99
5 0.0 0.07 0.16 0.697 0.70
0.3 0.21 0.16 0.633 0.82
10 0.0 0.07 0.16 0.716 0.64
0.3 0.21 0.17 0.637 0.77
50 0.0 0.05 0.16 0.775 0.37
0.3 0.22 0.16 0.691 0.39
Table 8.2. Results from an ensemble study to determine the optimal number of
bins for the templates. The fraction of ensemble tests which resulted in concave up
¡ lnL(f+) parabolas is shown in bold. Note that these tests were performed on a
smaller data set with non-interpolated templates.
optimal in this respect. The ¯ve bin tests also showed closer agreement with the 68%
C.L. interval size than the other choices. Thus ¯ve bins was chosen for the cos µ¤
templates. Five bins are still used now, partially because using the same number
of bins aids compatibility with analysis computer code. However, the concavity of
the ¯t parabolas became nearly a non-issue when the interpolation procedure was
introduced (this was in fact one of the main motivations for template interpolation).6
Now more than 99% of all parabolas are concave up. More information on this study
can be found in [89].
6Perhaps the study should be re-visited in the next stage of the analysis which has more than six
times as much data as the sample used in this study.
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Chapter 9
Systematic Uncertanties
Equally important to the ¯nal result are the associated statistical and systematic
errors. Statistical uncertainties in the data are taken into account via the Poisson
term in the likelihood ¯t as shown in equation 8.1. As discussed in Chapter 8, once
the most likely value of f+ has been determined, the statistical error on the result is
calculated by ¯nding the two values of f+ corresponding to (¡ lnL(f+ML) + 0:5): The
di®erence between these values divided by two is the statistical error, ¾stat.
The systematic errors were more di±cult to determine. Each source of systematic
error (with the exception of Monte Carlo statistics and analysis consistency) was
studied by running ensemble tests using the standard templates, but with the mock
data drawn from samples with the appropriate parameter varied. The signal and
background content of the ensembles was varied to re°ect the changes in selection
e±ciency that occurred when the parameter is varied. The results of these ensemble
tests were compared with the results of the standard ensemble tests and the shift
in f+ was found. This was then taken as the systematic uncertainty caused by the
source of error under study.
There are several sources of systematic error, listed here in order of decreasing
importance in this analysis:
1. Jet Energy Scale (JES).
2. Monte Carlo statistics (limited number of events in the Monte Carlo templates).
3. Top quark mass uncertainty.
4. Heavy °avor fraction.
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5. Analysis consistency.
6. Background model imperfections.
7. t¹t model imperfections.
9.1 Jet Energy Scale
As discussed in Section 5.1.5, the measured jet energies are scaled to correct for energy
and pseudorapidity dependent e®ects. These corrections are applied to both data and
Monte Carlo. The JES correction has an associated error due to statistical and sys-
tematic e®ects for both data and Monte Carlo. The total energy and pseudorapidity
dependent JES error is shown in Figures 9.1 and 9.2 respectively.
Figure 9.1. Combined data and Monte Carlo JES error as a function of uncorrected
jet energy (j´det;physjet j = 0) [79].
In order to compute the uncertainty on f+ due to the JES correction, the JES
was varied by its §1¾ error about the nominal value1 for three di®erent values of f+.
These new jet energies and 6ET were used when applying the selection criteria. The
1The 6ET is also adjusted to re°ect the energy added to or removed from the jets.
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Figure 9.2. Combined data and Monte Carlo JES error as a function of pseudora-
pidity (EuncorrT = 50 GeV) [79].
f+ JES JES JES
fraction +1¾ nominal ¡1¾
0.0 0.007 0.027 -0.008
0.15 0.111 0.130 0.111
0.30 0.260 0.324 0.255
Table 9.1. Average maximum likelihood ¯t values for jet energy scale values of +1¾,
nominal, and ¡1¾.
average ¯t values found in the JES uncertainty study are shown in Table 9.1.
The average variation in f+, 0:038, is taken as the estimate of the uncertainty on f+
due to the JES correction.
9.2 Monte Carlo Statistics
Not enough Monte Carlo events were generated to make the error due to Monte Carlo
statistics negligible. To account for this a Monte Carlo statistics systematic was
calculated by repeating the ¯t to the data events 1,000 times, each time °uctuating
the templates according to a multinomial distribution. The °uctuation was done
by creating a new histogram, then populating it with random numbers distributed
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f+ mt mt
fraction 170 175
0.0 -0.019 0.023
0.30 0.279 0.319
Table 9.2. Average maximum likelihood ¯t f+ values for mt = 170 and 175 GeV.
according to the original histogram until it had the same number of entries as the
original histogram. This was done for both signal and Monte Carlo templates. The
signal cos µ¤ templates were then interpolated (as described in Section 7.2.1) and the
maximum likelihood ¯t to the data was performed. The RMS of the variation of the
best ¯t f+ values was 0.037. Thus the systematic uncertainty on f+ due to limited
Monte Carlo statistics is 0.037.
9.3 Top Quark Mass
The t¹t Monte Carlo template used in the analysis was generated with a top quark
mass of 172.5 GeV. Four alternate samples with f+ = 0:0 and f+ = 0:3, and with
the top quark mass varied by §2:5 GeV, were used to estimate the e®ect of the
uncertainty on the top quark mass measurement.2 Mock data samples were drawn
from these templates and ensemble tests were performed. The average f+ value found
using these samples is shown in Table 9.2. The uncertainty due to the top quark mass
was taken to be the average of the four numbers in the table. At the time of this
analysis, the error on the world average top quark mass was 2.3 GeV, not 2.5 GeV as
was used here. In order to account for this the estimate was multiplied by by 2:3=2:5,
or 0.92. The result was a top quark mass uncertainty of 0:19.
2This is based on the results of the Tevatron Electroweak working group top quark mass result
of mt = 172:5§ 1:3§ 1:9 GeV [14].
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t¹t -20% HF Nominal +20% HF
f+ Monte Carlo Monte Carlo Monte Carlo
0.00 0.039 0.026 0.022
0.15 0.142 0.130 0.125
0.30 0.338 0.325 0.319
Table 9.3. Average maximum likelihood f+ ¯t values for the nominal W+jjjj
samples and varied heavy °avor (HF) fraction samples.
9.4 Heavy Flavor Fraction
It was not known exactly how many of the W+jjjj background events had heavy
°avor jets, i.e. b-quark jets. This will a®ect the best ¯t f+ because a higher heavy
quark fraction in the W+jjjj background will lead to a larger fraction of these
events being selected. The heavy °avor fraction in the W+jjjj background sample
was varied by §20% for f+ =0.0, 0.15 and 0.30 [90]. The results of the maximum
likelihood ¯t using the varied (and nominal) samples are shown in Table 9.3. The
average of the maximum di®erence between °uctuated and nominal f+ was 0.018.
This is the estimate of the heavy °avor systematic error.
9.5 Analysis Consistency
The analysis consistency method is based on the fact that even in ensemble tests the
average best ¯t f+ value is not exactly equal to the input f+ value, as shown in Table
9.4. The average of the variations for each f+ value was taken to ¯nd an analysis
consistency systematic of 0.018.
9.6 W+jjjj Background Model
There is more than one way to create W+jjjj background templates. The standard
or nominalW+jjjj template is based on the Common Sample Group's Tune A ALP-
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True f+ Avg. ¯t result Avg. ¯t uncertainty Fraction within
68% CL range Concave up parabolas
0.00 0.027 0.118 0.67 1.00
0.05 0.055 0.119 0.77 1.00
0.10 0.079 0.113 0.65 1.00
0.15 0.130 0.120 0.67 1.00
0.20 0.251 0.125 0.67 1.00
0.25 0.262 0.122 0.79 1.00
0.30 0.324 0.122 0.82 1.00
Table 9.4. Results of Monte Carlo ensemble tests on mock data samples that
simulate the ¯nal data sample. For each true value of f+ assumed, the table shows the
average of the Bayesian estimator for f+, the average width of the 68% CL region, the
fraction of ensembles for which that region contains the true value, and the fraction
of concave-up parabolas.
f+ Common Sample W + jjjj iqopt10 W + jjjj
(nominal) Monte Carlo (alternate) Monte Carlo
0.0 0.027 0.034
0.15 0.130 0.137
0.30 0.324 0.331
Table 9.5. Average maximum likelihood ¯t f+ values for nominal and alternate
W+jjjj Monte Carlo.
GEN sample. As discussed previously, a sample which gives the predicted fraction of
heavy °avor jets is created. This may not be the best way to model the background.
To take this ignorance into account an alternateW+jjjj sample is used. The sample
is the Top Group's iqopt10 ALPGEN sample, which was generated with a factoriza-
tion scale of < pT (jet) >
2. This alternate sample contains no explicit mixing of light
and heavy °avor jets. The results of running ensemble tests on these samples for
f+ = 0.0, 0.15 and 0.3 are shown in Table 9.5. Based on the average variation, the
systematic error for the W+jjjj background model is taken to be 0:007.
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Source Uncertainty (`+jets)
Monte Carlo statistics 0.037
Top mass 0.032
Jet energy scale 0.038
t¹t model 0.006
Background model 0.007
Analysis consistency 0.018
Heavy °avor fraction 0.018
Total 0.062
Table 9.6. Summary of the systematic errors on f+.
9.7 t¹t Model
The nominal t¹t signal sample is the ALPGEN sample with f+ =0.0. An alternate
sample with a mix of t¹t and t¹t + j events is created, again using ALPGEN. The
average f+ found using the alternate sample is 0.042, giving a t¹t model systematic of
0:006.
The total systematic uncertainty and the contribution from each source is sum-
marized in Table 9.6.
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Chapter 10
Results
The maximum likelihood ¯t method, used to achieve a measurement of f+ assuming
a linear combination of V and A currents, was described in Chapter 8. To summarize,
seven cos µ¤ signal templates with f+ varied between 0.0 and 0.3 in increments of 0.05
(with f0 held ¯xed at 0.7) were generated. Each signal template was ¯t along with
the background templates for W+jjjj and QCD to the data and a likelihood was
calculated using equation 8.1. The seven likelihood points were then plotted vs. f+
and the maximum likelihood (or minimum ¡ lnL(f+)) is found. This is then the best
¯t f+ value. In this chapter, the results of this method for the e+jets channel and
the ¹+jets channel are shown separately. The ¯nal result was found by combining
the ¡ lnL(f+) distributions for each of these channels.
10.1 e+jets Channel
The seven ¡ lnL(f+) values and the best ¯t parabola for the e+jets channel are
shown in Figure 10.1. The best ¯t value, for f+ in the e+jets channel is
f+best;e+jets = 0:11§ 0:10(stat) (10.1)
This ¯t is based on 51 e+jets events, 5 of which are expected to be background. The
standard model is outside the one sigma range, but systematic uncertainties have
not been accounted for yet. This will be done in the combination of the e+jets and
¹+jets channels. The best-¯t model is plotted along with the data in Figure 10.2.
Here \best-¯t model" means that the background models are the nominal models for
W+jjjj and QCD described in Chapter 7, and the signal model is the nominal model
with f+ value closest to the minimum of the ¡ lnL(f+) curve (f+ = 0:10 for e+jets).
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The signal and background normalizations are the values returned by the maximum
likelihood ¯t at f+ = 0:1, shown in bold in Table 10.1. The best ¯t templates
are normalized according to the ¯tted signal and background levels: Nt¹t = 47:05,
Nbackground = 4:98. Note the de¯cit of data events near cos µ
¤ = 0. This was not
expected as the longitudinal helicity fraction was expected to stay constant at around
0.7. Higher statistics will be necessary to determine whether this is a °uctuation or a
real physical e®ect. Note that the data to best-¯t model ¯t probability is only 0.8%
(including statistical errors only). This is discussed further in Section 10.5.
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Figure 10.1. Result of the maximum likelihood (minimum ¡ lnL(f+)) ¯t for f+
on the e+jets data.
10.2 ¹+jets Channel
The seven ¡ lnL(f+) values and the best ¯t parabola for the ¹+jets channel are
shown in Figure 10.3. The best ¯t value for f+ in the ¹+jets channel is
f+best;¹+jets = 0:13§ 0:07(stat) (10.2)
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Figure 10.2. Comparison of e+jets data to the sum of the best ¯t templates of
signal (with f+ = 0:10) and background. The signal and background contributions
are also shown separately as the red dashed and tan ¯lled histograms, respectively.
This ¯t is based on 19 ¹+jets events, 6 of which are expected to be background. The
standard model is outside the one sigma range, but systematic uncertainties have not
been accounted for yet. This will be done in the combination of the e+jets and ¹+jets
channels. The best-¯t model, f+ = 0:15, and the data cos µ¤ distributions are shown
in Figure 10.4. As in the e+jets case, the signal and background normalizations are
the values returned by the maximum likelihood ¯t at f+ = 0:15, shown in bold in
Table 10.1. The best ¯t templates are normalized according to the ¯tted signal and
background levels: Nt¹t = 15:455, Nbackground = 3:35. The de¯cit of data events near
cos µ¤ = 0 is not as pronounced here as it is in the e+jets channel, but it is still
present. The best-¯t model to data ¯t probability is 16.2%. This is discussed further
in Section 10.5.
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Figure 10.3. Result of the maximum likelihood (minimum ¡ lnL(f+)) ¯t for f+
on the ¹+jets data.
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Figure 10.4. Comparison of ¹+jets data to the sum of the best ¯t templates of
signal (with f+ = 0:15) and background. The signal and background contributions
are also shown separately as the red dashed and tan ¯lled histograms, respectively.
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10.3 Combined `+jets Result
To calculate the combined `+jets best ¯t f+ value, the ¡ lnL(f+) curves for each
channel were added. The minimum of this combined curve, shown in Figure 10.5
was found. The systematic uncertainties were included in the ¯t by convoluting a
Gaussian with a width equal to 0.062, the total estimated systematic uncertainty
from Table 9.6. The resulting f+ value is:
f+ = 0:109§ 0:094(stat)§ 0:063(syst) (10.3)
This is consistent with the standard model prediction of f+ = 0 when both statistical
and systematic errors are considered. The ¯t of the `+jets best-¯t signal model (in
this case f+ = 0:1) to the data is shown in Figure 10.6. As one would expect, the
e+jets channel dominates (due to the higher number of e+jets events) and again
there is a de¯cit of data events near cos µ¤ = 0. The best-¯t signal to data ¯t
probability is 1.3%.
As discussed in Section 8.1, Bayesian con¯dence intervals were calculated. The
Bayesian con¯dence intervals for the combined `+jets result at 68%, 90% and 95%
con¯dence levels are shown in table 10.2. Note that f+ = 0:0 is ruled out at the 68%
C.L. but not at the higher levels. The 95% limit, f+ < 0:252 is high compared to
similar analyses but keep in mind that this is due to the fact that the best ¯t f+
value was 0.109, which may be due to a °uctuation, systematics, or an f+ value that
actually is higher than zero. Because of this the best ¯t value and its errors should
be used for comparison to and combination with other analyses.
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Figure 10.5. Results of the `+jets (combined e+jets and ¹+jets) maximum like-
lihood ¯ts including statistical errors only (solid line) and including both statistical
and systematic errors (dashed line).
Signal Model ¹+jets e+jets
f+ t¹t W+jjjj +QCD t¹t W+jjjj +QCD
0.00 15.34 3.34 47.00 5.01
0.05 15.41 3.34 47.04 4.99
0.10 15.44 3.34 47.05 4.98
0.15 15.45 3.35 47.01 4.99
0.20 15.42 3.36 46.93 4.99
0.25 15.37 3.37 46.81 5.02
0.30 15.37 3.37 46.63 5.05
Table 10.1. Number of signal and background events resulting from the most likely
¯t for each of the f+ templates. The e+jets and ¹+jets f+ values closest to the best
¯t for each channel are shown in bold.
Result for f+ C.L.
0:033 < f+ < 0:185 68%
0:000 < f+ < 0:226 90%
0:000 < f+ < 0:252 95%
Table 10.2. f+ Bayesian con¯dence intervals for various con¯dence levels for the
combined `+jets channels. Systematic errors are not included.
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The signal and background contributions are shown separately as the dashed and full
histograms.
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10.4 Signal and Background Numbers
The number of signal and background events found when the various f+ templates
are ¯t to the data are shown in Table 10.1.
10.5 Goodness-of-Fit Test
If the data does not ¯t the model well, that may be an indication of either a problem
in the Monte Carlo, the presence of new physics other than non-standard W boson
helicity in the data, a problem with our assumption that f0 = 0:7, or just a statistical
°uctuation.
The standard likelihood-ratio test was used to assess the goodness-of-¯t (see the
Statistics section in the PDG Review [14]). This method is preferable to a Â2 method
since in the latter case Gaussian errors are assumed, which is not valid here since
there are not enough entries-per-bin. The procedure is to ¯rst prepare an arti¯cial
model in which each cos µ¤ bin has exactly the same number of events as the data.
The value of lnL returned when this \best possible" model is compared to the data is
recorded. We denote this as lnLbest. The di®erence between lnLbest and the highest
value of lnL returned in the ¯t to the data using the real Monte Carlo templates
is then computed. A large value for this di®erence, called ¢ lnL, represents a poor
¯t to the data. The last step is to calibrate ¢ lnL by running ensemble tests and
repeating the above procedure for each. The fraction of ensembles with ¢ lnL values
larger than the one obtained in the ¯t to the data gives the p-value, a measure of the
probability of the data ¯t. This procedure is repeated to compare the data to the
standard model.
The results of these tests are summarized in Table 10.4.
The p-value for the best-¯t model in the combined `+jets channel is 1.3%, mean-
ing that the ¯t is good to the two sigma level (see Table 10.4), even when systematic
uncertainties are not accounted for. The p-value for the ¯t of the standard model
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to the data is only 0.8%. While this value is low, it does not include systematic
uncertainties. Also, a result would need to disagree with the standard model to a
larger degree (3 to 4 ¾ or more) to be considered non-standard model by the particle
physics community. More statistics will be necessary to investigate this further. See
Table 10.3 for a listing of the maximum p-values for the one, two and three sigma
levels.
Sigma Level Percentage p-value
Less Than
1¾ 68.27% 31.73%
2¾ 95.45% 4.55%
3¾ 99.73% 0.27%
Table 10.3. Fit probabilities for di®erent sigma levels.
Given the low ¯t probabilities one might ask if the procedure for determining f+
is valid. f+ was measured using the subset of the Monte Carlo templates with a
¯t probability less than that found in the data in order to address this issue. The
sensitivity to f+ measurement was not a®ected.
The astute reader will notice that the de¯cit of events might indicate a low value
of f0, which we did not allow because of our f0 = 0:7 requirement. Though it is
true that any linear combination of V and A currents at the tWb vertex will lead to
an f0 value of 0.7 it is possible that the coupling has a di®erent character or other
e®ects are at work and thus f0 could be di®erent. This possibility is investigated by
developing a method where both f0 and f+ are allowed to change freely in Chapter
11. A preliminary result for f0 and f+ is also obtained.
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Channel Best-Fit Model Standard Model
p-value p-value
e+jets 1.2% 0.9%
¹+jets 13.6% 16.2%
`+jets 1.3% 0.8%
Table 10.4. Goodness-of-¯t test results for the e+jets and ¹+jets channels and
the combined `+jets. These numbers include statistical errors only.
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Chapter 11
Floating f 0 Analysis Method
A major assumption of the analysis presented in this thesis is that the weak coupling
can be described by a linear combination of vector and axial vector currents and thus
that f0 can be held ¯xed at 0.7. In the context of the standard model, this is a
reasonable assumption. However, other non-standard model e®ects could a®ect the
weak coupling or the presence of non-standard model particles could a®ect the cos µ¤
distribution.
It is possible to study the data in a more general way and determine not only
the positive helicity fraction, f+, but also the longitudinal fraction, f0.1 In order
to achieve this, the fact that the interference terms between V ¡ A and V + A are
negligible was exploited to create three cos µ¤ templates that represent pure f¡, f0
and f+ distributions [40]. A binned maximum likelihood ¯t of these templates (along
with the Monte CarloW+jjjj and QCD background templates discussed in Chapter
7) to the data is performed in order to ¯nd the best ¯t f+ and f0 values.
11.1 f¡, f 0, f+ Templates
To produce templates for the cos µ¤ distributions corresponding to f¡, f0 and f+, it
was ¯rst necessary to produce new Monte Carlo samples. These were based on the
t¹t Monte Carlo samples with the charged weak coupling set at V ¡ A and V + A.
The following steps were taken for each event in the sample, before any selection cuts
were applied (using the V ¡ A sample where f0 = 0:7; f¡ = 0:3 as an example):
1. For each event in the input sample, ¯nd the lepton, the W boson parent of that
lepton, and the b quark which is a child of the same top quark that spawned the
1f¡ is then simply 1¡ f+ ¡ f0:
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W . To accomplish this, one must use the true Monte Carlo object information,
so that one can determine with certainty the identity and origin of any ¯nal
state particle.
2. Calculate cos µ¤ from the kinematic information of the W , b, and lepton.
3. Calculate x = w¡
w¡+w0
where w¡ = 38(1¡ cos µ¤)2 and w0 = 34(1¡ cos2 µ¤) are the
contributions from the negative and longitudinal W boson polarizations to the
distribution of events with respect to cos µ¤ from equation 2.18. This number
will be between 0 and 1.
4. Get a random number r in the range 0 to 1.
5. If r < x then save the event to the new sample ¯le, in this case the pure f¡
sample.
Using this method, an f¡ sample with 28; 767 events, an f0 sample with 130; 082
events and an f+ sample with 27; 134 events were created. These are the numbers
of events in the samples before the selection cuts were applied. These are reasonable
as one expects to ¯nd about the same number of f¡ events as f+ events, but many
more f0 events. This is because the input V ¡ A sample is 70% longitudinal and
30% negative while the input V + A sample is 70% longitudinal and 30% positive
helicity so a large number of longitudinal helicity events can be extracted from both
¯les while a smaller fraction of negative and positive helicity events can be extracted
from only one of the samples.
In order to check that the samples were properly produced, the theoretical predic-
tion for the cos µ¤ distribution for each of the helicity states, f¡, f0, f+ (from equation
2.18), was ¯t to the cos µ¤ distribution of each of the f¡, f0, and f+ samples. This
is shown in Figure 11.1. The theoretical curve and Monte Carlo distributions were
found to have nearly the same mean, and the Â2 for the data-to-Monte Carlo ¯t were
good (Â2/[degrees of freedom] ¼ 1), as summarized in Table 11.1.
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f¡ f0 f+
Expected Mean cos µ¤ -0.5 0.0 0.5
Mean cos µ¤ § RMS -0.50§0.40 0.00§0.45 0.50§0.39
Â2=NDOF 1.017 0.982 0.85
Table 11.1. Results of comparing the pure fraction sample cos µ¤ distributions to
the predicted theoretical cos µ¤ distributions. NDOF refers to the number of degrees
of freedom.
Figure 11.1. Plots of the pure `+jets sample cos µ¤ distributions ¯tted to the
expected theoretical distributions.
Next, cos µ¤ templates were produced from these samples by applying the full
selection cuts to these samples in both the e+jets and ¹+jets channels. These are
shown in Figures 11.2, 11.3 and 11.4.
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Figure 11.2. e+jets (left) and ¹+jets (right) channel pure f¡ templates.
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Figure 11.3. e+jets (left) and ¹+jets (right) channel pure f0 templates.
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Figure 11.4. e+jets (left) and ¹+jets (right) channel pure f+ templates.
11.2 Fitting the f¡, f 0, f+ Fraction Templates
The procedure used to analyze the data with the pure f¡, f0, and f+ templates is
di®erent from that used in the case where f0 is ¯xed at 0.70. In this case f+ and f0
were ¯t simultaneously, and there are no restrictions on either. Because the fractions
must add up to one, f¡ is simply 1¡ f+ ¡ f0.
The three signal and two background cos µ¤ templates were used as inputs. The
goal of the ¯tter is to ¯nd the optimal number of events for each template such that
the sum of all of the templates is most consistent with the observed data (or mock
data in the case of the ensemble tests). From this ¯t information one can determine
the best ¯t fraction of f+ and f0. The likelihood of the data being consistent with
the signal and background templates is given by:
L =
NbkgY
i=1
e(nb;i¡nb;i)
2=2¾2b;i £
NbinsY
j=1
P (dj;nj) (11.1)
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where P (dj;nj) is the Poisson probability of dj events given an average value nj and
the ¯rst product sum is over the two backgrounds, QCD and W+jjjj. The Gaussian
term represents the prior expectation of the normalization of the background. In this
term, Nbkg is the number of background sources, nb;i is the expected number of events
for the ith background, ¾b;i is the uncertainty on nb;i, and nb;i is the ¯tted number of
events for the ith background. In the Poisson term, dj is the number of data events
in the jth bin of the cos µ¤ distribution and nj is the predicted number of negative,
longitudinal and positive helicity signal and background events in the jth bin of the
distribution, i.e.
nj = n¡ + n0 + n+ +
NbkgX
i=1
nb;i:
where n¡, n0 and n+ refer to the number of events from the negative, longitudinal
and positive helicity cos µ¤ templates. The n¡, n0 and n+ and nb;i are varied until
the maximum likelihood is found for the ¯t of the three signal and two background
templates to the data distribution. Note that it is possible to measure values of the
fractions outside of the physically allowed region. As in the case of the maximum
likelihood ¯t, this is acceptable because °uctuations in the data and systematic un-
certainties can cause this. The ¯t returns n¡, n0, n+, nW+jjjj, and nQCD and the
uncertainties on each (the one sigma uncertainty is returned by the ¯tting program).
Next, the following equation was used to ¯nd f+ and f0
f+ =
n+
nsignal
and f0 =
n0
nsignal
(11.2)
where nsignal = n¡ + n0 + n+.
11.2.1 Ensemble Tests
In order to test the pure fraction templates and the ¯tting procedure, ensemble tests at
many points in f0, f+ space were performed. \Grid tests" were run with 1,000 mock
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data histograms at 66 separate points, spanning the physically allowed space.2 The
¯rst thing that was evaluated via the grid tests is whether the ¯tting code produced
reasonable answers for each value of input f0 and f+.
1. f0 and f+ are each varied in increments of 0:10. For each of these 66 input
values we run 1,000 ensemble tests.
2. Calculate the average ¯t f0 and f+ values.
3. Plot the average f0 on a 2D plot of input f+ versus input f0.
4. Plot the average f+ on a 2D plot of input f+ versus input f0.
The results of these tests are shown in Figures 11.5 and 11.6. The average pull is also
shown. The pull is de¯ned as
pull =
fmeasured ¡ finput
¾measured
: (11.3)
This is calculated on an ensemble by ensemble basis and the mean is plotted in the
¯gures. The grid test plots show that, the output f+ (f0), on average, matches the
input f+ (f0) even when f0 (f+) is varied. This indicates that the pure ¯t code
is performing as expected, i.e. that the output f+ value depends only on the input
f+ value (and not on the input f0 value). Though there is some °uctuation in the
results this is to be expected due to the limited statistics. To increase the statistics,
the pull was averaged over all 66 bins. The pull averaged over all f0, f+ space was
calculated and found to be small, as shown in in Table 11.2. This indicates that, at
least when one averages over all 66,000 ensemble tests (1,000 per test * 66 bins), the
pull averages out to near zero. Finally, the percentage of ensembles where the input
fraction matches the measured fraction, to within one sigma, was calculated. This is
the case in 67% to 68% of ensembles, as shown in Table 11.2. This is consistent with
expectations.
2We only try f0, f+ values such that f0 + f+ < 1.
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Figure 11.5. Results of a grid test for the e+jets channel. Top left: f0 values:
these are the measured f0 values found for the di®erent combinations of input f0
and f+ (so the value in the third x bin and second y bin is the value of f0 for input
f0 = 0:2, input f+ = 0:1 ). Top right: the pull for the previous histogram. Bottom
left: measured f+ values for di®erent combinations of input f0 and f+. Bottom right:
the pull for the previous histogram.
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Figure 11.6. Results of a grid test for the ¹+jets channel. Top left: f0 values: these
are the measured f0 values found for the di®erent combinations of f0 and f+ (e.g. the
value in the third x bin and second y bin is the value of f0 for input f0 = 0:2, input
f+ = 0:1 ). Top right: the pull for the previous histogram. Bottom left: measured
f+ values for di®erent combinations of input f0 and f+. Bottom right: the pull for
the previous histogram.
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f0¹ f
+
¹ f
0
e f
+
e
Average pull -0.004 -0.022 0.037 -0.046
Matching percentage 68.7% 67.6% 67.1% 68.1%
Table 11.2. Average pull is the value of the pull averaged over all bins in the
pull histogram (see 11.5 and 11.6). Matching percentage refers to the percentage of
ensemble tests where the input value falls within the statistical uncertainty of the
measured value.
11.3 Data Sample
The selection of events di®ered from that used in the ¯xed f0 analysis [91]. The
preselection cuts are the same as those listed in Tables 5.1 and 5.2, except for the
di®erences noted here. The lepton pT cut was p
`
T > 15 GeV instead of 20 GeV. The
¢Á(`; 6ET ) cuts changed as well:
² ¢Á(¹; 6ET ) > 0:1 ¤ ¼ ¡ 6ET [GEV ] ¤ 0:1 ¤ ¼=50
² ¢Á(¹; 6ET ) < 0:8 ¤ ¼ ¡ 6ET [GEV ] ¤ 0:2 ¤ ¼=30
² ¢Á(e; 6ET ) > 0:7¼ ¡ 0:045 ¤ 6ET [GeV ]
The preselection cuts yielded 120 ¹+jets and 125 e+jets events. The top likelihoods
and the cuts used for ¯nal selection were also di®erent, as shown in Table 11.3. The
variables are described in Section 5.3. After the full selection cuts were applied, the
e+jets ¹+jets
Input Variables ln(S) ln(A)
ln(H25T ) ln(C)
K
0
Tmin
ln(mjjmin)
Exp(¡10£ JLIP ) Exp(¡10£ JLIP )
ln(HITFITÂ2) ln(HITFITÂ2)
Best Lt Cut > 0.35 > 0.70
Table 11.3. Results of the Lt optimization in the °oating f
0 analysis.
¹+jets data sample contained 27 events and the e+jets data sample contained 65
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events. The expected number signal and background events after applying the Lt cut
are listed in Table 11.4.
Source ¹+jets e+jets
t¹t 21.9 § 6.6 56.1 § 9.6
W+jjjj 4.7 § 0.7 7.3 § 2.3
QCD 0.3 § 0.1 6.6 § 1.5
Total 26.9 § 6.6 70.0 § 13.7
Table 11.4. Number of t¹t, W+jjjj, and QCD events expected after the Lt cut.
These numbers are obtained by multiplying the ¯tted yields in the preselected sample
by the Monte Carlo e±ciency of the Lt cut.
11.4 Results
This analysis was intended to serve as a preliminary measurement of f0 and f+, as
well as a proof of concept of the new analysis method. The results for the ¯t of the
number of events in each template are quoted in Table 11.5.
N¡ ¾N¡ N0 ¾N0 N+ ¾N+ NW ¾NW NQCD ¾NQCD
¹+jets 22.8 12.1 -27.7 21.2 26.8 12.5 4.7 0.7 0.3 0.1
e+jets 35.1 17.2 -17.7 30.7 35.2 18.2 7.2 2.4 6.3 1.5
Table 11.5. Floating f0 analysis ¯t number of signal and background events.
These were converted into ¯t fractions using equation 11.2. The fractions were
combined using the equation
f`+jets =
fe+jets
¾2fe+jets
+
f¹+jets
¾2f¹+jets
1
¾2fe+jets
+ 1
¾2f¹+jets
(11.4)
The statistical errors (systematic uncertainties were not investigated in this prelimi-
nary analysis) were combined using the error combination equation:
¾`+jets = (
1
1
¾2fe+jets
+ 1
¾2f¹+jets
)
1
2 (11.5)
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f0 ¾f0 f
+ ¾f+
¹+jets -1.26 0.96 1.22 0.57
e+jets -0.34 0.58 0.67 0.35
Combined `+jets -0.58 0.50 0.82 0.30
Table 11.6. Floating f0 analysis ¯t results.
The fractions for ¹+jets, e+jets and the combined `+jets channels are shown in
Table 11.6.
The value of ¡ lnL for an extended f0, f+ space around the best ¯t point was
calculated. This was used to determine the one, two and three sigma statistical
uncertainty contours in f0, f+ space, shown in Figure 11.7 for the ¹+jets channel
and in Figure 11.8 for the e+jets channel. Note that there are some strange artifacts
(likelihood values that are within three sigma but are outside the three sigma ellipse).
However, these appear to be the result of putting f0 and f+ values far outside the best
¯t values in to the ¯tting program, and are not thought to have a physical meaning.
Figure 11.7. Statistical uncertainty contours for the ¹+jets channel. The one, two
and three sigma contours are shown.
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Figure 11.8. Statistical uncertainty contours for the e+jets channel. The one, two
and three sigma contours are shown.
The data was compared to the best ¯t model for the ¹+jets, e+jets and combined
`+jets channels in Figures 11.9, 11.10 and 11.11 respectively.
The ¯nal result for the combined `+jets channel was:
f0 = ¡0:58§ 0:50(stat) ; f+ = 0:82§ 0:30(stat) (11.6)
This is inconsistent with the standard model prediction (f0 = 0:7 and f+ = 0:0)
by more than a two sigma deviation for both f0 and f+. However, one can not
draw the conclusion that this is a non-standard model result as this would require a
much more signi¯cant deviation. Also, the systematic uncertainty was not calculated.
However, even if one conservatively assumes that it is equal to the statistical error,3
the measured values are still not within one sigma of the standard model predictions.
This result is consistent with the low p-value (1.3%) found for the best ¯t model-to-
data, in the analysis which held f0 ¯xed at 0.7, given in Chapter 10. In summary, such
3In the analysis which held f0 ¯xed, the systematic error was less than the statistical error.
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a high value of the positive helicity fraction and low value of the longitudinal helicity
fraction comes as somewhat of a surprise given the standard model predictions, but
the results are not conclusive due to limited statistics.
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DØ Muon+Jets Data (27 events)
Best fit signal + background model
Standard Model Prediction (V-A)
Best fit signal
Best fit background
Figure 11.9. Comparison of the best ¯t model to the data for the 27 events in the
¹+jets channel. The standard model prediction is also shown.
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Figure 11.10. Comparison of the best ¯t model to the data for the 65 events in the
e+jets channel. The standard model prediction is also shown.
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Figure 11.11. Comparison of the best ¯t model to the data for the 92 events in the
combined `+jets channel. The standard model prediction is also shown.
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Chapter 12
Conclusions
A measurement of the W boson helicity is an important test of the standard model
predictions for the top quark decay vertex. It may also serve to indicate non-standard
model particles that could a®ect the cos µ¤ distribution. Previous direct measurements
of the W boson helicity in top quark decays have all yielded results that were con-
sistent with the standard model predictions. However, the statistical and systematic
errors were too large to enable non-standard model e®ects to be ruled out. To com-
pletely con¯rm the standard model prediction, to the exclusion of all other theoretical
predictions, would require enough statistics and small enough systematics to limit the
error on f+ to less than 1% [92]. This is not feasible at current top quark production
rates and with current detector uncertainties. However, the measurements can place
limits on other theories and there is the possibility that they will rule out the stan-
dard model f+ value even with relatively large uncertainties (if it turns out that f+
is much greater than zero or there are other large non-standard model e®ects).
This analysis used data from the e+jets and ¹+jets t¹t decay channels. A pres-
elected sample of events was created by applying kinematic cuts, including: one iso-
lated lepton with PT > 20 GeV, four or more jets with PT > 20 GeV, and more than
20 GeV of missing transverse energy. This resulted in a preselected e+jets sample
with 121 events and a ¹+jets sample with 104 events. The main background pro-
cesses wereW+jjjj events and multijet (or QCD) events. To improve the S=
p
S +B
ratio, a per-event top likelihood was constructed. Eleven variables (ten kinematic, one
b-tagging related) were studied in each channel to determine the best set of variables
to use for the top likelihood. A four variable likelihood was chosen for the e+jets
channel, six for the ¹+jets channel; both included the b-tagging related variable. The
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application of the top likelihood cut to the preselected sample resulted in full selected
samples of 51 e+jets events (with ¯ve expected to be background) and 19 ¹+jets
events (with three of those expected to be background).
The angle between the charged lepton and the incoming top quark direction in
the W boson rest frame, µ¤, was measured for each of the fully selected events. The
W boson helicity strongly a®ects the shape of this distribution, thus it can be used
to measure f+. The angle µ¤ was calculated by ¯rst boosting into the W boson
rest frame using the particle 4-vectors. The neutrino 4-vector was calculated by a
kinematic ¯tting program that used the top quark andW boson masses as constraints.
This kinematic ¯tter also adjusted the object momenta based on the constraints, and
determined which jet is the b-jet associated with the lepton. The adjusted charged
lepton and top quark four vectors were then used to calculate cos µ¤.
Monte Carlo cos µ¤ distributions were created with varied f+ fractions, but with f0
held ¯xed at the standard model value. Extensive ensemble testing was performed on
the Monte Carlo distributions before the method was applied to data. The data cos µ¤
distributions were compared to Monte Carlo cos µ¤ distributions of t¹t events with
varied f+ fractions combined with the background cos µ¤ distributions. This was done
for seven di®erent f+ values and a ¯t likelihood was calculated for each. A parabola
was ¯t to the ¡ lnL(f+) versus f+ distribution and the minimum was taken to be
the best ¯t f+ value. This resulted in f+best;e+jets = 0:11§ 0:10(stat) and f+best;¹+jets =
0:13§ 0:07(stat). The combined result, including systematic uncertainties is:
f+ = 0:109§ 0:094(stat)§ 0:063(syst) (12.1)
Bayesian credible intervals were calculated for the 68%, 90% and 95% con¯dence
levels: 0:033 < f+ < 0:185 @ 68%, 0:000 < f+ < 0:226 @ 90% and 0:000 < f+ <
0:252 @ 95%. The ¯t probability of the standard model to the data was also calculated
to be 0.8%, neglecting systematic uncertainties. A value of 0.27% or smaller, including
systematic uncertainties, would be necessary to even start considering a non-standard
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model result.
The results of this analysis are consistent with the standard model. The fact that
f+ = 0 is excluded at the 68% con¯dence level is interesting, but not conclusive. The
lack of events near cos µ¤ = 0 and the low standard model to data ¯t probability of
0.8% are also interesting, though more data will be necessary to determine if these are
merely °uctuations or not. These results illustrate why it is important to continue
studying the W boson helicity from top quark decays, regardless of the fact that
the current (and near future) statistical and systematic uncertainties are not small
enough for a measurement to con¯rm the standard model outright or discover a very
small but non-zero f+ value.
Future DÂ and CDF measurements of f+ and f0 will enjoy increased integrated
luminosity and decreased systematic errors. Such a measurement is currently being
carried out on a 1 fb¡1 data set at DÂ. Run II of the Tevatron is scheduled to continue
until 2009, by which time 5 to 10 pb¡1 of data should be available. With this amount
of data, the statistical uncertainty on an f+ only measurement would be reduced to
around 0.03 [40]. Systematic uncertainties will also be reduced as the understanding
of the dominant systematic errors improves. The jet energy scale correction should
improve with larger statistics. The uncertainty on the top quark mass is decreasing
with increasing top quark statistics. This should lead to an improvement of a factor
of two on the top mass uncertainty. To reduce the systematic due to limited Monte
Carlo statistics, it will be necessary to generate larger Monte Carlo samples. Increased
computing power and time to run these simulations will be available between now
and 2009. The overall systematic uncertainty at DÂ can likely be reduced to around
the same order as the statistical uncertainty, 0.03.
The CMS (Compact Muon Spectrometer) and ATLAS (A Toroidal Large Hadron
Collider ApparatuS) detectors at the CERN Large Hadron Collider will record many
more t¹t events per year than DÂ or CDF once they are online. At each experiment,
10 fb¡1 is expected in only one year of low luminosity running. Furthermore, the
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t¹t production cross section will be higher (¾t¹t ¼ 850 pb¡1) due to the higher center
of mass energy of 14 TeV. The number of available events per fb¡1 will be 200
times higher than that available at DÂ or CDF, leading to a reduction in statistical
uncertainty on f+, by about an order of magnitude, to 0.003. Systematic uncertainties
will dominate after only one year. Based on Monte Carlo simulations of the ATLAS
detector, the total uncertainty on f+ after one year will be 1%, while that on f0 will
be about 2% [44]. At high luminosity it should be possible to record about 100 fb¡1 in
one year at ATLAS. More and better Monte Carlo will be generated and systematics
such as the jet energy scale, top quark mass, t¹t model, etc. will be reduced as the
detector and t¹t decay model are better understood. It may eventually be possible to
reduce the uncertainty on f+ to the point where the standard model predictions of
the W boson helicity from top quark decay will be either totally con¯rmed or ruled
out using ATLAS and CMS data.
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