Abstract-Pervasive health monitoring is an eHealth service, which plays an important role in prevention and early detection of diseases. There are two major challenges in pervasive health monitoring systems with Body Sensor Networks (BSNs). The first challenge is the sustainable power supply for BSNs. The second challenge is Quality of Service (QoS) guarantee for the delivery of data streams. In this paper, we optimize the resource allocations to provide a sustainable and high-quality service in health monitoring systems. Specifically, we formulate and solve two resource optimization problems, respectively. In the first optimization problem, steady-rate optimization problem, we optimize the source rate at each sensor to minimize the rate fluctuation with respect to the average sustainable rate, subject to the requirement of uninterrupted service. The first optimization problem is solved by a proposed analytical solution. The second optimization problem is formulated based on the optimal source rates of the sensors obtained in the steady-rate optimization problem. In the second optimization problem, we jointly optimize the transmission power and the transmission rate at each aggregator to provide QoS guarantee to data delivery. The second optimization problem is converted into a convex optimization problem, which is then solved efficiently. In the simulations, we demonstrate that the proposed optimized scheme enables the pervasive health monitoring system to provide a sustainable service with guaranteed low delay and low Packet Loss Rate (PLR) to subscribers.
INTRODUCTION
T HE worldwide population aged above 65 is expected to increase from 6.9 percent in 2000 to 12.0 percent in 2030 [1] . The ageing population will lead to increased healthcare cost as care for the elderly is much more expensive than that of other age groups. Electronic Health (eHealth), which integrates information processing and communications technologies into traditional medical services, emerges as a promising approach to improve healthcare efficiency. Pervasive health monitoring is an eHealth service, which plays an important role in prevention and early detection of diseases [2] , [3] , [4] , [5] .
A pervasive health monitoring system with Body Sensor Networks (BSNs) [6] is illustrated in Fig. 1 . The eHealth service provider provides a health monitoring service to customers. The person who subscribes the service from the eHealth provider is called a subscriber. Each subscriber wears a BSN on his or her body. A BSN is a body-area wireless sensor network, which consists of multiple wireless body sensors and an aggregator. A body sensor can be worn on the body or implanted inside the body. An aggregator can be a PDA or a cell phone. The body sensors continuously monitor the patient's vital signs, and then transmit them to the aggregator via wireless channels. The eHealth provider provides the service in multiple eHealth locations, such as the clinic, the mall, and the residence. An eHealth location is a coverage area of Wireless Metropolitan Access Network (WMAN). The subscribers in an eHealth location can transmit the data to the Base Station (BS), which further forward the data to the medical server over the Internet. As long as the subscribers are in one of the eHealth locations, they will always be monitored even in the presence of mobility.
There are two major challenges in pervasive health monitoring systems with body sensor networks. The first challenge is the sustainable power supply for body sensor networks [7] . The body sensors are powered by battery. Battery replacement is impossible for the sensors implanted inside the human body. The most promising approach to deal with the energy supply problem for BSNs is energy harvesting or energy scavenging [6] , [8] , [9] . In this approach, the sensor has an energy harvesting device that collects energy from ambient sources such as vibration and motion, light, and heat. However, the energy recharging rate is typically slow and time-varying. Therefore, a sensor may run out of the energy before its battery is recharged, causing an interruption in health monitoring service. Such service interruption may be fatal if the critical data for a severe patient is not captured in time. The second challenge is Quality of Service (QoS) guarantee for the delivery of data streams. The data streams acquired by the sensors have different priorities. For example, heart activity readings (e.g., Electrocardiography (ECG) waveforms) are often considered more important than body temperature readings. In health monitoring systems, a loss or an excessive delay of the prioritized data may cause a fatal accident. However, it is quite challenging to ensure reliable data transmission in wireless communications, especially when the channel is impaired by interference or fading.
In this paper, we optimize the resource allocation in the health monitoring system to provide a sustainable and highquality service to subscribers. Our contributions in this paper are listed as follows:
1. We model the energy harvesting process at each sensor as a discrete-time Markov chain, and then theoretically analyze the relationship between the source rate and the uninterrupted lifetime of the sensor. We also formulate the steady-rate optimization problem, which minimizes the rate fluctuation with respect to the average sustainable rate, subject to the requirement of the uninterrupted service. The optimization problem is solved analytically. 2. We jointly optimize the transmit power and the transmission rate at each aggregator in an eHealth location to provide QoS guarantee to the delivery of data streams. The QoS optimization problem is converted into a convex optimization problem, which is then solved efficiently. The remainder of this paper is organized as follows: Section 2 discusses the related work. Section 3 presents the problem statement. In Section 4, we solve the steady-rate optimization problem. In Section 5, we solve the QoS optimization problem. The simulation results are provided in Section 6, and the conclusions are drawn in Section 7.
RELATED WORK

Health Monitoring Systems with Body Sensor Networks
Health monitoring systems with body sensor networks have been studied in the recent years. A heterogeneous wireless access-based remote patient monitoring system was presented in [5] , in which the authors not only optimized the number of the reserved connections to minimize the service cost for the eHealth provider, but also optimized the scheduling of bio-signal data with different priority to minimize the connection cost and satisfy the delay requirements. The implementation issues for health monitoring systems were described in [15] . BSNs can also be applied to wireless monitoring of human emotions [38] . QoS support is an important issue in health monitoring systems. In [16] , the authors proposed a rate control algorithm based on the Q-learning approach to meet medical QoS requirements in ultrasound video streaming over wireless systems. Zhou et al. proposed BodyQoS, a radio-agnostic QoS for BSNs based on a common virtual MAC abstraction [11] . A Distributed Queuing Body Area Network (DQBAN) MAC protocol was proposed in [12] to guarantee that all packets are served with their particular application-dependant QoS requirements, without endangering the battery lifetime of the body sensors in BSNs.
Energy Harvesting in Wireless Sensor Networks
Energy harvesting is a promising technology for many sensing applications, especially for those in which the battery replacement is impossible. A survey of the research in wireless sensor networks powered by ambient energy harvesting can be found in [17] . Adaptive power management in energy-harvesting wireless sensor networks can be found in [35] , [36] , and [37] . Energy-harvesting enables a new mode of operation, namely, the energy-neutral mode, at which the system uses only as much energy as available from the environment [10] . Due to the low recharging rates and the dynamics of energy harvesting process, it is a challenging task to provide services without interruption caused by exhausted battery. In [18] , the authors computed the lexicographically maximum data rate for each sensor, under the constraint that no sensor will ever run out of energy. The paper in [39] outlined several systems aiming at generating electrical energy by passively tapping a variety of human body sources and activities. Energy harvesting in BSNs has been studied in [8] and [9] . In [8] , the energy harvesting process is modeled by a Markov chain, based on which the probability of event loss due to energy run out is calculated. In [9] , the authors developed an efficient transmission strategy for BSNs with energy harvesting capabilities, considering the trade-off between the energy consumption and packet error probability. Our work is different from the work in [8] and [9] as follows: First, we model the power consumption of a sensor and examine the relationship between the source rate and the lifetime of the sensor, which have not been studied in [8] and [9] . Second, we study the resource allocations of the health monitoring system consisting of three hops of communications, while the work in [8] and [9] only focuses on the BSN (e.g., the first-hop communications). Compared to the work in [8] and [9] , our work demonstrates the following novelties: 1) we analyze the relationship between the source rate and the uninterrupted lifetime of the sensor, and optimize the source rate of each sensor to minimize the rate fluctuation under the requirement of the uninterrupted service; 2) we jointly optimize the transmit power and the transmission rate at each aggregator in an eHealth location to provide QoS guarantee to the delivery of data streams.
Resource Optimizations in Wireless Networks
Various optimization techniques have been employed in wireless networks to optimize the resource allocations [13] , [14] , [19] , [20] , [21] . A survey on network utility maximization using convex optimization can be found in [19] . In wireless cellular or ad hoc networks, a variety of power control problems can be formulated into Geometric Programming (GP) problems, which can be solved efficiently [20] . In [14] , energy consumption is minimized by jointly optimizing the transmit power and the transmission time in Code Division Multiple Access (CDMA) wireless sensor networks. In [21] , the authors proposed a game theoretic model based power regulation algorithm to reduce the bioeffects in body sensor networks.
PROBLEM STATEMENT
In a health monitoring system with body sensor networks, the data streams collected by the sensors are delivered to the medical server in real time. The end-to-end transmission path of data streams is illustrated in Fig. 2 . The end-to-end delivery of data streams consists of three hops of communications: 1) the first-hop communications, which occur from a body sensor to the aggregator via wireless channels, 2) the second-hop communications, which occur from an aggregator to the base station via wireless channels, and 3) the third-hop communications, which occur from the base station to the medical server via wired channels. The objective of health monitoring systems is to provide a sustainable and high-quality service to subscribers. A sustainable service requires that the system can run without interruption for a sufficiently long time such that sufficient data can be collected for a patient. The sensing activity at a sensor may be interrupted due to energy exhaustion. Such service interruption may be fatal if the critical data for a patient are missing. A high-quality service is determined by 1) the source rate from a sensor, and 2) the packet loss rate (PLR) and the delay of the data stream over the transmission path. The fidelity of the original signals is determined by the source rate. A higher source rate from a sensor can represent the original signals at a higher quality. The data streams collected at the sensors are delivered to the medical server for further analysis and decision making. QoS metrics, including PLR and delay, are used to measure the delivery quality. In real-time health monitoring systems, a lost packet or an excessively delayed packet may cause a fatal accident. Therefore, both sustainable power supply and QoS guarantee are important for health monitoring systems.
The sustainability and the high quality are two interdependent components. There are two trade-offs in the health monitoring system. The first trade-off is the interdependence between the sustainability and the high quality. A sensor can prolong its lifetime by generating a lower source rate, which, however, degrades the quality of the signals. The second trade-off is the interdependence between the source rate and the QoS. Higher source rates from sensors may cause more congestions and more transmission errors along the transposition path, which cause a higher PLR and a higher delay for the data streams.
In this paper, we study such a research problem: how to optimize the resource allocations in the health monitoring system to provide a sustainable and high-quality service to subscribers? Specifically, we investigate two trade-offs. The first trade-off is examined in the steady-rate optimization problem in Section 4, in which we optimize the source rate at each sensor with energy harvesting device to guarantee an uninterrupted service. The second trade-off is examined in the QoS optimization problem in Section 5, in which we jointly optimize the transmission rate and the transmission power at each aggregator to provide QoS guarantees to the data delivery. The notations used in this paper are summarized in Table 1 .
STEADY-RATE OPTIMIZATION PROBLEM
In this section, we study the relationship between the source rate and the lifetime of the sensor. Each body sensor has a limited battery capacity. We assume that an energy harvesting device is employed at each sensor to replenish the energy from the environment. The dynamic energy harvesting process leads to a dynamic energy replenishment at each sensor. In order to maintain an uninterrupted service, each sensor needs to adjust its source rate over time accordingly. In a health monitoring system, a steady source rate is desired. Therefore, we formulate the steady-rate optimization problem, which minimizes the rate fluctuation under the constraint of the uninterrupted service.
Each body sensor captures the physiological readings and packetizes them into packets, which are transmitted to the aggregator. A major difference between body sensor networks and other wireless sensor networks is that BSNs may contain critical readings, which should be picked out and then treated with a higher priority. Therefore, we implement the mechanism of differentiated treatment at each sensor. The differentiated treatment consists of two steps: packet classification and packet scheduling, as shown in Fig. 3 . The data are acquired by sensor i at a frequency f i . Increasing the frequency f i of data acquisition can lead to an increased source rate. A physiological reading is packetized into a packet, and then stored in an incoming queue. At the step of packet classification, a classifier classifies the packets into one of the two classes: prioritized packets and normal packets, based on the preset thresholds at each sensor. If the physiological reading is in the normal range which indicates that the patient is in a normal condition, the corresponding packet will be classified into a normal packet. On the other hand, if the physiological reading is in the abnormal range which indicates that the patient is in an abnormal condition, the corresponding packet will be classified into a prioritized packet. The prioritized packets will be put into a priority queue, while the normal packets will be put into a normal queue. At the step of packet scheduling, a scheduler first chooses the packets in the priority queue and puts them into the transmission queue. Only when the priority queue is empty, the packets in the normal queue can be scheduled for moving into the transmission queue. The transmission order of a packet is determined by the classifier and the scheduler. The packets in the transmission queue are placed based on their transmission orders. In other words, the packets to be transmitted earlier are placed in the front of the transmission queue. The sensor transmits the packets in the transmission queue to the aggregator in a First In First Out (FIFO) order.
System Models
MAC Protocol
IEEE 802.15.4 [30] , which is specifically designed to support low power and low data rate networks, is considered as the promising standard for body sensor networks [31] . The IEEE 802.15.4 Personal Area Network (PAN) coordinator in a star topology can communicate with up to 255 devices [43] . IEEE 802.15.4 specifies the PHY and MAC layers of the ZigBee protocol stack [41] . The IEEE 802.15.4 MAC protocol supports two operational modes: the nonbeacon-enabled mode and the beacon-enabled mode [30] . In this paper, we adopt the beacon-enabled mode, since it has the ability of providing timely data delivery. In the beacon-enabled mode, the Beacon Interval (BI) defines the time between two consecutive beacons, and includes an active period and, optionally, an inactive period. The active period, called the superframe, is divided into 16 equally-sized time slots [30] . The lengths of the BI and the Superframe Duration (SD) are given by BI ¼ aBaseSuperframeDuration Â 2 BO and SD ¼ aBaseSuperframeDuration Â 2 SO , respectively, where 0 SO BO 14, the parameter BO represents the beacon order, the parameter SO represents the superframe order, and the parameter aBaseSuperframeDuration denotes the minimum length of the superframe [30] .
The superframe duration includes a Contention Access Period (CAP) and a Contention Free Period (CFP) [30] . The CFD consists of multiple Guaranteed Time Slots (GTSs). Each GTS may occupy one or multiple time slots in the superframe. In a BSN, each body sensor requests a dedicated GTS from the aggregator, and then transmits the data during its GTS. The GTS scheme of IEEE 802.15.4 is basically the same as the standard Time-Division Multiple Access (TDMA) scheme. Therefore, there is no interference among sensors in GTS scheme. The sensors in a BSN use beacon frames to synchronize their transmissions. Since a beacon frame is small, the overhead for synchronization is neglected in this paper.
Energy Harvesting Model
Each sensor is considered to have a rechargeable battery and an associated energy harvesting device. The harvesting device uses one of many possible underlying physical phenomena to generate energy. The recharging rate is dependent on the status of the subscriber and the ambient environment. For example, a thermal energy-harvesting device uses temperature differences between the human body and the surrounding environment to generate electricity. The status of the human body and the ambient environment is time-varying, thus the recharging rate is time-varying.
The energy harvesting process of a sensor can be studied in a discrete time manner. In each time slot, the recharging rate is assumed to be constant. Based on that, the energy harvesting process can be modeled by a discrete-time Markov chain [8] , [9] . The parameters of the Markov chain, including the number of the states, the recharging rate at each state, the transition probabilities, and the duration of the time slot, should be chosen according to the characteristics of the energy harvesting hardware. There is a trade-off between the accuracy of the model and the overhead of the computations and communications. A larger number of states and a smaller duration of the time slot will improve the accuracy of the model at the expense of a higher overhead.
In this paper, we model the energy harvesting process at sensor i as a discrete-time Markov chain, represented by fA i ; Q i g, where A i is the set of the states in the Markov chain, and Q i is the transition probability matrix of the Markov chain. The recharging rate at state mðm 2 A i Þ is denoted by g , where jA i j is the number of the states in A i . In the transition probability matrix Q i , the element q mn denotes the transition probability from state m to state n. Let Å i denote the steady-probability vector at sensor i, which can be calculated from the following relationships [23] :
where I is the identity vector with all elements equal to 1. The long-term average recharging rate of sensor i is then given by g avg i ¼ Å i T g i where g i is the vector of the recharging rates at sensor i.
Power Consumption Model
In a body sensor network, the power consumption at a sensor mainly consists of two parts: sensing power consumption and transmission power consumption. The sensing power consumption at sensor i, denoted by i , is proportional to the source rate r i at sensor i, and it is given by P s;i ¼ i r i where i is the energy cost for sensing at sensor i.
The transmission power consumption is dependent on the path loss model of the wireless channels in body sensor networks. Based on the measurement data [33] , the path loss in body sensor networks can be modeled by the following equation:
where d i is the distance between sensor i and the aggregator, P Lðd 0 Þ is the reference path loss at distance d 0 (d 0 ¼ 1 m in this paper), m p is the path loss exponent [25] , and X is a zero-mean Gaussian random variable. Since the Log-distance path loss model in (1) is valid in body sensor networks, we can model the transmission power at sensor i by P t;i ¼ i r i [24] , where i is the transmission energy consumption cost of sensor i, and it is given by i ¼ i þ i d mp i , where i is the energy cost of transmit electronics of sensor i, and i is a coefficient term corresponding to the energy cost of transmit amplifier at sensor i.
The total power consumption at sensor i is the sum of the sensing power and the transmission power, and it is given by
Analysis of the Relationship between Source Rate and Uninterrupted Lifetime of the Sensor
A sensor consumes the energy through sensing and transmitting the data, and replenishes the energy through energy harvesting from ambient environment. Due to the time-varying energy level at each sensor, we study it in a discrete time manner. The time is evenly divided into time slots with a fixed length . We assume that the recharging rate and the source rate at a sensor remain unchanged during a time slot. We define the uninterrupted lifetime of a sensor as the duration from the time when the sensor starts to work until the time when the energy level of the sensor reaches 0 at the first time. Based on the energy harvesting model and the power consumption model described in Section 4.1, we have the following theorem on the relationship between the source rate and the uninterrupted lifetime of a sensor:
The occurrence probability of minimum uninterrupted lifetime of sensor i is given by
Proof. During time slot t, the energy increment i at sensor i is given by
where m is the current Markov state. Recall that g 
at any time slot. In other words, the energy increment is nonnegative at any time slot, as shown in Fig. 4a . Therefore, the energy level of sensor i will never reach 0.
at any time slot. In other words, the energy level is decreased at any time slot. Therefore, the energy level of sensor i will definitely reach 0 when the initial energy is run out.
Given the initial energy E ini i , the uninterrupted lifetime of sensor i depends on the Markov state at each of the time slots from the beginning to the time when the energy is run out, as shown in Fig. 4b . Sensor i has a minimum uninterrupted lifetime when the sequence of the Markov states is f1; 1; 1; . . . ; 1g until the energy level reaches 0 at the first time. In this case, the energy is decreased linearly at a reduction slope ðð i r i þ i r i Þ À g ð1Þ i Þ. Hence, the minimum uninterrupted lifetime can be found by
Since the length of time slot is , the number of the time slots within the minimum uninterrupted lifetime is given by n min ¼ bT
=c where bxc is a floor function which returns the largest integer not greater than x. The sequence of the Markov states in this case is bT min i =c repeated 1s. Therefore, the occurrence probability of minimum uninterrupted lifetime of sensor i is given by
where 1 is the probability that the sensor is initially at state 1, and q 11 is the transition probability from state 1 to state 1.
On the other hand, sensor i has a maximum uninterrupted lifetime when the sequence of the Markov states is fjA i j; jA i j; jA i j; . . . ; jA i jg until the energy level reaches 0 at the first time, as shown in =c. Therefore, the occurrence probability of maximum uninterrupted lifetime of sensor i is given by
where jAij is the probability that the sensor is initially at state jA i j, and q jA i kA i j is the transition probability from state jA i j to state jA i j. . t u
If
Steady-Rate Optimization Problem
Based on the analysis on the relationship between the source rate and the uninterrupted lifetime of a sensor in Section 4.2, we see that the uninterrupted lifetime of the sensor is dependent on the source rate. A higher source rate can increase the quality of the collected information at the price of a shorter uninterrupted lifetime. We define the average sustainable rate b i of sensor i as the source rate, at which sensor i will consume the same energy as the harvested energy in a long run. Based on the Markov model of energy harvesting, we can find the average recharging rate g 
The energy level may be different at the beginning of each time slot, and the recharging rate is time-varying. A sensor needs to adaptively adjust its source rate based on the remaining energy. The adjustment of the source rate at sensor i can be achieved by varying the frequency of data acquisition. A steady rate from each sensor is desirable in a health monitoring system. Therefore, we set an objective to minimize the sum of the squares of the rate fluctuations of all the sensors in a BSN. The objective function at time slot t is mathematically expressed by f
The steady-rate optimization problem in a body sensor network at time slot t can be stated as to minimize the sum of the squares of the rate fluctuations of all the sensors, subject to the requirement of the uninterrupted service. Mathematically, the problem is formulated as follows: 
where the optimization variable r ðtÞ is the vector of the source rates at time slot t; E ðtÞ i is the energy of sensor i at the beginning of time slot t; ðtÞ i is the energy recharging rate of sensor i at time slot t; F ðtÞ i is the amount of the energy not being collected during time slot t due to battery overflow, E min i is the minimum energy level required to be maintained at sensor i, and E max i is the battery capacity of sensor i.
In the optimization problem (4), the first constraint, P . In this case, the amount of wasted energy due to battery overflow is F (5), they will be the optimal solution to the optimization problem (5).
In
Therefore, the amount of wasted energy due to battery overflow is zero, which means F (5), and it achieves the minimum objective value of 0. Therefore, it is the optimal solution to the optimization problem (5).
In Case 1.2, where 
We assume that there exists another feasible point r 
The energy at the beginning of time slot ðt þ 1Þ is given by E 
The energy at the beginning of time slot ðt þ 1Þ is given by E In summary, the source rate obtained from the proposed analytical solution is optimal for the optimization problem (5) . t u
Since the steady-rate optimization problem (4) can be decomposed into jNj independent subproblems, each of which can be solved with the proposed analytical solution, the vector of the source rates fr ðtÞ i Ã j8i 2 Ng is the optimal solution to the steady-rate optimization problem (4).
In pervasive health monitoring systems, the body sensors and the aggregator are fastened on the body of the patient. Random body motions of the patient will cause dynamic changes of the distance and the direction from the sensor to the aggregator. The change of the distance leads to the change of the path loss, which causes the change of the transmission power consumption at the sensor. In addition, radio irregularity, which arises from multiple factors such as variance in RF sending power and different path losses depending on the direction of propagation, is a common phenomenon in wireless sensor networks [32] . Radio irregularity in different directions also causes the variation of the transmission power consumption at the sensor. To handle the dynamically changing status, the proposed solution for the steady-rate optimization problem is performed in a discrete time manner. At each time slot, sensor i can obtain its transmission energy consumption cost i by measuring the transmission power for a given data sample transmitted to the aggregator. The optimal source rate of sensor i is updated at each time slot, based on the remaining energy, the current recharging rate, and the transmission energy consumption cost of sensor i. The proposed analytical solution is quick and efficient, which enables a quick adaptation of the optimal source rates to the dynamic changes of the status. There is a trade-off in choosing the length of the time slot. We can obtain a more accurate result with smaller time slots, at the expense of a higher overhead in computations and communications.
QOS OPTIMIZATION PROBLEM
In Section 4, we optimized the optimal source rate at each sensor to minimize the rate fluctuation under the constraint of the uninterrupted sensing. Each sensor in a BSN transmit the data stream at the optimized source rate to the aggregator, which then forward it to the medical server over the Internet. Currently two major wireless Internet access approaches are 3G cellular wireless networks and IEEE802.11 Wireless Local Area Networks (WLANs). In this paper, we work on pervasive health monitoring systems, in which the subscribers are allowed to move everywhere while being monitored. Therefore, we choose 3G cellular wireless networks as the Internet access networks. The eHealth service provider reserves a dedicated 3G frequency band for eHealth data communications. An eHealth location is a 3G cell area which provides eHealth service.
In health monitoring systems, a loss or an excessive delay of the prioritized data may cause a fatal accident. As shown in Fig. 2 , the end-to-end transmission path of data streams consists of three hops of communications. We assume that there is no packet loss on the third-hop communications over the wired channel. Compared to the first-hop communications, the second-hop communications have a higher probability in suffering a packet loss or a long delay because: 1) an aggregator transmits a larger amount of traffic than a body sensor, which leads to a higher probability in congestion loss or congestion delay, and 2) the interferences from other users may corrupt the packets, while the interferences do not exist on first-hop communications using IEEE 802.15.4 GTS scheme. Therefore, we study the QoS optimization problem on the second-hop communications in this section.
System Models
Queuing Model
The aggregator aggregates the packets from all the body sensors worn by a patient. The consecutively arriving two packets at an aggregator may be sent from two different sensors. Therefore, the interarrival time between two consecutive packets at an aggregator is not constant. Instead, the interarrival time is a random variable, which can be modeled as an exponential random variable in BSN applications [40] . In order to study the QoS using queuing theory, we model the interarrival time at an aggregator as an exponential random variable. Moreover, we assume that the arrivals of the packets follow a Poisson process with a rate ðtÞ m , the arrivals of the prioritized packets follow a Poisson process with a rate [27] , in which a prioritized packet will always be scheduled for transmission once it arrives at the queue, and normal packets can be transmitted only after all of waiting prioritized packets have left the queue.
The transmission rate at aggregator m at time slot t is denoted by R 
where M is the set of the aggregators in an eHealth location.
In the queuing theory, the queuing delay of a packet is defined as the duration from the time when the packet arrives in the queue to the time when the packet leaves the queue. In the M/M/1 queuing model, the average queuing delay T ðtÞ P ;m of the prioritized packets at aggregator m at time slot t is given by [27] 
The average queuing delay T ðtÞ m of all packets including prioritized packets and normal packets at aggregator m at time slot t is given by [27] 
In the M/M/1 queuing model, the tail probability is defined as the probability that the number of packets in the system is larger than a threshold m [27] . Let the threshold m represent the length of the queue at aggregator m. The tail probability represents the packet drop probability due to queue overflow. The tail probability P c P ;m for the prioritized packets at aggregator m at time slot t is given by [27] where N P ;m is a random variable representing the number of the prioritized packets at aggregator m. The tail probability P c m for all packets at aggregator m at time slot t is given by [27] 
where N m is a random variable representing the number of the packets at aggregator m.
CDMA Model
CDMA is a spread spectrum multiple access technique, which allows multiple users to transmit the data streams to the base station simultaneously over the same physical channel. CDMA has been widely used in existing 3G cellular wireless systems. In the CDMA model, the spread-spectrum bandwidth is denoted by W , the power spectrum density of the Additive White Gaussian Noise (AWGN) is denoted by N 0 . The channel gain from aggregator m to the base station at time slot t is denoted by h ðtÞ m , which is time-varying due to random movements of the subscribers. The received BitEnergy-to-Interference-Density Ratio (BEIDR) at the base station from aggregator m at time slot t is denoted by y ðtÞ m , which is given by [14] where is the orthogonality factor representing Multiple Access Interference (MAI) from the imperfect orthogonal spreading codes. We assume Binary Phase Shift Keying (BPSK) modulation is used in the CDMA system. The Bit Error Rate (BER) of the data transmitted from aggregator m to the base station is given by
where QðxÞ is a Q-function [23] . If a packet is received in error, it will be dropped at the base station. We assume the bit errors occur independently in a packet. Therefore, the PLR due to transmission errors of the packets from aggregator m is then given by
where L m is the number of bits for a packet at aggregator m.
QoS Metrics
We examine two QoS metrics, the PLR and the delay, of the prioritized packets and all the packets at the aggregator, respectively. The PLR and the delay of the prioritized packets at the aggregator indicate the delivery quality of the critical data, while the PLR and the delay of all packets at the aggregator indicate the overall transmission performance. The PLR consists of the congestion PLR due to queue overflow and the transmission PLR due to transmission errors. The PLR of the prioritized packets at aggregator m, denoted by P P LR P ;m , is given by 
The PLR of all packets at aggregator m, denoted by P P LR m , is given by
The delay of a packet consists of the queuing delay and the propagation delay. The propagation delay is small compared to the queuing delay, thus it is negligible. The delay of a packet is then equal to the queuing delay. The average queuing delay of the prioritized packets at aggregator m is given by (7), and the average queuing delay of all packets at aggregator m is given by (8).
QoS Optimization Problem
We optimize the resource allocation in an eHealth location to provide QoS guarantee to the delivery of the data streams. The QoS optimization problem can be stated as: to minimize the sum of the transmission powers of all the aggregators, subject to the power constraints, the requirements of the congestion PLR, the transmission BER, and the delays of the prioritized packets and all the packets, respectively. Mathematically, the problem is formulated as follows: 
where R ðtÞ is the vector of the transmission rates at time slot t; P ðtÞ is the vector of the transmission powers at time slot t; P ðtÞ m is the transmission power at aggregator m at time slot t; R ðtÞ m is the transmission rate at aggregator m at time slot t, e th is the threshold of BER, u ðtÞ m is the service rate for the packets at aggregator m at time slot t, T P ;th is the threshold of the queuing delay for the prioritized packets at an aggregator, T th is the threshold of the queuing delay for all packets at an aggregator, P P ;th is the threshold of congestion PLR for the prioritized packets at an aggregator, P th is the threshold of congestion PLR for all packets at an aggregator, and P max is the maximum transmission power at an aggregator.
Q function is a monotonically decreasing function. Therefore, we can convert the constraints, where Q À1 ðxÞ is the inverse Q-function [23] . After the conversion, the optimization problem (16) , representing the threshold of the received BEIDR. If the received BEIDR at the base station is larger than th , the BER of the received signal will be less than e th .
In the optimization problem (17), the objective is to minimize the sum of the transmission powers of all the aggregators. The first constraint, P th , requires that all the packets at aggregator m at time slot t have a congestion PLR no larger than a threshold P th . The seventh constraint, ðtÞ m u ðtÞ m , requires that the service rate at aggregator m at time slot t should be no less than the arrival rate of all packets in order to maintain a stable M/M/1 queuing system.
Optimal Numerical Solution
We convert the constraint, The constraint, The constraint, (18) is a geometric programming that can be transformed into a convex optimization problem.
Proof. A geometric programming problem is an optimization problem of the form as follows [28] . (18) is a geometric programming problem.
The geometric programming problem in (18) is not a convex optimization problem, because the inequality constraint function, in the optimization problem (20) , are both convex functions. Therefore, the optimization problem (20) is a convex optimization problem. t u Efficient solution methods for convex optimization problems are well developed. We can use the primal-dual interior-point methods [29] to solve the convex optimization problem (20) . The globally optimal solution to the original optimization problem (16) will be obtained by P (20) .
In the protocol implementation, the base station performs the QoS optimization at each time slot. In the initialization stage, the parameters ðW; ; N 0 Þ are obtained by the base station, the parameters ðe th ; T P ;th ; T th ; P P ;th ; P th ; P max Þ are set by the administrator, and the parameters 
SIMULATIONS
Simulation Setting
We perform simulations to evaluate the proposed methods. The typical body sensors in health monitoring applications include:
1. body temperature sensor, 2. pulse oxygen sensor, 3. blood pressure sensor, 4. ECG sensor, and 5. electroencephalography (EEG) sensor [34] . Therefore, we deploy the five sensors in a BSN. The five sensors and the aggregator are fastened on the front of the body. The aggregator is placed on the waist of the body. The BSN adopts IEEE 802.15.4 protocol and operates in the 2.4 GHz frequency band with a data rate of 250 Kbps. In the MAC configuration, the values of SO and BO are both set to 3, each GTS occupies one time slot in the superframe. The distance from a sensor to the aggregator is uniformly distributed between 0.3 and 0:7 m [33] . In the power consumption model for sensor i,
The path loss exponent is set to m p ¼ 2:4 based on the measurement results in [33] . The initial energy of each sensor is set to 0:1 J. Each sensor has a battery capacity 0:11 J. The minimum energy required for each sensor is 0:01 J. In body sensor networks, typical energy harvesting devices are vibration-based energy harvesters, which generate the power using human body motions during activities of daily living [42] . Therefore, we equip each body sensor with a vibration-based energy harvester. The energy harvesting process at a sensor is modeled by a two-state Markov chain with state 1 and state 2 [8] . The transition probability from state 1 to state 2 is uniformly distributed between 0.6 and 0.8, and the transition probability from state 2 to state 1 is uniformly distributed between 0.2 and 0.4. A vibrationbased energy harvesters typically stays at a state for an interval in the range of 1-10 s. Therefore, we set the length of the time slot to 5 s. During a time slot, we assume that the energy recharging rate, the distance and the direction from a sensor to the aggregator, and the distance from an aggregator to the base station remain unchanged. The aggregator aggregates the data streams from the body sensors. In an eHealth location, the number of the subscribers is set to 10 if not specified particularly, the distance from a subscriber to the base station is uniformly distributed between 50 and 200 m. The channel gain from aggregator m to the base station is given by h m ¼ 200=d 4 m , where d m is the distance from aggregator m to the base station. In the CDMA model, we set W ¼ 500 KHz, ¼ 0:1, and N 0 ¼ 10 À13 W=Hz. The average packet length is 200 bits for all aggregators. The length of the queue at the aggregator is set to 10 packets. In the setting of QoS thresholds, we set the threshold of transmission BER to 10 À5 , the threshold of the congestion PLR for the prioritized packets at an aggregator to 0.01, the threshold of the congestion PLR for all the packets at an aggregator to 0.05, the threshold of the queuing delay for the prioritized packets at an aggregator to 0:1 s, and the threshold of the queuing delay for all the packets at an aggregator to 0:3 s.
The maximum transmission power is set to 1:0 W for all aggregators.
Simulation Results
The variations of the source rates of five body sensors in a BSN during 100 time slots is shown in Fig. 5 . Each sensor minimizes the rate fluctuation with respective to the average sustainable rate, subject to the requirement of uninterrupted service. As shown in Fig. 5 , each sensor maintains a constant source rate, equal to the average sustainable rate, during the 100 time slots, which indicates a steady data transmission. The source rates are heterogeneous among sensors. Sensor 1 (body temperature sensor) and sensor 2 (pulse oxygen sensor) have a much smaller source rate, shown in Fig. 5a , compared to sensor 3 (blood pressure sensor), sensor 4 (ECG sensor), and sensor 5 (EEG sensor), shown in Fig. 5b .
The energy level of each sensor varies over time, as shown in Fig. 6a , because the energy harvesting is a random process. When the harvested energy is larger than the consumed energy, the energy level of the sensor is increased. When the harvested energy is smaller than the consumed energy, it is decreased. The variation of the energy level is limited to the range between the battery capacity 0:11 J and the minimum energy 0:01 J. During time slots 60-62, 65-77, 80-90, and 93-100, the battery of sensor 5 is overflowed, which causes the wasted energy. Fig. 6a shows the energy variations at the five sensors when the body is in a static state, in which the distance and the direction from a sensor to the aggregator keep unchanged. However, patients may have random body motions, such as body stretches, which cause dynamic changes of the distance and the direction from the sensor to the aggregator. The variation of the distance causes the variation of path loss. The variation of the direction causes the variance of the received signal strength due to radio irregularity on different direction of propagation [32] . In order to simulate the variations of transmission power consumption caused by the variations of the distance and the direction, we change the transmission power consumption model at sensor i to P t;i ¼ i r i where is a Gaussian random variable with a variance of 0.01 and a mean of 1.0. The comparison of energy variation at sensor 5 between the static case and the dynamic case is shown in Fig. 6b .
There is a trade-off between the source rate and the lifetime of a sensor, as shown in Table 2 . The uninterrupted lifetime of a sensor is the duration from the starting time of the sensor to the time when the energy level of the sensor reaches 0 at the first time. Table 2 shows that the uninterrupted lifetime of a sensor will be reduced as the source rate is increased. As shown in Table 2 , when the source rate of sensor 3 is 847 bps, the uninterrupted lifetime of the sensor will be infinity. When the source rate of sensor 3 is increased to 1;695 bps, the uninterrupted lifetime of the sensor will be between 2,205 and 6;614 s.
We optimally allocate both the transmission power and the transmission rate at each aggregator to ensure that the data delivery from each aggreator meet the QoS require- ment. The optimal values of the transmission powers and the transmission rates, as shown in Fig. 7 , are obtained by solving the optimization problem (16) . From Fig. 7a , we see that the transmission powers vary greatly among different aggregators. The aggregators close to the base station (e.g., aggregators 1, 2, and 7) apply a lower transmission power than those far away from the base station (e.g., aggregators 3 and 6).
In Fig. 8 , we compare the PLR and the delay of the prioritized packets and all the packets at the aggregator, respectively, among three schemes: 1) the scheme with Jointly Optimized Power and Rate (JOPR), which is the proposed solution to the optimization problem (16), 2) the scheme with Equal Power and Equal Rate (EPER), in which the transmission powers and the transmission rates are equally allocated among the aggregators, and 3) the scheme with Proportional Power and Equal Rate (PPER), in which the transmission power at an aggregator is proportional to the distance from the aggregator to the base station, and the transmission rates are equally allocated among the aggregators. In order for fair comparison, the sum of the transmission powers and the sum of the transmission rates of all aggregators are equal among the three schemes. The proposed scheme optimizes the resources to provide QoS guarantee. The PLR for the prioritized packets at each aggregator is equal to 0.002, as shown in Fig. 8a , and the PLR for all the packets at each aggregator is equal to 0.052, as shown in Fig. 8b . The EPER scheme or PPER scheme does not allocate the resources appropriately, thus some far-way sensors (e.g., sensors 3 and 6) suffer from a larger PLR, as shown in Figs. 8a and 8b. From Figs. 8c and 8d , we can see that the difference of the queuing delays among the three schemes is very small. This is because the transmission rates, which determine the queuing delays, are close in the three schemes. At each aggregator, the prioritized packets are transmitted in priority, thus having a much smaller delay than the other packets.
In the pervasive health monitoring systems, the subscribers may move around even when they are being monitored. The transmission power at the aggregator needs to be optimized at each time slot taking into account the variation of the distance from the aggregator to the base station. Fig. 9 shows the variation of optimal transmission powers when the distances vary with time. The proposed algorithm optimizes the resource allocation using convex optimization, which enables a fast power adaptation at each aggregator.
The transmission power and the transmission rate at the aggregator are dependent on the source rates of the sensors in the BSN. As shown in Fig. 10 , a higher average transmission power and a higher average transmission rate are required to provide the QoS guarantee if the sum of the source rates of the sensors is increased.
We vary the number of the subscribers from 5 to 20 in an eHealth location, and then compare the PLRs. The bandwidth is set to 500 Kbps in the eHealth location. As shown in Fig. 11 , the average PLRs of the prioritized packets and all the packets at the aggregator in the proposed JOPR scheme are 0.002 and 0.052, respectively, much lower than those in the EPER scheme and the PPER scheme.
CONCLUSIONS
In this paper, we optimize the resource allocations to provide a sustainable and high-quality service in health monitoring systems. We first formulate and solve the steady-rate optimization problem, which optimizes the source rate at each sensor to minimize the rate fluctuation with respect to the average sustainable rate, subject to the requirement of uninterrupted service. Given the optimal source rates at each sensor, we then formulate and solve the QoS optimization problem, in which we jointly optimize the transmission power and the transmission rate at each aggregator to provide QoS guarantee to data delivery. The simulation results demonstrate that the optimal resource allocations improve the system performances in terms of sustainability and service quality in health monitoring systems. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
