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The diffusion of information through population affects how and when the 
public reacts in various situations. Thus, it is important to understand how and at what 
speed important information spreads. Social media platforms are important to track 
and understand such diffusion.  Twitter provides a convenient and effective way to 
measure it.  This study used data obtained from 15,000 Twitter users.  Data was 
collected on the following events: Hurricane Irene, Hurricane Sandy, Osama Bin 
Laden's capture, and the United States’ 2012 Presidential Election.  Information such 
as the time of a tweet, the user name, content, and the ID was analyzed to measure the 
diffusion of information and track the trajectory of retweets. The spread of 
information was visualized and analyzed to determine how far and how fast the 
information spread. The results show how information spreads and the content 
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Chapter 1: Introduction 
1.1 Motivation 
This research consists of a study about information diffusion of large scale 
events.  There are many ways people can receive and pass information such as, 
television, phone, email, text, tweets, blogs, articles, and posts.  With all of these 
communication channels available, it is important to discover which is the most 
effective and why.  The purpose of this research is to find patterns and learn about 
user behavior to help emergency managers craft appropriate tweets and send 
messages through the correct channels.  By looking at user activity, this research will 
increase our understanding of user connectivity; furthermore, determining what 
information is important to users and for how long will enlighten researchers of 
information diffusion.  User connections and content analysis shows who (other users 
or people mentioned in tweets) are important to users.  One focus of this research is to 
use retweet chains to uncover patterns of information diffusion within various data 
sets.  This research attempts to understand characteristics of information diffusion 
specifically within social media.  The tools used to collect all of this data are Twitter 
(Twitter, 2014) and TwEater (Monner, 2013).  The applications used to analyze the 
data were NodeXL, MATLAB, and Microsoft Excel. 
1.2 Twitter Data 
Social media provides easy access to investigate the habits of its users.  
Twitter provides an easy way to collect data that tracks the activity of users as well as 
their interactions.  Twitter is a social network that allows users to share messages or 




United States.  Twitter has 241 million monthly active users and an average of 500 
million Tweets are sent every day.  76% of Twitter active users tweet from their 
mobile device and this application supports over 35 languages.  (Twitter, 2014) 
Twitter data was collected and analyzed from the Hurricane Irene, Hurricane 
Sandy, Osama Bin Laden's capture, and the United States’ 2012 Presidential Election.  
The data is collected with the permission of Twitter’s Application Programming 
Interface (API).  The Irene, Sandy, and Election data sets consists of active users 
tweeting about a specific topic from a within a larger network of fifteen thousand 
users.  The Osama Bin Laden data set was collected based on the active users in the 
network but over a period time rather than by topic.  
1.3 Data Dictionary 
There are several new or unfamiliar terms used throughout this paper that are 
listed in this section.  Some of the definitions have been taken from several publically 
available resources with business or research focused on social media.  Some terms 
are specific to this academic research and defined as such to lessen confusion. 
 
Tweet: A message posted by a user of 140 characters or less.  It can include links 
which will be shortened to 30 characters or less (Twitter, 2014) 
Retweet: A tweet that is reposted and unchanged by a user.  The only addition to the 
tweet is the mention of the Originator and the letters RT signifying the tweet is 
reposted 
User: The owner of a Twitter account with the ability to use the account 




High Frequency: A user that posts more than 20 tweets and/or retweets within the 
data set 
Originator: The first user to post a unique tweet 
Retweeter: A user that reposts a unique tweet 
Chain: A set of tweets in which the unique tweet and its retweets can be identified 
and listed together 
Single Chain: A set of two tweets in which one in the unique tweet and one is the 
only retweet 
Data Set:  Data provided by Twitter about the large scale events. 
Stranger: A user from outside the data set 
Neighbor: A user from within the data set 
Neighborhood: All data and users within the dataset 
Period of Relevance: A time period in which the information provided by a tweet is 
valuable to users 
Verified Tweets: A tweet that comes from a current professional or unquestionable 
source (Murthy, 2013) 
Opinion Leader: An influential user that shares his or her social, political, worldwide, 
emergency, or important events view to his or her network (Murthy, 2013) 
Reciprocal Relationship: Two users involved in at least two chains where the 
Originator of chain A is the Retweeter of chain B and the Retweeter of chain A is the 
Originator of Chain B 





The following section will show  the initial and continuing investigation of 
information diffusion and  its relationship with social media.  The literary review will 
show how this research coincides with previous research efforts  as documented in 
books and published papers..   Then, the methodology with be explained.  The tools 
and process from the data collection and analysis will be revealed in detail.  
Subsequently, the results section will show statistics and charts from each data set.  
The characteristics discovered will be further discussed.  Finally, a summary of this 





Chapter 2: Literature Review 
2.1 Overview 
Capturing statistics about information diffusion was once limited to tracking 
information spread in-person or phone conversation, or mail.  There is great difficulty 
in tracking this type of diffusion, and there are many associated population 
assumptions.  The concept of an online social network is more recent.  Social media 
platforms provide an easier way to gather data about the diffusion of messages 
travelling through social networks.  Now that social media messages are readily 
available, a proper model must be used to capture the characteristics of the 
population.  There is a history of various rumor spread models that will be explored to 
enhance our understanding of the diffusion process.  As information is diffused, how 
is it verified to be truthful?  There are several studies that investigate rumors spread 
throughout social networks.  There are various ways to evaluate the characteristics of 
data mined from Twitter.  Investigating a social network provides insight about user 
connectivity.  This connectivity can be graphed or visualized to represent the social 
network.  The influence produced by either content or users is demonstrated by a 
rising popularity of selected content, showing what users value.  Content and 
sentiment analysis can capture the connotation of tweets passed along a network.  In 
addition, some researchers have used a combination of these techniques to create 
algorithms to predict the popularity of various tweets, topics, and users.  Social media 
is used in many ways by everyday people, government, businesses, politicians, 




information diffusion and discuss how the research described in this thesis extends 
our knowledge of this phenomenon. 
2.2 Models 
A model that is often referred to when discussing diffusion is the Bass Model.  
This model was originally meant to match the consumer adoption process.  This 
shows the growth pattern and produces the probability of a purchase based on a linear 
function of prior purchases.  The equation for this model is: 
.  Where p is the innovation or advertising 
coefficient and q is the imitation coefficient, F’(t) is the rate of change of the installed 
base fraction and F(t) is the installed base fraction.  There are five possible stages of 
the adoption process that a person can be in: innovator, early adopter, early majority, 
late majority, or laggard.  This model helps to predict the probability that purchase 
will be made at time t based on the purchases made by the population before time t  
(Bass, 1969).  This model had limitations as it was unable to account for marketing 
mix variables (Radas, 2005).  The marketing mix variables are product, price, place, 
and promotion (BusinessDictionary, 2014).  These variables are modified to find the 
right mixture keeping customers satisfied and bringing in optimal profit.   
 Early information diffusion models were based of models on disease 
epidemics.  These models were modified for information spread throughout a 
population.  Daley and Kendal (1964) introduced a model that represented a constant 
closed population through which a rumor spread.  In the D-K model, there are three 
classes of people: 




 the Spreaders have heard the rumor and choose to actively spread it, and  
 the Stiflers have heard the rumor but do not propagate the information. 
The transitions or interactions between these classes are defined by pair-wise 
contacts.  There is an assumption that a Spreader that comes in contact with another 
member of the population tells this person the rumor.  If the receiver is an Ignorant, 
they become a Spreader; however, if the receiver is a Spreader or a Stifler, both 
classes are now “discouraged” from further passing along the rumor.  The initial 
assumptions of this population are there is one initial Spreader and the entire 
population outside of that individual is an Ignorant.  At any time t, the total 
population remains the same regardless of the transitions occurring.  Let X(t), Y(t), 
and Z(t) bet the number of Ignorants, Spreaders, and Stiflers in the population at time 





Table 2.1 The initial conditions in the Daley Kendall Model (Dietz, 1967) 
 
Class Initial Conditions 
Ignorant X(0) = N 
Spreader Y (0) = 1 
Stifler Z(0) = 0 
Total Population X(t)+Y (t)+Z(t) = N +1 
 
Table 2.2 The dynamics of the Daley Kendal Model (Dietz, 1967) 
 
 Transitions Mathematical 
Representation 




(X-1, Y+1, Z) XY 
2 Removals 
(X,Y,Z) 
(X, Y-1, Z+1) YZ 
3 Spreader 
removal (X,Y,Z) 





In line 1, an Ignorant becomes infected when they come in contact with a 
Spreader.  In line 2, when a Stifler comes in contact with a Spreader, the Spreader 
becomes a Stifler.  Line 3 and 4 are two ways that the DK model is different from 
previous models.  In line 3, an active Spreader is removed when he or she interacts 
with some who has heard the rumor before.  If two Spreaders meet one becomes a 
Stifler.  In line 4, if a Spreader meets a Stifler, he too becomes a Stifler. 
Maki and Thompson (1973) further examined the D-K rumor spread model 
and kept many similar features.  The M-K model assumes constant population and 
similar types of interactions; however, there is one important change in the outcome 
of a meeting between a Spreader and Stifler.  Also, the interactions are a result of 
directed contacts of Spreaders to the rest of the population rather than pair-wise.  




lose interest in spreading the rumor after realizing that the Stifler already knows about 
the rumor.  Thus, the Spreader becomes a Stifler. 
Hayes (2005) attempted to use both the D-K and M-K models to predict the 
number of people who would never hear a rumor, or the undisturbed population of 
Ignorants. His simulations aimed to match the theorized value of 0.203188 or about 
20% unknowing members of the population, as shown in Figure 2.1.  After much trial 
and error, he was able to get both models to converge to the same correct value.   
 
Zhang and Zhang (2009) created a model to demonstrate the interaction of rumor 
spreading and emergency development, shown in Figure 2.2.  This led to the 
conclusion that a fast spreading rumor can cause panic while a slow rumor may not 
reach enough people in time.  Their results showed that, if the spread rate is 
appropriate, the public can react and take proper measures for safety.  
Figure 2.1 The dynamics of the population as encounter 





Figure 2.2 The interaction of rumor spreading and emergency development (Zhang and Zhang 
2009) 
Huo and Guo (2012) included many of these models and studied the dynamics of a 
system of differential equations.  They started with the D-K model and included 
belief rate, spread rate, reproduction number of the global dynamics, and a varying 
population.  By first understanding the various models of information diffusion, these 
models can be adjusted for the social networking population and possible behaviors.   
 Another way to look at modelling information diffusion is using an agent 
based approach.  Herrmann et al. (2013) compared both the Bass and Independent 
Linear Cascade models to see which best represents the information diffusion of large 
scale events as conveyed on Twitter.  They found that neither had great advantage 
over the other and both cater to long term events rather than urgent diffusion.  They 
furthered their research by incorporating these as sub-models in their agent based 
model.  By comparing simulated data vs. real data, they found that events with longer 
timelines fit the model better.  They aimed to discover the probability that new 
information would be adopted and use this information to assist those that manage 
crisis using social media. 
Wang et al. (2013) proposed a linear diffusion model that uses a simple linear 




interest in a topic.  Social interactions and human dynamics determine information 
diffusion dynamics.  There are new parameters considered in this model: spatial 
spreading power and temporal news decay.  Creating a model to demonstrate the 
behavior of diffusion is not an easy task.  As shown in this section, there are many 
variables to consider to depict an accurate model. 
2.3 Rumor Transmission 
The models previously mentioned assume that the information shared is the 
truth.  An important part of studying information diffusion is verifying that the 
information is accurate. There has been much research about information diffusion 
and the spread of rumors.  Various models have been presented to best represent 
rumor transmission through a population.  Zhao et al. (2011) defined a rumor as an 
unconfirmed elaboration of events, or issues that spread through various channels, in 
itself neither nor false.  In many cases, tweets are rumors until confirmed by verified 
sources.  Doerr et al. (2012) simulated rumor spreading on a large scale social 
network and used a basic push-pull model to understand the network communication; 
however, this model did not include forwarding or retweeting.   
As a rumor spreads throughout a network, there are many behaviors to 
consider.  Once people receive the information they pass it on, ignore it, hibernate 
(Zhao et al., 2012) or possibly forget about the information all together (Zhao et al., 
2011).  Hibernators can extend the life of a rumor and change the spread process.  A 
rumor spread through social networks can fuel a social epidemic.  Berger (2013) 
defined a social epidemic as instances where products, ideas, and behaviors diffuse 




that information?  Sanmitra et al. (2012) defined degree of belief as a fraction 
calculated by dividing the number of relevant supporting tweets by the total number 
of relevant tweets.   Belief is an important concept when tackling emergency 
management.  Social networks allow information to spread quickly in the event of a 
weather emergency, giving warnings to those capable of receiving that information.  
To properly assist a community this question by Raghusvanshi (2013) needs to be 
answered: When is a weather forecast confirmed as the truth and when do people 
react? 
2.4 Understanding Social Networks 
 A social network involves many connections within a large population. Proper 
visualization helps to illustrate these connections.  In my research, nodes represent 
each user involved in a connection and the arcs (lines between each node) are 
retweets that connect users.  The use of layered visualization shows graph 
decomposition for networks of high complexity.  Abello and Queyroi (2013) studied 
the mathematical properties of complex networks and gave values to the nodes and 
connections of the networks.   
Easley and Kleinberg (2010) suggested that there are also social, economic, 
and natural processes that need to be examined for an accurate and realistic 
understand of how networks work.  They described two theories in this book: graph 
theory and game theory.  Graph theory explores the strength of ties and the structural 
balance of social networks.  Game theory focuses on behavior by looking at the 




Network structure can play a huge role in how information is passed from one 
node to another.  In emergency situations, the structure can effect emergency 
procedure.  Hui et al. (2010) studied how 5 different types of network structures 
(grid, regular, random, scale-free, and group) diffused information.  These researchers 
also examined different levels of trust between nodes.  The more trust there is, the 
greater the weight of the connection is thus facilitating information diffusion. 
The right connections within a network can have many positive residual 
effects, especially for businesses.  Gupta et al. (2013) worked in conjunction with 
Twitter to create a targeted marketing algorithm that suggests “Who to Follow.”  In 
summary, each user is assigned a value (all users combined equal 1).  A similarity 
score is found for each consumer and relevance score is obtained for each producer 
from the consumer-producer graph connections.  The highest valued users based on 
connections are recommended to consumers.  This is important for businesses that 
want to connect with consumers, but not at random.  This type of algorithm can be 
used to recommend followers to one another based on their activity and network 
connections. 
2.5 Influence 
Once a network is analyzed, determining influence among these connections can 
better characterize user behavior.  For this research influence is the ability of a user, 
topic, or actions of a user to cause action in other users.  It is important to understand 
who and what motivates the diffusion of information and why it is influential  
Influencers are defined as “someone who exhibits some combination of desirable 




network attributes such as connectivity or centrality-tat allows them to influence a 
disproportionately large number of others” (Gladwell, 2000).  Stickiness is another 
important term; it is a “unique quality that compels the phenomenon to stick in the 
minds of the public and influence their future behavior” (Gladwell, 2000). 
Many ways to measure influence have been developed.  Cha et al. (2010) found that 
popularity alone does not define the influence of Twitter users.  A user can earn 
influence by focusing on one topic rather than engaging in conversation.   
Anger and Kittl (2011) used the term “alpha users” to describe influencers.  
They introduced the Follower/Following Ratio (rf), Retweet and Mention Ratio (rRT), 
and the Interactor Ratio (ri).  According to Anger and Kittl, when there is an attempt 
to influence a user with a tweet, users react three possible ways: Compliance, 
Identification, or Internalization. Compliance is public agreement, Identification is an 
attempt to interact because of user status, and Internalization is accepting a belief or 
behavior, publically and privately (e.g., retweets).  When a user is not influenced, the 
possible reactions are Neglect (ignore) or Disagreement (comment and possible 
unfollow).  This study was limited to Austria’s top 10 users as ranked by influence 
using an application called “Klout”.   
Ye and Wu (2010) classified three different influence metrics: Follower 
Influence, Reply influence, and Retweet Influence. Each influence is characterized by 
the action associated with the metric such as receiving the message or being a 
follower, replying, and retweeting, respectively.  Bakshy et al. (2011) tracked and 
computed influence based on URL clicks or visits.  They have three different ways to 




The Linear Influence Model considered global influence of individuals on the 
diffusion rate throughout the network.  This research was different than others, in 
assuming there was no prior knowledge about the network.  By combing through 
tweets and blogs for a one year period, researchers focused on 10,000 Twitter users.  
Memetracker methodology and hashtag focused data collection was completed to 
gather various forms of data (Yang & Leskovec, 2010).  They found that users with 
about 1000 followers are the most effective in diffusion and adoption of hashtags. 
Wang et al. (2013) separated the influences coming from both distance and 
time in search of an inherent news decay pattern.  Their linear diffusive model was 
validated using “Digg” social network.  They found that model captures essential 
factors shaping information diffusion and plan to apply their work to learn about 
influence on Twitter. 
2.6 Content and Sentiment Analysis 
 The content being diffused it just as important as the user passing along the 
message.  This research focuses on large scale events.  Bakshy et al. (2011) selected 
tweets with content about Michael Jackson and started their collection two days after 
his death.  This research found that the most popular tweets were short phrases, slang, 
and automatically generated messages such as spam.  Additionally, Murthy (2013) 
stated that Twitter does not reflect normal conversation.  Hashtags give users an 
opportunity to include what they are thinking as well as what they are saying in their 
main message.   Self-promotion is an opportunity for a user’s tweet to be seen by a 




Asur et al. (2011) conducted a study on trending topics (the most popular hashtags 
at any given time) to study the distribution and decay rate of these trending topics.  
Prolonged trends stemmed from traditional media sources such as news agencies and 
were propagated by chains of users.  Romero et al. (2011) focused a study on content, 
specifically finding out what makes certain topics spread at different rates.  They 
analyzed about 500 hashtags from over 3 billion tweets and defined “persistence” as 
the “relative extent to which repeated exposures to a piece of information continue to 
have significant marginal effects on its adoption” (Romero et al., 2011).   
Content analysis opened the door for a deeper look at textual analysis.  Sentiment 
Analysis seeks to understand the meaning behind text.  It is hard to recognize 
emotions such as sarcasm or disdain in text.  Wu et al. (2013) created a tool called a 
Recursive Neural Tensor Network to assist in sentiment analysis.  This tool takes 
phrases input by users and gives sentiment to each word.   Sentiment is based on their 
word bank and the past sentiment assignments, ranging from very negative, negative, 
neutral, positive, and very positive.  The word bank tool takes feedback from the 
users who know the actual sentiment of their phrase to improve the accuracy of this 
tool.  A more mature version of this tool could prove helpful in the future of this 
research. 
2.7 Prediction 
 The content, sentiment, and influence can be visualized as inputs to the 
prediction of information diffusion.  By creating conversations on Twitter, marketers 
can estimate the popularity of an item with consumers.  Asur and Huberman (2010) 




Tweet Rate is the specific tweet count divided by the hours of the tweet collection.  
Subjectivity is the absolute value of the positive and negative tweets divided by the 
neutral tweets.  The polarity is defined by the PNratio which is the tweets with 
positive sentiment divided by the tweets with negative sentiment.   
Research by Liangjie et al. (2011) found several key conclusions about predicting 
tweet popularity.  Twitter users are more likely to pass on retweets from their “first 
level” friends; naturally, if a user has scores of followers, they will see more retweets. 
Users with a restricted amount of followers will not have as many retweets.  This 
method worked well for 2 types of posts: tweets and retweets with a volume of more 
than 10,000.   
Other research has focused on various properties of diffusion like speed, scale, 
and range, to predict diffusion patterns (Yang and Counts, 2010).  Focusing on the 
active interaction network of users, rather than the follower network, is theorized to 
be a stronger network representation (Yang and Counts, 2010).    We complete our 
network graphs in this way as well.   
The lifetime of a tweet can be viewed as a period of relevance.  Links shared in 
social media are considered to have half-lives. Half-life is a term used in chemistry, 
but for Bitly (2011) it means when a link has received half the clicks or visit, it will 
ever receive in it’s lifetime.  Bitly (2011) concluded that the content of a link 
determines its half-life.  Over time, if the source of the link constantly retweets the 




2.8 Uses of Social Media and Social Networks 
Information diffusion is studied in various fields including marketing.  From a 
marketing perspective, getting clicks or visits is the beginning of the customer 
engagement process (Smith 2011).  Businesses intend to build customer relationships 
through social media and utilize metrics such as number of advocates, number of 
comments, and sentiment (Murdough 2009).  Companies want to understand how to 
best use social media to their advantage and connect with their consumers.  Rand et 
al. (2013) studied consumer engagement on Twitter for various bands.  This research 
focused on the content shared by the bands as well as their reputation and compared 
that to sales.  They observed consumer behavior at various levels of engagement.  
This information was used to measure brand establishment for various bands, linking 
revenue to engagement. 
2.9 Summary 
Many models have been established and further modified as diffusion research 
has matured.  There are several methods to investigate the characteristics of data 
mined from Twitter.  The study of connectivity and influence conveys the popularity 
of users and content.  Furthermore, content and sentiment analysis techniques are 
used to create algorithms to predict the regard of various tweets, topics, and users.  
More research needs to be completed about comparing how information spreads in 
different types of large scale events.  Also, there are many different conclusions on 
measuring influence associated with many different styles of analysis.   
Two independent established networks of users need to be compared to find 




population and completing identical analysis will validate assumptions about different 
types of events. 
This research holds many similarities to studies previously conducted.  This 
research builds on previous work by focusing on a topic-based data set of a known 
network of users.  Although this dataset is smaller, there are many connections within 
the dataset, which alleviates the need for data collection.  The data was collected 
before, during, and after these major events.  The networks are represented by active 
connections such as retweets, but do not consider time in these visual representations.  
The overall retweet count is utilized and compared to the number of retweets found 
within the data set.  Similar statistics such as tweet rate are found, but there is not a 
focus on sentiment.  There is focus on the users who tweet very often and those that a 
retweeted most often in an attempt to understand the very active and popular users.  
This data has the unique perspective of focusing on emergency weather situations, as 
well as a nationwide event where every adult American had the opportunity to share 
their opinion. 
This research focused on retweet chains rather than overall population 
behavior.  The data collected is for various types of events rather than a singular 
focus.  Varying behaviors can be analyzed based on event that lead to the data 
collection.  The collections were already topic based, but finding patterns with chains 





Chapter 3: Methods  
3.1 Organization 
The purpose of the data collection is to gather real instances of information 
diffusion about large scale events.  Data is collected about two types of events: 
weather emergencies and political affairs.  To facilitate information diffusion, a lot of 
people need to be passing information or feel compelled to share.  Collecting data 
about leading topics potentially produces more topic-based conversation to study.  
Using Twitter to collect data gives a detailed view of what people are discussing as 
well as multiple options to analyze information diffusion. 
This chapter describes the data collection process (Section 3.1), the data set 
collected (Section 3.2), the analysis procedures (Section 3.3), and a glossary of key 
terms (Section 3.4).  The goals of the data analysis are to track the trajectory of an 
initial tweet through the data set and further understand information diffusion 
occurring on social media.  
3.2 Data Collection 
Dr. William Rand provided the data for this research.  There were four topic-
based datasets collected.  Two were about weather emergencies: Hurricane Sandy and 
Hurricane Irene.  The others were political events that affected the United States: the 
2012 Presidential Election and the death of Osama Bin Laden.  The application 
TwEater (Monner, 2013) was developed within the Center of Complexity and 
Business at the University of Maryland.  This program collected tweets from 
Twitter’s Application Programming Interface that contained hashtags and keywords 




collected based on a time period then further separated to find tweets with keywords 
related to the aforementioned event.   The users that sent these tweets came from a 
network of 15,000 Twitter users.  The 15K network was selected based on their 
activity and connections. When a user tweeted about a topic, their tweet was collected 
by TwEater (Monner, 2013) and placed in a dataset.  For example, a tweet with 
keywords “Obama” and “election” would be gathered by TwEater because those 
words match predetermined key words.  The same pool of 15K users is not used in 
each data set.  Only those users that tweeted about a topic had their tweets included.  
So, not all users are represented in every data set, and the datasets do not have 
identical sets of users.  More details about the data collection is available in Rand et 
al. (2013) and Herrmann et al. (2013).     
3.3 Data Sets 
As Twitter evolves, so does the information that it provided to research 
organizations.  Not all datasets have the same fields of data available.  The following 
are examples from each data set demonstrating the similarities and differences.  The 
data is organized into Excel files and each line contains important characteristics such 
as the Date/time, Tweet ID, User ID, Tweet Text, Retweet ID, Tweet Status, and 
possibly location data.  A given data set contains from 5,000 to 30,000 lines to 
analyze.  Specifically, the data sets have the total number of tweets: Irene, 5948; 
Election, 9167; Sandy, 19085; Bin Laden, 27924.  The following are the definitions 
of the headers of the data collected: 




Status ID/Tweet ID - Each Tweet has a unique ID assigned to it, so even if it is 
retweeted a new ID will be assigned.   
Retweet ID – If the Tweet is original the value in this column is -1, if a tweet is a 
retweet then the retweet ID will match a tweet id that was previously output. 
Status Text/Tweet Text- The actual message posted by a user. 
User ID – Each user is assigned a unique user number.  The user name can change, 
but the user id will not change. 
User name – The name that a user chooses for their account. 
User Status Count – How many status the users has created 
Join Date – The date that a user created an account in UNIX time. 
Status Retweet Count/Retweet Count - Total number of times the tweet has been 
retweeted throughout Twitter (not network specific) 
RT Status/Status is Retweet – The value is either 0 or 1: if the tweet is a retweet (0) or 
if the tweet is not a retweet (1). 
Status Retweet of- The values is either -1 or a Tweet ID: if the tweet is not a retweet 
(-1) or if the value is a retweet (the original tweet ID). 
User Followers– The number of users following a user 
User Friends- The number of people the user follows. 
User Listed- The number of times the user has been listed by another user 
User Verified - Whether or not the user has been verified by Twitter 
User Location – Self Reported by users via text. 
User Lang – The Self-Reported language used by each user.  




User ETC Offset - The time difference from Universal Time. 
User Info from status – Unique Id also assigned to each tweet. 
Status Date- The date and time that the tweet was sent in UNIX time. 
The following tables will assist in understanding how data looked in Excel form and 
what type of information was collected in each set.  Table 3.1 shows the headers and 
an example for each data set. Table 3.2 lists some tweets from the Hurricane Sandy 




Table 3.1 Examples of differences in data provided in each data set 
  
 
Bin Laden Irene Sandy Election 







So I'm told by a 
reputable person 






weekend but be 
careful on the 
hurricane. Be 































user_id 14944471 18231339 14706004 66951419 
status_is_retweet 0 0 0 0 
status_retweet_of -1 -1 -1 -1 
status_retweet_count 0 0 0 0 
status_latitude 0 0 
 
0 







   
user_status_count 15241 
   
user_followers 1133 
   
user_friends 1044 
   
user_listed 42 
   
user_join_date 1212071733000 
   
user_verified 0 
   
user_lang en 
   
user_location Bristol, CT 
   
user_utc_offset -18000 



























Google's big Monday Android event is 
off on account of the hurricane 
http://t.co/a7YQRKzW 
0 -1 0 









RT @TheNextWeb: Google's big 
Monday Android event is off on account 















RT @TheNextWeb: Google's big 
Monday Android event is off on account 















RT @ATT: Our trucks hit the streets of 















RT @TheNextWeb: Twitter mobile 
usage in NYC doubled during Hurricane 















RT @DFW_SocialMedia: Twitter 
mobile usage in NYC doubled during 
Hurricane Sandyâ€™s peak 
http://t.co/P323edjz 
0 -1 0 



























Please Help http://t.co/K1Mr8X7B 
#sandy 
0 -1 0 








â€œRT @MarinkaNYC: Please Help 
http://t.co/xqaoyZox #sandyâ€• 
0 -1 0 























Think about giving to the @RedCross to 
help #Hurricane & #Storm victims on 
the east coast http://t.co/7Ljz1s0G 
0 -1 0 








RT @USATODAYlife: Has comedy 
helped you deal with #Sandy? Send us a 










3.4 Data Analysis 
3.4.1 Summary Statistics 
Basic statistics were found to initially characterize the data: Time Period of 
Collection, Total Number of Tweets, Active Users, Average Tweets per User, and 
Average Time between Tweets.  The distribution of each data set shows how 
frequently users tweet.  Furthermore, we identified very active tweeters and focused 
on their activity.  For retweet chains, we investigated the difference between the 
number of times a tweet was found within the dataset as well as the overall tweet 
count.  The following definitions explain the basic statistics calculated for every data 
set. 
 Time Period of Collection: the difference between the day and time of 
the first tweet in the dataset and the day and time of the last tweet in 
the dataset.  This is measured in seconds. 
 Total Number of Tweets: Count of all Tweet within each dataset. 
 Active Users: the number of unique User IDs in the dataset. 
 Average Tweets per User: the total number of tweets divided by the 
number of Active Users. 
 Average Number of Tweets per high Frequency User: the total number 
of tweets by Active Users who tweeted over 20 times divided by the 
number of such users. 
 Number of Users to Tweet Once: Number of Users who tweeted only 
once in a given data set. 
 Percentage of Population that only tweeted once: This quantity is the 




 Percentage of Single Tweets: This quantity is the ratio of Users to 
Tweet Once divided by the Total Number of Tweets. 
 Number of Users to Five or Fewer Times: Number of Users in who 
tweeted five or fewer times in a given data set. 
 Percentage of Population that only Tweeted Five or Fewer Times: This 
quantity is the ratio of Users to Tweet Five or fewer divided by the 
Total Active Users. 
 Percentage of Five or Fewer Tweets: This quantity is the ratio of Users 
to Tweet Five or Fewer times divided by the Total Number of Tweets. 
 Number of Users to Tweet Twenty or More: Number of Users who 
tweeted more than twenty times in a given data set. 
 Percentage of Population that Tweeted twenty or More Times: This 
quantity is the ratio of Users to Tweet Twenty or more times divided 
by the Total Active Users. 
 Percentage of Twenty or More Tweets: This quantity is the ratio of 
Users to Tweet Twenty or more divided by the Total Number of 
Tweets. 
 Total Tweets (Subset): Number of tweets by a subset of users. 
 Total Retweets (Subset): Number of retweets by a subset of users. 
 Average Tweets Per User (Subset):This quantity equals the number of 




 Percentage of Tweets that are Retweets: This quantity equals the 
number of retweets by a user divided by the number of all tweets the 
user sent. 
 Average Time between tweets: the time period of collection divided by 
the total number of tweets. 
 Distribution: the distribution graph including each user and how many 
tweets they sent within a given data set. 
3.4.2 Retweet Chains 
A retweet chain is a set of tweets in which the unique tweet and its retweets 
can be identified and listed together.  In the example presented in Table 3.2, lines 1, 
2, and 3 form a retweet chain because these tweets are all retweets of the same 
original tweet.  Within a dataset, all of the tweets with the same Retweet ID form a 
retweet chain.  If there is no Tweet ID that matched the retweet ID, then the chains is 
an “outside” chain, meaning it was originated outside of the data set. 
Analyzing these chains provides information such as the time required to 
retweet and how popular content is.  Irene and Election datasets were analyzed using 
MATLAB.  However, after the analysis of these two data sets, we found that 
Microsoft Excel functions were much easier to organize and output the data, and the 
analysis of the Sandy and Bin Laden datasets was completed with Microsoft Excel.   
To learn about groups of users, tweets of the Originators and Retweeters were 
explored by finding the tweets and retweets of each user.  The difference between a 
tweet and a retweet is evident if “RT” exists before a tweet and Tweet Status is 1 




previously mentioned, chains can originate from outside the dataset, meaning the 
Originator is a stranger, but the Retweeter is a neighbor.  In Table 3.2, line 12 is part 
of a chain that was started outside of the dataset.  The originator USATODAYlife is 
not a user within the dataset.  Just like chains within the dataset, these chains are 
analyzed in the same manner.  This type of analysis is completed for every dataset.  
Once all statistics and calculations are complete, a search for patterns between 
datasets was pursued.  These statistics were previously defined in Section 3.3.1.  Any 
patterns are analyzed by tweet content, originator, time, and volume.  
To understand the neighbor connectivity each dataset was visualized based on 
retweet chains.  These chains are based on tweets that originate from within the 
network as well as those that start outside the dataset.  Using NodeXL, the User IDs 
of those involved in retweet chains were copied from the data set chains and pasted as 
vertices and edges.  The nodes represented by shapes are active users in the 
neighborhood.  The active users are also identified on the network by the listed User 
ID numbers or written text.  An edge is a retweet represented by a line connecting the 
Originator and Retweeter. Colored and numbered edges illustrate users involved in 
the same retweet chain.   
For the retweet chains, the following statistics were determined. 
 Number of Chains Inside the Data Set: The total number of Chains that 
originated inside the data set 
 Number of Originators: The total number of unique users that start 




 Average Number of Tweets per originator: This quantity equals the 
ratio of sum of all tweets by originators divided by the number of total 
originators 
 Number of Retweeters: The total number of users that retweeted a 
tweet from an originator 
 Average Number of Tweets per Retweeters: This quantity equals the 
rather of sum of all tweets by Retweeters (involved in chains) divided 
by the number of total Retweeters 
 Average Time to Retweet: This quantity equals the sum of time 
between the original tweet and each retweet divided by the total 
number of retweets in each chain. 
3.4.3 Content Analysis 
To analyze the content of the tweets, the popularity of hashtag (#) use was 
analyzed.   Hashtags are (#) followed by a word or phrase with no spaces.  In Table 
3.2, hashtags are used in tweets on lines 4, 8, 9, 10, 11, and 12.  Tweets with the same 
hashtag are searchable on Twitter.  Thus, people talking about the same thing and 
using the same hashtag can see who else used the same hashtag or any hashtag.  Once 
a hashtag is the most used on Twitter, it is considered a trending topic.  This process 
was completed by taking daily samples for the hurricane datasets and hourly for the 
election and Bin Laden data.  Within the data set the most frequent hashtags were 
recorded.  Once the entire data set was finished, the tweets by the users involved in 
retweet chains were analyzed in the same fashion.  When finished with both, the data 




periods.  These charts can show popularity of conversation topic in Retweet Chains 
compared to real time events and total tweet count. 
3.5 Glossary 
There are several new or unfamiliar terms used throughout this paper that are 
listed in this section.  Some of the definitions have been taken from several available 
resources with business or research focused on social media.  Some terms are specific 
to this academic research and defined as such to lessen confusion. 
Active User: A user that sent at least one tweet recorded in the data set. 
Chain: A set of tweets in which the unique tweet and its retweets can be identified 
and listed together. 
Dataset:  Data collected from Twitter about the large scale events. 
High Frequency User: A user that posts more than 20 tweets and/or retweets within 
the data set. 
Loyal User: A user who retweets an originator more than once. 
Mention: A tweet that names another user with a “@” preceding the user. 
Neighbor: A user from within the data set. 
Neighborhood: All data and users within the dataset. 
Opinion Leader: An influential user who shares his or her social, political, worldwide, 
emergency, or important events view to his or her network. (Murthy, 2013) 
Originator: The first user to post a unique tweet. 
Period of Relevance: A time period in which the information provided by a tweet is 




Reciprocal Relationship: Two users involved in at least two chains where the 
Originator of chain A is the Retweeter of chain B and the Retweeter of chain A is the 
Originator of Chain B. 
Retweet: A tweet that is reposted and unchanged by a user.  The only addition to the 
tweet is the mention of the Originator and the letters RT signifying the tweet is 
reposted. 
Retweeter: A user that reposts a unique tweet. 
Single Chain: A set of two tweets in which one in the unique tweet and one is the 
only retweet. 
Stranger: A user from outside the data set. 
Tweet: A message posted by a user of 140 characters or less.  It can include links 
which will be shortened to 30 characters or less (Twitter, 2014). 
User: The owner of a Twitter account with the ability to use the account. 
Verified Tweets: A tweet that comes from a current professional or unquestionable 
source. (Murthy, 2013) 
 Figure 3.1 shows an actual Twitter profile labeled with several definitions 
mentioned in the glossary.  The terms most important to this research are the User 
Name, Originator, Retweeter, Retweet Count, and Hashtags.  Mentions, URLs, Friend 
Count, Follower Count, Status Count, and Join Date are collected but not a focus of 





Figure 3.1 This Twitter profile belongs to the Federal Emergency Management Agency captured 
May 32rd, 2014.  This shows actual tweet activity of the FEMA and also a lot of data defined in 






Chapter 4: Results 
4.1 Organization 
This section highlights the results generated by analyzing the datasets using the 
techniques described in Chapter 3.  The results for each data set are presented in its 
own section.  The following results are presented: a summary of basic statistics, 
retweet chain characteristics, chain networks, and hashtag use.  These results give 
some insights into the activity of the users in each data set.  The results will be 
compared to search for patterns among the data sets.  Finally a discussion will be 
presented analyzing the results of the data sets.   
4.2 Irene  
4.2.1 General Information 
The Irene data was collected over a period of 17 days.  There are 5948 tweets 
and 2210 active users in the Irene neighborhood.  Approximately 51% of neighbors 
tweet only once and of the users that only tweet once, those tweets account for 19% 
of the data set.  As shown in Figure 4.1 only a small number of users tweet more than 
5 times.  Only 19 of the 2210 users tweeted more than 20 times in the 17 day time 
period.  The average number of tweets per user is 2.69.   The high frequency users 





Figure 4. 1 Frequency at which users tweet within the Irene data set 
4.2.2 Irene Retweet Chain Characteristics 
Within this neighborhood, 23 chains were found with Originators.  Thus, there 
were 23 Originators and 27 retweets and Retweeters.  The average number of tweets 
per Originator and Retweeter are 8 and 7.333 respectively.  The average number of 
retweets per Originator and Retweeter are 1.391 and 3.037 respectively. Finally the 
percent of tweets that are retweets are 17.39 and 41.414 respectively.  Clearly, the 
Originators and Retweeters on average tweet about the same.  The difference is 
obvious with the Retweeters retweeting over 2.1 times as much as Originators.  The 
ratio is a little more for Retweeters; moreover, their overall tweets contain 2.3 times 
as many retweets as Originators. 
Figure 4.2 shows the time is takes retweets to travel in chains of up to 3 
retweets long.  This is a visualization to understand the trajectory of these chains.  
The average time from the original tweet to a retweet is 7 minutes; however, if the 
chain ends with only one retweet the average time is 38 minutes.  Taking out extreme 




for chains of single retweets to be 8 minutes.  So the average time to retweet for all 
chains is very similar to that of single chains. 
4.2.3 Chain Network 
The network visualization Figure 4.3 shows a lack of connectivity between users 
involved in chains within the Irene network.  A lot of the chains involved are just two 
tweets long.  The nodes represented by shapes are active users involved in more than 
one chain.  This network contains 27 connections and contains no duplicate 
connections or reciprocal relationships.   
 






Figure 4.4 shows the network of the chains that were started outside of the data set.  
There are more connections in this network.  Hurricane Irene had a Twitter account 
created by someone.  Many people retweeted Hurricane Irene.  These outside chains 
show that many celebrity tweets made their way into the data set. 
Figure 4.3 The inside chain network for Hurricane Irene 





 The most popular hashtags used were #Irene and #hurricane.  Hashtag use is 
not very high throughout the data set.  Most were used early in the data collection. 
Figures 4.5 and 4.6 show the frequency of use of these two hashtags by all users as 
well as just chain users.   
 
Figure 4.5 The frequency of the use of #Irene by all users and chain users 
 
 




4.3 Election Results 
4.3.1 General Election Neighborhood Information 
The Election data was collected over a period of 25 hours.  There are 9671 
Tweets and 2455 active users in the Election neighborhood.  Approximately 47% of 
neighbors tweet only once and 84% of neighbors tweet 5 times or less.  Of the users 
that only tweet once, those tweets account for 12% of the data set.  39% of tweets 
come from users that tweet 5 times or less. Only 70 of the 2455 users tweeted more 
than 20 times in the 25 hour time period.  The average number of tweets per user is 
3.94.   The high frequency users tweeted an average of 40.13 times.  Figure 4.7 shows 
the frequency at which users tweet.  As previously stated, most users tweet only once.  
 
 
4.3.2. General Election Retweet Chain Characteristics 
There were 38 Chains that started within this neighborhood.  Those chains had 
38 Originators and 45 Retweeters.  There were a few examples of tweet chains in 
which a user retweeted an Originator and later those two users were in another chain 




in which the Originator was the Retweeter and the Retweeter was the Originator.  
Users involved in retweet Chains were not limited to reciprocal relationships.   
 The average number of tweets per Originator and Retweeter are 15.21 and 
5.55 respectively.  The average number of retweets per Originator and Retweeter are 
3.23 and 6.2 respectively. Finally the percent of tweets that are retweets are 17.55 and 
52.84 respectively.  Unlike the Irene data, the Originators and Retweeters on average 
tweets are very different with the average tweets being much higher.  This is because 
there was a single Originator that skewed the data by retweeting over 200 times.   
The average time from the original tweet to a retweet is 27 minutes and 1 
seconds; however, if the chain ends with only one retweet the average time is 33 
minutes and 50 seconds.  Taking out extreme values of retweet times lasting over one 
hour, the average retweet time is recalculated for chains of single retweets to be 12 
minutes and 20 seconds.   
4.3.3 Chain Network Visualization 
Figure 4.8 shows a lack of connectivity between users with the Election network.  A 
lot of the chains involved are just two tweets long.  The nodes represented by shapes 
are active users involved in more than one chain.  This network shows many chains 
and contains no duplicate connections or reciprocal relationships.  There are no users 
involved in more than one long chain. There is more connectivity in the chains that 
start outside of the 15k network.  Many network users tweeted similar Originators.  
Also, popular Originators are involved in more than one chain, as shown by the 






Figure 4.9 The inside chain network for the 2012 Presidential Election 




4.3.4 Content  
Figures 4.10 and 4.11 illustrate the use of various popular hashtags in the data sets 
over time.  Figure 4.10 shows the overall use of popular hashtags such as #election, 
#vote, #Obama, #Romney, #iVote, #govote.  Figure 4.11 shows the hashtag use 
referring to various states.  #Election and #Vote and #Oh and #Fl are the two most 
popular hashtags for each graph respectively.  If the election was decided by hashtag 
frequency President Obama would win with 406 hashtags and Romney would once 
again concede with 320.  Of course #election (1862) and #vote (523) would be most 
popular on Election Day. Ohio and Florida were considered battleground or swing 
states in the 2012 election.  Obama won both of these states by a margin of less than 
5% (CNN, 2012).  Many users were urging Americans to stay in line and make sure 
that their vote was counted in those states. #Oh was seen 131 times, and #Fl was seen 
79 times.  





4.4 Sandy Results 
4.4.1 General Sandy Neighborhood Information 
The Sandy data was collected over a period of 17 days.  There are 19085 
Tweets and 3325 active users in the Irene neighborhood.  Approximately 40% of 
neighbors tweet only and of the users that only tweet once, those tweets account for 
7% of the data set.  So, 93% of the tweets in the data set come from users that tweet 
more than once.  Figure 4.12 shows how frequently each user tweets.  The average 
number of tweets per user is 5.74.   182 of the 3325 users tweeted more than 20 times 
in the 17 day time period.  These are considered high frequency users.  The high 
frequency users tweeted an average of 47.2 times.  These values are about twice as 
high as the Irene statistics but the time period is about the same.   
 





Figure 4.12 Frequency at which users tweet within the Hurricane Sandy data set 
4.4.2 Chain Characteristics 
There were 204 Chains with and 253 Retweeters.  The Average number of 
tweets per Originator and Retweeter were 26.69 and 25.53, respectively.  The average 
number of Retweets per Originator and Retweeter were 7.41 and 12.78, respectively.  
Additionally, the percent of tweets that are retweets are 21.72% for Originators and 
33.37% for Retweeters.  So, the average tweets per user are about the same for each 
group, but the average and percent of retweet for Retweeters is over 1.5 times higher. 
The average time from the original tweet to a retweet is 3 Hours 30 minutes; 
however, if the chain ends with only one retweet the average time is 41 minutes 
longer.  There are many chains in this neighborhood and the data collection time 






4.4.3 Chain Network Visualization 
There was a lot of connectivity between the chains initiated within the Sandy 
neighborhood.  Figure 4.13 shows this connectivity.  The nodes represented by shapes 
are active users with more than 5 connections.  The highly active nodes could be 
either the Originator or Retweeter in a relationship.  This network contains 167 
connections and does not exclude duplicate connections or reciprocal relationships.  
There are 72 users and 128 chains in this network.  Figure 4.14 focuses on two 
popular nodes within this chain network.  These nodes are in the first network but 
they have a lot of follower loyalty so all connections are not showing because they 
are layered.  The two nodes now show all connections regardless if they include the 
same user connections.  Thus, the chains are visible via the different colored edges 
connected to vertices. 
 





Sandy has many more outside Chains then inside chains.  The Chains pictured in 
Figure 4.15 are only those above 2 tweets long.  Once again you can see that users 
like NY Times, FDNY, GovChristie, Jeff Weiner, NYPL Labs show where the event 
is occurring.  All of these users are connecting to New York and New Jersey.  Many 
users have different retweets that are tweeted several times by the users within the 
data set. 
Figure 4.14 A more detailed view of two popular nodes within the inside chain 





4.4.4 Content Statistics 
The use of #sandy is in 42% of the total tweet count (Figure 4.16). In Figure 4.17, use 
of #NJ is in 1% of the total dataset but the Chain users account 45% for of the #NJ 
use.  Figure 4.18 shows the use of the #How2Help is visibly a very small amount of 
tweets within the total dataset; however, it is important to note that it peaks when the 
data set peaks and 97% of the hashtags come from chain users.  Also, the timing of 
this hashtag is after the storm has passed, destruction is being assessed, and the relief 
effort has begun.  All three of these instances show influence of users using three 
different hashtags. 





Figure 4.16 The frequency of the use of #Sandy by all users and chain users compared to the 
total tweet count of the data set. 
 
 





4.5 Bin Laden Results 
4.5.1 General Bin Laden Neighborhood Information 
The Bin Laden data was collected over a period of 33 hours.  There are 27924 
Tweets and 4948 active users in the Irene neighborhood, making it the largest data 
set.  Approximately 37% of neighbors tweet only once and 76% of neighbors tweet 5 
times or less.  Of the users that only tweet once, those tweets account for 7% of the 
data set.  27% of tweets come from users that tweet 5 times or less.  5% of the 
population users tweeted more than 20 times in the 17 day time period.  The average 
number of tweets per user is 5.64.   The high frequency users tweeted an average of 
45.51 times.   






Figure 4.19 Frequency at which users tweet within the Bin Laden data set. 
 
4.5.2 Chain Characteristics 
There were 94 Chains with 94 Originators and 120 Retweeters.  The average 
number of tweets per Originator and Retweeter were 24.86 and 22.45, respectively.  
The average number of Retweets per Originator and Retweeter were 3.57 and 16.98, 
respectively.  Additionally, the percent of tweets that are retweets are 13% for 
Originators and 43% for Retweeters.  So, the tweets are about the same for each 
group, but the average and percent of retweet for Retweeters is over 2.5 times higher. 
The average time from the original tweet to a retweet is 17 minutes; however, if the 
chain ends with only one retweet the average time is 25 minutes.   
4.5.3 Chain Network Visualization 
There was little connectivity between the chains initiated within the Bin Laden 
neighborhood, as shown in Figure 4.20.  The nodes represented by shapes are active 




Originator or Retweeter in a relationship.  This network contains 120 connections and 
does not exclude duplicate connections or reciprocal relationships.  There are 214 
users and 94 chains in this network.   
 
 
Figure 4.20 The inside chain network for Bin Laden 
 
This data set has many more outside chains then inside chains.  The chains picture are 
only those above 2 tweets long.  If a user is involved in more than one chain it is 
indicted by color.  There is connectivity within this network but it seems that there is 






Figure 4.21 The outside chain network for Bin Laden 
4.5.4 Content Statistics 
Figures 4.22 and 4.23 show the use of hashtags throughout the data set and 
specifically by chain users.  In Figure 4.22 the use of #Osama is in 4% and #Binladen 
is 1% of the total tweet count.  Thus chain users account for 50% for of the #Osama 
use.  #News use goes up and down throughout the dataset and Figure 4.23 shows 
much chain users also use #news.  Also, this news announcement is a single event 






Figure 4.23 The frequency of the use of the most popular hashtags within the Bin Laden data set 
compared to chain users and overall tweet count. (Logarithmic Scale) 






4.6 Comparing the Data Sets 
The hurricane Irene and hurricane Sandy data sets have the longest time of 
data collected; however, hurricane Irene has the lowest number of tweets and active 
users.  Table 4.1 shows a breakdown of these statistics.  Hurricane Sandy has the 
highest average number of tweets per user for all users and high frequency users.  
These data sets have longest time period of collection because they are prolonged 
weather events that people have time to track and prepare for.  The Bin Laden data set 
had the most active users and most tweets.  The averages for tweets per user and high 
frequency user were similar to the Sandy data set. 
Table 4.1 The general statistics calculated for each data set 
 
Irene Election Sandy Bin Laden 
Time Period of Data Collection 17 days 9 hours 
10 minutes 
1 day 57 
hours 
17 days 7 
hours 1 minute 
1 day 11 hours 
57 minutes 
Total Number of Tweets in Data 
Set 
5948 9167 19085 27924 
Number of Active Users 2210 2455 3325 4948 
Average Number of Tweets Per 
User 
2.69 3.94 5.74 5.64 
Average Number of Tweets Per 
High Frequency User 
28.68 40.13 47.20 45.51 
 
It is important to understand how often users tweet.  Some may tweet just once about 
a topic, while others create original and pass on tweets about this topic frequently.  As 
seen in Table 4.2, most users tweet only one time; however, that does not imply that 
those tweets make up the majority of the data set.  In all data sets over 75% of the 
population tweets less than five times. Figure 4.24 shows 58% of that Irene data set is 
made up of tweets from users who tweeted less than 5 times total.  In the Sandy and 
Bin Laden datasets, however, only 27% of the tweets were sent by users who tweeted 




who tweeted 20 times or more.  This statistic matches the large average of tweets 
from the high frequency users.   
 
Figure 4.24 Comparison of how much of the data set is made up of single, five or less, and 20 or 
more tweets 
 
Table 4.2 Frequency of Tweets per user 
 
Irene Election Sandy 
Bin 
Laden 
Number of Users to Tweet Once 1141 1142 1334 1826 
Percentage of Population that Tweets Only Once 51% 47% 40% 37% 
Percentage of Single Tweets in Complete Data Set 19% 12% 7% 7% 
Number of Users to Tweet Five or Less Times 1974 3808 2606 3765 
Percentage of Population that Tweets Five or Less 
Times 89% 84% 78% 76% 
Percentage of Five or Less Tweets in Complete Data 
Set 58% 39% 27% 27% 
Number of Users to Tweet 20 or More Times 19 70 182 243 
Percentage of Population That Tweet 20 or more 
Times 9% 3% 5% 5% 
Percentage of 20 or more Tweets in Complete Data 
Set 9% 29% 45% 40% 
Average Time to Tweet 0:04:12 0:00:09 0:01:21 0:00:35 
 
The analysis of the chains gives a new perspective to the data sets.  Sandy has the 
highest number of users involved in chains.  As shown in Table 4.3 Sandy also had 
the longest time to retweet.  There were a 42 chains over 3 hours long that skewed 




would help to give the calculations for the Election and Irene stronger validity.  
Removing the outliers of chains over one hour lowers the time to tweet for chains of 1 
tweet, making each data set more comparable. 
Table 4.3 Chain Characteristics 
 
Irene Election Sandy 
Bin 
Laden 
Number of Chains Inside the Data Set 23 38 206 93 
Number of Originators 23 38 206 93 
Number of Retweeters 27 45 259 120 
Average Time to Retweet 0:07:45 0:27:01 3:30:48 0:17:44 
Chains over 1 Tweet: Average Time to Retweet 0:06:10 0:05:58 2:05:02 0:02:46 
Chains of 1 Tweet: Average Time to Retweet 0:38:53 0:33:50 4:11:29 0:25:36 
Chains of 1 Tweet: Average Time to Retweet (Of 
Chains Less than One hour) 0:08 0:12:20 0:11:17 0:02:25 
 
By separating the analysis of users involved in chains by originators and Retweeters, 
a pattern was easily distinguished about behavior.  Retweeters will retweet more than 
originators.  Figure 4.25 shows the average number of tweets and retweets per user 
and in every case, the average number of retweets is high for retweets.  Table 4.4 also 
shows the percent of tweets sent by all of these users that are retweets.  In all cases, 
Retweeters tweet at least 1.5 times as much as originators.   
 






Table 4.4 Characteristics of Users involved in Chains 
 
Irene Election Sandy Bin Laden 
        
  Originator Retweeter Originator Retweeter Originator Retweeter Originator Retweeter 
Number 
of Users 
23 27 38 45 206 259 94 120 
Total 
Tweets 























Chapter 5: Summary 
This chapter aims to summarize the results of this study of information 
diffusion during large scale events.  The contributions of this work and final thoughts 
will conclude this portion of the research.  Section 5.1 is an overview of observations 
from the results section and commentary about tweets from the data sets.  Section 5.2 
highlights the importance and value of hashtag usage.  Section 5.3 discusses the 
content of different types of tweets how that effects tweet popularity.  Section 5.4 
compares the connectivity of users within chain networks.  Section 5.4 explains the 
limitations of the data, results, and research method.  Section 5.5 gives various ideas 
for additional research. 
5.1 Observations 
The frequency distribution of how often users tweeted shows that most users 
tweeted fewer than five times in each data set.  Of course, there are several users who 
tweet more than five times, even more than twenty; however, this study was not 
focused on their activity specifically.  The purpose of this research was to find 
patterns and learn about user behavior to help emergency managers craft appropriate 
tweets and send messages through the correct channels.  This analysis was view 
connectivity and user behavior throughout a data set.  Retweet chains were used to 
track how identical messages were passed from user to user on Twitter. 
From the retweet chains it is evident that Retweeters within the chains are 
more likely to retweet throughout the dataset compared to Originators.  Retweet 
chains were used to display user tendencies and simply how Twitter works.  Most 




In the data sets, the popular tweets are of various types.  The most popular 
tweets were informational, verified, and humorous.  Informational tweets that can 
benefit many people if spread (geographically and socially) are very popular, as they 
can affect the health and safety of a population.  Verified tweets will be spread 
quickly because of the validity of the source.  A verified tweet could come from a 
celebrity, a social influencer, or an opinion leader.  Humorous tweets can spread 
quickly with the attempts to share humor with a large group of people.  On the other 
hand, selfish tweets, such as rants or emotional information that do not directly affect 
anyone else in the neighborhood are ignored.   Also, if any tweet comes from a user 
with a large active and engaged network, that can lead to tweet popularity.  Twitter 
activity is high during weather emergencies.  People are very willing to share weather 
information, and that information can come from all over the country and reach users 
affected by that area.   The election was a different type of event, political, that can 
show different tendencies of users within the same neighborhood. 
5.2 Importance of Hashtag Use 
The hashtags are a great way to initially analyze content.  It shows promise for 
influence metrics.  The use of hashtags makes Twitter different from regular 
conversation.  The hashtag can be interpreted as a way for a user to make a statement 
then add or promote a thought.  For example, in face to face communication a user 
may say “That was an insane speech.  Utterly brilliant.  Let’s keep this man,” in 
reference to a campaign speech by President Obama.    In tweet text that becomes: 
“RT  @steveweinstein:  That was an insane speech.  Utterly  brilliant.  Let's  keep  




stay in office and win the election and also wants other to vote with similar sentiment.  
The hashtag organizes tweets by topic and puts those tweets in one bin, so Twitter 
users can search by hashtag and find tweets that include that hashtag.  If a hashtag is 
used a lot in recent tweets it becomes a trending topic on twitter.  This work also 
analyzed data by hashtag use over time.   
Graphs were presented for each data set to illustrate the use of various popular 
hashtags over time.  These charts were completed for the total data sets and the subset 
of tweets from users involved in chains.  By completing an overall analysis as well as 
an identical analysis for chain user, shows how much influence that chain users have 
on how frequently the hashtags appeared. 
5.3 Content 
Throughout the analysis of these data sets, popular tweets were further 
analyzed for their content and classified.  These tweets were studied to see why they 
were retweeted based on the type of content.  This point in the research yielded many 
tweets from verified users and celebrities.  There was further value added to the 
content analysis by researching the verified users and their activity. 
Example 1 
Retweets within the data set are retweeted more if they are informational and 
the spread of information can be helpful if retweeted. For example, the following 
tweet shares the contact information to follow Craig Fugate the Federal Emergency 
Management Association Director.  This tweet received 29 retweets in only 1 hour 
and seven minutes: “FEMA director Craig Fugate is using Twitter to provide 
hurricane updates. To follow him: @CraigatFEMA”.  The next tweet shares the time 




neighborhood.  Overall, there were 52 tweets in 10 minutes: “My emergency 
management team continues 2 tell me the worst of Irene will hit from 6am - 12. It'll 
get progressively worse through the night”.  This tweet was very important to get out 
quickly considering the originator sent the initial tweet at 10pm the evening before. 
Example 2 
The following show popular retweets from strangers.  The New York City 
Mayor’s Office sent one tweet that appeared as a retweet three different times in the 
dataset within 2 hours and 12 minutes.  The retweet counts for these tweets were 36, 
38, and then 80.  The tweet text was “RT @NYCMayorsOffice: Because #Irene's 
winds could bring down trees, all NYers should stay out of City parks Sunday, and 
their backyards  ...” During this time NYC Mayor’s office was sending many tweets 
about the preparation for and current status of the hurricane.  Please see the following 
tweets for all the tweets sent by the mayor’s office between 1:12 P.M. and 1:29 P.M. 
(WXII12, 2011).  This is the time period between the first and second tweet appearing 
in the neighborhood: 
 As #Irene arrives, safety will be increasingly important. From 9pm Saturday 
until 9pm Sunday, NYers should stay indoors.  
 High-rise residents: there's a risk of flying debris shattering windows, and that 
risk increases on the 10th floor or higher. #Irene 
 For your safety, stay in rooms with no/few windows. If you live above the 
10th floor, consider staying in an apt on a lower floor. #Irene 
 Many bldgs have basement/rooftop mechanical equipment that may get 




 The Buildings Dept is issuing a stop work order to suspend all construction in 
the five boroughs from 2pm Sat to 7am Mon. #Irene 
 Yellow & livery cabs move to “zone-fare” plan on Saturday w/reduced fares, 
group rides, & liveries allowed to make street pick-ups. #Irene 
 Staten Island Ferry service will be suspended if winds reach 46 mph and seas 
become too rough. #Irene 
Example 3 
Humorous Tweets are effective in spreading information on Twitter.  For 
example, the following tweet was retweeted over 101 times, “RT @irene: Btw, 
tweeting @irene doesn't deliver any messages to the hurricane. Sorry.”  Considering 
hurricane Irene was a negative event, there is very little room to find a positive 
message.  This tweet makes light of the situation and adds sarcasm and humor to the 
dataset.  The tweet was started by a stranger, but viewed within the dataset 12 tweets 
in 44 hours.  The overall increase in tweets could not be measured because the 
retweet count maxed out at 101 tweets.  Within the neighborhood, this tweet was 
retweeted every 3.66 hours.  Based on the amount of times it was retweeted, it seems 
that neighborhood was saturated with this information; so, even though the 
information was important and it spread throughout the network, it was less relevant 
as time progressed.  This tweet was spread 11 times in 11 hours and 37 minutes.  The 
last tweet came 32 hours 28 minutes after the 11th tweet.  After the 12th tweet, the 






Kirstie Alley is an actress who does not live on the East Coast; however, her 
tweet was found once within the dataset, but its total retweet count was over 101.  She 
was attempting to motivate others to evacuate with humor.  It is interesting to see how 
popular this tweet was even though the originator lives on the West Coast.  The tweet 
was found as follows “RT @kirstiealley: If you find the need to evacuate for the 
impending Irene..PLEASE take your pets.......and of course your kids....LEAVE your 
bad lovers.”  One can assume that her celebrity status and humor facilitate the 
popularity of this tweet. 
Example 5 
 As previously mentioned, retweets with informational content can be spread 
quickly.  Having a celebrity or opinion leader as an originator will pass the 
information quicker, than an everyday user because they most often have more 
followers than an everyday user.  Sesame Street is a children’s show that has been on 
television for over 40 years and teaches children basics like counting and spelling 
(Hello Design, 2014).  This television show uses puppets to teach this information 
and they also have a large amount of business from retail products.  The tweet found 
in the Irene dataset gives parents a simple opportunity to educate their children about 
the upcoming and disastrous weather.  The tweet was previously sent out, then sent 
again by Sesame Street, “RT @sesamestreet: In case you missed it: Looking for a 
way to talk to your children about hurricanes? Here is our hurricane toolkit: htt ...”.  
The first retweet occurred within the neighborhood.  Over the next 8 hours and 39 




(101+) were sent.  This message was very popular even though the message was a 
copy of one previously sent. 
5.4 Connectivity 
The connectivity of the inside chain networks showed that Irene and Election 
data sets were not very connected by chains.  Very few users were involved in more 
than one chain as either Originator or Retweeter.  The Bin Laden data set showed 
more connectivity than both Irene and Election data sets; however, Hurricane Sandy’s 
inside chain network had the most chains and users.  There was a lot of connectivity 
with many users involved in more than one chain. 
The connectivity of the outside chain network showed how many more chains 
came from outside Originators as opposed to those within the data set. The Bin Laden 
outside network had a lot of chains and moderate connectivity with sub-networks. 
The Irene and Election data show the most connectivity by far.  Sandy’s outside 
network had a lot of chains but not a lot of connectivity; however, there were many 
Originator’s from outside the network that had several tweets appear within the data 
sets.  Celebrity tweets always find their way into the 15k network by 15k users 
retweeting them. 
5.5 Limitations 
The data sets were very valuable, but several limitations were encountered 
during the analysis.  The Election and Sandy Data sets had no limit on the retweet 
count.  Unfortunately, the maximum retweet count of the Hurricane Irene and Bin 
Laden data was a limit of 101 retweets.  Therefore, the number of retweets that occur 




there is no comparison that can be done with retweet count in and outside of the data 
set.  If this data were available, it would allow a comparison between various types of 
events and how the network users perceive the importance of a tweet compared to the 
Twitter population. 
The inside retweet chains networks show lack of connectivity, but that does 
not mean that users do not see other tweets and simply spread that information via 
word of mouth.  A user could see at tweet and share it via text, verbal conversation, 
email, or another form of social media. This study could not measure if tweets reach 
users without recording their activity on Twitter.   
The Bin Laden Data set was collected by time period and not by topic; 
however, the data was separated by keywords to filter out tweets about Bin Laden.  
This data set was actually the largest and had the most hashtags to analyze.  The Irene 
and Election networks are not as connected as assumed.  For Irene, of the 5948 tweets 
within the neighborhood, only 23 chains were found.  The longest chain had 52 
tweets throughout all of Twitter but only four of those retweets occurred within the 
neighborhood.  Tweet chains travel in and out of the neighborhood, which is a 
limitation of the dataset’s use in tracking trajectory.  Analysis can be completed only 
on those tweets collected within our dataset, and the characteristics of the other tweets 
are unknown. 
5.6 Future research 
Further research should attempt to find patterns in similar events such as 
weather emergencies.  In addition, focusing on the same active users in the Irene and 




The research focus would be about tweets stemming from similar events to test if 
response is similar and because events are similar.  
The social family of a given user and their activity level is important to study.  
This research would benefit from an analysis of popular individual users and analyze 
their network’s activity (Retweeters) as well as their tendencies.  Patterns could be 
discovered in popular tweets and the users that retweet those tweets.  Rumor 
propagation should be further researched in such an event.  The knowledge of rumor 
confirmation or information verification as truth can illustrate how the chain evolved.  
Moving forward, an algorithm to measure influence and predict popularity would be 
helpful with user and chain analysis.  Also, more focus on content and sentiment 
analysis can help us better understand the users, content, and motivation.   
 More data collection is needed to see how Twitter has changed since the last 
data collection.  Table 3.1 is an example of this evolution showing every data set 
analyzed collected different types of data.  Also, Twitter increases the amount of 
users every year and past users may have different behavior.  A new data collection 
and analysis would show network growth as well as any additional records provided 
by the API.  Furthermore, analyzing two separate networks tweeting about the same 
topics can give a real-time comparison of activity.  This type of analysis could 
improve upon the conclusions made by this research. 
 Several hypotheses could be tested in the next steps of this research.  First, the 
use of informational messages from the same users are more effective than another 
type of message.  Next, users with user loyalty are the most effective users to pass 




spreading information compared messages without hashtags.  These three hypotheses 
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