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Abstract—This paper presents a variable-length decision-
feedback coding scheme that achieves high rates at short block-
lengths. This scheme uses the Reliability-Output Viterbi Algo-
rithm (ROVA) to determine when the receiver’s decoding estimate
satisfies a given error constraint. We evaluate the performance
of both terminated and tail-biting convolutional codes at average
blocklengths less than 300 symbols, using the ROVA and tail-
biting ROVA, respectively. Comparing with recent results from
finite-blocklength information theory, simulations for both the
BSC and the AWGN channel show that the reliability-based
decision-feedback scheme can surpass the random-coding lower
bound on throughput for feedback codes at some blocklengths
less than 100 symbols. This is true both when decoding after
every symbol is permitted, and when decoding is limited to a
small number of increments. Finally, the performance of the
reliability-based stopping rule with the ROVA is compared to
retransmission decisions based on CRCs. For short blocklengths
where the latency overhead of the CRC bits is severe, the ROVA-
based approach delivers superior rates.
Index Terms—Feedback communication, Error correction cod-
ing, Error detection coding, Convolutional codes, Cyclic redun-
dancy check codes, Decision feedback
I. INTRODUCTION
A. Overview and Related Literature
Despite Shannon’s 1956 result [1] that noiseless feedback
does not increase the asymptotic capacity of point-to-point,
memoryless channels, feedback has other benefits for these
channels that have made it a staple in modern communication
systems. For example, feedback can simplify encoding and de-
coding operations and has been incorporated into incremental
redundancy (IR) schemes proposed at least as early as 1974
[2]. Hagenauer’s introduction of rate-compatible punctured
convolutional (RCPC) codes allows the same encoder to be
used under varying channel conditions with feedback deter-
mining when to send additional coded bits [3]. Additionally,
feedback can significantly improve the error exponent, which
governs the error probability as a function of blocklength (see,
e.g., [4]).
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Perhaps the most important benefit of feedback is its abil-
ity to reduce the average blocklength required to approach
capacity. The pioneering work of Strassen [5] analyzed the
backoff from capacity at finite blocklengths without feedback.
More recently, a number of papers have extended these results,
most notably Hayashi [6] and Polyanskiy, Poor and Verdu´
[7]. Polyanskiy et al. [7] demonstrated that short blocklengths
impose a severe penalty on the maximum achievable rate,
showing that even when the best fixed-length block code is
paired with an Automatic Repeat reQuest (ARQ) strategy, the
maximum rate is slow to converge to the asymptotic (Shannon)
capacity. However, when variable-length coding is used on
channels with noiseless feedback, the maximum rate improves
dramatically for short (average) blocklengths [8].
In [8], Polyanskiy et al. formalize the notion of both
variable-length feedback (VLF) codes and variable-length
feedback codes with termination (VLFT). In VLF schemes the
receiver decides when to stop the transmission and informs the
transmitter of that decision using feedback. In VLFT schemes,
the transmitter decides when to stop the transmission based
on information it receives from the receiver via feedback,
such as full information about the received symbols or what
tentative decoding decision the receiver has made. With VLFT,
the transmitter informs the receiver of the decision to stop
transmitting using a special noiseless termination symbol
on a separate channel. The VLFT construct of a noiseless
termination symbol in [8] essentially creates a genie-aided
decoder that can stop as soon as its tentative decoding decision
is correct. This obviates the need for either Cyclic Redundancy
Checks (CRCs) or reliability-based retransmission decisions.
In contrast, this paper investigates how realistic error detec-
tion impacts the achievable rates at short blocklengths. Thus
the focus is on VLF codes. Our schemes employ decision
feedback, for which feedback is only used to inform the
transmitter when to stop. This is in contrast to information-
feedback VLF codes, which allow the transmitter to adapt
its transmission based on information about the previously
received symbols. See, e.g., [9]–[11], for recent investigations
of information feedback at short blocklengths. Our work is the
first to specifically address the question of how closely existing
coding techniques using feedback (as opposed to theoretical
constructs such as random coding) can approach capacity as a
function of the average blocklength, without a special noiseless
transmission or a genie informing the receiver when it has
correctly decoded. We look in the region of short average
blocklength where VLF lower bounds in [8] are well below
the channel capacity. Moreover, our work is the first to focus
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2design and optimization efforts towards achieving the best
possible VLF performance in this region.
Previously, Chen et al. [12], [13] studied practical implica-
tions of VLFT codes such as the effects of periodic decoding
(i.e., only decoding and sending feedback after every I > 1
symbols). The analysis in [12] and [13] used IR based on
finite-length mother codes, showing that a length-N mother
code can be used in a variable-length transmission scheme
and provide the same performance as an infinite-length code
(as in [8]), up to second order terms. The importance of these
results is that “good” finite-length codes can still achieve rates
approaching capacity at short blocklengths. Contemporaneous
with [7] and [8], Chen et al. [14], [15] showed that the
relatively simple decoding of short-blocklength convolutional
codes in an IR setting could match the throughput delivered
by long-blocklength turbo codes.
Prior to the definition of VLF and VLFT codes, IR and
hybrid ARQ (HARQ) had been discussed extensively in the
communication literature (e.g., [16]–[19]). Costello et al. [16]
provides an overview of HARQ (i.e., the combination of error
correction and ARQ) and discusses various applications. Lott
et al. [18] provides a survey of HARQ work until 2007. A
partial description of these and more recent HARQ schemes
follows. We refer to schemes that rely on a genie-aided
decoder as VLFT schemes, whereas schemes that implement
a receiver-based retransmission rule are categorized as VLF
schemes. For example, using a CRC at the receiver qualifies
as a VLF scheme.
The reliability-based HARQ scheme in Shea [20] uses
VLFT codes based on a concatenation of turbo and block
parity-check codes. The transmitter uses information feedback
of the symbol posterior probabilities to determine which coded
symbols to send in subsequent transmissions.
Convolutional codes (CCs) are commonly used in HARQ
schemes. Roongta and Shea [21], [22] present a reliability-
based HARQ scheme using VLFT codes based on CCs.
Information feedback of the symbol posterior probabilities, ob-
tained from the BCJR algorithm [23], determines subsequent
transmissions, as in [20]. Raghavan and Baum [24] and Fricke
and Hoeher [19], [25], [26] present reliability-based type-I
HARQ schemes using terminated CCs in a VLF decision-
feedback setting. In [19], the reliability-based scheme is also
compared to a code-based scheme using CRCs for error de-
tection. Visotsky et al. [17] introduce a type-II HARQ scheme
(i.e., IR) using CCs and a reliability-based retransmission rule.
In this case, the reliability metric is based on the average
magnitude of the log-likelihood ratios of the source symbols.
The transmission strategy maximizes throughput subject to a
delay constraint.
Pai et al. [27] uses tail-biting convolutional codes (TBCCs)
for type-I HARQ in a VLF decision-feedback setting. In Pai
et al. [27], TBCCs are decoded with a sub-optimal decoder,
whereas in this paper we use an optimal (ML) decoder for
TBCCs.
A number of reliability-based decoding algorithms have
been developed that take advantage of the trellis structure of
CCs. The Yamamoto-Itoh algorithm [28] for terminated CCs
computes a reliability measure for the decoded sequence by
comparing the metric differences between merging branches
in the trellis. In [27], Pai et al. extend the Yamamoto-Itoh al-
gorithm to handle TBCCs. In both [28] and [27], the reliability
measure is different from the word-error probability, however,
and is not sufficient to guarantee a particular undetected-error
probability.
In contrast, Raghavan and Baum’s Reliability-Output Viterbi
Algorithm (ROVA) for terminated CCs [24] and Williamson
et al.’s TB ROVA for TBCCs [29] compute the posterior
probability of the codeword exactly. Fricke and Hoeher [26]
present an approximate method to compute the posterior
probability for terminated CCs.
Hof et al. [30] modify the Viterbi algorithm to permit gen-
eralized decoding according to Forney’s generalized decoding
rule [31]. When the generalized decoding threshold is chosen
for maximum likelihood (ML) decoding with erasures and
the erasure threshold is chosen appropriately, this augmented
Viterbi decoder is equivalent to the ROVA.
The ROVA and its extensions are different from the well-
known BCJR algorithm [23] and its tail-biting counterparts
[32] and [33, Ch. 7], which compute the posterior probabilities
of individual source symbols. Instead, the ROVA computes the
posterior probability of the entire decoded sequence.
Soljanin et al. [34], [35] present an HARQ scheme based on
low-density parity-check (LDPC) codes with random transmis-
sion assignments and use an ML decoding analysis to deter-
mine how many incremental symbols to send after each failed
transmission. The performance of the LDPC-based scheme is
compared to a second decision-feedback VLFT coding scheme
using Raptor codes. Soljanin et al. also study LDPC-based
HARQ over a time-varying binary erasure channel in [36],
[37].
Pfletschinger et al. [38] use rate-adaptive, non-binary LDPC
codes in a type-II HARQ scheme over the Rayleigh fading
channel in the VLFT setting. In [38] Pfletschinger et al. present
two blocklength-optimization algorithms that seek to maxi-
mize the throughput, subject to an overall error constraint. One
scenario uses decision feedback and selects blocklengths based
on channel statistics and the other uses information feedback
to adaptively select blocklengths based on accumulated mutual
information. The information-feedback approach is referred to
as “multibit NACK” or “intelligent NACK”.
Rateless spinal codes are promising candidates for high-
throughput HARQ protocols. In [39], [40], Perry et al. present
spinal codes, which are nonlinear and use pseudo-random
hash functions to produce a rateless sequence of coded sym-
bols. Simulations in a decision-feedback VLFT setting show
that spinal codes outperform Raptor and Strider codes. In
[41], Romero evaluates the performance of spinal codes in
a decision-feedback VLF setting by adding CRCs for error
detection.
Chen et al. [42] show that rate-compatible polar codes in
a VLFT setting over the BI-AWGN channel can perform as
well as existing HARQ schemes based on turbo codes and
LDPC codes. In [43], Chen et al. introduce an HARQ scheme
over the Rayleigh fading channel that uses Chase combining
of polar codes.
In this paper, we focus on latency under 300 bits and evalu-
3ate information blocklengths as low as k=8 bits, whereas the
existing HARQ work does not focus on such short-blocklength
performance. Only the following papers evaluate information
blocklengths k under 300 bits: [19] (k=40 bits), [44] (k=121
bits), [34] (k=154 bits), [25] (k=192 bits), and [27] (k=288
bits). Due to the type-I HARQ structure with rate-1/2 CCs
in [19], [25] and [27], the maximum throughput possible is
only 0.5 bits per channel use and the minimum latency is 2k
bits. Mukhtar et al. [44] introduces a CRC-free HARQ scheme
using turbo product codes, showing how using extended BCH
codes as component codes can provide inherent word-error
detection and avoid the rate loss of CRCs. Throughput results
in [44] are not given for the k=121 case, however, so the
smallest k with throughput results is k=676 bits. For some
SNRs, the LDPC-based HARQ scheme in Soljanin et al. [34]
provides latency under 300 bits, but with lower throughput
than our CC-based scheme. We will show in Sec. III that our
scheme can achieve throughputs of approximately 0.53 bits
per channel use for the 2 dB Gaussian channel with a latency
of 121 bits, whereas LDPC codes in [34] provide similar rates
with a latency of approximately 300 bits and with substantially
higher word-error probability.
Makki et al. [45] analyzes the achievable throughput of
type-II HARQ systems by extending finite-blocklength re-
sults for the Rayleigh fading channel from [7], [46], [47]
to rate-compatible code families. Numerical examples using
either k=300 or k=600 information symbols that HARQ
can improve throughput by up to 15% versus fixed-length
communication without feedback. Similarly, [48] uses finite-
blocklength results from [7], [46], [47] to study the effects
of power allocation for type-I ARQ systems with Rayleigh
fading. As in [7], the information-theoretic analysis in both
[45] and [48] does not consider explicit code constructions
like those in this paper.
Several recent papers [49]–[51] compare the short-
blocklength performance of fixed-length convolutional and
LDPC codes (i.e., without feedback). In [51], for example, the
authors investigate the SNR required to reach a given BER or
FER for each code, as a function of the blocklength. Rachinger
et al. [51] includes finite-blocklength bounds from [7]. These
papers show that convolutional codes perform best for short
blocklengths.
B. Contributions
This paper seeks to maximize the throughput of variable-
length feedback (VLF) codes with average blocklengths less
than 300 symbols while meeting an error probability con-
straint. Our schemes use CCs (due to their excellent per-
formance at short blocklengths) in explicit decision-feedback
coding schemes that surpass the random-coding lower bound
in [8]. Simulation results demonstrate this performance for
the binary symmetric channel (BSC) and binary-input additive
white Gaussian noise (BI-AWGN) channel.
As in our precursor conference paper [52], our first decision-
feedback scheme uses Raghavan and Baum’s ROVA [24]
for terminated CCs to compute the posterior probability of
the decoded word and stops transmission when that word
is sufficiently likely. While this scheme delivers high rates
at moderate blocklengths, the termination bits introduce non-
negligible rate loss at the shortest blocklengths. In exchange
for increased decoding complexity compared to terminated
convolutional codes, TB codes do not suffer from rate loss at
short blocklengths. Our second decision-feedback scheme uses
the TB ROVA to avoid the overhead of termination bits. Both
the ROVA and the TB ROVA allow the decoder to request
retransmissions without requiring parity bits to be sent for
error detection. For completeness we compare these schemes
with an approach using CRCs.
When delay constraints or other practical considerations
preclude decoding after every symbol, decoding after groups
of symbols (packets) is required, and the incremental trans-
mission lengths must be optimized. Appendix C provides a
numerical optimization algorithm for selecting the m optimal
blocklengths in a general m-transmission IR scheme. Ap-
pendix D particularizes this algorithm to the reliability-based
scheme using the TB ROVA.
The new contributions relative to our precursor confer-
ence paper [52] are as follows: this paper incorporates the
TB ROVA of [29], investigates the performance of “packet”
transmissions by introducing a novel blocklength-selection
algorithm, compares ROVA-based retransmission to CRC-
based retransmission, and extends bounds in [8] to repeat-
after-N codes. The remainder of this paper proceeds as
follows: Sec. I-C introduces relevant notation. Sec. II reviews
the fundamental limits for VLF codes from [8] and presents
extensions of the random-coding lower bound to VLF systems
with “packets”. Sec. III evaluates the performance of ROVA-
based and CRC-based stopping rules in the decision-feedback
setting. Sec. IV concludes the paper.
C. Notation
In general, capital letters denote random variables and low-
ercase letters denote their realizations (e.g., random variable
Y and value y). Superscripts denote vectors unless otherwise
noted, as in y` = (y1, y2, . . . , y`), while subscripts denote a
particular element of a vector: yi is the ith element of y`.
The expressions involving log( ) and exp{ } in information-
theoretic derivations are valid for any base, but numerical
examples use base 2 and present results in units of bits.
II. VLF CODING FRAMEWORK
A. Definitions for VLF Codes
For finite-length block codes without feedback, Polyanskiy
et al. [7] provide achievability (lower) and converse (upper)
bounds on the maximum rate, along with a normal approxi-
mation of the information density that can approximate both
bounds for moderate blocklengths. In contrast to this tight
characterization of the no-feedback case, there is a large gap
between the lower and upper bounds for VLF codes at short
average blocklengths presented in Polyanskiy et al. [8]. This
section reviews the fundamental limits for VLF codes from [8]
and provides extensions of the lower bound to repeat-after-N
codes, which are similar in principle to the finite-length VLFT
codes studied in [12], [13]. This framework will allow us to
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Fig. 1. Illustration of the VLF coding framework, with message W , encoder
(Enc.) output Xn at time n, memoryless channel output Yn, and decoder
(Dec.) estimate Wˆn. The feedback link (dashed line) to the encoder is assumed
to be noiseless. With decision feedback, the transmitter disregards the received
symbols Yn and only uses feedback to determine whether to stop (i.e., when
µ = n).
evaluate the short-blocklength performance of the decision-
feedback schemes in Sec. III in terms of these fundamental
limits.
We assume there is a noiseless feedback channel. The noisy
forward channel is memoryless, has input alphabet X and has
output alphabet Y . The channel satisfies
PYn|Xn,Y n−1(a|bn, c) = PYn|Xn(a|bn) = PY1|X1(a|b1) (1)
∀ a ∈ Y, bn ∈ Xn, c ∈ Yn−1, and ∀ n ∈ Z+.
A discrete, memoryless channel (DMC) is a special case when
X and Y are countable.
Definition 1. (From [8]) An (`,M, ) variable-length feed-
back (VLF) code is defined by:
• A message W ∈ W = {1, . . . ,M}, assumed to be
equiprobable. (The positive integer M is the cardinality
of the message set W .)
• A random variable U ∈ U and a probability distribution
PU on the space U . U represents common randomness
that is revealed to both transmitter and receiver be-
fore communication begins, which facilitates the use of
random-coding arguments in the sequel.
• A sequence of encoder functions fn : U ×W ×Yn−1 →
X , n ≥ 1, which defines the nth channel input:
Xn = fn(U,W, Y
n−1). (2)
• A sequence of decoder functions gn : U ×Yn →W, n ≥
1, providing an estimate Wˆn of the message W :
Wˆn = gn(U, Y
n). (3)
• An integer-valued random variable µ ≥ 0, which is a
stopping time of the filtration Gn = σ{U, Y1, . . . , Yn}.
The stopping time satisfies
E[µ] ≤ `. (4)
• A final decision computed at time µ, at which the error
probability must be less than  (0 ≤  ≤ 1):
P[Wˆµ 6= W ] ≤ . (5)
In the definition above, the receiver attempts to decode
after each received symbol. Because the final decision is not
computed until time n = µ, the estimates Wˆn in (3) for n < µ
may be considered tentative estimates that do not affect the
decoding outcome. This differs slightly from [8], which does
not require the decoder to compute the tentative estimates
gn(U, Y
n) for n < µ. We include the definition of Wˆn here
for consistency with the reliability-based stopping approach in
Sec. III. The receiver uses some stopping rule (to be specified
in Sec. III) to determine when to stop decoding and informs
the transmitter via feedback. This VLF coding framework is
illustrated in Fig. 1. Eq. (4) indicates that for an (`,M, ) VLF
code, the expected length will be no more than `. The average
rate R is given as R = logME[µ] and is lower-bounded by
logM
` .
Polyanskiy et al. [8] define a class of VLF codes called
stop-feedback codes that satisfy:
fn(U,W, Y
n−1) = fn(U,W ). (6)
For stop-feedback codes, the encoded symbols are independent
of the previously received noisy-channel outputs. The feedback
link is used only to inform the transmitter when the receiver
has determined that the transmission should terminate. This
paradigm was referred to as decision feedback in early papers
by Chang [53] and by Forney [31], the term which we will
use in the sequel, and as a channel used without feedback by
Massey [54].
Decision-feedback codes are practically relevant because
they require at most one bit of feedback per forward channel
use (per decoding attempt) for the receiver to communicate
its termination decision (i.e., to stop or to request additional
symbols). This feedback bit is usually referred to as an ACK
(acknowledgment) or NACK (negative acknowledgment). The
entropy of this feedback bit is typically much less than one
bit per symbol since only a single ACK is transmitted per
message. In practical implementations the feedback channel
may remain silent until sending the ACK signal. Also, for the
practically important case of grouped messages, a single bit
is transmitted per group (per decoding attempt). In Sec. III
we will demonstrate examples in which the number of groups
transmitted is rarely above five. A consequence of the decision-
feedback restriction is that the codeword corresponding to
message W , {Xn(W )}∞n=1, can be generated before any
symbols are transmitted over the channel, as the codeword
does not depend on the realizations of {Yn}∞n=1.
In contrast, VLF codes for which (6) is not generally true are
referred to as information-feedback codes. The most general
form of information feedback is for the receiver to send each
of its received symbols Yn to the transmitter. With information
feedback, the transmitter may adapt its transmissions based on
this feedback, directing the receiver to the correct codeword.
Naghshvar et al. [55], [56] discuss this type of feedback in the
context of active sequential hypothesis testing and demonstrate
a deterministic, sequential coding scheme for DMCs that
achieves the optimal error-exponent.
B. Fundamental Limits for VLF Codes
The VLF converse bounds referenced in this paper come
from Polyanskiy et al. [8, Theorem 4] and [8, Theorem 6].
The latter [8, Theorem 6] applies only to channels with finite
maximal relative entropy C1, but provides a tighter upper
bound than [8, Theorem 4].
5The following VLF achievability theorems make use of the
information density at blocklength n, i(xn; yn), defined as
i(xn; yn) = log
dP(Y n = yn|Xn = xn)
dP(Y n = yn)
. (7)
Theorem 1 (Random-coding lower bound [8, Theorem 3]).
For a scalar γ > 0, ∃ an (`,M, ) VLF code satisfying
` ≤ E[τ ], (8)
 ≤ (M − 1)P[τ¯ ≤ τ ], (9)
where γ is a threshold for the hitting times τ and τ¯ :
τ = inf{n ≥ 0 : i(Xn;Y n) ≥ γ} (10)
τ¯ = inf{n ≥ 0 : i(X¯n;Y n) ≥ γ}, (11)
and where X¯n is distributed identically to Xn, but is inde-
pendent of (Xn, Y n).
Thm. 1 gives an upper bound on average blocklength ` and
therefore a lower bound on achievable rate for codes with
cardinality M and error probability . However, it is not always
straightforward to compute the achievable (`, logM` ) pairs. In
[52, Appendix B], Williamson et al. provide a method for
computing these blocklength-rate pairs, based on numerical
evaluation of an infinite sum. For the AWGN channel, each
term in the sum requires a 3-dimensional numerical integra-
tion. In Appendix A of this paper, we describe a different
method of computing the average stopping time E[τ ] in (8)
based on Wald’s equality [57, Ch. 5]. This technique is
computationally simpler and does not suffer from numerical
accuracy issues that arise in evaluating an infinite sum. As
explained in Appendix A, the new method applies only to
channels with bounded information density i(Xn;Yn) (e.g, the
BSC or BI-AWGN channel, but not the AWGN channel with
real-valued inputs).
It is straightforward to extend Polyanskiy et al.’s random-
coding lower bound [8] to VLF codes derived from repeating
length-N mother codes, which we will show in Cor. 1. We
begin by defining (`,M, ) repeat-after-N VLF codes, in
which the coded symbols for n > N repeat the first N
symbols. Let r ∈ {1, . . . , N} be the index within each block
of N symbols, i.e., n = sN + r for some s ∈ {0, 1, . . . }.
Definition 2. An (`,M, ) repeat-after-N VLF code is defined
as in Def. 1, except the following are different:
• A sequence of encoder functions fr : U ×W×Yn−1sN+1 →
X , which defines the nth channel input, where r ∈
{1, . . . , N}, n ≥ 1, s = bn−1N c:
Xn = fr(U,W, Y
n−1
sN+1) . (12)
• A sequence of decoder functions gr : U × YnsN+1 →W ,
providing an estimate Wˆn of the message W , where r ∈
{1, . . . , N}, n ≥ 1, s = bn−1N c:
Wˆn = gr(U, Y
n
sN+1). (13)
A practical consequence of this definition is that for
decision-feedback repeat-after-N codes, only N unique coded
symbols need to be generated for each message, due to the
fact that Xn = fr(U,W ). Because the decoder in (13) only
uses the received symbols from the current length-N block,
we define the following modified information density:
iN (X
n;Y n) = log
dP(Y nsN+1 = y
n
sN+1|XnsN+1 = xnsN+1)
dP(Y nsN+1 = y
n
sN+1)
(14)
= log
dP(Y r = ynsN+1|Xr = xnsN+1)
dP(Y r = ynsN+1)
. (15)
Corollary 1 (Random-coding lower bound for repeat-after-N
codes). Suppose that N is large enough such that
P[τ ≤ N ] > 0. Then for a scalar γ > 0, ∃ an (`,M, )
repeat-after-N VLF code satisfying
` ≤ E[τ ] =
N−1∑
n=0
P[τ > n]
1− P[τ > N ] , (16)
 ≤ (M − 1)P[τ¯ ≤ τ ], (17)
where γ is a threshold for the hitting times τ and τ¯ :
τ = inf{n ≥ 0 : iN (Xn;Y n) ≥ γ} (18)
τ¯ = inf{n ≥ 0 : iN (X¯n;Y n) ≥ γ}. (19)
Note that in (18) and (19), it is possible to have n > N .
We will show in Sec. III that repeat-after-N VLF codes
constructed by puncturing convolutional codes can deliver
throughput surpassing that of the random-coding lower bound
of Thm. 1, even when the random-coding lower bound does
not use the repeat-after-N restriction. Similar behavior was
seen in Chen et al. [12], [13], which explores the effect
of finite-length codewords on the achievable rates of VLFT
codes. The proof of Cor. 1 is in Appendix B.
Thm. 1 can also be extended to accommodate repeat-after-
N codes that permit decoding only at m specified intervals
(modulo Nm): n ∈ {N1, N2, . . . , Nm, Nm+N1, . . . }. Similar
to the repeat-after-N setting, the coded symbols for n > Nm
repeat the first Nm symbols. We define Ii = Ni−Ni−1 as the
transmission length of the ith transmission (i = 1, . . . ,m),
where N0 = 0 for convenience. This framework models
practical systems, in which decoding is attempted after groups
of symbols instead of after individual symbols. The following
corollary provides the achievability result for random coding
with “packets” of length Ii.
Corollary 2 (Random-coding lower bound for m-transmission
repeat-after-Nm codes). Suppose that Nm is large enough
such that P[τ ≤ Nm] > 0. Then for a scalar γ > 0,
∃ an (`,M, ) m-transmission, repeat-after-Nm VLF code
satisfying
` ≤ E[τ ] =
m−1∑
i=0
IiP[τ > Ni]
1− P[τ > Nm] , (20)
 ≤ (M − 1)P[τ¯ ≤ τ ], (21)
6where γ is a threshold for the hitting times τ and τ¯ :
τ = inf{n ≥ 0 : iNm(Xn;Y n) ≥ γ}
∩{N1, N2, . . . , Nm, Nm +N1, . . . }, (22)
τ¯ = inf{n ≥ 0 : iNm(X¯n;Y n) ≥ γ}
∩{N1, N2, . . . , Nm, Nm +N1, . . . }. (23)
The proof of Cor. 2 is omitted. It closely follows that of
Cor. 1 and relies on the fact that decoding can only occur at
the specified intervals, so the expected stopping time in (20) is
a sum of probabilities weighted by the ith transmission length
Ii.
As shown in Fig. 2 for the binary symmetric channel (BSC)
with crossover probability p = 0.05, there is a considerable
gap between the lower and upper bounds on the maximum
rate of VLF codes at short blocklengths. Because of this gap
in the fundamental limits, it is not clear what short-blocklength
performance is achievable. To explore this question, we present
a deterministic coding scheme in Sec. III, fixing M and  to
explore what rates can be achieved at short blocklengths (less
than 300 symbols).
One may wonder at this point why the previously trans-
mitted blocks of N (or Nm) symbols are not included in
the decoding. Using these previous symbols cannot hurt and
should help. However, it helps so little that it is not worth the
additional difficulty of analyzing its benefit. Dropping earlier
data is inconsequential because the probability of generating a
NACK after N symbols is relatively low for reasonably chosen
N , (approximately 0.01 to 0.001 in some of our examples
and even less in others). As a result, there are very few
opportunities for re-using previous symbols, and the potential
benefit is negligible because using more than N symbols
happens so rarely.
III. CONVOLUTIONAL CODES WITH DECISION FEEDBACK
A. Reliability-based Error Detection
This section investigates the performance of punctured
convolutional codes with decision feedback in the context of
Sec. II’s VLF coding framework. Many hybrid ARQ systems
with CCs use CRCs for explicit error detection at the receiver,
sometimes referred to as code-based retransmission. However,
at short blocklengths, the latency overhead of a CRC strong
enough to meet the  error constraint may result in a significant
rate penalty. Here we investigate the performance of reliability-
based retransmission, in which the receiver stops decoding
when the posterior probability of the decoded word is at least
(1− ). This approach guarantees that the  error requirement
is met and does not require additional coded symbols to be
sent for error detection.
For practical purposes, we consider only repeat-after-N
codes in this section. After receiving the nth transmitted
symbol, the receiver determines the maximum a posteriori
(MAP) message Wˆn and computes its posterior probability
(reliability), where
Wˆn = arg max
i∈W
P(W = i|Y nsN+1). (24)
The stopping rule for the reliability-based (RB) retransmission
scheme is defined according to:
τ (RB) = inf{n ≥ 0 : P(W = Wˆn|Y nsN+1) ≥ 1− }. (25)
Finding the MAP message in (24) may be accomplished
by computing all M posterior probabilities in (24), which
can in principle be performed for any code, such as LDPC
codes. However, even for moderate blocklengths, this may
not be computationally feasible, similar to the complexity
challenge of ML decoding. Fortunately, for terminated CCs,
Raghavan and Baum’s ROVA [24] gives an efficient method to
compute P(W = Wˆn|Y nsN+1), the posterior probability of the
MAP message1. The computational complexity of the ROVA
is linear in the blocklength and exponential in the constraint
length, on the same order as that of the Viterbi Algorithm.
This allows the receiver to implement the stopping rule in (25)
without explicitly evaluating all M posterior probabilities. Due
to this rule, the overall probability of error in the reliability-
based stopping scheme will satisfy the  constraint:
P[Wˆτ (RB) 6= W ] = E
[
1− P[Wˆτ (RB) = W |Y τ
(RB)
sN+1]
] ≤ . (26)
However, terminated CCs suffer from rate loss at short
blocklengths, as described earlier, and Raghavan and Baum’s
ROVA [24] does not permit decoding of throughput-efficient
TBCCs. Williamson et al. [29]’s TB ROVA describes how
to compute the posterior probability of MAP messages cor-
responding to tail-biting codewords. In the simulations that
follow, we use the ROVA for terminated codes and, when com-
putational complexity permits, the TB ROVA for tail-biting
codes. In particular, we implement an efficient version of the
TB ROVA called the Tail-Biting State-Estimation Algorithm
(TB SEA) from [29] that reduces the number of computations
but still computes the MAP message probability exactly2.
The details of our decision-feedback scheme are as follows.
Similar to [19], if the computed word-error probability at
blocklength n is greater than the target , the decoder signals
that additional coded symbols are required (sends a NACK),
and the transmitter sends another coded symbol. When the
word-error probability is less than , the decoder sends an
ACK, and transmission stops. We encode a message with
k = logM message symbols into a mother codeword of
length N . One symbol is transmitted at a time, using pseudo-
random, rate-compatible puncturing of the mother code. At
each decoding opportunity, the receiver uses all received sym-
bols to decode and computes the MAP message probability. If
the receiver requests additional redundancy after N symbols
have been sent, the transmitter begins resending the original
sequence of N symbols and decoding starts from scratch. (This
is a repeat-after-N VLF code.)
Similar to the random-coding lower bound for repeat-after-
N codes in Cor. 1, we can express the latency λ(RB) and the
1When the source symbols are equiprobable, there is a one-to-one corre-
spondence between the MAP message and the ML codeword, the latter of
which is identified by both the Viterbi Algorithm and the ROVA.
2The TB SEA and TB ROVA compute the same probability as long as
P(W = Wˆn|Y ) > 12 . In the proposed reliability-based retransmission
scheme with  < 1
2
, this condition is met for τ (RB) = n, so the TB SEA is
an ML sequence decoder.
7TABLE I
GENERATOR POLYNOMIALS g1 , g2 , AND g3 CORRESPONDING TO THE
RATE 1/3 CONVOLUTIONAL CODES USED IN THE VLF SIMULATIONS. dFREE
IS THE FREE DISTANCE, AdFREE IS THE NUMBER OF CODEWORDS WITH
WEIGHT dFREE , AND LD IS THE ANALYTIC TRACEBACK DEPTH.
# Memory # States Polynomial
Elements, ν s = 2ν (g1, g2, g3) dfree Adfree LD
6 64 (117, 127, 155) 15 3 21
8 256 (575, 623, 727) 18 1 25
10 1024 (2325, 2731, 3747) 22 7 34
throughput R(RB)t of the proposed scheme as
λ(RB) ≤
1 +
N−1∑
i=1
PNACK(i)
1− PNACK(N) , (27)
R(RB)t =
k
λ(RB)
(1− PUE), (28)
where PNACK(i) is the probability that a NACK is generated
because the MAP message probability is less than (1 − )
when i coded symbols (modulo N ) have been received, k is
the number of information symbols, and PUE is the overall
probability of undetected error. Note PUE ≤  by definition
of the stopping rule, as shown in (26). We have included the
factor (1 − PUE) in the throughput expression to emphasize
that we are only counting the messages that are decoded
both correctly and with sufficient reliability at the receiver
(i.e., the goodput). In Sec. III-C, we obtain λ(RB), R(RB)t , and
PUE empirically. See Appendix E for details of the estimators
involved.
While some benefit can be accrued by retaining the N
already-transmitted symbols (for example, by Chase code
combining), our analysis focuses on cases in which starting
over after N symbols is rare (e.g., PNACK(N) ≈ 10−2
to 10−3). Thus the benefit of combining is minimal, being
limited to possibly decreasing latency only in rare instances.
If combining were used, the right-hand side of (27) would be
at least 1 +
N−1∑
i=1
PNACK(i), which is only a decrease by the
multiplicative factor (1 − PNACK(N)) ≈ 99%. For simplicity
we do not exploit this opportunity in our scheme.
B. Convolutional Code Polynomials
This section briefly lists the convolutional code polynomials
used in the subsequent VLF coding simulations. We use both
terminated convolutional codes and tail-biting convolutional
codes for the ROVA-based stopping rule. Comparisons with
CRCs use only tail-biting convolutional codes.
Table I, taken from Lin and Costello [58, Table 12.1], lists
the generator polynomials for the rate-1/3 convolutional codes
that were used as the mother codes for our simulations. Each
code selected has the optimum free distance dfree, which is
listed along with the analytic traceback depth LD [59]. Higher-
rate codewords used for the incremental transmissions are
created by pseudorandom, rate-compatible puncturing of the
rate-1/3 mother codes.
All of the simulations involving AWGN use the BI-AWGN
channel (i.e., using BPSK signaling) with soft-decision decod-
ing. The BI-AWGN channel has a maximum Shannon capacity
of 1 bit per channel use, even when the SNR η is unbounded.
We have included comparisons with the asymptotic capacity
of the BI-AWGN channel as well as the full AWGN channel
(i.e., with real-valued inputs drawn i.i.d. ∼ N (0, η)).
C. Numerical Results
Fig. 2 illustrates the short-blocklength performance of the
reliability-based retransmission scheme using the ROVA for
terminated CCs (term. CC) and the TB ROVA for TBCCs,
compared to the fundamental limits for VLF codes. This
example uses the BSC with crossover probability p=0.05 and
target probability of error =10−3. The points on each CC
curve correspond to different values of the information length
k. In general, the latency increases with k. The Shannon
(asymptotic) capacity of the BSC with crossover probability
p is CBSC = 1 − hb(p). The random-coding lower bound
(‘VLF achievability’) is from Thm. 1 and the upper bound
(‘VLF converse’) is from [8, Theorem 6]. An example of the
random-coding lower bound for repeat-after-N codes from
Cor. 1 is also shown (‘VLF achievability, repeat-after-N’),
with N = 3 logM , which corresponds to our implementations
with a rate-1/3 mother code. Both the convolutional code
simulations and the VLF bounds correspond to decoding after
every received symbol. Fig. 2 also includes the maximum rate
at finite blocklengths without feedback (‘Fixed-length code,
no feedback’), based on the normal approximation from [7].
Though the upper and lower bounds for VLF codes coincide
asymptotically, there is a considerable gap when latency is
below 100 bits, a region in which convolutional codes can
deliver good performance. At the shortest blocklengths, the
64-state code with the fewest memory elements performs best
among the terminated codes, due to the increased rate loss
of the codes with larger constraint lengths. However, as the
message length k increases (and the latency increases), the
more powerful 1024-state terminated code delivers superior
throughput. As the latency continues to increase, the codes’
throughputs fall below that of the VLF achievability bound,
which is based on random coding. Random coding improves
with latency, but the word-error probability of convolutional
codes increases with blocklength once the blocklength is
beyond twice the traceback depth LD of the convolutional
code [59].
The maximum throughput obtained for the BSC simula-
tions in Fig. 2 is R(RB)t = 0.551 bits per channel use at
λ(RB) = 147.1 bits for the k = 91, 1024-state terminated CC,
which is 77.2% of the BSC capacity. However, using TBCCs
allows codes with fewer memory elements to achieve similar
rates at much lower latency. The maximum throughput for
the 64-state TBCC is R(RB)t = 0.543 bits per channel use at
λ(RB) = 44.1 bits for the k = 24, 64-state TBCC. Note the
curves for both terminated and tail-biting 64-state CCs exhibit
non-monotonic behavior (near λ(RB)=17, k=8 and λ(RB)=27,
k=14, respectively). This is likely due to non-monotonic
minimum distance growth of the terminated convolutional
codes as a function of blocklength, in conjunction with non-
ideal effects of pseudo-random puncturing.
Fig. 3 shows the performance of the reliability-based re-
transmission scheme over the AWGN channel with SNR
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Fig. 2. Short-blocklength performance of the reliability-based retransmission
scheme over the BSC(p = 0.05) with target probability of error  = 10−3.
Simulations use the ROVA for terminated convolutional codes (term. CC) and
the TB ROVA for tail-biting convolutional codes (TBCC), with decoding after
every symbol (m=N ).
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Fig. 3. Short-blocklength performance of the reliability-based retransmission
scheme over the AWGN channel with SNR 2.00 dB and target probability of
error  = 10−3. Simulations use the ROVA for terminated convolutional codes
(term. CC) and the TB ROVA for tail-biting convolutional codes (TBCC), with
decoding after every symbol (m=N ) or with decoding after m=5 groups of
symbols.
2 dB and target =10−3. Fig. 3 includes results from the
ROVA for terminated CCs and the TB ROVA for TBCCs.
The Shannon capacity of the AWGN channel with SNR η
is CAWGN = 12 log(1 + η), and the Shannon capacity of the
BI-AWGN channel is approximated as in [60]. The random-
coding lower bound (‘VLF achievability’) is from Thm. 1, the
AWGN upper bound (‘VLF converse, AWGN’) is from [8,
Theorem 4] and the BI-AWGN upper bound (‘VLF converse,
BI-AWGN’) is from [8, Theorem 6], both particularized to the
Gaussian channel. The “Fixed-length code, no feedback” curve
uses the normal approximation [7]. The CC simulations in
Fig. 3 deliver similar performance to those in the BSC case of
Fig. 2. The throughput of the convolutional codes surpasses the
random-coding lower bound at short blocklengths, but plateaus
around latencies of 100 bits.
Convolutional codes with more memory elements would be
expected to deliver improved throughput, but computational
complexity limits us to codes with 1024 states or fewer. In both
Figs. 2 and 3, the high decoding complexity of the 1024-state
codes prevented us from using the TB ROVA when decoding
after every symbol.
D. Decoding after Groups of Symbols
Decoding less frequently is practically desirable due to the
round-trip delay inherent in the feedback loop and because
of the complexity associated with performing the ROVA after
each received symbol. Decoding with the ROVA only after
packets is a natural extension of the proposed scheme, akin
to the m-transmission repeat-after-Nm codes in Sec. II. When
decoding only after packets are received, the latency λ(RB) and
the throughput R(RB)t become
λ(RB) ≤
I1 +
m−1∑
i=1
IiPNACK(Ni)
1− PNACK(Nm) , (29)
R(RB)t =
k
λ(RB)
(1− PUE). (30)
Here PNACK(Ni) is the probability of retransmission when Ni
coded symbols have been received. The incremental transmis-
sion length at transmission i is Ii and the cumulative decoding
blocklength is Ni = I1 + · · ·+ Ii.
A main challenge in an m-transmission incremental redun-
dancy scheme is to select the set of m incremental transmis-
sion lengths {Ii}mi=1 that provide the best rate at short block-
lengths. In general, latency (resp., throughput) expressions
such as (29) (resp., (30)) are not convex (resp., concave) in the
blocklengths and must be optimized numerically. Appendix C
presents an algorithm to optimize the blocklengths in general
incremental redundancy schemes. Appendix D describes how
to particularize the algorithm in order to select the m=5
optimal blocklengths in the reliability-based retransmission
scheme using the TB ROVA for TBCCs. We have chosen to
evaluate the performance of this scheme with m=5 because
increasing m further brings diminishing returns. See, e.g.,
Chen et al. [13], for an examination of the impact of m on
the performance of VLFT codes at short blocklengths.
Table II shows the optimal transmission lengths identi-
fied by the blocklength-selection algorithm. Based on these
blocklengths, we simulated the TB ROVA with TBCCs in an
m=5 transmission decision-feedback scheme. Fig. 3 shows
the impact on throughput when decoding is limited to these
specified decoding opportunities. Despite fewer opportunities
for decoding (and hence fewer chances to stop transmission
early), both the 64-state and 1024-state tail-biting codes in
the optimized m=5 setting deliver excellent performance
compared to the respective terminated codes that allow de-
coding after every symbol (i.e., m=N ). Note also how at
9TABLE II
OPTIMAL TRANSMISSION LENGTHS {Ii}∗ FOR THE m=5 TRANSMISSION
SCHEME USING THE TB ROVA, FOR SNR η=2 DB, ALONG WITH THE
SIMULATED ERROR PROBABILITY PUE CORRESPONDING TO TARGET
ERROR PROBABILITY =10−3 .
64-state TBCC
Info. Bits Target Transmission Lengths Simulated
k Error  {I∗1 , I∗2 , I∗3 , I∗4 , I∗5 } Error PUE
16 10−3 30, 3, 3, 5, 7 2.260× 10−4
32 10−3 57, 6, 7, 9, 16 1.960× 10−4
48 10−3 88, 9, 10, 13, 24 2.350× 10−4
64 10−3 121, 12, 13, 17, 29 2.600× 10−4
91 10−3 178, 17, 18, 22, 38 2.650× 10−4
128 10−3 261, 23, 24, 30, 46 2.440× 10−4
1024-state TBCC
Info. Bits Target Transmission Lengths Simulated
k Error  {I∗1 , I∗2 , I∗3 , I∗4 , I∗5 } Error PUE
16 10−3 29, 4, 4, 4, 7 2.473× 10−4
32 10−3 56, 5, 5, 7, 12 1.976× 10−4
48 10−3 80, 7, 7, 9, 16 2.085× 10−4
64 10−3 106, 9, 9, 12, 22 1.993× 10−4
91 10−3 151, 13, 14, 17, 31 2.197× 10−4
128 10−3 223, 17, 18, 24, 44 2.344× 10−4
blocklengths less than approximately 75 bits, the m=5 TBCCs
deliver higher rates than the random-coding lower bound that
requires decoding after every symbol (‘VLF achievability, BI-
AWGN’). When compared to Cor. 2’s random-coding lower
bound for repeat-after-Nm codes on the AWGN channel, the
m=5 TBCCs deliver higher rates for blocklengths up to about
125 bits. The ‘Cor. 2, m=5, 64-state Ii values’ curve uses the
optimal m=5 blocklengths for the 64-state TBCC, and the
1024-state curve uses the optimal m=5 blocklengths for the
1024-state TBCC. The maximum throughput obtained from
these m=5 simulations is R(RB)t = 0.529 bits per channel use
at λ(RB) = 121.0 bits, for the k=64, 1024-state TBCC. This
is 77.2% of the AWGN capacity and 82.4% of the BI-AWGN
capacity.
For all of the VLF simulations in this section, at least 25
undetected word-errors were accumulated for each value of k.
Because the ROVA-based stopping rule with target =10−3
guarantees that the average probability of error is no more
than 10−3, our simulations are not intended to estimate error
rate, but rather to accurately estimate throughput and latency.
For these estimates, our simulations with 25 errors provide
acceptable accuracy. Appendix E provides an explanation for
why VLF simulations with at least 25 word errors are sufficient
for reliably estimating the throughput and latency. Addition-
ally, many of the simulations did in fact have more than 100
word errors accumulated, including the m=5 TBCCs listed in
Table II. Tallying at least 100 errors roughly corresponds to
a confidence interval of ±0.2PUE with confidence level 95%,
whereas tallying only 25 errors corresponds to a confidence
interval of ±0.4PUE with confidence level 95%, as discussed
in Appendix E.
E. Performance for Different SNRs
In Figs. 2 and 3 above, the blocklengths were optimized
for one specific parameter set: =10−3, SNR 2 dB, fixed k,
and a particular generator polynomial. Adapting these codes
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Fig. 4. Performance of a heuristic blocklength-selection policy for {Ii}5i=1
used across a range of SNRs for 64-state and 1024-state tail-biting convolu-
tional codes (TBCC) with k=64 message bits. Two different error targets 
are evaluated.
to channels with different SNRs or error requirements would
require extensive re-characterization of the retransmission
probabilities and optimization of the blocklengths. However,
it is possible instead to use a heuristic choice of the m
blocklengths that provides good throughput (if not optimal)
across a limited range of SNRs.
Fig. 4 shows an example of 64-state and 1024-
state TBCCs simulated across a range of SNRs with
the same heuristic choice of m=5 blocklengths. In
particular, for k=64, the m=5 blocklengths were
{I1= 32k=96, I2= 14k=16, I3= 14k=16, I4= 14k=16, I5= 34k=48}.
The corresponding 2 dB throughput for the optimized m=5,
k=64 blocklengths from Fig. 3 is also shown. For example,
the throughput corresponding to the optimized blocklengths
for the 1024-state code is 0.529, whereas the throughput for
the heuristic blocklengths is 0.520. Fig. 4 demonstrates that
as the SNR increases, the maximum rate achieved by this
particular heuristic blocklength-selection policy is 23 , since
the highest rate possible is kI1 =
2
3 . This example shows that
a more aggressive (higher rate) initial length I1 should be
chosen if SNRs above 4 dB are expected, which may reduce
the throughput at low SNRs.
Also shown in Fig. 4 is the performance corresponding
to a lower target error constraint of =10−4 in addition
to the original constraint of =10−3. Note that the actual
probability of undetected error may be significantly lower. For
example, for the 1024-state TBCC with =10−3 at SNR 5 dB,
PUE<10
−6.
F. Peak Latency Constraints
Suppose that in order to meet a peak latency constraint,
instead of starting over after m failed transmissions, the re-
ceiver declares an error after the mth failed decoding attempt.
That is, when P(W = WˆNm |Y Nm1 ) < 1 − , the transmitter
ignores the unreliable tentative decision WˆNm and moves on
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Fig. 5. PNACK(Ni) for the TBCCs from Table II with k=64 information
bits, for i = 1, . . . , 5. The simulated blocklengths were optimized for an error
target of =10−3.
to the next message. Whether this modified scheme meets
the  error requirement depends crucially on PNACK(Nm)
compared to . For example, for all of the 1024-state TBCCs
shown in Table II except the TBCC with k=16 information
bits, PNACK(Nm) ≈ 4 × 10−3 > . For the k=16 TBCC,
PNACK(Nm) ≈ 1 × 10−2. These codes would not meet the 
error requirement.
There are two types of peak latency constraints: a constraint
on the maximum number of transmissions m and a constraint
on the the maximum number of transmitted symbols Nm.
When the constraint is on the number of transmissions m,
the final transmission length Im can be increased so that
PNACK(Nm) < , at the expense of increased latency. The
blocklength-selection algorithm in Appendix C can be mod-
ified to satisfy this constraint. (In our examples with rate-
1/3 TBCCs, the maximum possible blocklength would be
Nm = 3k.)
However, if the constraint is on the maximum number of
transmitted symbols Nm, then it may not be possible for
a given mother code to meet the  error requirement. For
example, Fig. 5 shows the probabilities PNACK(Ni) for the
k=64 TBCCs from Table II. Also shown are the estimated
probabilities PNACK(N) obtained from interpolation, described
in Appendix D. If the constraint is Nm ≤ 180, then the
64-state TBCC cannot be expected to meet the =10−3
requirement, whereas for the 1024-state TBCC, Nm can be
chosen large enough to meet the error requirement.
G. Code-based Error Detection
In practice, decision-feedback schemes often use a check-
sum (e.g., a CRC) at the receiver to detect errors in the decoded
word. However, the additional parity bits of a CRC that must
be sent impose a latency cost that may be severe at short
blocklengths. For an A-bit CRC appended to k message bits,
the throughput (not counting the check bits as information) is
R(CRC)t =
k
k+ARt, where Rt is defined similarly to (28) for
the reliability-based scheme. Equivalently, the rate-loss factor
from an A-bit CRC is Ak+A . Using an error-detection code
to determine retransmission requests is sometimes referred to
as code-based error detection [19], in contrast to reliability-
based error detection with the ROVA. As noted in Frick and
Hoeher’s [19] investigation of reliability-based hybrid ARQ
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Fig. 6. A comparison of two decision-feedback schemes, the reliability-based
retransmission scheme with the TB ROVA and the code-based approach with
16-bit CRCs. Using the TB ROVA guarantees the probability of error to be
less than , but CRCs provide no such guarantee. In this example, 16 CRC
bits were sufficient to meet the target of =10−3.
schemes, the rate loss and undetected error probability of the
code-based approach depend critically on the blocklengths and
target error probabilities involved.
Fig. 6 provides an example of the throughput obtained when
decoding after every symbol and using a 16-bit CRC for error
detection. After decoding the 64-state TBCC (which has k+A
input bits), the receiver re-computes the CRC to check for
errors. As expected, the rate loss of the CRCs at blocklengths
less than 50 bits severely limits the achievable rates. The 64-
state TBCCs decoded with the TB ROVA deliver higher rates
until the average blocklength reaches about 75 to 100 bits.
For moderately large blocklengths (e.g., 150 bits and greater),
the throughput penalty induced by CRCs becomes less severe.
(As the information length k increases, the rate-loss factor
A
k+A decays to zero.) Note that decoding after every symbol
prevents simulation of higher-constraint-length convolutional
codes (e.g., 1024-state codes).
Importantly, using ROVA guarantees the probability of error
to be less than  (as long as the length-N mother code is long
enough to meet this constraint on average), but CRCs provide
no such guarantee. In this example, in fact, TBCC simulations
with 12-bit CRCs failed to meet the target of =10−3, as
shown in Table III. As a result, the codes with 12-bit CRCs
do not qualify as (`,M=2k, =10−3) VLF codes, so the VLF
codes with 12-bit CRCs are not plotted in Fig. 6. Both the 12-
bit and 16-bit CRC polynomials are from [61] and are listed
in Table III.
The 16-bit CRCs in this example generally provide suffi-
ciently low error probabilities, but at the expense of reduced
rate versus the 12-bit CRCs. One exception when the 16-bit
CRC fails to meet the =10−3 constraint in our simulations
is when k + A = 34 (k ≈ A = 16), as shown in Table III.
This high error probability seems to be an outlier compared
to the other 16-bit CRC simulations, but is is consistent
with findings from previous CRC research, such as [62].
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TABLE III
SIMULATED ERROR PROBABILITIES PUE OF THE 16-BIT CRC
SIMULATIONS IN FIG. 6 FOR THE 2 DB AWGN CHANNEL. THE 12-BIT
CRCS FAIL TO MEET THE ERROR CONSTRAINT OF =10−3 , BUT THE
STRONGER 16-BIT CRCS GENERALLY SATISFY THE CONSTRAINT.
GENERATOR POLYNOMIALS FOR “GOOD” A-BIT CRCS FROM [61] ARE
LISTED IN HEXADECIMAL (E.G., 0XCD INDICATES THE POLYNOMIAL IS
x8 + x7 + x4 + x3 + x+ 1). THE k +A COLUMN INDICATES THE
NUMBER OF INPUT BITS TO THE RATE-1/3 CONVOLUTIONAL ENCODER.
CELLS LABELED − INDICATE THAT NO SIMULATIONS WERE RUN FOR
THAT VALUE OF k +A.
Input Bits PUE PUE
k +A 12-bit CRC (0xc07) 16-bit CRC (0x8810)
24 1.479× 10−1 1.000× 10−4
30 − 8.618× 10−4
34 1.036× 10−3 1.077× 10−3
40 − 2.105× 10−4
48 2.935× 10−3 2.025× 10−4
64 3.504× 10−3 2.538× 10−4
91 4.646× 10−3 3.017× 10−4
128 6.755× 10−3 5.370× 10−4
181 8.864× 10−3 6.667× 10−4
In [62], Witzke and Leung show that the undetected error
probability of a given A-bit CRC polynomial over the BSC
can vary widely as a function of the channel bit-error rate,
especially for small values of k. The present variable-length
simulations complicate matters further, due to the stopping rule
that terminates when the CRC matches, even if erroneously.
Additional simulations with k + A = 30 and k + A = 40
were performed in order to illustrate the sensitivity of the error
probability to the information length k (Table III).
In general, it is difficult to determine exactly how many
CRC bits should be used to provide the maximum throughput
for hybrid ARQ schemes, since the error probability depends
on the SNR. Communication system designers will likely be
tempted to conservatively select large CRC lengths, which
restricts the short-blocklength throughput. In contrast, the
ROVA-based approach always guarantees a maximum error
probability. Still, future work that explores the performance
of VLF codes at larger blocklengths (e.g., 400 bits and above)
may benefit from code-based error detection. Another chal-
lenge is that the error probability when using CRCs depends
on the the underlying CC, and treating the inputs to the
CRC as having passed through a BSC leads to sub-optimal
designs. The recent work by Lou et al. [63] provides analytical
methods for evaluating the undetected-error probability of joint
CRC/CC systems and show how to select the optimal CRC
polynomial for a given CC. These methods may be helpful
for designing low-latency VLF codes using CRCs.
IV. CONCLUSION
This paper demonstrated a reliability-based decision-
feedback scheme that provides throughput surpassing the
random-coding lower bound at short blocklengths. We selected
convolutional codes for their excellent performance at short
blocklengths and used the tail-biting ROVA to avoid the rate
loss of terminated convolutional codes. For both the BSC and
AWGN channels, convolutional codes provided throughput
above 77% of capacity, with blocklengths less than 150 bits.
While codes with higher constraint lengths would be expected
to provide superior performance, computational considerations
limited us to evaluate 64-state codes with the TB ROVA and
decoding after every symbol, and 1024-state codes with the
TB ROVA in an m=5 transmission incremental redundancy
setting. We introduced a novel blocklength-selection algorithm
to aid in selecting the m=5 transmission lengths and showed
that despite the limitations on decoding frequency, the in-
cremental redundancy scheme is competitive with decoding
after every symbol. Finally, we demonstrated that the latency
overhead of CRCs imposes a severe rate-loss penalty at
short blocklengths, whereas reliability-based decoding does
not require transmission of separate error-detection bits.
APPENDIX
A. Numerical Computation of the VLF Lower Bound
For channels with bounded information density, Wald’s
equality (also known as Wald’s identity or Wald’s lemma)
allows us to compute an upper bound on the expected stopping
time E[τ ] in the random-coding lower bound of Thm. 1 as
follows:
E[τ ] ≤ log(M − 1) + log
1
 +B
C
, (31)
where B <∞ is the upper bound on the information density:
B = sup
x∈X , y∈Y
i(x; y).
Proof: Defining Sj = i(Xj ;Yj) = log
dP(Yj |Xj)
dP(Yj)
, we have
Sn = i(Xn;Y n) = log
dP(Y n|Xn)
dP(Y n)
(32)
=
n∑
j=1
log
dP(Yj |Xj)
dP(Yj)
(33)
=
n∑
j=1
Sj , (34)
where (33) follows due to the random codebook generation.
Since the Sj are i.i.d with E[Sj ] = C, Wald’s equality gives
the following result [57, Ch. 5] :
E[Sτ ] = E[τ ]E[S1]. (35)
This leads to the following upper bound on E[τ ]:
E[τ ] =
E[Sτ ]
C
(36)
=
E[Sτ−1 + Sτ ]
C
(37)
≤ γ +B
C
, (38)
where (38) follows from the definition of the threshold γ in
Thm. 1 and of B above.
Recall that the error probability  is upper bounded in
Thm. 1 as  ≤ (M − 1)P[τ¯ ≤ τ ]. This can be further upper
bounded as follows, as in [8] and [52, Appendix B]:
P[τ¯ ≤ n] = E[1{τ¯ ≤ n}] (39)
= E[1{τ ≤ n} exp{−i(Xτ ;Y τ )] (40)
≤ exp{−γ}, (41)
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because i(Xτ ;Y τ ) ≥ γ by definition. Thus, we can write
P[τ¯ ≤ τ ] =
∞∑
n=0
P[τ = n]P[τ¯ ≤ n] (42)
≤
∞∑
n=0
P[τ = n] exp{−γ} (43)
≤ exp{−γ}. (44)
Therefore, the bound on error probability can be loosened to
 ≤ (M − 1) exp{−γ}. Rearranging gives γ ≤ log M−1 and,
when combined with (38), yields the following:
E[τ ] ≤ log
M−1
 +B
C
, (45)
which proves (31).
Examples: For the BSC(p), B = log 2(1 − p). For the
BI-AWGN channel, B = log 2 (regardless of the SNR).
B. Proof of Cor. 1 (Random-coding lower bound for repeat-
after-N codes)
Proof: The proof closely follows that of [8, Theorem 3].
We define M stopping times τj , j ∈ {1, . . . ,M}, one for each
codeword:
τj = inf{n ≥ 0 : iN (Xn(j);Y n) ≥ γ}, (46)
where Xn(j) is the first n symbols of the jth codeword. At
each n, the decoder evaluates the M information densities
iN (X
n(j);Y n) and makes a final decision at time τ∗ when
the first of these (possibly more than one at once) reaches the
threshold γ:
τ∗ = min
j=1,...,M
τj . (47)
The decoder at time τ∗ selects codeword m = max{j : τj =
τ∗}. The average blocklength ` = E[τ∗] is upper bounded as
follows:
E[τ∗] ≤ 1
M
M∑
j=1
E[τj |W = j] (48)
= E[τ1|W = 1] (49)
= E[τ ] (50)
=
∞∑
n=0
P[τ > n] (51)
=
(
1 + P[τ > N ] + P[τ > N ]2 + . . .
)N−1∑
n=0
P[τ > n]
(52)
=
∑N−1
n=0 P[τ > n]
1− P[τ > N ] . (53)
Eq. (49) follows from the symmetry of the M stopping times
and (50) is by the definition of τ as given in (18). Because
the modified information densities depend only on the symbols
in the current N -block, repeat-after-N VLF codes satisfy the
following property, which leads to (52):
P[τ > n] = P[τ > N ]sP[τ > r], (54)
where n = sN + r. The condition that P[τ ≤ N ] > 0 in
Cor. 1 is required so that P[τ > N ] < 1, guaranteeing that
the sum in (52) will converge.
Using Wˆn to denote the decoder’s decision at time n, an
error occurs if the decoder chooses Wˆτ∗ 6= W . The probability
of error  can be bounded due to the random codebook
generation:
 = P[Wˆτ∗ 6= W ] (55)
≤ P[Wˆτ∗ 6= 1|W = 1] (56)
≤ P[τ1 ≥ τ∗|W = 1] (57)
≤ P[ M∪
j=2
{τ1 ≥ τj}|W = 1
]
(58)
≤ (M − 1)P[τ1 ≥ τ2|W = 1] (59)
= (M − 1)P[τ ≥ τ¯ ]. (60)
The last line follows because (τ, τ¯) have the same distribution
as (τ1, τ2) conditioned on W = 1.
C. General Blocklength-selection Algorithm
Selecting the m incremental transmission lengths {Ii}∗ that
minimize the latency (or equivalently, maximize the through-
put) of VLF coding schemes is non-trivial. The complexity of a
brute-force search grows exponentially with m. In this section,
we describe an efficient blocklength-selection algorithm that
can be used to identify suitable blocklengths for general
incremental redundancy schemes. The goal of the algorithm is
to select the m integer-valued incremental transmission lengths
{Ii}∗ as follows:
{Ii}∗ = arg min{Ii}∈Zλ s.t. PUE ≤ . (61)
For the decision-feedback scheme using the TB ROVA in
Sec. III, the probability of undetected error is less than  by
definition, so the constraint can be ignored.
The proposed blocklength-selection algorithm for an m-
transmission incremental redundancy scheme follows. Starting
from a pseudo-random initial vector {I1, I2, . . . , Im}, the
algorithm performs coordinate descent, wherein one transmis-
sion length Ii is optimized while all others are held fixed. The
objective function λ is evaluated for positive and negative unit
steps in increment Ii, i.e., for the transmission length vectors
{I1, . . . , Ii+1 . . . , Im} and {I1, . . . , Ii−1 . . . , Im}. Length Ii
is updated if the objective improves. Once the objective cannot
be improved by any single-coordinate steps, diagonal steps
from each of the possible two-coordinate pairs (Ii, Ij) are eval-
uated. For each two-coordinate pair, four possible neighboring
diagonal steps are evaluated. The transmission lengths Ii and
Ij are updated if the best of the four diagonal steps improves
the objective λ. This continues until the objective cannot be
improved by additional diagonal steps. The entire process then
starts over from another pseudo-random initial vector. Random
restarts are employed in order to avoid getting stuck at local
optima of λ, of which there can be many. Empirical trials of
this algorithm for several different families of retransmission
probabilities demonstrated significantly reduced computation
time compared to a brute-force approach (which is in general
not possible for large k). Furthermore, while this algorithm
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is not guaranteed to find the global optimum, results show
that the final objective value λbest was improved compared to
results from an earlier quasi-brute-force trial.
D. TB ROVA Version of Blocklength-selection Algorithm
For the decision-feedback scheme of Sec. III that uses
the TB ROVA to compute the posterior probability of the
decoded word, the probability of retransmission Pre(N) is
the probability that the posterior at blocklength N is less
than (1 − ), which is difficult to determine analytically.3
Instead, we obtained estimates of the empirical retransmission-
probabilities of the rate-1/3 convolutional codes in Table I
and used those estimates of Pre(N) to compute the objective
λ in the algorithm. To do so, we first simulated fixed-length
transmission of rate-1/3, tail-biting convolutional codes from
Table I at a small number of pseudo-randomly punctured
blocklengths Nsim for each fixed message-size k, where Nsim ∈
{k, k + k4 , k + 2k4 , . . . , k + 11k4 , 3k}. For each (k,Nsim) pair,
we counted the number of decoded words with posterior
probability less than (1 − ), indicating that a retransmission
would be required, until there were at least 100 codewords
that would trigger a retransmission. We computed Pre(Nsim)
according to
Pre(Nsim) =
# codewords triggering retransmission
total # codewords simulated
. (62)
The full set of estimated retransmission probabilities P˜re(N)
for N ∈ {1, . . . , 3k} was then obtained by a log-polynomial
interpolation of the simulated values of Pre(Nsim). Finally,
the estimated probabilities were used in the algorithm from
Appendix C to select the optimal transmission lengths {Ii}∗.
We used 100 random restarts in our implementation. The
performance of the TB ROVA-based retransmission scheme
using these m=5 optimal blocklengths is evaluated in Sec. III.
E. Sampling Methodology
This section provides details about the number of codewords
simulated and describes how the estimates of word-error prob-
ability, latency, and throughput were obtained. In particular, we
show that in order to arrive at reliable estimates of the latency
and throughput, tallying about 25 word errors is sufficient,
in contrast to the well-known heuristic of tallying 100 word
errors.
The Monte Carlo estimate PˆUE of the undetected word-error
probability PUE is
PˆUE =
1
S
S∑
j=1
Zj , (63)
3For a given convolutional code, the weight spectrum for each blocklength
N could be used to bound or approximate the posterior probability and that
could be used to bound or approximate the retransmission probability, but
spectrum-based approaches tend not to be tight over a wide range of SNRs.
Further complicating the task is the weight spectrum must be based on a rate-
compatible puncturing pattern. Instead of optimizing this puncturing pattern,
we use the same pseudo-random puncturing pattern throughout.
where S is the number of samples (i.e., the number of
codewords simulated) and Zj is a Bernoulli indicator variable
for the jth trial according to
Zj =
{
1 error on trial j
0 success on trial j.
(64)
This Monte Carlo estimator is unbiased. The variance of each
Bernoulli random variable Zj is σ2UE := PUE − P 2UE. The
sample variance of the estimator PˆUE is σˆ2UE := PˆUE − Pˆ 2UE.
Fig. 7 illustrates one realization of the word-error probabil-
ity estimate PˆUE and the normalized sample standard deviation
σˆUE/
√
S. Both Figs. 7 and 8 correspond to the 64-state TBCC
with k=64 information bits with m=5 transmissions, for
=10−3 and AWGN SNR 2 dB.
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Fig. 7. One realization of the error probability estimator PˆUE as a function
of the number of independent trials S. Included in the figure are the estimates
plus and minus one and two normalized sample standard deviations. The two
dashed vertical lines correspond to the number of trials when 25 and 100
word-errors were accumulated.
A common heuristic is to run simulations until there are 100
word errors, or until S ≈ 100/PUE. This can be explained
in terms of confidence intervals as follows, as described in
Dolecek et al. [64]. Suppose we want the error of the estimator
to be less than fraction β of PUE with confidence level c. That
is, we want
P
[
|PˆUE − PUE| > βPUE
]
≤ 1− c. (65)
Appealing to the Central Limit Theorem as the number of
samples S becomes large, because PˆUE is a sum of indepen-
dent Bernoulli random variables, as in (63), PˆUE converges
to a Gaussian random variable with mean PUE and variance
σ2UE/S. Thus, we can approximate the left-hand side of (65)
as the tail probability of a standard normal random variable:
P[|PˆUE − PUE| > βPUE]
= P
[
|PˆUE − PUE|√
PUE(1− PUE)/S
> β
√
SPUE
1− PUE
]
(66)
≈ P [|Y | > y] , (67)
where Y ∼ N (0, 1) and y = β
√
SPUE
1−PUE . In order to, for
example, have confidence level c = 95% (corresponding to
y ≈ 2) and β = 0.2 (corresponding to a confidence interval
[0.8PUE, 1.2PUE]), we need approximately S = 100(1 −
PUE)/PUE ≈ 100/PUE samples.
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Fig. 8. One realization of the latency estimator λˆ as a function of the number
of independent trials S. Included in the figure are the estimates plus and minus
one and two normalized sample standard deviations. The two dashed vertical
lines correspond to the number of trials when 25 and 100 word-errors were
accumulated.
However, the construction of the reliability-based stopping
rule in (25) guarantees that the word-error probability is less
than , which satisfies the error requirement for an (`,M, )
VLF code. With that guarantee in mind, the goal of simulations
in this paper is not to characterize the error probability, but
rather to estimate the latency and throughput of VLF codes at
short blocklengths. It is therefore more instructive to analyze
the sample variance for the latency, as shown below.
The Monte Carlo estimate λˆ of the latency λ is
λˆ =
1
S
S∑
j=1
τj , (68)
where τj ∈ {N1, N2, . . . , Nm, Nm +N1, . . . } is the cumula-
tive number of transmitted symbols (i.e., the blocklength) in
the jth trial. Noting that the expected latency is λ = E[τ ], the
variance of the latency is σ2λ := E[τ
2 − λ2]. Neither λ nor
σ2λ is known, but λˆ is an unbiased estimator for λ with little
variance. The sample variance of the estimator λˆ is
σˆ2λ :=
 1
S
S∑
j=1
τ2j
− λˆ2. (69)
The throughput Rt is estimated as Rˆt = k(1− PˆUE)/λˆ.
Fig. 8 provides an example of one realization of the latency
estimate λˆ versus the number of independent trials S. The
normalized sample standard deviation σˆλ/
√
S is also included.
As can be seen from Fig. 8, once S ≈ 25/PˆUE samples have
been drawn (see the dashed vertical line labeled ‘25 errors’),
the standard deviation of the latency estimate is quite small
relative to the estimate itself (less than 1%), indicating that
estimates of both the latency and throughput given in Sec. III
are sufficiently reliable. This is not surprising since with
=10−3 we are using at least 25,000 independent observations
of the random variable τ to compute its mean.
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