On the Topology of Weakly and Strongly Separated Set Complexes by Hess, Daniel & Hirsch, Benjamin
ar
X
iv
:1
11
0.
08
80
v1
  [
ma
th.
CO
]  
5 O
ct 
20
11
ON THE TOPOLOGY OF WEAKLY AND STRONGLY SEPARATED
SET COMPLEXES
DANIEL HESS, BENJAMIN HIRSCH
Abstract. We examine the topology of the clique complexes of the graphs of weakly
and strongly separated subsets of the set [n] = {1, 2, . . . , n}, which, after deleting all cone
points, we denote by ∆ˆws(n) and ∆ˆss(n), respectively. In particular, we find that ∆ˆws(n)
is contractible for n ≥ 4, while ∆ˆss(n) is homotopy equivalent to a sphere of dimension
n− 3. We also show that our homotopy equivalences are equivariant with respect to the
group generated by two particular symmetries of ∆ˆws(n) and ∆ˆss(n): one induced by
the set complementation action on subsets of [n] and another induced by the action on
subsets of [n] which replaces each k ∈ [n] by n+ 1− k.
1. Introduction
In [5], Leclerc and Zelevinsky define the relations of strong separation and weak separation
on the subsets of [n] = {1, 2, . . . , n}. For A and B disjoint subsets of [n], we say that A lies
entirely to the left of B, written A ≺ B, if max(A) < min(B). We say that A surrounds
B if A can be partitioned into a disjoint union A = A1 ⊔A2, where A1 ≺ B ≺ A2.
Definition 1.1. We say that subsets A,B ⊂ [n] are strongly separated from one another
if either ArB ≺ B rA or B rA ≺ ArB.
Definition 1.2. We say that subsets A,B ⊂ [n] are weakly separated from one another if
at least one of the following two conditions holds:
• |A| ≤ |B| and ArB surrounds B rA
• |B| ≤ |A| and B rA surrounds ArB
For each of these relations, we may construct a graph whose vertices are the subsets of [n]
and a simplicial complex which is the clique complex of this graph. After removing frozen
vertices, meaning those corresponding to sets that are strongly or weakly separated from
every subset of [n], we denote what remains by ∆ˆss(n) and ∆ˆws(n) for the strongly and
weakly separated complexes, respectively. In either case, the frozen vertices correspond to
initial or final segments of [n], of the form {1, 2, . . . , k} or {k, k + 1, . . . , n}.
For example, if n = 1 or n = 2, then ∆ˆss(n) = ∆ˆws(n) = ∅. The case n = 3 is pictured
in Figure 1 and the case n = 4 is pictured in Figure 2.
(Note that in these figures, as well as throughout this paper, we omit the braces and
commas when referring to subsets of [n]. For example, instead of {1, 2, 3, 4} ⊂ [5] we write
1234 ⊂ [5].)
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Figure 1. The simplicial complex ∆ˆss(3) = ∆ˆws(3).
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Figure 2. The simplicial complexes ∆ˆss(4) and ∆ˆws(4), respectively.
Letting α denote the action of set complementation on subsets of [n] and w0 denote the
action on subsets of [n] which replaces each k ∈ [n] by n+1− k, we note that both actions
respect the relations of strong and weak separation, so that they induce symmetries on
∆ˆss(n) and ∆ˆws(n). We let G = 〈α,w0〉 ∼= Z/2Z× Z/2Z be the group generated by these
symmetries.
In §3 and §4 of this paper, we prove the following two theorems, answering questions
originally posed by V. Reiner:
Theorem 1.1. The simplicial complex ∆ˆws(n) is G-contractible for n ≥ 4.
Theorem 1.2. The simplicial complex ∆ˆss(n) is G-homotopy equivalent to the (n − 3)-
sphere Sn−3.
The action of G on ∆ˆss(n) corresponds to an action on the sphere S
n−3 (with the usual
embedding in Rn−2) where α acts as the antipodal map and where w0 acts by permuting
the axes as follows: if we use the labels x2 through xn−1, we replace each xk with xn+1−k.
To prove Theorem 1.1 we will formulate and apply an equivariant nerve lemma to a
suitable covering of ∆ˆws(n). To prove Theorem 1.2 we will find a G-equivariant deformation
retraction onto a subcomplex of ∆ˆss(n) that is the boundary of an (n−2)-dimensional cross-
polytope, giving a G-equivariant homotopy equivalence between ∆ˆss(n) and S
n−3. In §5,
we consider the question of determining the homeomorphism types of ∆ˆss(n) and ∆ˆws(n).
2. Preliminaries
2.1. Simplicial Complexes. A simplicial complex ∆ is a nonempty collection of finite
sets σ called faces such that if σ ∈ ∆ and τ ⊂ σ, then τ ∈ ∆. The singleton subsets v ∈ ∆
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are called the vertices of ∆, and the maximal (with respect to inclusion) faces are called
the facets of ∆. We say that ∆ is pure if all facets of ∆ have the same dimension. We
denote by |∆| the geometric realization of ∆ and by |σ| the geometric realization of a face
σ ∈ ∆.
We will use several constructions involving simplicial complexes:
• Given a graph G, the clique complex of G is the simplicial complex whose faces are
precisely the cliques (complete subgraphs) in G.
• Given a simplicial complex ∆, the face poset of ∆, denoted F (∆), is the set of faces
σ of ∆ ordered by inclusion.
• Conversely, given a poset P , the order complex of P , denoted ∆(P ), is the simplicial
complex whose vertices are the elements of P and whose faces are the chains in P .
For any simplicial complex ∆, the order complex of the face poset of ∆ is called
the barycentric subdivision of ∆ and is denoted by Sd(∆). Hence the vertices of
Sd(∆) are the faces of ∆ and the faces of Sd(∆) are chains τ = {σ1 ⊂ · · · ⊂ σm} of
faces σi of ∆. We note that there is a natural homeomorphism |∆| ∼= |Sd(∆)|.
Let ∆ be a simplicial complex. For a face σ ∈ ∆ we define subcomplexes of ∆ called the
the star, deletion, and link of σ by
st(σ) = {τ ∈ ∆ : τ ∪ σ ∈ ∆},
dl(σ) = {τ ∈ ∆ : τ ∩ σ = ∅},
lk(σ) = {τ ∈ ∆ : τ ∪ σ ∈ ∆ and τ ∩ σ = ∅},
respectively. The following proposition is a useful relationship between stars in a clique
complex:
Proposition 2.1. Let ∆ be the clique complex of a graph G and let σ, τ ∈ ∆ be faces such
that σ ∪ τ ∈ ∆. Then st(σ) ∩ st(τ) = st(σ ∪ τ).
Proof. If ρ is a set whose elements form a clique in G, then ρ ∪ σ ∪ τ forms a clique if and
only if ρ∪ σ, ρ∪ τ , and σ ∪ τ form cliques. By assumption σ ∪ τ forms a clique, and hence
ρ ∪ σ ∪ τ is a face of ∆ if and only if ρ ∪ σ and ρ ∪ τ are faces. Therefore ρ ∈ st(σ ∪ τ) if
and only if ρ ∈ st(σ) ∩ st(τ), as desired. 
A cone point of a simplicial complex ∆ is defined as a vertex v ∈ ∆ such that σ∪{v} is a
face of ∆ for any face σ ∈ ∆. We say that a face τ ∈ ∆ is a cone face if all elements of τ are
cone points of ∆; that is, if σ∪ τ is a face of ∆ for all faces σ ∈ ∆. In particular, note that
any simplicial complex with a cone point (or cone face) is contractible by a straight-line
homotopy to the cone point (or to any point on the geometric realization of the cone face).
Hence any star st(σ) is contractible, since any vertex v ∈ σ is a cone point of st(σ).
Finally, we recall the usual statement of the nerve lemma:
Lemma 2.1 (Nerve Lemma). [2, 10.6] Let ∆ be a simplicial complex and let {∆i}i∈I
be a family of subcomplexes such that ∆ =
⋃
i∈I ∆i. If every nonempty finite intersection
∆i1∩∆i2∩· · ·∩∆ik is contractible, then ∆ and the nerve N ({∆i}) are homotopy equivalent.
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Here, the nerve N ({∆i}) of the covering {∆i}i∈I is defined as the simplicial complex
on the vertex set I such that a finite subset σ ⊂ I is a face of N ({∆i}) if and only if⋂
i∈σ ∆i 6= ∅.
2.2. Equivariant Tools. In the following, we let G be any group.
A G-simplicial complex is a simplicial complex together with an action of G on the
vertices that takes faces to faces. A G-topological space (or G-space) is a topological space
together with a continuous action of G. A map f : X → Y between G-topological spaces
is called G-continuous (or a G-map) if it is continuous and respects the action of G so that
f(gx) = gf(x) for all x ∈ X.
A contractible carrier from a simplicial complex ∆ to a topological space X is an
inclusion-preserving map sending faces of ∆ to contractible subspaces of X. We say that a
map f : |∆| → X is carried by a contractible carrier C if f(|σ|) ⊂ C(σ) for each face σ ∈ ∆.
For σ a face of a G-simplicial complex ∆, we denote by Gσ the subgroup {g ∈ G : gσ = σ}.
In [10], The´venaz and Webb prove equivariant formulations of the contractible carrier
lemma and the Quillen fiber lemma:
Lemma 2.2. [10, Lemma 1.5(b)] Let ∆ be a G-simplicial complex such that for each face
σ ∈ ∆, Gσ fixes the vertices of σ. Let X be a G-space, and let C be a contractible carrier
from ∆ to X such that C(gσ) = gC(σ) for all g ∈ G and σ ∈ ∆, and such that Gσ acts
trivially on C(σ) for all σ ∈ ∆. Then any two G-maps |∆| → X that are both carried by
C are G-homotopic.
Lemma 2.3. [10, Theorem 1] Let P and Q be G-posets, and let f : P → Q be a mapping
of G-posets. Suppose that for all q ∈ Q the fiber f−1(Q≥q) is Gq-contractible, or for all
q ∈ Q the fiber f−1(Q≤q) is Gq-contractible. Then f induces a G-homotopy equivalence
between the order complexes ∆(P ) and ∆(Q).
In this section, we slightly generalize the former in Lemma 2.4, and use the latter to
prove an equivariant formulation of the nerve lemma in Lemma 2.5. We note that the result
of Lemma 2.4 also appears in [11, Satz 1.5], and that a stronger formulation of Lemma 2.5
appears in [12]. The formulation of the equivariant nerve lemma that we give in Lemma
2.5 serves our purposes. Finally, we prove in Proposition 2.2 that any G-simplicial complex
with a cone point is G-contractible.
Our slightly more general equivariant contractible carrier lemma is the following:
Lemma 2.4. If C is a contractible carrier from a G-simplicial complex ∆ to a G-space X
such that C(gσ) = gC(σ) for each g ∈ G and each face σ ∈ ∆, and such that each C(σ) is
Gσ-contractible, then any two G-maps carried by C are G-homotopic.
Proof. We define a carrier from the barycentric subdivision Sd(∆) of ∆ to X as follows:
If τ = {σ1 ⊂ · · · ⊂ σm} is a face of Sd(∆), where each σi is a face of ∆, let C
′(τ) be the
subset of points in C(σm) that are fixed by each element of Gτ . This contracts to a point
by the restriction of the homotopy that Gσm-contracts C(σm) to a point. Also, if τ ⊂ τ
′
then σm ⊂ σ
′
m, so that C(σm) ⊂ C(σ
′
m) and Gτ ′ ⊂ Gτ . Hence C
′(τ), which is the subset
of points in C(σm) fixed by Gτ , is contained in the subset of points in C(σ
′
m) fixed by Gτ ,
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which is contained in the subset of points in C(σ′m) fixed by Gτ ′ . This is C
′(τ ′), so that
C ′ is a contractible carrier.
We have for any face τ ∈ Sd(∆) that Gτ fixes the vertices of τ (because it sends each
face of ∆ to a face of the same dimension) and that C ′(gτ) = gC ′(τ) and that Gτ acts
trivially on C ′(τ), so we may apply Lemma 2.2: Any two G-maps |Sd(∆)| → X that are
carried by C ′ are G-homotopic. But any G-map |∆| ∼= |Sd(∆)| → X that is carried by C
is also carried by C ′: A face of Sd(∆), call it again τ = {σ1 ⊂ · · · ⊂ σm}, is fixed pointwise
by Gτ , and |τ | ⊂ |σm|, so that the image of |τ | under a G-map carried by C is contained
in C(σm), so that the image of |τ | under a G-map carried by C is contained in C
′(τ), so
that any G-map carried by C is also carried by C ′, as desired. 
To formulate an equivariant nerve lemma, we need a condition on a cover of a G-
simplicial complex which will allow the action of G on the entire simplicial complex to
induce an action on the nerve of the covering.
Definition 2.1. For a G-simplicial complex ∆, we say that a covering {∆i}i∈I of ∆ by
subcomplexes is G-invariant if for all i ∈ I and for all g ∈ G there exists a unique j ∈ I
such that g∆i = ∆j .
Given such a cover of a G-simplicial complex, we see that the action of G on ∆ induces
an action on the index set I, defined by letting gi = j when g∆i = ∆j. We claim that this
action of G sends faces to faces in the nerve N ({∆i}). If σ is a face of N ({∆i}), then the
intersection
⋂
i∈σ ∆i is nonempty. Hence
g
⋂
i∈σ
∆i =
⋂
i∈σ
g∆i =
⋂
j∈gσ
∆j
is also nonempty, so that gσ is a face of N ({∆i}). Thus the action of G on ∆ induces
a simplicial action on the nerve N ({∆i}). This induced action allows us to formulate an
equivariant nerve lemma as follows:
Lemma 2.5. Let ∆ be a G-simplicial complex and let {∆i}i∈I be a G-invariant covering
of ∆. If every nonempty finite intersection
⋂
i∈σ ∆i, where σ ⊂ I, is Gσ-contractible, then
∆ and the nerve N ({∆i}) are G-homotopy equivalent.
Proof. Let Q = F (∆) and P = F (N ({∆i})) be the face posets of ∆ and the nerveN ({∆i}),
respectively. Define a map f : Q → P by π 7→ {i ∈ I : π ∈ ∆i}. This is order preserving
and it is also G-equivariant: For any π ∈ Q and g ∈ G we have
gf(π) = g{i ∈ I : π ∈ ∆i}
= {j ∈ I : g∆i = ∆j for some ∆i containing π}
= {j ∈ I : gπ ∈ ∆j}
= f(gπ).
In addition, for any σ ∈ P , the fibers f−1(P≥σ) =
⋂
i∈σ ∆i are Gσ-contractible by hypoth-
esis. The result now follows from an application of Lemma 2.3. 
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Finally, we have the following useful condition for G-contractibility of a G-simplicial
complex:
Proposition 2.2. A G-simplicial complex ∆ with a cone point v ∈ ∆ is G-contractible.
Proof. As v is a cone point of ∆, we must have that the G-orbit of v, Gv, is a cone face of
∆. The straight-line homotopy to the barycenter of Gv respects the action of G, so that
∆ is G-contractible. 
3. Proof of Theorem 1.1
In this section, we assume that n ≥ 4.
Recall the action of the group G = 〈α,w0〉 on ∆ˆws(n) as defined in §1. To prove Theorem
1.1, we claim that the family {∆i}i∈I composed of the following subcomplexes of ∆ˆws(n):
dl(2), dl([n]r 2), dl(3), dl([n]r 3), . . . , dl(n− 1), dl([n]r (n − 1))
is a G-invariant covering to which we may apply the equivariant nerve lemma (Lemma
2.5). We show this with two lemmas:
Lemma 3.1. The family of subcomplexes {∆i}i∈I is a G-invariant covering of ∆ˆws(n)
with nerve N ({∆i}) a simplex.
Proof. Any face of ∆ˆws(n) either does not contain some singleton k ∈ {2, 3, . . . , n− 1}, in
which case it lies in dl(k), or it does, in which case it cannot also contain its complement
[n]r k and therefore lies in dl([n]r k). Hence these subcomplexes cover ∆ˆws(n). It is also
clear that this covering is G-invariant.
To see that N ({∆i}) is a simplex, notice that for any subset σ ⊂ I the intersection⋂
i∈σ ∆i contains the subcomplex st({1n, 23 · · · n − 1}) ⊂ ∆ˆws(n) (as this subcomplex
consists of exactly those faces of ∆ˆws(n) which contain no singletons and no complements
of singletons) and is thus nonempty. 
Given Lemma 3.1, in order to apply Lemma 2.5 to the covering {∆i}i∈I to conclude that
∆ˆws(n) is G-contractible, it remains to verify the following:
Lemma 3.2. For every subset σ ⊂ I, the intersection
⋂
i∈σ ∆i is Gσ-contractible.
To prove this, we induct on the number of free complementary pairs of an intersection⋂
i∈σ ∆i, meaning the number of pairs of subsets (k, [n] r k) such that neither dl(k) nor
dl([n]r k) is involved in
⋂
i∈σ ∆i.
Proof. For the base case, suppose that we are given an intersection⋂
i∈σ
∆i =
(
dl(k1) ∩ dl(k2) ∩ · · · ∩ dl(km)
)
∩
(
dl([n]r ℓ1) ∩ dl([n]r ℓ2) ∩ · · · ∩ dl([n]r ℓn)
)
which has no free complementary pairs. We claim that the family of subcomplexes {Kj}j∈J
which is composed of the subcomplexes
st(1n), st(23 · · · n− 1),
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{st(r)}r∈{2,3,...,n−1}r{k1,k2,...,km},
{st([n]r s)}s∈{2,3,...,n−1}r{ℓ1,ℓ2,...,ℓn}
is a Gσ-invariant cover of
⋂
i∈σ ∆i to which we may apply Lemma 2.5. (Note: here, we
are taking the stars within the subcomplex
⋂
i∈σ ∆i. We may do this because each of the
vertices whose stars are in this cover do indeed lie in
⋂
i∈σ ∆i by hypothesis.)
To see that the subcomplexes Kj cover
⋂
i∈σ ∆i, note that any face of
⋂
i∈σ ∆i which is
not in st(1n) must contain some singleton r 6∈ {k1, k2, . . . , km}, and therefore lies in st(r),
which will be in the cover. Moreover, the cover {Kj}j∈J is Gσ-invariant as each element
of the subgroup Gσ of G either fixes or interchanges 1n and 23 · · · n − 1, and thus either
preserves or interchanges their stars. Each element of Gσ sends singletons and complements
of singletons that are not contained in
⋂
i∈σ ∆i to one another, and thus sends elements of(
{2, . . . , n− 1}r {k1, . . . , km}
)
∪
(
{[n]r 2, . . . , [n]r (n− 1)}r {[n]r ℓ1, . . . , [n]r ℓn}
)
to one another. Hence each element of Gσ sends their stars to one another as well.
Finally, we show that for every subset τ ⊂ J , the intersection
⋂
j∈τ Kj is (Gσ)τ -
contractible. We separate this into a few simple cases (that may overlap). In each case,
we exhibit a cone point for the intersection which, together with the fact that
⋂
j∈τ Kj
will always be a (Gσ)τ -simplicial complex, allows us to apply Proposition 2.2 to show
(Gσ)τ -contractibility.
• Case 1: For no j ∈ τ is Kj = st(1n) or Kj = st(23 · · · n− 1).
Because
⋂
i∈σ ∆i has no free complementary pairs, for any singleton r whose star
is involved in
⋂
j∈τ Kj we know that no Kj = st([n]r r). Therefore
⋂
j∈τ Kj is an
intersection of stars of subsets which are all pairwise weakly separated, and hence⋂
j∈τ Kj is the star of a face of
⋂
i∈σ ∆i, which has a cone point.
• Case 2: For some j ∈ τ we have Kj = st(1n).
– Subcase 2.1: For at least two j ∈ τ we have that Kj is the star of a singleton.
Order the singletons whose stars are involved in
⋂
j∈τ Kj so that r1 and r2
are the two least such singletons. We claim that the vertex r1r2 is a cone
point of
⋂
j∈τ Kj . Because the subset r1r2 is weakly separated from 1n and
23 · · · n − 1, it lies in both of their stars. It is also weakly separated from
every singleton whose star is involved in the intersection since r1 and r2 are
the least two such singletons. As there are no free complementary pairs in the
intersection
⋂
i∈σ ∆i, the stars of neither [n]r r1 nor [n]r r2 can be involved
in the intersection
⋂
j∈τ Kj, so that r1r2 is also weakly separated from each
complement of a singleton whose star is involved in the intersection. Thus the
vertex r1r2 lies in each Kj , and therefore lies in
⋂
j∈τ Kj. Finally, because any
face of
⋂
j∈τ Kj consists of subsets which are weakly separated from both r1
and r2 by hypothesis and also contains no singletons (because no singleton is
weakly separated from 1n), each subset in a face of
⋂
j∈τ Kj is weakly separated
from the subset r1r2. Therefore r1r2 is a cone point, as desired.
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– Subcase 2.2: For exactly one j ∈ τ we have that Kj is the star of a singleton.
Let r be the singleton in question. At least one of the subsets 1r or rn is
not frozen, without loss of generality let it be 1r. The subset 1r is weakly
separated from both 1n and 23 · · · n−1, as well as from the singleton r and the
complement of any singleton that is not equal to r, and thus lies in their stars.
Because there are no free complementary pairs in the intersection
⋂
i∈σ ∆i,
the star st([n] r r) cannot also be involved in the intersection
⋂
j∈τ Kj , and
so the vertex 1r lies in the intersection
⋂
j∈τ Kj . Finally, because any face
of
⋂
j∈τ Kj consists of subsets which are weakly separated from r and also
contains no singletons, each subset in a face of
⋂
j∈τ Kj is weakly separated
from the subset 1r. Therefore 1r is a cone point, as desired.
– Subcase 2.3: For no j ∈ τ is Kj the star of a singleton.
Because the subset 1n is weakly separated from 23 · · · n − 1 as well as every
complement of a singleton,
⋂
i∈σ Kj is the star of a face of
⋂
i∈σ ∆i, which has
a cone point.
• Case 3: For some j ∈ τ we have Kj = st(23 · · · n− 1).
– Subcase 3.1: For at least two j ∈ τ we have that Kj is the star of a comple-
ment of a singleton.
An argument symmetric to subcase 2.1 above shows that
⋂
j∈τ Kj has a cone
point [n]r s1s2, where s1 and s2 are the two least singletons such that [n]r s1
and [n]r s2 are involved in
⋂
j∈τ Kj .
– Subcase 3.2: For exactly one j ∈ τ we have that Kj is the star of a comple-
ment of a singleton.
An argument symmetric to subcase 2.2 shows that
⋂
j∈τ Kj has a cone point
[n]r1s or [n]rsn, where s is the only singleton whose complement is involved
in
⋂
j∈τ Kj .
– Subcase 3.3: For no j ∈ τ is Kj the star of a complement of a singleton.
Because the subset 23 · · · n − 1 is weakly separated from 1n as well as every
singleton,
⋂
i∈σ Kj is the star of a face of
⋂
i∈σ ∆i, which has a cone point.
We conclude that we may apply Lemma 2.5 to show that
⋂
i∈σ ∆i is Gσ-homotopy
equivalent to the nerve N ({Kj}), which is a simplex, and therefore contractible.
For the inductive step, let (k, [n] r k) be a free complementary pair of
⋂
i∈σ ∆i. If we
have Gσ = {e} or 〈α〉, then(⋂
i∈σ
∆i
)
∩ dl(k),
(⋂
i∈σ
∆i
)
∩ dl([n]r k)
is a Gσ-invariant cover of
⋂
i∈σ ∆i for the same reason that the ∆i cover ∆ˆws(n); if we have
Gσ = 〈w0〉, 〈αw0〉, or G, then(⋂
i∈σ
∆i
)
∩ dl(k),
(⋂
i∈σ
∆i
)
∩ dl([n]r k),
ON THE TOPOLOGY OF WEAKLY AND STRONGLY SEPARATED SET COMPLEXES 9
(⋂
i∈σ
∆i
)
∩ dl(n+ 1− k),
(⋂
i∈σ
∆i
)
∩ dl([n]r (n+ 1− k))
is a Gσ-invariant cover of
⋂
i∈σ ∆i. In either case, every intersection of the subcomplexes
in the cover has at least one fewer free complementary pair. Therefore, by induction, each
such intersection is nonempty and equivariantly contractible. 
4. Proof of Theorem 1.2
In this section, we again assume that n ≥ 4.
Recall that the group G = 〈α,w0〉 is also a group of symmetries of the simplicial complex
∆ˆss(n). We begin to prove Theorem 1.2 by defining the following subcomplex of ∆ˆss(n):
Definition 4.1. We let K ⊂ ∆ˆss(n) be the vertex-induced subcomplex whose vertices are
the singleton subsets of [n] and their complements.
For example, see the left side of Figure 2, in which K is the square formed by the vertices
2, 3, 124, and 134.
Proposition 4.1. The subcomplex K is simplicially isomorphic to the boundary of an
(n− 2)-dimensional cross polytope.
Proof. The boundary of an (n − 2)-dimensional cross polytope is the clique complex of
a graph of n − 2 pairs of antipodal vertices, each of which is connected to every vertex
except for its antipode. The subcomplex K has n − 2 pairs of complementary vertices
(the singleton k and its complement [n]r k), each of which is separated from every vertex
except for its complement. 
As a cross polytope is homeomorphic to a ball, its boundary is homeomorphic to a
sphere, so that K is homeomorphic to Sn−3. We note that G preserves K, and acts on it
as follows: α acts by set complementation, which passes to the antipodal map on Sn−3,
and w0 acts by exchanging each singleton k with n + 1 − k and each complement [n] r k
with [n]r (n+ 1− k), which, if Sn−3 is given the usual embedding in Rn−2 with the axes
labelled as x2 through xn+1−k, passes to permuting the axes by exchanging each xk with
xn+1−k.
To prove Theorem 1.2, we will define a G-map π : |∆ˆss(n)| → |K| that we will prove to
be a G-deformation retraction by a contractible carrier argument.
4.1. Defining a map π : |∆ˆss(n)| → |K|. The following lemma will allow us to indirectly
define a map π:
Lemma 4.1. Assume we have a function π′ : Sd(∆ˆss(n))→ Sd(K) defined on the vertices
of Sd(∆ˆss(n)) and with the following property: For each face τ = {σ1 ⊂ · · · ⊂ σm} of
Sd(∆ˆss(n)), where each σi is a face of ∆ˆss(n), we have that
⋃m
i=1 π
′(σi) is a face of K.
Then π′ induces a map π : |∆ˆss(n)| → |K|. If π
′ is G-equivariant, then so is π.
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Proof. We recall that there are natural homeomorphisms between the geometric realizations
of a simplicial complex and its barycentric subdivision, |∆ˆss(n)| ∼= |Sd(∆ˆss(n))| and |K| ∼=
|Sd(K)|. Thus we may define a map |∆ˆss(n)| → |K| by defining first where the vertices of
Sd(∆ˆss(n)) are sent, and then sending any convex combination of some vertices that form
a face to the corresponding convex combination of their images in |K|. We need only check
that those convex combinations exist; that is, for any face τ = {σ1 ⊂ · · · ⊂ σm} that the
images of each vertex σi ∈ τ lie on the geometric realization of the same face ν ∈ K.
We have that the vertex of the barycentric subdivision ν ′ ∈ Sd(K) lies in the geometric
realization of a face of K, |ν| ⊂ |K|, if and only if the vertex set of ν ′ is contained in the
vertex set of ν. Thus if
⋃
σi∈τ
π′(σi) is a face of K, then all of the π
′(σi) will lie on the
same face, so that we will have defined a map π : |∆ˆss(n)| → |K|, as desired.
Finally, we remark that if π′ respects the action of G, then so does the induced map π,
because taking corresponding convex combinations respects the action of G. 
We now define a map π′ : Sd(∆ˆss(n)) → Sd(K) on the vertices of the barycentric sub-
division to which we will be able to apply the preceding lemma. For σ a face of ∆ˆss(n)
and for v a vertex of K, we let v ∈ π′(σ) if and only if σ ∪ {v} is a face of ∆ˆss(n) but
σ ∪ {α(v)} is not. By design, π′(σ) will not contain any complementary pairs, so that as
long as it is nonempty it will in fact be a face of K, i.e. a vertex of Sd(K). We also note
that π′ respects the action of G.
We now prove for any face σ ∈ ∆ˆss(n) that π
′(σ) is in fact nonempty via the following
lemma:
Lemma 4.2. There is no face σ ∈ ∆ˆss(n) such that for each k ∈ {2, 3, . . . , n−1}, we have
that either both or neither of σ ∪ {k}, σ ∪ {[n]r k} is a face of ∆ˆss(n).
Proof. We argue by contradiction, assuming n is minimal such that a counterexample σ
exists.
Encode a vertex v of ∆ˆss(n) — which may also be viewed as a subset of [n] — as a
sequence of n 0s and 1s, with a 0 in the kth slot if k /∈ v and a 1 in the kth slot if k ∈ v.
For example, 001100111 corresponds to 34789 ⊂ [9]. Each segment of zeros or ones in the
sequence is either initial, final, or interior. We say that a slot is initial, final, or interior if it
lies in an initial, final, or interior segment of 0s or 1s, respectively. Note that two sequences
are not strongly separated from one another if and only if for some slots k1 < k2 < k3, one
sequence restricts to 101 and the other restricts to 010.
These sequences clearly indicate the singletons and complements of singletons from which
they are strongly separated:
• If a slot j is in an initial or final segment of 0s or 1s, then both the singleton {j}
corresponding to the slot and its complement [n]r {j} are strongly separated from
the vertex corresponding to the sequence.
• A singleton {j} corresponding to an interior 0 in slot j will not be strongly separated
from the vertex while its complement [n]r {j} will be.
• A singleton {j} corresponding to an interior 1 in slot j will be strongly separated
from the vertex while its complement [n]r {j} will not be.
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In the counterexample σ, each slot j falls into one of two categories: either both the
singleton {j} and its complement [n]r {j} are separated from every vertex in σ, i.e. j is
always in an initial or final segment, or else some vertex is not strongly separated from
the singleton {j} and some other vertex is not strongly separated from the complement
[n]r {j}, i.e. one vertex has an interior 1 in slot j and another has an interior 0. If there
were more than one slot that is always initial or more than one slot that were always final,
we could remove one of the extra slots and the collection would remain a counterexample,
so that n would not be minimal.
Thus there is only one slot that is always initial and one that is always final, so that for
each j in the interval [2, n− 1] there is a vertex with a noninitial, nonfinal 1 in slot j. Let
vj be such a vertex, with the segment of 1s containing slot j extending as far to the right
as possible. Let k1 = 2, and for ki−1 ∈ [2, n−1], let ki be the slot of the first zero after slot
ki−1 in vki−1 . The sequence of ki is a strictly increasing sequence of integers, and the fact
that the 1 in slot ki−1 of vki−1 is nonfinal means that for ki−1 ∈ [2, n − 1], we must have
that ki ∈ [2, n], with k1 ∈ [2, n− 1], so that we must for some m have k1 through km−1 all
in [2, n − 1], with km = n.
We also must have that vki has a zero in some slot in the interval [ki−1, ki−1]; otherwise,
vki would contain the segment [ki−1, ki] in a noninitial and nonfinal segment of 1s, which
ends further to the right than the ending point of slot ki− 1 of the corresponding segment
in vki−1 , contradicting the definition of vki−1 . We also need that vki ∩ [ki + 1, n] ⊃ vki−1 ∩
[ki + 1, n]; otherwise, for some slot in [ki−1, ki − 1], for the slot ki, and for some slot
in [ki + 1, n], we have that vki−1 restricts to 101 and vki restricts to 010, meaning that
they are not strongly separated from one another, a contradiction of the assumption that
vki ∩ [ki + 1, n] 6⊃ vki−1 ∩ [ki + 1, n].
We have that km = n, so that vkm−1 has a 0 in slot n. By induction, as each vki ∩{n} ⊃
vki−1 ∩{n} we must have that vk1 = v2 has a 0 in slot n, so that v2 restricts to 101 in slots
1 < 2 < n. By a symmetric argument, σ must contain a vertex that restricts to 010 in
the same slots, but these two vertices cannot be strongly separated from one another — a
contradiction of the assumption that a counterexample exists. 
Thus we must have that each π′(σ) is nonempty, so that π′ is in fact a function from
the vertices of Sd(∆ˆss(n)) to the vertices of Sd(K). By Lemma 4.1, π
′ will induce a map
π : |∆ˆss(n)| → |K| if for each face τ = {σ1 ⊂ · · · ⊂ σm} of Sd(∆ˆss(n)) we have that
⋃
i π(σi)
is a face of K.
If a vertex v of K is in π(σi), then we have that v is strongly separated from each vertex
of σi, so that for j < i, we have that v is strongly separated from each vertex of σj ⊂ σi, so
that α(v) is not in π(σj). Also, α(v) is not strongly separated from some vertex in σi, which
for j > i must also be a vertex of σj ⊃ σi, so that α(v) is not in π(σj). Thus
⋃
j π(σj)
does not contain any complementary pairs, and any set of vertices of K not containing
complementary pairs forms a face.
4.2. Proving that π is a G-deformation retraction. We let ι : |K| →֒ |∆ˆss(n)| be the
inclusion map. Each face of K (i.e. each vertex of Sd(K)) is strongly separated from every
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vertex of K other than the complements of its vertices, so that π′ acts as the identity on
vertices of Sd(K) ⊂ Sd(∆ˆss(n)) and thus induces the identity on |K| ∼= |Sd(K)| ⊂ |∆ˆss(n)|.
Hence π ◦ ι is the identity on |K|. Thus to show that π is a deformation retraction, we
need only show that ι ◦ π is homotopic to the identity map on |∆ˆss(n)|.
By Lemma 2.4, it is enough to find a valid common contractible carrier for the identity
map on |Sd(∆ˆss(n))| ∼= |∆ˆss(n)| and for ι ◦ π. If τ = {σ1 ⊂ · · · ⊂ σm} is a face of
Sd(∆ˆss(n)), let C(τ) = st(σ1), taken here as the star of a face of ∆ˆss(n), rather than the
star of a vertex of Sd(∆ˆss(n)). For faces τ, τ
′ ∈ Sd(∆ˆss(n)), we have that τ ⊂ τ
′ implies
σ1 ⊃ σ
′
1, which implies st(σ1) ⊂ st(σ
′
1). Since st(σ1) is Gσ1-contractible by a straight line
homotopy to the center of σ1, with Gτ ⊂ Gσ1 , we have that C(τ) is Gτ -contractible, with
C(gτ) = gC(τ).
The identity is carried by C because the image of |τ | is contained in |σm| ⊂ st(σ1).
For each v ∈
⋃
i π(σi), there is some σi ∪ {v} that is a face of ∆ˆss(n). Thus σ1 ∪ {v} ⊂
σi∪{v} is also a face of ∆ˆss(n). We know that ∆ˆss(n) is a clique complex in which σ1 and⋃
i π(σi) are both cliques, and σ1 ∪{v} a clique for each v ∈
⋃
i π(σi), so that σ1 ∪
⋃
i π(σi)
is a clique, and thus forms a face of ∆ˆss(n). Hence
⋃
i π(σi) is in the star of σ1, with the
image of |τ | contained in |
⋃
i π(σi)|, so that π(|τ |) ⊂ |
⋃
i π(σi)| ⊂ C(τ), as desired.
5. Homeomorphism Types
In addition to homotopy types, we may also consider the homeomorphism types of
∆ˆss(n) and ∆ˆws(n). Results by Leclerc and Zelevinsky [5, Theorem 1.6] and by Danilov,
Karzanov, and Koshevoy [3, Theorem B] on the maximal sizes of weakly separated and
strongly separated collections, respectively, imply that both ∆ˆss(n) and ∆ˆws(n) are pure
of dimension
(
n−1
2
)
− 1. Based on these results and on Figures 1 and 2, one may question
whether or not ∆ˆss(n) ∼= S
n−3 ×B(
n−2
2
) and ∆ˆws(n) ∼= B
(n−1
2
)−1. In fact, neither of these
is true. This is due to the fact that the boundary of ∆ˆss(5) (expected to be homeomorphic
to S2 × S2) was found to have nontrivial reduced homology groups
H˜2(∂∆ˆss(5)) ∼= Z, H˜3(∂∆ˆss(5)) ∼= Z
9, H˜4(∂∆ˆss(5)) ∼= Z,
and that the boundary of ∆ˆws(5) (expected to be homeomorphic to S
4) was found to have
nontrivial reduced homology groups
H˜2(∂∆ˆws(5)) ∼= Z, H˜4(∂∆ˆws(5)) ∼= Z.
The task of formulating a new conjecture on the homeomorphism types of ∆ˆss(n) and
∆ˆws(n) is made more difficult by virtue of the fact that ∂∆ˆss(n) and ∂∆ˆws(n) are not,
in general, manifolds. Using the software package polymake, we were able to determine
that neither are manifolds even in the n = 5 case. If they were, then the link of every
d-dimensional face would have the homology of a (3 − d)-sphere; however, in the case of
∂∆ˆws(5), the links of the vertices 15 and 234 were found to have reduced homology groups
H˜1 and H˜3 isomorphic to Z. Further computations showed that lk({15, 234}), the only
link of an edge in the boundary without the homology of a 2-sphere, is the disjoint union
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134 245
34 35 14 23
124 125 145 235
25 13
Figure 3. The link lk({15, 234}) within ∂∆ˆws(5).
3 4
234 245
25 24
35 34
Figure 4. The link lk({2, 23, 234}) within ∂∆ˆss(5).
of two boundaries of octahedra, as pictured in Figure 3. In the case of ∂∆ˆss(5), the link of
the face {2, 23, 234} within ∂∆ˆss(5), which is expected to have the homology of a 1-sphere,
is homeomorphic to two disjoint circles, as pictured in Figure 4.
We note that the homology of ∂∆ˆws(5) in particular indicates that we may have a
homeomorphism ∂∆ˆws(5) ∼= S
2 ∨ S4, which is also not a manifold. Hence there may be
some hope that, in general, ∂∆ˆws(n) is a wedge of spheres. Computing the homology of
∂∆ˆws(6) already becomes too time-consuming, however, and therefore no conjecture on
the homeomorphism type of ∂∆ˆws(n) has been posed.
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