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Summary 
Probability models are developed for the failure of parallel brittle fibres 
embedded in a relatively soft plastic matrix. A loss of load-bearing occurs in the 
region surrounding a fibre break, resulting in a concentration of stress in 
neighbouring fibres. These stress concentrations cannot be measured directly, 
but by assuming them to be a chosen function of unknown parameters, the 
failure of the composite may be modelled. It is then shown how the stress 
concentration parameters may be estimated using the method of maximum 
likelihood. The technique is illustrated using experimental data for different 
materials, and in particular, it is shown how the stress concentration 
parameters vary with fibre spacing. 
The appearance of breaks along a fibre is, in nature, a point process. 
Load-sharing between two fibre processes will lead to a degree of nearly 
coincidental breaks. The degree to which 'coincidences' or 'matchings' occur 
in two independent point processes is examined. An unusually high degree of 
matching can be defined, and used to infer that processes are not 
independent. The exact analysis for a fibre-break process is intractable, but 
several approximate alternatives are studied, and compared with real and 
simulated data. 
The probability models for composite failure rely on assumptions about the 
underlying strength of the fibres. Principally, the 'weakest-link' property is 
assumed, frequently characterised by use of the Weibull distribution. A 
non-parametric test of this property is devised, and specially designed 
experiments show that weakest-link is apparently open to considerable doubt. 
It is shown that the existence of different causes of failure, all of which may not 
be present all of the time, give rise to some new types of failure model. It is 
demonstrated that these do not have the weakest-link property, even when 
based on the Weibull distribution, and that they are consistent with some 
experimental results. 
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1 
Introduction 
The following is an account of work aimed at gaining greater insight into the 
factors contributing to composite failure, in the form of statistical inference in 
the context of a proposed model, examination of underlying assumptions, and 
development of associated probability models, which may have application 
outside this particular field. 
Work in probability models for fibrous materials originated in the 1920's, but 
much is still unknown about the failure of composites. Such materials began 
to be widely used in the 1960's, and the degree and range of application has 
continued to increase. There remains considerable interest in characterising the 
statistical and mechanical properties of fibres and composites. It is only 
recently that experiments of the intricate nature necessary to test and enhance 
new and existing theories have been possible. It is also the case that much of 
the statistical analysis and simulation required is computationally highly 
intensive, and even now this imposes certain limitations. 
The mechanism governing the failure of strong brittle fibres contained within 
a relatively soft, plastic matrix, is essentially a function of three factors, (i) the 
inherent strength of individual fibres, (ii) the ability of the matrix to transfer 
load between fibres, and (iii) the extent to which a fibre becomes unloaded in 
the region of a break. Theories regarding the behaviour of a collection of fibres 
of equal length held in parallel originate with Daniels (1945). His model 
assumed that if some fibres fail, the load is redistributed equally over all 
surviving fibres. In recent years the chain of bundles model, due to Harlow 
and Phoenix, and models involving a local load redistribution have been 
extensively studied. Various works, such as Batdorf (1982) and Smith et al. 
(1983), have involved the calculation of the probability of failure of a bundle of 
fibres, and assumptions have been made about the stress concentrations 
representing the load redistribution due to individual fibre failures. 
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Here, new methods of statistical analysis are proposed, based on the principle of 
maximum likelihood, by which it is possible to make inferences about stress 
concentration factors, and further, to assess the validity of the statistical theory 
of composites. The models are specialised and very little use has been made of 
standard methodology, but the statistical ideas are closely connected with 
methods for inference from point processes. In Chapter I the modelling of the 
composite failure process is based on the chain of bundles notion, whereby a 
bundle of N parallel fibres is considered to be a chain of short bundles of N 
fibres, and is illustrated using experimental data for carbon fibres in a 
glass-epoxy resin obtained at the University of Surrey by M.J. Pitkethly. 
There are necessarily certain approximations and assumptions inherent in the 
model which centre first on the weakest-link property, and second on the 
nature of the interval which becomes unloaded either side of a fibre failure. 
This interval is commonly referred to as the ineffective length. It is shown 
here how the results concerning stress concentration factors are consistent with 
the view that the stress restoration over the ineffective length has an 
exponential pattern. 
The chain of bundles model assumes sub-bundles to be independent, and some 
data for tungsten-cored silicon-carbide fibres in resin, collected by D.A. Clarke at 
Surrey, for which this model was clearly inappropriate, prompted the 
development of a more general dependent bundles model. This gives rise to 
some further computational problems and the analysis and application of the 
model are explored in Chapter IT. 
The treatment of multiple breaks along a fibre as a point process is further 
examined in Chapter III, by relating the degree of load-sharing between fibres 
to a significant level of coincidence of breaks in adjacent fibres. Examples 
involving coincidences in line processes include satellite signal transmission, 
computer communication networks and co-ordinated actions in animal 
behaviour. Consideration of such processes dates back to Gilbert and Pollack 
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(1957) who considered coincidences in two Poisson processes. Cox and Lewis 
(1962) describe a similar problem in the form of near-coincidence of events of 
two types. Most recently, Bochynek and Pflug (1989) look at the coincidence of 
events in two renewal processes, and show that the limiting distribution of the 
number of coincidences, or matchings, tends to a Poisson distribution as the 
matching interval tends to zero. Here, the interest is the behaviour of such 
processes away from the limiting situation. The fibre-break process is an 
example of an 'inhibited' process. The inhibition takes the form of it being 
extremely unlikely that two points in one process are ever closer than some 
interval, being in the case of fibres, the ineffective length. Inhibited processes 
are not dealt with in point process theory because they are difficult to handle by 
the usual methods. In fact, little exact analytic work is possible. 
Approximations to the fibre-break process are considered here, in the form of a 
discrete, chain of bundles style equivalent, and a Type I counter process, which 
is where events are recorded in time, but each event is followed by a fixed 
interval during which no further events may be recorded. Devices such as 
geiger-counters operate in this way. For these processes it is shown how the 
distribution of matchings departs from a Poisson distribution as the matching 
interval and inhibited interval increase from zero. 
Models for single fibre strength date from the 1920's, and in particular the 
famous Weibull (1939) model forms the basis of much of the study of fibre 
strength. The popularity of the model is partly due to the fact that it embodies 
the 'weakest-link' principle, which says that a fibre may be considered to be a 
series of independent segments, or 'links', and that fibre failure is determined 
by the weakest link. It has commonly been assumed that brittle fibres must 
conform to this principle, but little work has been carried out to date which 
specifically tests this property. A new non-parametric test is described in 
Chapter IV which has the power to infer whether or not any kind of 
weakest-link model for strength is appropriate. 
It is clear that there is considerable scope for new types of failure model which 
4 
do not have the weakest-link property. Numerous data sets have been studied 
in recent years for which a single mode Weibull distribution for strength has 
proved less than satisfactory. It has been suggested, and sometimes 
experimentally verified, that more than one type of failure mode is a frequent 
occurrence. Some new ideas, which have a sound physical interpretation, 
regarding experimental factors, and competing-risks and mixture distributions 
are explored in Chapter V, and prove to be of some value in explaining 
apparent departures from weakest-link. 
-------------------------------------------- - ----
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Chapter I 
STRESS CONCENTRATIONS IN PARALLEL FIBRE COMPOSITES (1) 
1.1 Introduction 
This investigation centres on composites consisting of parallel fibres, which 
are strong, embedded in a relatively soft matrix. The matrix does not 
contribute directly to the tensile strength, but contributes indirectly by 
transferring stress between fibres. The amount of stress transferred is 
dependent on the distance between fibres, and the concentration of that stress 
overload will depend on the length of fibre affected. 
Fibres may be arranged relative to each other in a variety of ways, some in 
regular well-defined ways, but often in practice in irregular patterns. 
When a fibre fails, the amount of its load passed to other fibres depends on 
the arrangement of fibres and how far away its surviving neighbours are. 
Excess load not passed to other fibres is absorbed by the matrix. 
Typical regular fibre arrangements are shown in Fig.l.l. Under a "local" 
load-sharing rule, when a fibre fails, some or all of the load is shared amongst 
a few surviving nearest neighbours, indicated by the arrows in Fig.1.1. Typical 
load-sharing rules are 1 + r /F or 1 + ｾｲ＠ /F , where r is the number of failed 
nearest neighbours and F is termed the load sharing factor. In Fig.1.1 all the 
fibres arrowed haver= 1 and when the applied stress is x, they each experience 
stress kx where k might be 1 + ｾｲ＠ /F say. 
As failures progress, so the value of r for individual surviving fibres 
increases. Fig.1.2 illustrates. 
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The length of surviving fibre affected by stress overload is dependent on 
the length of fibre unloaded when a break occurs. The full load is not 
restored until some distance from the failure point. In Fig.1.3 the distance d 
may be called the positively affected length (PAL), and is essentially 
unknown. 
Standard stress tests strain fibres until the first break occurs, and these have 
been used to examine theories for single fibre and bundle failure. Here the aim 
is to obtain more direct information about stress concentrations. They cannot 
be physically measured, but if detailed data are available concerning the 
positions and failure stresses of individual breaks in the composite then 
much can be learned about the stress concentrations. Data available to date 
relate to equally-spaced fibres in linear arrays. There are considerable 
experimental difficulties in constructing regular 3-dimensional arrangements 
and further in observing all fibres simultaneously. 
Here is described a new method of statistical analysis which attempts to 
model the whole process of the appearance of fibre fractures in the 
material, and by which it is possible to make inferences about the magnitudes 
of stress concentration factors. 
Fig. 1.1 
Fig. 1.2 
Fig.1.3 
0 0 
0 0 0 
Rectangular Hexagonal 
0 o-®-0 0 
Q9 - Failed fibre. 
0 - Unfailed fibre. 
Linear 
Regular fibre arrangements and local load-sharing. 
r=1 r=3 r=2 r=1 
0®®0®0®0 
The number of failed near neighbours (r) in a linear array of 8 fibres. 
Q 
d 
Region of 
stress overload 
) 
Fibre break and corresponding affected length in a neighbouring fibre. 
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1.2 Statistical Model for single fibre strength 
The long established model for single fibre strength, introduced by Weibull in 
1939, rests on the assumption that failure is due to flaws which occur 
independently and randomly along the length of the fibre. The 
two-parameter Weibull distribution gives the survivor function 
Sa(x) = exp{ -a(x/x1)w} = exp{-(x/xa )w} 
where a is the length of the fibre, x1 the characteristic stress of the ｦｾ｢ｲ･＠ at 
length 1, and w the Weibull shape parameter. The characteristic stress at 
length a is Xa = x1 a-1/w. This distribution is commonly deduced from the 
"weakest-link" concept i.e. the assertion that a fibre is only as strong as its 
weakest portion. Long fibres must be weaker than short fibres since in a long 
fibre the the probability of encountering a flaw is greater than in a short 
fibre. 
Suppose a fibre of length a consists of n segments of length d, then the 
probability that the fibre survives stress x must equal the probability that all 
the segments survive stress x. If all segments can be regarded as independent 
then 
Sa (x) = [ Sd (x) ] n . 
The wide popularity of the Weibull distribution arises from the fact that it is 
consistent with this relation, and is a simple two-parameter function found to 
be consistent with strength data for a wide variety of materials. 
How to calculate the probability of a sequence of failures will now be 
considered. Suppose a fibre of length Lis known to fail at some point between 
stress x and the higher stress x*. The probability of this event is 
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prob( survives x ) - prob( survives x*) 
= SL(x) - SL(x*) 
= where F = 1- S 
In the limiting case x* -> x this reduces to fL(x) dx ,where fL(x) is the 
probability density function for the strength of fibres length L, and dx = x* - x. 
Now suppose a fibre fails whilst under the influence of transferred load due 
to the failure of adjacent fibres. This enhancement of effective load can be 
reflected in the application of a load concentration factor, k. When the 
applied stress is x the fibre experiences stress kx. As failures around a fibre 
progress the load concentration factor will increase from its initial value of 1. 
If it is known that a fibre failed at stress x, but it is not known precisely at what 
load concentration factor, only that at the last known point of survival it was k 
and at failure could have been as high as k*, then the probability of failure in 
this interval is FL (k*x) - FL (kx) . 
If the load concentration factor at failure is known then the probability of 
failure is proportional to dF(kx) I dx = k f(kx). 
1.3 Models for fibrous composites 
Many of the theoretical models for fibrous composites, for example those 
studied by Harlow and Phoenix (1978,1981), are concerned with fibres arranged 
in a linear equally-spaced array. The load on any unfailed fibre depends on r, 
the number of adjacent failed fibres. The load concentration factor k is given by 
k = 1 + g(r) 
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where g(r) may take many forms. Harlow and Phoenix, for example, take this 
to be r /2. It is accepted that in practice all sharing fibres may not in fact bear an 
equal load increment, and that the actual stress concentrations are not as 
localised as simply confined to nearest unfailed neighbours. However, the 
simplified model is considered to represent the essential features of the 
situation and makes the following calculations possible. Here, following 
Bader and Pitkethly (1986), it is assumed that g(r) = ..Jr I F , where F is a 
parameter, termed the load sharing factor , which reflects the degree to which 
the load of a failed fibre has been transfered to other fibres, and it would be 
expected that as the distance between fibres increases so the transference 
decreases and consequently F should rise. It is commonly considered that if 
the distance between fibres exceeds four to five fibre diameters then the load 
sharing between fibres is negligible i.e. F is effectively infinity. 
In accordance with the "chain-of-bundles" model due to Harlow & Phoenix a 
set of N parallel fibres (a bundle) is considered as a set of m independent 
sub-bundles length d, i.e. md = L. [Fig.1.4] 
With data for the failures recorded in such a bundle, a contribution, Li 
say, to the likelihood function may be calculated for the i'th sub-bundle. The 
overall likelihood function is obtained by multiplying together the 
contributions from them sub-bundles, provided the independence assumption 
is valid. 
As an example, suppose a sub-bundle provides the following data for each 
fibre. The failure status is 0 if failed, 1 if unfailed at maximum applied stress, 
the applied stress at failure, x j ,and the maximum applied stress, Xm. 
fibre 
status 
1 
0 
failure stress x1 
2 
1 
3 
0 
4 5 
0 1 
6 7 
1 0 
11 
N fibres 
I. L=md .I 
Fig. 1.4 Chain-of-Bundles model 
---- ---- ---------- - -, 
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Under the given load-sharing rule, appropriate load scaling factors can be 
calculated for each fibre, whether it be for the point of failure, an interval in 
which failure occurred, or when the maximum stress has been applied without 
failure. 
The joint probability, or likelihood, of the set of outcomes described above is 
where for f and S read fct and Sct respectively. The term denoted { ... } refers to 
the probability density for the event of two adjacent fibres apparently failing 
simultaneously at the same stress. This phenomenon is discussed next. 
1.4 "Simultaneous" failure 
Suppose a group of n fibres is observed to have failed together at stress x. It is 
assumed that failure was initiated by just one of the group, and that the others 
followed as a result of the increased load placed upon them. For n = 2 there are 
only two possibilities: either fibre 1 was the initiator or fibre 2 was. So the 
probability density for this event is 
prob ( 1 then 2) + prob( 2 then 1 ). 
The order of failure will affect the load concentration factors, at failure, or 
over an interval during which failure occurred. The probability density 
above will take the form 
------------------------------------------------------------------------- -
I 
I 
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Here k1 and k2 are the initial load concentration factors on fibres 1 and 2, k1* 
is the load concentration factor on fibre 1 after fibre 2 has failed, and k2* is the 
load concentration factor on fibre 2 after fibre 1 has failed. For n = 3 the 
possible sequences of failure are more numerous, and further introduces the 
situation where a failure may indirectly cause more than one other failure. 
e.g. X X X 1 2 3 X 
where 1, 2, 3, denote the subset of fibres which fail at a particular stress 
and the other fibres (denoted X) may be either failed or not. One possible 
sequence of failure is that 2 fails under its initial load, 3 fails under the 
overload from 2, and finally 1 fails as a result of the overload from 2 and 3. 
Another possibility is that the fibres fail in the order 2, 1, 3; yet another is 
that 2 fails first and then both 3 and 1 fail under the overload from 2. These 
and all other possibilities must be computed separately, the resulting 
probability density being a sum over disjoint sequences of failure. The 
probability density corresponding to each possible sequence will be of the form 
where the values of load concentration factors will vary according to the 
pattern of failure. 
In general, if we let 
Mi =the number of different patterns of failure, starting 
with fibre i, 
ki =load concentration factor at failure for fibre i, 
kj(m) = load concentration factor on fibre j when it is known 
to have survived in failure pattern m, 
kj*(m) = load concentration factor on fibre j when it is known 
to have failed in failure pattern m, 
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then the probability density for the 'simultaneous' failure of n fibres at stress x 
k Mi n 
is L ki f(kix) { L IT [ F(kj*(m)x) - F(k/m)x) ] } . 
i=l m=l j=l(poi) 
It was necessary to devise an algorithm which would efficiently identify all 
possible failure patterns. 
1.5 Algorithmic details 
The calculation of a sub-bundle's contribution to the overall likelihood 
function is only complicated by the apparent simultaneous failure of a group of 
neighbouring fibres. Here 'neighbouring' is used in the sense that failure of 
one fibre would affect the load-scaling factor applied to at least one of the others 
in the group. 
The group failure is assumed to be initiated by any single fibre, and thereafter 
fibres may fail singly or in sub-groups, each dependent on the failure of 
the previous 'sub-group', and the consequent increase in load borne by some 
surviving fibres. 
A possible approach to the calculation of the probability of this group failure 
is to utilise the inclusion-exclusion formula as discussed in Harlow, Smith 
& Taylor (1983). This method takes advantage of the overlap in some of the 
failure patterns. Here an alternative method of calculation has been used, 
based on identifying the set of exhaustive, mutually exclusive patterns of 
failure. This method detects and eliminates impossible patterns of failure, 
which in the case of a linear array makes it quite efficient. (Both methods were 
tested as a cross-check on the results.) 
First, all patterns in which each failure directly causes only one other failure, 
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i.e. all sub-groups of size 1, must be identified. In general, if there are N 
fibres in the group there are N! possible orders of failure within the event of 
failures occurring one at a time. For the linear case, only 2N-l are possible 
because it is deemed that when a fibre fails some of its load is passed only to 
its two nearest surviving neighbours (one on each side), which must then be 
then be the only possible fibres to fail next. [Fig.l.S] 
Each pattern is considered , taking the first fibre as the 'initial' failure , and 
then all possible groupings for the remaining fibres. In the linear case 
sub-group sizes (Jn) can only be 1 or 2, and L Tn = N - 1. An example is shown 
in Fig.1.6. 
The probability density for each grouping is of the form 
N 
kt f(ktx) fi [ F(ki*x)- F(kix) ] 
i=2 
where i refers to the i'th fibre to fail, and ki, ki* load-scaling factors respectively 
before and after the last sub-group failed. Failure groupings which are not 
possible are automatically excluded by ki* being found to equal = ki for any 
particular fibre. Advantage can be taken of this feature in terms of saving 
computation time, which can be considerable. For example, if a pattern is 
not possible when all sub-groups are size 1, then groups of larger size are not 
possible. This principle in fact applies more generally to any sub-group 
starting at, say, the K'th fibre. This sub-group can be of size 1,2,. ..... N-K+ 1. If a 
zero density is returned at size J there is no point in considering sizes greater 
than J. Where group sizes are greater than 1, the same combination will arise 
from more than one basic pattern. 
e.g. 1 
1 
3 4 
4 3 
2 
2 
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Load transfer 
Ｖﾮｾ＠ Unfailed fibre. 0 Current failure. 
Previously failed. 
Fig. 1.5 Fibre break in a linear array, which affects at most 2 unfailed fibres. 
Initiating failure 
! 
1 2 3 4 5 6 7 
0 0 0 ® 0 0 0 
® ® ® J1 =2 
® ® ® @ J2=1 
® ® ｾ＠ ® ® ® J3=2 
@ ® @ ® @ ® ® J4=1 
Fig. 1.6 An example of the sub-groupings in the "simultaneous" failure of a 
group of seven fibres, failure initiated by just one of the fibres. 
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If, say, a group of size J occurs that same event will arise from J! patterns. 
Therefore the density contribution for each possible grouping is in fact 
density 
For each pattern, the sub-groups are initially set to 1, then all possible last 
sub-group sizes, within all possible next-to-last sub-groups, within all possible 
second-to-last sub-groups, ---etc. are considered. The process is essentially 
recursive in nature, and is most elegantly programmed in a language which 
supports recursive calls of subroutines. 
1.6 Maximising the Likelihood Function 
The likelihood function, L, for the complete bundle is a product of probabilities 
across all sub-bundles 
i.e. L = L1 L2 L3 L4 Ls ......... Lm. 
The likelihood function defines a probability of the events observed for given 
parameter. values. A standard estimation method is to choose values for 
unknown parameters which maximise the likelihood function. For this 
purpose it is more convenient to use the log-likelihood, Li log Li = logL. 
Here logL is primarily being considered as a function ofF, the load-sharing 
parameter, and d, but the Weibull parameters xd and w required in fd and 
Fd are also of interest. The calculations involved are sufficiently complex that 
considerable computing time is involved merely in evaluating the likelihood 
function which then has to be maximised with respect to the unknown 
parameters. It is impracticable to treat all four of the above parameters as 
unknown, so the strategy that has been adopted is to fix d and one or two of the 
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other parameters and estimate the rest. 
The choice of d is arbitrary. It is intended to represent the distance in the 
direction of the fibres over which stress concentrations occur. There is 
considerable uncertainty as to the true value, and also as to how it might vary 
with stress, but it is assumed here to be constant. A number of different values 
have been tried in the region of 3 to 15 fibre diameters, in keeping with the 
early work of Rosen (1964,1970) and Zweben (1968,1970) . 
A guide to the choice of d is that, on dividing a bundle into sub-bundles of 
length d, it is desirable that each should only have one break per fibre, and 
breaks which be might be related should be in the same sub-bundle, to support 
the independence notion. Clearly this latter condition cannot be guaranteed 
and it must be borne in mind that the chain of bundles model is only an 
approximation. 
1.7 Application to glass-carbon hybrids. 
The experimental data analysed here are taken from experiments conducted 
by M.J.Pitkethly at the University of Surrey and reported previously by Bader 
and Pitkethly (1986). The material is a glass-epoxy composite into which tows 
of carbon fibre have been inserted. The carbon fibre was taken from a spool 
of 1000-filament tow of Celion 1000. The filament diameter is approximately 8 
microns, and 1000 such fibres closely packed together in resin to form a tow 
have a diameter of approximately 0.3 mm. The analysis here treats the tow as 
though it were a single fibre of this diameter. The glass-fibre was . an E-glass 
supplied in rovings of approx. 1750 and 3500 filaments, the fibres approx. 20 
microns in diameter. The resin was formulated from a standard bisphenol-A 
epoxy-resin cured with nadic-methyl-anhydride with an amine accelerator. 
The hybrid test pieces were made by taking lengths of partially cured 
19 
resin-impregnated carbon-tows and incorporating them at different 
separations into sheets formed from unidirectional glass-fibre rovings. These 
were then impregnated with resin and cured. Test coupons were then cut from 
the sheets, 100mm long, 2mm thick, and wide enough to contain 7 carbon 
tows. Three different spacings were used (measured tow-centre to 
tow-centre): 1.5mm., l.Omm., and O.Smm. as shown in Fig.1.7. A sheet was 
prepared for each spacing and each produced five or six test pieces labelled 
randomly A, B, C,..etc. 
On loading, the tow breaks first. The glass constrains the tows so that at a 
certain distance ( d, effectively) away from the break, the full stress is restored 
and further breaks can be induced. It was possible to record the position and 
strain corresponding to each fracture of the carbon ligaments, positions to the 
nearest millimetre, up to strains between 1 and 2 per cent. Beyond this point 
there is the risk of the glass-fibre failing. 
The patterns of breaks for the O.Smm., l.Omm., and l.Smm.. spacings are 
shown in Figs.1.8 - 1.10. At 0.5 mm., many of the breaks occur straight across 
the bundle, implying that a single break has resulted in the whole 
sub-bundle breaking. At 1.0mm. the pattern of breaks is much more random 
though there are still some breaks which go some way across the specimen. 
At l.Smm. the pattern seems completely random. It may be inferred that at 
O.Smm. spacing there is a high degree of stress overload, whereas in the 
l.Smm. case the degree of stress overload between carbon tows is very 
small. Following Bader & Pitkethly, the load-sharing rule adopted is 1 + vr /F. 
The form vr arises from the notion that a stress concentration in fracture 
mechanics is proportional to ｾ｡Ｌ＠ where a is crack length. The parameter F 
reflects the degree to which the load of a failed fibre has been transferred to 
other fibres. The value ofF is expected to increase with the inter-tow 
distance, being effectively infinity if this distance exceeds 4 to 5 fibre 
diameters. 
1.5mm o-----n 
-l l- 0.3mm 
1.0mm o---u 
0.5mm 
OD 
Fig. 1.7 The different fibre spacings used In the glass-carbon hybrid. 
H15.A 
-----+--------+-----+----+--------+-------+----------------------+---------------------+--------+---
--------+-------+------+----+-------+--------+------+--------+-----+-------------+------+-------+---
---------------+-----------------------------------------------------------------+------------------
+-------+------+----+------+-----+----+------------------------+---------------+--------------------
--+-------+--------+-----------------------+-------------------------------------------------+------
--+---------+-----+----+---------+----------+----------------+--------------------------------------
------+---+------+-----+------+------+-----+------------+------------+-----------+------------+-----
H15.B 
--+----------------+----------------------------------------+-------------+-----------+--------+----
--+----------------+--------+----+------------+---------------+-----------------------+-------------
--+--------+---------+-------+--------+---------+---------+-----+--------------+-------------+------
--+-----+----+----------+----------+--------+-----+---------+------+-------+----+----------+-----+--
----------------------------+-------+---------+---------+--------+-----+--------+--------+----------
-----+-----------+----------+---------------------+------+-----+-----+------------+-------+---------
+--------+-------+---------+-------+-------+---+----+------+--------+----+--------+-------+----+----
H1S.C 
-----------------------------+----------+------------+--------+------+-----------+-------+----------
---------------+-------+---------------------------------------+-------+-----------------+----------
----------+------------+--------------------------+----------------+--+--------+---------+-------+--
------+------+------------+------+------+----+------+-------+--------+---------+-------+-------+----
---+----------+-----------+----+--------------------------------+---------------------+----------+--
-----+----------+----+-------+--------+--+-----------+---------+----------++-------+-------+---+----
----------+--+-----------------+-------------------+-----+--------+------+---------+------------+---
H1S.D 
------------------------+---------+------+----+-------+-----------+-------+--------+---+---------+--
----------+-------------+-----+--------+------+-----------------------+--------+-----+-------+----+-
-----+-----+---------+-----------+---------+----------------------+-------+------------------+-+----
--+------------+-------+-------+---------+---------+-------------+------+--------+---------------+--
-+----+--------+----+-------+----+-----------+-----+--------+-------+-------------+--------+------+-
---+------------------+------+----------------------------------+-------+-------------------------+-
----+------+-----+-------+------+------+----+-----+------+------+-----+-----+-------+-------+-------
HlS.E 
-------------------------------+---------------+-----------------------------------------------+----
---------+---------------------+-----+---------+----+--------+----+--------+-----------+---------+--
----------------+------------+----------+---------------------------------+-------------------------
---------+-------------------+-----------+---------------------------------+------------+-----------
------+--------+-----+---------------+-------+---------+------------------+----------+--------+-----
--+------------+----------+----+-----+-------+---------------------------------+--------------+-----
-----------+----------+---------------------+-------+----------+-----------------+-----------+------
Fig.1.8 Patterns of breaks in tows with 1.5mm. spacing 
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H10.A 
+-------+-----+----------+--------+------+------+-------+---------+-----+----+----------+-------+---
+-----+-------+-----+--------+-----------+----+---------+--------+-----------+----------+-----------
----+-----------+-----+---------+--------+------+----------------+-----------+----------+----+------
----+------+----+-----+-------+----+---+-----+------+---------+----------+------+-------------+-----
-----+-----+----+-------+-----+------+------+------+---------+----------+-----+-------+-------------
-------++--+----+------+------+-----+----+---------+---------+----------------+------+-----+--------
-+----+-------+---------+----+------+---+------------+-------+---+-----+-------+-------------+------
HlO.B 
---+------+---------------+-------+-------+--------+---------------+-----------+-------+----------+-
-+-----+------+-----+------+---------+----------+----------------+---+------+--------------+--------
--+-----+----------+------+----+----+--------+---+---------+------+------------------------------+--
-----+----------------+--------------+-----+-------+---------+----+----------+--------+-------------
------+----+---------------------+-------------+---------------+---------+----------+----------+----
-+-----------+----------+------+----------------+------------+------+---------+----------+-----+----
-+----------+------------------+-----------------+------------------+--------------------+--------+-
HlO.C 
+-----+----+-----+-----+----+-----+------+---+----+----+-----+------+------+-------+----+-----+---+-
--+--+----+-----+-----+-------------+--------+--------+----+--------------+----+---------------+----
--+------+------+------+--------------+-------+------------+------+-----+------+------------+--+----
-+------+-------+------+------------+--+----------+----+-----+--------+--------+-------------+------
---+------+------+-----+-----+----+------+--------+-----+-----+---+-----+------+-----------+--------
+------+--------+------+--------------+------------+-----+-------+-----------+---------+---+-----+--
+------+---------+-----+---------------+--------+-----+-----------+----------+-------+-----+--------
H10.D 
---------------+-----------------+------+---------------+------------------+-------+---+--+------+--
------------------------------+---------------+-----------+---------+---+-----+-------+-------------
---+---------+-----------------+-----------------+------+-----+----+----+-------+-----+-----+-----+-
------------+--------+-----+----+----------------+---------+--------------------+-----+--------+----
---+----+--------+------+--------+--------+------+-----------------+------+------+-------+----+-----
--------+--------+-------+--------------+-----+-----+-----+--------+-----+-------+-----+----+----+--
---------+---+--------------+----+-------------------+------+--------+----+----+-----+---+-------+--
H10.E 
--+---------+-------+-------+--------+----------------+----------+--+-----+---------+-----+-------+-
------------------------------------------+-----------+------+------------+-----------+-------------
-+--------+----------+-------------------+--------+------------------+--------------+---------------
+----------------------------------------+-----------+---+------+--------+---------+------+-------+-
--------+-------+----------------------+----+----------+-------+---------------+-------------+------
----+-------------------+--------+----------------------+--------+-------------+-------------+------
-------------------+------------------+------------------+-------------------+-----+---------+----+-
Fig.1.9 Patterns of breaks in tows with 1.011. spacing 
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HOS.A 
--------+------+---------------+---------+-------+--------+----------+-------+----------+-----------
--------+------+---------------+---------+-------+--------+----------+-------+----------+-----------
--------+------+---------------+---------+-------+--------+----------+-------+----------+-----------
-----+---------+--------------+---------+-----------------+----------+-------+----------+-----------
-----+---------+--------------+---------+-----------------+----------+-------+----------+-----------
-----+---------+--------------+---------+-----------------+----------+-------+----------+-----------
-----+---------+--------------+---------+------+------+---+-----------+------+----------+-----------
HOS.B 
---+------+---------+---------+---------+----------+----------+---------+-----------+------+--------
---+------+---------+---------+---------+----------+----------+---------+-----------+------+--------
---+------+---------+---------+---------+----------+----------+---------+-----------+------+--------
----------+-------+----------+--------------------+------+-----+-----------+-----------+---+--------
----------+-------+----------+--------------------+------+-----+-----------+-----------+---+--------
----------+-------+----------+--------------------+------+-----+-----------+-----------+---+--------
-------+--+--------+---------+-----------+--------+------+-----+-----------+-----------+---+--------
HOS.C 
---+------+-------------+-----+-------+---------+------+------+-------+--+-----+--------+-----------
---+------+-----+-------+-----+----------------+-------+-----------+-----+---+----------+------+----
---+------+-----+-------+-----+----------------+-------+-----------+-----+---+----------+------+----
---+------+------+------+-----+----------------+-------+-----------+-----+---+----------+------+----
---+------+------+------+-----+----------------+-------+-----------+-----+---+----------+------+----
---+------+------+------+-----+----------------+-------+-----------+-----+---+----------+------+----
---+------+------+------+-----+----------------+-------+-----------+-----+---+----------+------+----
HOS.D 
--+--------------+--------+------+-------+--------------------------------+------+-------------+-+--
-----------------+--------+------+-----------------------+-----------------------+---------------+--
-----------------+--------+------+-----------------------+-----------------------+---------------+--
-----------+------+--------+-----------------------------+---------------------------------------+--
-----------+------+--------+-----------------------------+---------------------------------------+--
-----------+------+--------+-----------------------------+---------------------------------------+--
-----------+------+--------+----------------+------------+-+-------------------------------------+--
HOS.E 
--------------+--------------------+----------+------------+---------------------+------------------
--------------+-------------------+-----------+------------+---------------------+------------------
---------------+------------------+----------------------------------------------+------------------
---------------+------------------+----------------------------------------------+------------------
----------------+-----------------+----------------------------------------------+------------------
----------------+--------+----------+-----------------------+--------------------------------+------
----------------+--------+----------+-----------------------+--------------------------------+------
HOS.F 
-----------+--------+-----+--------+--------------------------------------------------+-------+-----
---+----------------+----------+---+------+---------+---------------------+-------------------------
---+----------------+--------------+------+---------+---------------------+-------------------------
---+----------------+--------------+------+---------+---------------------+-------------------------
------------+--------+---------------------+-----------------+-------------+--------+--------------+ 
------------+--------+---------------------+-----------------+-------------+--------+--------------+ 
+----+---------------+---------+-----------+------------------+------------+--------+--------------+ 
Fig.1.10 Patterns of breaks in tows with O.Smm. spacing 
23 
Table 1.1 shows the numbers of breaks in the specimens and the range of 
failure strains. The maximum strain shown corresponds not only to the final 
recorded break, but is also the maximum strain applied to the particular 
specimen. Strain is converted to stress, the variable of interest, by 
multiplication of a constant factor known as the fibre modulus, which is a 
measure of stiffness, expressed as the force necessary to extend the material to 
unit strain. 
Data were also available for 7 tows touching, forming what is called a 'tape'. 
All the failures occurred straight across the whole specimen, which is in 
keeping with the trend indicated by the rest of the data. However, without 
any fibre sections surviving stress overload, it is not possible to estimate F. 
Table 1.1 
Range of breaking strains 
- a comparison across all data sets 
Data set Maximum% Minimum% No. breaks 
H1.5 A 1.899 1.633 55 
B 1.936 1.697 67 
c 1.880 1.667 61 
D 1.859 1.606 72 
E 1.885 1.703 46 
Hl.O A 1.804 1.506 85 
B 1.785 1.612 66 
c 1.782 1.547 91 
D 1.750 1.493 74 
E 1.752 1.605 56 
HO.S A 1.826 1.641 61 
B 1.843 1.660 68 
c 1.933 1.593 84 
D 1.836 1.695 43 
E 1.805 1.644 29 
F 1.850 1.576 48 
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1.8 Results of the statistical analysis 
The three parameters to be estimated are w, x1 (or equivalently Xafor any given 
a) and F. Initially wand x1 are assumed known, based either on the results of 
previous experiments or on analyses of initial failures (i.e. the first failure in 
each of the 100mm. tows) in the current experiment. The estimation based on 
initial failures is in effect assuming that these are independent from fibre to 
fibre, an assumption that seems reasonable in the case of the 1.5mm. spacings, 
but not for the other spacings in which the dependence between fibres is more 
obvious. 
The first set of data to be analysed was the 1.5mm. data. The standard 
maximum likelihood method of fitting a Weibull distribution [ Mann et al. 
(1974) p.189] to the first failures in each of the 35 fibres yields estimates of the 
Weibull parameters: w = 31.04, x100 = 3.846, and hence x1 = x100 100 1/w = 4.461. 
The value for x100 is consistent with the value quoted in Pitkethly's thesis 
(1986) for the present experiment. Based on these Weibull estimates, x2.5 = 
4.35, x4 = 4.28, and these are taken as Weibull characteristic values for analyses 
based on d = 1, 2.5, and 4mm. 
Next, the parameter F was estimated assuming xd and w known as above. 
Maximisation of the likelihood function yields a maximum likelihood 
estimate for F. Let L be a function of p unknown parameters ft, and ft0 the 
maximum likelihood estimate of ft. Given that certain regularity conditions 
hold, then under the hypothesis e = 8*, the asymptotic distribution of 
2logL(fl0 ) - 2logL(fl*) is x2 with p degrees of freedom. So, here, a 95% 
confidence interval for F may be defined as those values ofF for which logL is 
within 0.5 x x2o, 0.95) of the maximised value, where X2(v, a) is the 100a% point 
of the X2(v) distribution. For d = 1, estimates based on the five specimens 
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depicted in Fig.1.8 were as in Table 1.2. 
Table 1.2 
Estimates ofF for each l.Smm. data set using a 1mm. sub-bundle length 
Data set estimatedF confidence interval(95%) 
A >1000 
B 100 [ 49,00] 
c 85 [ 29,00] 
D 46 [ 23,00] 
E 50 [ 25,00] 
Clearly, the information obtained from a single data set is not sufficient to 
determine F at all precisely, and the inclusion of F = oo in the confidence 
interval means simply that a hypothesis of no stress overload is not rejected by 
the data. More meaningful results can be obtained, however, by combining the 
samples into a single likelihood function. Such a procedure implicitly 
assumes that the parameters being estimated are the same across all the 
samples, but in this case such an assumption seems reasonable since all the 
specimens came from the same batch of material. The combined results for 
each value of d are shown in Table 1.3. 
In each of 
Table 1.3 
Estimates ofF for the l.Smm. samples combined 
for various values of sub-bundle length 
d est. F confidence interval 
1.0 100 [ 51,460] 
2.5 120 [ 75,270] 
4.0 170 [ 97,520] 
these cases, finite confidence intervals for F are obtained, but 
they are still very wide. This is, however, to be expected, since it is evident 
that the amount of dependence between fibres is slight and precise estimates of 
F are unlikely to be achieved. The problem of reconciling the estimates from 
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different values of d raises separate issues, to be discussed in Section 1.9. 
In the case of the 1.0mm. data, estimation of the Weibull parameters based on 
initial failure data is less reasonable since the degree of dependence is far 
higher. However, clear differences were observed in the inherent strengths 
of the sheets from which the test coupons were made. In particular the 
1.0mm. spaced material appeared to be of lower strength than the others. 
The strains at which breaks started to occur were clearly lower than for the 
other test pieces, [Table 1.1], and at the start of loading these would not be 
affected by load-sharing. Taking into consideration the apparent 
noncomparability of the 1.0mm. and 1.5mm. data, it was decided at first to 
p·roceed as in the case of the 1.5mm. data, i.e. by estimating the Weibull 
parameters from initial failures and then estimating F by the maximum 
likelihood procedure described. 
The 35 initial stresses gave parameter estimates w = 44.65, and x1 = 3.53. The 
increase in w is accounted for by a degree of dependence which will tend to 
reduce the variance of fibre strengths. For the same reason a reduced estimate 
of x1oo would be expected but not by such a large amount in comparison with 
the earlier value 3.85. In view of this it was felt that 3.53 was the more 
representative value, but w was kept at 30 for consistency with earlier results. 
Using a characteristic stress marginally above 3.53 for 100mm. gauge length 
yields a characteristic stress of 4.12 for unit length fibres under weak-link 
scaling, taking w as 30. This in turn yields the following characteristic 
stresses for a variety of sub-bundle lengths: 
d : 1.0 
4.12 
2.0 
4.026 
2.5 
3.996 
4.0 
3.934 
Table 1.4 shows estimates of F for each data set, taking d =2. 
5.0 
3.905 
Table 1.4 
Estimates ofF for each of the 1.0mm. data sets, using 
d = 2.0mm., w = 30 and xd = 4.026 
Data set est.F confidence interval(95%) 
A 130 [ 72,383] 
B 149 [ 73,4331 
c 24 [ 22, 271 
D 00 [ 74, 00 1 
E 83 [ 43,2621 
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The next Table [1.51 shows estimates of F for all data combined together, 
for various values of d. This assumes that the parameters are the same for each 
specimen, which is a more questionable assumption in this case since there is 
evidence that specimen C has smaller F than the others. This might be 
anticipated, since it is evident from Fig.1.9 that set C has a greater degree of 
adjacency in its breaks than the other sets. This apart, contrary to expectation, 
the estimates ofF do not increase monotonically with d, and even taking into 
account the confidence intervals, there is no behaviour on these lines. A 
possible explanation for this effect will be discussed later. 
d 
1.0 
2.0 
2.5 
4.0 
Table 1.5 
Estimates ofF for the l.Omm. samples combined using 
various values for the sub-bundle length 
est.F confidence interval(95%) 
80 [ 57,1221 
48 [ 42, 561 
115 [ 85,175] 
67 [ 58, 781 
So far, the estimation problem has been treated as one of estimating F under 
the assumption that both xd and w are known. A difficulty with the l.Omm. 
---------------------------------------- - . . 
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data, however, was the initial estimation of xd, which either required using 
data from other experiments or making a Weibull analysis based on initial 
failures. The first approach is not adequate because of the very clear evidence 
of noncomparabilty between specimens at different spacings, and the second 
approach is limited by the assumption that initial failures in the distinct 
fibres are independent. 
An alternative approach is to estimate all three parameters (w, xd and F) by a 
three-parameter maximisation of the likelihood function based on all the 
breaks in the l.Omm. specimens. This is limited by computational 
considerations, the difficulty of obtaining more than a few realisations of the 
likelihood function preventing a full-scale optimisation. [This is however 
further investigated in Chapter II]. 
The following compromise was adopted. Noting that the value ofF seemed 
more dependent on xd than w, the value w = 30 was fixed for consistency with 
results for other spacings, and the likelihood function evaluated over a sparse 
grid of (xd, F) values. Table 1.6 shows· the results obtained for the negative 
log-likelihood, taking d = 2. The minimum is 668.1 corresponding to the 
estimates F = 36 and and xd = 4.08 and hence x1 = 4.17 4. Thus F is somewhat 
lower and x1 slightly higher than the estimates obtained earlier. An 
approximate 95% confidence region may be defined as consisting of all (xd, F) 
combinations with a negative log-likelihood within 0.5 x X2(2, o.95) = 2.995 of 
the minimum, and this region is indicated in the table by the underlined 
likelihoods. This includes an appreciable range of F values (32 - 42) but allows 
much less variability in the xd -direction. The same procedure was repeated for 
different values of d with point estimates as shown in Table 1.7. 
Table 1.6 
Negative log-likelihood values over a grid of ( xd, F) values 
spacing = l.Omm., d = 2.0mm., w = 30 
xd \ F 28 30 32 34 36* 38 40 42 44 
4.00 725.9 
4.02 
4.04 679.6 678.9 
4.06 676.3 673.2 671.4 670.5 670.3 670.7 671.4 
4.08* 672.5 669.7 668.4 668.1 * 668.5 669.4 670.7 672.2 
4.10 674.5 671.9 671.0 671.2 672.2 673.8 675.6 677.7 
4.12 678.3 679.0 
Table 1.7 
Joint maximum likelihood estimates of xd and F for the 1.0mm. data 
d est.F est. xd => Xt => xtoo 
1.0 80 4.12 4.12 3.53 
2.0 . 36 4.08 4.175 3.58 
2.5 120 3.99 4.114 3.53 
4.0 46 3.995 4.184 3.59 
5.0 150 3.88 4.094 3.51 
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These results are not satisfactory. The values of F still do not vary in a 
consistent way. We expect F to increase with d, since the transferred stress is 
assumed to be distributed over a longer region, thereby lowering the load 
concentration factors. The estimated Xt also depends on the assumed d, 
whereas, since this parameter is determined primarily by the initial breaks, we 
would expect it to be independent of d. Variations in the experimental 
conditions may be responsible for this- specimen C being different from the 
rest, and the whole set of test pieces being weaker than the others used in the 
experiment. There is also another unexpected feature of these data. 
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It is accepted that arbitrary division of the bundles into sub-bundles length d 
will inevitably sometimes separate breaks which are related, or group together 
breaks which are not in fact related. Over a large amount of data, this should 
not have a significant net effect. Surprisingly, that is not the case here. 
Closer examination of the data reveals that, by chance, when d = 2 or 4 mm., 
there is a far higher proportion of breaks "related" in sub-bundles than when d 
= 1, 2.5 or 5. Hence the higher estimates ofF in the latter case. H the d values 
are separated into these two groups, it is seen that the estimates ofF and x1 
behave in a consistent way, and further that group TI, d = 1, 2.5, 5, yields an 
estimate for x1 consistent with the initial failure analysis. However we expect 
the degree of load-sharing to be greater than in the 1.5mm. case and might 
expect the estimates ofF to be lower than in the group TI case. Overall, there is 
little clear evidence here to suggest which grouping is the most realistic 
representation. It is undoubtedly the case that unusual experimental 
conditions have contributed to the problem here, and this may be simply a 
particularly unfortunate data set. However, further progress with regard to 
inference about F may be achieved by investigating the effect of shifting the 
"origin" of bundle division, i.e. making the first sub-bundle of length less than 
d. A potentially more reliable estimate ofF for a given d may be obtained from 
all such distinct divisions as are allowed by the scale of measurement. 
Next the data with 0.5 mm. spacing are considered. An initial failure analysis 
was not appropriate in this case, as many of the breaks are likely to be 
dependent on others. Inspection of the minimum breaking strains 
suggested that the characteristics of these test pieces were more in keeping with 
the single fibre data and the l.Smm. spaced samples than were the l.Omm. 
samples. Therefore a first analysis was performed assuming the Weibull 
ｰ｡ｲｾｭ･ｴ･ｲｳ＠ to be the same as for the 1.5 mm. data, F alone being estimated. 
The results for each data set, for various d values are shown in Table 1.8 . 
These seem much more satisfactory in terms of obtaining estimates of F 
which are consistent across different data sets , and with relatively narrow 
- --------------·--- -- --- -
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confidence intervals. There is, of course, much higher dependence in this 
data, so it is not surprising that the structure of that dependence can be 
estimated more reliably than in the previous two cases. Table 1.9 shows 
some values of the negative log-likelihood in the joint estimation of xd and 
F, taking w = 30. Joint estimates for various values of d, using the combined 
data are given in Table 1.10 . This is a very satisfactory set of results with 
estimates ofF increasing gradually with d and the resulting estimates of x1 
consistent both with each other and the earlier value of 4.46. 
Table 1.8 
Point and interval estimates of F for the 0.5mm. data. 
Dataset d=2 d=2.5 d=4 d=5 
Xd =4.38 ｾ］ＴＮＳＵ＠ ｾ］ＴＮＲＸ＠ ｾ＠ =4.25 
A 10 11 13 11 
[ 10,11] [10,11] [ 12,14] [ 10, 11] 
B 14 14 17 16 
[ 13,15] [ 13,15] [ 16,19] [ 15,18] 
c 18 19 20 24 
[ 17,19] [ 18,21] [ 19,22] [ 23, 27] 
D 14 15 17 17 
[ 13,15] [ 14,16] [16,19] [ 16,19] 
E 14 14 17 16 
[ 13,16] [ 13,15] [15,20] [ 15,19] 
F 17 17 20 22 
[ 15,20] [ 16,18] [ 18,22] [ 19,25] 
ＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾ ＭＭＧＭ ＭＭ Ｍ - -
Table 1.9 
Negative log-likelihood values over a grid of (xd, F) values 
spacing = 0.5mm., d = 2.5mm., w = 30 
ｾ｜ｆ＠ 13 14 15 16* 17 18 19 
4.28 804.4 788.8 783.5 784.7 
4.30 775.4 775.3 
4.32 772.0 769.4 773.7 782.4 
4.34* 794.2 767.0* 769.6 778.0 
4.36 783.9 768.9 768.1 775.4 
4.38 776.8 769.7 774.5 
4.40 775.9 775.8 
Table 1.10 
Estimation for the 0.5mm. data using various values of d 
d 
2.0 
2.5 
4.0 
5.0 
est.F 
15 
16 
19 
21 
est. xd => 
4.37 
4.35 
4.26 
4.22 
4.47 
4.48 
4.46 
4.45 
32 
20 
33 
1.9 The relationship between F and d 
The chain-of-bundles model assumes that the stress concentrations around a 
break form a step function, being k = 1 + g(r) up to a distance d/2 away from 
the break and 1 thereafter. [Fig.1.11]. In reality the stress concentration 
factors in the adjacent fibres decay continuously from a maximum opposite the 
break. [Fig.1.12]. In ·looking for a function to represent this decay, an 
exponential seems a natural form to try. Accordingly, it is suggested suitable 
that at a distance t from the break, the true stress concentration is 1 + a exp[-ct] . 
When the ineffective length d/2 is assumed, this is being approximated 
by a step function as shown in Fig.1.13. It therefore seems reasonable to see 
how closely the estimated values of F fit such an exponential stress-decay 
relation. 
For the two stress concentration patterns to be equivalent, the survival 
probability exponents must be equal, and therefore the following equation 
must be satisfied: 
where 
t=5 
li [ Yli J w = f yw dt 
t=O 
w = weibull exponent 
a = d/2 i.e. 2a = sub-bundle length 
y = 1 + a exp[ -ct ] 
Ya = k, taken here to be of the form ·1 + ｾｲ＠ /F(a) 
The question here is whether the values of F(a) yielded by the data are 
consistent with particular values of c and a. 
Setting w = 30, and initially r =1, values of c and a were found which satisfied 
a 
(1 + 1/F )30 = (1 \li) Jo (1 +a exp[ -ct] )30 dt 
Fig. 1.11 
Fig. 1.12 
Stress concentration pattern assumed by chain-of-bundles model 
and corresponding overload in neighbouring fibre. 
X 
X 
Continuous pattern of stress restoration and corresponding 
overload in neighbouring fibre. 
y 
t 
Fig. 1.13 Exponential decay of stress concentration in a fibre adjacent to 
a broken fibre. 
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for given F and o. The method of solution devised was an iterative one, using 
a Simpson's composite rule for the integrations. 
In the case of the 0.5mm. data, F = 15, 16, 19, 21 corresponded respectively to 
O= 1.0, 1.25, 2.0, 2.5. A common solution was found to be c = 0.825 , and a = 
0.094. [ Fig.1.14 ]. These values of F were obtained in a joint estimation with 
the characteristic stress x1. Whilst the estimates of x1 were very similar, it is 
perhaps better to look at estimates ofF when x1 is taken to be constant. Table 
1.11 shows that the best choice for x1 is 4.47 and the corresponding F 
estimates are 15.8, 16.3, 18.7, 19.8 for d=2.0, 2.5, 4.0, 5.0 respectively. Fig.1.15 
shows that the solution curves do not coincide quite as well as in the previous 
case, but are closest at approximately c = 0.46 and a = 0.079. For these values 
the corresponding values ofF are 15.75, 16.43, 18.53, 19.95, which are very close 
to the estimated values. So the variation in results corresponds well to what 
we would expect from an exponential decay model, but accurate 
identification of the exponential parameters clearly depends on the 
characteristic stress. 
Table 1.11 
Variation in estimates for F over different values of x1 and d for the 0.5mm. 
samples combined, and the resulting best estimate (**)for x1 across all d. 
Xt \ d 2.0 2.5 4.0 5.0 :L-logL 
4.46 F 16.1 16.6 19.1 20.2 
-IogL 860.1 768.2 708.6 624.4 2%1.3 
4.47 F 15.8 16.3 18.7 19.8 
-IogL 859.4 767.1 708.9 624.6 2960.1** 
4.48 F 15.5 16.0 18.3 19.4 
-IogL 859.4 766.7 7\B.7 625.4 2961.2 
Fig. 1.14 
Xlo-2 Plot of o against c 
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ｾ＠ F=21, o=2.5(d=5.0) 
ｾ＠ F= 19,o=20 (d=4.0) 
ｾｆ］＠ t6,o=1.25Cd=2.5) 
ｾ＠ F=15, o=l.O(d=2.0) 
Solution curves {c,a} fitting k = 1 + a exp[-ct] to the estimated F values in 1 + 1/F 
for fibre spacing 05mm. 
Xlo-2 Plot oT o against c 
ＱＱｾＭＭＭＮＭＭＭＭＭＮＭＭＭＭｾＭＭｾＮＭＭＭｾＭＭＭＭＬＭＭＭＭＭＮＭＭＭＭＬ＠
ｾｾＭＭＭﾱＳＭＭＭＭｾＴｾＭＭＭﾱＵＭＭＭＭｾＶｾＭＭｾＷｾＭＭｾＸｾＭＭｾＹｾＭＭｾＱＰ＠
Xl0-1 
ｾ＠ F=19.8, o=25 
ｾ＠ F= 18.7, o=20 
ｾｆ］ＱＶＳＬ＠ o=1.25 
ｾ＠ F= 15.8,o=1.0 
Fig.1.15 Solutions {c,a} fitting k = 1 + a exp[ -ct] to 1 + 1 IF for fibre spacing O.Smm. 
using F values corresponding to a common x1 = 4.47 
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Now we wish to see what happens when r is varied from 1, i.e. how the 
exponential-decay model fits when more than 1 failed near neighbour is 
involved. It seems likely that a certain discrepancy will arise here which 
suggests a possible refinement to the form of g(r). Much will depend on the 
spacing of the fibres, but it is reasonable to suggest that a certain difference 
in stress concentration is likely when say r = 2, dependent on whether the 2 
failed neighbours are to one side of the fibre, or, one each side of the fibre. 
Similar variations will arise with higher values of r. No attempt is made 
here to quantify these differences, but on the assumption that an exponential 
stress-decay model is still the net effect, a solution set {c,a} is sought in the 
above analysis for r ｾ＠ 2. It is to be expected that a will increase with r, but that c 
should remain fairly constant. What must be the case is that .aexp[-ct] 
increases with r for all t. 
Using the first setofF values above , the solution curves are closest together 
when c = 1.25 and a = 0.145 . The value for a is reasonable , but otherwise the 
solution ､ｯ･ｾ＠ not meet the above criteria. Better results are achieved using 
the estimates for F when x1 is optimised. [Fig.1.16] . The value of c does 
stay approximately in the same region, but does seem to have the tendency to 
increase with r. However, the exponential patterns do behave in a reasonable 
way over the values of d considered. [ Fig.1.17 ]. 
For the 1.0mm. data it has been observed that the results fall into two groups. 
It would seem that the choice of d considerably alters the apparent structure of 
the sub-bundles. It is unclear which results, if any, are the most realistic, but 
once estimated values ofF get beyond 50, the confidence regions are so wide 
that estimation of an appropriate exponential pattern of stress concentration 
can only be very approximate. The solution curves for c and a are very flat with 
respect to c for large F, and as already seen, estimation of c is subject to 
considerable variation even for smaller values of F. For the Group I res'l!-lts ( d 
= 2, 4), jointly estimating F with x1 yields F = 36 and 46. An optimum x1 is 
Fig.1.16 
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u 
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X1o-2 Plot oF a against c 
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x1o-1 
f- r = 3 
f- r =2 
As for Fig. 1.15 but now varyingr and fitting k = 1 +a exp[-ct] to 1 + vr/F, 
usingr = 2 and r = 3. 
Xl0-2 
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ｾ＠ 105 
(J 
0 
+ 
ＱＰ ｾｾＭＭＭＭＭＭｾＵｾＭＭＭＭＭＭｾＱｾＰｾＭＭＭＭｾＱｾＵｾＭＭＭＭｾＲｾＰｾＭＭＭＭＭｾＲＵ＠
t 
ｾ＠ r=3, a=0.142, c=0.6 
ｾ＠ r =2, a= 0.114, c =0.53 
ｾ＠ r=l, a =0.079, c=0.46 
ｾ＠ r=l, a=0.094, c=0.825 
Fig. 1.17 Exponential decay in stress concentration for the general solutions given 
by Figs. 1.14-1.16 
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clearly 4.18 and when this value is used for both d=2 and 4, then the estimates 
of F are 35, and 47. Figs.1.18 and 1.19 ·show how this affects the fitted c 
and a. We expect the behaviour with increasing fibre spacing to be similar to 
that for increasing r, namely , fairly constant c and a decreasing as spacing 
increases. There is some discrepancy with regard to the c values, and still 
some tendency to increase with r. Investigation into the Group II results 
yields little information but for r=1, a would appear to be approximately 0.015. 
The data for the 1.5 mm. spaced fibres is similarly inconclusive, but does 
indicate an a value close to the l.Omm. case. So perhaps the Group I results are 
closer than Group II in representing the l.Omm. case. 
In the paper by Wolstenholme and Smith (1989) on this work, further 
comparison of these results are made with the work of Fukuda and 
Kawata(1976). The principal method of computing stress concentrations in the 
neighbourhood of a reinforcing fibre is shear lag analysis, introduced by Cox 
(1952) and Dow (1963). Hedgepeth (1961) computed stress concentrations, but 
assumed that the matrix carried only shear stress and no tensile stress. 
Fukuda and Kawata developed a theory in which both fibre and matrix bear 
tensile load. Direct comparison between their results and those shown here is 
in fact limited, but it is shown that there is an essence of agreement. 
Further comparisons could perhaps be made with detailed computations of 
stress concentrations in hybrid composites made by Fukunaga, Chou and 
Fukuda (1984). 
Xlo-2 Plot of a against c 
ＷｾＭＭｾＭＭＭＭｾＭＭＭＭｾＭＭｾＭＭＭＭＭＮＭＭＭＭＮＭＭＭＭＭＮＭＭＭＭＬ＠
5 6 7 8 9 10 11 12 
x1o-1 
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f-- r=2, F=46, o=2.0 
f-- r = 2, F = 36, o = 1.0 
f- r= 1, F=46, B=20 
f- r=l, F=36, B=l.O 
Fig. 1.18 Solutions {c,a} fitting k = 1 +a exp[-ct] to the estimated F values in 1 + vr/F 
for fibre spacing l.Omm., d = 2 and 4mm. only. 
Xlo-2 Plot of a asainst c 
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ｾｾＭＭＭＪｳＭＭＭＭｾＶｾＭＭｾＷＭＭＭＭｾＸｾＭＭＭＹｾＭＭｾＱｮｯＭＭｾｬｨｬＭＭｾＱＲ＠
xto-1 
f- r=2, F=47, B=W 
f- r=2, F=35, B=l.O 
f- r=l, F=47, B=20 
f-- r=l, F=35, B=1.0 
Fig. 1.19 As for Fig. 1.18 but using estimated F values when the best estimate for x1 (=4.18) 
is used for both d = 2 and d = 4mm. 
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1.10 Concluding remarks 
The statistical analysis presented has the potential to provide new insight into 
stress concentration patterns and the applicability of statistical models for 
composites. By modelling the whole failure process rather than just the final 
strength of the material, a much firmer basis is established than in previous 
studies for evaluating the success of statistical theory for composites. The 
effectiveness of such work is dictated partly by computational considerations 
and data availability, but there is the potential to expand the method to a 
wider class of models. 
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Chapter II 
STRESS CONCENTRATIONS IN PARALLEL FIBROUS COMPOSITES (2) 
2.1 Introduction 
The chain-of-bundles model has been shown to be effective in the estimation 
of stress concentration parameters in the situation where the approximation 
imposed by assuming sub-bundles to be independent is not too great a 
departure from the true situation. This has depended largely on the length 
of fibre unstressed either side of a break being fairly small. This in turn creates 
over-stressing in an equivalent length, the positively affected length (PAL), in 
neighbouring unbroken fibre segments. If the PAL is reasonably confined to 
one sub-bundle, then the dependency of sub-bundles is fairly small. It has 
been shown however that for some data, the choice of sub-bundle size can 
be very influential. 
An alternative model is proposed here which effectively allows dependence 
across sub-bundles, when in addition to the points of fibre failure being known, 
the length of consequent unstressed fibre around each break is also specified. 
The model was originally motivated by observations from a composite 
constructed from tungsten-cored silicon-carbide fibres embedded in a 
flexibilised resin. When these fibres break, a release of energy sends a 
shock-wave along the length of a fibre and results in sometimes quite 
considerable lengths either side of the break being multiply fractured and, 
therefore, unstressed. [Fig. 2.1]. 
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2.2 A "dependent bundles" model 
Suppose we haveN parallel fibres each L 'units' long. Consider each unit 
length of fibre to be an 'element' whose strength is described by a Weibull 
distribution with shape and characteristic stress parameters as for unit length 
fibres. 
A sequence of 'events', which are each a fibre break and associated 
unstressing of a surrounding length of fibre, assuming for the moment that 
only one break occurs at each stress, may be described. A fibre break will be 
called primary failure, and consequential unstressing, seconda_ry failure. 
The status of the N x L fibre elements at any given point can be described as 
'active', i.e. unfailed, or 'inactive', i.e. unstressed due to primary or secondary 
failure, and indicated respectively by '1' or' 0' entered in an N x L matrix. 
When an element is adjacent to failed/inactive elements in neighbouring 
fibres, it will be subject to an enhanced loading characterised, for example, by 
a load-scaling factor of 1 + g(r) where r = the number of failed or unloaded 
elements which are 'adjacent', in the sub-bundle sense. 
The likelihood function for the given set of events may be obtained as 
follows: When the i'th break occurs at stress xi a contribution to the likelihood 
function must be calculated from all elements which were unfailed 
immediately prior to the ith break and also the density associated with the 
failing element. In the light of the recorded primary and secondary failure of 
certain elements, the status matrix is then adjusted, · and the load-scaling 
factors of surviving elements adjusted. An example of the 'dependent 
bundles' model and associated status matrix is shown in Fig.2.2, where g(r) has 
been taken as "r /F, F being as before the load-sharing parameter. 
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Stress 
___ IDDDDD DDDDD.___I _ 
Point of initial (primary) failure. J 
Fig. 2.1 
I I ｾｰｲｩｭ｡ｲｹ＠
E 3 secondary 
0 0 0 
Status Matrix = · 0 0 0 0 
·o o o o o 
1 1 1 
Fig. 2.2 
2.3 Mathematical details 
Let T(n) = { t .. (n) } = status matrix 
- l,J 
s_(n) = { si,/n)} =load-sharing factor matrix 
at then th break. 
f(x), F(x) = Weibull density and distribution functions for 
the strength of unit length fibres. 
G (n) = { gi,/n) } = matrix of element likelihoods 
m = total number of breaks. 
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Initially ti,j = si,j = 1 for all i,j. At the first break, at stress x1 , gi,j = 1 - F(x1) for all 
i,j , except where the break occurred, where 
(his the hazard function, and S = 1 - F is the survivor function). 
The contribution to the log-likelihood function is then L log( g·. ). i,j l,J 
In general: at then th break, at stress x11, in the b th element of the r th fibre 
g .. (n) = t· .(n) S(s .. (n)x ) I S(s· .(n-l)x 1) t,J t,J t,J n l,J n-
except gb (n) = sb (n) f(sb (n)xk) I S(sb (n-1)x -1) ,r ,r ,r ,r n 
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and the contribution to the log-likelihood function is 
L log(g .. (n)) t· .<n>. i,j l,J l,J 
In practice, a fibre element's contribution in total can be calculated when the 
element has primary failure, secondary failure or survived the maximum 
applied stress. Define G to be the matrix of element total likelihoods, then for 
a) primary failed elements: gi,j = S· .(n) f(s .. (n)x ) I,J I,J n 
b) secondary failed elements: gi,j = S(s .. <n>x ) 1,J n 
c) surviving elements: gi,j = S(s .. <m>x ) I,J m , where 
xm is the maximum applied stress. 
So the overall log-likelihood logL(!!; 20 = L log(gi,j) and may be maximised, 
numerically with respect to unknown parameters,{!. 
2.4 Assumptions 
The analysis implicitly assumes that the strength distribution of unit length 
fibres may be defined, for whatever we may choose a 'unit' to mean. This is 
also true for the chain-of-bundles model, and inherent in both is that the 
principle of weak-link scaling applies, hence the reliance to a large extent on 
the Weibull distribution. Strength testing fibres of length lmm. or less is 
extremely difficult, so we often have to rely on predictions from testing 
longer lengths, or we can, given enough computing time, estimate the unit 
length parameters by maximum likelihood. 
The assumption that load redistribution is uniform, on a sub-bundle basis , 
is a slight approximation, but the model is versatile enough to allow load 
concentration factors to be not only a function of r, but also, for example, 
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distance from a primary failure point. 
So far, a 'local' load-sharing rule has been assumed, but there is no reason 
why other rules should not be used, if thought appropriate. 
2.5 More than one failure at a given stress 
The model as described has not taken account of this possibility. 
'Simultaneous' failure is taken to mean more than one failure recorded at 
the same stress. Such failures may be regarded as indepel\dent provided 
their regions of secondary failure do not overlap. Dependency will in fact only 
be possible when the region of overlap contains at least one of the primary 
failures. A procedure has been devised which automatically sorts out the 
dependence by monitoring changes in load-scaling factors, and will be 
discussed later . Firstly, though, it needs to be clear how to treat elements 
involved in simultaneous failure. This will involve sums and products of 
probabilities, and a gi,j cannot be simply defined for all i,j involved. The 
procedure adopted is to calculate the joint probability for all elements 
involved in the group failure and assign this probability to just one of the gi,j 
and set all the other gi,j = 1.0. 
2.6 Dependent failure probabilities 
Consider two neighbouring fibres with breaks occurring at the same stress,x. 
[Fig.2.3]. It will be assumed that the combined failure is initiated by one or 
other of the two breaks. Let element j in fibre i have load concentration factor 
ki,j and denote by k'i,j the new factor as a result of the other fibre failing first. 
Let the order of failure be 1 then 2: then contributions to the joint probability 
fibre1 1-1-1-1---1 X 1---1-1-1-1-1 
element 1 2 3 4 5 6 7 8 9 10 
fibre2 1-1-1-1-1---1 X 1---1---1-1-1 
X = primary failure = secondary failure 
Fig.2.3 Neighbouring fibres with breaks occurring at the same stress. 
1.15 
k'2,5 
1.10 k2,5 
k'2,6 
1.05 
1.00 k2,6 
ＫＭＭＭＭＭＭＭＭＭＭＭＭＫＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＫＭＭＭＭＭＭＭ
before 
either 
failure 
point of 
failure 
offibre2 
after fibre 
1 failed 
(full effect) 
Fig.2.4 Changes in load concentration factors in the course of group failure . 
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for elements 4, 5 and 6 in fibre 1 are: 
a1,4 = S(k14 x) I 
al,S = kl,S f(kl,S x) 
a1,6 = S(k1,6 x) 
In fibre 2 elements 7 and 8 are both unaffected by the failure of fibre 1, so a2 7 = I 
S(k2,7 x) and a2,8 = S(k2,8 x). 
Calculation of the probability contributions for elements 5 and 6 is based on 
knowing that the break in element 6 occurs somewhere between stress k2,6 x 
and k'2,6 x. The probability of failing between these two stresses is 
S(k2,6 x) - S(k'2,6 x) = a2,6• 
The exact failure stress is not known which poses the question of how to define 
a suitable survival probability for the secondary failed element 5. [Fig.2.4]. 
If element 6 fails at stress y, and element 5 is under stress z at the time, then it is 
desirable to be able to define z in terms of y. The term a2,s is then given by S(z). 
A similar set of probabilities, { bi,j} say, is required for the order of failure 2 
then 1, so the total likelihood contribution for the seven elements involved is 
6 8 6 8 6 8 
11 a1,j 11 a2,j + 11 b1,j 11 b2,j = 11 gt,j II g2,j 
j=4 j=5 j=4 j=5 j=4 j=5 
As stated in the previous section, for convenience this joint probability is 
assigned in total to just one of the gi,j involved, other gi,j set to 1.0. 
-------------- ··· .. ......... . 
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2.7 The treatment of secondary failure 
Consider the general example shown in Fig.2.5. Consider the case fibre 1 fails 
first, followed by fibre 2. Let ki,j and k' i,j be defined as in Section 2.6. The 
likelihood contributions are: 
nl 
for fibre 1, II S(k1,ix) k1,j f(k1,jx) , where the j th element is the primary 
htj failure, 
ｫｾ［ｸ＠ nz 
and for fibre 2 , J ' [ 11 S(zi)] f(y) dy (2.7.1) 
Three possible definitions for gi(y) are outlined as follows: 
A: The 'conservative' and simplest approach is to assume that nothing is 
really known about zi except that it must be at least k2 i x- see Fig.2.4. 
' 
n2 
Then (2.7.1) becomes [IT S(k2,i x) ] [ S(k2,j x) - S(k'2,j x) ] . 
ｩｾｪ＠
This means that the interactions in group failure are reflected solely in the 
primary failures. 
B: Assume that as y varies linearly between k2,jx and k'2,jx that the effective 
stress on elements about to be secondary failed varies linearly between k2 ix , 
and k'2 ix - see Fig.2.4. 
' 
C: Assume that the increase in the number of failed neighbours relevant to 
each element is felt at proportionately the same rate. 
(Approaches B and C would amount to the same thing under say a '1+r/F• 
load-sharing rule, but not necessarily for '1 +...Jr /F •. ) 
1===1===1===1-1-1-1-l-1-l 
1===1===1===1-1-1-1-1-1-1 
1 1---1---1---1 X 1---1---1-1-1-1 
2 1-1---1---1---1 X 1---1---1-1-1 
1===1===1-1-1-1===1===1===1===1 
l-l-1-l-l-1-l-l-l-1 
<-------> 
region of m elements where load-scaling factors are 
affected by the progressive failure of fibres 1 and 2. 
Fibre 1 has n1 affected elements and fibre 2 has n2 affected ･ｬ･ｭ･ｾｴｳＮ＠
I X I - failure at stress x 1---1 - resulting secondary failure 
I= I - previously failed element 
Fig.2.5 A general example of group failure 
l-l-1-l-1-l-1-l-1 
1-1---1---1 X 1---1---1-1-1 1 
1-1-1---1---1 X 1---1---1-1 2 
1-!-1-1-1-1-'-·. 1-1-1 
m 
m = number of elements overlap 
h, h = number of secondary failures to the right and left of the overlap 
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Fig.2.6 Example of a group failure surrounded by unfailed elements in the nearest neighbours. 
Analysis of B: 
For convenience, the fibre number subscript is omitted here. 
y, 
I y - kj X Zi - ｾｘ＠ : 
= 
k'·X- k·X J J k'.x- k.x 1 1 
k·X 1 
therefore ( k'.- k. >(y - k-x) 1 1 } 
zi = ｾｘ＠ + 
k'· - 1) J 
= k·X + Ai (y- ｾｸＩ＠1 
Integral (2.7.1) becomes 
k'·x 
-k'·X J 
k'·X 1 
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= 
J J exp { -Li O ..i [y- ｾｸ｝＠ + ｾｸＩｷ＠ u-w} w u-w yw-l dy (2.7.2) 
= 
ｾｘ＠
k'· J J exp{ -Li ( ;\(ux- ｾｸＩ＠ + kix)W u-w} w u-w(ux)w-1 x du, 
k; where y = ux, 
k'· J 
= w (x/u)w J exp{-(x/a)w ( Li (A.i(u- ｾＩ＠ + ｾＩｗＩｽ＠ uw-1 du (2.7.3) 
k; 
Fig.2.6 is a simple example where a group failure is completely surrounded by 
unfailed nearest neighbours. 
Let x be the primary failure stress. In the case when fibre 1 is the initiating 
failure, the joint probability is f(x) (dx) [ S(x)] m-l [ S(x)] h multiplied by the 
contribution from fibre 2. 
The latter term is based on the primary failure in fibre 2 occurring 
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somewhere between x and kx. Since the overlap region has no failed 
neighbouring elements, the fibre 2 primary failure stress y must be the 
survival stress for the consequent secondary failures i.e. in the above analysis 
zi = y, i.e. A,i = 1 for the overlap elements, and for the h elements not in the 
overlap, which are unaffected by the failure in 1, zi = kix, i.e. Ai = 0. 
kx 
So, (2.7.2) becomes [ S(x) Jh f [ S(y) ]m-1 f(y) dy 
X 
Assuming a Weibull distribution for strength with parameters w and a, the 
integral becomes kx 
J (w/y) (y/a)w exp{-m(y/a)w} dy 
X 
= [ exp{-m(x/a)w} - exp{-m(kx/a)w}] I m (2.7.4) 
i.e. this is the probability that a fibre length m units fails somewhere 
between stress x and kx, scaled by a factor m, which is due to the failing element 
being fixed at one of the m units. Such scaling factors are in fact relevant 
to any "m" element contribution, but nothing is lost with regard to inference 
about parameters of interest if the scalars are omitted. 
Analysis of C: 
Element i of fibre 2 has load concentration factor ki before failure of fibre 1 
and uses number of failed neighbours ri. After fibre 1 fails this number 
increases to r'i and produces load concentration factors k\. The numbers ri 
and r'i are integers and can be expressed as 
r. + 'Y ( r' · - r. ) 1 1 1 
and 'Y = 0 gives ri and "( = 1 gives r'i· 
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As 'Y varies uniformly between 0 and 1 , a uniform change from ri to r'i is 
effected. So when y = {1 + g(rj + "f(r'j- rj) ) } x, zi = { 1 + g(ri + "f(r'i- ri) ) } x. 
Let ｾｩ＠ = 1 + g(ri + "f(r'i- ri)) . Then (2.7.1) becomes 
1 
J [ II S(f3ix) ] f(f3jx) x (df3j/ d'Y) dy 
0 i=t:j 
(2.7.5) 
As a check, where, in the overlap region, all k are the same and all k' the same 
(2.7.2) and (2.7.5) should be identical. In (2.7.2) A.. = 1 in the overlap and A.. = 0 
1 1 
elsewhere and becomes 
[ II ｓＨｾｸＩ＠ ] [ sm(kx) - sm(k'x) ] I m 
i¢m 
In (2.7.5) ｾｩ＠ = ｾｪ＠ in the overlap region and ｾｩ＠ = ki elsewhere. 
k and when 'Y =1, ｾｪ＠ = k'. So (2.7.5) becomes 
k' 
(2.7.6) 
When 'Y = 0, J3. = J 
[ II S(f3ix) ] J sm-l(f3jx) w/f3j <13t/a)W exp{-<f3r/a)W) df3j 
i¢m k 
= [ IT ｓＨｾｩｸＩ＠ ] [ -1Im ･ｸｰｻＭＨｭｾｪｸｬ｡Ｉｗｽ＠ ]k'k 
i¢m 
= [ IT ｓＨｾｩ＠ x) ] [ sm(kx) - sm(k'x) ] I m 
i¢m 
as in (2.7.6) and includes the earlier simple example k = 1. 
The effect of these different approaches will be examined in more detail later. 
So, too, will the method for differentiating between dependent and 
independent failures at the same stress. For the moment it will be 
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assumed that groups of failures consist only of dependent failures. 
2.8 The glass-carbon hybrid data revisited. 
To test the performance of the dependent bundles model, it was applied to the 
data for carbon fibres at 1.0mm. spacing in glass-epoxy resin, where, it will 
be recalled, that using the chain-of-bundles model, there was some difficulty 
in making inferences about the load-sharing factor F, due in part to 
unexplained strength variation in the material, and in part due to the choice of 
sub-bundle size d. 
In the dependent bundles model, the choice of unit element length, d, is 
not of any particular physical significance, but should be designed to combine 
numerical accuracy with acceptable computation time. It is, as already stated, 
most important that the strength function f(x) for fibres length d may be 
reliably defined. 
The position of fibre breaks in these data were given to the nearest 
millimetre, so taking this as the value for d a direct comparison could be 
made with the chain-of-bundles results for d=l.O. The form of the data had 
to be amended so that it was presented in strain/ stress order with dependent 
simultaneous failures indicated. Initially no regions of secondary failure 
were indicated so the bundle only consisted of elements which had a 
primary failure or which had survived to the maximium stress. Previously 
the Weibull parameters were estimated to be w = 30 and a, the unit length 
characteristic stress, 4.12, though with a considerable degree of uncertainty. 
This gave the estimated F = 78 with negative logL = 913.751 and confidence 
interval for F, [57, 122 ]. Maximising the dependent bundles model likelihood 
with respect to F gave exactly the same results. 
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Perhaps to cast more light on these data, and demonstrate the wider 
application of this model, the data were amended to allow for an 'ineffective' 
length either side of each fibre break, which would be equivalent to a region of 
secondary failure. It is only possible to guess at a suitable value for the 
ineffective length, - 5 or so fibre diameters has been suggested, which here, 
with the 'fibres' being tows of approximately 0.3mm. diameter would suggest 
an ineffective length of l.Smm. or more. It is however observed that there are 
instances of breaks as close as lmm., but with recording accuracy to the nearest 
millimetre this could be a distance of up to 2mm. Overall it seems 
reasonable to adopt the strategy of assigning one 'element' either side of 
the breaking element to be consequently ineffective, as illustrated in Fig.2.7. 
1-1---1 X 1---1-1-1-1 
1-1-1---1 X 1---1-1-1 
1-1-1-1"'''""1 X 1---1-1 
1-1-1---1 X 1---1-1-1 
= lmm. element X = primary failure 
Fig.2.7 
= secondary failure 
This now allows for possible dependence across sub-bundles as well as 
preventing the erroneous linking of independent failures which just happen to 
·fall in the same sub-bundle. 
To achieve the desired effect, new data sets were created with a secondary 
failure zone indicated by left-hand end = break position - lmm. and 
right-hand end= break position+ l.Smm., in keeping with the status of an 
element, other than those containing a primary failure being determined by 
the state of the largest portion of the element. The incidence of 
simultaneous failure here is small. In the total 371 breaks, there were 27 
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pairs of simultaneous breaks and 3 groups of 3 breaks. This combined with 
the relatively small extent of secondary failure means that the choice of 
approach to simultaneous failure will make little difference. For 
simplicity approach A is adopted here. 
Once again taking w = 30, estimates ofF were calculated for various a in 
order to achieve the best estimates for F and a combined. [Table 2.1] . 
Table 2.1 
a est. F -logL. conf.int. 
4.12 122 886.5 [ 90,179] 
** 4.11 136 885.1 [ 100, 205] 
4.10 153 885.2 [ 110,233] 
4.09 172 886.1 [ 122,266] 
The results marked ** are the most favourable, and the value of the 
likelihood, when compared with the earlier value of 913.7, indicates that this 
is a more plausible scenario than restricting the effect of fibre breaks to 
just one element. However the information about elements rendered 
ineffective is more vague which may reduce the precision of estimatio?· 
There was a clear difference in the strength of these samples comp!).red to 
other experimental data, so it may be informative to try to estimate all three 
parameters, F, a, and w, though the calculation involved is lengthy and it is 
not practical to obtain estimates to a great degree of accuracy. However Table 
2.2 gives a good idea of the region in which the joint estimates lie. The 
confidence region shown is approximate! y where twice the log-likelihood 
value is within x2 (3, 0.95) of twice the optimum value. 
Table 2.2 
Maximum likelihood estimates of F over a grid of (a, w) values, with 
corresponding negative log-likelihood values. The best estimate of F for a 
given w is indicated by*, and the best combination of (a, w, F), is shown**. 
W= 30 28 26 24 22 20 
a = 4.09 172 
886.9 
4.10 153 179 
885.2 883.9 
4.11 136* 160 
885.1 880.5 
4.12 122 144 
886.5 878.8 
4.13 129* 154 
878.5 
4.14 116 
879.6 
4.15 
8742 
4.16 114 
874.5 
4.17 
873.2 
4.18 115** 
872.4 
4.19 105 
872.7 
4.20 
875.0 
4.21 110 
873.8 
4.22 101* 
873.6 
4.23 93 
874.1 
4.24 
4.25 01 
4.26 
878.1 
4.27 87 
878.3 
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Approximately: est.F = 115, est.w = 24, est.a. = 4.18, with neg.logL = 872.445, 
the latter very significantly lower than with w = 30. A smaller w and hence 
greater variability might be expected where some experimental deviation from 
the norm is present. 
What is clear is that regardless of the true strength parameters, F is of the 
order 90- 140, which reflects a small degree of load-sharing,- rather less than 
in the case of fibres at O.Smm. spacing, where the estimated F was in the 
region 15 - 20. It is also clear that the model works and has overcome certain 
difficulties encountered with the chain-of-bundles model. The arbitrary choice 
of sub-bundle length is replaced by a more flexible structure based on dividing 
fibres into small elements. 
2.9 Application to tungsten-cored Silicon Carbide fibres 
The aim of the experiment was to model composite failure phenomena, 
using single fibres of rela ti vel y large diameter to make handling and 
construction easier. The fibres used were 0.1mm diameter silicon carbide 
which had been manufactured by chemical vapour deposition of SiC onto a 
heated 0.012mm. diameter tungsten wire core. The experimental work has 
been previously reported by Clarke & Bader (1987). The composite consisted 
of a linear array of 10 parallel fibres set in a flexibilised epoxy resin matrix. 
The distance between fibres (centre-to-centre) was varied between 2 and 10 
fibre diameters i.e. 0.2 to 1.0mm. The length of the fibres was 200mm. An 
unusual feature of this composite was the extended ineffective region 
surrounding each fibre break. It is thought that shockwaves induced by the 
release of energy at failure result in the observed multiple secondary 
fracturing and debonding from the matrix. The length of the affected region 
was variable, and was probably a function of stress level and length of 
surrounding unbroken fibre. Observation through crossed polarisers 
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allowed photographs to be taken as the sample coupons were loaded, and from 
these photographs the positions of breaks could be recorded as well as the 
lengths of associated regions of secondary failure. Where a photograph 
contained 2 or more breaks, these had to be regarded as simultaneous failures. 
All coupons for a given fibre spacing came from the same sheet of material, 
which was large enough to produce 14 parallel coupons but only a sample 
of these were tested. The sample number [Table 2.3 and Figs. 2.8 - 2.12] 
indicates the position of the coupon on the sheet. The spacings 2, 4, 6, 8, 
10 fibre diameters are indicated by the letters N, 0, P, Q, R. A feature of certain 
of the test coupons was that at higher stresses, cracks in the Ｍｾ･ｳｩｮ＠ started to 
appear which almost certainly creates a new load redistribution situation, but 
is of unknown nature. In view of this it was decided initially to truncate 
those data sets at the point when the first resin crack appeared. Figs. 2.8- 2.12 
show schematic diagrams of the failure patterns and Table 2.3 gives details of 
the minimum and maximum breaking strains and the appearance of cracks. 
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Table 2.3 
Maximum and minimum strain %. 
Data set < strain > <- no.breaks --> 
min. 1st resin max. before total no.resin 
crack cracks cracks 
NB 0.694 0.870 0.919 38 46 3 
N9 0.681 0.809 31 
·N10 0.485 0.912 1.012 21 36 5 
N12 0.555 0.852 0.966 16 26 6 
02 0.510 0.899 0.999 42 49 4 
03 0.577 0.953 1.054 32 39 2 
07 0.625 1.173 46 
08 0.603 1.026 1.140 58 66 5 
010 0.673 0.983 1.132 24 39 2 
011 0.535 1.091 1.098 53 57 1 
013 0.521 0.699 1.003 6 79 18 
014 0.640 1.031 37 
P1 0.755 1.123 38 
P2 0.645 1.126 62 
P3 0.628 1.019 71 
P5 0.608 0.616 1.045 3 80 1 
P7 0.643 1.057 76 
Q2 0.925 1.050 23 
Q12 0.870 1.083 26 
Q14 0.820 0.955 6 
R7 0.898 1.110 36 
RB 0.956 1.087 31 
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Fig.2.9 Patterns of breaks in silicon-carbide arrays in resin with fibres at 4 diameter spacing. 
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Fig.2.10 Patterns of breaks in silicon-carbide arrays in resin with fibres at 4 diameter spacing. 
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Fig.2.11 Patterns of breaks in silicon-carbide arrays in resin with fibres at 6 diameter spacing. 
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Fig.2.12 Patterns of breaks in silicon-carbide arrays in resin with fibres at 8 diameter (Q) 
spacing and 10 diameter (R) spacing. 
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2.10 The strength distribution of single fibres 
Since each group of coupons was cut from the same sheet, it was to be 
expected that all 'N' data would have similar characteristics, all '0' data 
would be similar, and so on, but that these characteristics might differ 
slightly due to experimental variations in laying-up, curing, etc. Any major 
component of variation would be attributable to the different fibre spacings. 
It is very clear from Table 2.3 that as the fibres are placed closer together, i.e. 
as less resin separates them, there is a lowering of the inherent strength of the 
fibre. Early failures point to this conclusion as they cannot be _affected by any 
load-sharing at this stage. Sets N, 0 and P would appear to be similar, and 
then a clear distinction between these sets and Rand Q. 
There is a distinct difference in strength displayed by fibres in resin and fibres in 
air. It has been observed that the presence of the matrix inhibits the initiation 
of cracks from flaws at the fibre surface. Clarke (1988) tested single 200mm. 
fibres in resin and estimated the parameter w for the Weibull strength 
distribution to be 13.9, and characteristic strain for 200mm. to be 0.98%. The 
modulus for this fibre is 347GPa and by weak-link scaling this implies the 
value 4.9785 for the parameter a, the characteristic stress for length 1mm. 
Similar tests on 100mm. and 50mm. gauge lengths indicated that a Weibull 
model of this order fitted quite well, though the number of observations in 
each case was small (13 or 14). 
Under weakest-link theory the stress of the first failure in 10 fibres length 200 
has a Weibull distribution, parameters w and a (200x10)-1/w. Simple 
calculation shows the R and Q data to be consistent with the parameters 
supplied, but the N, 0 and P data to be clearly inconsistent. It was therefore 
necessary to investigate the true strength distribution before applying the 
dependent bundles model to investigate stress concentrations. 
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2.11 Estimation of unit length strength distribution 
The early stages of failure in an array can be considered to be largely 
independent of the load-sharing aspect. Where the first failure recorded in an 
individual fibre is one where neighbouring fibre elements have not yet 
failed, then this can be regarded as an independent observation of failure of a 
fibre of the given length. If failure might have resulted from load passed 
from neighbouring fibres then a right-censored observation may be 
recorded. 
Given n fibres length L, with m initial failures at stresses xv x2, ..... xm and n-m 
right-censored observations at stresses Yv y2, .... y n-m' then the likelihood 
function is of the form 
m n-m 
11 fL(xi) 11 SL(Yj) 
i=l j=l 
The asymptotic properties of the maximum likelihood estimators in the 
presence of general independent censoring mechanisms are not known 
exactly, but certain arguments imply that the usual results hold under fairly 
mild conditions on the hazard and any covariates, [Kalbfleisch and Prentice 
(1980) ]. 
m m n-m 
then logL = mlog(wL) + (w- 1) ｾ＠ log xi- mw log ｡Ｍｾ＠ (xi/ a)w - L ｾ＠ (y;l a)w 
i=l i=l j=l 
m n-m 
alogL/da=-mw/a+wL { ｾ＠ xiW + ｾ＠ Yjw };aw+l 
i=l j=l 
m n-m 
so m.l.e. a = a0 = [ L { L Xiw + L Yjw} /m ] l/w 
i=l j=l 
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()2logL/CJa2 = mw/a2 + w(-w-1) L { ..• } /aw+2 
When a= a 0 , ()2logL/aa2 = w [ m- (w + 1) m] /a02 
For given w, the presence of right-censored observations will tend to increase 
the estimate of a and reduce the precision of estimation. 
If an estimate for w, W 0 , is also required the following equation has to be solved 
iteratively. 
m 
0 = CJlogL/CJw = m/w + 2: log xi- m log a 
i=l m n-m 
- L [ L log(xi/a) (xi/a)w + L log(yj/a)(yj/a)w] 
i=l j=l 
The variance of w 0 is given by [ -CJ2logL/CJw2 ]-\w=wo)· 
Nelson (1982) gives a survey of numerical methods appropriate to such 
problems, but there can be problems with convergence in estimation of 
Weibull parameters, and experience has shown that, where possible, advantage 
should be taken of any equations which can be solved analytically. 
Throughout this work, whenever maximum likelihood estimates for a 
and w are obtained jointly, the likelihood function is maximised with respect 
to w, and at each iteration, the value for a calculated exactly. A good initial 
value for w has been found to be (coefficient of variation)-1, using all data, 
both censored and uncensored values. 
The result of this point estimation for the initial failures in the silicon carbide 
data is shown in Table 2.4, with standard errors shown in brackets. The 
confidence regions based on the Chi-squared approximation to -2logL are 
shown in Fig.2.13. There is a clear distinction between fibres at 2 (N), 4 (0), 
and 6 (P) diameter spacings and the more widely spaced groups, which 
appear to conform reasonably to the earlier single fibre experiments. 
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Table 2.4 
Initial failure analysis 
Data set uncensd. obs. censd. obs. est.w est. a 
R 17 3 16.7 (0.78) 4.875 (0.07) 
Q 28 12 14.8 (0.51) 4.885 (0.06) 
p 45 5 7.9 (0.23) 5.572 (0.11) 
0 69 11 6.1 (0.14) 6.848 (0.14) 
N 28 12 8.6 (0.30) 5.376 (0.12) 
N .B. The Q data is from 4 coupons. One was omitted from later analysis because it was felt to be 
suspect due to possible bending, but the initial failures were felt to be valid observations. 
SINGl£ FfBRE ESTIMATES 
4 5 6 7 8 9 10 
Fig. 2.13 95% confidence regions for the Weibull parameters, based on initial failures. 
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The question arises as to whether a Weibull distribution fits these data well 
enough for a corresponding Weibull distribution to be assumed in each case 
for unit length strength distribution, and a brief review of techniques used 
to assess the fit of this model now follows. 
The usual Weibull probability plot requires log xi to be plotted against 
log[ -logP(xi)], where P(xi) is the estimated survivor function. Let {xi}, the 
observed failure stresses be such that x1 < x2 < x3 .... < Xn· The observed 
proportion of observations greater than xi is P(xi) = 1- qi. The value for qi 
may be, for example, (i -1)/n, i/(n + 1), (i- 0.3)/(n + 0.4), (i- 3/8)/(n + 1/4), 
(i- 0.44)/(n + 0.12), (i- 1/2)/n. Cunnane (1978) reviews sucli .estimators and 
concludes that there is little effective difference between the latter three, due 
respectively to Blom, Gringorten, and Hazen. The Hazen formula is, in 
general, the least biased for larger samples, and this has been adopted in 
this work for uncensored samples. 
In the case of progressively right-censored data, the function must be 
modified to take account of the censoring. The appropriate product limit 
estimator was introduced by Kaplan & Meier (1958). 
Suppose there are k =:;; n distinct stresses at which failures occur, x1 < x2 < 
x3 .... <xk. Let n; = number of individuals at risk at xj, i.e. those unfailed and 
uncensored. (Right-censored observations may occur between xi and xi+ll or at 
any xi.) 
Let dj = number of failures at xj. Then P(x) = IT (1- dj/nj). 
Xj<X 
When the data are uncensored, each nj = nj-1 - dj-1 
so P(xi-1 +0) = (n1-d1>/n1 . (n2-d2 )/n2 . (n3-d3)/n3 ...... (ni-rdi_1) /ni-l; n1 =n 
= (ni-l - di-1 ) /n = n i/n = no.obs. ｾｸｩ＠
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= ( n - [i -1] ) In ( => qi = (i -1)1n ). 
P(x) is a decreasing step function with jumps just after each observed failure 
[Fig.2.14]. (If the largest observation is a censored value, Pis undefined beyond 
this point.) The preferred qi in the uncensored case is (i - 0.5) In which 
= 1 - 0.5 [ P(xi-1 +0) + P(xi+O) ] 
= 1- 0.5 [1- (i -1)/n + 1- iln] = (i- 0.5)ln. 
Correspondingly, in the censored case, the plotting positions are given by P(xo 
= 0.5 [ P(xi_1 +0) + P(xi+O) ] which is an attempt to 'smooth' the function. 
With the estimated survivor function so defined, Weibull probability 
plots were produced for each set of initial failures. [Fig.2.15]. The distinction 
between close and wider spacings is still evident, and there is no real evidence 
of a significant departure from the Weibull model. The Q and R data 
conform well, N, 0, and P a little less so. Physical explanations for this 
difference will be discussed later. It will be assumed in the meantime that a 
Weibull model fits the unit length strength in each case, and that the most 
appropriate parameters to use are those given by the initial failures. 
2.12 Inference about F 
The first investigation adopted approach A (see section 2.7) with regard to 
simultaneous failures. The resulting estimates for F are shown in Table 2.5. 
The results marked** for the Q and R data are those obtained when the 
earlier strength parameter estimates from single fibre tests were used, i.e. w = 
13.9, a= 4.9785. It makes little difference which are used, but it happens 
that the likelihood is always a little higher with the single fibre estimates, so 
these are used in all subsequent analyses. 
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Fig.2.14 Product ｬｾｭｩｴ＠ estimation of the survivor function. 
Initial failure analysis 
ＲｾＭＭｾＭＭＭＭｾＭＭＭｲＭＭｾＭＭＭＭｾＭＭＭＭｲＭＭＭｾＭＭＭＭｾＭＭｾｾＭＭＭＬ＠
1 
0 
-1 
X 
X + 
ct v 0 X 
-2 X 
DD V 0 X 
+ 
oo v X 
0 v + 
0 0 X ,...., 
-3 v 
D 
0 X 
0 
ｾ＠ + 
Ol -4 0 v 
0 
....... 0 X I 
....... 
m 
0 
-5 
0 
-6 --L-
4 5 6 7 8 9 10 11 12 13 14 
x1o-1 
log (x (1)) 
o: N, 0: 0, V: P, x:Q +:R ) 
Fig.2.15 Weibull plots for the silicon-carbide data at five different fibre spacings. 
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The results are fairly satisfactory. The estimates of F increase as the fibre 
spacing increases, and the load-sharing relatively small at the 6-diameter 
spacing. It is generally expected that beyond 5 fibre diameters the stress 
transfer should be very small, and certainly at 8 or 10 diameters we would 
expect the confidence interval for F to stretch to infinity. 
Table 2.5 
Data spacing est.F min. neg.logL. conf.int. 
N 2 12 549.51 [ 10, 17] 
0 4 30 1519.53 [ 23,46] 
p 6 176 1151.02 [ 101,371] 
Q 8 290 280.78 [ 81,4650] 
**Q 270 280.7 [76,4300] 
R 10 170 312.76 [ 68,890] 
ＪｾＭｒ＠ 270 31135 [ 98, 1550] 
Various modifications to the model were tried aimed at making the load 
redistribution as realistic as possible. A particular feature of these samples is 
the high percentage of the total fibre length rendered inoperative by 
secondary failure. This produces a not uncommon situation where surviving 
fibres have a high number of failed neighbours and hence a high load 
concentration on a 1 + ｾｲ＠ /F basis. There is little evidence to suggest that 
the effect of failure extends much beyond 2 fibres either side even for the 
more closely spaced fibres, so it seemed appropriate to introduce an upper 
limit on the neighbours considered when calculating the 
load-concentration factors. This is inevitably an approximation, but more 
realistic than no limit at all. The limit takes the form of a maximum number 
of neighbours to one side of a fibre and is denoted NLS in the results. The 
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values used are those suggested by Clarke. Even though there is not expected to 
be load-sharing in the Q and R cases, a minimum value for NLS must be 
included in order to make inference about F. The results in Table 2.6 show 
that this works very well. 
A further refinement was considered in order to differentiate between, for 
example, the following two situations: 
0 0 f» previously failed 
0 0 X faiJing fibre 
Both result in a load-scaling factor 1 + .V2/F for the failing fibre, but it is 
almost certainly the case that the factor should be higher in the second case 
than the first. Accordingly, a load-sharing rule of the form 1 + {.Vr1 + ...Jr2} /F 
was tried, where r1 = no. failed neighbours to one side ( max. NLS), and r2 = 
no. failed neighbours to the other side (max. NLS). This possibly results in a 
slight tendency to overload when there are adjacent failures both sides of a 
failed element, but this will simply be reflected in a slightly higher estimate for 
F, as shown in Table 2.7. No clear advantage is demonstrated in the 
likelihood values, but some procedure on these lines could well be worth 
investigating. Here, however, further analyses will revert to the 1 + .Vr /F rule. 
76 
Table 2.6 
Data NLS w a. est.F min. -logL conf.int 
N 2 8.6 5.376 11 548.64 [ 9, 15] 
0 2 6.1 6.848 25 1508.38 [ 18,38] 
p 1 7.9 5.572 101 1146.8 [58, 212] 
Q 1 13.9 4.9785 184 280.311 [ 52,3000] 
R 1 13.9 4.9785 352 305.893 [ 89,6000] 
Table 2.7 
Data NLS w a. est.F min. -logL conf.int. 
N 2 8.6 5.376 13 550.05 [ 10, 18] 
0 2 6.1 6.848 31 1510.78 [ 23,49] 
p 1 7.9 5.572 125 1146.23 [ 72,262] 
Q 1 13.9 4.9785 218 280.48 [ 62,3500] 
R 1 13.9 4.9785 419 306.07 [ 107,7100] 
2.13 Simultaneous failures revisited. 
In this analysis, and that of Chapter I, we have been content to conclude, where 
a very large confidence interval for F arises with a large upper value, that there 
is little evidence of load-sharing. Ideally the upper confidence limit should be 
infinity, but the likelihood function, as constructed, never permits that where 
simultaneous failures are involved. The assumption that there is an 
'initiating' failure automatically implies dependence of failures, i.e. F not 
equal to infinity, hence a finite F is always produced. 
The assumption of one 'initiating' failure raises another issue of particular 
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relevance in the silicon-carbide data. The interactions betwen breaks can be 
complicated, stretching over wide distances, dependent on whether regions of 
secondary failure overlap, positions of previously failed regions, and so on. It 
is perfectly possible that within a group of n failures recorded 'simultaneously' 
there are independent sub-groups size ni, where Li ni = n, ni greater than or 
equal to 1. Up until now the data have been manually vetted and 'fixed' so 
that the right sub-groups are taken, but this is hardly satisfactory. 
The algorithm for calculating the probability of a group failure is as described in 
Chapter I, and a remedy for the above problem is simply to allow the initiating 
failure 'group' to be of size k, 1 ｾ＠ k ｾ＠ n. This also, as a by-product, allows F 
to tend to infinity, where appropriate, by effectively allowing all ni = 1. This 
does however raise the question of how to get the right 'measure' for the 
probabilities. 
Take the simple example of two adjacent elements failing simultaneously, 
ignoring any secondary failure for the moment. 
1: 1-1-1-1 X 1-1-1 
2: 1-1-1-1 X 1-1-1 
The likelihood contribution for progressive failure is in fact 
ktf(ktx) dx [ S(k2x)- S(k'2x)] + k2f(k2x) dx [ S(klx)- S(k'tx)] (2.13.1) 
but dx is simply a constant of proportion and is therefore in general omitted. 
If these failures were independent ki' = ki and a zero probability would be 
returned, and the likelihood contribution would have to be 
(2.13.2) 
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If this possible independent failure is allowed automatically, the contribution 
must be the sum (2.13.1) + (2.13.2), and must include dx otherwise the 
components contributing to the single likelihood term are not of the same 
measure. In effect this means contributing precisely f(x) dx to the likelihood 
wherever f(x) arises. The question then is what value to use for dx, and in 
general it should reflect the accuracy of measurement of x. In the 
silicon-carbide data x is calculated to the nearest 0.001 x 3.47, and therefore dx is 
chosen to be 0.00347. The modified results follow in Table 2.8. As expected, 
the effect is small on the closer spacings where independent failures are 
unlikely, and introduces more uncertainty about F where load-sharing 
unlikely. (Note that the log-likelihood values are no longer c9mparable with 
earlier figures due to the scaling by dx). The major advantage of this 
modification is that possible data dependences are now all automatically 
detected. 
Table 2.8 
Data NLS est. F min. -logL. conf.int. 
N 2 11 1086.57 [ 9, 15] 
0 2 24 3073.55 [ 18,37] 
p 1 114 2476.75 [ 62,275] 
Q 1 201 586.05 [53, 00] 
R 1 420 679.52 [ 93,00] 
2.14 Refining the treatment of secondary failure 
Referring to section 2.7, a further improvement to the treatment of 
simultaneous failure is now demonstrated using equation (2.7.3) . The integral 
has to be evaluated numerically, and for that purpose Gauss-Legendre 
polynomials of order 4 were used [ Ambramowitz & Stegan (1972) ]. Since all 
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the survival probability components gradually decrease over the 
integration, the probabilities are smaller and hence lead to a smaller greater 
log-likelihood than before, but tending to the same limits as F tends to zero or 
infinity. This would in general lead to wider confidence intervals for F. 
For the data considered here, the incidence of simultaneous failure is 
relatively small, and the survival probability components are always close 
to 1, so the net effect is very small, as shown in Table 2.9 compared to Table 
2.8. It can be concluded that investigation into approach C of section 2.7 
would similarly yield little variation. 
Table 2.9 
Data NLS est. F min. -logL conf.int. 
N 2 11 1086.82 [ 9, 15] 
0 2 25 3073.87 [ 18,38] 
p 1 114 2476.83 [ 62,279] 
Q 1 201 586.05 [53, 00] 
R 1 420 679.52 [ 93, 00] 
Only a limited analytic comparison can be made between these approaches, 
but consider the simple example yielding equation (2.7.4). In the first 
approach the precise survival stress of the m-1 elements surrounding the break 
was treated as unknown, but was known to be at least x. So the probability 
contribution was taken to be 
S(x)m-1 [ S(x)- S(kx)] = Qc , say. 
Approach B (or C) yields 
[ Sm(x) - Sm(kx) ] /m = Q1, say. 
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Q1 [S(x)m- S(kx)m] [1 - S(x)u] 
= = whereu=kW-1 
Qc m[S(x)m- S(x)m-lS(kx)] m[1- S(x )u] 
= ( 1 - tm ) I [ m (1 - t) ] where t = S(x)u 
Now S(x) is frequently of the order 0.95 -> 0.98 and for F ｾ＠ > 10, u will be less 
than 1 using w, say 8 or above, so t is greater than S(x) and therefore 
approaches 1. 
limit 1 - tm -m using L'Hopital's rule 
t-> 1 = 
m(1- t) -m 
= 1 for t approx. = 1 
Hence the two approaches produce a -logL of similar behaviour over F 
approximately greater than 10. 
2.15 Treatment of resin cracks 
The concern here is not to model the occurrence of resin cracks, but to model 
the possible effect they might have on the fibre stress concentrations. A resin 
crack may occur where a fibre is already failed or damaged or in an as yet 
unfailed region. 
(i} ＱｾＱＭＭＭＱＭＱ＠ (iii) 1-1 1-1 
In cases (i) and (ii) no likelihood contribution is appropriate for the element 
concerned - that will have been determined at the time of failure, but it is to be 
assumed that neighbouring elements will be under a changed load 
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concentration as a result. In case (iii), the fibre element concerned is probably 
unloaded, due to debonding of the matrix around the crack, so a survival 
probability should be assigned as the likelihood contribution based on the 
stress and load concentration factor as immediately prior to resin crack. 
The effect of the resin crack on neighbouring fibres is unknown, but thought to 
be small. Arbitrarily, it was decided to make the contribution to 'r', the number 
of failed neighbours, increased by 0.5 if a resin crack present. An increase in 
the possible status types for elements is required, so 
t .. l,J = 0 = failed 
= 1 = unfailed 
= 2 = failure and resin crack 
= 3 = resin crack only 
At any given point, it is still only those elements for whom ti,j = 1 which are 
'in play'. For ti,j = 0, the contribution to r is 1, for ti,j = 2, the contribution is 
1.5, and 0.5 if ti,j = 3. 
Analysis now follows of the complete N, 0, and P data with the one 
exclusion of data set 013 which contained a large number of cracks and 
probably produces a large unknown effect. Table 2.10 demonstrates the above 
modification. The results are to be compared with Table 2.8, and perhaps are 
changed more than might be expected, in particular where the strain range is 
extended, though remain consistent in that the estimated F increases with fibre 
spacing. 
The question does remain as to whether the single fibre strength distribution 
has been adequately described. As seen in Section 2.10 the analysis of initial 
failures produced some unexplained discrepancies in the 2, 4, and 6 diameter 
spaced arrays. 
- - ------- ---------- ------ ---- ---- ---- -
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Table 2.10 
Data N 0 ｾ＠
I 
pre-crack pre-crack pre-crack 
no.arrays 4 4 7 7 5 4 
no .failures 153 106 347 293 328 247 
max. strain* 1.012 0.908 1.173 1.026 1.126 1.126 
no. cracks 14 14 1 
est.F 22 11 39 24 87 114 
conf.int. [16,34] [9,15] [27,64] [18, 38] [52,177] [62,275] 
min.-logL 1437.86 3485.59 3313.8 
* this does not take into account any effective increase due to load-sharing. 
2.16 Bimodal failure and competing risks 
Two types of failure are known to exist for this fibre, those initiated at the 
surface and those initiated at the tungsten core. Clarke (1988) examined the 
fracture surfaces of a sample of single fibres to establish the failure mode, with 
the following results: 
50 fibres in air, length 10mm. fibres; 
surface 43 strain range 
core 12 fl 
0.3 -> 0.92% 
0.92 -> 1.12% 
30 fibres, length SOmm., in approx. 1/2 diameter resin coating; 
surface 10 strain range 0.46 -> 0.96% 
core 20 II 0.96 -> 1.1% 
It would appear that the core-initiated failures occur in a very concentrated 
strain range, and that resin coating considerably inhibits surface-initiated 
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failures. The 10-diameter spaced arrays (R) have failures occurring at 0.898, 
0.926, 0.952, 0.956, 0.956, ..... % strain, and it seems highly likely that these are 
overwhelmingly core-initiated failures. It is possible that at the closer spacings 
the resin matrix has not inhibited the surface flaws to the extent predicted. 
Minimum strains of the order 0.5-0.6% indicate that these are surface failures, 
but as strain increases, a bimodal failure distribution would seem 
appropriate. Clarke showed that a competing-risks model given by 
S(x) = S(l)(x) S(2)(x) 
where S(l)(x), S(2)(x) are respectively the Weibull survival_functions for 
surface and core-initiated failures., fitted the above single fibre data better than 
a single-mode Weibull. The assumption is made that these different modes 
of failure are independent. 
A competing-risks distribution of this form may be used with both the 
chain-of-bundles and dependent bundles models, as weak-link scaling still 
applies. 
i.e. SL(x) = SL (1 >(x) SL <2>(x) 
= 
[ g(l)(x)L ] [ g(2)(x)L )] 
so, [SL(x)]l/L = S(l)(x) S(2)(x) 
However a joint estimation over the 5 parameters F, wO >, a (1 >, w<2), a <2>, is 
neither practical nor reliable as problems of identifiability arise. Basu & Klein 
(1982). (See Chapter V). Such problems are rectifiable, where, for example, 
the failure type is known and then the marginal distribution for each failure 
type may be estimated separately, as in Kalbfleisch & Prentice (1980). 
Clarke quotes for the 50mm. resin-coated fibres the following Weibull 
parameters: 
Total 
Surface 
Core 
30 
10 
20 
w a. 
6.4 
4.4 
31.9 
6.73 - from a single modeWeibull plot 
10.875 
4.205 
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The 0 data (4-diameter spacing) has the largest number of failures 
contributing to the initial failure analysis, and with w = 6.1 and a. = 6.848 
would seem rather similar to the above. The values are also common to the N, 
0 and P confidence regions in Fig.2.13. On this basis, a competing risks 
strength distribution with the above parameters was tried, but produced 
negative log-likelihood values very significantly greater than- those given by 
the single mode Weibull. 
It has been suggested that the single embedded fibres and widely spaced fibres 
in arrays would display predominantly core-initiated failures, but the 
parameters suggested, w = 13.9 and a.= 4.9785 give a greater spread of strength 
than that indicated above. 
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2.17 An extended analysis of single embedded fibres. 
More information about fibre strength may be obtained by utilising all the 
observed breaks in independent fibres, rather than just the first failures, in 
whatever length of fibre is available for breaks at the time. In the data 
considered here, relatively large portions of fibre are rendered 'inactive' at each 
failure, and the lengths of these regions have been recorded. It can also be the 
case that the length of fibre available for the next break is a function of 
unknown ineffective lengths, bordering fibre fractures. The following analysis 
may be used to make inferences about strength parameters and/ or parameters 
describing ineffective lengths. 
Let fL(x) and SL(x) be the probability density and survivor functions for the 
strength of fibres of length L. Let Lj be the total length of fibre available for 
breaks after (j-1) breaks. The initial length L = L1. Assuming that fibre breaks are 
independent, the contribution to a likelihood function from the jth break is: 
prob( new failure at x;) prob (no new failure between xj-l and xj) 
hq (x) Sq(xj) /Sq(xj-l) where h(x) is the hazard function, and xo = 0. 
= fLj(x;) I SLj(xj-1). 
For a set of m stresses { Xj } with corresponding fibre lengths { L; } , an overall 
log-likelihood function is given by 
m m 
j=l j=2 
If the fibre is further subjected to a maximum stress Xmax, but no further 
breaks occur, then the likelihood function must be multiplied by 
SL(m+l) (Xmax> I SL(m+l) (xm) and the log-likelihood becomes 
rn m+l 
L log fLj (xp - L log SLj(xj-1) +log SL(m+1) (Xmax> 
j=1 j=2 
For an array of n independent fibres a joint log-likelihood will be the sum of 
such contributions over all fibres : 
n m(i) n m(i)+ 1 n 
i.e. logL = L L,log fL(i,j) (xi,j) - L L logSL(i,j) (xi,j-1) + L,log SL(i,m(i)+l) (Xmax(i)) 
i=1 j=1 i=l j=2 i=1 
If the failure stress is Weibull distributed with parameters wand aL-1/w for a 
fibre length L, then 
n m(i) n n m(i) 
logL = L L log L(i,j) + L mi(log w- w log a) + L (w-1) L, log xi,j 
i=l j=l i=1 i=l j=l 
n m(i)+1 
- L, L, L(iJ') (x· .w- x· . 1w);aw ' l,J I,J- ' 
i=l j=l \ 
I 
I 
where xi,m(i)+1 = Xmax(i) · 
n m(i)+1 
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alogL/aa = -w Ljmi /a - w(w+1) a <I>' where <I>= L L L(i,j) (xi,jw- xi,j-1W). 
i=1 j=1 
So for given w, the maximum likelihood estimate for a is [ L,i m(i) /<I> ]-l/w, 
and as before an estimate for w must be obtained iteratively. 
This analysis may be applied to the most widely spaced array data (R) to see 
if the single mode Weibull distribution indicated by the initial failures remains 
consistent thoughout the failures in total. This is under the reasonable 
assumption that there is negligible load-sharing i.e. the fibres can be treated 
as independent. 
It is recalled from Table 2.4 that the 20 initial failures gave estimates w = 16.7 
and a = 4.875, with confidence region shown in Fig.2.13. The two 
contributing samples had 67 breaks in total, over a strain range of 0.898% to 
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1.11 %. Maximisation of the above likelihood leads to joint estimates w = 15.95, 
a = 4.83, and confidence region as shown in Fig.2.16. The strength distribution 
remains highly consistent, and in view of earlier discussion might be put 
forward as a possible strength distribution for the core-initiated mode of 
failure. Indeed these parameters do improve the competing-risks model quite 
markedly, but fail to reduce the negative log-likelihood against that for the 
single mode Weibull distribution. 
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Fig. 2.16 Estimation of Weibull strength parameters treating all breaks in the most widely 
spaced arrays as independent. 
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2.18 Concluding remarks 
Whilst uncertainties may persist with regard to fibre strength, The dependent 
bundles model seems to perform well in estimating load-sharing parameters, 
provided a strength distribution which has the weakest-link property 
approximately applies. The estimated single mode Weibull based on the 
initial failures of each fibre in the arrays has in fact consistently given 
optimum likelihood values in the estimation of F, and without further 
precise experimental evidence, would appear to be a satisfactory procedure. 
Further discussion about various types of model appropriate to fibre strength 
will be taken up in Chapter V, but it is also possible that ｴｾｾ＠ load-sharing 
parameter F might have a role in detecting changes in the strength hazard 
function. By studying the way in which the estimated F varies as stress 
increases, it would be possible for example, to relate a sudden rise in F to a 
marked increase in the hazard rate. 
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Chapter III 
MATCHINGS IN POINT PROCESSES 
3.1 Introduction 
If events occur randomly and independently in two point processes, it is 
possible that an event in one process will 'coincide' with an event in the other 
process purely by chance. 'Coincidence' can be defined to be events occurring 
within some interval, say B , of each other. If there is some relationship 
between events in the two processes, i.e. an event in either process might cause 
an event to occur in the other process, then an unusually high degree of 
coincidence, or 'matching', will be observed. The extent of the matching will 
be related to the degree of dependence between the two processes. 
Given two independent point processes on [0, L] the mean and variance of the 
number of matchings may be calculated in terms of the first and second order 
intensities of the two processes, and under an assumption of normality, an 
upper bound placed on the number of matchings likely to occur under 
independence. This bound may be expressed conditionally in terms of the 
number of events observed in each process and the interval of matching, 8. 
This approach has been compared with a discretized equivalent based on 
combinatorics, and an approximation put forward by Cox & Lewis (1966). The 
methods have been applied to the data of Chapter I, relating to a linear 
array of carbon fibre tows embedded in a relatively soft glass matrix. The 
matrix constrains the carbon tows so that multiple breaks can be induced 
in the tows. The matrix also transfers stress between tows which will tend to 
result in breaks being more likely to occur where an adjacent tow is already 
broken. The influence of the stress transfer diminishes as the distance 
between tows increases. Earlier work characterised this degree of load-sharing 
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by 1/F, where F is termed the load-sharing factor. The significance level 
attached to the number of matchings recorded in adjacent tows for varying 
inter-tow distances would be expected to reflect the estimates obtained for Fat 
these distances. 
The general advantage of the intensity-based approach is that different 
criteria for the occurrence of events within a single process may be 
accommodated. For example, the Poisson process may be 'inhibited' in that it 
may not be possible for the interval between events to be less than o. This is 
almost certainly true in the case of fibrous composites, where, after a break has 
occurred in a fibre (or tow), the full stress level is not restored by the 
constraining matrix until some small distance, say o, away from the break, 
making it very unlikely that two breaks are ever closer than o. The analysis of 
this situation is complex, but some progress may be made by considering 
what is termed a Type I counter process, which bears some similarity to the 
fibre break process. 
3.2 A discretized point process 
Some insight may be gained into the fibre break process by considering an 
approximate equivalent where the processes are divided into elements of 
equal length, and that length chosen such that each element can have either 
one break or none, and within each process the breaks occurring 
independently and each element equally likely to have a break. In this 
respect the principle is rather similar to the chain-of- bundles idea. 
Consider two parallel point processes over an interval of L units, where Lis an 
integer, and where only one event may occur per unit interval. Let there be 
n1 events observed in process 1 and n2 events observed in process 2. For 
convenience it will be taken that n1 is greater than or equal to n2. 
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1: ]-] X I X ]-] X ]-] 
2: 1-1 X 1-1-1 X 1-l 
A 'match' will be taken to mean an event occurring in both processes in 
corresponding unit intervals. In the above example, the number of matches is 
2. Given n1 and n2, it is required to calculate the probability of k matches, k = 
0,1,2 ..... n2. Given the pattern of the n1 breaks in process 1, the number of ways 
(n1) (L-n1\ 
\ k n2-k} 
n2 breaks can have k matches and n2-k non-matches is 
Dividing by the total number of ways n2 breaks can occur yields, under the 
assumption of independence, the conditional probability 
= 
ＨｾＱＩ＠ Ｈｾ［ｾｾＩ＠
(;2) 
i.e. k has a hypergeometric distribution. Therefore, E(k) = n1 n2/L and 
(3.2.1) 
(3.2.2) 
From (3.2.1) the distribution function of k may be calculated and confidence 
intervals put on the number of matchings, under independence. Under 
certain conditions, the hypergeometric distribution may be approximated by 
a Normal distribution [ Feller (1968) p.194 ]. Namely, if n1, n2, and L are 
positive integers and tend to infinity in such a way that n1 /L -> p and 
n 2/L -> t, then k has an approximately Normal distribution, mean Lpt, 
variance Lp (1-p) t (1-t). 
For the processes to be reasonably similar to the real fibre break data available, 
values of n1 and n2 would be up to about 15 and L taken to be 100 units, where 
one unit represents 1mm. For such values of these parameters, the true 95% 
confidence intervals will be compared with those given by the Normal 
92 
approximation. Table 3.1 shows, for various n1 and n2, an upper bound, Cu, 
on the number of matchings using the upper 95o/o point of the approximate 
Normal distribution and for the hypergeometric distribution the number of 
matchings, Ku, with cumulative probability closest to 0.95. The hypothesis 
of independence is rejected if the number of matchings is greater than Cu or 
greater than Ku. The results asterisked are where these two criteria yield a 
different decision. The variation in the true significance level, 1 - P, for the 
hypergeometric distribution inevitably means that the Normal approximation 
will not in practice be very close. 
Table 3.1 
nl n2 p Ku · Cu ( p = 0.95) 
15 15 0.9534 4 4.357 
15 14 0.9658 4 4.1484 
15 13 0.9758 4 3.9353 
15 12 0.9211 3 3.7184 
15 11 0.9419 3 3.4971 
15 10 0.9592 3 3.2710 
15 9 0.9730 3 3.0394 
15 8 0.9835 3 2.8016 * 
15 7 0.9333 2 2.5562 
15 6 0.9580 2 2.3020 
15 5 0.9768 2 2.0366 
15 4 0.9898 2 1.7568 * 
15 3 0.9420 1 1.4570 
12 12 0.9644 3 3.1859 
12 10 0.9826 3 2.8118 * 
12 8 0.9470 2 2.4175 
12 6 0.9781 2 1.9959 * 
12 4 0.9305 1 1.5328 
12 2 0.9867 1 0.9922 * 
10 10 0.9400 2 2.4880 
10 8 0.9686 2 2.1456 
10 6 0.9874 2 1.7779 * 
10 4 0.9512 1 1.3719 
10 2 0.9909 1 0.8944 * 
8 8 0.9841 2 1.8568 * 
8 6 0.9282 1 1.5452 
8 4 0.9688 1 1.1989 
6 6 0.9593 1 1.2925 
6 4 0.9828 1 1.0094 
4 4 0.9929 1 0.7949 * 
93 
3.3 Near coincidence of events of two types 
An approximation given by Cox & Lewis (1966) is now considered. Suppose 
events of two types (I and II) are observed. Suppose it is thought that a type I 
event might lead to a type II event but some type I events do not lead to type II 
and some type II events occur independently of type I. 
Suppose a small constant dis chosen such that if a type I event occurs at yin 
the interval [O,L], any associated type II event is very likely to occur in 
(y-d/2,y+d/2). 
Let S1(d) be the union of intervals of length d, one associated with each type I 
event, and let T1(d) be the length of St(d). Then if there are n1 events of type 
I, T1(d) is less than or equal to n1d, equality occurring if and only if no two 
type I events occur within d of one another, and no type I event occurs in 
(O,d/2) or (L-d/2,L). 
If the n2 type II events are distributed randomly, the number, n21 say, observed 
to fall in S1(d) has a Binomial distribution, parameters n2 and T1(d)/L. 
Cox & Lewis then consider the special case Tt(d) = n1d and Tt(d) is small 
compared to L. Under the null hypothesis that type II events are independent 
of type I events, 
n21 - Poisson (n2 n1 d/L) (3.3.1) 
on which a simple test of significance for the number of coincidences 
may be based. 
Further suppose the two processes are not independent and each type I event 
has probability e of producing a type II event in the relevant interval d and 
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that remaining type II events are distributed at random. The number 
of coincidences is, conditionally on n1 and n2, of the form U+V where U 
has a Binomial distribution, parameters n1 and e, and V, conditionally on 
U, is approximately Poisson, parameter n1 (n2- U) d/L. Thus if N21 is the 
random variable corresponding to the observed number of coincidences 
from which e may be estimated approximately. 
This model may be compared with two adjacent fibre break- processes by 
｣ｯｮｾｩ､･ｲｩｮｧ＠ fibre 1 to have Type I events and fibre 2 to have Type II events. 
The model does not specifically allow for a dependence in both directions, 
i.e. 6 is the probability type I might lead to type II, but it is desirable in our case 
to also have the possibility of type II leading to type I. This could be 
accommodated by defining e to be the probability that a Type I and Type II 
event are related. However, in the case studied here, the events are of the 
same type, so any restrictions with regard to type I events should also apply to 
type IT, such as for example, no two events closer than d. The likely effect of 
this can be seen by comparing the Poisson distribution of (3.3.1) with the 
hypergeometric distribution of (3.2.1). To make the two models roughly 
equivalent d should be taken as 1. The mean is the same in both cases, but 
the variance (3.2.2) is somewhat smaller than n1n2/L. So the suggestion is 
that a restriction on inter-event spacing has little effect on the mean number 
of matchings but reduces the variance of matchings. 
A further generalisation is to allow the matching interval to be different 
from the minimum distance between events, which then leads to matchings 
having points in common. It will now be shown how, for a more general 
model, more precise information about the distribution of matchings might 
be obtained. 
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3.4 Intensity-based approach 
Consider two point processes, M1(x) and M2(x) on [O,L] where Mi(x) is the 
number of events in [O,x]. The differential dMi(x) = Mi(x+dx) - Mi(x) is 
how many events occur in the interval [x,x+dx] and must therefore be either 0 
or 1. For x outside the interval [O,L] we have dMi(x) = 0. The product dM 1 (x) 
dM2(x+t) where It I < 8 is only non-zero when a match occurs, so if N 0 is 
defined to be the number of pairs of points, one from each process, less than 8 
apart, in other words the number of matchings, then 
0 L 
E<Na> = f f E{ dMt(x) dM2(x+t)} 
- t=-8 x=O 
X 
1: + 
2:-( +--)-
x-o x+t x+o 
First and second order intensities may be defined, as in Cox & Lewis, by Pi(x) 
and ｾＨｸＬｹＩ［＠ i=1,2, such that 
Pi(x) dx = prob{ an event in process i in the interval [x,x+dx] }, 
and 
ｾＨｸＬｹＩ＠ dx dy = prob{ events in process i in each of the intervals [x,x+dx] 
and [y,y+dy]}. 
8 L 
The mean of N 0 is then given by J J Pt(x) P2(x + t) dx dt 
and the second moment by 
8 5 L L 
-0 0 
E(N02) = f f f f E{dMt(x) dM2(x+t) dMt(y) dM2(y+s)} 
t=-8 s=-0 x=O y=O 
and hence the variance calculated. 
X y 
1: + +---
2: +--+----
x+t y+s 
(3.4.1) 
(3.4.2) 
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3.5 The uniform case 
If the points are distributed independently and uniformly over the two lengths 
L, then conditionally on the observed numbers of events nv n2, 
independently of x andy, but subject to 0 ｾ＠ x, y ｾ＠ L. 
Equation (3.4.1) is equivalent to 
B L-t o L-t 
E(NB) = J J Pl (x) P2(x+t) dx dt + J J P2(x) Pl (x+t) dx dt 
0 0 0 0 
allowing for the different orientations of the matching points. 
X x+t 
1:---+---------- 1:---------+------
2:---------+ 2:-----+----------
x+t x 
The two integrals in (3.5.1) are the same in the uniform case giving 
o L-t 
E(N0) = 2J J n1 n2 I L2 dxdt 
0 0 
= n1 n2 ( 21..0- 02 )/L2 
= n1 n2 ( 2e- e2) , where e = B/L . 
(3.5.1) 
(3.5.2) 
Similarly for the second moment, the integral in (3.4.2) must be partitioned 
in order to cover the different possible orientations of the matching points. 
The possibilities are: 
A: Two matchings generated by distinct pairs of points. 
x+t 
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There are four different orientations, x+t to the right or left of x , and y+s to 
the right or left of y. Each of the orientations yields an integral similar to 
8 8 L-s L-t 
J J J J ql(x,y) CJ2(X+t,y+s) dx dy ds dt 
0 0 0 0 
and in the uniform case are all equal to 
yielding 
o o L-s L-t 
{ n1 (nl-1) n2 (n2-1) /L4 } J J J f dx dy ds dt 
0 0 0 0 
B: Two matchings with one point in common. 
x x+t+s 
1: +--
2:'----+-----
x+t 
(3.5.3) 
(3.5.4) 
There are six different orientations, x+t+s to the right or left of x, and x+t 
between the other two points or to one side. In addition, the processes may 
be interchanged. Where the common point is between the other two, four 
integrals are yielded, of the form 
o o L-s-t 
J J f ｾＨｸＬｸＫｴＫｳＩ＠ Pj(x+t) dx ds dt, 
0 0 0 
o o L-s-t 
0 $; t+s $; L. (3.5.5) 
Where o > L/2, J J J ｾ＠ Pj dx ds dt must be subtracted. 
L-o L-t 0 
Writing e = o/L as before, the total is 
= 2n1 n2 (n1 + n2- 2} (e2- e3) 0 < e ｾ＠ 1/2 (3.5.6) 
and = 2n1n2 (n1 + n2 - 2) (e2- e3 + (2e- 1)3 /6) 1/2 < e $; 1 (3.5.7) 
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When the common point is to one side of the other two, no correction is 
necessary for o greater than L/2. There are eight possible orientations, each 
integral of the form 
o t L-t 
J J J qi(x,x+t-s) Pj(x+t) dx ds dt , 
0 0 0 
giving in total 
C: A single matching counted twice. 
x=y 
1: +--------
2: +------
x+t=y+s 
In this case, the contribution to E(Ns2) is simply E(Ns). 
3.6 Limits 
(3.5.8) 
(3.5.9) 
Certain limits can be verified. When e = 1 every pair of points is a matching so 
E(N0) = n1 n2 and E(Ns2) = n12 n22 as given by (3.5.2),(3.5.4),(3.5.6), and 
(3.5.7). Also, as e -> 0, n1, n2 -> oo, and n1 n2 e -> 'A, the limiting distribution of 
N 0 is Poisson, parameter 2'A. It is clearly seen that (3.5.2) tends to 2'A, and the 
variance of N 0 fore < 1/2 given by 
n1 n2 (nt-1) (n2-1) (2e- e2)2 + 2n1 n2 (n1 +n2-2) (e2- e3) 
+ 2n1 n2 (n1 +n2-2) (e2- 2e3 /3) + n1 n2 (2e- e2)- { n 1 n2 (2e- e2) )2 
(3.6.1) 
also tends to 2'A . It should be noted that this is a necessary, but not sufficient 
condition for a Poisson distribution. 
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3.7 Comparison with earlier models 
It is noted that the leading term of both (3.5.2) and (3.6.1) is 2n1 n2e, which 
corresponds to the Cox & Lewis Poisson approximation in 3.3, where the 
interval d corresponds to 2o in the above analysis. The discrete 
hypergeometric model may be compared by replacing L by the number of 
elements. Where the length of element is d, the average matching interval is 
d/2, so again the length d corresponds to 2o in the above analysis, and the 
number of elements is given by 1/2e. The hypergeometric mean is n1n2/L, or 
equivalently n1n2/(1/2e) = 2n1n2e. 
The variances of the three models will now be compared via the Index of 
Dispersion, ! 0 , = variance I mean, and for the Poisson distribution equals 1. 
Other distributions may therefore be described as over or under dispersed 
with respect to the Poisson dependent on whether !0 is greater than or less than 
one. 
Equation (3.6.1) divided by (3.2.3) yields 
Io = [1- 2.5e + 4e,2/3 + O.Se,3 + (n1+n2) (e2/3- e3/2)]/[1- e/2] (3.7.1) 
For the hypergeometric distribution, 
(3.7.2) 
In both cases ! 0 depends on the ni and e. Figure 3.1 shows the behaviour of ! 0 
with respect toe for some typical ni. It must be noted that for the discrete case ni 
cannot exceed the number of elements= 1/2e. 
Fig. 3.1 
1.0 
0.8 
0.6 
0.4 
0.2 
0 0.01 0.02 0.03 0.04 0.05 
a: Uniform case 1: n1 =15, n2 =10 b: Hypergeometric 2: n1 =10, n2 =8 3: n1 =8, n2 =6 
4: n1 =5, n2 =5 
The Index of Dispersion for the distribution of the number of 
matchings. For the Uniform case, I 0 Is almost a pure function of 
the ma\ching interval, and stays close to the Poisson Io, which 
equals 1.0. For the discrete model, where the hypergeometrlc 
distribution is used, 10 decreases sharply with respect to both the 
matching interval and the number of observations. 
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3.8 Example: Glass-carbon fibre data 
The array data of Chapter I is again considered. Each array of 7 carbon fibres 
yields 6 pairs of adjacent fibres and for each pair the numbers of breaks in each 
fibre was recorded along with the number of 'matchings'. A 'match' was 
recorded where a failure in one fibre occurred in the same unit length as a 
failure in the other fibre. This then corresponds to the process described in 
3.2. Given, in that case, the conditional distribution of the number of 
matchings, the distribution function F(.) may be calculated and a 
significance probability obtained for the observed number of matchings. 
The intensity-based model will be a slight approximation because it does not 
have the restriction of 1 break per unit length. The appropriate value foro 
is 0.5, and for such small a the mean and variance of Na remain close 
together, implying a Poisson approximation. A significance probability is 
calculated on this basis, using E(N0) as the Poisson parameter. For both 
methods an upper 95% confidence limit is calculated using a Normal 
approximation. In addition the Cox & Lewis dependence probability e is 
estimated and is seen to produce higher values, approximately 0.2 and above, 
where a number of matches higher than is consistent with independent 
processes is indicated. The results are tabulated in Table 3.2. 
It is recalled from Chapter I that if a sub-bundle size of 1.0mm._ is used, which 
is the most appropriate for the comparison made here, estimates of the load 
-sharing parameter F might be 
spacing l.Smm. 
l.Omm. 
O.Smm. 
F = 80-100 
80 
13 approx. 
The degree of dependence between breaks is slight at the wider spacings and 
ＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾＭＭＭ - - ·-· -. --
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marked at the closest spacing. 
From Table 3.2 it is seen that the confidence intervals based on the Normal 
distribution ( II, IV ), imply a rejection of the independence hypothesis 
more often than is the case if the hypergeometric (I), or Poisson (III) 
distribution is used. The proportions of significant results under the four 
different criteria are shown below: 
I II III IV 
spacing 1.5mm. 0.13 0.27 0.10 0.20 
1.0mm. 0.23 0.37 0.20 0.33 
0.5mm. 0.86 0.92 0.86 0.92 
If there were no load-sharing, the proportion of significant results would be on 
average 0.05. The 1.5mm. spaced fibres are considered to be almost 
independent, which is better reflected by cases I and ITI than by the equivalent 
Normal approximations. The quantity 1/F is a measure of the transfer of load 
and hence a quantity contributing to the increase in the proportion of 
significant results above 0.05. For the three fibre spacings 1 /F is 0.011, 0.0125 
and 0.0769. There is, as would be expected, a certain positive relationship 
between the significant proportion and 1/F, but clearly no firm conclusions can 
be drawn without further information about results for fibre spacings between 
0.5 and 1.0mm. 
Table 3.2 
Significance tests for the number of matchings observed in the glass-carbon 
hybrid data, for adjacent pairs of carbon fibres, using matching interval B = 
O.Smm. and the fibre length is 100mm. 
Method I : hypergeometric P( !Qk) II: Normal approximation 
{ Jlk + 1.645 O'k } 
ill: Uniform case, approx. IV: Normal approximation 
Poisson P(!Qk) { E<N0> + 1.645 ｾｖ｡ｲ＼ｎ Ｐ ＾ｽ＠
nl n2 k I IT III IV 
(rnatchings) 
spacing= l.Smm. 
9 12 1 .700 2.618 .659 2.776 
2 12 1 .227 .992* .213 1.040 
2 9 1 .173 .842* .164 .873* 
5 9 0 1.000 1.481 1.000 1.546 
5 7 1 .310 1.269 .295 1.316 
7 11 1 .570 2.090 .536 2.203 
6 7 3 .004* 1.422* .009* 1. 478* 
7 10 1 .533 1.965 .503 2.066 
10 13 1 .769 2.968 .727 3.161 
8 13 1 .6a6 2.548 .646 2.705 
a 9 1 .543 2.004 .512 2.105 
9 14 3 .111 2.902* .133 3.092 
5 7 1 .310 1.269 .295 1.316 
5 8 2 .050* 1.378* .061 1.433* 
a 12 1 .655 2.418 .616 2.559 
7 12 1 .603 2.211 .567 2.336 
7 13 0 1.000 2.329 1.000 2.467 
9 13 1 .730 2.761 .6a9 2.935 
10 10 2 .262 2.488 .263 2.632 
9 10 1 .629 2.319 .593 2.449 
9 10 0 1.000 2.319 1.000 2.449 
10 13 2 .384 2.96a .372 3.161 
6 13 1 .576 2.100 .541 2.222 
6 14 1 .606 2.202 .567 2.336 
3 10 2 .026* 1.146* .03T* 1.195* 
4 10 0 1.000 1.372 1.000 1.433 
4 5 1 .18a .906* .1a1 .931* 
5 9 0 1.000 1.481 1.000 1.546 
a 9 4 .002* 2.004* .006* 2 .105* 
7 a 0 1.000 1.704 1.000 1.782 
est.e 
{Cox & Lewis) 
.001 
.390 
.420 
-.090 
.140 
.043 
.460 
.053 
-.020 
.005 
.045 
.223 
.140 
.340 
.015 
.033 
-.130 
-.009 
.120 
.021 
-.100 
.090 
.047 
.037 
.587 
-.100 
.210 
-.090 
.450 
-.080 
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The results marked* are where at a 95% significance level the degree of matching is higher 
than is consistent with a null hypothesis of independent processes. 
___ ___j 
104 
ｳＱＲ｡｣ｩｮｾ＠ = l.Omm. 
13 11 6 .000* 3.170* .004* 3.381* .412 
11 10 4 .012* 2.652• .026* 2.812* .304 
10 13 3 .120 2.968• .142 3.161 .200 
13 12 3 .187 3.367 .205 3.598 .141 
12 13 6 .001'* 3.367'* .005'* 3.598'* .430 
13 13 2 .532 3.560 .502 3.811 .044 
10 11 0 1.000 2.652 1.000 2.812 
-.110 
11 11 0 1.000 2.829 1.000 3.005 -.110 
11 9 1 .666 2.470 .628 2.614 .011 9 8 0 1.000 2.004 1.000 2.105 
-.080 8 10 1 .583 2.146 .550 2.260 .035 10 7 4 .002'* 1.965"' .006* 2.066* .370 18 12 1 .921 4.224 .884 4.557 
-.054 12 12 5 .005* 3. 186* .016* 3.398• .347 12 12 3 .155 3.186 .175 3.398 .160 12 14 3 .222 3.544 .236 3.795 .140 14 12 2 .528 3.544 .499 3.795 .043 12 11 4 .025* 3.001• .045• 3.195* .263 9 7 0 1.000 1.837 1.000 1.926 
-.070 7 12 2 .197 2.211 .205 2.336 .186 12 9 3 .074 2.618* .095 2.776* .190 9 12 1 .700 2.618 .659 2.776 .001 12 13 4 .048* 3.367* .073 3.598* .243 13 12 1 .831 3.367 .789 3.598 
-.033 12 5 2 .108 1. 771 J: 
.121 1.865* .137 5 7 0 1.000 1.269 1.000 1.316 
-.070 7 9 1 .494 1.837 .467 1.926 .063 9 8 0 1.000 2.004 1.000 2.105 
-.080 8 7 2 .096 1.704* .108 1.782* .200 7 7 1 .408 1.566 .387 1.633 .083 
s12acing = 0.5mm. 
9 9 9 .ooo• 2.164* .000* 2.279* 1.000 
9 9 9 .ooo• 2.164* .000* 2.279* 1.000 
9 8 5 .000'* 2.004* .001* 2.105* .526 
8 8 8 .ooo• 1.857* .000* 1.946* 1.000 
8 8 8 .ooo• 1.857* .000* 1.946* 1.000 
8 10 7 .000* 2.146* .000* 2.260* .845 
10 10 10 .000* 2.488* .000* 2.632• 1.000 
10 10 10 .000* 2.488* .000* 2.632• 1.000 
10 9 2 .221 2.319 .227 2.449 .130 
9 9 2 .186 2.164 .194 2.279 .152 
9 9 9 .ooo:c 2.164:1: .000* 2.279* 1.000 
9 11 8 .000* 2.470* .ooo:c 2.614• .859 
12 12 7 .000* 3.186* .001* 3.398* .533 
12 12 12 .000* 3.186* .000* 3.398* 1.000 
12 12 11 .000* 3.186* .000* 3.398• .907 
12 12 12 .000* 3.186• .000* 3.398* 1.000 
12 12 12 .ooo• 3.186*- .ooo• 3.398* 1.000 
12 12 12 .000* 3.186* .000* 3.398* 1.000 
9 6 5 .ooo• 1.664* .000* 1.740* .546 
6 6 6 .000* 1.292* .000* 1.340* 1.000 
6 5 2 .028* 1.156* .03T• 1.195* .303 
5 5 5 .000* 1.035* .000* 1.067* 
' 
1.000 
5 5 5 .000* 1.035* .000* 1.067* 1.000 
5 7 5 .000* 1.269• .000* 1.316* .980 
5 5 4 .000* 1.035* .000* 1.067* .790 
5 3 2 .006* .765* .010* .783* .390 
3 3 3 .000* .571* .000* .580* 1.000 
3 3 2 .002* .571* .004* .580* .657 
3 5 1 .144 .765* .139 .783* .293 
5 5 5 .ooo• 1.035* .ooo• 1.067* 1.000 
6 7 2 .055 1.422* .067 1.478* .283 
7 6 6 .000* 1.422* .000* 1. 478* .857 
6 6 6 .000* 1.292* .000* 1.340* 1.000 
6 7 0 1.000 1.422 1.000 1.478 -.070 
7 7 7 .000* 1.566* .000* 1.633* 1.000 
7 9 5 .000* 1.837* .000* 1.926* .674 
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3.9 Inhibited point processes 
Departure of a point process from complete randomness may take many forms. 
Gibbs processes provide a way of building new processes from a base process 
P 0 , which may for example be Poisson. The probability density f of a new 
process, P, is given by the derivative dP/dP0 and measures the amount by 
which a particular realization is 'more likely' under the new distribution. 
An important class consists of Gibbs processes with a Poisson base process on a 
bounded region. The most useful of these processes are those based on 
pair-potentials, where f is defined 
ｦｾ＠ = a ｢ｮＨｾ＠ IT h( r(xi, Xj)) (3.9.1) 
i<j 
where ｮＨｾ＠ = no.points in realization ｾ＠ = {xi}, and r(xi, Xj) is the distance 
between xi and Xj.The normalizing constant a is generally an unknown 
function of b and the Poisson intensity 'A, and parameters defining h. 
A process with the imposition of a minimum distance, say d, between any two 
events, but which is otherwise completely random will be called a simple 
inhibition process, in keeping with the terminology of Diggle (1983). This 
would correspond to the fibre break problem with d representing the 
ineffective length either side of a break. This would also provide a model for 
nonoverlapping discs of radius d/2 in a spatial context, often known as a 
'hard-core' model, Ripley(1977). Indeed much of the literature on the processes 
described here is in the context of spatial analysis. 
For simple inhibition processes, the conditional intensity of an event at a point 
x depends only on the existence of an event within d of x. So there is a form of 
local or Markovian dependence. Ripley and Kelly (1977) introduced a class of 
Markov point processes which incorporate such local dependence but with 
some flexibility. Within this class is the Strauss (1975) process for which 
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h(r) = c, r > d and h(r) = 1 , r < d. 
This gives 
f(x) = a bi'W cs (3.9.2) 
where s = the number of pairs of points in x less than dapart. 
The case c = 1 gives a Poisson process, 
c = 0 a simple inhibition process, 
and 0 < c < 1 a form of non-strict inhibition. 
The latter potentially provides some flexibility in the fibre break problem, by 
introducing a region near a break where further breaks are much less likely, 
rather than arbitrarily impossible. Dlggle (1983) on page 65 gives examples of 
non-strict inhibition and some resulting realizations for a ｾＮｰ｡ｴｩ｡ｬ＠ process, 
including an example where there exists a region of attraction, rather than 
inhibition, between events. 
Almost no analytical work is feasible with the models described by (3.9.2). 
Much of the work to date has been based on simulation. Estimation of the 
parameters for these processes poses problems. Ripley and Silverman (1978) 
discuss various aspects of the estimation of d and state that for the case c = 0 
above, the uniformly most powerful test ford= 0 against d > 0 is based on the 
minimum r observed. Further, the maximum likelihood estimate of dis the 
minimum r, and asymptotic distribution theory can be used to give 
confidence intervals for d. In section 2.17, analysis is given for the fibre break 
process which may be adapted to allow maximum likelihood estimation of the 
ineffective length d under an assumed distribution for fibre strength. It may 
also be extended to cover what is termed the 'linear stress recovery' model, 
[Henstenberg & Phoenix (1988) ], which is a model allowing d to vary, 
specifically here making d increase linearly with stress. 
Here, however, estimation of model parameters is not the prime concern. The 
objective is to discover something useful about the coincidences of events in 
two similar point processes, in order to make inference about the independence 
or otherwise of the processes. It is already known that even under the 
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assumption that events have an underlying Poisson distribution, introduction 
of some sort of inhibition rule, excludes an exact analytic approach. What now 
follows is an examination of what is known as a type of counter process, and 
which bears a similarity to the fibre break process, with the object of seeing how 
closely the distribution of 'coincidences' or 'matchings' in two counter 
processes resembles that of two fibre processes, under independence. The 
comparison is based on exact analysis for the counter process, but subject to 
certain assumptions with regard to estimation of process parameters, versus a 
large number of simulated pairs of fibre-break processes. 
3.10 A type I counter process 
Events are recorded over a period of time, say by an electronic counter but 
following the recording of each event, the counter is 'dead' i.e. unable to 
record any further events for a constant interval. The events may arrive 
at the counter according to a Poisson process for example, but the recorded 
process will not be Poisson. In particular, it is not possible for recorded 
events to be closer than the 'dead' interval, which makes the pattern of the 
recorded events over an interval L similar to breaks in fibres of length L. One 
important difference though, is that events in the counter process occur 
sequentially in 'time', whereas the fibre breaks do not occur in any particular 
position order. The following analysis determines the intensity functions for 
a type I counter process. 
a) <- Xt -><- x2 -><- x3 -> 
x········ X ........ x········--
() () () 
The 'dead' time after each event is a constant a. The process starts at arbitrary 
time and { Xi} are the intervals to the next event, where X1 has distribution 
function G(t), and all other Xi have distribution function F(t), and all Xi are 
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independent. This is termed a delayed renewal process, as in Karlin and Taylor 
(1975). Such a process is only stationary if 
X 
G(x) = Jl -1 f { 1- F(t)} dt 
0 
00 
where Jl = J { 1- F(t)} dt 
0 
If N(t) is the number of renewals up to timet, then Md(t) which is E[ N(t)] is 
the renewal function and the first-order unconditional intensity is given by 
md(t) = dMd(t)/dt. 
b) <- xl -><- x2 -><- x3 -> 
X ........ x········ x······ .. ...... X 
t=O a a a 
Here the process starts at an arbitrary event, all Xi are independent with 
distribution function F(t), and the number of renewals up to timet does not 
include the event at t = 0. This is termed an ordinary renewal process with 
first-order intensity mf(t) = dMf(t) I dt. 
Let q(t,t + u ) be the second-order intensity for the delayed renewal process. 
ｾＡＮ＠
Then, 
q(t,t+u) dt du = prob(event in [t,t+dt] and event in [t+u,t+u+du]) 
= prob(event in [t,t+dt] x prob(event in [t+u,t+u+du] I event at t) 
i.e. (3.10.1) 
It will be assumed that when the counter is free, events arrive according to a 
Poisson process rate p. 
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Md(t) obeys the Renewal theorem for F "non-arithmetic" (Karlin and Taylor) 
i.e. 
t->oo 
i.e. md(t) = d.Md(t)/ dt -> 1/J.L = ( o + 1/ p) -1 = p/(po + 1) 
For finite t, Md(t) is the solution of the Renewal equation: 
t 
Md(t) = G(t) + f Md(t- x) dF(x) 
0 
00 
Using the notation f)(·(s) = f f(t) e-st dt to mean the Laplace transform of 
0 
f(t), t [f(t)] , it follows that 
Md*(s) = G*(s) + Md*{s) f*{s). 
Therefore M*d{s) = G*(s) = 
1 - f*(s) 
g*(s) where g(t) = dG(t) I dt. 
s(l- f*(s)) 
Here, X1 has an exponential distribution parameter p, i.e. g*{s) = p/(s +p) and 
all other Xi are such that {Xi- o} is exponential, i.e. f(t) = 0 for 0 < t s; o 
and f(t) = p exp[ -p(t-o)] fort> o, so f*(s) = e-so p/(s + p). 
Therefore Md*{s) = 
s( s + p- pe-S0) 
so md*{s) = p (3.10.2) 
S + p- pe-so 
Similarly, Mf(t) can be found from the Renewal equation, with G(t) replaced by 
F(t), giving 
Mf*(s) = F*(s) 
1- f*(s) 
= f*(s) 
s(1 - f*(s)) 
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yielding mf*(s) = 
s + p- pe-SO 
and by the second translation property of Laplace transforms 
mf(t) = md(t- o) , 
= 0 
t>o 
t ｾＰ＠ (3.10.3) 
To invert the Laplace transform for md(t), m*d(s) is written 
{ ( s + p ) I p - e -so } - 1 = p ( s + p r 1 { 1 - e-So p(s + p)-1 } -1 
00 
= p ( s + p)-1 2', e-rsa [p/(s + P.)] r 
r-=0 
By the first translation property, t -1{ (p/(s + p) r+l} = p r+l e-pt tr /r! 
Therefore, 
t -1 { e-rso [p/(s + p)] r+l} = p r+l e -p(t-ro} (t _ ra)r /r! , t > ro 
= 0 , t ｾ＠ ro 
00 
So, md(t) = 2', p r+l e -p(t-ro} (t- ra)r H(t- ro) /r!, (3.10.4) 
where His the Heaviside function. 
As a check, it can be seen that if o = 0, the Poisson intensity pis yielded. 
00 
From equation (3.10.3) mf(t) = 2', p r+l e-p(t-(r+l}o) (t- (r+1)B)r H(t-(r+l}o)/r! 
r=O 
so the second order intensity q(t,t+u) = md(t) mf(u) = md(t) md(u-o) 
00 00 
= e-p(t+u) 2', p r+l erpo (t- ra)r H(t- ro)/r! 2', pk ekpo (u-ro)k-1 H(u-ko)/(k-1)! 
r.=O k=l 
(3.10.5) 
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3.11 The behaviour of md(t) 
All intensity functions for the counter process are expressable in terms of md ( t), 
so it is of interest to see how this function behaves. It is known that in the 
limit t -> oo, md(t) -> p/(pB + 1), but how quickly that limit is approached will 
depend on the values of p and o. 
In the fibre data of Table 3.2 it is seen that the number of breaks in 100mm. is 
anything from 2 to 18. The assumed underlying Poisson intensity p will be a 
function of the observed number of breaks and also possible breaks not 
observed because they would have occurred within o of an exis.ting break. For 
modest p, say 0.15, md(t) attains its limiting value approximately by t = 2B. 
Fig.3.2 demonstrates the behaviour foro= 8, and is similar for other values of a. 
For the fibre break process, the ineffective length to one side of a break may be 
of the order 1 to Smm. For larger values of p the behaviour of md(t) remains 
similar, but only for modest a. As o increases the oscillatory nature of the 
function becomes more intense, and it takes a long time to settle in the region 
of the limit, [Fig.3.3]. 
3.12 Estimation of intensity parameters 
The distribution of the number of matchings in two point processes is the 
principal interest, but conditionally on the number of events observed in the 
two processes. The parameter B will be fixed, and the intensity parameter 
estimated .. Now the mean interval between events in a Type I counter process 
is, in the long run, o + 1/p, and p might be estimated, for example, from the 
observed mean interval between events. However, this estimator is biased, the 
bias increasing with o, so alternative approaches will be considered. 
Estimators might be based on counts or distances. Distance methods will 
Xl0-2 
ＱＶｾＭＭＭＭＭＭｾＭＭＭＭＭＭｾＭＭＭＭＭＭｾＭＭＭＭＭＭｾＭＭＭＭＭＭＭＮ＠
ｾｾＭＭＭＭＭＭＫＭＭＭＭＭＭＭｾＲｾＭＭＭＭＭＭｾＳＭＭＭＭＭＭＭｾＴｾＭＭＭＭｾＵ＠
xtol 
t 
Fig.3.2 Typical behaviour of lllcl(t) and mf(t) { = lllcl(t-0) }, for modest p. 
The example here hasp = 0.15 and o = 8. 
xto-t 
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t 
Fig.3.3 Behaviour of Illd(t) for large p, here taken to be 1.0, and o taken to be 9. 
112 
ｾｬｩｭｩｴ＠
=0.06818 
ｾｬｩｭｩｴ＠
= 0.1 
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obviously have variation due to different patterns of events. References on this 
topic include Ripley(1981) chap.7, and Diggle (1983) pp.42-43. The most 
theoretically useful approach to point processes has been via the counts N(A) 
for all bounded Borel sets A. The natural parameters to consider are the 
moments. By homogeneity, E{N(A)} = p v(A), where v(A) is the amount of 
"space" in A. If A is a planar region, then v(A) is the area of that region, or if A 
is an interval, then v(A) is the length of the interval. 
Intuitively, pis estimated by Pi0 = ni/v(Ai), where ni =no. observations, and 
here v(Ai) = Li = the length of process i. Under CSR (complete spatial 
randomness), this is the maximum likelihood ·estimate, and is-unbiased, with 
variance pi/Li. ( Diggle p.34). In the case considered here CSR does not apply, 
and there is inevitably a slight bias involved in estimating Pi via (B + 1/p) = 
Li/ni , which implies Pi0 = ni/(L- niB), due to the possible occurrence of the 
ni'th event less than a from the end of the interval. Further, the intensity 
parameters in md (t) and mf(t), whilst in theory are the same, will not 
necessarily .be best estimated in the same way. In the limit a-> 0, the processes 
become Poisson, and whereas p0 = n/L is an unbiased estimate for p, n(n-1)/L2 
is an unbiased estimate for p2, (Ripley p.158). These are the first and second 
order intensities specified in section 3.5. It would therefore be desirable to find 
intensity estimators for the counter process which produce these functions in 
the limiting case. 
One approach might be based on equating the observed number of events in 
the process with the renewal function Md(t) which is E[N(t)]. From (3.10.2), 
Md*(s) = md*(s) /s = p s -l(s + p- pe-SB)-1. 
However, inversion of this expression is non-trivial, and similarly the 
alternative of integrating the series for md(t) , (3.10.4) , term by term with 
respect to t does not yield a form for Md (t) = ni which has a tractable solution 
for p. For the purposes of comparing the counter process with the fibre break 
process, the intensity function md(t) may be approximated by 
p e-pt 0 < t < o 
p e-pt { 1 + p eP5 (t-o)} ; o ｾ＠ t ｾ＠ 25 
p/(po+1) t ｾＲＵ＠ (seeFig.3.1) 
L 
So, E[ N(L)] = Md(L) = fo md(t) dt 
o ｾ＠ L 
:::= fo p e-Pt dt + f5 p e-Pt { 1 + p eP5 (t-o)} dt + f25 p/(p8 + 1) dt 
25 28 fo p e-Pt dt + f5 p2 e-p(t -o> (t- a) dt + p (L- 28)/(po + 1) 
0 
[1- e-p25] + fo p2 e-PY y dy + p (L-28)/(po + 1) 
= 1- e-p2o + -poe-p8 + 1- e-P8 + p (L-28)/(po+ 1) 
= 2 - e-p2o - e-po - poe-p8 + p (L-28)/(po+ 1) 
As required, this expression tends to pL as o tends to zero. 
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Let f(p) = Md(L) - ni I then f '(p) = 2ae-2po + po2e-p8 + (L-28)/(po+ 1 )2 and an 
approximate estimate for p may be found by solving f(p) = 0 using 
Newton-Raphson iteration. It is to be expected that this estimate will be slightly 
less than the estimate ni/(L- nio), the latter being inclined to over-estimate p, 
the bias increasing as ni and o increase. These estimates are compared in Table 
3.3 using some typical ni and e = 8/L in the range 0.0005 to 0.08. 
Table 3.3 
0= 0.05 0.1 0.5 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 
1a 0.0501253 502513 512821 526316 555555 588235 625000 666666 714286 769231 833333 
1b 0.0501253 502511 512788 526177 554940 586688 621908 661198 705299 755131 811853 
2a 0.100503 101010 105263 111111 125000 142857 166666 200000 250000 333333 500000 
2b 0.100502 101010 105249 111049 124689 141949 164473 195044 238775 306673 431606 
L = 1001 nj(l) = 5 I ni(2) = 101 (a) uses estimate ni/(L-nj0)1 (b) uses iteration estimate for p 
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3.13 The matchings problem 
Suppose there are two independent Type I counter processes in parallel, with 
intensity parameters Pl and p2, and the quantity of interest is how many times 
points occur, one from each process within a distance ｾｯｦ＠ each other. (The 
matching interval is taken to be the same as the •dead' interval for the 
moment). 
ｾ＠
e.g. 1: --x::::::::--x::::::::----x······ .. ----'X ........ _ n1 events 
2: ＭＭＭＭＭｸＺＺＺＺＺＺＺＺＭＭｸＺＺＺＺＺＺＺＺＭＭｸＺＺＺＺＺＺＺＺＭＭＭｾ＠ n2 events 
interval length = L no. matchings, Ns = 2 
The moments of Ns are required, conditionally not on known intensities Pl 
and p2, but on the observed numbers of events in the two processes, n1 and n2. 
The calculations of sections 3.4 and 3.5 are now revisited with the first and 
second order intensities Pi and qi now redefined for the counter process, 
i.e. Pi (x) = md (x; Pi) 
ｾＨｸＬ＠ x+t) = md(x; pj) mf(t; Pi) 
The first moment integrals are as previously expressed in (3.5.1). The second 
moment integrals are modified to allow for those regions where the 
second-order intensity is zero. The process length, L, is assumed to be at least 
3S, which for all practical purposes here is certainly the case, otherwise various 
corrections need to be applied to the integrals. 
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A: Two distinct matchings x+t y+s 
1: --x::::::::---x········---
i) oriented in the same direction 
2: -x::::::::---·x········---
X y 
8 8 ｌＭｳｲｾ＠
For s > t, the contribution to E(N82) is J J J ql(x,y) ｾＨｸＫｴＬｹＫｳＩ＠ dx dy ds dt 
0 t 8 0 
plus three similar terms allowing for the orientation to be reversed ,and x andy 
interchanged. For s < t, there are likewise four terms, but by symmetry, these 
are as for s > t. So, in total, the contribution is 
B 8 L-s y-8 
4 J J J J {ql (x,y) q2(x+t,y+s) + q2(x,y) q1 (x+t,y+s)} dx dy ds dt. 
0 t 8 0 
(3.13.1) 
x+t y-s 
ii) oriented in the opposite direction 1: ---x::::::::--x::::::::---
2: --x::::::::---x········--
X y 
Allowing for the interchange of processes, and x andy, the contribution to 
E(N82)is 
8 8 L 
2J f f 
y-B-s-t 
J {ql(x,y) ｾＨｸＫｴＬｹＭｳＩ＠ + ｾＨｸＬｹＩ＠ ql(x+t,y-s)} dx dy ds dt, (3.13.2) 
0 0 B+s+t 0 
x+t 
B: Two matchings with a common point 1: ---·x········----
8 ｾｴＫｳ＠ ｾ＠ 2S 2: ---·x::::::::-x::::::::---
x x+t+s 
B 8 L-t-s 
E(B)(Ns2) = 2 J J J { ql(x,x+t+s) P2(x+t) + ｾＨｸＬｸＫｴＫｳＩ＠ Pl(x+t)} dx ds dt 
0 &-t 0 (3.13.3) 
C: A single matching counted twice 
As before the contribution is simply E(N0), so the variance of N 0 is given 
by (3.10.1) + (3.13.2) + (3.13.3) + E(N0)- { E(N0) }2 . 
---- .... ----- -- .-- . 
117 
3.14 Computational details 
Given the nature of the intensity functions, a satisfactory analytic calculation is 
not possible, in general terms. Under certain conditions, the series for md(t) 
may be approximated by the first two or three terms, but even this yields a 
relatively complicated interpretation of the integrals in 3.13. Therefore, to 
obtain an accurate solution in all conditions, the integrals are evaluated 
numerically with md(t) calculated to as many terms as necessary. The full 
series involves I L/ ｾ＠ I terms which may be very large if L is large and ｾ＠ is small. 
In practice it was found that no more than 20 terms were required in order to 
achieve accuracy to within 1 o-6. 
A certain difficulty arises in the calculation of md(O), since md(o-) = 0 and 
md(o+) = p. If the abscissae used in the numerical integration should fall on 
these points, then the choice made above makes a not insignificant difference 
to the calculations. This may occur using Simpson's rule or when using 
Gauss-Legendre polynomials of the same order over different variables. 
The integrals required for ｅＨｎｾ［＠ nv n2) and ｖＨｎｾ［＠ nv n2) were evaluated using 
Gauss-Legendre polynomials, of order 4 over integration with respect to sand t, 
and order 10 over integration with respect to x andy, and L taken to be 100. A 
comprehensive program was written using some ideas gained from the 
Gaussian integration routines in "Numerical Recipes: the Art of Scientific 
Computing" by Press et al, (1986). 
The Pi were estimated by the method described in 3.12. There is a certain cut-off 
point in these calculations when ｮｩｾ＠ -> L. At this point p -> oo and the 
caculated ｅＨｎｾＩ＠ and ｖＨｎｾＩ＠ both -> 0. Fig.3.4 shows that a Poisson 
approximation appears plausible provided the total of the 'dead' intervals in 
the two processes is less than 30%, i.e. B(n 1 + n2) < 0.6 L . 
Fig.3.4. 
Mean and variance of the number of matchings 
matching interval 
I: n1 = n2 = 10 
IT: n1 = 6, n2 = 10 
ITI: n1 = n2 =5 
o =mean 
x = variance 
process length, L, = 100 
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15 
Mean and variance of NB for Type I counter processes given observed numbers of events 
n1 and n2. The intensity parameter pis estimated iteratively as on p.114. 
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3.15 Matching interval distinct from the 'dead' interval 
Suppose the minimum distance between points in one point process is -r, 
different in general to the distance B over which matching occurs in two such 
processes. 
't 
-----x:::::::::-----
<-8--B-> 
---1 1-----
matching interval 
Let the number of matchings now be Na,-r. The first moment of Na,'t will be 
given, as before, by (3.5.1), the only difference being the estimation of Pi, which 
is now a function of-rand not B. As a typical observation, n1 and n2 have been 
taken to be 6 and 10, and E(Na,'t) calculated for various Band 1:. The results are 
shown in Table 3.4 The mean value varies hardly at all with 1:, and remains 
close to 2n1n 2B/L. The exact mean is also shown for the uniform case -c = 0, 
which is 2n1n2 (1 - B/2L)B/L as in (3.5.2). 
Table 3. 4 
Numerically calculated E(Na,'t) , using L = 100, n1 = 6, n2 = 10 
't= 0 1.0 2.0 3.0 4.0 5.0 6.0 2n1n2B/L 
B = 1 1.194 1.1929 1.1925 1.1952 1.2006 1.2039 1.1968 1.2 
2 2.376 2.3738 2.3725 2.3740 2.3820 2.3878 2.3749 2.4 
3 3.546 3.5428 3.5411 3.5408 3.5455 3.5515 3.5314 3.6 
4 4.704 4.6997 4.6977 4.6965 4.6969 4.6949 4.6651 4.8 
5 5.850 5.8447 5.8423 5.8390 5.8411 5.8282 5.7758 6.0 
6 6.984 6.9777 6.9748 6.9714 6.9725 6.9516 6.8783 7.2 
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3.16 Comparison with simulations of the fibre-break process 
Points are generated at random anywhere within a fixed interval, subject to the 
condition that no new point may appear within a distance d of a previously 
occurring point. Methods may be based on 
either rejection sampling 
or generation of Xn+l conditionally on x1, x2, ........ xn. 
In rejection sampling, random positions are generated in an interval [0, L] , 
and each xi+ 1 is accepted if it is not within d of any preceeding Xj (1 ｾ＠ j ｾ＠ i). the 
process is continued until a specified number of points are accepted, or there is 
no space available for further breaks, (i.e. the interval is 'saturated'), in which 
case all the inter-break distances are less than 2d. Ripley (1987) describes 
rejection sampling as potentially highly inefficient. For the saturation case , 
this is bound to be so as the probability of generating a break in an allowable 
position tends to zero. 
In conditional sampling, the quantity of space available for further breaks is 
calculated after each new random break. The calculation is made on the basis 
that each break so far excludes an interval of up to 2d. If after i points the 
available space is Yv then the next random number is generated in the interval 
[0, Yi] and the true position of the event calculated from the positions of 
previous events. The process continues until some criterion, as above, is 
satisfied. 
The method used for generating the random numbers is due to Wichman and 
Hill (1982), and uses three simple multiplicative congruential generators. The 
algorithm is initialised by the input of three numbers between 1 and 30000. 
Pairs of fibre-break processes, length 100 units, each with a specified number of 
. breaks, were generated, and the number of matchings recorded, using values of 
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the ineffective length, d, either side of a break, from 0 to 5 units, (0 being the 
uniform case), and values of the matching interval, 8, from 0 to 5 units. The 
number of breaks in process 1 was set at 6, and for process 2, 10, in order to 
compare the results with previous calulations for the counter process. For each 
combination of d and 8, 5000 pairs of processes were generated. Table 3.5 
shows the mean number of matchings for a range of d and 8 values, and is to be 
compared with the counter process results in Table 3.4. A given value for d 
should be compared with the same value for 't, since this quantity represents 
the minimum distance between events. The means vary little with respect to 't 
and d, the tendency being to reduce slightly as these parameters increase. The 
mean is primarily determined by the matching distance, 8, and in both cases 
stays close to the mean at 't = 0 or d = 0. 
Table 3.5 
Average N () d over 5000 simulated pairs of fibre-break processes 
I 
using L =100, n1 = 6, n2 = 10 
d= ( 0.0 ) 1.0 2.0 3.0 4.0 5.0 2n1n2<>/L 
<>= 1 (1.194) 1.2010 1.184 1.1896 1.1882 1.2082 1.2 
2 (2.376) 2.4012 2.3868 2.3788 2.3804 2.3726 2.4 
3 (3.546) 3.5742 3.561 3.5654 3.5356 3.5270 3.6 
4 (4.704) 4.7324 4.7058 4.7272 4.6876 4.6808 4.8 
5 (5.850) 5.8570 5.8098 5.8096 5.8398 5.7942 6.0 
An example of how the distribution of ｭ｡ｾ｣ｨｩｮｧｳ＠ behaves is shown in Fig.3. 5. 
For a fixed d, in this case 2.0, the empirical density is given as a line graph 
(rather than a histogram) for values of 8 ranging from 0.5 to 5.0. 
The variances across all d and 8 examined are plotted in Fig.3.6. With certain 
exceptions for small 8, which may be due to sampling variation, the reduction 
in variance with dis demonstrated. The points asterisked are where d =()and 
r-t 
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u 
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x1o-2 Distribution oF thQ number of matchings (d 2. 0) 
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11 12 13 14 
no. matchings 
Fig.3.5. The distribution of matchings from 5000 simulated pairs of fibre-break processes, 
length 100, with numbers of breaks = 6 and 10, for values of the matching interval, 
o, = ( 0.5 (extreme left), 1.0, 1.5, ............. 5.0 (extreme right) }, using a constant 
ineffective length, d, = 2.0. 
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Approx. mean 
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Uniform case 't =0 
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d = 1.0 
d = 15 
d = 2.0 
d = 3.0 
d = 4.0 
d = 5.0 
Fig.3.6. The variance of the number of matchings observed in 5000 pairs of simulated 
fibre-break processes, with number of breaks = 6 and 10, for various values of 
the matching interval, o ,and the ineffective length, d. The points marked * 
are where d = o. 
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may be compared with the case n1 = 6 and nz = 10 in Fig.3.4. The behaviour of 
the variance is similar in the two processes, but it would appear that the 
variance is higher for the counter process than for the fibre-break process. 
However, the question of intensity estimation is not entirely resolved, and the 
variance calculations for the counter process will now be re-examined. 
3.17 Variance of matchings when () =1: 't 
The simplest case to consider is B s -r, and the limits of integration must be 
varied as follows: 
B B L-s y--r 
( 3.13.1) becomes 4J J J J { ......... } dx dy ds dt (3.17.1) 
0 t 't 0 
B B L 1--r-s-t 
(3.13.2) becomes 2 J J J J { ......... } dx dy ds dt (3.17.2) 
0 0 't+&H 0 
The case given by (3.13.3) can only occur if B > -r/2, and for -r/2 < B s -r (3.13.3) 
B B L-t-s 
is modified thus, 2 J f J { ........ } dx ds dt (3.17.3) 
The variance of Ns,-r is now given by (3.17.1) + (3.1872) + (3.17.3) + (3.5.1) -
{ (3.5.1) }2, and L is now assumed to be at least -r + 23 . 
The variances for a variety of cases for which B s -r with n1 = 6 and n2 = 10 are 
shown in Fig.3.7. Also shown is the limiting case -r = 0 when the limiting 
second order intensities qi are equal to a) ni(ni- 1)/L2, and b) (ni/L)2. It is 
clear that the calculated variances tend towards limiting case b) , but the 
simulated variances in Fig.3.6 tend towards limiting case a). It is therefore 
suggested that the remaining bias in the counter process calculations makes the 
variance too high, and removal of the bias looks likely to make the variance 
very similar to that of the fibre-break process. 
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Fig.3.7 Calculated variances of Na,'t for values of 't ranging from 1 to 5, given n1 = 6 and n2 = 10. 
The curve marked 0 is the limiting case 't = 0, when qi = (ni/L)2 and the curve marked 
is the limiting case 't = 0 when qi =ni(ni -l)JL2. 
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3.18 Intensity estimation revisited 
One approach to achieving the desired limiting variance, would be to estimate 
Pi in a different way when qi is used compared to when Pi is used. It would be 
required to find p to satisfy the equation 
L..tt L-t 
fo J't q(t, t+u) du dt = n(n-1)12. (3.18.1) 
It is easily shown that in the limit 't-> 0, this yields p2 = n(n-1)1L2, as required. 
Bearing in mind that q(t, t+u) is the product of two series, the calculation is 
very lengthy. As previously, an approximation for each series may be 
considered for small values of 't. Here, if the series for md(t) is approximated 
by say m terms, then the number of separate double integrals in (3.18.1) is at 
least m2. As a simple demonstration of the possible improvement in 
estimation, md(t) will be taken to be pe-pt for 0 < t ｾ＠ 't, and its limiting value 
pI (p-c + 1) for t > 't. ( -c is assumed to be small, - see Fig.3.2, where S is now 
replaced by -c ). Equation (3.18.1) then becomes 
= 
't L -2't 2't L - t L - 't L -t 
[ { fo + J-c } { J't + f2't } + JL-21: J't ] q (t, t+u) du dt = n(n -1)12 
't 2't 
J J p2e -p(t+u-'t) du dt + 0 't 
-c L-t 
p/(p't + 1) fo f2't pe-Pt du dt 
L-2't 2't L-'t L-t-'t L-2't L-t 
+ p/(p't +1) { J't J't + JL-2't J't } pe-<u --c) du dt + [p/(p't + 1)]2 J't f2-c du dt 
= (1- e-P't)2 + 2 [(L-2't)p -1 + e-P't- (L-3-c)pe-P't ]l(p't + 1) + (L-3't)2[pl(p't+1)]212. 
(3.18.2) 
Let f(p) = (3.18.2)- n(n-1)12, where n is the observed number of events in length 
L, then f '(p) = 2'te-P't(1 - e-P't) + 2[(L-2't) (1 - e-P't) + (L-3't)p'te-P't] I (p't + 1) 
- 2't[ p(L-21:) (1 - e- P't) + pe-P't- 1 + e-P't ] I (p't + 1)2 + (L-3't)2 I (p't + 1)3. 
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An estimate for p may be found by solving f(p) = 0 using Newton-Raphson 
iteration. 
The calculations for the variance of N 0,'t are now re-evaluated using the 
above estimation for Pi when Cli is required. The results are demonstrated for 
n1 = 6 and n2 = 10 and o ｾＧｴｩｮ＠ Fig.3.8. It can be seen that the variances are now 
in the correct relation to the limiting case 't = 0. The particular case o = 't is 
highlighted and compared with the equivalent case in the fibre process 
simulations from Fig.3.6. For smallS the results are in close agreement. 
The consequence of these calculations is that the distribution of matchings in 
two independent counter processes deviates from a Poisson distribution more 
quickly as S increases than previously suggested (Section 3.14 ). Examination 
of moments for the simulated data would also suggest this to be true for 
independent fibre-break processes. 
It should perhaps be noted, that whilst the attention has been confined to 
suitable estimates of Pi and Pi2, the form of md(t; Pi) involves other functions of 
Pi· Substitution of an unbiased estimate for Pi does not necessarily produce an 
md ( t) which is unbiased. 
A certain comparison can be made here with the earlier hypergeometric 
approximation. The variance, given by (3.2.2) has a parameter "L" denoting the 
number of elements in a process. This may be replaced by the process length, L, 
divided by twice the average matching interval, o, yielding 
variance(no.matchings) = 2ntn2 e(1- 2ent) (1- 2en2)/(1 - 2e), where e = o/L. 
Using n1 =6 and n2 = 10, 
for e = 0.01, var = 0.86 c.f. var(Nt2) = 0.87 & simulated var(d=2,o=l) = 0.865, 
for e = 0.02, var = 1.14, c.f. var(N2,4) = 1.18 & simulated var(d=4,s=2) = 1.26. 
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Fig.3.8 Recalculation of var(Na,'t), given n1=6 and n2=lO, based on revised estimation of pin 
q(t,t+u). The variance now approaches the limiting case 'li = ni(ni-1)/L2 (marked V ) 
as 't tends to 0. The points marked *are where 't =0, and corresponding results from 
simulated fibre-break processes for which d = a are shown a. 
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3.19 The case o > 't 
In this case the various integrals contributing to the variance calculation need a 
large number of amendments and separations in order to ensure a continuous 
integrand. ｔｾ･＠ latter is characterised by being continuous when greater than 
zero, but the continuity is broken by jumps to zero and remaining at zero for 
certain intervals before jumps back to a positive and continuous section. 
It would clearly be desirable if a general integral could be used. A suitable 
method may be to use Simpson's rule on the innermost integration, and 
Legendre polynomials on the rest. Simpson's with a large number of intervals 
is potentially more accurate because the approximation is only local at each 
stage. However investigation into this approach showed that in order to 
achieve the desired accuracy, the computing time involved was prohibitive, at 
this point in time. 
3.20 Concluding remarks 
The aim here has been to examine the various ways in which a fibre-break 
process may be approximated, in order to detect a significant relationship 
between the breaks in one process and the breaks in an adjacent process. As is 
often the case, a simple approach can produce a useful result, and the discrete 
approximation resulting in use of the hypergeometric distribution compared 
well to other, more sophisticated, ideas. With further, more general, work in 
mind, the potentially close connection to a type I counter process may provide 
a tractable way forward, but clearly there are certain limitations with regard to 
parameter estimation and computing time. 
--- -- -- --------------------- -- ------- - --
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Chapter IV 
A NON-PARAMETRIC TEST OF THE WEAKEST-LINK PRINCIPLE 
4.1 Introduction 
Fundamental to the work described in Chapters I & II has been the assumption 
that, for brittle materials, such as carbon, the strength of the material under 
load will be determined by the weakest element of the material, all elements 
acting independently, and all equally likely to be the cause of failure under a 
specified load. This enables the strength of different lengths of material to be 
predicted provided the strength of one length is known. 
The theory of the strength of brittle fibres originates with the work of Griffith 
in 1920. It was observed that the strength of a brittle material is several orders 
of magnitude less than that predicted from the energy required to break all the 
atomic bonds in a cross-section of material, and Griffith proposed that the 
reduced strength was due to the presence of flaws, and that the material was 
only as strong as its weakest element. Pierce (1926) realised that the Griffith 
theory was closely connected with that of extreme values. It is assumed that 
the flaws, whose severity may vary, are distributed randomly along the 
material, and it is therefore the most severe flaw which determines the 
strength of the material. Pierce put forward a model in which a fibre is 
considered as a series, or chain, of segments, or links, and when one link fails 
the chain fails. This 'weakest-link' model is expressed by the following 
(4.1) 
where SL(x) is the probability that a fibre of length L survives stress x. Fisher 
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and Tippett (1928) identified three types of extreme value distribution and the 
distribution developed by Weibull (1939) which satisfied the weakest-link 
relationship (4.1) turned out to be the equivalent of their type III distribution. 
Epstein (1949) made the connection between the Weibull distribution and 
extreme value theory. The Weibull model has survivor function SL(x) given 
by exp(-L(x/ a)w ); w and a represent respectively the shape and scale of the 
distribution. If fibres of different gauge lengths are tested, and the Weibull 
model assumed, it is to be expected that the ･ｳｴｩｭ｡ｴ･ｾ＠ of wand a at each gauge 
length should coincide. 
In 1982 A.M.Priest, at the University of Surrey, conducted tests on carbon 
fibres at four different gauge lengths in the range 1 -50 mm. The fibres are of 
small diameter, typically in the range 6 - 10 microns. All fibres tested came 
from the same length of carbon tow containing 1000 filaments, but all 
specimens tested were from different filaments. (Pitkethly's carbon-fibre tow 
tests used the same batch of fibre). Priest conducted a graphical analysis of the 
results and obtained, via probability plotting, estimates for w and a at each 
length. These were in some agreement, though examination of the fit of the 
Weibull model revealed some departure, particularly at the lOmm length, as 
shown in Bader & Priest (1982). 
Watson and Smith (1985) subsequently conducted a likelihood ratio analysis to 
investigate the hypothesis that the stress distributions at different lengths did 
have the same Weibull parameters, [Table 4.1]. They rejected the hypothesis at 
the 99% level of significance. They conjectured that variation in fibre 
diameter, which can be appreciable, is an important factor and demonstrated 
how a model which takes this factor into account could be of the form 
(4.2) 
They estimated c to be 0.90, but concluded that this was not a significant 
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improvement on the case c = 1. Closer examination of Priest's data shows that 
the distribution of fibre diameter at the different gauge lengths was 
significantly different and this almost certainly affects the results. 
Table 4.1 
Priest data: Watson & Smith maximum likelihood analysis 
gauge length no.obs. w a max.logL 
1 57 5.6 4.58 -71.0 
10 64 5.0 5.25 -63.0 
20 70 5.5 4.57 -49.9 
50 66 6.0 4.65 -36.2 
-220.1 (totallogL) 
combined 5.58 4.77 -229.1 
It would be desirable to test the weakest-link assumption without the 
assumption of a parametric family. It can be seen that the weakest-link 
assumption is equivalent to a proportional hazards model, so this suggests 
applying methods from survival data analysis to test this assumption. 
Recently, Lindgren and Rootzen (1987) took the same Priest data and fitted a 
one-parameter Cox model SL (x) = [ S1 (x) ]k, where k = ｌｾ＠ and S is the 
underlying survivor function, estimated from the combined data of all four 
lengths. The parameter ｾ＠ was estimated to be 0.83 and significantly different 
from one. Again, though, the variation in fibre diameter distribution may 
affect the result. 
Departure from the Weibull model is not a test of departure from weakest 
link. This latter property is a fundamental one and until now there has been 
no experimental work designed specifically to test this basic property. In 
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conjunction with new experiments, which for the first time, examine the 
strengths of different lengths from the same fibre, a simple test of the 
weakest-link principle has been designed without any reliance on knowledge 
of stress distribution, and has shown that the principle of weakest-link, as 
commonly used, is open to considerable doubt. 
4.2 Experimental details 
The tests were conducted in four batches. For each batch a piece of carbon-fibre 
tow in excess of 30cm. long was soaked in a bath of acetone in order to dissolve 
away the binding resin and enable single filaments to be picked out with 
tweezers. The single fibres were mounted on special cards which exposed 
lengths of 75, 30, 12 and 5 mm. [Fig.4.1]. Each length was labelled with the fibre 
number, before the card was cut into four portions and the lengths 
individually tested. The stress at failure was recorded as well as the diameter 
of each length. The diameter of the fibre is important, as between fibres this 
varies considerably, and may well be relevant in terms of the true stress 
distribution, but within any fibre the diameter varies little, which means that 
the four lengths from each fibre may be regarded as truly similar in all respects, 
apart from length. 
4.3 A Weibull analysis 
The batches of tested fibres contained 45, 38, 43 and 20 fibres respectively. The 
relative fragility of the fibres under these experimental conditions resulted in 
some lengths breaking before being tested. All fibre lengths surviving to be 
tested were tested, and complete data was obtained for 39, 33, 34, and 15 fibres 
respectively. The total number of observations was 137, 139, 132, and 133 for 
lengths 5, 12, 30,and 75mm respectively. 
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Fig. 4.1 The design of the experiment. 
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There was a marked stress/fibre diameter relationship, - higher stress being 
associated with small diameter. [Fig.4.2]. The design of the experiment 
ensured that the distribution of diameter was virtually the same for each 
length, so it was natural to test initially whether the stress distributions 
conformed to a single Weibull distribution. Maximum likelihood estimates of 
wand a, and the Weibull probability plots are shown in Table 4.2 and Fig.4.3. 
The estimated parameters are different from those for the Priest data [Table 4.1] 
and clearly a single underlying distribution does not apply. The Watson & 
Smith likelihood ratio test gives overall estimates of w and a, 4.71 and 5.7 
respectively, with a maximised log-likelihood = -467.68. Comparing this with 
the total -369.34 given by Table 4.2 indicates an overwhelming rejection of the 
hypothesis of a common Weibull strength distribution. The model described 
by (4.2) was also fitted, giving estimates w = 6.77, a = 5.765, and c = 1.542, with 
maximum log-likelihood -433.145, - again a clear rejection of the model 
compared to fitting separate Weibull distributions to each length. It is of 
interest to note that a value of c greater than one indicates that short fibres are 
stronger than would be predicted from long fibres, and vice versa. 
Table 4.2 
Maximum likelihood estimates of Weibull parameters. 
L(mm) n.obs. w std.err. XL a std.err. logL 
5 137 6.09 0.2883 4.34 5.65 0.1955 -147.08 
12 139 4.37 0.1534 3.55 6.28 0.2548 -167.73 
30 132 7.45 0.2012 2.54 4.00 0.1276 -46.49 
75 133 9.47 0.2002 2.23 3.51 0.0990 -8.04 
N.B. by weak-link scaling a= xL (Ll/w) 
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f'ibre lengths: 75mm .. 30mm. 12mm. Smm. 
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To see whether any of the lengths individually have a strength distibution 
acceptably close to Weibull, a goodness-of-fit test was applied. There are a 
number of such tests available. They measure the difference between the 
empirical distribution of the sample and what is put forward as the theoretical 
distribution. However, where the latter is not completely specified, i.e. some 
parameters have to be estimated, the tests have to be suitably modified. Two 
favoured tests are those due to Cramer&Von-Mises and Anderson&Darling. 
The particular advantage of the latter is that it takes account of the lack of 
variability in the tails of a distribution. Stephens (1977) has made specific 
calculations for how the above tests should be conducted in the case of the 
extreme value, or Gumbel distribution, which may be used here since if the 
variable X has a Weibull distribution, then Z = logX has a Gumbel distribution. 
Given, SL(x) = prob( X> x) = exp{-(x/xL)W), 
then, prob( Z > z ) = prob(logX > z ) = prob( X > eZ) 
= exp{-(eZ/xL)w). 
So , G(z) = prob( Z < z ) = 1 - exp{ -exp((z-c) I e) }, 
where c = log XL = log a. L-1/w = log a. -log L /w and e = 1/w. 
Figure 4.4. shows for each fibre length a plot of the fitted Weibull distribution 
against the empirical distribution function, and Table 4.3 shows the computed 
W2 and A2 statistics, with critical values taken from Stephens (1977). All 
reject the W eibull model at the 1% level of significance, the departure in the 
case of the 12 and 30mm lengths being particularly extreme. 
Table 4.3 
Goodness-of-fit statistics 
Smm 12mm 30mm 75mm 99%tile 
Cramer-Von-Mises wz 0.1947 0.3273 0.6403 0.2129 0.175 
Anderson-Darling A2 1.6277 2.2941 3.4606 1.182 1.038 
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Explanation of the departure and suggestion of alternative models must be 
related to physical considerations, and examination of fundamental principles, 
such as 'weakest-link' must play a part. It will now be demonstrated how the 
order in which the different lengths fail within each fibre may be used to test 
whether, globally, weakest-link holds. 
4.4 Probability of failure sequence 
Suppose a fibre of length L is partitioned into lengths Lt, Lz, L3, L4 where L4 < 
L3 < L2 < Lt, and the failure stresses of each length noted and ranked 1, 2, 3, 4 in 
increasing order. There are 4! = 24 ways in which these rankings could occur, 
and the probability of each ordering depends on assumptions made about the 
underlying chance mechanism. Under the weakest-link hypothesis, at any 
point in the loading process every unit length element has an equal chance, 
say Px, of failing next, regardless of the length of fibre it is contained within. 
Let 11, 12, 13, 14 be the lengths of the sections failing 1st, 2nd,3rd, 4th respectively. 
The probability of length 11 failing first is 11/L. There is then a total length L- 11 
left, and the probabilty that length 12 is next to fail is 12 I (L -11), and so on. 
Similarly the probabilities for all possible orderings may be calculated. The 
null hypothesis dictates that fibres are on average weaker than fibres which are 
shorter, i.e. the probability of encountering a fatal flaw is higher. It is to be 
expected therefore that the most likely order of failure is Lt, Lz, L3, L4. For the 
current data, Lt =75, Lz=30, L3=l2, L4=S, making the probability of this most 
likely order 0.2770. In practice it was found that this order of failure occurred 
over 80% of the time. 
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4.5 Results 
The four batches of fibre demonstrated similar properties. In the last batch, the 
order in which the four lengths from each fibre were tested was randomised, 
just to be sure that there was no bias caused by the testing order. The order in 
which the lengths within a fibre failed appeared to be unrelated to the fibre 
diameter. The orders of failure are listed in Table 4.4 with unlikely orderings 
suitably grouped. The probability of each ordering or group of orderings is 
calculated and hence the expected number of occurrences in 121 trials. These 
may be suitably compared with the observations using a Chi-squared test. 
The Chi-squared statistic, Li(oi- ei)2 I ei , yielded is 180.9 which exceeds by an 
enormous margin the 99% critical value for 8 degrees of freedom which is 
20.09. Each batch demonstrated a similar distribution of failure orders. Table 
4.5 examines in particular the order 1, 2, 3, 4. There was no evidence to suggest 
that the fibres with incomplete data would yield failure orders not conforming 
to this pattern, but even if they all yielded an order other than 1, 2, 3, 4, the 
overall percentage failing in that order would be 68, still a significantly long 
way from the 27.7 predicted under weakest-link. Other combinations of the 
lengths similarly yielded highly significant departures from the weakest-link 
model, so no particular length could be regarded ,as the main point of 
departure from weakest-link. The pairs of lengths which failed not in their 
most likely order most frequently were the neighbouring lengths 5 and 12mm. 
and 30 and 75mm. In the latter case the order of failure was 30mm. then 
75mm. on 11 out of 126 occasions, including here some extra data from the 
incomplete fibres. The Chi-squared statistic, which is equivalent to 
is equal to 24.37, to be compared with the critical value for 1 degree of freedom, 
which even at 99.9% is 10.827. This was the least highly significant result. 
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The evidence is overwhelming that for these fibres at these lengths the 
weakest link principle does not apply. In particular, if a certain length fails at 
stress x, it is very unlikely that the next shorter length will fail at stress less 
than x. This has considerable implications not only with regard to the form of 
the model chosen for stress distribution, but also to the important question of 
strength prediction. 
Event 
1 2 3 4 
2 1 3 4 
1 3 2 4 
1 2 4 3 
2 1 4 3 
3 1 2 4 
2 3 1 4 
3 2 1 4 
1 4 2 3 
1 3 4 2 
1 4 3 2 
the rest 
Probability 
0.2770 
0.1415 
0.1345 
0.1154 
0.0589 
0.0575 
0.0300 
0.0250 
0.0467 
0.0224 
0.0187 
0.0724 
Table 4.4 
Expected no. ei 
33.52 
17.12 
16.27 
13.96 
7.13 
6.96 
6.66 
10.62 
8.76 
Observed no. Oi 
99 
9 
3 
7 
0 
2 
1 
0 
0 
( 1 = 75mm., 2 = 30mm., 3 = 12mm., 4 = 5mm. ) 
Table 4.5 
Batch no. complete no .incomplete % complete fibres 
fibres fibres failing in 1,2,3,4 order 
1 39 6 69 
2 33 5 91 
3 34 9 85 
4 15 5 87 
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4.6 Further discussion 
It is hard to accept, on physical grounds, that dependence of flaws is the reason 
for the breakdown of weakest-link. It is plausible that the assumption of only 
one essential type of flaw is unrealistic, and that fibre diameter is a significant 
covariate. However, any diameter effect has been removed in the above 
non-parametric test , and the presence of multiple flaw types will only make a 
difference in the test if it results in the probability of unit element failure, px, 
being dependent on section length. 
As an illustration, suppose that at any given stress, unit elements have an 
unequal probability of failing next, dependent on section length. The current 
experiment has been designed so that adjacent lengths are in approximately the 
same ratio. i.e. Lt: L2, L2: L3, and L3: L4 are all about 1: 2.5. 
So let a constant scaling of length enhance the probability of unit element 
failure by a factor of k, so that these probabilities are in the ratio k3: k2: k: 1, for 
lengths Lt, L2, L3, L4 respectively; k greater than 1 make a shorter length 
stronger than predicted under weakest-link. For this experiment, the 
probability of the 1, 2, 3, 4 ordering becomes: 
75 X 30 X 12 X k6 
= P1 
(75k3+ 30k2 + 12k + .5) (30k2 + 12k + 5) (12k + 5) 
For this to yield an expected number of such ordering in line with the number 
of times observed, k would have to be approximately 6. [Fig.4.5]. 
Alternatively, a model in which Li is replaced by Lik might be used and could 
be interpreted as a model for dependence to be compared with the Watson & 
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Smith model. Under such a model the probability of the 1, 2, 3, 4 ordering 
becomes: 
= P2 
(7sk + 3ok + 12k + sk ) (3ok + 12k + sk ) (12k + sk ) 
giving k = 3 approximately. [Fig.4.5]. 
The presence of multiple modes of failure has been recognised and observed by 
a number of workers, including Clarke (further references will be made in 
Chapter V), principally taking the form of surface-initiated failure and 
bulk-initiated failure. Frequently a bi-modal or 'competing risks' Weibull 
model has been applied, the overall survivor function being the product of the 
independent survivor functions for each mode type. 
The fitting of this model has largely depended on the type of each of the 
observed failures being identified (e.g. by electron microscopy). It is then a 
simple matter of fitting two single-mode distributions. However, such a model 
is not appropriate here, because, if it is still assumed that each failure type (and 
this may be extended to n types) obeys the weakest-link relation, then the 
overall distribution will do so. 
i.e. If SL (O(x) = (51 (O(x) ]L 
k 
and SL (x) = IT SL (i) (x) 
i=l 
k k 
then SL(x) = II [ slO>(x) ]L = . [II sl(i) (x) ]L 
i=l i=l 
which satisfies relation (4.1). 
. . ----- - -------. . . . 
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Alternative ways to represent multi-mode failure, and attempts to quantify 
possible relevant experimental effects, with the aim of explaining the apparent 
failure of weakest-link and providing more efficient strength prediction, will be 
pursued in Chapter V. 
Under weakest-link k = 1. For the combined data which yields complete data 
for 121 fibres, 99 of these fail in the order 75, 30, 12, Smm yielding p = 0.82 and 
hence, using the model given by P1, k = 6.0. If the incomplete fibres are 
included in the total then a minimum of 68% fail in this order, implying k > 
3.3. Under the model given by P2, 0.68 < P < 0.82 gives approximately 2.3 < k < 
3.0. 
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Fig. 4.5. Plot of Pl and P2 (probability of failure per unit length) against k. 
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4. 7 A second illustration 
It will now be shown how the non-parametric test of weakest-link performs in 
a situation where a null hypothesis of the same underlying Weibull strength 
distribution for a number of fibre lengths is accepted. 
A batch of similar tests to those already described were conducted by 
Gul-Mohammed on carbon fibres in resin. Lengths 5, 12, 30, and 75mm. were 
taken from each fibre. Approximately 25 observations for each length were 
yielded from a total of 32 fibres. The result of fitting single mode Weibull 
distributions to each length separately is shown in Table 4.6. 
Table 4.6 
length no. obs. est.w std. err. est.a std. err. (=>XL) min. -logL 
(mm.) 
5 24 15.26 1.79 4.19 0.056 (3.77) 3.46 
12 26 16.30 1.32 4.29 0.052 (3.68) 1.42 
30 25 16.65 1.03 4.27 0.051 (3.48) -0.73 
75 26 16.16 0.77 4.24 0.051 (3.25) -2.07 
Approximate 95% confidence intervals for wand a may be constructed based 
on the asymptotic normality of maximum likelihood estimators, and are of the 
form m.l.e. ± 2 x standard error. This would indicate that the samples are in 
good agreement with each other. Weibull plots shown in Fig.4.6. indicate a 
very good fit. Fitting a common underlying Weibull distribution to all 
samples combined yielded estimates for wand a of 16.41 and 4.243 respectively, 
with minimum -logL equal to 3.75. This likelihood value is to be compared 
with 2.08, which is the sum of optimised likelihoods in Table 4.6. The 
difference of likelihoods is compared with 0.5 x x2(6) as in Watson & Smith 
(1985). At a 5% level of significance the critical differnce is 0.5 x 12.59 = 6.3, so 
the hypothesis of a common underlying Weibull distribution is accepted. 
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These results would tend to imply that the weakest-link principle must be 
satisfied. To apply the non-parametric test, only data for complete fibres can be 
used. Here, this produced a sample of 24, which is not large , so it is only 
possible to place the orders of failure in a small number of groups, in order to 
ensure that the expected frequencies for each group are large enough for the test 
to remain valid. Table 4.7 shows the three groups chosen: the most probable 
order, orders where one adjacent pair of lengths fail shortest length first, and 
all other less likely possible orders. 
event 
1 2 3 4 
2 1 3 4 
1 3 2 4 
1 2 4 3 
the rest 
probability 
0.277 
0.3914 
0.3316 
Table 4.7 
expected no. ei observed no. oi 
6.65 6 
9.4 16 or 15 * 
7.95 2 or 3 * 
* dependent on a tied value in one fibre 
( 1 = 75mm., 2 = 30mm., 3 = 12m., 4 = 5mm.) 
The Chi-squared statistic yielded is 8.56 or 6.418 (dependent on the tied recorded 
measurement), to be compared with X2(2) = 5.99 at a 5% level of significance 
and 9.21 at a 1% level. So, it is marginal whether weakest-link would be 
accepted, the essential reason being that there were rather more 1 2 4 3 failure 
orders than would be expected. However, as already stated, this is quite a small 
sample. Similar tests were made on adjacent pairs of lengths, which include 
a little extra data from the incomplete fibres, and the results are shown in 
Table 4.8. 
5 I 12mm. 
12 I 30mm. 
30 I 75mm. 
event 
3 4 
4 3 
2 3 
3 2 
1 2 
2 1 
Table4.8 
pro b. 
12117 
5117 
30142 
12142 
751105 
301105 
17.65 
7.35 
17.86 
7.14 
16.94 
7.06 
O· 1 
22 
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3 => x2 statistic = 3.65 
19 
6 => x2 statistic= 0.255 
14 
10 => x2 statistic = 1.734 
The test statistics are to be compared with X2 (l) = 3.84 at a 5% level of 
significance, so the weakest-link hypothesis would be accepted for all adjacent 
pairs. As suspected, the result for the 5 and 12mm. lengths is fairly marginal, 
bearing in mind that the critical X2 value at 10% significance level is 2.71. This 
pair of lengths would clearly make the largest contribution to a rejection of 
weakest-link overall. Basically the test is picking up the discrepancies in the 
lower tails, shown in Fig.4.6. 
The non-parametric test described here would appear to be quite sensitive to 
departures from weakest-link, more so than the procedure of fitting a common 
underlying Weibull distribution, and has the advantage of not being reliant on 
assumptions about possible different modes of failure, or about the distribution 
of failure strength. 
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Chapter V 
ALTERNATIVE FAILURE MODELS 
5.1 Introduction 
When proposing statistical models for strength data, it is not enough to find 
a model that 'fits' in statistical terms. It is of considerable importance that 
the model can be justified on physical grounds. On that basis it is hard to 
dispute the application of the Weibull model as this has been shown, via 
extreme value theory, to arise naturally as the limiting distribution of the 
minimum of independent identically distributed variables. Harlow, Smith 
and Taylor (1983) also show how the Weibull distribution can be justified via 
a Poisson-distributed flaw assumption. 
Leadbetter,Lindgren & Rootzen (1983) characterise materials which have an 
extreme value strength distribution as having the following properties: 
(i) weakest-link , i.e. in practice usually means that the material is brittle, 
(ii) homogeneous, i.e. the strength distribution of a small piece does not vary 
with its location, 
(iii) disconnected, i.e. strength over separate parts of the material is 
independent , 
(iv) size-stable i.e. the distribution of strength is of the same type regardless of 
length. 
Some of these properties may be relaxed slightly and still result in a strength 
distribution of extreme value type, but for a case, such as the carbon fibre data 
considered in Chapter IV, some more fundamental departure is apparent. 
However, for a material such as carbon which is physically brittle, the above 
properties are inherent! y reasonable. 
Attention here will be focused on two important factors: 
(a) experimental effects, and 
(h) the effects of different modes of failure. 
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It will be shown how a recorded strength may depend on the ability of the 
material to survive to be tested. Also a form of probability distribution is 
proposed which deals with a second type of failure mode which may only 
occur at certain locations. Both features result in departure from the 
weakest-link hypothesis, and are found to be consistent with the carbon data 
of Chapter IV. 
5.2 A problem concerning "missing" data 
For certain survival data, the assumption that the data are representative of 
the population may be less than realistic. Where there is the real possibilty that 
an item does not survive to be tested and is then discarded, the resulting data 
set, i.e. those items which are tested, will tend to lack a representative number 
of values in the lower tail. In the strength testing of relatively fragile 
materials, some process of 'natural selection' may apply i.e. the weaker the 
sample, the less likely it is to survive to the testing stage. Generally, the 
experimenter has no record at all of these pre-test failures. It is demonstrated 
here how this "missing" data might be accommodated in fitting a given model 
to the strength distribution, and improvement in the inference process may be 
achieved if just the number of pre-test failures is known. 
The motivating example here is the single carbon fibre data of Gul-
Mohammed examined in Chapter IV. In the case of the Smm. lengths there 
were 137 recorded breaking stresses. Goodness-of-fit tests indicated departure 
from the Weibull model, notably in the lower tail. It was in fact known that in 
setting up the fibres in their testing frame, an additional 9 pieces broke 
before being tested. Their true strengths are obviously unknown, but if it were 
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Fig.5.1 Weibull plot for the Smm. data, using 137 uncensored observations and 9 observations 
left-censored at failure stress x(i) = 2.65. 
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assumed that they had strength less than the minimum recorded strength 
(this was 2.65 GPa.) and the estimated survivor function adjusted accordingly, 
then the Weibull probability plot becomes an excellent straight line. [ Fig.S.l ]. 
This is to be compared with the original plot in Fig.4.3. New maximum 
likelihood estimates of a and w may be calculated by adjusting the 
likelihood function to include a contribution from each 'censored' 
observation. This is similar to the procedure adopted in 2.11, except that here 
we have left rather than right-censored observations. The contributions will 
be of the form F(x*), and in the absence of any other information, x* is taken 
here to be 2.65 for every pre-test failure. The estimates of a and w are now 
5.667 and 5.65, compared to the earlier 5.647 and 6.09. 
Now, whilst it is known that 9 lengths failed in the setting up stage, it is also 
known that a significant, unidentifiable number broke whilst being retrieved 
from a length of 1000-fibre tow. See section 4.2. The design of the experiment 
(i.e. four different lengths from the same fibre) was such that unless a length of 
300mm. was retrieved in tact, no testing could be attempted. 
It is to be noted here that the 137 (uncensored) data points fit the Lognormal 
and gamma distributions better than a Weibull. [Figs.5.2 and 5.3]. These 
distributions lack physical justification, but it will be shown how a similar 
distribution might come about, even though the underlying strength 
distribution is Weibull. First, though some discussion about other approaches 
to some sort of minimum survival stress. 
5.3 Alternative single mode distributions for x > x* 
A downward curve in the lower tail of the probability plot for the 
two-parameter Weibull distribution is a commonly occurring feature. This 
Fig.5.2 
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distribution function for the Smm. data. 
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results in a higher estimate for w than would be given by the upper region of 
the distribution. A common remedy for this situation is to fit a 
three-parameter Weibull with survivor function 
SL(x) = exp[-L{(x- x*)/ a}w], x>x*. (5.1) 
This assumes that the strength of the material can never be less than x*, 
which is a questionable assumption, and also raises questions as to how 
reliable the estimate of x* will be in relation to strength distributions for 
different lengths. It is important to note that if x* is independent of length 
then weak-link scaling applies, but not otherwise. Leadbetter et al. suggest 
that use of the Type I extreme value distribution, the double exponential 
distribution, given by 
S(x) = exp[ -exp {a(x- b)} ] , -oo <X< oo 
can be preferable to the three-parameter W eibull, since even though this 
distribution covers strength from minus to plus infinity, if b is large enough, 
the probability of strength below some lower bound is negligible. 
It was shown in 4.3 how the Weibull distribution may be transformed to the 
Gumbel model by taking the log of applied stress. This may be further 
generalised to what is known as the Generalised Extreme Value distribution, 
given by 
S(x) = exp[ -(1- a(x- b)c}-1/c], - oo < x < oo. 
The parameter c is arbitrary, but is subject to { 1 - a(x - b)c} being necessarily 
positive. The limiting case c -> 0 yields the Gumbel distribution, and c < 0 is 
equivalent to reparameterising the three-parameter Weibull (5.1). Smith and 
Naylor (1987) compare maximum likelihood and Bayesian methods of 
estimation for the 3-parameter Weibull. One of the problems with this 
distribution is that large changes in the parameters may correspond to only 
________________________________ ____; ____ - ---
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small changes in the distribution, and Smith and Naylor suggest that the GEV 
reparameterisation is better both numerically and statistically. 
The existence of some lower bound on strength could be related to 
experimental features. For example, a deliberate scheme of 'proof-testing' may 
be operated, which is where the material is loaded to a low level first, and only 
proceeds to full testing if this level is survived. This results in a conditional 
strength distribution given by the survivor function 
x>x* (5.2) 
where x* is the proof-test stress. If a two-parameter Weibull is fitted toG, 
then a downward curve in the lower tail of the Weibull plot results. 
Harlow (1989) illustrates the effect. Once again, weak-link scaling is preserved 
only if x* is the same for all lengths. Rather than arbitrarily fixing some 
minimum survival stress, it would be rather better to introduce into the 
model some 'selection' probability function which reflects an increasing 
likelihood of being tested, as inherent strength increases. 
5.4 A function for the probability of selection 
Let the survivor function for fibres length L be SL(x) = exp{ -L(x/a)w }. 
Let p(x) be the probability that a fibre of strength x survives to be tested. Note 
that this is purely a function of strength and not directly of length. Given a 
fibre length L, the probability it is tested, PL, is given by 
(5.3) 
The survivor function for tested fibres , GL(x), 
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= prob( tested strength > x) I prob( tested) , 
00 
= J fL(y) p(y) dy I PL' 
X 
x> 0. (5.4) 
If p(x) = 0 for 0 < x ｾ＠ x*, and 1 otherwise, then (5.4) yields (5.2). A more realistic 
form for p(x) would be a function increasing monotonically from zero at x 
= 0, at a rate appropriate to the likely degree of selection. A suitable form 
might be 
1 - exp{ -( x/k )b }, (5.5) 
where k represents the stress at which there is a 100(1 - e)% = 63% chance of 
surviving to be tested, and is in other words a scale parameter. The 
parameter b acts as a shape parameter, [see Fig.5.4], and the limiting case b -> oo 
yields (5.2). The case k = 0 corresponds to no selection, i.e. all specimens 
survive to be tested, and the degree of selection increases with k. Realistic 
combinations of these parameters will result in a PL that is not too small, say 
greater than 0.5. 
5.5 Simulations using the selection principle 
A tractable analytic form of (5.4) is only possible in certain simple cases, for 
example b = w, so simulation will be used here to assess the behaviour of the 
observed stress distribution as the selection parameters k and bare varied. The 
underlying strength distribution for fibres length L is taken to be Weibull, 
with parameters w and a, i.e. SL(x) = exp{ -L(x/a)w }, and to be consistent 
with some fairly typical carbon fibre data, w is chosen to be 5.7 and a, 4.58. 
Samples for a given fibre length are simulated using the following procedure: 
X b 1 - expi-[-] } 
k 
1.00 
0.75 
0.63 
0.50 
0.25 
0 0.5 
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Fig. 5.4 
(i) a fibre strength, x, is selected at random, 
(ii) given that strength, and chosen values fork and b, the selection probability 
p(x), (5.5), is calculated. The strength is then accepted or rejected, 
according to whether the next random number, generated in the interval 
[0,1], is less or greater than p(x). This procedure continues until a given 
number of observations (in this case, 100) are accepted. 
For each sample, the following information is recorded, 
159 
(i) The maximum likelihood estimates of w and xL , resulting from fitting a 
two-parameter Weibull to the observed sample; 
(ii) The regression estimates of wand XL, resulting from the corresponding 
Weibull probability plot; 
(iii) The probability of being tested, i.e. an estimate of PL, which equals 
100/(100 + no.rejections); 
(iv) The coefficient of variation, = standard devation/mean, = s/m, and the 
skewness, i.e. the standardised third moment= Li(xrm)3 /ns3, n=::100. 
For each set of parameters, 50 such samples were generated, and Table 5.1 
shows the above information as average values over 50 samples. There are 
several points to note: 
(i) The probability of being tested is largely a function of k. There is only a 
slight decrease in that probability as b is increased. 
(ii) Fitting a 2-parameter Weibull results in estimates of w which are too 
large, in keeping with the typical downward curve in the lower tail of the 
Weibull plot. An example of a simulated sample is shown in Fig.5.5 . The 
estimates of characteristic strength for the given length are similar to the 
true value, but the increased w results in a low estimate of the unit length 
characteristic strength. The consequence of this is therefore under-
estimation of the strength of shorter lengths, and over-estimation of 
the strength of longer lengths. 
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Table 5.1 
b PL* 'Yt* 'Y3* w* XL* => a.* WR* xR* 
k=2 w=5.6 a. =4.58 L=50 XL= 2.278 
6 0.683 0.1475 -0.086 7.5475 2.4294 4.0795 8.2113 2.4235 
8 0.676 0.1351 -0.010 8.1143 2.4504 3.9685 9.0512 2.4441 
10 0.671 0.1292 0.079 8.3649 2.4467 3.9055 9.4550 2.4394 
12 0.672 0.1222 0.139 8.6672 2.4566 3.8580 10.0123 2.4491 
15 0.663 0.1208 0.336 8.5638 2.4704 3.9008 10.1764 2.4615 
20 0.652 0.1156 0.327 8.9501 2.4647 3.8158 10.6040 2.4563 
k= 1.8 w =5.6 a.= 4.58 L=50 XL =2.278 
8 0.799 0.1486 0.0467 7.3551 2.3967 4.0795 8.1874 2.3891 
12 0.797 0.1413 0.2016 7.5336 2.3952 4.0258 8.6656 2.3864 
15 0.792 0.1382 0.2180 7.7083 2.3987 3.9846 8.8569 2.3900 
k=1.6 w=5.6 a.= 4.58 L=50 XL= 2.278 
10 0.888 0.1577 0.0938 6.9302 2.3524 4.1368 7.7180 2.3443 
12 0.886 0.1594 0.1341 6.8270 2.3536 4.1744 7.6330 2.3450 
k=2.5 w=5.6 a.= 4.58 L=5 XL= 3.436 
8 0.859 0.1580 0.0239 6.9687 3.552 4.4746 7.6967 3.5406 
10 0.857 0.1556 0.0791 7.0629 3.556 4.4660 7.8395 3.5430 
15 0.861 0.1545 0.1744 7.0168 3.576 4.4980 7.9020 3.5624 
k=3.0 w=5.6 a.= 4.58 L=5 XL= 3.436 
8 0.685 0.1350 -0.0195 8.142 3.6914 4.4982 9.0279 3.6815 
10 0.674 0.1305 0.0209 8.337 3.6988 4.4850 9.3546 3.6871 
15 0.667 0.1195 0.2968 8.712 3.7088 4.4610 10.2915 3.6956 
20 0.663 0.1188 0.3805 8.701 3.7277 4.4851 10.310 3.7150 
PL* = average PL * t' t d w = average es 1ma e w 
'Yt * = average coefft. of variation xL *= average estimated XL 
r3* =average skewness a.*= a calculated from XL* 
wR*, xR*= average estimates of w and XL calculated from Weibull plot 
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Fig.5.5 Weibull plot of a typical simulated sample using the selection probability function. 
The length of the 100 simulated fibres is 20mm. and a further 14 fibres did not 
survive to be included. 
iii) Cox and Oakes (1984) identify several approaches to estimating the most 
suitable probability distribution in survival data analysis, one of which is 
consideration of the relationship between the coefficient of variation , y1 , 
and the standardised third moment, y3, (or skewness). These ratios are 
dimensionless and a distribution family is characterised by the curve y3 = 
u(y1). Curves for the Weibull, lognormal, and gamma distributions are 
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shown in Fig.5.6, and the simulated data of Table 5.1 superimposed on these 
curves. The third moment does have a large sampling error for long-tailed 
distributions, [Kendall (1969) p.234 ], but the values plotted here are averages 
over 50 samples, and can be taken to be representative. There is a clear move 
away from the Weibull distribution to the gamma and lognormal regions. 
5.6 Application to the carbon data 
Under the proposed selection model, the probability density function for the 
observed strength of fibres length L is 
gL (x) = fL (x) p(x) I PL (5.6) 
and given a sample of observed strengths {xl, x2, .•.. xn}, the log-likelihood 
function is given by logL = Li log [ gL (xi) ] 
Taking the functions fL(x) and p(x) to be as previously defined, maximum 
likelihood estimates of the parameters w, a, k and b may be obtained. The form 
of PL is recalled from (5.3), and for the given forms of fL(x) and p(x) must be 
evaluated numerically. The maximisation and numerical integration in the 
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foregoing analysis is achieved by utilising suitable routines from the NAG 
library, notably E04CGF and D01AMF. 
The function gL(x) was fitted to the 5mm. carbon fibre data, and in Table 5.2 the 
results are compared with fitting an unmodified 2-parameter Weibull 
distribution. A comparison of fit via probability plots is shown in Fig.5.7. 
Table 5.2 
w a XL k b -logL PL 
137 uncens. obs 6.092 5.647 4.336 147.08 1.0 
137 + selection prob. 4.506 5.77 4.04 3.05 17.08 136.136 0.777 
The selection model is a significant improvement on the unmodified Weibull. 
It should be noted that a formal likelihood ratio test should take account of the 
fact that under a hypothesis in which k = 0, the parameter b disappears, see 
Davies (1977,1987) and Berman (1986) for example. 
The selection model is comparable in fit with the gamma and lognormal 
distributions, but the latter do not have as plausible a physical interpretation as 
the selection modeL If it is experimentally possible to record the number of 
data which fail to be observed, further refinement of the inference may be 
achieved since PL is now known, so maximisation of the likelihood is subject 
to the constraint PL = constant, This makes k and b dependent, and with 
effectively one less parameter to estimate, the precision of the estimation will 
be increased. In the case of the carbon data PL is not known precisely, only that 
it is less than 137 I (137 + 9) = 0.938. 
Although there may be little to choose in terms of fit between the selection 
model and the gamma and lognormal models, if the intention is to use the 
model for strength prediction, then quite significant differences may exist 
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between the models. One of the attractions of using a Weibull-based model is 
the ability to predict strength at different lengths. Prediction of low values, say 
0.1% points, is also a likely requirement. For the lognormal distribution, the 
5mm. fibres give a mean value of 1.3858 and standard deviation 0.1623. The 
0.1% point is given by -3.09 x 0.1623 + 1.3858 =log x, i.e. x = 2.42. If there is 
some feature due to experimental conditions, typified here by the function p(x), 
then the correct predictive distribution is the underlying Weibull, estimated to 
have parameters w = 4.506, and a. = 5.77. The 0.1% point of this distribution is 
0.87, a long way from 2.42, given that the sample stress values lie in the range 
2.65- 6.41. 
The application of the selection model is subject to the right choice of form for 
the underlying strength distribution fL(x). Before considering how selection 
may have affected the rest of the carbon data, it will be shown that a 
multi-mode form of fL (x) should be used. 
5.7 More than one mode of failure 
In failure analysis, the existence of multiple failure modes is well recognised. 
In the case of brittle fibres, an example has already been discussed in Chapter 
II. This referred to tungsten-cored silicon- carbide fibres, where two principal 
modes of failure had been identified experimentally,- failures originating at 
the tungsten core and those originating from the silicon-carbide coating. 
Suppose there are p modes of failure, and Xi is the failure stress for mode i, 
then what is observed is X = min (X1, X2, .... Xp). If the failure modes are 
independent, and the mode of each failure can be clearly identified, then fitting 
a failure distribution to each mode, that is, finding the marginal distribution of 
each Xi, is a relatively straight forward procedure. The independence condition 
is taken to be reasonable for the purposes here. 
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Let p(O(x) be the marginal cumulative distribution function for mode i. Of 
particular interest here are forms of F(x) involving the pO>(x), where 
a) for each { x, i } i is unknown, 
and b) each p(i)(x) may have the weakest link property, but F(x) does not. 
5.8 Mixture distributions 
The popular examples of distributions which are combinations of distributions 
are those given by 
S(x) = IIi s<O(x) where S = 1- F 
commonly referred to as a competing risks distribution, and 
S(x) = L· e. s<n(x) 1 1 where 0 ｾ＠ ei ｾ＠ 1 
and ei is the probability that the failure mode is i, and Lei = 1. The latter is 
usually what is referred to as a 'mixture' distribution. 
It is commonly the case that the p(O(x) are assumed to belong to the same 
family of distributions, but have different parameters. Goda and Fukunaga 
(1987) considered tensile-test data of silicon-carbide fibres, in which three types 
of defect were possible causes of failure. Separate Weibull distributions 
were fitted to each failure mode, and under the assumption that a 
competing-risks model applied, the data for failure modes other than mode 
i provided right-censored data for mode i, which may be incorporated into a 
likelihood function, as described in 2.11. 
For the competing-risks distribution, the weakest-link property will survive if 
the component SL <O(x) distributions have this property. In particular, if 
SL (i)(x) is Weibull, parameters ai, wi, then 
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This distribution assumes that all failure modes are potential causes of failure 
all of the time. On the other hand, a mixture distribution assumes that only 
one mode of failure is possible at any given time. This latter assumption is 
slightly questionable in the case of fibres and possible defects causing failure. 
Beetz (1982) and Own, Subramanian and Saunders (1986) consider sets of 
tensile-test data for carbon fibres which demonstrate a bimodal distribution 
of strength. In both cases there is a clear concentration of failures at a low 
tensile strength and a separate concentration of failures at a higher strength. 
These authors then adopt a mixture form of strength distribution, namely 
S(x) = e s<l)(x) + ( 1 - e) s<2>(x) , (5.7) 
and interpret e and ( 1 - e ) as the proportions of high and low strength defects. 
In the examples given 8 is estimated to be approximately 0.5. Beetz fits 
Weibull distributions to the different flaw strengths, and Own et al. use 
lognormal distributions. The authors justify the lognormal on the grounds 
of being due to the multiplicative effect of positive and independent 
processing and manufacturing effects, but it has also been shown in 5.4 - 5.6 
how experimental effects could also give rise to a distribution similar to a 
lognormal. What still needs to be justified is the use of a model which 
implicitly assumes that a given fibre gauge length only contains one type of 
flaw. 
Alternative analysis now follows. For simplicity, the discussion will 
concentrate on only two failure modes, but the principles may be 
generalised. Suppose mode 1 flaws are always present, but mode 2 only 
present intermittently. Possible examples in fibre failure might be 
i) a manufacturing flaw with 'long' distances between flaws 
or ii) flaws introduced on occasions by the handling of the material. 
For this situation a new type of 'mixture' distribution is now proposed. 
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5.9 A 'competing-mixture' distribution 
Let S(x) = e SO )(x) + ( 1 - e ) SO >(x) S(2)(x) , o s e s 1, 
i.e. a proportion ( 1 - e ) of the time, mode 2 is present, in which case the 
modes will'compete' to be the cause of failure, but the rest of the time only the 
primary cause of failure (mode 1) is possible. A distribution of this type will 
not have the weakest-link property even if S(l)(x) and S(2)(x) do so. The 
following discussion will centre on the case when S(l)(x) and S(2)(x) are 
Weibull survivor functions. 
If the survivor function for fibre length L , 
SL(x) = SL SL (1)(x) + ( 1 - SL) SL (1)(x) SL (2)(x) 
this in general will not equal 
Note that e is potentially a function of L, as the probability of the intermittent 
mode 2 type of failure is quite likely to increase with fibre length. 
5.10 Identifiability 
The discussion here assumes that the failure mode of observed failures is 
unknown. For the competing-risks distribution, this gives rise to problems of 
identifiability, i.e. it may not be possible to differentiate between a number 
(potentially infinite) of possible values for the unknown parameters. Basu and 
Klein (1982) discuss the problem of identifiability in the context of competing 
risks. 
As a simple illustration, suppose s<D(x) = exp[ -A.ix], 
then S(x) = s<U(x) S(2)(x) = exp[ -(A-1 + A-2) X ], 
and f(x) = (A-1 + ｾＩ＠ exp[ -(A-1 + A-2) x]. 
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Differentiating log f(x) with respect to A-1 or A-2 gives [ (A.1 + A-2)-1 - x ], so there 
is no unique information about A-1 and A-2, only (A-1 + A-2) can be identified. 
For a competing-mixture model with exponential components, 
S(x) = 8 sO>(x) + (1 - 8) sO>(x) S(2)(x) 
= e exp[ -A.1x] + (1- 8) exp[ -(A-1 + A-2) x] 
f(x) = 8A.1 exp[ -A.1x] + (1 - 8) (A.1 + "-2> exp[- (A.1 + "-2) x] 
Differentiation of log f(x) with respect to A-1 and A-2 yields expressions of 
different forms and leads to unique estimators for { A.1, A.2 }. 
Kalbfleisch and Prentice (1980) also discuss identifiability and comment on the 
fact that it is not possible to distinguish between an independent 
competing-risks model and an infinite number of dependent models giving 
rise to the same A.j' s. 
5.11 The carbon data revisited 
The observed distributions of strength are shown in Fig.5.8. It is clear why the 
hypothesis of a single mode Weibull distribution has been rejected for each 
length ( Section 4.3 ). The 12mm. data has a strong multi-modal appearance 
and it might be suggested that the 30 and 75mm. data have a similar feature. In 
particular it is to be noted that there is a high concentration of failure stresses 
in the interval 2.0 - 2.5. There is also a noticeable lack of observations below 1.5 
in the 75mm. case. The question of 'selection' once again arises. The number 
of test pieces known to have failed before testing is higher for the longer 
lengths. 
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Fig. 5.8 Strength distribution of carbon fibres in air. 
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length 5 12 30 75 
no.obs. 137 139 132 133 
known pre-test failures 9 7 14 13 
The hypothesis will be put forward here that there is an 'occasional' mode of 
failure giving rise to failures principally in the region 2.0 - 2.5, and this failure 
distribution may or may not be a function of fibre length. 
Accordingly, a 'competing-mixture' model is fitted, in the first instance to the 
30 and 75mm. data, using Weibull distributions for the two failure modes. The 
results are shown in Table 5.3. The corresponding probability plots are shown 
in Fig.5.9. The likelihood values are significantly improved using the 
competing-mixture model, with corresponding improvement in fit. ( Note 
once again that a formal significance test has to take account of the second 
mode distribution disappearing when e =0.) 
The lower tail region in the 75mm. case departs from the model, and this 
could be due to pre-test failures. Now the selection probability model of 5.4 
could be incorporated at the expense of introducing two more parameters, but 
would only be of potential value if the data across different lengths were 
combined. To do that, various assumptions need to be made. 
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Table 5.3 
estimated 
parameter Wt at XL (1) wz az XL (2) e -logL 
30mm. 
single-mode 
Wei bull 7.45 4.00 2.53 46.5 
competing-
mixture 8.64 4.11 2.78 17.87 2.87 2.37 0.383 29.37 
75mm. 
single-mode 
Weibull 9.47 3.51 2.23 8.04 
competing-
mixture 8.87 3.69 2.27 50.5 2.46 2.26 0.6 3.78 
At this point two distinct .failure modes seem a real possibility, and the 
distributions identified in Table 5.3 for the 30 and 75mm. cases are not 
dissimilar. However, it must be decided whether the second mode necessarily 
has a Weibull distribution, and also whether the parameters are necessarily a 
function of fibre length. In Table 5.3 it is seen that the estimated e increases 
with length, whereas it might be expected that e should decrease with length, as 
the presence of two failure modes becomes more likely. This, however will 
depend on what exactly gives rise to the second failure mode. If it is , for 
example, due to surface damage as a result of 'handling', the value of e may 
depend on more than fibre length. 
If the data for the two lengths 30mm. and 75mm. are combined, then it is seen 
that e does in fact decrease with length. The parameter estimates are shown in 
Table 5.4. 
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Fig.5.9 Probability plots comparing a single mode Weibull distribution with a 
competing- mixture of Weibull distributions, applied to 30 and 75mm. 
carbon fibre data. The parameter values are those given in Table 5.3. 
Table 5.4 
estimated 
7.788 4.136 22.93 2.756 
minimum -logL = 36.9 
930 
0.4885 0.2721 
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The likelihood value is to be compared with the sum of the values shown in 
Table 5.3, i.e. 29.37 + 3.78 = 33.15. A formal likelihood ratio test compares the 
difference 136.9 - 33.151 with 0.5 X the appropriate x2 value USing (12 - 8) 
degrees of freedom. At 95% this is 0.5 x 9.49 = 4.75, so the above joint fit is an 
acceptable alternative to fitting the data sets separately. The goodness-of-fit as 
demonstrated in Fig.5.10 is slightly less good. 
If 9L is purely dependent on fibre length, then 91 may be expressed in terms of 
a parameter reflecting the degree to which the different causes of failure 
compete, per unit length. ｌ･ｴｾ＠ = the probability that an 'occasional' flaw 
occurs in a unit length of fibre, then the probability that an 'occasional' flaw 
occurs in length L 
and this will 
= 1 - probability no flaw in length L 
= 1 - ( 1 - ｾ＠ )L 
= 1 - eL 
which is the probability that there is a competing risks element in the strength 
distribution. Table 5.5 shows the results of using this interpretation of eL to 
estimate the four Weibull parameters and the parameter ｾｦｯｲ＠ the 30 and 
75mm. data combined. 
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Table 5.5 
estimated min. -logL 
7.797 4.123 23.857 2.738 0.0195 37.45 
The estimated ｾ＠ gives e30 = 0.554 and 975 = 0.228. The likelihood is close to 
that of Table 5.4 and the difference between this value and the combined total 
likelihood of 33.14 from Table 5.3 may be tested against 0.5 x x2 with 5 degrees 
of freedom. At 95% this equals 0.5 X 11.07, so the above formula for eL is an 
acceptable hypothesis, and in fact produces a fit slightly better than the 
competing-mixture fitted to each length separately, [ Fig.5.11 ]. 
5.12 Further discussion 
For the value of ｾ＠ suggested above, i.e. 0.0195, the probability of a 
competing-risks element in a 12mm. length is 1- (1- 0.0195 )12 = 0.21, and for a 
Smm. is 1 - (1 - 0.0195) 5 = 0.094. However it is clear that the main strength 
distribution displayed by the 30 and 75mm. lengths, given by w = 7.79 and a= 
4.136, is not close to that given by the 5mm. data. As far as the 12mm. case is 
concerned, it is not hard to suggest, on the evidence of Fig.5.8, that there are in 
fact three principal modes of failure. This has been suggested before by a 
number of authors in a variety of circumstances. A number of references are 
given in Henstenburg and Phoenix (1988). Two main types of flaw in the body 
of the fibre are generally recognised: 
(i) high-strength flaws reflecting the intrinsic strength of the material, and 
which will always be present, 
(ii) lower-strength flaws, occurring fairly frequently, caused by inclusions in 
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the material, or resulting from the manufacturing process. 
Unlike a substance such as glass, carbon does not suffer from surface damage 
due to environmental attack, but nevertheless surface flaws due to 'handling' 
are quite likely, thus generating a third cause of failure. 
It would appear in the case of the carbon data considered here, that the strength 
distributions identified for the 30 and 75mm, lengths are those of flaw type (ii) 
above, and of some occasional flaw possibly due to 'handling'. The Smm. data 
clearly involves a higher strength distribution, which although bound to be 
present at all lengths does not really come into play at the longer lengths. The 
12mm. data probably involves all three distributions. 
The competing-mixture model may be extended in similar spirit to 3 failure 
types. Omitting the fibre length subscript for the moment, let s<h>(x) be the 
survivor function for high strength flaws, S(D(x) the survivor function for 
low strength flaws, and s<o>(x) the survivor function for some 'occcasional' 
flaws. Then if <P is the probability that there is no low strength flaw present, and 
e the probability that there is no occasional flaw present, the overall survivor 
function is of the form 
S(x) = e <j) s<h>(x) + e (1 - <j)) s<h>(x) s<D(x) + (1 -e) <j) s<h>(x) s<o>(x) 
+ (1 -e) (1 - <j)) s<h>(x) s<n(x) s<o>(x) 
It is to be expected that p1 -> 0 as fibre length increases, and that p2 is rather 
more significant than p3 . If S(h), sO>, and s<o> are taken to be Weibull 
distributions, there are potentially 2m + 6 unknown parameters when such a 
distribution is fitted across m different lengths. - This may be reduced, as before, 
to 8 parameters for all m, by making e and <j) functions of fibre length. If say, a 
------------------------------------------------------------------------- - - - -
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low strength flaw is present with probability 11 per unit length, <l>L = (1 -'ll)L, 
and if an 10Ccasionar flaw is present with ｰｲｯ｢｡｢ｩｬｩｴｹｾ＠ per unit length, then SL 
= (1 - ｾＩｌＮ＠ The result of fitting this model across the complete carbon fibre data 
is shown in Table 5.6. 
Table 5.6 
wh a,h wl al wo ao 11 ｾ＠ -logL 
6.9 5.85 7.52 4.36 25.22 2.68 0.069 0.0155 358.65 
length(mm.) Pt P2 P3 1-pl-P2-P3 
5 0.647 0.278 0.053 0.022 
12 0.352 0.477 0.073 0.098 
30 0.074 0.552 0.044 0.330 
75 0.002 0.308 0.003 0.687 
It can be seen that the 30 and 75mm. lengths are little affected by the high 
strength distribution and remain very much in a basic competing mixture 
mode. The 5 and 12mm. lengths are only mildly affected by the 10ccasionar 
failure mode, and are mainly concerned with the high and low strength flaw 
populations. The likelihood is considerably improved compared to the 
combined value of 369.34 in Table 4.2 for single mode Weibull distributions 
fitted to each length separately. The fit, however, proved to be not as good as 
desired for the shorter lengths. 
There is still the question of what effect pre-test failures may have on the 
picture. If, in addition to the above, a selection probability function is included, 
then a total of 10 parameters need to be estimated. Even over such a large 
number of observations this needs some justification, to avoid accusations of 
10ver-fitting1 • It would be possible to explore other ways of formulating e and <t> 
such that they re1nain functions of fibre length, but reflect some degree to 
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which fibres with severe flaws fail to be tested. 
It is concluded as a result of these investigations that the means do exist to use 
Weibull-based models to give a plausible explanation for data which apparently 
depart from 'weakest-link'. As a final footnote: 
5.13 Generalising mixture distributions 
The degree to which failure modes genuinely compete will depend on the 
extent to which the strength distributions overlap. The basic mixture model 
(5.7) implies that failure is determined at any given stress by the distribution of 
just one flaw type. This may be approximately so if the strength distributions 
are, for example, as in Fig.5.12. For the distributions identified in Table 5.5, the 
overlap is large at 75mm., but is drastically reduced at Smm. At this point it 
becomes difficult to differentiate between the mixture and competing-mixture 
models. 
A model is now proposed which incorporates all the mixture-type models 
discussed here, and will be called a Generalised Mixture Distribution, and is 
given by 
S(x) = e1 s<l>(x) + (1 - 81 -82) S (l)(x) s<2>(x) + e2 s<2>(x) , 
0 $; el + e2 < 1; 0 ｾ＠ el, e2 ｾ＠ 1 , and so> and g(2) as previously defined. 
Variation of e 1 and e 2 leads to all other basic mixture and competing-risk 
models considered so far, as shown in Fig.5.13. A possible topic for further 
research would be an investigation into the behaviour of this model, in 
particular discovering at what point the presence of a ei makes a significant 
contribution to the model. 
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f(x) 
X 
Fig. 5.12 Example of the degree of separation of two Weibull distributions, 
parameters w1, a 1 and w2, a 2 where w1 is Iorge compared to w2, 
and a 2 large compared to a 1 . 
81 or 82 =0 ==5> 
competing-mixture 
91 =82=0 ｾ＠
competing-risks 
81 
_ -------/ 9 1 =1 ｾ＠ standard (Weibull) 
All non-boundary points 
==5> generalised mixture 
Fig. 5.13 Parameter spa.ce (8 i) for a Generalised Mixture Distribution. 
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Glossary of symbols 
Chapters I & II 
r number of failed neighbours 
F load-sharing factor 
k load concentration factor 
d sub-bundle length 
x stress 
w Weibull shape parameter 
a, x1 characteristic stress of unit length fibres 
Xa characteristic stress of fibres length a 
fa(x) probability density function for the strength of fibres length a 
Fa(x) distribution function for the strength of fibres length a 
Sa(x) survivor function for the strength of fibres length a 
B ineffective length 
P(.) estimated survivor function 
Chapter III 
ni number of events observed in point process i 
L processlength 
k number of matchings of events in two discretized point processes 
Pi(x) first order intensity function for process i 
CJi(x,y) second order intensity function for process i 
p Poisson intensity parameter 
8 matching interval (may equal 't) 
e matching interval as a fraction of process length 
't counter process 'dead' interval (may equal o) 
Na, N0,'t number of matchings in two point processes 
Md(t) renewal function for a delayed renewal process 
md(t) first order intensity function for a delayed renewal process 
Mf(t) renewal function for an ordinary renewal process 
mf(t) first order intensity function for an ordinary renewal process 
d ineffective length in a fibre-break process 
Chapters IV & V 
SL(x) survivor function for the strength of fibres length L 
w Weibull shape parameter 
a Weibull scale parameter for unit length fibres 
xL Weibull scale parameter for fibres length L 
F(x) distribution function 
p(i) estimated distribution function 
fL(x) probability density function for the strength of fibres length L 
p(x) selection probability function 
