In choosing between different rewards expected after unequal delays, humans and animals often prefer the smaller but more immediate reward, indicating that the subjective value or utility of reward is depreciated according to its delay. Here, we show that neurons in the primate caudate nucleus and ventral striatum modulate their activity according to temporally discounted values of rewards with a similar time course. However, neurons in the caudate nucleus encoded the difference in the temporally discounted values of the two alternative targets more reliably than neurons in the ventral striatum. In contrast, neurons in the ventral striatum largely encoded the sum of the temporally discounted values, and therefore, the overall goodness of available options. These results suggest a more pivotal role for the dorsal striatum in action selection during intertemporal choice.
INTRODUCTION
The outcomes expected from various actions vary in multiple dimensions and can often create a conflict. Accordingly, the ability to combine appropriately the information about multiple attributes of action outcomes is critical for choosing the actions most beneficial to the animal. For example, during intertemporal choice between a small but more immediate reward and a large but more delayed reward, people and animals often choose the smaller reward if the difference in magnitude is too small or if the difference in delay is sufficiently large. This indicates that the subjective value of a delayed reward is reduced compared to when the same reward is immediately available. Formally, how steeply the reward value decreases with its delay is given by a temporal discount function. A temporally discounted value for a delayed reward is then given by the magnitude of reward multiplied by its discount function. Humans and many other species of animals tend to choose the reward with the maximum temporally discounted value (Frederick et al., 2002; Green and Myerson, 2004 ; Kalenscher and Pennartz, 2008; Hwang et al., 2009 ).
Disruption in this ability to combine appropriately the information about the magnitude and delay of reward characterizes the maladaptive choice behaviors observed in many psychiatric disorders (Madden et al., 1997; Vuchinich and Simpson, 1998; Mitchell, 1999; Kirby and Petry, 2004; Reynolds, 2006) . Nevertheless, how temporally discounted values are computed in the brain and used for decision making is not well understood. In particular, previous neuroimaging and lesion studies have highlighted the role of the basal ganglia in decision making involving temporal delays (Cardinal et al., 2001; McClure et al., 2004 McClure et al., , 2007 Tanaka et al., 2004; Hariri et al., 2006; Kable and Glimcher, 2007; Wittmann et al., 2007; Weber and Huettel, 2008; Gregorios-Pippas et al., 2009; Pine et al., 2009; Luhmann et al., 2008; Ballard and Knutson, 2009; Bickel et al., 2009; Xu et al., 2009 ), but precisely how its different subdivisions contribute to intertemporal choice is not clear. Although previous neurophysiological studies in primates (Apicella et al., 1991; Schultz et al., 1992; Williams et al., 1993; Bowman et al., 1996; Hassani et al., 2001; Cromwell and Schultz, 2003) have found that the signals related to the direction of the animal's movement and expected reward tend to be more strongly represented in the dorsal and ventral striatum, respectively, how the activity in different subdivisions of the striatum is coordinated during intertemporal choice has not been investigated. In this study, we found that neurons in both the caudate nucleus and ventral striatum encoded temporally discounted values. However, neurons in the ventral striatum tended to represent the sum of the temporally discounted values for the two targets, whereas those in the caudate nucleus additionally encoded the signals necessary for selecting the action with the maximum temporally discounted value, namely, the relative difference in the temporally discounted values of the two alternative rewards. Therefore, the primate dorsal striatum might play a more important role in decision making for delayed rewards.
RESULTS

Intertemporal Choice Behavior in Monkeys
Two monkeys (H and J) were trained to perform an intertemporal choice task, in which they chose between two different amounts of juice that is either available immediately or delayed (Kim et al., 2008; Hwang et al., 2009) . The magnitude and delay of each reward was indicated by the color of the target and the number of small yellow dots around it (Figure 1A, top; see Experimental Procedures) . Both animals chose the small reward more often as the delay for the small and large reward decreased and increased, respectively, indicating that they integrated both reward magnitude and delay to determine their choice. The choice behavior during this task was modeled using exponential and hyperbolic discount functions. We found that among 61 and 116 sessions tested for monkeys H and J, respectively, the hyperbolic discount function provided the better fit in 55.7% and 98.3% of the sessions ( Figure 1B ). The median value of k parameter was 0.18 and 0.25 s À1 for monkey H and J, corresponding to the half-life (1/k) of 5.6 and 4.0 s, respectively.
Striatal Activity Related to Temporally Discounted Values
Single-neuron activity was recorded from 93 neurons in the caudate nucleus (CD; 32 from monkey H, 61 from monkey J) and 90 neurons in the ventral striatum (VS; 33 from monkey H, 57 from monkey J) during the intertemporal choice task ( Figure 1C ). In addition, each of these neurons was also tested during the control task, in which the animal was required to shift its gaze according to the color of the central fixation target ( Figure 1A , bottom). Although the visual stimuli were similar for the two tasks, the reward delay and magnitude were fixed for all targets during the control task, which made it possible to distinguish between the activity changes related to the temporally discounted values and those related to visual features of the computer display (see below) . To analyze the neural activity during the intertemporal choice task, we estimated the temporally discounted values for both targets in each trial using the discount function estimated from the animal's behavior (see Experimental Procedures). We then examined the activity of each neuron during the 1 s cue period by applying a series of regression models that include the temporally discounted values of the two targets or various linear combinations of them in addition to the position of the animal's (B) Probability of choosing the small-reward target (TS) plotted as a function of the delays for the large-reward (TL) and small-reward (TS) targets in an example session. These data were best fit by the hyperbolic discount function with k = 0.23 s À1 . Solid and dotted lines indicate the predictions from the best-fitting hyperbolic and exponential discount functions, respectively. Error bars represent standard error of the mean (SEM).
(C) Locations of neurons recorded in the striatum projected onto coronal and sagittal planes. Colors indicate the variables that significantly modulated the activity of each neuron (DV sum , sum of temporally discounted values; DV L /DV R , temporally discounted value for leftward/rightward target; DV C /DV UC , temporally discounted value for chosen/unchosen target). When the neuron encoded multiple variables, the variable with the maximum coefficient of partial determination (CPD) is indicated. The outline of the striatum shown in the coronal plane was obtained from an MR image corresponding to the level indicated by the arrow in the sagittal plane. Dotted lines in the coronal plane, border between the caudate nucleus (CD), putamen, and ventral striatum (VS); dotted lines in the sagittal plane, ventral tip of the lateral ventricle (LV) and the T-junctions between CD, putamen, and VS, relative to the LV at the level of anterior commissure.
chosen target. Among these variables, the difference between the temporally discounted values of the two targets was of particular interest, because this corresponds to the decision variable used to fit the animal's choice in the behavioral model. Therefore, we first applied a model including the sum of the discounted values for the leftward and rightward targets, their difference, and the difference in the discounted values for the chosen and unchosen targets (model 1). This analysis showed that many neurons in the CD significantly changed their activity according to the difference in the temporally discounted values for the leftward and right targets ( Figure 2 and choice was not significantly above the chance level in the ventral striatum (binomial test, p = 0.47).
In addition to the difference in the temporally discounted values for the leftward and rightward targets, some neurons in both CD and VS encoded their sum and the difference in temporally discounted values for the chosen and unchosen targets. For example, the CD neuron illustrated in Figure 2 significantly decreased its activity with the sum of the temporally discounted values ( Figure 2C ), whereas one of the two VS neurons illustrated in Figure 3 significantly increased its activity with the same variable ( Figure 3B ). The other VS neuron in Figure 3 decreased its activity significantly as the temporally discounted value of the chosen target increased relative to that of the unchosen target ( Figure 3F ). Neurons in the VS were more likely to encode the sum in the temporally discounted value of the two targets than their difference (c 2 test, p < 10 À3 ), whereas the proportion of the neurons in the CD significantly modulating their activity according to these two variables was not significantly different (p = 0.57). In addition, the percentage of neurons encoding the sum of the discounted values for the two targets was higher in the VS (31 neurons, 34.4%) than in the CD (20 neurons, 21.5%), although this difference was only marginally significant (c 2 test, p = 0.051). More neurons in the VS (12 neurons, 13.3%) encoded the difference in the temporally discounted values for the chosen and unchosen targets than in the CD (7 neurons, 7.5%), but this difference was not statistically significant (c 2 test, p = 0.20). In addition, there was no significant bias for the neurons in either CD or VS to increase or decrease their activity as the temporally discounted value of the target in the contralateral visual field increased relative to that of the target in the ipsilateral visual field (binomial test, p > 0.1). We also found that the number of neurons significantly modulating their activity according to various types of temporally discounted values was largely unaffected when the reaction time and peak velocity of the saccade were included in the regression model (see Table  S1 available online). These results suggest that the signals related to the temporally discounted values for the two targets are combined differently in the caudate nucleus and ventral striatum. In the caudate nucleus, neurons often encoded the difference between the temporally discounted values of the two alternative targets, suggesting that the activity might increase with the value of one target and decrease with the value of the other target. In contrast, neurons in the ventral striatum largely encoded the sum of temporally discounted value of the two targets, suggesting that their activity might be influenced similarly by the temporally discounted values of both targets. To test these predictions more directly, we applied a regression model that includes the temporally discounted values of the leftward and rightward targets (model 2; see Experimental Procedures). For the CD neuron illustrated in Figure 2 , this analysis found that the regression coefficient for the temporally discounted value of the left target was significantly negative (t test, p < 10 À15 ), whereas the regression coefficient for the right target was significantly positive (p < 0.05). We found that the number of neurons showing the significant effects of temporally discounted values for both targets was nine for both CD and VS ( Figure 4A ). In both areas, this was significantly more than expected when the activity of each neuron was influenced by the temporally discounted values of the two targets independently (c 2 test, p < 0.05). Furthermore, among the neurons that significantly modulated their activity according to both variables, six neurons in the CD but only one neuron in the VS showed opposite signs in the corresponding regression coefficients. This difference was statistically significant (c 2 test, p < 0.05), confirming the results described above that the neurons in the CD tended to encode the difference in the temporally discounted values of the two alternative targets more frequently than the VS neurons. We also found that the regression coefficients associated with the temporally discounted values of the left and right targets were significantly more positive than the values obtained from the permutation test (see Experimental Procedures) in the VS (p < 10 À4 ), but not in the CD (p = 0.58; Figure 4A ). To test whether neurons in the striatum combine the signals related to the temporally discounted values for the chosen and unchosen targets, we also applied a regression model that includes these two values separately (model 3). We found that neurons in the CD were more likely to encode the temporally discounted value for the chosen target (n = 22 neurons) than for the unchosen target (n = 9 neurons; c 2 test, p < 0.01; Figure 4B ).
In the VS, 26 and 21 neurons significantly modulated their activity according to the temporally discounted value of the chosen and unchosen targets, respectively, and this difference was not significant (c 2 test, p > 0.4). We also found that six and nine neurons in the CD and VS, respectively, significantly modulated their activity according to the temporally discounted values for both chosen and unchosen targets ( Figure 4B ). For the CD, this was significantly more than expected when the temporally discounted values of chosen and unchosen targets influenced the activity of each neuron independently (c 2 test, p < 0.005). In addition, most neurons encoding the temporally discounted values for both chosen and unchosen targets showed the same signs for their regression coefficients (four and seven neurons in the CD and VS, respectively). For both CD and VS, the correlation coefficient between the regression coefficients for the temporally discounted values of the chosen and unchosen targets was significantly more positive than the values obtained from the permutation test (p < 10 À4 ; Figure 4B ).
Striatal Activity Related to Discounted Values versus Visual Features
To test whether activity seemingly related to temporally discounted values might reflect the effects of different target colors or number of yellow dots used to indicate the reward magnitude and delay, we analyzed the activity recorded during the control task. During the control task, the delay and magnitude of reward were fixed for all targets. Therefore, the activity of neurons encoding temporally discounted values should be unrelated to the ''fictitious'' temporally discounted values that are computed as if the magnitude and delay of reward during the control task varied with the target color and number of yellow dots. Indeed, many of the neurons in the CD and VS that changed their activity according to the difference in the temporally discounted values for the leftward and rightward targets ( Figures 2B and 2C ), their sum ( Figure 3B ), or the difference in the values for the chosen and unchosen targets ( Figure 3F ) did not change their activity according to the fictitious temporally discounted values in the control task. The number of CD neurons encoding the difference in the fictitious temporally discounted values for the leftward and rightward targets in the control task (n = 8, 8.6%) was significantly smaller than that in the intertemporal choice task (n = 24, 25.8%; c 2 test, p < 0.005; Table S2 ). In addition, the number of VS neurons encoding the sum of the fictitious temporally discounted values (n = 15, 16.7%) was significantly lower than that in the intertemporal choice task (n = 31, 34.4%, c 2 test, p < 0.01). In addition, we found that for both CD and VS, the average magnitude of the standardized regression coefficients related to the sum and difference in the temporally discounted values was significantly larger for the intertemporal choice than for the control task ( Figure 5 ; Table S2 ). Moreover, for the majority of the neurons that showed significant interactions between the temporally discounted values and the task (model 4), the standardized regression coefficients associated with the temporally discounted values were smaller for the control task than for the intertemporal choice task, when they were estimated by applying the original regression model separately to these two separate groups of trials ( Figure 5 ; Table S2 ). Therefore, valuerelated activity in the striatum during the intertemporal choice did not simply reflect the visual features used to indicate the reward parameters. In contrast to the activity changes related to temporally discounted values, neural activity in the CD related to the animal's choice was largely comparable for the intertemporal choice and control tasks. For example, the number of CD neurons that modulated their activity according to the animal's choice was 24 and 25 during the intertemporal choice and control tasks, respectively ( Figure 2B ). The number of VS neurons encoding the animal's choice increased significantly during the control task (18 neurons, 20%) compared to the result obtained for the intertemporal choice task (five neurons, 5.6%; c 2 test, p < 0.01).
Striatal Activity Related to Multiple Reward Parameters
By definition, the temporally discounted value of the reward from a given target increases with its magnitude and decreases with its delay. Therefore, the activity of any neuron that is correlated with either the magnitude or delay of a reward, but not neces- . Circles correspond to the neurons for which the effect of the discounted value was significant for at least one of the variables (p < 0.05), whereas squares indicate the neurons in which the effect was not significant for either variable. Circles filled in gray and black indicate the neurons in which the effect was significant for both variables at the significance level of 0.1 and 0.05, respectively. Gray area corresponds to the 95% confidence interval for the correlation coefficient obtained from the permutation test.
sarily both, would be also correlated with its temporally discounted value. To test whether the activity of striatal neurons seemingly related to the temporally discounted values was modulated by both of these reward parameters, we applied a regression model that includes the position of the large-reward target, the magnitude of the reward chosen by the animal, the reward delays for the two alternative targets, and the delay of the chosen reward (model 5; see Experimental Procedures). We found that many neurons in the CD and VS indeed significantly changed their activity according to reward magnitudes and delays. For example, a neuron in the CD illustrated in Figure 2B increased its activity with the reward delay for the leftward target (t test, p < 10 À8 ). It also decreased its activity with the reward delay for the rightward target, although this was not statistically significant (p = 0.2). The activity of the same neuron increased significantly when the reward for the rightward target was large (p < 10 À10 ), suggesting that the activity of this neuron related to the temporally discounted values did not merely result from the signals related to either the magnitude or delay of reward alone. Similarly, the VS neuron illustrated in Figure 3F increased its activity as the reward delay increased for the target chosen by the animal (p < 0.05) and decreased its activity when the animal chose the large reward (p < 0.01).
The same regression analysis showed that the position of the large-reward target significantly changed the activity of 29 (31.2%) and 16 (17.8%) neurons in the CD and VS, respectively. In addition, the magnitude of the reward chosen by the animal significantly influenced the activity of 16 (17.2%) and 14 (15.6%) neurons in the CD and VS, respectively. The effect of reward delay was significant in 11 (11.8%) and 16 (17.8%) neurons in the CD and VS, respectively. In addition, the neurons significantly changing their activity according to reward delays were more likely to encode the position of the large-reward target (c 2 test, p < 0.005). Overall, 9 of 11 CD neurons (81.8%) showing the significant effect of delay also encoded the position of the largereward target, whereas this was true for 7 of 16 neurons (43.8%) in the VS. Similarly, the effect of reward delay for the chosen target was significant in 10 neurons in the CD (10.8%) and 11 neurons in the VS (12.2%). The neurons significantly changing their activity according to the delay of chosen reward were also more likely to encode the magnitude of the chosen reward (c 2 test, p < 0.005). Overall, 5 of 10 (50%) neurons in the CD and 8 of 11 (72.7%) neurons in the VS with the significant effect of chosen delay also encoded the magnitude of chosen reward.
For neurons encoding the temporally discounted value of the reward from a particular target, their activity should be modulated oppositely by the magnitude and delay of the reward. To test whether striatal neurons combine the information about the magnitude and delay of reward in their activity appropriately to encode its temporally discounted values, we examined neuron-target pairs that showed significant effects of both reward magnitude and delay. For the majority of such cases in both the CD and VS, the regression coefficients associated with the position of the large-reward target and reward delay showed appropriate signs expected for the temporally discounted values (10/10 and 8/10 cases for CD and VS, respectively). The results were relatively unchanged when the level of statistical significance was relaxed to p = 0.1 to reduce the likelihood of type II error (15/15 and 10/12 cases for CD and VS). In addition, all of 13 neurons (five in the CD, eight in the VS) that showed the significant effects of the magnitude and delay of the chosen reward showed opposite signs for their regression coefficients. When the criterion for statistical significance was relaxed to p = 0.1, the number of neurons increased to 17 (eight in the CD, and nine in the VS), but all of them still showed opposite signs for the regression coefficients related to the magnitude and delay of the chosen reward. 
Temporal Evolution of Value Signals in the Striatum
To investigate how the signals related to the temporally discounted values changed during the cue period, we applied the regression model (model 1) including the animal's choice and multiple variables related to the temporally discounted values to the spike rates estimated with a 200 ms sliding window shifted in 25 ms steps. The time course of signals related to the sum and difference in the temporally discounted values for the left and right targets emerged immediately and nearly simultaneously in the CD and VS. This was true regardless of whether the results from these two areas were compared using the fraction of neurons showing significant effects of each variable ( Figure 6A ) or the proportion of the variance in neural activity attributed to a given variable (coefficient of partial determination, CPD; Figure 6B ). Average CPD for the difference in the temporally discounted values reached their maximum values 200 and 175 ms from the cue onset for the CD and VS, whereas the values for the sum reached their maximum 225 ms and 250 ms from the cue onset for the CD and VS, respectively ( Figure 6B ). In contrast, signals related to the difference in temporally discounted values for the chosen and unchosen targets and the animal's choice arose more slowly and gradually during the cue period ( Figure 6 ). In both CD and VS, the latencies of the signals related to the sum and difference in the temporally discounted value for the left and right targets were both shorter than those related to the animal's choice (Kolmogorov-Smirnov tests, p < 0.05; Figures S1A and S1B) . The latencies of the signals related to the difference in the discounted values for the chosen and unchosen targets and the animal's choice were not statistically different in either CD (p > 0.3) or VS (p > 0.2), and none of the signals related to the values or choice showed significant differences in their latencies between the CD and VS (p > 0.1).
It has been shown that the signals related to the value of chosen option arise in the primate orbitofrontal cortex immediately after the stimulus onset (Padoa-Schioppa and Assad, 2006), whereas other studies found that similar signals might develop more gradually in the striatum (Lau and Glimcher, 2008; Kim et al., 2009b) as well as in the rodent frontal cortex (Sul et al., 2010) . We found that the time course of these so-called chosen value signals might change depending on whether the sum of the temporally discounted values for the two targets was included in the regression model or not. In particular, when the sum of the temporally discounted values was omitted from the model, activity changes related to the temporally discounted values of the chosen target appeared much earlier (see Figures S1C and S1D) . Therefore, it is important to distinguish the neural activity related to the value of the chosen target from those related to the sum of the values for alternative targets.
Cell Types and Value Coding in the Striatum
In the present study, the neurons were not classified into distinct categories, because the distribution of baseline firing rates and spike widths, which have been linked to anatomical cell types in the striatum (Apicella, 2007; Berke, 2008; Gage et al., 2010) , did not show clear boundaries (Figure 7 ). Nevertheless, we tested whether the neural activity related to temporally discounted values varied according to the baseline firing rate. We divided the neurons depending on whether their baseline activity during the last 1 s of the intertrial interval was higher than 3 spikes/s, because this criterion was often used to identify tentative medium spiny neurons (Schultz et al., 1992; Hassani et al., 2001; Cromwell and Schultz, 2003) . The baseline activity was larger than this threshold for many of the neurons tested in our study, and this was more likely in the CD (60 neurons, 64.5%) than in the VS (34 neurons, 37.8%; c 2 test, p < 0.001). The average baseline firing rate in the CD (9.6 ± 1.1 spikes/s) was also significantly higher than that in the VS (4.6 ± 0.7 spikes/s; t test, p < 10 À3 ). Despite this possible difference in the proportion of inhibitory interneurons in the CD and VS, the proportion of neurons that significantly modulated their activity according to the sum of the temporally discounted values or their difference did not vary significantly with the average firing rates in either CD or VS (Table S3 ). For some neurons (56 and 65 neurons in CD and VS, respectively), we also recorded their spike waveforms and measured spike widths ( Figure 7A ). To test whether striatal activity related to temporally discounted values changes with spike width, we compared the percentage of neurons showing significant modulations related to the temporally discounted values, separately for the neurons with spikes width longer or shorter than the median spike width in each area (0.28 and 0.30 ms for the CD and VS, respectively). Similar to the results based on baseline firing rate, the proportion of neurons with significant modulations related to temporally discounted values did not differ for these two groups, in either the CD or VS ( Figure 7B ; Table S3 ).
DISCUSSION
Intertemporal choices of humans and other animals are relatively well accounted for by temporal discounting models, suggesting that the subjective value or utility of reward is discounted by its delay. We found that neurons in the primate striatum encode the subjective value of reward temporally discounted by its delay. Previous studies have shown that the magnitude and delay of the reward expected from the animal's action influence the activity of some neurons in the ventral striatum of domestic chicks (Izawa et al., 2005) and rodents (Roesch et al., 2009) . However, these studies have not demonstrated the antagonistic effects of reward magnitude and delay, which are required for computing temporally discounted values. To our knowledge, the results from the present study provide the first evidence for signals related to temporally discounted values at the level of individual neurons in the striatum during intertemporal choice. We also found that two different types of signals related to temporally discounted values are partially segregated in the dorsal and ventral striatum. First, the signals related to the difference between the temporally discounted values for the two alternative targets, which reliably predicts the animal's choice, were more robust and found more frequently in the dorsal striatum. Second, the signals related to the direction of the animal's eye movement during intertemporal choice were found only in the dorsal striatum. Therefore, the dorsal striatum is likely to play a more important role in choosing a particular action based on temporally discounted values than the ventral striatum. Previous single-neuron recording studies in the primate striatum have also shown that signals related to specific movements are largely confined to the dorsal striatum, including the caudate nucleus and putamen, whereas reward-related signals tend to be distributed evenly across different subdivisions of the striatum (Apicella et al., 1991; Schultz et al., 1992; Williams et al., 1993; Bowman et al., 1996; Hassani et al., 2001; Cromwell and Schultz, 2003; Kawagoe et al., 1998; Ding and Hikosaka, 2006; Kobayashi et al., 2007) . In some of these studies, the position of the target associated with a large reward was fixed for a block of trials during an instructed delay task, while the direction of the required movement was selected randomly (Kawagoe et al., 1998; Ding and Hikosaka, 2006; Kobayashi et al., 2007) . These studies have found that some neurons in the caudate nucleus change their activity according to the position of the target associated with a large reward. In reinforcement learning theory, the value of reward expected from a particular action is referred to as action values (Sutton and Barto, 1998) , and could be used to select an action to maximize reward intake. Indeed, it has been shown that during a free-choice task, some neurons in the dorsal striatum change their activity according to the action values of specific movements (Samejima et al., 2005; Lau and Glimcher, 2008; Kim et al., 2009b) . These results suggest that the dorsal striatum might play an important role in selecting an action with the most desirable outcomes, when the likelihood of reward from each action needs to be estimated from experience (O'Doherty et al., 2004; Tricomi et al., 2004; Kimchi and Laubach, 2009 ). The results from the present study show that the dorsal striatum might also contribute to intertemporal choice by encoding the difference in the temporally discounted values for alternative outcomes. In addition, neurons in both CD and VS encoded the sum of the temporally discounted values with a time course similar to their difference, suggesting that the signals related to the temporally discounted values of the two targets were combined heterogeneously across different striatal neurons, similar to the activity related to action values in the posterior parietal cortex (Seo et al., 2009 ). Moreover, neurons in the VS tended to encode the sum of the temporally discounted values more often than the CD neurons. Therefore, this difference between the CD and VS is consistent with the actor-critic model of the basal ganglia in which the ventral striatum uses the state value functions to guide the action selection in the dorsal striatum (O'Doherty et al., 2004; Atallah et al., 2007) .
In contrast to the signals related to the sum and difference of temporally discounted values associated with the two alternative targets, the signals related to the animal's choice and its temporally discounted value increased more gradually during the cue period. The time course of these two signals was similar, suggesting that striatal activity encoding the subjective value of the chosen action is closely related to the process of action selection. Neural activity related to the reward expected from the action chosen by the animal has been found in both the dorsal and ventral striatum (Apicella et al., 1991; Schultz et al., 1992; Williams et al., 1993; Bowman et al., 1996; Hassani et al., 2001; Cromwell and Schultz, 2003; Roesch et al., 2009; Kawagoe et al., 1998; Ding and Hikosaka, 2006; Kobayashi et al., 2007; Kim et al., 2009b) . For example, it has been shown that some striatal neurons change their activity similarly in anticipation of reward, regardless of the direction of the movement produced by the animal (Hassani et al., 2001; Cromwell and Schultz, 2003; Ding and Hikosaka, 2006; Kobayashi et al., 2007) or regardless of whether the animal is required to execute or withhold a particular movement in a go/no-go task (Schultz et al., 1992) . Similarly, during a free-choice task in which the reward probabilities were dynamically adjusted, some neurons in the striatum tracked the probability of reward expected from the action chosen by the animal, and these so-called chosenvalue signals tend to emerge in the striatum largely after the animal executes its chosen action and approximately when the outcome from the animal's action is revealed (Lau and Glimcher, 2008; Kim et al., 2009b) . During reinforcement learning, chosenvalue signals can be used to compute reward prediction error, namely the difference between the expected and actual rewards, and play an important role in updating the animal's decisionmaking strategies. Therefore, when the outcomes of chosen actions are uncertain and the chosen values can be estimated only through experience, signals related to chosen values and outcomes might be combined in the striatum to compute reward prediction errors (Kim et al., 2009b) . In the present study, the signals related to the temporally discounted value of reward developed in both divisions of the striatum before the animal's choice was revealed, even though the outcome of the animal's choice was already known. This suggests that striatal signals related to the value of chosen action might be an integral part of the action selection process rather than only contributing to the computation of reward prediction errors.
Although the present study focused on the signals related to the temporally discounted values in the striatum, signals related to reward delays also exist in other brain areas. In particular, neurons in areas directly connected with the striatum, such as the prefrontal cortex (Kim et al., 2008; Roesch and Olson, 2005; Roesch et al., 2006) , ventral tegmental area, and substantia nigra pars compacta (Roesch et al., 2007; Kobayashi and Schultz, 2008) , often modulate their activity according to the delay of expected reward. The properties and time course of signals related to the temporally discounted values in the dorsal striatum are also similar to those in the dorsolateral prefrontal cortex identified during intertemporal choice task (Kim et al., 2008 (Kim et al., , 2009a , suggesting that the fronto-cortico-striatal network plays an important role in evaluating the desirability of alternative outcomes and selecting actions optimally (Haber et al., 2006) . Nevertheless, whether and how each of these multiple brain areas makes a unique contribution to the decision making process requires further studies. For example, compared to the value signals in the striatum, chosen value signals might arise in the orbitofrontal cortex more rapidly and immediately after the alternative options are specified (Padoa-Schioppa and Assad, 2006) , raising the possibility that chosen value signals are first computed in the prefrontal cortex and transmitted to the striatum. However, the time course of the chosen value signals might change depending on other variables included in the regression model. In addition, the precise time course of value signals is likely to vary across trials, so the value-related signals in multiple brain areas need to be monitored simultaneously in order to understand their precise temporal relationship.
The functions of different classes of striatal neurons in decision making also remain poorly understood. The majority of the neurons in the striatum are the projection neurons referred to as medium spiny neurons (MSN). In addition, the striatum contains several different types of inhibitory interneurons that can be distinguished neurochemically. They include cholinergic aspiny neurons, parvalbumin-positive neurons, calretinin-positive interneurons, and neurons that express neuropeptide Y and somatostatin (Tepper and Bolam, 2004; Kreitzer, 2009) . We found that the baseline firing rate was higher in the CD than in the VS, and this might due to the lack of parvalbuminpositive neurons in the ventral striatum (Parent et al., 1996; Waldvogel and Faull, 1993) , because parvalbumin positive neurons tend to display higher firing rates than MSN (Berke, 2008; Berke et al., 2004; Sharott et al., 2009 ). However, in the present study, the signals related to the temporally discounted values did not vary with the firing rates or spike widths. Given their anatomical and biochemical specificity, it would be important to understand better the contribution of different classes of striatal neurons in value coding and action selection, which needs to be further examined in future studies.
EXPERIMENTAL PROCEDURES
Animal Preparations Two male rhesus monkeys (H and J; body weight, 9.3-10.6 kg) were used. During the experiment, the animal was seated in a primate chair with its head fixed and faced a computer screen. The animal's eye position was monitored with a video-based eye tracking system with a 225 Hz sampling rate (ET-49, Thomas Recording, Giessen, Germany). Single-unit activity was recorded from the dorsal and ventral striatum using a multielectrode recording system (Thomas Recording) and a multichannel acquisition processor (Plexon Inc., Dallas, TX). All neurons were recorded from the right hemisphere (68 and 90 neurons in the CD and VS, respectively), except 25 neurons recorded from the caudate nucleus of the left hemisphere in monkey H. All the procedures were approved by the Institutional Animal Care and Use Committee at Yale University and conformed to the Public Health Services Policy on Humane Care and Use of Laboratory Animals and the Guide for the Care and Use of Laboratory Animals.
Intertemporal Choice Task
The animal performed an intertemporal choice task and a control task in alternating blocks of 40 trials. During the intertemporal choice task, the animals began each trial by fixating a white square presented at the center of a computer screen. After a 1 s fore-period, two peripheral targets were presented, and the animal was required to shift its gaze toward one of the targets within 1 s, when the central square was extinguished after a 1 s cue period. One of the peripheral targets was green (TS) and delivered a small reward (0.26 ml of apple juice) when it was chosen, whereas the other target was red (TL) and delivered a large reward (0.4 ml of apple juice). Each target was surrounded by a variable number of yellow dots (n = 0, 2, 4, 6, or 8) that indicated the delay (1 s/dot) before reward delivery after the animal fixated its chosen target. During this reward delay period, the animal was required to fixate the chosen target while the yellow dots disappeared one at a time, but was allowed to refixate the target within 0.3 s without any penalty. The intertrial interval was 2 s after the animal chose TL, but was padded to compensate for the difference in the reward delays for the two targets after the TS was chosen, so that the onset of the next trial was not influenced by the animal's choice. The reward delay was 0 or 2 s for TS, and 0, 2, 4, 6, or 8 s for TL. Each of the 10 possible delay combinations for the two targets was presented four times in a given block in a pseudo-random order with the position of the TL counterbalanced. The control task was identical to the intertemporal choice task, except for the following two changes. First, the central fixation target was either green or red, and this indicated the color of the peripheral target the animal was required to choose. Second, the animal was always rewarded by the same amount of reward (0.13 ml) without any delay after it fixated the correct target.
Analysis of Behavioral Data
The temporally discounted value of the reward from target x is denoted as DV (A x , D x ), where A x and D x indicate the magnitude and delay of the reward from target x. In the model used to analyze the animal's choices, the probability that the animal would choose TS was given by the logistic function of the difference in the temporally discounted values for the two targets, as follows.
where the function s[z] = {1+exp(Àz)} À1 corresponds to the logistic transformation, and b is the inverse temperature parameter. The temporally discounted value was determined using a hyperbolic discount function,
or an exponential discount function,
where the parameter k determines the steepness of the discount function. The model parameters (k and b) were estimated using a maximum likelihood procedure as in the previous studies (Kim et al., 2008 (Kim et al., , 2009a .
Analysis of Neural Data
We analyzed all the neurons recorded in the caudate nucleus and ventral striatum, as long as they were recorded for more than two blocks (80 trials) during the intertemporal choice task. Except for two neurons, all neurons were tested at least for three blocks (120 trials). The average number of intertemporal choice trials tested for each neuron was 167.4 ± 3.7 and 162.4 ± 4.1 for the CD and VS, respectively. The spike rate during the 1 s cue period was analyzed by applying a series of regression models. For each trial, we first estimated the temporally discounted values by multiplying the magnitude of reward from each target and the discount function (hyperbolic or exponential) for its delay that provided the best fit to the behavioral data in the same session. Next, we used a regression model to test whether the activity was influenced by the difference between the temporally discounted values of the left and right targets (DV L À DV R ), because this is equivalent to the decision variable used by the behavioral model described above. This regression model also included the sum of the temporally discounted values (DV sum = DV L + DV R ), and the difference in the temporally discounted values for the chosen and unchosen targets (DV chosen -DV unchosen ), in addition to the animal's choice (C = 0 and 1 for the leftward and rightward choice). In other words,
where S denotes the spike rate during the cue period. The same model was also applied to the control trials with temporally discounted values replaced by fictitious values calculated as if the reward magnitude and delays were indicated by the target color and the number of yellow dots as in the intertemporal choice task.
In the above regression model, we used the difference in the temporally discounted values for the chosen and unchosen targets rather than the temporally discounted value of the chosen value, in order to minimize the correlation among the regressors. To test whether the neural activity is modulated according to the temporally discounted values of individual targets, we also applied the following two models: S = a 0 + a 1 DV L + a 2 DV R + a 3 ðDV chosen À DV unchosen Þ + a 4 C; (model 2) S = a 0 + a 1 DV chosen + a 2 DV unchosen + a 3 ðDV L À DV R Þ + a 4 C: (model 3)
The set of independent variables in each of these three models forms the basis for the same vector space. Therefore, these three models account for the same amount of variance in the neural activity, and are used to test the statistical significance for different independent variables. To test whether the regression coefficients associated with the temporally discounted values of individual targets are significantly correlated, we repeatedly (n = 10,000) shuffled the spike counts randomly across trials and estimated the p-value from the frequency of such shuffles in which the correlation coefficient between the regression coefficients exceeded the value obtained from the original data (Figure 4) .
To test whether the activity related to temporally discounted values differs for the intertemporal choice and control tasks, we applied a regression model that includes a series of interaction terms between the dummy variable indicating the task performed by the animal and other variables related to the animal's choice and temporally discounted values as follows. S = a 0 + a 1 ðDV L + DV R Þ + a 2 ðDV L À DV R Þ + a 3 ðDV chosen À DV unchosen Þ + a 4 C + a 5 T + a 6 T 3 ðDV L + DV R Þ + a 7 T 3 ðDV L À DV R Þ + a 8 T 3 ðDV chosen À DV unchosen Þ + a 9 T 3 C;
(model 4) where T denotes the task (0 and 1 for the choice and control task, respectively).
To test whether the activity was modulated by the magnitude and delay of reward expected from a given target, we also applied the following regression model. S = a 0 + a 1 M + a 2 D L + a 3 D R + a 4 M chosen + a 5 D chosen + a 6 C; (model 5) where M denotes the position of the large-reward target (0 and 1 for the trials in which the large reward was assigned to the leftward and rightward targets, respectively), D L (D R ) the delay of the reward from the left (right) target, and M chosen and D chosen the magnitude and delay of the reward chosen by the animal. The statistical significance of each regression coefficient was determined with a t test (p < 0.05), and the significance for the effect of the reward delays (D L and D R ) was adjusted for multiple comparison using the Bonferroni correction.
The standardized regression coefficient (SRC) for the i th regressor x i is defined as a i 3 s i /s y , where a i is the raw regression coefficient, and s i and s y the standard deviations of x i and the dependent variable y. To quantify how strongly neural activity was influenced by a set of regressors, we used the coefficient of partial determination (CPD). The CPD for X i is defined as the following:
CPDðX i Þ = fSSEðX Ài Þ À SSEðX Ài ; X i Þg=SSEðX Ài Þ;
where SSE(X) refers to the sum of squared errors in a regression model that includes a set of regressors X, and X Ài a set of all the regressors included in the full model except X i .
To compare the time course of neural signals related to the sum of the temporally discounted values, their difference, the difference in the temporally discounted values for the chosen and unchosen targets, and the animal's choice (model 1) within each region of the striatum and between the CD and VS, we applied the same regression analysis using a 200 ms window shifted in 25 ms steps. To estimate the latency of signals related to temporally discounted values, we examined the results from this regression analysis in which the center of the window started 0.1 s after cue onset and stopped 0.3 s after the fixation offset. For each neuron, we then defined the latency for a given variable as the first time in which the CPD related to each of these variables exceeds four times the standard deviation above the mean of the CPD during the baseline period (fore-period) in three consecutive time steps. This analysis produced a latency histogram for each variable separately for CD and VS, and the statistical significance of the difference between two such histograms was evaluated using the Kolmogorov-Smirnov test (p < 0.05; Figure S1 ).
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