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Atmospheric phenomena across a wide range of scales impact wind power
plant aerodynamics. For this reason, problems in wind engineering are best
solved using an integration of measurements and models. This approach is
used herein to answer a series of distinct research questions. The overarching
objective of this work is to improve the quantification of flow parameters of rel-
evance to the wind energy industry in heterogeneous landscapes. These land-
scapes include complex terrain and land-sea boundaries, turbulent flow within
wind farms, and the numerical space referred to as gray zone in atmospheric
modeling.
Focusing on the Great Lakes region, a new methodology for offshore wind
resource assessment is presented, which is primarily based on in situ and re-
mote sensing observations. It is demonstrated that a combination of distinct
data sets yields a robust wind atlas and reduces the error in the final resource.
Seeking to better characterize wind farm aerodynamics, a new approach is
proposed to increase the level of detail in low-fidelity wind turbine wake mod-
eling. It consists of a stochastic model which moves away from the commonly
used steady, axisymmetric wake modeling framework. When combined with a
description for the velocity deficit distribution and used as input to a structural
dynamics model, the proposed wake shape model is found to improve predic-
tions of fluctuating loads and power.
Still aiming to characterize wakes, a different study is performed to quantify
the level of uncertainty in wind speed retrievals when sampling a large atmo-
spheric volume with a scanning lidar in a wind turbine wake. A high-fidelity
simulation is conducted and resampled to match the field measurements, en-
abling for a comparison between spatially and temporally disjunct points, and
what would be seen by the lidar if it could either obtain a snapshot or a true
temporal mean of the same volume of air.
Finally, when running full physics atmospheric simulations that are nested
down from the meso to the micro scale it is important to consider the treat-
ment of the gray zone in which half the turbulence is naturally resolved by the
model while the other half needs to be parameterized. Cutting edge simulation
techniques are employed to investigate three different ways of approaching this
problem. In one such simulation we further determine how much of the dis-
crepancy between measured and modeled flow parameters can be attributed to
wake effects.
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CHAPTER 1
MOTIVATION AND INTRODUCTION
Global electricity generation has drastically increased in the last decades
(Fig. 1.1) mostly due to population growth and the transition towards more
technological lifestyles in developing countries which do not form part of the
Organization for Economic Cooperation and Development [4]. In order to sat-
isfy these market demands without adding to fossil fuel depletion and pollu-
tion problems, governments and developers worldwide have been increasingly
investing in renewable energy. In the United States, net annual electricity gen-
eration from wind increased by more than 600 % between 2006 and 2015 [5]. As
a result of the investment in wind energy research and development, the lev-
elized cost of electricity from wind has become competitive when compared to
several other established energy sources (Fig. 1.2, [1]).
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Figure 1.1: Yearly electricity generation [× 109 kWh] for the world (black) and
other regions. Data source: International Energy Statistics.
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Figure 1.2: Projected levelized electricity costs [2015 US$/MWh] including tax
credits for power plants entering service in 2022. Values are weighted average
of regional values based on projected capacity additions. For more details, see
[1].
The ultimate objective in wind energy research is to deliver safer and more
efficient generators and power plants. Efficiency can be improved at any stage
in the development of a wind farm: early on, by improving wind turbine (WT)
design [6], resource assessment [7] and turbine siting, which includes optimiza-
tion based on characterization of WT wakes [8]; after commissioning, accurate
and timely wind power forecasting can be crucial for effective grid integration
and maintenance scheduling [9], and rigorous control strategies are extremely
important to maximizing power output and minimizing generator loading [10].
These are all fluid-structure interaction problems, in which the atmospheric
boundary layer (ABL) interacts with the planetary surface characteristics (i.e.,
terrain and roughness), and with the tower and rotor of each WT. As a re-
sult, the turbulent flow within and around wind farms is often inhomogeneous,
anisotropic, and unsteady [11] and is therefore difficult to measure and model
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with sufficient accuracy and detail. For this reason, state-of-the-art wind energy
research seeks to combine measurements and models to advance our knowl-
edge across a wide range of disciplines within wind science.
This dissertation combines cutting edge measurement and modeling tech-
niques to develop tools for wind characterization. The following sections pro-
vide a brief description of the current state of measurements (Section 1.1) and
modeling (Section 1.2) in wind energy, and review some of the recent work done
to integrate them (Section 1.3). The objective is to contextualize the work to be
presented in the following chapters, which is briefly summarized in Sections 1.4
and 1.5.
1.1 Measurement Techniques
Traditionally, wind speed and direction measurements have been made with
cup, propeller, or ultrasonic anemometers and wind vanes [12]. They consti-
tute the conventional instrumentation found on meteorological masts used to
assess the wind resource during the planning stage of a wind power plant, and
to determine WT power performance following the International Electrotech-
nical Comission (IEC) standard guidelines [13]. Despite their widespread use,
these instruments have some limitations when seeking to characterize the flow
within a wind farm. For example, the cup anemometer measurement uncer-
tainty is too large to accurately estimate WT power performance [14], and may
additionally lead to power reduction when used to drive the WT control mecha-
nisms [15] while mounted in the back of upstream rotors. Another disadvantage
of traditional anemometers relevant to the present work is their inability to sam-
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ple large volumes of the atmosphere, which is necessary when focusing on WT
wake characterization, or when assessing the wind resource over a large area.
As a response to these shortcomings, remote sensing technology for wind en-
ergy applications has developed considerably in the last decade. The two types
of technology discussed in this work are wind lidar (light detection and rang-
ing instruments) which can measure from the ground or be mounted on the WT
nacelle, and satellite-based radar.
Wind lidars employ one of two main techniques to reconstruct the wind
field. While some use the intensity of the returned backscattered signal directly,
the majority of instruments used for wind research record the frequency shift in
the returned signal [12]. The wind velocity along the beam line of sight uLOS
uLOS =
∆ fλ
2
(1.1)
is directly proportional to the laser pulse wavelength λ and the Doppler shift
∆ f , which is a result of the aerosol-induced backscattering in the original laser
beam. Throughout this dissertation, the term “lidar” is used to refer to Doppler
wind lidar instruments. Due to the extensive validation efforts led primarily by
academia, lidars are expected to be incorporated into the IEC standards in the
near future. The main advantages of lidar over conventional anemometry are
(i) its ability to probe a large volume of air, and to measure at higher vertical lev-
els; (ii) the absence of mast and boom shadow effects [12]; (iii) its mobility; and
in some cases, (iv) a flexible scanning geometry that can be easily and quickly
modified by the user [16]. However, it is important to keep in mind that lidars
also have limitations. For example, the atmospheric conditions and measur-
ing environment affect the level of uncertainty when retrieving horizontal wind
speed estimates from these radial velocity uLOS measurements [17, 18].
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Both vertically-pointing and scanning lidars can measure from the ground
or from the wind turbine nacelle. When ground-based, vertically-pointing li-
dars can be used to obtain vertical profiles of horizontal wind (Fig. 1.3, left).
They serve as an alternative to meteorological masts [19] when high frequency
measurements are not necessary, and can thus be used for wind resource assess-
ment as a stand-alone instrument or as a complement to other instrumentation
[20]. Scanning lidars (Fig. 1.3, right) also generally measure from the ground
[21, 22] and are able to probe large three-dimensional (3-D) volumes of the at-
mosphere based on user-specified azimuth and elevation angles for each laser
beam. The lidar measurements considered in this dissertation (in Chapters 5
and 7) were obtained with ground-based instruments. When nacelle-mounted,
measurements can be made upstream for power performance and to drive the
torque, pitch, and yaw control mechanisms [23], and downstream when focus-
ing on wakes [24].
Figure 1.3: Schematic of vertically-pointing (left) and scanning (right) lidar.
Satellite-based remote sensing for wind energy applications is less versatile,
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but nonetheless a valuable tool for resource assessment since it provides infor-
mation over a large area [25, 26]. Recently, its applicability for wind turbine
wake research is also being investigated [27]. Satellite-derived wind speeds off-
shore are retrieved from geophysical model functions which were originally de-
rived empirically and relate the radar backscatter to the equivalent-neutral wind
speed un [28]
un =
u∗
k
ln
(
z
z0
)
(1.2)
where u∗ is the friction velocity, k = 0.4 the von Kármán constant, z the height
above a water surface (typically 10 m), and z0 the surface roughness length
which offshore can be estimated by
z0 = αc
u2∗
g
(1.3)
where αc is the Charnock [29] constant, and g the acceleration due to gravity.
Equivalent neutral winds refer to the magnitude of the wind speed for a neutral
atmosphere, and are the only unique solution when seeking to derive a rela-
tionship between the momentum flux at the ocean surface and the wind speed
at a given height [30]. Means of accounting for stability and of extrapolating to
WT hub heights are a subject of ongoing research [31]. The temporal and spatial
resolution of the final satellite-derived wind product, as well as its accuracy and
detection range depend on the particular instrument being used [26].
This method can only be used offshore because it relies on a relationship be-
tween the wind stress and the Earth’s surface roughness in the form of capillary
waves. Satellite-derived wind estimates over land are instead based on water
vapor measurements and cloud movements, and are therefore limited to heights
above the ABL [32] and often used as a supplementary tool in weather forecast-
ing [33]. In this dissertation, winds from two different types of satellite-based
6
radar are used for wind resource assessment offshore as discussed in Chapter 2.
It is important to keep in mind that no instrumentation technique is objec-
tively superior. The instrument choice should be based on the length scales of
interest and on the problem at hand. Ideally, more than one instruments should
be used allowing for cross-validation [34, 21] and resulting in a more compre-
hensive data set. Robust measurements can then be integrated with computa-
tional fluid dynamics (CFD) techniques to develop [35], drive [36] and validate
models [37, 38], to constrain and extend observational data sets [16, 18], and to
assist in planning for future measurement campaigns [39].
1.2 Modeling Techniques
In wind plant aerodynamics, it is often necessary to model not only atmospheric
conditions but also the structural response of the WT to the environment. There
exist a variety of fluid and structural dynamics modeling techniques covering
a wide spectrum of resolution, fidelity, and computational cost. Throughout
this dissertation, several of these are used depending on the application. This
section provides a broad overview of the most commonly used modeling ap-
proaches. Specific details can be found in the individual chapters in which each
technique is discussed.
Atmospheric phenomena have traditionally been divided into categories re-
garding their spatial (∆x) and temporal (∆t) scales. A well-established classi-
fication [40] distinguishes between macro (∆x > 2000 km, ∆t > week), meso
(2000 km > ∆x > 2 km, week > ∆t > hour), and micro (∆x < 2 km, ∆t < hour)
scales. A schematic of the kinetic energy content in atmospheric phenomena as
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a function of these scales is given in Fig. 1.4. Macro scale phenomena include
planetary waves and weather systems. In the meso scale, we can list convec-
tive systems, and mountain and lake breezes. The micro scale encompasses all
smaller phenomena such as tornados, and ABL processes across the inertial sub-
range of the spectrum and down to the dissipation range. In the macro (meso)
scale, the energy transfer typically follows a κ−3 (κ−5/3) rate where κ is the wave
number of the flow. While phenomena across all these scales are relevant to
wind engineering, CFD for wind focuses primarily on meso and micro scales.
Figure 1.4: Schematic of atmospheric kinetic energy spectrum as a function of
horizontal length scale and time scale. Macro, meso, and micro scales are indi-
cated. Energy cascade slopes (∝ κ−3 and ∝ κ−5/3) are given as proportional to a
wave number κ. Schematic is based on [2].
The Weather Research and Forecasting (WRF) model is commonly used for
meso scale simulations. It includes a broad range of processes such as radiation,
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cloud physics, and surface-atmosphere interactions. Initial (IC) and boundary
conditions (BC) to this model are prescribed by global or regional reanalysis
data sets, which are obtained from forecast models run in hindcast mode while
assimilating a large number of measurements. Because of this thorough data
assimilation, reanalyses are often thought of as gridded observational data sets.
Besides serving as input to other models, reanalyses are also sometimes used in
preliminary wind resource assessment studies wherever direct measurements
are not readily available or complete. In this work, they are used in conjunc-
tion with a variety of observational data sets to develop an offshore wind atlas
(Chapter 2) and as IC/BC to the WRF model (Chapter 6).
In the micro scale CFD is generally divided into three categories, which vary
in their level of fidelity. Hereinafter, the term fidelity describes how faithful a
simulation is to the physics of interest. The highest fidelity is therefore achieved
by solving the Navier Stokes (NS) equations
∂~u
∂t
+
(
~u · ∇)~u = −1
ρ
∇P + ν∇2~u + 1
ρ
~F (1.4)
at a high resolution mesh without the use of a turbulence model, in what is
called a direct numerical simulation (DNS). In Eq. (1.4), ~u = (u, v,w) is the three-
dimensional wind vector, ρ air density, P air pressure, ν kinematic viscosity
(ν = µ/ρ where µ is the dynamic viscosity), and ~F represents other forces (e.g.,
acceleration due to gravity and due to Coriolis). This method is prohibitively
expensive for wind energy applications, where a fine and large mesh would be
required to resolve all flow structures across an entire wind farm. Addition-
ally to computational shortcomings, the limited availability of high resolution
measurements for IC/BC is a significant obstacle to performing DNS for wind
engineering.
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In large-eddy simulations (LES) only the large, energy-containing eddy sizes
(L) are resolved and the mesh resolution determines the filter size applied to the
NS equations
∂~˜u
∂t
+
(
~˜u · ∇
)
~˜u = −1
ρ
∇P˜ + ∇ ·
[(
ν + νsgs
)
∇~˜u
]
+
1
ρ
~F (1.5)
which now are written in terms of filtered quantities (~˜u,P˜) and where the total
viscosity is divided into the kinematic viscosity ν and the sub-grid scale (SGS)
eddy viscosity νsgs which accounts for the turbulence that the simulation fails to
resolve due to the filter size [41]. The eddy sizes L scale with the flow dimen-
sions, and include motions that contain most of the kinetic energy in the flow
excluding only the dissipation range of the kinetic energy spectrum [42]. A vari-
ety of turbulence models exist to close the system of equations, parameterizing
this small-scale turbulence which is often homogeneous and isotropic [43]. LES
is recommended when L is in the inertial subrange of the energy spectrum [44],
O(102 − 101) m for the ABL as shown in Fig. 1.4. Despite being more conserva-
tive than DNS, LES still requires high performance computing resources and is
not yet widely used for long-term, full-physics scenarios. It is therefore primar-
ily used for wind turbine wake studies and controls research, where unsteady
small-scale fluid-structure interactions are important [45], and for flow in com-
plex terrain. LES results are present in this dissertation in Chapters 3 to 7. In
Chapters 6 and 7 the previously mentioned WRF model is used. In Chapters 3
to 5 the National Renewable Energy Laboratory (NREL) Simulator for Wind
Farm Applications (SOWFA, [46]) is employed.
The third category consists of solving the Reynolds-Averaged NS (RANS),
a method in which each velocity component ui is decomposed into time aver-
ages ui and fluctuations u′i . The momentum balance is solved in terms of the
mean flow and therefore this technique is primarily used when a statistical rep-
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resentation of the flow is sufficient. The only fluctuation term that remains in
the momentum equations is the Reynolds stress (e.g., u′v′ for a two-dimensional
system) which is modeled in terms of mean flow quantities to close the system
of equations [47]. This method is employed in mid-fidelity models, especially
those focused on wind turbine wakes [48, 49]. In this dissertation, a steady
RANS model is used for the work presented in Chapter 4. It is based on the thin
shear layer approximation to NS
u
∂u
∂x
+ v
∂u
∂r
=
1
r
∂
∂r
(
νT r
∂u
∂r
)
(1.6)
solved in downstream (x) and radial (r) coordinates, where the eddy viscosity
νT is introduced to parameterize the Reynolds stresses u′v′. The aforementioned
WRF model is a RANS solver which includes a variety of atmospheric physical
processes in addition to the fluid dynamics component.
In wind engineering, a fourth CFD category can be identified. The term “en-
gineering models” [45] refers to lower-fidelity solutions that provide inexpen-
sive simulations of mean flow features based on analytical expressions which
are derived empirically or by simplifying theoretical formulations with a set
of assumptions. These models can be used for wind resource assessment and
annual energy production calculations, which include mean wake losses. One
such example is the traditional Wind Atlas Analysis and Application Program
(WAsP) model [50] which is used to obtain the results presented in Chapter 2.
Since WTs are affected by a range of atmospheric phenomena and it is com-
putationally impossible to run DNS incorporating all of these scales, recent re-
search efforts have focused on downscaling coarse simulations towards the mi-
cro scale. While downscaling has been a topic of research for decades in the
global to meso scale context [51], only in the last decade this technique started
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being widely employed in wind engineering. Some downscaling methods are
statistical and be can empirically [52] or physically derived [53]. Other methods
consist in offline or online coupling between models [45] with or without com-
munication between nested domains. This technique is more computationally
demanding and has only recently started to receive attention due to advances
in computational power. The meso-micro coupling effort is an ongoing topic
of research of broad and current interest, and some of the work presented in
this dissertation (Chapter 6) investigates different methods of treating this tran-
sition. The challenge lies in modeling the intermediate scale at which some
significant fraction of the kinetic energy in a grid cell is resolved for that grid
size, while the remaining part still needs to be parameterized. This happens at
a spatial scale O(102) m, which has become known as the “gray zone” or “terra-
incognita” [54]. In the work presented here, we investigate different ways of
treating these scales and quantify the impact on simulations of flow parameters
of relevance to wind energy.
In addition to CFD, wind turbine and structural dynamics models are of-
ten used for research in wind turbine wakes, control systems, and wind turbine
design. While some of the work presented in this dissertation (Chapter 4, [55])
uses one such model to estimate loading on the turbine rotor and tower, this dis-
sertation focuses primarily on the fluid dynamics aspect of wind engineering,
and these models will not be discussed in detail.
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1.3 Integration of Measurements and Models
After recognizing the strengths and limitations of current measurement and
modeling techniques, it follows that an integration of both is the ultimate ap-
proach to solving complex problems in wind engineering. As briefly mentioned
in Section 1.1, measurements can assist in developing, driving, and validating
models while models can in turn serve to constrain and extend observational
data sets, and to assist in planning measurement campaigns.
In terms of model development, even models that are based almost entirely
on a theoretical framework (e.g. mass, momentum and energy conservation in
the case of atmospheric simulations) rely on turbulence closure parameteriza-
tions that are often derived from full-size measurements or scaled experiments
[56]. Simpler, analytical models can be entirely empirical [57] or semi-empirical
[58]. Models and measurements also appear together when non-idealized sim-
ulations are conducted, and observational data are used as IC/BC to drive at-
mospheric or structural models (as in Chapters 2, 6 and 7), to nudge the solution
during integration [59], or as a post-processor to derive diagnostics from a lim-
ited simulation output (as in Chapter 7). Finally, observational data sets are also
extensively used for model validation [38, 37].
In the other direction, models can be combined with observations so that the
latter can be constrained or expanded. In the first case, uncertainty in observa-
tions can be reduced by using a physical rather than a purely mathematical ap-
proach to constrain the data. An example would be to use the law of the wall to
obtain wind speed values at several heights from a limited set of observations,
instead of using a linear interpolation approach. In the second case, a set of
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measurements done at one point can be translated to a different location using
physical principles as is the approach of the well established engineering model
WAsP [3]. Both of these techniques appear in Chapter 2. Finally, a more recent
application of model-measurement integration is to perform numerical simula-
tions of future measurement campaigns so that the choice of instruments, their
location, and configuration is efficient and well suited to the objectives of the
experiment [39, 16].
The overarching objective of this dissertation is to contribute to an improved
quantification of flow parameters of relevance to the wind energy industry in
heterogeneous landscapes. These landscapes include complex terrain and land-
sea boundaries, turbulent flow within wind farms, and the numerical space re-
ferred to as gray zone in atmospheric modeling. To achieve this goal, an inte-
gration of models and measurements is used in the following chapters, which
present a set of fairly independent scientific papers in the fields of wind resource
assessment (Chapter 2), wind turbine wake modeling (Chapters 4, 5 and 7) and
characterization (Chapter 5), and mesoscale-microscale coupling within atmo-
spheric models (Chapter 6). The published chapters (Chapters 2 to 5) can be
accessed with the following references:
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Doubrawa P, Barthelmie RJ, Pryor SC, Hasager CB, Badger M, Karagali I.
Satellite winds as a tool for offshore wind resource assessment: The Great
Lakes Wind Atlas. Remote Sensing of Environment Oct 2015; 168:349– 359,
doi:10.1016/j.rse.2015.07.008. URL http://www.sciencedirect.
com/science/article/pii/S0034425715300651.
Doubrawa P, Barthelmie RJ, Wang H, Churchfield MJ. A stochastic wind tur-
bine wake model based on new metrics for wake characterization. Wind
Energy Mar 2017; 20(3):449–463, doi:10.1002/we.2015. URL http://
onlinelibrary.wiley.com/doi/10.1002/we.2015/abstract.
Doubrawa P, Barthelmie RJ, Wang H, Churchfield MJ. Contributions of the
Stochastic Shape Wake Model to Predictions of Aerodynamic Loads and
Power under Single Wake Conditions. Journal of Physics: Conference Series
2016; 753(8):082006, doi:10.1088/1742-6596/753/8/082006. URL http:
//stacks.iop.org/1742-6596/753/i=8/a=082006.
Doubrawa P, Barthelmie RJ, Wang H, Pryor SC, Churchfield MJ. Wind
Turbine Wake Characterization from Temporally Disjunct 3-D Measure-
ments. Remote Sensing Nov 2016; 8(11):939, doi:10.3390/rs8110939. URL
http://www.mdpi.com/2072-4292/8/11/939.
1.4 Research Questions
The main objective of all research efforts in wind engineering is to enable more
efficient energy generation. To achieve this goal, it is crucial to reduce uncer-
tainty in energy production estimates. The science of uncertainty quantification
consists in assessing the likelihood of an outcome when some aspects of a sys-
tem are unknown [45]. In the context of this dissertation, uncertainty in wind
characterization arises from limitations in measurements, modeling, and data
processing techniques as shown by the schematic in Fig. 1.5. It is estimated that
in North America approximately 4.0 % of this uncertainty comes from models,
and 2.4 % from measurements [60]. These uncertainties affect power output es-
timates before and after wind farm commissioning via several pathways, e.g.
resource assessment, wind farm layout design, and wind farm control strate-
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gies. While keeping this objective in mind, the work presented in this disserta-
tion seeks to characterize the level of uncertainty in wind characterization and
is based on two general postulates:
(i) The integration of multiple data sets allows for a quantification or a reduc-
tion in overall uncertainty levels for wind characterization;
(ii) The integration of measurements and models gives access to insights into
dynamical processes that are not achievable using one type of approach.
Figure 1.5: Schematic showing main sources of wind energy production uncer-
tainty in the context of this dissertation.
Postulate (i) refers not only to the integration of measurements and models,
but also to the integration of observational data sets with different character-
istics, and of models with varying levels of fidelity. The term wind character-
ization is used herein to refer to resource assessment and wind turbine wake
analyses. Postulate (ii) acknowledges that measurements and models are inher-
ently limited and that combining them results in data sets that span a wider
range of scales and that allow for the study of more complex systems. These
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postulates run through the entirety of the work presented hereinafter as briefly
summarized in the following paragraphs.
In Chapter 2 several observational data sets and a model data set are used to
quantify the uncertainty in wind resource assessment offshore that arises from
measurement limitations that are inherent in the instruments, that come from
spatial and temporal sparseness of the observations, and that are brought on by
adverse atmospheric conditions. The consistency of a model data set leverages
the sparseness and inconsistencies in observational data sets, allowing for a re-
duction in the error of the final wind resource estimates that would not be pos-
sible without the model-measurement integration. Moreover, this integration
allows for an estimation of the uncertainties derived from specific dynamical
processes such as a varying atmospheric stability.
In Chapters 3 and 4 modeling techniques are considered under idealized
conditions, and therefore uncertainties are exclusively related to the model fi-
delity level, resolution, and assumptions (Fig. 1.5). In this context the level
of uncertainty in mid- and low-fidelity models can be reduced by producing
simulation results that approach those obtained with higher fidelity models.
This is achieved by the wake modeling technique proposed and tested in these
chapters. The integration of different models (i.e., LES, the proposed stochastic
model, and an axisymmetric wake shape model) is crucial to isolating the rela-
tive contributions of various dynamical processes (e.g., wake meandering, the
role of turbulence in shaping the wake) to the magnitude of loads experienced
by a wind turbine subjected to the simulated wakes.
In Chapter 5 the measurement uncertainty due to instrument limitations and
to calculation of diagnostic variables from the direct measurements is quanti-
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fied by integrating observations and models. The use of a model allows for a
comparison between the temporally disjunct measurements obtained with the
instrument to the actual mean and instantaneous fields. This comparison would
not be possible if considering only the observational data set, from which a true
mean and instantaneous estimate cannot be obtained for the large volume being
sampled. This model-measurement integration further allows for an estimation
of the uncertainty when a single ground-based lidar is used to quantify dynam-
ical processes such as the recovery and trajectory of the wake with downstream
distance.
In Chapter 6 model uncertainties due to shortcomings in ABL parameter-
izations and due to limitations in resolution are estimated. By analyzing the
modeled flow fields relative to measurements, the model deficiency in terms
of resolving the kinetic energy content and vertical fluxes of heat and momen-
tum at different grid resolutions and with different ABL parameterizations is
estimated. Finally, in Chapter 7 model and measurements are combined to es-
timate how much of the uncertainty in simulated fields can be attributed to the
lack of a wind turbine wake representation in the atmospheric model.
1.5 Dissertation Outline
Chapter 2 presents a new methodology for wind resource assessment offshore.
It is based on a comprehensive and varied array of in situ and remote sens-
ing observational data sets, a hybrid model-measurement gridded data set
(the North American Regional Reanalysis or NARR) and a wind atlas model
(WAsP). We elaborate on previously proposed techniques and document meth-
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ods that can be used to process each data set individually, addressing their spe-
cific shortcomings and capitalizing on their strengths. The main challenge lies
in finding methods to overcome the inconsistency in the measurement heights,
sampled points, and resolution. The proposed methodology combines distinct
data sets to produce a single wind speed estimate for the Great Lakes at a typi-
cal wind turbine hub height. The mean spatial bias of the final map when com-
pared to buoy time series is 0.1 m s−1 and the RMSE 0.3 m s−1, which represents
an uncertainty reduction of 50 % relative to using only Synthetic Aperture Radar
(SAR), and of 40 % to using only SAR and QuikSCAT without in situ observa-
tions. This methodology is computationally inexpensive, innovative in that the
resource assessment is based mainly on observations rather than models, and
can be applied to other offshore regions.
Chapter 3 describes the development of a stochastic wind turbine wake
model that addresses the gap between low-fidelity inexpensive models that are
only valid beyond the near wake, and LES which provide higher-fidelity results
at a much higher computational cost. We focus on transverse-vertical planes of
flow velocities at discrete distances downstream of the turbine, and propose a
method that moves away from steady solutions and assumptions of axial sym-
metry and seeks to account for the effects of wake-induced turbulence in the
simulated fields. Because there are several ways of characterizing wakes, the
first part of Chapter 3 explores different approaches to defining global wake
characteristics. From these, a model is developed that captures essential fea-
tures of a LES-generated wake at a small fraction of the cost. The synthetic
wake successfully reproduces the mean characteristics of the original LES wake,
including its area and stretching patterns, and statistics of the mean azimuthal
radius. The mean and standard deviation of the wake width and height are also
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reproduced. This is the first step in the model development and further work
should generalize the model by considering a wide range of atmospheric stabil-
ity conditions. The concepts are thoroughly described and the proposed method
can be easily incorporated into a pre-existing model framework to improve the
level of detail in wind turbine wake simulations.
Chapter 4 determines whether the stochastic wake shape model proposed
results in an improvement relative to axisymmetric wake descriptions in terms
of loads and power predictions. This is done by comparing aeroelastic simula-
tions initialized with different inflow conditions: an axisymmetric base wake,
an unsteady stochastic shape wake, and a LES with rotating actuator-line tur-
bine representation. By turning meandering on or off, the contribution of me-
andering and wake shape asymmetry to the loads and power can be considered
separately. We find that meandering is a large contributor to the load fluctua-
tions and that our proposed model improves the simulations of the quantities
considered which are blade root and tower base bending moments, as well as
fatigue damage equivalent loads.
The ultimate objective of Chapter 5 is to characterize the wake behind a wind
turbine using measurements obtained with a scanning lidar. The measurements
are temporally disjunct due to the time that the instrument takes to probe a
large volume of air. This leads to some uncertainty in the velocity estimates and
wake characterization metrics, which are estimated by placing an imaginary li-
dar within LES fields and recreating the instrument scanning geometry. Based
on LES output, we determine that wind speeds sampled with the synthetic li-
dar are within 10 % of the actual mean values and that the disjunct nature of
the scan does not compromise the spatial variation of mean wind speeds within
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the planes. We propose scanning geometry density and coverage indices, which
quantify the spatial distribution of the sampled points in the area of interest and
can be valuable to the design of lidar measurement campaigns for wake charac-
terization. We find that scanning geometry coverage is important for estimates
of the wake center, orientation and length scales, while density is more impor-
tant when seeking to characterize the velocity deficit distribution. We suggest
that future measurement efforts consider these findings and compute expected
data density and coverage prior to determining the scanning geometry to be
used.
Chapter 6 investigates three different ways of treating the gray zone resolu-
tion when running full physics simulations of the atmosphere using WRF. The
model domains are initialized with a reanalysis data set and nested down from
the meso scale to the micro scale. The finest domain is always run in LES mode
(i.e., no ABL parameterization is used) and the gray zone domain is either (i)
run in LES mode, (ii) with a typical ABL parameterization, or (iii) with a scale-
aware version of this parameterization that limits its effect on the simulated
fields under certain conditions. The objectives are to determine the magnitude
of the differences across simulations at the gray zone, and how much these dif-
ferences affect the simulated fields at the innermost domain. We find that over
multi-day averages, differences between the two parameterized simulations are
negligible but that these differences can be large for short intervals. The param-
eterized simulations produce slightly better results in terms of horizontal wind
speed and vertical wind shear, but the run without a parameterization performs
best in terms of spectral energy content and kinematic heat flux.
In Chapter 7 we seek to determine how much of the discrepancy between
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measured and modeled flow parameters can be attributed to wake effects. We
consider a full physics, non-idealized LES of the atmosphere and divide the
simulation into free stream and wake conditions based on wind direction. The
wake of a turbine on two downstream locations is considered. The simulation
errors are then quantified for each scenario relative to measurements obtained at
two turbines and at a meteorological mast equipped with ultrasonic anemome-
ters. As an attempt to reduce the wake-induced wind speed model errors, we
test a post-processing wake correction method. This method assumes a constant
expansion of the wake with distance downstream, and a sensitivity experiment
testing a range of expansion coefficients in the wake model indicates that a value
of 0.02 produces the best results for this data set.
Chapter 8 summarizes the research findings, provides an outlook for future
work, and concludes this dissertation.
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CHAPTER 2
SATELLITE WINDS AS A TOOL FOR OFFSHORE WIND RESOURCE
ASSESSMENT: THE GREAT LAKES WIND ATLAS
2.1 Introduction
The Great Lakes extend over 240,000 km2, accounting for 21% of the total sur-
face freshwater of the planet and 84% of North American resources [61], with
maximum depths varying from 19 m in Lake Erie to 406 m in Lake Superior
(Fig. 2.1). The population in the area that spans across 8 U.S. states and 2 Cana-
dian provinces is over 33 million [62]. Because of their large expanse, highly
available wind resource, and the proximity to large electricity demand centers,
the Great Lakes have been considered a potential location for wind energy de-
velopment for many decades (e.g., [63]). However, over water the wind climate
and thus the wind resource is difficult to accurately quantify. The formation of
surface ice during winter months [64] precludes retrieval of wind speeds from
satellites and necessitates removal of buoys. Additionally, offshore observations
are spatially sparse, and availability of satellite imagery for wind retrieval is lim-
ited relative to the data requirements necessary to derive a stable estimate of the
wind resource [65]. The first attempt to estimate the wind resource in the Great
Lakes region was conducted in 1981 [66]. It was based on sparse land-based
observations and therefore only estimated the resource over land and along the
coast. In 1986, the Canadian government compiled a climatological wind atlas
of the region [67]. It was based on data visually recorded on ships, along with
meteorological records from the United States and Canada. Later, Environment
Canada produced a Canadian Wind Energy Atlas that was based on statistical-
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Figure 2.1: Great Lakes bathymetry shown as the shading (m), and location of
the coastal stations and buoys used in the analysis. The color coding of the
sites indicates the number of years of data considered in this work after quality
control. The letters represent the initials of each Lake: Superior (S), Michigan
(M), Huron (H), Georgian Bay (GB), Erie (E), Saint Clair (SC) and Ontario (O).
dynamical downscaling of mesoscale model simulation outputs and included
most of the Great Lakes [68]. More recently, two additional model-based ef-
forts were undertaken. [69] analyzed the wind resource at 80 m and the wind
variability of the Great Lakes based on North American Regional Reanalysis
(NARR) data. AWS Truepower and the National Renewable Energy Labora-
tory [70] produced a wind resource map of the United States that includes the
U.S. section of the Great Lakes and was derived from wind flow model simu-
lations and corrected based on observations. However, detailed descriptions of
the methodology and data used in that effort are not publicly available.
The objective of this study is to explore the strengths of different ob-
servational data sets for winds over the Great Lakes, and to produce an
observationally-based wind atlas while providing detailed documentation re-
garding the methods used. In situ observations from coastal stations and buoys
are used, as well as satellite winds from the European Space Agency (ESA) En-
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visat Synthetic Aperture Radar (SAR) and from the National Aeronautics and
Space Administration (NASA) QuikSCAT scatterometer.
So far, offshore wind resource studies based on SAR and QuikSCAT have
mostly focused on the European Seas (e.g., [71, 72, 73, 26]) and very little atten-
tion has been given to North American offshore waters, where studies have
used short time series and focused on data validation (e.g., [74, 75]) rather
than developing methods for accurate wind resource estimation. In this work,
we present a method to combine wind measurements from satellite platforms,
coastal stations, and buoys that bridges the spatial and temporal limitations in-
herent in each data set and seeks to characterize the long-term variability of
the wind resource. The methods herein presented could be successfully ap-
plied to other offshore regions to produce a low-bias wind resource assessment.
Section 2.2 describes the data and the methods applied to each data set, and
presents the results obtained when using a single data set to obtain a predic-
tion of the Great Lakes mean wind climate. The final results are presented in
Section 2.3, followed by a summary and final discussion in Section 2.4.
2.2 Data and Methods
In order to estimate the wind resource of the Great Lakes, this study incorpo-
rates both remote sensing and in situ wind observations. This section provides
a thorough description of these different measurements, and of the methods ap-
plied to each one in order to obtain the Great Lakes observational wind atlas.
Although the observations are generally representative of lower heights, this
work focuses at the height of 90 m to reflect typical turbine hub-height and to
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facilitate comparison with an existing wind resource map for this region [70].
The vertical extrapolation is performed differently for the remote sensing and
the in situ data and is described throughout this section. The wind atlas is a
large-scale, long-term statistical description of the wind climate, and therefore
the complex dynamics of local and diurnal effects such as low-level jets are be-
yond the scope of the methodology employed. Each available data set has both
advantages and disadvantages and different characteristics and error statistics.
For example, the in situ measurements are disjunct time series of temporal aver-
ages taken at a point, while the satellite-based remote sensing values are pseudo
instantaneous, spatial averages with varying disjunct sampling frequency. The
method of data integration employed herein seeks to capitalize on the strengths
of each data set, and to address their respective weaknesses by applying data
set-specific pre-processing and processing steps, which are summarized by the
schematic in Fig. 2.2.
2.2.1 In Situ
The in situ measurements used in this study come from 70 meteorological sta-
tions at coastal sites and from 20 buoys (Fig. 2.1) and are obtained from 2002 to
2012. The data for U.S. sites were obtained from the National Data Buoy Center
(http://www.ndbc.noaa.gov/) and depending on the location they were
maintained by the Coastal-Marine Automated Network (C-MAN), the National
Oceanic and Atmospheric Administration (NOAA) National Ocean Service
(NOS), the National Weather Service (NWS), or the Great Lakes Environmen-
tal Research Laboratory (GLERL). The data for Canadian sites were obtained
from the Ontario Climate Center (http://climate.weather.gc.ca/). All
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Figure 2.2: Schematic of the different data sources and the methodology applied
to each one to generate wind speed maps and finally an observational wind at-
las. For each data stream, the first line describes the number of sites (for coastal
stations and buoys) or resolution (for satellites), the second line shows the tem-
poral averaging period of the measurements (for coastal stations and buoys) or
overpass frequency (for satellites). *For SAR, resolution of the derived wind
maps is 500 m while original resolution of Envisat SAR Wide Swath Mode is
150 m. The following lines represent the period of data availability, the data
filtering criteria, and the processing steps.
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sites are equipped with propeller anemometers. Data are reported every 6 min-
utes to 1 hour, with sporadic periods of higher frequency. Because of the high
frequency and long record, we assume that diurnal, seasonal, and interannual
variability are captured in the mean wind climates derived from these data. The
coastal stations have long-term records but represent coastal conditions. The
buoys capture offshore conditions but are less numerous and unavailable dur-
ing the cold season, when they are removed from the Lakes due to ice formation.
Both provide measurements at relatively low heights, with anemometer heights
ranging from 6.4 to 46.9 m for the coastal stations and from 3.2 to 5.0 m for the
buoys.
Quality Control
Quality control was performed on data from coastal sites and buoys to reduce
uncertainties and to prevent seasonal biases from affecting the wind atlas cal-
culations. Inaccurate and unrealistic values were identified using the following
criteria (Eqs. (2.1a) to (2.1d)) and removed from the time series.
∣∣∣~u∣∣∣ < 0.4 ms−1 (2.1a)∣∣∣~u∣∣∣ > 75 ms−1 (2.1b)∣∣∣~ui∣∣∣ > ∣∣∣~ui−1∣∣∣ ∗ 1.5 and ∣∣∣~ui∣∣∣ > ∣∣∣~ui+1∣∣∣ ∗ 1.5 if ∣∣∣~ui∣∣∣ > 15 ms−1 (2.1c)
0◦ > θ > 360◦ (2.1d)
The anemometer response can be slow near its cut-in value since it needs to
overcome mechanical friction and inertia to start spinning. As a consequence,
the observations in the first bin of the observational histogram (0 − 1 ms−1) in-
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clude erroneous values as well as wind speeds below 1 ms−1. To prevent this
excessive number of calm recordings from skewing the Weibull distribution fit,
Eq. (2.1a) is applied to remove a portion of these erroneous values, while still
allowing a sufficient number of low but legitimate wind speed values to remain
for the proper fitting of the distribution. Eq. (2.1b) removes possibly erroneous
high values [76] that are sometimes present in the original data due to format-
ting or recording issues. Instead of defining the maximum allowed variability
as a fixed value, Eq. (2.1c) was used to remove any isolated high entries by filter-
ing out values that are more than 150% of both the previous and the following
entries. This criterion was applied only to very high wind speeds (u > 15 ms−1 at
anemometer height) and filtered out a negligible portion of the data (∼ 0.002%).
To avoid seasonal biases, each coastal site was conditioned to keep only sam-
pled years of data for which each month had an availability ≥ 70% (e.g. for
hourly observations in January the total possible is 24*31 so a minimum of 521
entries was required). Moreover, only sites with at least three years of complete
data were kept in the analysis, in order to minimize the impact of interannual
variability biases on the wind climate. For the 11-year period considered, the
annual mean wind speeds averaged across sites were ∼ 5.0 ms−1 for buoys and
∼ 4.8 ms−1 for coastal stations, with an interannual variability of ±0.6 ms−1 and
±0.5 ms−1 respectively. The number of years of data used for each site after qual-
ity control varies from 3 to 11 years (Fig. 2.1). Note that Fig. 2.1 does not rep-
resent the number of years rejected during quality control, since very few sites
were operational during the entire 11-year period. Each year has measurements
from at least 3 sites (coastal or buoy) in each lake (Fig. 2.3). The lake with fewest
sites is Lake Michigan from 2002 to 2005. In contrast, the most robust represen-
tation is for Lake Huron in 2011 and 2012, where 21 sites were available with
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Figure 2.3: Number of coastal and buoy sites with complete data records, for
each year from 2002 to 2012 for each of the Great Lakes.
complete data.
Wind Climates
To reconcile measurements taken at different heights (anemometer heights for
the in situ measurements vary from 3.2 m to 46.9 m) and in different local wind
regimes and thus develop an integrated wind resource estimate at a standard
height (here of 90 m), the in situ time series of data from each site were used
to develop generalizable wind climates (Fig. 2.2) using the Wind Atlas Anal-
ysis and Application Program (WAsP) [50]. WAsP is the most widely used
model for wind resource assessment. It uses roughness, topography and in-
ternal boundary layer models, and the geostrophic drag law to extrapolate the
observations from a mast (at anemometer height) to other points in space (often
to hub height). The mean wind climates are statistical summaries of wind condi-
tions at a given site and are produced as follows: the time series of wind speeds
and directions are used to generate 30◦ wind direction sector-specific histograms
of the wind speeds (i.e., the observed wind climate in Fig. 2.2) from which the
30
Weibull scale and shape parameters (A and k, respectively) are derived. Then
these wind climates in each sector are generalized by removing the local effects
of orography and roughness to obtain a value for the geostrophic wind that is
independent of the surface conditions and assumed to be homogeneous within
a given area [3]. This value can then be used to obtain the wind climate over
an area of approximately a 50 km radius from the station, by reincorporating
the orography and roughness characteristics of the target points. In this appli-
cation the orography was described using NASA’s Shuttle Radar Topography
Mission data at a resolution of 30 arc-seconds (approximately 0.9 km in latitude
and 0.6 to 0.7 km in longitude for the Great Lakes geographical location), the
over-water roughness length was assumed to be 0.0002 m, and the roughness
length over land was assumed to be 0.1 m. Obstacles were not taken into ac-
count since the focus of this work is offshore resource assessment. The standard
WAsP parameters were used, which include a slightly unstable atmosphere off-
shore, with a heat flux of 15 Wm−2. Using these assumptions, generalizable wind
climates (i.e., the statistical wind climate in Fig. 2.2) were derived for heights (z)
of 10, 25, 50, 90 and 150 m and roughness lengths (z0) of 0.0002, 0.03, 0.1, and 0.4
m for all buoys and coastal stations following the well established wind atlas
methodology [3].
Seasonal Correction
Because the Great Lakes system is a high latitude freshwater system, it is sub-
ject to extensive ice cover [77, 64]. This poses a challenge both for prospective
wind deployment (though use of ice-cones can greatly reduce foundation load-
ing from ice floes [78]) and for accurate quantification of the wind resource, be-
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cause during the ice formation months the buoys are removed from the Lakes.
During the 11-year period considered, the average length of cold-season data
gaps varied from 3.1 to 5.5 months across the buoy locations, with a spatial av-
erage of 4.1 months of missing data per cold season per site. Thus a correction
was applied to each buoy generalized wind climate to correct for the absence
of cold-season data. A reference data set was used in this procedure, namely
the National Center for Environmental Prediction (NCEP) North American Re-
gional Reanalysis (NARR) [79]. These data are for a nominal height of 10 m, and
are available at 3-hourly intervals at a spatial resolution of 32 km. The method
applied to correct for the missing buoy observations is based on the measure-
correlate-predict method of ratios [80]. For each standard roughness and height,
the mean and the mean cubed of the Weibull distribution were calculated ac-
cording to Eq. (2.2) [3], where mn represents the first moment (i.e., the mean) to
the nth power [ms−1]n, A the scale parameter [ms−1] and k the shape parameter of
the Weibull distribution, and Γ the gamma function.
mn = AnΓ
(
1 +
n
k
)
(2.2)
Concurrently, the mean and mean cubed were calculated for the reference time
series considering two scenarios: a complete data record that includes the cold
season, and a shorter record that includes only the time stamps that coincide
with the buoy availability. For those coinciding time stamps, a ratio of the mo-
ments was obtained. This ratio and the moments for the complete-record ref-
erence series were then used to obtain corrected buoy moments, as given by
Eq. (2.3) where the subscript o represents the original buoy series and r the ref-
erence series.
mno,corrected =
mno,short
mnr,short
mnr,complete (2.3)
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Once the moments have been corrected, Eq. (2.2) can be used again to recalculate
the Weibull parameters A and k, which now describe the corrected generalized
wind climate.
Validation of Seasonal Correction
The validity of this seasonal correction was tested on data from the coastal sta-
tions, for which complete time series are available. Thus, the method applied in
Section 2.2.1 is evaluated here by deriving time series for the coastal stations that
mimic the fractured buoy data sets and by comparing them against the complete
time series. The all-sector percent errors between the generalizable wind climate
derived from the original complete time series and the “corrected” complete se-
ries are shown in Fig. 2.4. These errors were calculated for the height of 90 m
and four roughness classes for the mean and for wind power density P [Wm−2],
which is given by Eq. (2.4), where the air density ρ was taken to be 1.225 kgm−3.
Errors were calculated as (xtrue − xestimate)/xtrue.
P =
1
2
ρA3Γ
(
1 +
3
k
)
(2.4)
The approach is generally robust. For the first moment (i.e., the mean), all errors
were within 10%. When averaged across roughness classes, the mean error was
-0.8 %, the median -1.3%, and the standard deviation 4.1%. For the power den-
sity, the cube relation of the scale factor (A3 in Eq. (2.4)) amplifies uncertainties
and the errors are higher. They were within 25%, with a roughness-averaged
mean of -1.8%, a median of -3.3%, and a standard deviation of -10.6%. As in-
dicated, the mean error is generally negative which indicates that the moment-
ratio correction method slightly under-corrects for the sampling bias introduced
by the removal of buoys due to the presence of ice on the Lakes.
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Figure 2.4: Percent errors for the first moment of the Weibull distribution and for
power density at 90 m when using NARR as a reference series and the method
of ratios to correct for the seasonal bias artificially introduced in the data from
coastal stations. The box plots are spatial averages across the coastal stations.
For each coastal station, the number of years of data considered differs and is
given in Fig. 2.1.
Seasonal Correction Results
The differences between the predicted wind resource at 90 m before and after
the buoy correction are shown in Table 2.1 for wind speed u and wind power
density P as given by Eq. (2.4). They were highest for Lake Superior, where
the predicted P was ∼ 34% higher after the correction for missing data due to
ice cover, and lowest for Lake Erie, where it was ∼ 14% higher. The predicted
resource at 90 m offshore was also calculated using the artificially incomplete
May-Oct coastal time series and their complete Jan-Dec counterparts, for the 70
coastal stations. The results are shown in bold in Table 2.1. Consistent with prior
modeling analysis that has indicated higher wind speeds during the cold season
and the importance of ice cover to determining wind regimes over lakes [69],
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application of the correction increases the wind resource and exhibits variation
across the Lakes. In terms of power density, the highest difference for the coastal
stations is seen for Lake Erie (∆P ∼ 57%) and the lowest for Lake Superior (∆P ∼
28%).
Table 2.1: Difference (xa f ter − xbe f ore) in wind resource at 90 m as predicted by
WAsP (wind speed u and power density P) before and after the seasonal cor-
rection was applied to data from the buoys and to the artificially incomplete
coastal sites (boldface), calculated at each site and spatially averaged over each
Lake (number of sites per Lake is given).
∆u [ms−1] ∆u [%] ∆P [Wm−2] ∆P [%] Number of
Sites
Superior 0.8, 0.6 11.8, 10.2 125, 74 33.8, 28.1 4, 14
Michigan 0.7, 0.7 10.2, 12.2 116, 105 26.1, 37.9 2, 19
Huron 0.4, 0.5 6.5, 9.5 58, 66 15.3, 31.2 6, 18
Erie 0.3, 0.9 5.3, 15.7 44, 126 13.8, 57.0 4, 12
Ontario 0.7, 0.8 11.2, 13.5 90, 107 27.4, 49.6 4, 7
Predicted Wind Speeds
Once the correction was applied, the generalized wind climates for each buoy
and coastal station were used in WAsP to produce 90 wind resource maps cen-
tered at each of the 90 sites. For the coastal stations, the resource maps extended
over a radius of 25 km. Because the buoys are offshore where winds are likely
to be more homogeneous, resource maps for the buoys extended out to 50 km
from the center. The resource maps were discretized with 1 km resolution. The
90 individual maps were then merged using bilinear interpolation as the resam-
pling method, considering a weighted average of the four closest pixel centers.
Once combined, the map was gridded using a kriging method [81] to gener-
ate a homogenized wind resource at 90 m (Fig. 2.5). The spatial heterogeneity
of the resource map (localized maxima and minima) are the result of the data
35
sparseness and the interpolation, and re-emphasizes the value of integration of
over-lake remote sensing data. Since each site produced an individual resource
map (25 km x 25 km for coastal stations and 50 km x 50 km for buoys), the
proximity of sites seen at some locations led to the overlapping of individual
resource maps. Upon interpolation and gridding, the overlapping areas intro-
duce some uncertainty in the wind resource at the buoy locations, as is seen by
the mean bias values in Fig. 2.5 for Lake Ontario and Lake Saint Clair. Hereafter,
“bias" refers to a measure of the uncertainty in the method determined by the
difference in an observed and interpolated value. The bias is given by Eq. (2.5),
where u90M is the mean wind speed at 90 m as predicted by the method being
presented, and u90W is the mean wind speed at 90 m as predicted by WAsP from
ice season-corrected buoy data. Root-mean-square errors (RMSE) are calculated
according to Eq. (2.6) where Nbuoys is the number of buoy sites being used in the
error calculation.
bias = u90M − u90W (2.5)
RMSE =
√√ ∑
buoys
(
u90M − u90W
)2
Nbuoys
(2.6)
The bias values ranged from -0.4 to 0.8 ms−1 (Fig. 2.5), with a mean bias of ∼
0.0 ms−1 when averaged over all buoy locations, and a RMSE of ∼ 0.2 ms−1.
2.2.2 SAR
Because of its high resolution, SAR provides detailed information on the spatial
variability of the wind offshore and near the coast. For that reason, it has been
considered as a valuable tool for offshore wind resource assessment for over a
decade (e.g. [65, 82]). Several methods have been proposed to obtain accurate
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Figure 2.5: Mean wind speed at 90 m as obtained from time series of 90 coastal
stations and buoys from 2002 to 2012 and after correcting for the lack of ice-
season data in the buoy records, processing with WAsP, merging and kriging.
Overlaid circles illustrate mean biases in the final resource map where single
(double) line represents an under (over) estimation of the resource (in ms−1), in
comparison with the wind speed predicted by WAsP at the buoy locations after
ice correction.
offshore wind resource estimates from SAR scenes that include information on
the spatial and temporal variability of the local wind climate. [83] found that
a minimum of 60 serially independent satellite scenes are necessary to obtain
a statistical representation of the mean wind speed with an uncertainty below
± 10% for a confidence level of 90%. [71] showed that selecting SAR scenes ac-
cording to wind classes that are representative of the local wind climate resulted
in an improvement over randomly sampling the available scenes. Despite being
temporally limited and sometimes spatially sparse, SAR data provide excellent
spatial coverage and relatively high accuracy in some regions [65]. Because of
their high resolution they are also available close to the coast [84], and add de-
tail to the representation of spatial variability offshore [26]. Synthetic Aperture
Radar (SAR) data used herein were obtained from the Envisat mission by the
European Spage Agency (ESA). Level 1 data products acquired in Wide Swath
Mode (WSM) with the swath width of 400 km and a spatial resolution of 150
m are used. These are available for a long period (2002 to 2012) and at a low
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frequency (one to fifteen times per month in this region). Wind speed maps
are retrieved from the SAR scenes using a Geophysical Model Function (GMF),
which describes the empirical relationship between the wind speed, the radar
backscatter from the water surface, and the radar viewing geometry (see [85]
for an overview of SAR wind retrieval). Here the GMF called CMOD5.n [86]
is applied with input wind directions from the U.S. Navy’s Operational Global
Atmospheric Prediction System Model (NOGAPS).
Quality Control
During the period from 2002-2012, a total of 764 SAR scenes are available from
the ESA archive (https://earth.esa.int/web/guest/missions/esa-
operational-eo-missions/ers/instruments/sar) for the Great Lakes
region (Fig. 2.6). The presence of ice can lead the algorithm to return unrealistic
high wind speed values. Therefore, areas covered by sea ice are masked out
using the IMS Daily Northern Hemisphere Snow and Ice Analysis at 4 km res-
olution [87]. The output maps give the 10-m Equivalent Neutral Wind (ENW)
in 500-m grid cells. Cells of the original SAR scenes were averaged to this size
in order to reduce effects of random noise, long-period waves, and hard targets
in the SAR data. Values smaller than 2 ms−1 or greater than 25 ms−1 at 10 m
height were removed because they were expected to have a high level of uncer-
tainty. No attempts were made to mask out rain effects as the rain sensitivity
of C-band SAR is very limited. Inaccuracies due to these limitations in sensor
recording ranges are expected to be smoothed out by the integration with the
other data sets (Section 2.3).
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Figure 2.6: Spatial distribution of the availability of SAR wind speed estimates
for each over water pixel (shading) from 2002 to 2012 and the location of the
measurement sites used to generate the weights for the wind class method
(markers).
Wind Class Method
Because of the temporal sparseness of the SAR observations, a statistical anal-
ysis of the wind resource, as was conducted for the in situ data, is not viable.
Thus an alternative based on wind classes [71] is used here. This method in-
tegrates all available satellite scenes by assigning each pixel of each swath to a
specific pre-defined wind class based on its wind speed and direction and then
by combining the classes using a weighted average. The classes are representa-
tive of the regional wind climate (i.e., representative of a spatial distribution of
wind speed for a given wind speed and direction) and the weights describe the
frequency of occurrence for that particular wind class. Classes and their respec-
tive weights are obtained from a separate data set which includes information
on diurnal, seasonal and interannual variability of the wind resource. In this
study, the classes and weights were obtained separately for each Lake using ob-
servational data from a number of coastal stations. The choice of sites (Fig. 2.6)
was based on their length of record and their position, in order to ensure a rep-
resentation of the wind climate at several geographical locations around each
of the Lakes. For each Lake, the data were divided into 12 directional sectors
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Figure 2.7: Wind class roses for the Great Lakes. Horizon is divided into 12 30◦
sectors, which are then divided into 4 wind speed classes given by the bar radii.
Radii contours are at 5, 10, 15, and 20 ms−1. Colors represent the weight (%) of
each class.
and within each sector, into 4 wind speed classes (Fig. 2.7). The frequency of oc-
currence of measurements within each of the 48 classes was obtained and later
used as weights to combine the several SAR scenes. Each pixel in each SAR
scene was assigned to one of the classes according to its wind speed and direc-
tion. The arithmetic mean was used to obtain the pixel wind speed if more than
one pixel was assigned to the same class and the same geographical location.
The wind class method combines all available wind speed data from the SAR
images into 48 maps (one for each class) for each Lake. This methodology seeks
to overcome the spatiotemporal sparseness of the SAR scenes. Two examples of
classes are shown for Lake Erie in Fig. 2.8, where (a) represents θ = 0◦ ± 15◦ and
5 ≤ ∣∣∣~u∣∣∣ < 10 ms−1 with a weight of 2.06% (since 2.06% of all data for Lake Erie fall
into this category), and (b) represents θ = 180◦ ± 15◦ and 4 ≤ ∣∣∣~u∣∣∣ < 7 ms−1 with
a weight of 4.73%. This means that the weights for the other 46 classes for the
same lake add up to 93.21%. The white patches in Fig. 2.8 indicate that none of
the 764 SAR scenes had observations within that class for that location.
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(a)
(b)
Figure 2.8: Example of two wind classes for Lake Erie: (a) θ = 0◦ ± 15◦, 5 ≤ ∣∣∣~u∣∣∣ <
10 ms−1, weight=2.06% and (b) 175◦ ≤ θ < 195◦, 4 ≤ ∣∣∣~u∣∣∣ < 7 ms−1, weight=4.73%.
Shading represents equivalent neutral wind speed at 10 m (ms−1).
Predicted Wind Speed
A weighted average of the 48 individual maps (one for each wind class) yields
a single resource map from the SAR satellite winds that accounts for the lack of
seasonal and interannual representativeness inherent in the temporally sparse
data. To allow integration with the in situ observations, the final winds were ex-
trapolated from 10 m to the height of 90 m using the neutral logarithmic profile
given by Eq. (2.7), where z0 = 0.0002 m (Fig. 2.9).
u90 = u10
[
ln(90/z0)
ln(10/z0)
]
(2.7)
This vertical extrapolation was applied to the remote sensing ENW. [26] found
the mean difference between SAR ENW and mast stability-dependent winds
(SDW) to be ∼ 0.07 ms−1 at 10 m height for offshore Denmark, with the neutral
winds being higher. This difference can be used to approximate the uncertainty
due to vertical extrapolation assuming a near-neutral stability. In order to obtain
such an estimate for the Great Lakes, we used the air temperature, water tem-
perature, and wind speed data from the 20 buoys to estimate the friction velocity
u∗ and roughness length z0 using the bulk flux algorithm of [88]. These values
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were then used to obtain time series of neutral winds for the buoys. Averaging
over the entire time record and in space, we found the ENW to be higher than
the SDW by ∼ 0.16 ms−1, with differences ranging from ∼ 0.01 ms−1 to ∼ 0.3 ms−1
as a function of the measured SDW. This value indicates an uncertainty of on
the order of 10−1 ms−1 in the mean wind map obtained from SAR.
Figure 2.9: Mean wind speed at 90 m as obtained from SAR winds from 2002
to 2012 using the wind class method. Overlaid circles illustrate mean biases in
the final resource map where single (double) line represents an under (over) es-
timation of the resource (in ms−1), in comparison with the wind speed predicted
by WAsP at the buoy locations after ice correction.
In contrast to the map from in situ observations, the SAR mean wind map
is spatially smooth due to the ample spatial coverage of the SAR scenes. Point
biases were calculated by using the SAR map pixel closest to the buoy coor-
dinate locations. The bias calculated against the predicted mean wind speed
at the buoy locations (Fig. 2.9) has a spatial maximum of 1.4 ms−1, a mean of
∼ −0.1 ms−1 and a RMSE of ∼ 0.6 ms−1. At the majority of the sites the mean wind
speed derived from SAR exhibits a positive bias relative to the buoy-derived es-
timate (Fig. 2.9).
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2.2.3 QuikSCAT
The term QuikSCAT refers to NASA’s SeaWinds Quick Ku-Band Scatterometer.
The primary objective of the mission upon launching in 1999 was to measure
near-surface ocean winds. Wind information used herein are the daily gridded
maps from Remote Sensing Systems (RSS) QuikSCAT v4 ENW, which are re-
trieved based on the measured surface roughness using the Geophysical Model
Function Ku-2011 [89]. The mission lasted until 2009 and its product is available
at a much higher frequency (twice daily) than SAR, but at a much lower reso-
lution (∼25 km). Thus, wind fields are not directly available close to the coast,
where specialized retrieval algorithms are necessary to resolve the wind vec-
tors ([90, 91]). Quality control included rain-flagging and the use of a threshold
in data availability, i.e. only grid cells with more than 720 observations were
used (approximately the equivalent of 2 observations per day for a one year
period). Stronger backscatter signal due to structures offshore could lead to a
partial increase in wind speed [92]. However, no backscatter signal information
was available from the used product and no screening for traffic could be per-
formed. Data availability from QuikSCAT (Fig. 2.10) is consistently higher than
from SAR but is limited to Lakes Superior, Michigan, Huron and Georgian Bay.
The high data density from the scatterometer means application of the wind
class method as applied to the SAR data is not necessary.
Seasonal Correction
No wind information can be derived from radar backscatter when there is ice
formation, so there is a need to correct for the absence of scatterometer data
during the ice season. This correction was done using observational data from
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Figure 2.10: Spatial distribution of the availability of QuikSCAT wind speed
estimates for each over water pixel (shading) from 1999 to 2009.
the sites that spatially overlap with the QuikSCAT coverage of the Lakes. This
translates to 9, 6, and 7 sites for Lakes Superior, Michigan and Huron respec-
tively. For each site, two temporal averages of the wind speeds were calculated:
for January-December and for May-December. A ratio r of these means was
obtained and averaged spatially for each Lake, and Lake Huron was further di-
vided into main Lake Huron and its northern section, known as Georgian Bay.
These mean r values (see Table 2.2) were then used as a scale factor to correct
the mean wind speeds obtained from the QuikSCAT scenes. As for SAR, the
point biases for the raw and the corrected QuikSCAT estimates were calculated
by using the map pixel closest to the buoy coordinate locations. The correction
had the largest impact on Georgian Bay, where the bias (relative to the buoy ob-
served wind climates) was the largest and went from ∼ 0.95 ms−1 to ∼ 0.60 ms−1
after application of the seasonal correction. A slight positive (negative) differ-
ence was seen for Lake Superior (Michigan), and no difference for Lake Huron.
At Georgian Bay, the number of QuikSCAT observations is significantly lower
than for Lakes Superior, Michigan and Huron. Thus, the wind speed correction
for missing observations due to ice cover appears to be most useful in regions
where the number of satellite observations is lower.
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Table 2.2: Temporal and spatial mean winds at 90m for the periods Jan-Dec
and May-Dec based on in situ measurements from sites overlapping with the
QSCAT coverage, and their ratios. The mean bias of the QuikSCAT resource
map is based on buoy time series (Eq. (2.5)), and calculated before and after the
seasonal correction was applied.
Mean Wind
Jan-Dec
[ms−1]
Mean Wind
May-Dec
[ms−1]
Ratio r Mean Bias
Original
[ms−1]
Mean Bias
Corrected
[ms−1]
Superior 5.9 5.8 1.02 −0.3 −0.2
Michigan 5.3 5.2 1.03 −0.1 +0.2
Huron 5.3 5.3 1.01 −0.2 −0.2
Georgian Bay 5.1 5.4 0.95 +1.0 +0.6
Predicted Wind Speed
Similarly to SAR, the QuikSCAT wind speeds were logarithmically extrapolated
to 90 m according to Eq. (2.7). Since these are ENW, the same uncertainty es-
timate given in Section 2.2.2 applies here. The resource map obtained from
QuikSCAT winds with time averaging, seasonal correction for the lack of data
during the cold season, and extrapolation to 90 m is shown in Fig. 2.11. The bias
values range from -0.3 to 1.6 ms−1 (Fig. 2.11). The mean bias is ∼ 0.2 ms−1, and
the RMSE ∼ 0.6 ms−1. In contrast to SAR the positive biases at individual sites
are generally of larger magnitude than the negative biases, but the mean bias
(averaged across all sites) is of similar magnitude (i.e. -0.1 ms−1 for SAR versus
0.2 ms−1 for QuikSCAT).
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Figure 2.11: Mean wind speed at 90 m as obtained from QuikSCAT equiva-
lent neutral winds from 1999 to 2009 and corrected for lack of ice-season data.
Overlaid circles illustrate mean biases in the final resource map where single
(double) line represents an under (over) estimation of the resource (in ms−1), in
comparison with the wind speed predicted by WAsP at the buoy locations after
ice correction.
2.3 Integrated Wind Resource
2.3.1 Integration of Remote Sensing Predictions
The individual mean wind speed maps were regridded into a rectilinear grid of
900 points in latitude by 1800 points in longitude, from 41.0◦ N to 50.0◦ N and
93.0◦ W to 75.0◦ W. The SAR and QuikSCAT maps were regridded using bilin-
ear interpolation, and the in situ map using a natural neighbor interpolation.
These maps were then combined to generate a single integrated wind resource
estimate.
The first step was to combine the remote sensing results. The radar and scat-
terometer winds are obtained with different geophysical model functions and
therefore a discrepancy is to be expected between the two data sets. This dis-
crepancy is higher closer to the coast and at low wind speeds [93]. [94] found
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that using QuikSCAT wind directions to initialize the SAR wind speed retrievals
reduced the inversion biases, and suggested that combining these two data
sources provides better wind estimates, especially in coastal areas. This com-
bination also addresses the well recognized issue of a limited number of scenes
and irregular coverage of the Great Lakes [91]. In this work, we propose a way
of combining these two data sources after individual wind speed maps were
already obtained, instead of during the SAR wind speed retrieval. Due to its
high spatial resolution, SAR provides high fidelity information on the spatial
distribution of wind speeds. The method of classes described in Section 2.2.2
is applied to overcome the temporal sparseness of this data set and provide a
more robust estimate of the mean wind. However, this method alone is not suf-
ficient when few scenes are available, and results can be greatly improved when
combined with a more reliable estimate of the mean wind. QuikSCAT offers a
solution due to its frequent and consistent temporal record. Therefore, we used
QuikSCAT to scale the results of the SAR map, thus leveraging the higher res-
olution of the SAR, while also benefiting from the high data density from scat-
terometers. First, the mean QuikSCAT coverage was calculated for each Lake
as the mean number of pixels for each Lake, normalized against the maximum
number of pixels for the entire data set (see Fig. 2.10). These values are shown
in Table 2.3. Only lakes for which the mean coverage was greater than 70% were
subject to the map-scaling procedure, which excluded Lakes Erie and Ontario
and Georgian Bay. Then, a ratio was obtained between the QuikSCAT and the
SAR mean wind speeds (spatially averaged over each Lake).
Assuming that the QuikSCAT winds are more representative of the wind
resource in terms of magnitude, these ratios (Table 2.3) indicate that SAR un-
derestimated the resource for Lakes Michigan and Huron and overestimated it
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for Lake Superior, which is in agreement with the biases calculated against the
buoy mean wind climates and shown in Fig. 2.9. Since a single SAR scene does
not cover the entire area of interest, the representativeness over each lake is not
uniform. To account for that, we allowed the scaling ratios to be different for
each lake. The map-scaling procedure decreased the SAR biases by a factor of
five, going from a spatial mean of ∼ −0.5 to ∼ −0.1 ms−1. This method provided
better results in comparison to the buoy data than performing a simple aver-
age of the two resource maps (see Table 2.3), especially for Lakes Michigan and
Huron where the largest SAR biases are seen.
Table 2.3: Mean bias for QuikSCAT, SAR and simple average of both; ratio used
for map-scaling; mean percent QuikSCAT data availability; and biases from
map-scaled SAR results. Biases are calculated for each buoy site that overlaps
with QuikSCAT spatial coverage, and spatially averaged over each lake. uqs and
usar represent mean wind speeds at 90 m from QuikSCAT and SAR respectively.
Mean
Bias
SAR
[ms−1]
Mean
Bias
QuikSCAT
[ms−1]
Mean
Bias
Simple
Avg
[ms−1]
Ratio
uqs/usar
Mean
QuikSCAT
coverage
[%]
Mean
Bias
Map-
Scaled
SAR
[ms−1]
Superior +0.2 −0.2 0.0 0.97 86 0.0
Michigan −0.9 +0.2 −0.4 1.14 76 0.0
Huron −1.2 −0.2 −0.7 1.14 80 −0.3
Georgian
Bay +0.1 +0.6 +0.3 53 +0.1
Spatial
Average −0.5 +0.1 −0.2 −0.1
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2.3.2 Integration of In Situ and Remote Sensing Predictions
The next step was to incorporate the wind speed map obtained from coastal
stations and buoys into the remote-sensing wind speed map, to ensure that
the predicted resource will also be scaled in coastal regions and in the smaller
lakes, where a combination of QuikSCAT and SAR is not possible due to the
QuikSCAT low resolution. This was done by performing an arithmetic average
of the remote-sensing and the in-situ maps. Map-scaling was not applied in this
step in order to retain some of the spatial information contained in the stations
and buoys map. A 3-by-3 low-pass filter was applied twice to the final map in
order to remove artificial high-frequency spatial variability that is introduced
when combining the SAR satellite scenes with the wind class method. The final
result is shown in a wind atlas format in Fig. 2.12 and the associated mean biases
are given in Table 2.4. Note that the “Map-Scaled SAR” biases are different from
those in Table 2.3 because here all sites are considered and not only those that
spatially overlap with QuikSCAT coverage. The improvement relative to the
individual wind speed maps was most obvious for Lakes Michigan and Huron,
where the SAR biases were largest.
49
Figure 2.12: Observationally-derived wind atlas for the Great Lakes as obtained
from QuikSCAT, SAR, coastal stations and buoys. Wind atlas is described both
in terms of mean wind speed (ms−1) and mean energy density (0.5ρu3 Wm−2) at
five heights (10, 25, 50, 90, 150 m). The mean energy density was calculated as-
suming the given wind speed as constant. Note that nine-point local smoothing
was applied to the plot. The classes and coloring conventions used are as in the
European Wind Atlas [3].
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Table 2.4: Mean bias and RMSE (boldface) for SAR, Remote Sensing map (Map-
Scaled SAR), and Remote Sensing and In Situ map (RSIS) at 90 m. Biases and
RMSEs are calculated for all buoy sites, and spatially averaged over each Lake.
Differences between the model-based AWST and RSIS wind speed, calculated
for the 9 United States buoy sites and spatially averaged over each lake.
Mean Bias, RMSE [ms−1] Mean
Difference
(AWST - RSIS)
[ms−1]
SAR Remote
Sensing
(Map-Scaled
SAR)
Remote
Sensing & In
Situ (RSIS)
Superior +0.3, 0.3 +0.1, 0.2 0.0, 0.1 +1.2
Michigan −0.9, 0.9 0.0, 0.2 0.0, 0.1 +0.8
Huron −0.6, 1.0 +0.4, 0.9 0.2, 0.5 +0.9
Georgian Bay +0.1, 0.1 +0.1, 0.1 0.0, 0.0
St. Clair +0.9, 0.9 +0.9, 0.9 0.9, 0.9
Erie +0.2, 0.2 +0.2, 0.2 0.1, 0.1 +0.8
Ontario −0.3, 0.7 −0.3, 0.7 -0.2, 0.4 +1.5
Spatial
Average −0.1, 0.6 +0.4, 0.5 0.1, 0.3 +1.0
In order to illustrate the uncertainties in both observational and modeling
studies, it is relevant to compare the Remote Sensing and In Situ (RSIS) esti-
mate of the wind resource over the Great Lakes (Fig. 2.12) with prior estimates,
such as the one produced by AWS Truepower (AWST) from model data and
calibrated with observations [70]. To do so, natural neighbor interpolation was
used to regrid the AWST map. As shown in Table 2.4, the differences are positive
for all Lakes, indicating that the AWST technique predicted higher wind speeds
than the method presented in this paper, by a spatial average of ∼ 1.0 ms−1.
Detailed information about the methods employed to produce the AWST es-
timates is not publicly available. Thus, differences in the mean wind speeds
at 90 m between these two analyses may reflect differences in (i) the time pe-
riod considered (particularly given the high interannual variability driven by
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large-scale climate modes and ice cover in the Great Lakes [69, 95]) (ii) the data
sets employed; (iii) the vertical extrapolation and stability corrections; (iv) the
treatment of missing observations; and (v) the estimation of roughness length
offshore. Future work will focus on quantifying the impact of the study assump-
tions and climate non-stationarity on Great Lakes wind resources.
2.4 Discussion and Summary
The objective of this work was to produce an observationally-derived wind atlas
for the Great Lakes, taking advantage of different data sources, and to provide
a blueprint for future observation-based offshore wind resource assessment ef-
forts. Coastal stations provided long (3 to 11 years) and complete records that
captured the diurnal, seasonal and interannual variability of the wind resource
close to the coast. Buoys provided a long dataset (∼11 years) and accurate rep-
resentation of offshore conditions and were corrected for the lack of data during
the ice season using a measure-correlate-predict method of ratios on the mean
and mean cubed of the Weibull distribution. A long record of high-resolution
North American Regional Reanalysis time series was used as a reference for the
buoy correction. Satellite-derived winds contributed with the spatial coverage
that in situ measurements cannot provide. QuikSCAT winds offered a spatially
and temporally consistent long record (10 years) of wind measurements off-
shore at a low resolution, and away from the coast. On the other hand, SAR
winds provided higher resolution including proximity to the coast, but with an
inconsistent and irregular space and time coverage.
A wind resource map was produced individually for each satellite data set
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and for the in situ data. For the stations and buoys, small resource maps were
generated with WAsP for each data point location and combined through bilin-
ear interpolation and kriging. For QuikSCAT, an arithmetic average was used
along with a correction for the lack of observations from January through April
that was based on a linear relationship between the QuikSCAT time series and
the buoys. This correction was especially valuable in regions where the satellite
pixel density was lower. For SAR, the issue of disjunct sampling with varying
time intervals and data scarceness was addressed with the wind class method.
If the number of SAR scenes is limited, additionally to applying the method of
classes the authors suggest scaling the resource based on a reliable wind speed
estimate such as QuikSCAT winds. By using a robust wind speed estimate
(QuikSCAT) to scale a robust wind speed spatial distribution estimate (SAR)
we can obtain a resource map that contains dependable estimates of the magni-
tude of the wind speed and of its variation in space. This method addresses the
issue of limited satellite coverage, and could be successfully employed in other
regions beyond the Great Lakes. The scaled map was then averaged with the in
situ map to obtain a final resource map that combined all of the observational
data sets available for the Great Lakes region.
The uncertainty in the mean wind speeds at 90 m derived from the different
data sources and in the combined spatial map are approximated by compar-
ing the mean wind speed at 90 m with the value derived using observations at
buoy sites. The atlas generated from all observational data sets presented the
smallest biases, with a spatial mean of 0.1 ms−1 and a spatial RMSE of 0.3 ms−1.
Some of the biases include uncertainties introduced during data processing (i.e.,
interpolation and gridding routines). Other sources of uncertainty were the as-
sumptions that were made in order to manage the large volume of data, due
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to the long temporal record needed for a wind climate estimation and the large
spatial coverage of the Great Lakes. The main assumptions were adopting a
slightly unstable offshore profile during the generalized wind climate calcula-
tions for the in situ data in WAsP, using logarithmic vertical extrapolation, and
keeping the satellite data as ENW. The first two assumptions are common in the
wind atlas methodology [3]. For the latter, the uncertainty was estimated to be
∼ 0.16 ms−1 on average for the Great Lakes, as calculated from the 20 buoy time
series.
This work demonstrated that the combination of several observational data
sets can yield a robust wind atlas offshore, and that processing each data set
separately with subsequent integration is extremely valuable since the biases
of the final result are significantly smaller than those obtained when only one
data set is used, or when the weaknesses in the data sets are not addressed. The
methods presented in this work can be employed to address consistent gaps in
time series, and to combine satellite and in situ wind data sets.
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CHAPTER 3
WIND TURBINE WAKE MODELING BASED ON NEW METRICS FOR
WAKE CHARACTERIZATION
3.1 Introduction
The performance and efficiency of wind power plants are strongly impacted
by atmospheric boundary layer conditions such as wind shear and veer, am-
bient turbulence, and turbine-generated turbulence [96]. A relevant conse-
quence of energy capture by the turbine is that a wake develops as flow ad-
vects through the rotor disk, decreasing the wind speed and increasing the tur-
bulence that meets the next generator downstream. Power production is then
significantly reduced and fatigue loading is amplified especially during stable
regimes [97, 98] when the turbulence intensity is typically low and wake recov-
ery is slower. Ideally, wake effects can be minimized by choosing the optimal
turbine placement and spacing within a farm and by developing and imple-
menting robust control systems. Proposed approaches to reduce negative wake
effects include curtailing the generator power to decrease the thrust, and yaw-
ing or tilting the rotor out of the wind [99]. Turbine siting and controls optimiza-
tion rely on a thorough understanding of wake and boundary layer interactions
[100, 10], for which high spatial and temporal resolution data are necessary. Be-
cause such measurements are difficult and expensive to obtain, research is often
based on results from scaled experiments [101], numerical models [102, 103], or
a combination of both [104].
The models used vary in fidelity and computational cost. The simplest mod-
els produce axisymmetric wakes. For example, the well-known Park model
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[105, 106] estimates the velocity deficit in the far wake as a function of down-
stream and radial distance, and free stream wind speed, while considering a
previously determined turbine induction factor. The Ainslie model [107] solves
the axisymmetric thin-shear-layer approximation to the Reynolds-averaged
Navier Stokes (RANS) equations, using an eddy viscosity model to compute the
Reynolds stresses. Both models are only valid beyond the near wake (i.e., ap-
proximately 2 rotor diameters downstream). A moving quasi-steady wake can
be simulated by adding a stochastic component to the Ainslie model in order
to account for the wake meandering. This dynamic wake meandering (DWM)
model [108] treats the wake as a passive tracer that is advected by the large
scales in the ambient turbulent flow. Next in the range of fidelity is full three-
dimensional computational fluid dynamics using RANS turbulence modeling,
either in steady or unsteady form. In the steady form, used with an actuator disk
representation of the turbine rotor, a steady wake is formed. This wake need not
be axisymmetric and can be affected by shear, terrain, and stability. In unsteady
form, RANS can be used with a rotating actuator line and the large-scale un-
steady features of wakes can be resolved. Finally, higher fidelity results can be
obtained by performing large-eddy simulations (LES), which entail solving the
filtered Navier-Stokes equations at a spatial and temporal resolution that is high
enough to resolve the relevant turbulence scales, typically O(100) m near the ro-
tor. Different LES codes vary in the treatment of the turbine (e.g., actuator disk
versus actuator line [109]), the turbulence closure used (e.g., Smagorinsky ver-
sus mixed-scale models [110]), and the numerical schemes. Unlike the simpler
models described above, LES provide high-resolution, time-varying solutions
suitable for wake dynamics research [103].
The lateral and vertical movement (i.e., meandering) of the wake is an im-
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portant component of wake dynamics research. These motions lead to unsteady
waking of the downstream turbines and are critical in loads analyses and for
obtaining accurate power estimates. A computationally affordable tool to simu-
late meandering wakes is the DWM model. Several studies have evaluated load
estimates derived this from model, which gave good predictions of the mean,
minimum, and maximum of the blade-flap, tower-yaw, and tower-tilt moments
of a waked turbine in an offshore wind farm [111]. However, the model did not
perform well at above-rated wind speeds when comparing the 1-Hz equivalent
fatigue loads for these same moment signals. Another study [112] focused on
the same wind farm and wind turbine as in [111]. However, in [112], the focus
was on the root-mean-square blade-root out-of-plane bending moment, which
is closely related to fatigue loading. It was found that the DWM overpredicted
these moments substantially when compared to field measurements and LES,
but the mean values were predicted well as also found in [111].
These results highlight the ongoing need for a compromise between the
high-fidelity, computationally expensive models and the reduced-order, steady,
axisymmetric ones. An alternative has been proposed for real-time data-driven
applications [113] but an answer is still lacking for predictions under a variety
of user-specified atmospheric scenarios. One solution is to develop improve-
ments to the DWM model (e.g., [114]). Ideally, the DWM model should be ex-
tended to include the effects of lateral wake merging, and improved regarding
its base wake calculation (which is a simple axisymmetric wake). Once that
is done, wake-induced loads analyses can be performed with higher accuracy,
in more detail, and in multiple wake wind plant situations, but still at a low
enough computational cost to allow for large sets of cases to be simulated. In
other words, there is a strong desire for a model that captures essential features
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of LES-generated wakes at a small fraction of the cost. With that in mind, the
objectives of this research are twofold: first, to document wake characteriza-
tion metrics and their relative performance to serve as a reference for the devel-
opment of this work and for future wind turbine wake research; and, second,
to propose a preliminary wake modeling blueprint that moves away from the
steady, axisymmetric framework into one in which wakes are characterized by
deviations from axial symmetry (e.g., intermittent edges, stretching), by uneven
(i.e., non-Gaussian) deficit profiles, and by unsteadiness.
3.2 Data and Methods
The methods developed here are based on results from a simulation of Offshore
Windpark Egmond aan Zee, an offshore wind farm 14 km off the coast of the
Netherlands with 36 Vestas V90-3MW turbines. The hub height is 70 m and
the rotor diameter is 90 m. The simulation is performed using the National Re-
newable Energy Laboratory’s (NREL) Simulator For Wind Farm Applications
(SOWFA) [102], which includes a second-order-accurate, finite-volume fluid
solver based on the OpenFOAM toolbox coupled to NREL’s FAST tool, a struc-
tural and system dynamics model [115]. The turbines are modeled as rotating
actuator lines [116] with blade, airfoil, and basic control system data provided
by the manufacturer. The Lagrangian-averaged dynamic Smagorinsky model
[117] is used. In the horizontal, the domain extends beyond the wind farm area
by ∼ 1 km on each side. The lower boundary is a flat rough wall with roughness
length representative of offshore conditions and the top surface is a zero-stress
impenetrable lid at z = 1 km above the surface. The spatial resolution of the
mesh is 10 m away from the turbine and 1-2 m around the turbines and in the
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wake.
A precursor LES of the atmospheric boundary layer is initially run with-
out turbines in order to generate the necessary initial and boundary conditions
for the wind plant simulation. The lateral boundary conditions are periodic,
and the simulation is driven by a pressure gradient force that allows the hub
height mean wind speed and direction to approach a desired value. Coriolis
and buoyancy forces are also included. The resulting inflow used to drive the
wind farm simulation has a hub-height turbulence intensity of ∼ 4.1% and mean
wind speed of ∼ 9 ms−1, as shown in Fig. 3.1. The wind direction is ∼ 4◦ offset
from the main row direction so that in future phases of model development
wake merging can also be included. We focus on the first turbine in one of the
rows, subject to undisturbed flow. The turbine is yawed into the wind and the
wind direction offset does not play a role in the results presented. This specific
simulation was chosen as a base data set for the model development because it
has already been validated against observations and compared to the DWM in
previous work [112] and because multiple turbines and wakes will be needed
for future work when more components are added to the stochastic wake shape
(SWS) model. The current analysis is based on two-dimensional transverse ver-
tical slices of velocity at two (2 D), four (4 D), and six (6 D) rotor diameters
downstream for a period of 20 minutes, at a sampling frequency of 1 Hz.
The ultimate objective of the work is to develop a computationally inexpen-
sive model that simulates wind turbine wakes to a level of accuracy and detail
that is comparable to LES wakes and that provides more accurate estimates of
fluctuating loads and power than the currently available reduced-order models.
The proposed method is based on a modeled wake and it is therefore sensitive
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Figure 3.1: Temporal mean of LES free stream vertical wind profiles at the tur-
bine location for streamwise u∞ (dashed, top axis) and cross-stream v∞ (solid,
bottom axis) components. Dotted line indicates hub height wind speed com-
ponents ∼ (−9, 0) ms−1. Vertical axis shows height z relative to the hub zhub and
normalized by rotor diameter R.
to wake characteristics such as shape, width, height, center, deficit profile, and
magnitude of meandering. To base the analysis on robust wake metrics, the
first part of this study reviews different ways of characterizing wakes and de-
termines the methods most suitable for the present work. These results are then
used to deconstruct the wake in the time and frequency domains and to de-
velop methods that will ultimately generate a synthetic, unsteady wake flow
analogous to that in the original LES results.
3.2.1 Global Wake Characteristics
The metrics described in this section are computed for each second of the 20-
minute series and at each downstream station, and are used to characterize the
LES wake, thus serving as a basis for the development of the SWS model.
• Velocity Deficit
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The velocity deficit (vd) in the wake is defined as
vd = 1 − U(x, y, z, t)
U∞(z)
(3.1)
where U =
√
u2 + v2 is the wind speed downstream of the turbine, U∞ =√
u2∞ + v
2
∞ is the temporal mean of the free stream wind speed profile at
the turbine location, and x, y, and z are the streamwise, cross-stream and
vertical directions respectively (Fig. 3.1).
• Wake Area
A pre-specified velocity deficit value vdedge is used to distinguish wake and
free stream points at each vertical slice. This value is defined to be the 95%
confidence interval of the Gaussian approximation for the 20-minute mean
LES wake at hub height as given by
vd(x, y) = vdmax(x) exp
(−y2
2β2
)
(3.2)
β =
√
log10(2x) (3.3)
where vd(x, y) are the Gaussian-fitted velocity deficit values, x and y the
downstream and cross-stream distances normalized by the turbine ro-
tor radius, vdmax(x) the maximum velocity deficit value from the one-
dimensional empirical mean wake profiles, and β the wake width param-
eter. The vdedge values are 0.07, 0.06, and 0.05 at 2 D, 4 D, and 6 D respec-
tively, decreasing with downstream distance as the wake expands and re-
covers (Fig. 3.2). Note that the double-Gaussian at 2 D can be neglected
because the focus of the Gaussian fit is on the tails of the function.
Due to the spatial inhomogeneity of the momentum distribution, this
method identifies spatially isolated, high-deficit regions (low-momentum
islands) as part of the wake, and low-deficit regions (high-momentum is-
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Figure 3.2: Horizontal profile of the 20-minute mean LES velocity deficit at hub
height (markers) at 2 D (a), 4 D (b) and 6 D (c) downstream of the turbine, where
y is the cross-stream direction, y0 the mean wake center, and R the turbine rotor
radius. The Gaussian approximation is shown by the solid lines and the 95%
confidence interval by the shaded region.
lands) embedded in the wake as not being part of it. The algorithm devel-
oped aims at defining a primary wake shape in the LES without isolated
elements. Therefore, the low-momentum islands are only flagged as part
of the wake if they are made up of at least five grid points and if the mean
deficit within the island is greater than or equal to the threshold vdedge. The
high-momentum islands are flagged as part of the wake if all of their grid
points represent a velocity deficit (vd > 0). After these steps, the final wake
shape is identified as the largest connected region of velocity deficit in the
transverse vertical slice.
• Wake Center
For the model development, the wake center is defined as the center of
gravity of the velocity deficit field within the two-dimensional wake shape
(cgwake) [118], an accurate estimation method according to [114]. The rela-
tive performance of this method is quantified by comparing its estimates
to those of three others: as the center of gravity of the deficit plane without
defining the wake edge (cgplane), by identifying the center as the point of
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(a) x=2D (b) x=4D (c) x=6D
Figure 3.3: Example of two-dimensional vertical transverse slices of wake veloc-
ity deficit from LES as viewed from downstream looking upstream, with wake
edges (dotted line) and wake center (circle) identified, for 2 D (a), 4 D (b), and
6 D (c) downstream. Axes are centered at the turbine hub and distances are
normalized by the rotor radius.
maximum velocity deficit (max) [119], and as the point of best fit [120] be-
tween the wake deficit profile and a Gaussian approximation (Gaussian):
vd(x, ϕ) = exp
−
(
ϕ − ϕre f
)2(
R√
2 log 2
)2
 − 2
− x2R exp
−
(
ϕ − ϕre f
)2(
0.1R√
2 log 2
)2
 . (3.4)
Here, vd(x, ϕ) [ ] is the nondimensional velocity deficit (Eq. (3.1)); x [m],
y [m] and z [m] are the streamwise, cross-stream and vertical directions,
respectively; ϕ [m] is the point for which the deficit is being calculated in
one of these directions; ϕre f [m] is the reference point in the same direction
(in this case, the wake center); and R is the rotor radius [m].
• Meandering
The distance between the wake center and the hub location represents the
spatial extent of the meandering. It is calculated in the transverse (δy) and
vertical (δz) directions and normalized by the rotor radius R. The mean
extent of the wake center displacement is given by δy/R and δz/R (from
here on an overline represents temporal averaging). The actual magnitude
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xFigure 3.4: Schematic of methods used to compute wake length scales (width
and height). The solid line represents the wake edge, the solid circle the wake
center and, “x” the hub height. The arrows illustrate the methods: MFoR (solid),
FFoR (dotted), and Gaussian (dashed).
of the meandering is quantified as the standard deviation of δy/R and δz/R
in the horizontal (σy) and the vertical (σz) directions.
• Length Scales
Three methods are tested for defining wake width and height (Fig. 3.4).
Two of them compute the distance from edge to edge along a given direc-
tion, considering a moving (MFoR) and a fixed (FFoR) frame of reference.
A third method consists of fitting a Gaussian to the deficit profile across
the wake center, and using the 95% confidence interval to determine the
length along a given direction [97]. These three methods presented very
similar results, indicating that for low turbulence intensities it is not nec-
essary to maintain a MFoR when determining the wake length scales, and
that a simple method such as determining the largest distance from edge
to edge along a given direction yields robust results. For the remainder of
this paper, the length scales derived from the FFoR method are used.
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(a) Same time as Fig. 3.3. (b) 20-minute average.
Figure 3.5: Series of wake radii as a function of azimuth rw(θ) where 0◦ − 180◦
is the vertical direction and 270◦ − 90◦ is the cross-stream direction. The view is
from downstream looking upstream and centered at the wake centroid. Series
are for one time at 2 D (red), 4 D (green), and 6 D (blue) downstream, for the
same time as the wake shown in Fig. 3.3 in (a) and for the 20-minute average in
(b). Wake radius is normalized by rotor radius.
3.2.2 Azimuthal Wake Characteristics
Once the wake area and edges are identified, it is possible to unravel the wake
about its center. For each edge point, an azimuth angle from the vertical and a
distance from the wake center are calculated. At each second and downstream
distance, a series of wake radius versus azimuth rw(θ) is obtained. An example
is shown in Fig. 3.5a for the same time instant in which the velocity deficits in
Fig. 3.3 are sampled. In the case of a turbulent edge with entrainment of high
momentum into the wake (i.e., where the wake edge folds over itself), a single
azimuth angle may be identified with several wake edge points. In that case,
the point that is furthest from the center is kept so that the larger wake area is
analyzed. For each time and downstream location, the set of azimuth values
to which the radii correspond differs. To facilitate the comparisons of different
times, downstream distances, and turbines, the radii are linearly interpolated to
a common set of azimuth angles (ranging from 0◦ to 360◦ in 1◦ increments).
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As previously mentioned, the present objective is to deconstruct these LES-
derived wake radii series so that they can be regenerated with methods that are
simpler and less expensive than running an LES code on thousands of computer
cores over many days, as is done to generate this LES data set. Because these
radii series are periodic (a different one at each second), a spectral approach
is taken to deconstruct the signal. At each time, the azimuthal mean radius
〈rw〉 is first removed from the series (from here on the operator 〈 〉 represents
azimuthal averaging), leaving a series of radii perturbations r′w. Next, a fast
Fourier transform (FFT) is applied to the series of perturbations, decomposing
it into a combination of sine and cosine waves at different frequencies f of unit
[1/◦] or wave numbers k. The low frequencies (lowest is f = 1/360◦ or k = 1)
are responsible for large-scale variations in the wake shape such as wake skew,
and the high frequencies (highest is f = 1/2◦ because of the 1◦ resolution, or
k = 180) are responsible for the small-scale turbulent fluctuations reflected in
the intermittence of the wake edge. For each radii perturbation series, the power
spectral density S
∆ f S ( j f ) =
∣∣∣∣∣∣∣∣
N−1∑
l f =0
r′w(l f ) exp
[−i j f l f2pi
N
]∣∣∣∣∣∣∣∣
2
(3.5)
is obtained and filtered to keep the wave numbers 2 ≤ k ≤ 72, which are respon-
sible for most of the variations in the wake shape. In Eq. (3.5), ∆ f = 1/360◦ is the
bin width in the discrete Fourier transform, S ( j f ) is the power spectral density,
j f and l f are indices from 0 to 359, r′w(l f ) is the perturbation azimuthal radius at a
given frequency (normalized by rotor radius), and N = 360 is the number of fre-
quencies. These instantaneous power densities are then averaged over time to
yield a mean power spectrum at each downstream distance (Fig. 3.6). The 95%
confidence intervals of the mean spectra were calculated with bootstrapping,
and are given by the error bars in Fig. 3.6.
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These mean spectra present two linear regimes: a low-frequency one ( f <
1/45◦), responsible for the larger-scale oscillations in the wake edge; and a high-
frequency one ( f > 1/45◦), associated with the small-scale turbulent structures
and presenting a steeper slope as shown in Fig. 3.6. The transition frequency
can be mathematically identified as the highest frequency presenting a normal-
ized slope change higher than the mean slope change throughout the spectrum.
This happens at slightly different wave numbers at each downstream station.
Rotor size, ambient turbulence, and wind speed (and therefore thrust) are ex-
pected to affect the relative importance of each wave number to determining the
wake shape. Therefore we do not seek to find an absolute regime-separation
frequency, but rather an approximate value that will provide a mathematical
representation of the phenomenon applicable to a variety of conditions with ac-
ceptable levels of uncertainty. The slope is ∼ −1.6 (∼ −2.1) for the low (high)
frequency regime. The uncertainty in the linear approximation of the spectra is
∼ 4.7% and is quantified as
1
N
N−1∑
j f =0
S j f − Ŝ j f
S j f
(3.6)
where S is the mean power spectral density at a given frequency, Ŝ its linear
estimate, j f an index for the different frequencies, and N the total number of
frequencies included in the spectra.
3.2.3 Wake Reconstruction from Global and Azimuthal Char-
acteristics
The global and azimuthal metrics described were applied to the LES wake. The
results presented in Section 3.3 serve as a basis to develop the SWS simulator.
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Figure 3.6: Temporal mean of power spectral density of series of azimuthal radii
perturbations for 2 D (red), 4 D (green), and 6 D (blue) downstream (markers),
and linear fits for the low and high frequency regimes (lines). Error bars give
the 95% confidence interval for the mean (from bootstrapping). Dashed vertical
line divides the two regimes at f = 1/45◦.
Figure 3.7: Diagram of the SWS model. Estimation of mean 〈rw〉 (green) and
perturbation r′w (blue) azimuthal radii. Temporal mean 〈rw〉 is user-specified,
and temporal perturbation 〈rw〉′t is estimated with a first-order auto-regressive
model (a). Mean spectra (b) are used to estimate moduli m(k) and uniform dis-
tributions (c) to randomly sample phases φ(k). They are combined into complex
coefficients c(k) and an inverse FFT gives a series of r′w.
The final results from the developed model are presented in Section 3.4. This
section documents the model development in detail. The outline in Fig. 3.7
illustrates all the steps taken at each second to produce an unsteady wake at
the three downstream distances considered. The wake intermittent edges are
seen as an azimuthal series of wake radii rw = 〈rw〉 + r′w. Both 〈rw〉 and r′w are
estimated at each iteration with stochastic (Fig. 3.7, green) and spectral (Fig. 3.7,
blue) methods, respectively.
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Each instantaneous 〈rw〉 value can be further decomposed into a constant
temporal mean 〈rw〉 and a dynamic perturbation 〈rw〉′ about this mean. In the
wake simulator, 〈rw〉 is provided by the user as initial condition. For the current
simulation, 〈rw〉 = 1.29R, 1.51R, and 1.77R at the three distances downstream,
which are the values from the LES time series. The perturbations 〈rw〉′ are ob-
tained at every time step through a first-order auto-regressive model (as exem-
plified by (a) in Fig. 3.7) AR(1) given by
〈rw〉′t = ρ1〈rw〉′t−1 + ε(t) (3.7)
where 〈rw〉′t is the new value of 〈rw〉′ at time instant t, ρ1 = 0.9 is the first-order
auto-correlation for the 〈rw〉′ time series obtained from the LES data (it is ap-
proximately the same for the three distances downstream), 〈rw〉′t−1 is the previ-
ous value of 〈rw〉′ at time instant t−1, and ε(t) are the random innovations in the
form of white noise that make up the time series variability. These innovations
are randomly sampled from a normal distribution of mean µ = 0 and standard
deviation σ = 0.05R, which were determined based on the original LES time
series of wake radii.
Once a mean azimuthal radius 〈rw〉 is obtained, the azimuthal perturbations
r′w need to be determined. These turbulent perturbations of the wake edge are
a superposition of waves at different frequencies f or wave numbers k, as de-
scribed in Section 3.2.2. The low frequencies and wave numbers represent the
larger-scale eddies, varying more slowly but defining the main shape of the
wake. The higher values describe the small-scale random perturbations, which
do not greatly affect the wake shape but which still contribute to the intermit-
tence seen along the wake edge. To capture these physical properties, spectral
methods based on FFTs are developed to produce synthetic wake shapes. The
turbulent edges are generated by performing an inverse FFT on a series of syn-
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thetic complex coefficients c(k), which are obtained by combining moduli m(k)
and phases φ(k) for each wave number 2 ≤ k ≤ 72. These moduli give the
contribution from each wave number to the amplitude of the wake radius per-
turbation. The phases describe the orientation of the cosine wave in the vertical-
horizontal plane from which these radii are sampled. The contributions of dif-
ferent wave numbers are exemplified in Fig. 3.8.
The moduli are obtained from the mean spectra in Fig. 3.6 and the phases are
randomly sampled from probability density functions (PDF). These two steps
are outlined in Fig. 3.7 (b) and 3.7 (c), respectively. Because the higher wave
numbers are associated with random turbulent fluctuations (see Fig. 3.8c) these
phases can be randomly sampled from a uniform PDF where φ ∈ [−pi, pi]. The
PDFs for the phases of the lower wave numbers are also approximately uni-
form, except for k = 2 and k = 4. The wave number k = 2 is responsible for the
main orientation of the wake (i.e., unidirectional stretching, see Fig. 3.8a). It is
most frequent in the interval [1/3pi, 5/6pi], indicating a main stretching axis from
315◦ to 135◦, which is in agreement with the cross-stream shear seen in the free
stream profile (Fig. 3.1). The cross-stream shear acts to stretch the wake in one
direction in its upper half, and in the opposite direction in its lower half, skew-
ing the wake with downstream distance. The phase PDF for k = 4 is approx-
imately uniform at 2D with the tails φ ∈
[
|pi|, | 23pi|
]
becoming more pronounced
with downstream distance, indicating a tendency for the wake to stretch along
the 315◦−135◦ direction as well as the 45◦−225◦ direction, and for the stretching
to be more pronounced away from the turbine. For these two frequencies with
non-uniform distributions, empirical histograms are used to generate weights
for the random sampling of the phases. These moduli and phases form a com-
plex array whose inverse FFT yields dynamic perturbations r′w that can be added
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(a) k = 2 (b) k = 4 (c) k = 8
Figure 3.8: Cosine waves for k = 2 ( f = 1/180◦) (a), k = 4 ( f = 1/90◦) (b), and
k = 8 ( f = 1/45◦) (c), and φ = 0pi (solid) and φ = pi (dashed), illustrating the
contribution of different frequencies and phases to the variations in the wake
shape.
to the mean 〈rw〉 in order to obtain a realization of azimuthal radii rw.
3.3 The LES Wake
3.3.1 Velocity Deficit
The wake area is defined as described in Section 3.2.1. At each time and down-
stream distance, the mean, maximum, minimum, and spatial standard devia-
tion of the velocity deficit (vd) within the wake are computed. The temporal
means of these quantities are given in Table 3.1. The mean vd decreases by
∼ 32% from 2 D to 4 D and by ∼ 19% from 4 D to 6 D, where it follows the
predictions of similarity theory at infinite Reynolds numbers, which state that
vd ∝ x−2/3 (Fig. 3.9), where x is the downstream distance normalized by rotor
diameters [121].
As well as considering the time evolution of the deficit statistics, it is also
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Table 3.1: Temporal mean of spatial statistics of wake velocity deficit (vd) from
LES.
2D 4D 6D
mean vd 0.38 0.26 0.21
max vd 0.73 0.66 0.58
min vd 0.07 0.06 0.05
std vd 0.18 0.15 0.12
important to analyze its spatial distribution. The markers in Fig. 3.2 show the
temporal mean of the horizontal velocity deficit vd(r) profile across the wake in
the horizontal direction through the wind turbine hub. As expected, the velocity
deficit at 2 D presents a local minimum vd ∼ 0.42 at the hub location, peaking
at vd ∼ 0.55 on either side approximately halfway between the turbine hub and
tip, at the points of maximum lift [119]. At 4 D and 6 D, the deficit peaks at
vd ∼ 0.48 and vd ∼ 0.37, respectively.
3.3.2 Meandering
The differences between the methods used to approximate the wake center are
quantified by comparing their estimates for horizontal and vertical meandering.
As described in Section 3.2.1, δy/R and δz/R represent the spatial extent of the
meandering-induced wake center displacement. Positive values indicate move-
ment upward and to the left of the flow (i.e., to the right in Fig. 3.3 because the
figures look upstream). The temporal means of δy/R and δz/R indicate the mean
extent of the displacement in a given direction. On the other hand, the actual
magnitude of the meandering is quantified by the standard deviation of δy/R
and δz/R, given by σy and σz, respectively.
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The max method presented the least robust results, yielding the largest esti-
mate of the wake center displacement in both directions (Section 3.3.2). This is
because the location of maximum deficit is impacted by turbulent motions and
moves significantly from time to time, which does not reflect the movement of
the wake as a whole, driven mostly by the ambient flow. The three other meth-
ods (Gaussian, cgwake, and cgplane) present estimates that are similar at 2 D but
that diverge with downstream distance. The similarity of these methods can
be quantified by the Pearson correlation coefficient r between their wake center
estimates. The cgwake and cgplane methods show high correlation values, ∼ 0.75 at
2 D and ∼ 0.9 at 4 D and 6 D. The same correlations between cgwake and Gaussian
are also high, ∼ 0.7 in the horizontal and ∼ 0.6 in the vertical direction for all
distances downstream. As expected from the results shown in Section 3.3.2, the
correlations between the max and cgwake methods are rather low, ranging from
0.03 (horizontal direction at 2 D) to 0.44 (horizontal direction at 6 D). Overall, the
cgwake method yielded lower meandering magnitudes in all cases (as quantified
by the standard deviation of the normalized displacement of the wake center
from the hub location). For this low turbulence intensity scenario (∼ 4%), these
metrics yield fairly similar results; therefore, the following analysis utilizes the
results produced by cgwake, which is hypothesized to be an accurate metric [114].
For cases with higher turbulence intensities and amplified meandering, these
metrics may diverge and therefore will be revisited as the SWS model is ex-
panded to accommodate a wider range of atmospheric conditions.
As the wake length scales increase with downstream distance, so does the
meandering. To quantify the magnitude of the meandering relative to the size
of the wake, the offset from the hub location δy and δz can be normalized at each
second by the geometric equivalent diameter Deq of the ellipse with the same
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Table 3.2: Wake meandering as estimated by different methods and quantified
by the mean µ and standard deviation σ of wake center displacement from the
hub in the horizontal (subscript y) and vertical (subscript z) directions. In the
first four rows, displacement is normalized relative to rotor radius (δy/R and
δz/R). For last row, normalization is relative to the wake equivalent diameter
(δy/Deq and δz/Deq).
2 D 4 D 6 D
µy σy µz σz µy σy µz σz µy σy µz σz
max -0.24 0.46 0.04 0.46 -0.10 0.44 0.21 0.43 -0.15 0.47 0.20 0.51
Gaussian -0.05 0.14 0.11 0.12 -0.05 0.23 0.12 0.22 -0.10 0.28 0.08 0.27
cgwake -0.04 0.09 0.11 0.08 -0.08 0.17 0.13 0.14 -0.16 0.21 0.13 0.16
cgplane -0.07 0.16 0.13 0.13 -0.13 0.24 0.14 0.17 -0.22 0.27 0.15 0.18
cgwake(Deq) -0.02 0.05 0.06 0.05 -0.04 0.09 0.06 0.07 -0.07 0.10 0.06 0.07
covariance as the wake area instead of by the fixed value of the rotor radius R. If
this is done, the magnitude of the temporal mean of the meandering is constant
at µz ∼ 6% of this length scale in the vertical (Section 3.3.2). In the horizontal, it
varies between 2% and 7%, increasing with downstream distance. The standard
deviation values are also considerably reduced, suggesting that a large portion
of the meandering is brought on by the size of the wake itself.
In the horizontal direction, negative (to the right of the flow) meandering oc-
curs more frequently, which is in accordance with what one would expect from
the cross-stream vertical wind profile (Fig. 3.1), which is close to zero in the bot-
tom half of the rotor and negative in the upper half. This is most evident at 6
D, where ∼ 75% of the horizontal meandering is negative. In the vertical di-
rection, upward meandering is more prevalent at all distances but unlike in the
horizontal direction, this proportion is highest at 2 D (∼ 89%). The fact that this
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proportion decreases with downstream distance as the wake recovers points to
wake-induced eddies as contributors to the upward motion of the wake center.
This is in accordance with the hypothesis that the DWM model underestimates
the magnitude of the meandering deep in wind farms because it does not prop-
erly account for lateral wake merging, an additional source of wake turbulence
[112].
3.3.3 Length Scales
As expected from the cross-stream shear of the inflow wind (Fig. 3.1), the tem-
poral mean of the wake shape is stretched along the ∼ 160◦ − 315◦ direction
(Fig. 3.5b). The temporal mean of the wake width (w) at 4 D and 6 D follows
the relationship predicted by similarity theory at infinite Reynolds numbers
(w ∝ x1/3, [121]) as shown in Fig. 3.9. These values reflect the wake width
along the cross-stream direction through the wake center, calculated at each
second with the Gaussian method (see Section 3.2.1). They are lower than the
values used to initialize the SWS model (see Section 3.2.3), which represent an
azimuthal average of the wake length scale across the two-dimensional plane,
thus including directions in which the length scales may be larger due to strong
shear and wake skewing. Therefore, when seeking to determine the temporal
and azimuthal mean of the wake radius to initialize the SWS simulator, it is nec-
essary to not only rely on theoretical similarity predictions but also to consider
the atmospheric conditions, particularly wind shear.
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Figure 3.9: Temporal mean of velocity deficit (vd, solid) and wake width nor-
malized by rotor diameter (w/D, dotted) at different distances downstream x.
Vertical bars are one standard deviation. Curves represent similarity predic-
tions at infinite Reynolds numbers. Wake width is calculated using the Gaus-
sian method described in Section 3.2.1.
3.4 The Synthetic Wake
To simulate a turbulent wake with reduced computational resources as com-
pared to LES, a previously generated turbulence field is normally super-
imposed onto an axisymmetric wake, as with the DWM model. In this scenario,
there is no physical treatment of the turbulence generated by the wake itself.
The stochastic model developed in this study takes into account the different
length scales present in the unsteady turbulent wake and is a first step toward
higher fidelity, affordable wind turbine wake simulations. This section presents
the results obtained when using the proposed SWS model to generate a syn-
thetic unsteady wake for the three downstream distances considered. Note that
while the model development was based on a LES, its initialization requires
only a few user-defined parameters.
An example of the SWS model output at a single time is given in Fig. 3.10a,
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(a) One time. (b) 20-minute average.
Figure 3.10: Series of synthetic wake radii as a function of azimuth rw(θ) where
0◦−180◦ is the vertical direction and 270◦−90◦ is the cross-stream direction, and
the frame is looking upstream and centered at the wake centroid. Series are for
one time at 2 D (red), 4 D (green), and 6 D (blue) downstream in (a) and for
the 20-minute average in (b). Wake radii are normalized by rotor radius. In (b),
the solid line represents the mean SWS wake and the dashed line represents the
mean LES wake.
and the temporal average over a 20-minute period is shown in Fig. 3.10b both
for the original LES data interpolated to a 1◦ resolution and for the synthetic data
at the same resolution. It can be seen that the synthetic wake reproduces well
the mean radii as well as the shearing of the LES wake. The mean and standard
deviation of the mean azimuthal radius are very close for both LES and SWS
(Table 3.3). The first-order auto-correlation ρ1 is also reproduced, indicating
that the first-order auto-regressive model AR(1) used to account for temporal
correlation in the wake shape performs well. The temporal mean and standard
deviation of the wake width and height are also well reproduced in the SWS
wake.
The relevance of improving the detail of the simulated wake can be illus-
trated in several ways. For example, it is common to assume axial symmetry
in the wake shape and deficit profile in order to reduce the computational cost
of simulations. The symmetric wake is then perturbed by some super-imposed
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Table 3.3: Comparison of LES and SWS wake for mean azimuthal radius, mean
width, and mean height normalized by rotor radius. µ is the mean, σ the stan-
dard deviation, and ρ1 the first-order auto-correlation.
2 D 4 D 6 D
SWS LES SWS LES SWS LES
Mean
Azimuthal
Radius
µ 1.29 1.29 1.48 1.51 1.78 1.77
σ 0.12 0.09 0.12 0.13 0.11 0.14
ρ1 0.91 0.92 0.92 0.93 0.90 0.93
Width µ 2.53 2.57 2.75 2.96 3.46 3.48
σ 0.34 0.26 0.47 0.49 0.50 0.57
Height µ 2.45 2.55 2.79 2.98 3.20 3.27
σ 0.36 0.28 0.47 0.35 0.50 0.28
turbulent field, often stochastically generated (i.e., a Mann turbulence box or
from NREL’s TurbSim), in which case the turbulence generated by the wake it-
self is not included in the simulation results. The SWS model considers both
ambient and wake-generated turbulence by deriving methods that are based on
a high-fidelity wind farm simulation. To quantify the level of axial asymmetry
in the original LES wake and the synthetic wake, an Axial Asymmetry Index
(AAI) is defined as
AAI =
Aw 	 Asym
Aw
(3.8)
where Aw is the area of a given wake whose asymmetry is being quantified,
Asym the area of an axisymmetric wake of radius equal to the mean radius of
Aw, and the operator 	 is the symmetric difference of the two areas. In other
words, this index is an azimuthal mean of the normalized difference between
the areas of the asymmetric and the symmetric wakes. It is computed at each
time step, and the quotient is proportional to the level of asymmetry (i.e., a
value of 0.2 indicates that 20% of the asymmetrical wake area deviated from the
idealized, symmetrical shape). Low values indicate that the asymmetrical wake
is slightly smaller or larger than the symmetrical approximation, while high
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Figure 3.11: Axial Asymmetry Index (AAI) for LES (horizontal axis) and SWS
(vertical axis) wake for the 20 minutes of simulation at a frequency of 1s, at 2 D
(red), 4 D (green), and 6 D (blue) downstream of the turbine.
values indicate that the symmetric difference area is large in comparison to the
wake area. The SWS model produces mean AAI values similar to those from the
original LES wake, namely 0.23/0.22 at 2 D, 0.36/0.36 at 4 D, and 0.35/0.36 at 6
D for the SWS/LES wake. The AAI values are higher at 4 D and 6 D (Fig. 3.11)
due to enhanced entrainment and wake decay. The scatter seen in Fig. 3.11 is
explained by the stochastic nature of the model developed, and the AAI values
are not expected to match at each iteration.
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CHAPTER 4
CONTRIBUTIONS OF THE STOCHASTIC SHAPE WAKE MODEL TO
PREDICTIONS OF AERODYNAMIC LOADS AND POWER UNDER
SINGLE WAKE CONDITIONS
4.1 Introduction
Aerodynamic loads refer to the forces exerted by the wind on a turbine. While
ultimate loads are brought on by extreme events, fatigue loads are associated
with a large number of smaller amplitude stress cycles which in time also lead
to structural failure. The fluctuations of these loads around a mean value are
a result of atmospheric turbulence and shear, and represent the largest contri-
bution to fatigue damage [112]. Modeling these loads is important for design
standards [122] and for designing control algorithms [123].
Since the highest turbulence within a wind power plant is often found in
wakes, it is crucial to accurately quantify wake-induced aerodynamic fatigue
loads. This can be done by coupling an aeroelastic and a fluid dynamics
model. Such models can vary widely in fidelity and computational cost. Un-
steady models based on an axisymmetric wake shape [48] are computationally
inexpensive tools to simulate flow behind turbines beyond the near wake re-
gion. One such model, the dynamic wake meandering (DWM) model, has been
shown by [111] to accurately predict mean load statistics and fatigue damage
equivalent loads (DEL) in below-rated wind speeds. However, the DWM may
over-estimate the root-mean-squared (rms) moments when compared to field
measurements and large-eddy simulations (LES) [112]. Improving the fidelity
of wake simulations while maintaining the low computational cost is valuable
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for more accurate load and power estimation, especially for wind speeds below
rated [96].
We propose a stochastic wake shape (SWS) model that moves away from
Gaussian axial symmetry and towards a physical description of the wake that
accounts for intermittence along the wake edges. Following the initial model
development presented in [35], the objective of the present work is to quantify
the contribution of the proposed model to simulations of loads and power. This
is done by evaluating the relative importance of distinct wake components in
wind turbine wake simulations. The models used are described in Section 4.2,
the results in Section 4.3 and the final discussion in Section 4.4.
4.2 Data and Methods
In this work, wind turbine wakes are simulated with three different methods
which are described in Section 4.2.1. The simulations are run for a total of 10
minutes and results are saved at a temporal resolution of 1 second. The velocity
fields are sampled in transverse-vertical planes six rotor diameters (D) down-
stream of a turbine in the free stream as shown by the schematic in Fig. 4.1.
These planes are then used as input to an aeroelastic simulation that calculates
the loads experienced by a wind turbine subjected to each of the three velocity
fields. The coordinate system is aligned with the mean wind and x, y and z are
the streamwise, cross-stream and vertical directions respectively.
The wake is defined as a function of the velocity deficit
vd = 1 − U
U∞
(4.1)
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Figure 4.1: Schematic of coordinate system showing wake-generating turbine,
the yz transect of wind speeds at 6D and the virtual turbine embedded in the
wake.
where U is the horizontal wind speed behind the turbine and U∞ the free stream
wind speed. Vertical wind components are assumed to be negligible. This sec-
tion describes the three wake models (Section 4.2.1), the methodology used for
modeling meandering (Section 4.2.2), the design of the virtual turbine which
will be subjected to the modeled wakes (Section 4.2.3), and details of the aeroe-
lastic simulations (Section 4.2.4).
4.2.1 Wake Models
Axisymmetric Wake
For these simulations, the wake shape and velocity deficit (vd) distribution in
the yz plane are axisymmetric (AS) around the wake center (Fig. 4.2, left). A
Gaussian radial vd profile is initialized for x = 2 D as
vd(r) = vd0 exp
[
−3.56 (r/b)2
]
(4.2)
where r is the radial direction from the wake center, the subscript 0 refers to
r = 0, and b is the wake width. This profile is used as boundary conditions for
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the steady Ainslie [124] solution which is found by integrating the thin shear
layer approximation to the Reynolds-Averaged Navier Stokes and the continu-
ity equations in the radial and streamwise directions up to x = 6 D. To allow for
a comparison with the LES wake, the the initialization parameters vd0 and b are
set to values that once integrated, yield a wake profile at 6 D that best matches
the one from the LES.
Figure 4.2: Instantaneous single wake with synchronized meandering 6 D
downstream of a wind turbine, looking upstream in a fixed frame of reference.
AS with Ainslie solution (left), SWS with Ainslie solution (middle), and LES
(right). Scale bar gives velocity deficit (unitless). Black circles mark the turbine
rotor circumference. Axes are centered at the turbine hub.
Stochastic Shape Wake
A large number of metrics are needed to accurately define both power losses
and loads arising from wind turbine wakes. Assuming these can be expressed
in terms of vertical slices at discrete distances downstream of the turbine, they
include: wake width and height, velocity deficit distribution, wake shape asym-
metry and wake meander. In [35] stochastic and spectral methods for defining
wake characteristics are developed based on a LES of single wakes in an off-
shore wind farm. These methods constitute the base of the SWS model, which
produces a wake that is unsteady and asymmetric in shape (Fig. 4.2, center).
At each second, a wake shape is simulated on a polar coordinate system at
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an azimuthal resolution of 1◦. Each point along the wake edge is given by an
azimuthal mean radius 〈rw〉(t) and an azimuthal series of perturbations about
this radius r′w(θ, t) (where t is time, θ the azimuth angle, and 〈〉 represents az-
imuthal averaging). At each iteration, the mean radius is determined using a
first-order auto-regressive model thus incorporating temporal coherence in the
wake shape time series. The perturbations about this mean are obtained from
the inverse Fast Fourier Transform (FFT) of a complex series. The phases of
the complex coefficients are randomly sampled from probability distribution
functions at each iteration. The magnitudes of these complex coefficients are
constant for a fixed distance downstream. They are obtained from mean spectra
which describe the relative contribution of different wave numbers to the fluc-
tuations in the wake shape. Low wave numbers represent the contribution of
large-scale features such as wake skewness due to vertical wind shear and veer.
High wave numbers describe the effects of small-scale turbulence on the wake
edges.
In this work, the SWS is used to simulate a wake that is subsequently used
to drive the aeroelastic simulations. Each instantaneous yz plane is given by the
methodology briefly described above. The vd distribution is still axisymmetric,
and identical to the one in the AS solution. A comparison of SWS and AS there-
fore allows for an estimation of the contribution of an unsteady, asymmetric
wake shape to simulations of loads and power.
Large-Eddy Simulation Wake
This wake is produced by using a rotating actuator-line model [116] for the wind
turbine and by solving the filtered Navier-Stokes and continuity equations us-
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ing the National Renewable Energy Laboratory’s (NREL) Simulator for Wind
Farm Applications [102]. Both the wake shape and vd distribution are unsteady
and asymmetric (Fig. 4.2, right). This dataset has already been validated against
observations [112]. It is therefore taken as the reference data set throughout the
analysis, and assumed to be representative of actual conditions. We focus on the
wake behind a turbine that is subject to free stream conditions, which are gener-
ated by running a precursor LES. In the free stream, the hub height streamwise
and cross-stream wind components are (u, v) ∼ (9, 0) m s−1 and and the tur-
bulence intensity is ∼ 4 %, with positive (negative) cross-stream shear below
(above) the rotor. At 6 D, the temporal mean of the minimum wind speed in the
wake is ∼ 3.8 m s−1, and the mean wake width is ∼ 1.5 D.
4.2.2 Wake Meandering
The relative contribution of meandering to load and power simulations is as-
sessed by deliberately turning it on or off. When meandering is included in the
simulations, it is synchronized between the three models based on the mean-
dering time series obtained from the LES simulation as follows: (i) a Gaussian
profile is fit to the 20-minute mean LES wake; (ii) the vd corresponding to the
95% confidence interval of this Gaussian is used to identify the wake edge at
each instantaneous yz slice (Fig. 4.3); (iii) once the wake edge is identified, the
center of gravity of the vd distribution within the wake area is found; finally (iv)
the wake center movement is tracked relative to the turbine hub location. This
meandering time series is then used to move the AS and SWS wakes as passive
tracers as in the example shown in Fig. 4.2.
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Figure 4.3: Schematic of method used to determine the wake edge at each in-
stantaneous yz transect, based on the Gaussian fit to the velocity deficit distri-
bution of the 20-minute mean LES wake.
Conversely, to assess the contribution of meandering in the LES slices it is
necessary to remove the wake motion from the simulated fields. This is done by
redefining the origin of the coordinate system at each second to follow the wake
center and therefore keeping the wake on a meandering frame of reference in-
stead of fixed at the hub. The subscripts MFoR and FFoR refer to a meandering
and a fixed frame of reference respectively [125]. The MFoR follows the wake
center and is therefore equivalent to a static wake, centered at the turbine hub.
Conversely, the wake in a FFoR is dynamic and its center moves about the hub.
4.2.3 The Virtual Turbine
For the three simulations to be cross-compared and validated against measure-
ments, a virtual turbine was designed to match the rotor size, hub height, and
power curve of the turbine that is producing the wakes at the wind farm in the
LES. The parameters for the virtual turbine were initially prescribed based on
the WindPACT 3 MW turbine [126], and then modified to obtain a better fit to
the desired power curve. Additionally to the cylinder at the blade root, three
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NREL airfoils were used. Some of the final parameters used are given in Ta-
ble 4.1. A simple variable speed torque controller was used by setting the rated
generator speed, torque, and slip percentage, and the torque constant in region
2. The pitch controller is irrelevant to the analyses because the wind speeds
remain below rated where the blade pitch is kept constant.
Table 4.1: Basic parameters describing the virtual turbine.
Rotor diameter 90 m Generator rating 3 MW
Rotor inertia 1.86E7 kg m2 Generator speed 1680 rpm
Hub height 70 m Nominal revolutions 16.10 rpm
Coning angle -2.5◦ Tower diameter ∈ [2.3, 4.2] m
Blade pitch 2.6◦ Tower thickness ∈ [15.0, 26.0] m
4.2.4 Aeroelastic Simulations
The virtual turbine was subjected to wakes from the three simulations, with
and without meandering according to the wake modeling component being an-
alyzed. Loads and power for the virtual turbine were calculated using NREL’s
Fatigue, Aerodynamics, Structures, and Turbulence (FAST) model version 8.12
[115]. The inflow conditions were the transverse-vertical planes of data gen-
erated with the models described in Section 4.2.1. The simulations were run
for ∼ 10 minutes with a time step of 0.005 s, allowing for a transient time of 1
minute. The modules for structural dynamics, inflow wind, aerodynamic loads,
and control dynamics were used. The analysis focuses on time series of blade
root (BR) out-of-plane (OoP) and in-plane (IP) bending moments, tower base
side-to-side (SS) and fore-aft (FA) bending moments, and the respective DEL.
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For the blade moments, the values analyzed are an arithmetic average across
the three blades.
4.3 Results
This section analyzes the loading and power of the virtual turbine under each
simulation, and investigates the relative contribution of different wind turbine
wake modeling components.
4.3.1 Virtual Turbine Loading
The aeroelastic simulations initialized with the AS and SWS wakes reproduced
well the mean blade root (Fig. 4.4) and tower (Fig. 4.5) loading produced by the
unsteady, asymmetric LES fields. The maxima and minima in the time series
were not captured, and the variance was underestimated as will be further dis-
cussed in Section 4.3.4. It is evident from the time series that including wake
shape asymmetry consistently increases the magnitude and variability of the
bending moments considered, but a more realistic simulation requires an asym-
metric representation of the velocity deficit distribution within the wake as well.
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Figure 4.4: 10-minute time series of blade root out-of-plane (top) and in-plane
(bottom) bending moments for the three simulations (with meandering).
Figure 4.5: 10-minute time series of side-to-side (top) and fore-aft (bottom)
tower base bending moments for the three simulations (with meandering).
4.3.2 Virtual Turbine Power
The results for generator power are similar to those seen for the turbine load-
ing. The AS and SWS simulations reproduced the mean generator power but
failed to capture the maxima and minima, and the magnitude of the fluctua-
tions. While the asymmetric stochastic shape improved the estimate of the load
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fluctuations, it did not significantly improve the simulation of power fluctua-
tions because the deficit distribution within the yz transect remains the same for
AS and SWS.
Figure 4.6: 10-minute time series of generator power (normalized relative to
rated power) for the three simulations with meandering.
4.3.3 Meandering
Meandering was deliberately turned on and off in the aeroelastic simulations to
assess its contribution to the loads experienced by the virtual turbine. The ex-
periment was conducted using the three models: AS, SWS, and LES. The results
are quantified by the difference in DEL, which was calculated for the 10-minute
time series of bending moments output by the aeroelastic model, considering
Wöhler exponents of 4 and 10 for steel and composite materials respectively.
The differences are calculated as (xMFoR − xFFoR) /xFFoR where x is the load being
considered.
The results are shown in Fig. 4.7a and indicate that overall, removing me-
andering from the models reduced the loads experienced by the turbine. For
the LES, the magnitudes of the changes were lowest because the base wake is
already asymmetrical in shape and deficit distribution and meandering is only
one of the modeling components contributing to loading on the turbine. On
90
the other hand, meandering is the largest driver of loading for the AS simula-
tion and therefore for this case, the reduction in the loads when meandering
was removed is very large, especially for the BR OoP DEL. For the loads in the
streamwise direction (BR OoP and Tower FA), the effect of meandering in SWS
is much closer to the LES values than the more simplified AS simulation.
(a) Meandering. (b) Shape asymmetry.
Figure 4.7: Sensitivity of DEL to meandering (a) and wake shape asymmetry
(b).
4.3.4 Wake Shape Asymmetry
The contribution of wake shape asymmetry was assessed by comparing the
loads and power produced by three simulations: AS, SWS, and LES. For more
realistic estimates, synchronized meandering was including in all of them. DEL
for each simulation normalized relative to the LES values are shown in Fig. 4.7b.
The added asymmetry in the SWS relative to the AS model improves the load
simulations, and the BR OoP DEL is ∼70% of the LES value for the SWS wake,
despite its axisymmetric deficit distribution.
The intermittence in the loads and power is quantified in terms of rms fluc-
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tuations. The values for each simulation are given in Table 4.2. Including the
intermittent edges in the simplified wake model improves the simulations of
the fluctuating loads relative to LES. However, these fluctuations are still un-
derestimated and other unsteady wake modeling components (i.e., asymmetry
in the velocity deficit distribution) should be added to the proposed SWS model
to improve its predictive accuracy.
Table 4.2: RMS values of fluctuating loads and power for AS, SWS and LES
simulations with meandering.
unit AS SWS LES
BR OoP [kN m] 45.4 58.7 110.7
BR IP [kN m] 5.8 6.2 11.2
Tower Base SS [kN m] 167.3 310.0 362.3
Tower Base FA [kN m] 330.5 639.1 1568.3
Generator Power [kW] 23.4 24.5 43.9
4.4 Conclusion
In this work, the role of different wind turbine wake modeling components was
assessed. The main objective was to quantify the contribution of the proposed
SWS model to simulations of loads and power, particularly their unsteady fluc-
tuations. Tower base and blade root bending moments were considered and
compared across three different simulations with varying levels of fidelity.
It was found that meandering is a large contributor to the loads experienced
by the turbine, and that removing it from the simulations can reduce the load-
ing by more than 50% in the case of simplified models. The asymmetry in wake
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shape was also found to affect the load magnitudes, with the proposed SWS
model producing DEL closer to the reference LES values. Even with an axisym-
metric vd distribution, the SWS model produced BR OoP DEL values that are
∼70% of the LES.
While the SWS model improved the simulation of the fluctuating loads and
power relative to the AS model, it still largely underestimates them especially
for the FA tower base values. It also fails to capture minima and maxima in
the load and power time series. This is likely due to the axisymmetric velocity
deficit distribution in the SWS wake. The LES wakes include atmospheric and
wake-generated turbulence, and generally show steep gradients at the wake
edges where the velocity deficit distribution deviates from Gaussian at the tails.
The results obtained so far testify to the potential of the SWS model pro-
posed in [35] to simulate wind turbine wakes for high frequency load and power
estimates. Ongoing work focuses on increasing the fidelity of the proposed
model while maintaining its low computational cost. Asymmetry in velocity
deficit fields and lateral merging of wakes will be incorporated. These phenom-
ena directly affect the turbulence characteristics and therefore the time series of
loads and power on a downstream wind turbine. Future work will additionally
validate the aeroelastic simulations relative to high-frequency turbine measure-
ments.
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CHAPTER 5
WIND TURBINE WAKE CHARACTERIZATION FROM TEMPORALLY
DISJUNCT 3-D MEASUREMENTS
5.1 Introduction
In order to improve the efficiency of wind farms, it is necessary to maximize
their overall power production and to minimize the fatigue loads experienced
by each turbine. This in turn relies on a quantitative understanding of the flow
that meets each wind turbine and its interaction with the tower and rotor. Wind
turbines are increasingly deployed in large-scale arrays. The upwind turbines
experience undisturbed (i.e., free stream) conditions, where turbulence is de-
termined by atmospheric stability and topographic characteristics. As they ex-
tract energy from the wind, turbines also disturb the flow that moves through
them generating a wake [96]. As a result, the turbines downstream are sub-
jected to flows with lower mean kinetic energy and higher turbulent kinetic
energy. These complex flows are expensive to measure and model with suf-
ficient accuracy. Integrating measurements and models offers the potential to
advance quantitative analyses of wake characteristics and atmospheric flows to
determine optimal wind farm layout and enable efficient wind turbine control
strategies.
Remote sensing tools, such as LiDARs, are advantageous for wind energy
applications (e.g., resource assessment and wake characterization) because of
their ability to sample beyond hub heights at relatively high spatial and tem-
poral resolution and without modifying the flow. Two major distinctions in
wind LiDAR technology are between continuous wave (cw) and pulsed sys-
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tems and between their scanning capabilities. While some LiDARs scan ex-
clusively conically using the velocity azimuth display (VAD) technique, oth-
ers are also capable of range height indicator (RHI, also known as elevation)
and plan position indicator (PPI, also referred to as sector or azimuth) scans
[127, 128], both of which have been used for wind turbine wake measure-
ments (e.g., [127, 129, 130]). Conically scanning cw LiDARs have been used
most frequently for one-dimensional wake analyses to quantify the resulting
power losses and wake-induced fatigue either scanning from the ground, when
they sample vertical wind profiles at a fixed spatial location [131], or nacelle-
mounted, where they can be used to obtain wind profiles through the turbine
axis at hub height either downstream for wake research [38, 24] and turbulent
dissipation studies [132] or upstream for wind turbine control [133]. Currently,
new technologies are being developed that allow for more flexible scanning ge-
ometries [134, 127], thus broadening the application range of such systems [135]
and exploiting the measuring potential of multiple LiDAR arrays [136]. While
cw LiDARs can sample at very short ranges, they are typically limited to dis-
tances <200 m because the effective probe volume increases to the fourth power
of the focus range [137], thus increasing the uncertainty in the wind speed mea-
surements away from the instrument [138].
Conversely, pulsed scanning LiDAR like the one used in this study are able
to sample large three-dimensional (3D) volumes of the atmosphere by achiev-
ing ranges O(102 − 104) m and measuring at several pre-determined azimuth
and elevation angles. They can also measure wakes from the ground [129] or
can be mounted on the turbine nacelle [24]. The sampling duration of one 3D
scan increases linearly with the number of azimuth and elevation angles sam-
pled because it takes time for the instrument to retrieve robust statistics of the
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Doppler shift at several range gates and to mechanically reposition the trans-
mitter before emitting the next beam. At the cost of sampling a large number
of points, the time interval between two beams is ∼2 s for the measurements
used in the present study. The dwell time of the instrument is ∼1 s (higher
than some other studies, e.g., 0.2 s in [139]), and the additional time is spent in
processing the return signal and relocating the scanner. This instrument time
combined with the large number of beams required to sample a large volume
results in measurements that represent neither a snapshot of the atmosphere
nor a mean field. They are instead a set of instantaneous observations sam-
pled at different times and locations. When such measurements are used to
characterize the unsteady, inhomogeneous flows in wind turbine wakes, it is
important to have a measure of the uncertainty in the retrieved data that con-
siders the instrument limitations, the scanning geometry characteristics and the
assumptions being made for data retrieval and analysis. While previous work
has quantified LiDAR-derived radial velocity uncertainty and proposed means
to reduce it (e.g., [140]), the present work is unique in that it focuses on wind
turbine wake characterization metrics.
The notion of combining LiDAR and models to improve processing tech-
niques and understand uncertainty propagation has been around for over a
decade [141]. As LiDAR use becomes more widespread and computational re-
sources develop, this approach is gaining popularity. Recently, studies have
started to combine high-fidelity large-eddy simulation (LES) and LiDAR to in-
vestigate near wake physics [142] and quantify errors prior to conducting mea-
surement campaigns [39]. The first part of the work presented here utilizes
this approach to estimate the differences between wake measurements obtained
with a scanning pulsed LiDAR, the true snapshot of the same volume and the
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true temporal mean over the time it takes to complete a full 3D scan. The anal-
ysis is conducted by placing an imaginary scanning LiDAR in an LES to ob-
tain scans that are equivalent in time and space to measurements collected dur-
ing a field campaign. The differences serve as an estimate of the uncertainty
when temporally-disjunct point measurements are assumed to be representa-
tive of mean conditions. The disjunct points, the instantaneous fields and the
true means are then used to characterize the wake, and differences in the wake
metrics are obtained to further quantify uncertainty in wake characterization
from LiDAR observations. We focus on a single ground-based instrument and
present wake characterization metrics that can be used when resources are lim-
ited and multiple or nacelle-mounted units are impractical.
The second part of this work seeks to identify and characterize single-wake
conditions measured with a pulsed scanning LiDAR during a 22-h period with
a fixed scanning geometry. The wake metrics considered include wake cen-
ter, length scales, orientation and velocity deficit (vd) statistics and are defined
for transverse-vertical planes at discrete distances downstream of the wake-
generating turbine following the methodology proposed in [35]. A significant
challenge is the time-varying wind direction and rotor yaw, which dictate the
angle between the fixed scanned volume and the vertical planes. We quantify
this effect by proposing scanning geometry indices that describe the measure-
ment coverage and density on a vertical plane given an area of interest and an
optimal spatial resolution between the sampled points. The field measurements
and simulations are described in Section 5.2, and the results given in Section 5.3.
Recommendations for defining the scanning geometry prior to measurement
collection and for characterizing mean wakes from temporally disjunct point
measurements are proposed along with a final discussion in Section 5.4.
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5.2 Materials and Methods
5.2.1 Field Scans
The observational dataset used in this work was collected during the Prince Ed-
ward Island Wind Energy Experiment at the Wind Energy Institute of Canada
[34]. We focus on single wake measurements during a 22-h period (26 May 2015
13:00 UTC–27 May 2015 11:00 UTC) downstream of a 2-MW DeWind D9.2 tur-
bine with a hub height (zH, the H subscript indicates turbine hub throughout
the manuscript) of 80 m and a rotor diameter (D) of 93 m. The wake charac-
terization is based on the metrics proposed by [35], which are defined for two-
dimensional planes of data in the cross-stream (x) and vertical (z) directions.
This framework allows for an analysis of the wake expansion and deformation
with downstream distance, which are directly related to wake recovery and to
the loads experienced by downstream turbines. Vertical planes are typically ob-
tained with ground-based LiDAR using RHI scans, in which the azimuth angle
(θ) is kept constant and the elevation angle (φ) is varied. However, in the present
work, the mean flow direction (y) is perpendicular to the plane of interest (xz),
precluding the use of RHI scans. Stacked sector scans must be used instead,
which are obtained by varying θ at multiple φs.
The sector scans in this work were obtained using a Galion LiDAR, which
has a wavelength of 1.5 µm and a pulse repetition frequency of 15 kHz.
Throughout the manuscript, the terms “stacked (sector) scans” and “3D scan”
are used interchangeably when referring to the volume probed by all of the θ
and φ beams. The scanning geometry was constant for the entire measurement
period and can be visualized in Fig. 5.1. A total of Nθ = 46 azimuth angles were
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configured in the interval θ ∈ {[351◦, 360◦] ⋃ [0◦, 81◦]}, and their position rela-
tive to the site and the turbine is given in Fig. 5.2, which also shows the location
of a meteorological mast with a Gill sonic anemometer measuring at a frequency
of 10 Hz at a height of 60 m. The azimuth angles follow the meteorological con-
vention where θ = 0◦ points north. The elevation angles were φ ∈ [3◦, 19◦] for a
total of Nφ = 8 elevation beams, and φ = 0◦ is aligned with the approximately
flat ground (Fig. 5.2). Each radial velocity measurement is defined by the coor-
dinates (θ, φ, r) where r is the radial distance from the instrument along the laser
beam, with a relatively high resolution range gate size of 30 m (as compared to
>100 m in [127, 139], 72 m in [128] and 18 m in [129]). During this period, 111
3D scans were obtained. The method used to derive vertical planes of data from
the 3D scan is outlined below.
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Figure 5.1: Scanning geometry used during the experiment, with example re-
trieved radial velocity measurements Ur (shading). The instrument location is
at the origin, and the coordinates are aligned with the north-south (N-S) and
east-west (E-W) directions. Note that the vertical axis is exaggerated for read-
ability.
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Figure 5.2: Map of the experiment site (NAD1983, UTM Zone 20 N) showing
the locations of the turbine (hollow circle), LiDAR (blue square), the meteoro-
logical mast with the sonic anemometer (red triangle), elevation contours and
the azimuthal span of sector scans from 3–8 D downstream of the instrument,
when the wind direction is aligned with the center of the arcs.
1. Data are filtered by range gate number (G), signal-to-noise ratio (S NR) and
radial velocity magnitude (Ur). The criteria are:
2 ≤ G ≤ 45
0.01 (−20 dB) < S NR ≤ 10 (10 dB)
Ur < 30 m s−1
and therefore, the total possible number of radial velocity measurements
within a stack of scans is 44 × 46 × 8 (number of gates ×Nθ × Nφ). The first
range gate is discarded as it is in the LiDAR blind zone. The S NR lower
limit is recommended by the manufacturer, and the upper limit (also used
in previous studies [139]) is enough to filter out hard targets and cloud wa-
ter for our dataset. The upper limit in the radial velocities is an arbitrary
value higher than any of the observed values during the measurement pe-
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riod (e.g., Fig. 5.1) and serves to filter out unrealistic measurements and
erroneous logging.
2. The location vector in Cartesian coordinates in a fixed frame of reference for
each point is obtained as:
~dF = (xF , yF , zF) = (r cos φ sin θ, r cos φ cos θ, r sin φ)
where xF (yF) is positive in the east (north) direction. All quantities in the
fixed frame are subscripted with F.
3. For each 3D scanned volume, the highest elevation sector scan (φ = 19◦)
is selected to determine the mean wind direction 〈β〉 (angled brackets refer
to values averaged over the entire 3D scan). Within this scan, all points
sampled at least 0.25 D above the rotor are considered, which includes five
range gates. An estimate of the horizontal wind components uF and vF is
obtained for each range gate within this sector scan sub-sample by solving
the linear system:

cos 19◦ sin θ1 cos 19◦ cos θ1
...
...
cos 19◦ sin θ46 cos 19◦ cos θ46

 uFvF
 =

Ur1
...
Ur46
 (5.1)
using a least-squares approach, where (uF , vF) are the wind components
along the directions (xF , yF) and Uri are the radial velocity measurements
along an arc of constant G for an azimuth angle θi. The vertical compo-
nent wF is assumed to be negligible, consistent with previous studies (e.g.,
[143]). The validity of this assumption was verified with sonic anemome-
ter data (not shown) and is based on the physical understanding that the
magnitude of vertical velocities is much lower than that of horizontal ve-
locities and that the mean magnitude of w is close to zero when averaged
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over periods of ∼10 min, which is approximately the time the LiDAR took
to complete a full stack of sector scans. As suggested in [129], multiple Li-
DARs must be considered when seeking to investigate all components of
the wind field within wakes.
The values of (uF , vF) are then averaged across the five range gates within
the sub-sample to yield the mean wind direction estimate 〈β〉 for the
scanned volume. The robustness of this method for the present experi-
ment is reflected in the time series shown in Fig. 5.3, where the minimum
and maximum 〈β〉 estimates for each 3D scan are compared with sonic
anemometer measurements and the turbine nacelle position. The LiDAR
estimates follow the sonic values more closely than the turbine data, indi-
cating that the assumptions of low veer and negligible vertical velocity are
acceptable for the atmospheric conditions observed during the experiment.
4. Assuming a constant mean wind direction 〈β〉 for each 3D scan, the hori-
zontal wind speed at each point UF(xF , yF , zF) is estimated from the radial
velocity Ur as:
UF = − Urcos φ cos ∆θ (5.2)
where ∆θ = 〈β〉 − θ is the scan offset, defined as the angle between the scan
wind direction and the laser beam azimuthal direction. Orthogonal scans
are filtered out following the LiDAR manufacturer recommendation to re-
move points for which the laser beam makes an angle between 70◦ and 110◦
with the mean wind direction (∼1.4% of the measurements).
5. All points in the scan are rotated so that the coordinate system is aligned
with the mean wind direction. Throughout the manuscript, the quantities
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Figure 5.3: Wind direction as estimated from LiDAR measurements at least 0.25
D above the rotor (red line, lower limit = βmin and upper limit = βmax), the turbine
nacelle position as measured and provided by the turbine operators (black line)
and the wind direction at 60 m (gray line) measured with a sonic anemometer
(βsonic) and averaged over 2 min for readability.
in this streamwise frame of reference are given without the F subscript as:
~U = (u, v), ~d = (x, y) where x and y are the cross-stream and streamwise
directions, respectively.
6. Vertical planes of data are obtained at a given distance downstream of the
turbine by selecting all of the sampled points whose streamwise coordinate
y falls within the desired distance plus or minus some specified buffer ∆y,
taken to be the range gate width of 30 m. In this analysis, the scanning
LiDAR was deployed at the base of the turbine (Fig. 5.2), and we apply an
assumption of no yaw error. Therefore, the analysis only considers 3D scans
for which the LiDAR-estimated 〈β〉 is within 15◦ of the turbine nacelle po-
sition, resulting in 80 sector scan stacks. The value of 15◦ was chosen as a
threshold because while it is small (half of the wind industry standard 30◦
sectors when performing azimuthal analyses), it still allows for an offset be-
tween the turbine and the nacelle, which is necessary given the uncertainties
inherent in both datasets (e.g., inaccuracies in the wind direction estimate
from the LiDAR and in the recorded nacelle position) and the potential pres-
ence of yaw misalignment. As indicated by the sonic time series (Fig. 5.3),
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the large differences between the LiDAR and the nacelle datasets reflect not
an inability of the LiDAR to estimate the wind direction, but rather the nec-
essarily delayed response of the nacelle to wind direction changes or high
uncertainty in the turbine measurements.
7. In order to quantify the potential contribution of each vertical slice to wind
turbine wake characterization, it is important to consider how much of the
area of interest is covered by the sampled points and how dense this cov-
erage is. To do that, we define two indices. The first one is the scanning
geometry coverage (SGC), which is calculated as:
SGC =
A
Are f
(5.3)
where A is the area covered by the scanned points within the total reference
area Are f , which extends 1 D to either side of the hub in the horizontal and
vertical directions being only limited by the presence of the ground. Within
the covered area A, the scanning geometry density (SGD) is defined as:
SGD =
n
nre f (∆x,∆z)
(5.4)
where n is the number of points in the covered area A relative to a reference
value nre f , which is the maximum number of points that could cover the
same area A given a desired fixed spatial resolution ∆x and ∆z, which for
the present study is set to 5 m.
The scanning geometry coverage and density vary with downstream dis-
tance and with wind direction (Fig. 5.4), which dictates the turbine yaw
and, therefore, the angle of the xz-plane relative to the fixed scanned vol-
ume. The scanning geometry θ angles are fixed for the period considered
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Figure 5.4: Scanning geometry density (SGD, top) and coverage (SGC, bottom)
indices calculated for vertical planes at discrete downstream distances of the
turbine from 3 D–8 D, as a function of the absolute value of the wind direction
offset (|∆β| =
∣∣∣〈β〉 − βopt∣∣∣) for measurements with the constant scanning geometry
described in the text.
and were determined at the start of the day based on the forecast wind di-
rection. The optimal wind direction βopt is defined as the wind direction
that yields the best coverage of points for a given scanning geometry. For
the period considered in this study, βopt = 216◦ and aligns with the center
of the scanning arc at θ = 36◦, which is the symmetry point around which
the sector scan stacks return ample coverage in the horizontal direction. It
is convenient to define the direction offset ∆β = 〈β〉 − βopt as the difference
between the actual wind direction during a scan and the optimal value for
that given scanning geometry. For the present setup, the coverage is low-
est for westerly winds when half of the xz-planes are outside of the scan
(Fig. 5.2). The SGD values do not approach unity because of the high nre f
value used in its definition. Similarly, SGC < 0.9 for the present scanning
geometry since the θ and φ angles were chosen to maximize the retrievals at
several distances downstream rather than focusing on obtaining complete
coverage within a narrow range in the streamwise direction.
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5.2.2 Synthetic Scans
The uncertainty in the measurements and resulting wake characterization is es-
timated by placing an imaginary scanning LiDAR at the bottom of a wind tur-
bine in an LES of a single wake under slightly stable conditions, which is also
true of the measurements [34]. From here onwards, the term “synthetic scan” is
used to refer to data that are obtained by sampling numerical simulation output
according to the spatial and temporal coordinates of each point in the xz-planes
obtained from the field measurements. The LES dataset is obtained with the Na-
tional Renewable Energy Laboratory’s (NREL) Simulator For Wind Farm Appli-
cations (SOWFA) [102] using the Lagrangian-averaged dynamic Smagorinsky
model [117]. The turbines are modeled as rotating actuator lines [116]. The
lower boundary is a flat rough wall with the roughness length representative
of offshore conditions, and the top surface is a zero-stress impenetrable lid 1
km above the surface. The offshore simulation is assumed to be a good ap-
proximation to the field experiment site, which is narrow (∼103 m in width),
approximately flat (Fig. 5.2) and surrounded by ocean [34].
The spatial resolution of the simulation mesh is 10 m away from the tur-
bine and 1–2 m around the turbines and in the wake. The turbine has a 77-m
rotor diameter and an 80-m hub height. A precursor LES of the atmospheric
boundary layer is initially run without turbines in order to generate the neces-
sary initial and boundary conditions for the wind turbine simulation, and the
resulting inflow has a hub height turbulence intensity of ∼4% and a mean wind
speed of ∼6.5 m·s−1. The lateral boundary conditions are periodic, and the sim-
ulation is driven by a pressure gradient force that allows the hub height mean
wind speed and direction to approach a desired value. The data are saved in
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xz-planes at discrete distances downstream of the turbine at a frequency of 1 Hz
for a 12-min period. The effect of the weighting function relative to the tempo-
ral lag across points is assumed to be small when sampling the synthetic scans,
since the focus of the current study is to assess the impact of the temporal and
spatial resolution of the sampled points on wake characterization metrics.
As described in Section 5.2.1, each 3D scan obtained in the field is charac-
terized by a different mean wind direction 〈β〉 and therefore has a different
coverage and density of points in the xz-planes being analyzed. The method
employed in this work to obtain the synthetic scans from LES data accounts for
this dynamic behavior of the sampled points and for the instrument dwell time.
The same 12-min LES dataset is resampled for the appropriate points each time
that the field LiDAR starts a new 3D scan. Therefore, the synthetically-scanned
points are equivalent to the field scans spatially and temporally. The LES data
are denoted with the subscript L and the temporally disjunct synthetic scans
with the over-ring symbol: (u˚L, v˚L). It takes the instrument ∼2 s to sample radial
velocities along one combination of θ and φ. For the 46 azimuth and 8 elevation
angles considered, a full scan takes ∼12 min, and the sampled values do not
represent instantaneous nor mean fields. The difference between the sampled
points and the true 12-min mean or instantaneous fields can be estimated by
using the LES data. Throughout the manuscript, true instantaneous fields are
denoted by (uL, vL) and are sampled at the first second of the scan. Temporal
means over the time it takes to complete a full 3D scan are obtained from 1-Hz
data and denoted by the overbar (uL, vL).
108
5.2.3 Wake Identification
From this point onwards, the methodology applied to the field and synthetic
wakes is the same except when noted. The first step towards wake character-
ization is to distinguish free stream from wake points. The scanned points at
each vertical slice are interpolated onto a regular grid with a spatial resolution
of 5 m, and the vd is calculated for each plane as:
vd(x, z) = 1 − U(x, z)
U∞(z)
(5.5)
where U =
√
u2 + v2 is the horizontal wind speed downstream of the turbine
and retrieved from the scan (whether the points are temporally disjunct de-
pends on the case being analyzed), and U∞ =
√
u2∞ + v2∞ is the free stream wind
speed. During the 22-h period considered, no free stream measurements were
performed in the field. Therefore, the free stream profile must be estimated
from measurements downstream of the turbine U∞(z) ≈ U∞,down(z). On each xz-
plane, the profile that is furthest away from the turbine hub in the cross-stream
direction is assumed to be representative of free stream conditions:
U∞,down(z) = U(xmax, z) (5.6)
To avoid sampling a profile that is in the wake when data coverage is limited,
we constrain the minimum acceptable distance away from the hub as half the
rotor diameter plus an expansion factor based on the Jensen model [106]:
xmax > 0.5 + ky (5.7)
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where y is the downstream distance in units of D and k the wake decay coeffi-
cient, taken to be 0.05 as traditionally used for offshore conditions as the default
parameter in the WAsPPark model [144]. The sensitivity of this parameter to
atmospheric stability is beyond the scope of the present study, and the adopted
value is consistent with recommendations from previous studies [144, 145]. For
the synthetic scans exclusively, available upstream data are used as an addi-
tional measure of the free stream where U∞(z) ≈ U∞,up(xH, z).
The points with a vd value above a minimum threshold are flagged as wake
points. To determine this threshold, a Gaussian function is fit to the horizontal
vd profile at hub height, as has been done in previous LiDAR wake character-
ization studies [125, 146]. The 95% confidence interval of the Gaussian (2σ) is
then used to determine the threshold vd value to mark the wake edges for a par-
ticular xz-plane. The horizontal direction is chosen here because the scanning
geometry covers a greater range in azimuth than in elevation (which misses the
upper part of the wake closer to the turbine) and because the free stream wind
in homogeneous terrain is expected to vary less in the horizontal than in the
vertical direction.
5.2.4 Wake Characterization
For each 3D scan, the wakes are sampled at discrete distances downstream of
the turbine and characterized regarding their center, height, width, orientation
and vd statistics. A schematic of the quantities evaluated is given in Fig. 5.5 for
the coordinate system adopted. The wake area identification is described in Sec-
tion 5.2.3. The wake center is given as the center of gravity of the vd distribution
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Figure 5.5: Schematic of the metrics used to characterize wakes: center (circle),
width (horizontal gray solid line), height (vertical gray solid line) and orienta-
tion (clockwise angle from vertical α) for a coordinate system looking down-
stream in y for a wake in the xz-plane.
within the wake area [118, 35]. The height and width are the distances from
edge to edge of the wake in the vertical and horizontal directions, through the
wake center. The orientation is estimated by defining an ellipse with the same
second-order moments as the wake shape and calculating the angle between its
major axis and the vertical axis in the clockwise direction looking downstream.
The yaw error is assumed to be negligible and is justified by limiting the differ-
ence between the nacelle position and the LiDAR-estimated wind direction to
15◦in the field measurements (see Section 5.2.1).
5.3 Results
5.3.1 Difference between Scan, Mean and Snapshot
This subsection quantifies how the wind speed retrieved from each scanned
value (U˚L) compares to both the mean (UL) and instantaneous (UL) values for the
synthetic scans obtained from an LES. This serves as an estimate of the level of
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uncertainty when large volumes of wind turbine wake data probed by a pulsed
scanning LiDAR are assumed to be representative of mean or instantaneous
conditions.
For each 12-min stack of sector scans obtained in the field, three spatially-
equivalent synthetic scans are obtained from LES data by resampling the same
12-min LES time series according to the wind direction offset ∆β for U˚L, UL and
UL. The LES planes are stored at a 1-Hz frequency. To obtain the mean wind
speed UL, each point in a xz-plane is sampled every second for the duration of
the scan and then averaged over time. The instantaneous fields refer to snap-
shots at the first second of the scan. The comparisons here focus on the wind
speed and are evaluated separately for each 3D scan. First, the mean pointwise
difference in each xz-plane is quantified by the normalized root-mean-squared
(rms) differences:
∆rms =
 1N ∑

(
U˚L − Ure f
)
U˚L
× 100

2
1/2
(5.8)
where U˚L are the temporally-disjunct points sampled by the instrument in the
LES, Ure f either the mean or the instantaneous value at the same point (also
from the LES) and N the total number of points in the xz-plane, which varies as
a function of ∆β. After obtaining one ∆rms value for each downstream distance
within each 3D scan, these values are averaged over time to give an overall mea-
sure of the differences. The results are given in Table 5.1 and indicate that the
temporally-disjunct synthetic scan deviates from both the mean and the instan-
taneous values by similar magnitudes, but is closer (within 10%) to the mean.
This is a reasonable result because measurements are collected along a single
beam at a time, so to obtain better agreement between instantaneous and mea-
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sured values, one would need to perform the analysis along the laser beam or
in the downstream direction, instead of cross-stream, as is the case of interest.
Overall, the differences decrease with downstream distance as the wake recov-
ers, and the variability in the wind field decreases. These results indicate that
a high density of scanned points (found exclusively closer to the turbine, as
shown in Fig. 5.4) is not required to investigate mean wind turbine wake char-
acteristics.
Table 5.1: Normalized rms differences ∆rms (%) between synthetic scan wind
speeds U˚L, the instantaneous values at the first second of the scan UL and the
mean over the time it takes to complete the scan UL. Averages are over 80 3D
scans, chosen to mimic the observations.
3 D 4 D 5 D 6 D 7 D 8 D
U˚L and UL 13.2 13.2 13.5 12.3 11.5 9.9
U˚L and UL 9.9 9.7 8.5 8.7 8.0 7.6
It is also important to assess how the spatial variation in the retrieved wind
speeds compares to the one seen in the mean and instantaneous fields. This
was done in two ways; first, by calculating the turbulence intensity (T I = σ/U
where σ is the standard deviation and U the mean) for each downstream plane
in each stack. The temporal mean of the T I values is close to ∼20% for all dis-
tances downstream regardless of whether the scan, mean or instantaneous fields
are considered, indicating that overall, the instrument scan time does not com-
promise the spatial variability retrieved in the wind speed measurements. This
can further be examined by considering the wind speed profiles in the vertical
(Fig. 5.6a) and horizontal (Fig. 5.6b) directions from the mean and instantaneous
LES values and from the synthetic scans. In this case, the mean and instanta-
neous profiles are obtained by using the LES xz-planes without limiting the data
to the points that a particular scan would sample at some ∆β. The scan profiles
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at each distance downstream are obtained by linearly interpolating between the
synthetically-scanned points onto a line passing through the turbine hub in ei-
ther direction and then calculating the temporal mean and standard deviation
of all such profiles. Because the scanning geometry considered has a wider cov-
erage in the azimuthal direction than in the vertical, the U˚L profiles in Fig. 5.6b
are complete between x = ±1 D, while the vertical profiles in Fig. 5.6a sample
the entire rotor plane (between z = ±0.5 D) from 4 D–7 D. The profiles in Fig. 5.6
are given in m·s−1 to focus on the synthetic instrument ability to reconstruct
the velocity field regardless of the method used to estimate the free stream and
therefore derive the vd, which is a diagnostic variable. The analysis indicates
that the reconstructed profiles follow the mean profiles closely, reproduce the
double Gaussian in the near wake and capture the wake recovery. Note that
our analysis isolates the effect of disjunct-in-time data. In reality, the line-of-
sight averaging of the measurements constitute an additional source of error
that likely smooths steep gradients in the observations, as has been found for
vertical profiling LiDARs [39], but has not yet been quantified for scanning Li-
DARs.
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Figure 5.6: Mean wind speed profiles UL (dashed red) from the large-eddy sim-
ulation (LES) over the time it takes to complete a full scan, instantaneous pro-
files UL (solid black) at the first second of the scan and synthetic scan profiles
given as mean ± one standard deviation (shaded gray). (a) Vertical profiles; (b)
horizontal profiles.
5.3.2 Difference between Wake Characteristics from Scan,
Mean and Snapshot
As previously mentioned, the ultimate objective of this work is to use the
temporally-disjunct radial velocity retrievals to characterize the 12-min mean
wake in the field scans. Before that is done, this section presents an estimate of
the uncertainty level in wake characterization for the given scanning geometry
and wake characterization metrics. The LES wakes are identified and character-
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ized three times: using synthetic scans with temporally-disjunct, instantaneous
and 12-min mean data points. A comparison between these three gives a valu-
able first indication of the uncertainty level in the synthetic scan that mimics the
field data, while keeping in mind that the magnitudes may differ under differ-
ent turbulence intensities and atmospheric stability conditions [97].
The 80 3D synthetic scans considered in this analysis are equivalent to those
remaining in the observational dataset after quality control. They differ only in
wind direction, and the same 12-min time series of LES data is resampled each
time that a new scan begins, to account for the dynamic wind direction offset ∆β.
As mentioned in Section 5.2.3, it is necessary to define a free stream profile in
order to characterize the wake. Planes that are not wide enough to provide such
an estimate are not included in the analysis when downstream data are used to
estimate free stream conditions. In total, 61 3D scans are left when U∞ ≈ U∞,down
and 69 when U∞ ≈ U∞,up.
For each stack, the wake is identified and characterized according to the
sampled (U˚L, UL and UL) values following the description in Sections 5.2.3
and 5.2.4. The uncertainty in these metrics is quantified by absolute differences
|∆| =
∣∣∣x˚ − xre f ∣∣∣, where x˚ are the metrics derived from the temporally-disjunct
synthetically-scanned points and xre f the wake metrics from the temporal mean
or the instantaneous scans. For width, height and the vd statistics, these differ-
ences are normalized relative to the scanned value x˚. For the wake center, they
are not normalized and are instead given as a vector sum of the differences in
both the horizontal and vertical directions in units of D. For wake orientation,
absolute differences are given in units of degrees.
An illustrative example of the uncertainty in wake characterization is de-
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scribed here for the case shown in Fig. 5.7. In this example, the lowest SGC is
∼47% at a downwind distance of 3 D and the highest ∼74% at 7 D. The lowest
SGD is ∼9% at 8 D and the highest ∼55% at 3 D. This pattern is typical for a
LiDAR operated at the turbine base since a very high elevation angle would be
needed to capture the near wake across the entire rotor. The mean wake center
location for this 3D scan is well characterized by the U˚L values, with the small-
est |∆| (i.e., difference between the location identified using the 12-min mean
LES output and that conditionally sampled to mimic the LiDAR) being ∼0.05
D at 8 D. The maximum wake center |∆| is ∼0.2 D in the near wake (at 3 D)
where the SGC is low and a large area of the wake is not covered. As illustrated
in Fig. 5.7, these errors are within the differences between the instantaneous
and mean wake center. The wake width was also reasonably estimated for the
slices with higher coverage and density, with |∆| below ∼12% except at 7 and 8
D, where the wake area estimated from the LES synthetic scans greatly exceeds
that from the full LES output. Because the scanning geometry is less restricted in
azimuth than in elevation angles, the limitations in coverage are reflected in the
vertical distribution of points and affect the estimates of wake height for which
the errors ranged between 7% and 52% for the example in Fig. 5.7. Because of
the approximate symmetry of the 12-min mean wake about its center, SGD is
more important than SGC when attempting to estimate the statistics of the vd
distribution. The differences for mean vd increased with downstream distance,
but no clear conclusion can be drawn from the standard deviation of the vd. The
linearly-interpolated slices also gave a good estimate of the wake orientation for
this case, with |∆| lower than 5◦ except at 3 D, where the wake area itself is not
well approximated.
Analyzing a single case provides intuition into the magnitudes of differences
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in each of the wake metrics considered. However, to obtain an overall under-
standing of the uncertainties, it is useful to consider the ensemble mean of the
error values in the synthetic scans, which are shown in Fig. 5.8 relative to the
mean and instantaneous fields using the two methods of estimating the free
stream profile as described in Section 5.2.3. First, consider the difference be-
tween the metrics obtained from the temporally-disjunct points and from the
mean fields (Fig. 5.8, black markers). For wake center, orientation and height,
the largest errors are seen at 3 D where the area of interest (centered at the hub)
is only partially covered by the scanning geometry. As for the example above,
the wake center and orientation errors are small for the other downstream dis-
tances. This is similar to findings from previous work that evaluated the er-
rors resulting from assumptions made while processing wake measurements
from profiling LiDARs [39]. The wake height is poorly estimated all through-
out, likely due to shortcomings in the definition of wake height and the method
used to estimate it, which is very sensitive to differences in the wake orienta-
tion. As expected, errors in the vd mean and standard deviation are inversely
proportional to the density of retrieved points, and therefore, the lowest error
values are seen from 3–6 D. It is also evident from Fig. 5.8 that in some cases,
the results are very sensitive to the method used to estimate the free stream,
emphasizing the importance of including periodic free stream measurements in
the scanning geometry when seeking to characterize wakes in field experiments.
Finally, Fig. 5.8 also shows that the synthetic scan wake metrics are closer to the
mean than to the instantaneous estimates, which was also seen for the pointwise
analysis performed in Section 5.3.1.
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Figure 5.7: Velocity deficit for a synthetic 3D scan (shaded dots) and linear in-
terpolation onto a regular grid (shaded contours) in the vertical (z) and cross-
stream (x) directions at discrete distances downstream of the turbine from 3
D–8 D. Wake center from 12-min mean fields (+), from instantaneous fields at
the first second of the scan (4) and from synthetic scan points (◦). Free stream
is estimated from downstream data. The wind direction offset for this scan is
∆β ∼ 7◦. Percent values given in each frame are SGC (top) and SGD (bottom) in
(%).
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Figure 5.8: Absolute differences |∆| in wake metrics for the LES synthetic scans
(derived using the disjunct sampling equivalent to field measurements) relative
to the metrics derived using the 12-min mean LES dataset (black) and the in-
stantaneous fields from LES at the first second of the scan (gray). The different
symbols refer to the free stream profile U∞(z) used to derive vd and characterize
the virtual scan wakes as described in the text. Variables and units of absolute
difference are given for each subplot. For all subplots, the horizontal axis is the
distance downstream of the turbine.
5.3.3 Field Wakes’ Characterization
After testing the metrics on synthetic scans, they can be used to identify and
characterize wind turbine wakes in field measurements. An example of xz-
planes from measurements is given in Fig. 5.9, where ∆β is the same as in the
LES wakes of Fig. 5.7. Note that despite representing the same scan, there is a
small discrepancy in the coverage and density indices between the field wakes
and the synthetic wakes, which arises from the limited extent in the LES data
planes. It is evident and expected that the field measurements exhibit a higher
level of complexity than the LES. Some of the reasons include: the effect of
roughness, terrain and obstacles; the small-scale turbulent structures that re-
sult from the interaction of the flow with the rotor and tower; the intricacies of
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ambient atmospheric conditions where a complex interplay of stability and sur-
face characteristics act to modify the flow; random errors from the instrument
and wind speed retrieval algorithms; and assumptions inherent in the method
and described in Section 5.2.
1
0
1
z-
z H
 [
D]
3 D
51%
42% 4 D
66%
25% 5 D
79%
16%
1 0 1
x-xH [D]
1
0
1
z-
z H
 [
D]
6 D
69%
13%
1 0 1
x-xH [D]
7 D
79%
9%
1 0 1
x-xH [D]
8 D
66%
8%
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
vd
Figure 5.9: Velocity deficit for a 3D scan from field measurements (shaded dots)
and linear interpolation onto a regular grid (shaded contours) in the vertical (z)
and cross-stream (x) directions at discrete distances downstream of the turbine
from 3 D–8 D. Wake shape (black dots) and center (circle). Wind direction offset
for this scan is ∆β ∼ 7◦. Percent values given in each frame are SGC (top) and
SGD (bottom) in (%).
Keeping in mind the uncertainty levels estimated in Section 5.3.2 and the
added complexity of the field measurements, the temporal means of wake met-
rics considering 59 3D scans in the 22-h period considered are given in Table 5.2.
As previously determined (Section 5.3.2), it is possible to use these data to get
robust estimates of the wake area and center for distances where there is reason-
able wake coverage and density. For the current scanning geometry, this trans-
lates to downstream distances between 4 and 7 D. These methods can therefore
be used to estimate the mean wake trajectory driven by changes in wind direc-
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tion that happen over the LiDAR sampling time. Estimates of the wake center
movement are shown in Fig. 5.10 for the period when enough measurements
are available for this range of distances. Here, the mean wake trajectory refers
to motion of the wake center in the time scale of the scanning duration (∼12 min
here) and is analogous to large-scale wake meandering. With the exception of a
few cases, the estimates are stable across all downstream distances. The vertical
trajectory is mostly positive and <0.5 D, indicating a wake centered above the
turbine hub, consistent with streamline analysis of flow over the escarpment
[34, 147] and with the upward wake deflection often resulting from tilt-up of
the rotor shaft found in previous studies [146, 125]. Its magnitude tends to in-
crease with downstream distance from the turbine. Conversely, the magnitudes
of the wake center motion in the horizontal direction are similar throughout the
distances considered (but not over time) and reach magnitudes of up to ∼0.8
D. The values are predominantly negative indicating a wake center that is on
average to the left of the hub when looking downstream along the streamwise
(y) coordinate. This consistent wake deflection could be a systematic bias in the
method resulting from neglecting veer across the rotor, which in some condi-
tions (especially under stable stratification [148]) has been shown to be an im-
portant parameter resulting in wake steering and wake skew. The outliers in
Fig. 5.10 do not represent a particularly large value of ∆β nor very low coverage
and density. It is therefore likely related to the assumptions made to retrieve
the horizontal wind speeds, which must be considered carefully in less stable
situations where the vertical velocity component cannot be neglected.
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Table 5.2: Mean wake characteristics obtained from the field measurements and
including 59 3D scans. The wake center is given as a vector in the cross-stream
(xˆ) and vertical directions (zˆ) for a coordinate system centered at the turbine hub.
Unit 3 D 4 D 5 D 6 D 7 D 8 D
center Dxˆ, Dzˆ 0.13, 0.08 0.18, 0.12 0.16, 0.16 0.15, 0.20 0.10, 0.25 0.08, 0.18
orientation ◦ 15 4 15 16 25 6
height D 0.8 1.0 1.0 1.0 1.0 0.9
width D 1.5 1.4 1.3 1.5 1.4 1.6
vd mean - 0.22 0.19 0.15 0.13 0.12 0.11
vd SD - 0.11 0.10 0.08 0.07 0.06 0.06
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Figure 5.10: Time series of wake center position in the vertical (top) and hor-
izontal (bottom) directions as estimated from the field measurements, for the
intermediate downstream distances between 4 and 7 D. The dashed line marks
the hub position (xH,zH) = (0,0).
As seen with the LES data, the wake width and height are more difficult
to estimate, and the values obtained from field measurements do not indicate
clear wake expansion with downstream distance (Table 5.2), possibly due to
small expansion under stable stratification. Robust estimates of length scales
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and wake orientation rely on both the coverage and density of points in the
sampled transects, which is difficult to obtain for several downstream distances
with a single ground-based LiDAR. If these metrics are of primary interest,
these considerations must be taken into account when designing the scanning
geometry for an experiment. The estimates of vd statistics clearly show wake
recovery away from the turbine. The mean values are given in Fig. 5.11 and
follow the similarity prediction at infinite Reynolds numbers where vd ∝ y−2/3
[149] despite the large variation in the 22-h period considered (as quantified
by the standard deviation and shown in Fig. 5.11). The theoretical curve pref-
actor in Fig. 5.11 was obtained by fitting the expected power law to the data
and is slightly lower than the value estimated in [146] when considering several
previously-published studies of wake recovery. This difference is likely due to
the short period considered, where atmospheric conditions are predominantly
stable [34]. The standard deviation values, which represent the spatial variation
of the vd in the xz-planes also match the expected results and decrease as the
wake recovers (Table 5.2).
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Figure 5.11: Temporal mean (markers) and standard deviation (whiskers) of
the spatially-averaged velocity deficit (vd) estimated from field measurements.
Considering 59 3D scans in the 22-h period. Similarity prediction given by the
solid black line.
5.4 Conclusions
The objectives of this work are multi-fold: first, to estimate the difference be-
tween spatially- and temporally-disjunct wind speed measurements sampled
by a ground-based pulsed LiDAR, an instantaneous snapshot of the flow and
the temporal means over the time it takes to complete the 3D scan; second, to
quantify how these differences affect wake characterization; finally, to apply
wake characterization metrics [35] to LiDAR measurements. To our knowledge,
this is the first work to provide a quantitative estimate of the uncertainty arising
from these temporal limitations inherent in LiDAR measurements when large
atmospheric volumes are probed. A simulated scanning LiDAR within an LES
is used as the basis for this analysis, and we additionally provide a detailed
methodology to derive cross-stream planes of wind turbine wakes at several
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distances downstream from a stack of sector scans.
All of the analyses are based on transverse-vertical planes of horizontal wind
at discrete distances downstream of a turbine and under single-wake condi-
tions. Based on LES output, we determine that wind speeds sampled with
the synthetic LiDAR are within ∼10% of the actual mean values and that the
disjunct nature of the scan does not compromise the spatial variation of wind
speed within the planes. The sampled points deviate more from the instanta-
neous values closer to the turbine, with rms differences ∼13% when averaged
over 80 sector scan stacks. Based on the LES synthetic scans, we show the scan-
ning geometry coverage is very important to characterization of the wake cen-
ter, orientation and length scales. Because of the radial symmetry in the mean
vd field, ample coverage of points is not required to obtain good estimates of the
vd mean and standard deviation for which scanning geometry density is more
important.
When the wake characterization metrics are applied to 59 3D scans obtained
with a pulsed scanning LiDAR during a field experiment, the methods produce
a consistent estimate of the wake center starting at 4 D, and the estimates for
vertical and horizontal wake trajectory are robust between 4 and 7 D. Due to
the scanning geometry limitations for this experiment, the wake length scales
(i.e., width and height) are not well diagnosed and do not show a clear expan-
sion with downstream distance. The characterization metrics can be applied to
estimate the mean and standard deviation of the vd and, therefore, to quantify
wake recovery. The consideration of the proposed indices to quantify scanning
geometry density and coverage is recommended when planning a measurement
campaign with a scanning LiDAR with the objective of characterizing wind tur-
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bine wakes. Limiting the number of range gates and ensuring a good coverage
of points in the vertical and horizontal directions is important to estimate wake
length scales. Alternatively, higher density retrievals are necessary to estimate
vd statistics. When focusing on the wake center, a compromise between cov-
erage and density can be reached, and measurements can be made at a higher
temporal frequency with a lower number of retrieved points. Finally, we recom-
mend including periodic free stream measurements in the scanning geometry in
order to minimize the uncertainty in vd quantification.
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CHAPTER 6
ANALYSIS OF DIFFERENT GRAY ZONE TREATMENTS IN WRF-LES
REAL CASE SIMULATIONS
6.1 Introduction
Recent advances in computational resources and atmospheric models have
been driving the wind energy research community away from the Reynolds-
Averaged Navier Stokes (RANS) approach, which does not permit a study of
turbulence at the high Reynolds numbers that characterize flow within wind
farms. Instead, research is increasingly based on Large-Eddy Simulations (LES)
in which the horizontal grid size (∆xy) is reduced to a point where Navier Stokes
can be assumed to resolve all of the turbulence scales relevant to the problem at
hand [102].
Due to their relatively high computational cost compared to RANS-based
codes, LES have traditionally been used to examine ideal cases where a large
number of assumptions simplify the problem sufficiently for computational
tractability and physical understanding (e.g., [150, 44]). Thus far, real case (i.e.,
non-idealized) LES focusing on atmospheric phenomena at scales O
(
102 − 101
)
m have typically employed models that run un-coupled from the larger (meso
and macro) scales (e.g., [151]) and for a time period on the order of hours (e.g.,
[152]) to days (e.g., [153]).
Recently, advances in computational resources have started to allow for cou-
pling between meso and micro scale (i.e., LES-scale) models, and therefore for
LES of the atmosphere under real-world scenarios. As a consequence, two
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important questions have emerged. Firstly, how best to prescribe initial and
boundary conditions to the LES and whether to allow feedback between the
scales. Secondly, how best to treat the transition from meso to micro scales
within numerical models [45]. The concept of “gray zone” (GZ) resolutions (i.e.,
O(102 − 103) m) or “terra incognita” was coined to describe the spatial scales at
which NS is able to resolve a significant fraction of the kinetic energy in the
atmospheric boundary layer (ABL), while still needing to model the remaining
part with physical parameterizations [54], which are mathematical formulations
derived from empirical data or from simplifications in theoretical concepts and
included in global and mesoscale numerical models to account for SGS pro-
cesses [56]. In other words, the GZ lies in between two extremes: the fully
parameterized meso scale and the non-parameterized micro scale.
A lot of the recent work in meso-micro scale coupling has focused on the
Weather Research and Forecasting (WRF) model [154], which is a widely used
framework for idealized and real case mesoscale atmospheric simulations that
can be run in LES mode by scaling ∆xy down to the micro scale (i.e., O(102 − 101)
m) and switching off several parameterizations. For example, [155] and [156]
used ideal WRF-LES as benchmarks and developed scale-aware capabilities
within existing ABL parameterizations (ABLP) to regulate their role at GZ res-
olutions. So far, these and other ABLPs expanded to accommodate GZ resolu-
tions are limited to convective boundary layers (CBLs) and have mostly been
verified against reference idealized LES (e.g., [157, 156, 158, 159]).
Very little work has been done to understand the behavior of ABLPs at GZ
resolutions under real case LES. [160] applied aircraft observations to evaluate
simulations of stratocumulus formation under the proposed scale-aware modi-
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fications to the Met Office Unified Model, while nesting domains from 4 km to
100 m and considering a period of 2 days. They found that the performance of
the scale-aware ABLP at the gray zone matched the performance of the well-
established one-dimensional large-scale ABLP used for coarser grids, and that
of the three-dimensional small-scale parameterization typically used for micro
scale grid sizes. Another study by [155] proposed a scale-aware ABLP in WRF
and verified it for real cases considering 24 hours of data focusing on the de-
velopment of a convective roll at ∆xy = 333 m. They found that the newly
proposed scheme enhanced the simulation of vertical motions under convec-
tive conditions but highlighted the need for further improvements which will
cover a wider range of simulation scenarios. A more comprehensive study was
performed by [150], where the effect of modifications to the GALES model was
assessed by comparing one year of simulation data at ∆xy = 100 m to observa-
tions from a single meteorological mast. They found that the best agreement
of simulations with observations occurred for ABL parameters that are explic-
itly resolved (i.e., instead of parameterized) thus further highlighting the need
for long-term real case LES and for further research in meso-micro scale model
coupling.
The research presented herein adds to this limited body of work by evalu-
ating different approaches for treating GZ resolutions in full-physics LES of the
atmosphere that are coupled to the mesoscale. While focusing on flow param-
eters of relevance to wind engineering, we quantify differences between three
simulations in which the GZ is treated differently by being run with a well-
established ABLP, its scale-aware version, and no ABLP at all (Section 6.4) and
compare the simulation output to observational data collected during the Prince
Edward Island Wind Energy Experiment [34] (Section 6.5). This specific loca-
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tion was selected for our analysis because the terrain complexity and roughness
changes warrant the use of LES. Moreover, the analysis considers a 15-day pe-
riod which enables an assessment of the simulations performance under a wide
range of atmospheric conditions.
6.2 Boundary Layer Treatment at the Gray Zone
Parameterized phenomena in mesoscale atmospheric models (such as WRF,
when it is not run in LES mode) include radiative transfer, convection, and
ABL physics. In ABLPs, a distinction is made between local vertical trans-
port between adjacent grid levels and non-local vertical transport via strong
updrafts that span the ABL depth [161]. Non-local ABL schemes such as the
well-established YSU [162] include a non-local term in addition to the local
transport. The SH scheme [155] is an expansion of YSU in which the amount
of SGS vertical transport that needs to be parameterized is regulated based on
∆xy and on the strength of the non-local transport itself.
All simulations presented herein use the YSU ABLP for domains with a grid
resolution coarser than the GZ resolution, and are run in LES mode for the in-
nermost domain in which is the grid resolution is finer than at the GZ. Here-
inafter, the three simulations are referred to as YSU, SH, and LES (Table 6.1)
based on how they handle the ABL physics at the GZ. In the LES simulation,
the ABLP is switched off in the GZ domain and the SGS energy is modeled with
a local closure in which a 1.5-order prognostic equation for turbulent kinetic en-
ergy (TKE) is used. This approach is recommended when the energy-containing
eddies are significantly larger than the grid resolution [155] which is not neces-
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sarily the case at the GZ. Therefore the GZ treatment in our LES simulation
is physically-based, and can only be justified by the existence of a nested do-
main appropriately run in LES mode. The WRF source code was modified to
enable meso-micro scale coupling based on the potential temperature pertur-
bation method of [163, 164]. Previous work has shown that this modification
results in an improvement to simulations of wind speed and turbulence inten-
sity under different meteorological regimes and terrain complexities [165, 166].
Table 6.1: Treatment of atmospheric boundary layer physics at each simulation
domain for the three simulations conducted in the experiment.
Atmospheric Boundary Layer Parameterization (ABLP)
Simulation Mesoscale Domains Gray Zone Domain Microscale Domain
Name ∆xy = 9 km, 3 km, 1 km ∆xy = ∆GZ = 333 m ∆xy = ∆µ = 111 m
YSU YSU YSU None
SH YSU SH None
LES YSU None None
Because the differences between YSU and SH pertain to the strength of the
vertical transport, we expect differences in vertical flow velocities and in verti-
cal fluxes of heat and momentum between these two simulations. In idealized
simulations, the system complexity is lower and significant differences between
YSU and SH are only expected during convective conditions (i.e. strong non-
local transport) while under neutral and stable stratification, SH should default
to its underlying YSU structure. On the other hand, the higher level of complex-
ity in a real case simulation precludes the predetermination of the exact effects
that SH will have on the results. This complexity further highlights the demand
for the present study in which these differences are investigated. Prior to the
analysis, the only claim that can be made for the real case simulations conducted
is that a distinction between YSU and SH is only expected during isolated peri-
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ods throughout the simulation, when the effect of SH is modulated.
6.3 Data and Methods
6.3.1 Study Domain and Measurements
The simulations were conducted for a domain centered on the North Cape of
Prince Edward Island for the period of the Prince Edward Island Wind Energy
Experiment field campaign [34] at the Wind Energy Institute of Canada (May
2015). The narrow and flat island spans ∼ 2 km across the measurement site
(Fig. 6.1). To the west, a 10-14 m escarpment marks the transition from ocean
to continent. An 80 m meteorological mast compliant with the International
Electrotechnical Commission standards and equipped with 3D Gill Windmaster
Pro sonic anemometers collected 10 Hz wind and temperature measurements
at the heights (z) 20, 40, and 60 m above ground. The mast location is ∼ 900 m
(∼ 400 m) from the coast in the North (West) direction.
The data from each sonic anemometer were subject to despiking, detrending
and coordinate rotation when calculating variances and covariances. Data were
further conditionally sampled to exclude wind directions associated with wind
turbine wakes (unless otherwise noted in the analysis) and then used to com-
pute streamwise, transverse, and vertical wind speeds, vertical fluxes of heat
and momentum, and the Obukhov length. Conditions during the experimen-
tal period were dominated by onshore flow over the escarpment (SW-NW flow
was observed 75% of hours) and the Obukhov length as computed from the
sonic anemometers indicated unstable conditions on ∼ 10% of hours, and stable
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Figure 6.1: Measurement site terrain elevation and satellite imagery from Envi-
ronmental Systems Research Institute (a). Simulation domains from ∆xy = 9 km
to ∆xy = 111 m (b).
conditions on ∼ 25 − 30% of hours [34].
6.3.2 Simulations
We performed three simulations using the Advanced Research WRF (ARW) core
version 3.7.1 that differ only in their treatment of the GZ domain as described
in Section 6.2. A total of five domains (with 70 x 70 grid points) were config-
ured, centered at the meteorological mast location following a set of telescopic
nests from 9 km to 111 m (Fig. 6.1b). Feedback between the scales is disabled so
that the GZ fields can be analyzed without any influence from the turbulence
that develops at the innermost domain which is run in LES mode across all
simulations. Fifty vertical levels are distributed every ∼ 10 m in the ABL, and
stretched in the free atmosphere. Initial and boundary conditions for all do-
mains are taken from the Climate Forecast System Reanalysis [167] at a spatial
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resolution of ∼ 38 km. Topography for the highest resolution domain is taken
from the Shuttle Radar Topography Mission [168] at a 90 m spatial resolution,
and land use from the GlobCover [169] at a ∼300 m spatial resolution.
Analyses of model output focus on flow parameters in the ABL surface layer.
The model was run for a 15-day period and time series were saved exclusively
for the grid point closest to the meteorological mast location (Fig. 6.1a) for seven
heights above ground between ∼ 8 m and ∼ 182 m. The model saves historic
output with a temporal frequency of 4 Hz, which are immediately used to com-
pute 10-minute averages diagnostics and subsequently deleted to release com-
putational memory and minimize storage requirements.
6.3.3 Variables and notation
All analyses are performed for a fixed location (i.e., the meteorological mast)
and consider vertical profiles of 10-minute mean quantities. Perturbations of
a variable x are calculated by subtracting the 10-minute mean x from the 4 Hz
instantaneous values xi as the simulation output is produced, x′ = xi − x. When
the 10-minute mean values are averaged over a longer time period (e.g., the 15
days of simulation) angled brackets are used, 〈x〉. We focus on flow variables of
relevance to wind energy such as horizontal wind speed U, vertical wind speed
w, wind direction β, vertical wind shear ∆U/∆z, and turbulence intensity I =
σU/U where σU is the standard deviation of the horizontal wind speed U over a
10-minute period. I is only calculated for time stamps in which U ≥ 3 m s−1, to
avoid exceedingly large values at wind speeds below a typical wind turbine cut-
in. Additional turbulence characterization diagnostics are computed, such as
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kinematic heat flux w′θ′ where θ is potential temperature, and turbulent kinetic
energy TKE = TKE∆ + TKESGS . TKE∆ represents the amount of TKE that is
resolved by the model at a grid resolution ∆xy including the ABLP budget, and
TKESGS is the amount that is produced by the turbulence closure model when
no ABLP is used and the simulation is run in LES mode. The SGS partition is
output by the model directly, and the resolved partition is calculated as TKE∆ =
1
2
(
u′2 + v′2 + w′2
)
.
Differences arising from the model configurations used are discussed in
Section 6.4 without reference to the measurements. Differences (δ) across the
three simulations for a given variable x are denoted as δx = xSIM − xYSU where
SIM is either SH or LES, and the reference simulation is YSU. Absolute dif-
ferences are given as |δx|. When dimensionless values are preferred, δx is nor-
malized by |xYSU|. Model performance relative to observations is quantified by
εx = xSIM − xOBS for a variable x and simulation SIM and is calculated for 10-
minute mean values while linearly interpolating the model output to the mea-
surement heights of 20, 40, and 60 m. Absolute errors are symbolized by |εx| and
temporal means 〈εx〉.
6.3.4 Spectral Analysis
We assess the ability of our simulations to correctly reproduce the spectrum of
atmospheric variability using spectral methods that relate the energy content of
the flow to the frequency ( f ) or wave number (κ) of the eddies [170]. As de-
scribed in Section 6.3.3, the analysis of turbulence in terms of I and TKE consid-
ers 10-minute mean values computed from 4 Hz time series immediately after
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running the simulations and before purging the large intermediate output files.
The spectral analysis is instead based on the final output files and is performed
for the time series of 10-minute mean horizontal wind speeds at a given height,
for the fixed location being considered (i.e., the meteorological mast at the ex-
periment site). To facilitate comparisons, the spectra are computed according to
[171] for each day of observational data that is 100% complete and then aver-
aged over all considered days.
6.4 Comparison of Model Simulations
6.4.1 Vertical and Horizontal Flow Components
Consistent with expectations (as discussed in Section 6.2), differences in the 10-
minute mean vertical velocity δw exist intermittently between SH and YSU and
have maximum magnitude of ∼ 2 cm s−1 at the GZ scale (Fig. 6.2). Despite feed-
back being disabled between the domains, these differences still propagate to
the innermost nest where δw is lower in magnitude but still non-zero at isolated
periods in the time series. Vertical velocity differences between YSU and LES
are larger and more consistent than between YSU and SH, and have a maxi-
mum magnitude of ∼ 7 cm s−1 at the GZ scale. Because the differences between
SH and YSU are intermittent, they are close to zero when averaged over time
(Fig. 6.3). Conversely, there is a consistent difference between YSU and LES
throughout the surface layer. LES produces larger wind speeds than YSU closer
to the surface, and lower wind speeds above the nominal hub height of 80 m.
137
Figure 6.2: Differences between SH (red) and LES (gray) simulations of 10-
minute mean vertical velocities δw [cm s−1] relative to YSU. Values are for z = 8
m at GZ domain (top) and microscale domain (bottom). For readability, each
two consecutive values are averaged and 20-minute means are given.
Figure 6.3: Temporal mean (± standard deviation) of differences between SH
and YSU (red), and between LES and YSU (gray) simulations for vertical veloc-
ities w [cm s−1] (left), horizontal wind speed U [m s−1] (middle), and horizontal
wind direction β [deg] (right) for the GZ domain.
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6.4.2 Shear and Turbulence
The probability density function of 10-minute values of vertical wind shear
(∆U/∆z) across a nominal turbine rotor plane (extending from 30-110 m) also
differs between LES and the simulations in which the ABL is parameterized.
At the GZ and microscale resolutions YSU and SH are almost indistinguishable
(Fig. 6.4). However the difference between these simulations and LES is well
pronounced especially at the GZ domain where the shear derived from the LES
exhibits much smaller values (exclusively < 0.03 s−1) than is evident in SH and
YSU output.
Figure 6.4: Probability density function for vertical wind shear ∆U/∆z [s−1] be-
tween 28 and 111 m, considering the 15 days of simulation. Values shown for
gray zone (dotted) and microscale (solid) domains.
Some understanding of the turbulence produced by the model can be ob-
tained by considering TKE, which encodes information about vertical and hor-
izontal velocity fluctuations. For the TKE analysis we focus on z = 80 m, a
typical hub height for onshore wind turbines and the hub height of the turbine
operated by WEICAN at the measurement site. We investigate how much the
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treatment of the ABL physics at the GZ resolution affects the TKE budget within
the innermost domain. Although the three simulations are run in LES mode at
this scale, there are still clear differences between the LES simulation and the
other two (Fig. 6.5). The LES simulation presents lower explicit and SGS TKE
values (i.e., TKE∆ and TKESGS ) especially at lower wind speeds. Because lower
wind speeds are often associated with larger eddies, it is reasonable to expect
that the LES simulation would fail to reproduce some of that energy content.
These differences are expected: at the GZ resolution, the use of a traditional
parameterization is likely to lead to an over-production of turbulence since the
part of the energy that the parameterization is supposed to generate is already
naturally resolved at that scale. On the other hand, the gray zone resolution
is still not fine enough to resolve in LES mode all scales of the energy that is
relevant to wind plant aerodynamics.
Figure 6.5: Resolved (top) and SGS (bottom) median TKE (markers) [m2 s−2] as
a function of wind speed [m s−1] discretized at 1 m s−1 in the microscale domain.
Solid lines give 25th and 75th percentile values.
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6.4.3 Energy Spectra
The results presented in this section are based on the spectral analysis meth-
ods described in Section 6.3.4. The spectral energy content for each simulation
considering the entire 15-day time series is shown in Fig. 6.6. As expected, the
energy at high frequencies decays quickly in the GZ domain for all simulations.
At the innermost domain significantly more energy is seen at the spectral tails.
It is also expected that in general, YSU and SH will produce more energy than
LES because of the ABLP which is activated in the former two to produce energy
at scales lower than the grid resolution. This is verified in Fig. 6.6, where the en-
ergy content is lower for LES at both scales, especially at the high frequency end
of the spectra. The difference in energy content between LES and the other two
simulations decreases at the innermost domain, where all simulations are run
in LES mode. Despite this approaching of the results, the LES simulation still
presents slightly lower energy than the other two simulations confirming that
the GZ treatment significantly impacts the variance at the innermost domain
even if feedback between the scales is disabled.
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Figure 6.6: Energy spectra of the 15-day time series of 10-minute mean horizon-
tal wind speeds at z = 80 m for the three simulations at the GZ and microscale
domains. Black lines represent a decay ∝ f −5/3 and ∝ f −3 .
6.5 Measurement comparisons
Thus far the simulations have been cross-compared without reference to the
measurements, to illustrate the sensitivity of flow parameters to different GZ
treatments in each simulation. In this section, we evaluate the output from
the microscale domain relative to the observational data set described in Sec-
tion 6.3.1.
6.5.1 Horizontal Wind Speed
Fig. 6.7 shows the distribution and magnitude of horizontal wind speed errors
as a function of different atmospheric conditions in terms of wind speed, direc-
tion, and turbulence intensity. An obvious and important result from this analy-
sis is that the YSU and SH error distribution is almost indistinguishable regard-
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less of the atmospheric conditions considered, indicating that the differences
between these two simulations discussed in Section 6.4 are lower in magnitude
than the model error. The data distribution histogram shows that most of the
observed wind speeds are between 2 and 14 m s−1, and the averaged 〈εU〉 values
show a general decrease with increasing wind speed. Although time stamps
in which the meteorological mast was subjected to a wind turbine wake were
filtered out, the model still largely over-estimated the wind speeds. There is no
clear distinction between regimes in which different simulations performed bet-
ter. For some bins, the median errors across simulations were the same while for
others a distinction can be made between LES and the other two simulations.
Figure 6.7: Time series of wind speed errors [m s−1] at z = 60 m averaged over
different measured atmospheric conditions at the same height: wind speed
(left), wind direction (middle), and turbulence intensity (right). Circles repre-
sent the median error, and whiskers give 25th and 75th percentile values for each
bin. Bars indicate how much of the total data considered fall into each bin.
Dashed line marks zero error. Note the different vertical scales.
There is a systematic pattern of wind speed error distribution as a function of
wind direction, across the three simulations. During the few cases of winds from
the Northeastern to the Southeastern sectors (β < 165◦) the model mostly under-
estimated the wind speed magnitude. Conversely, an over-estimation is seen for
Westerly and Southwesterly winds (165◦ ≤ β < 315◦), which make up the major-
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ity of the data set. In terms of differences between simulations, let us consider
only the sectors with higher measurement density (β > 135◦). We can see that
LES performed slightly better for Southerly winds and the other two simula-
tions for Westerly winds. This result may be related to the offshore footprint
at lower measurement heights (e.g., z = 20 m) at this site as discussed in [34].
This would result in the development of an internal boundary layer brought on
by changes in roughness and topography, and in enhanced turbulence levels as
also pointed out in [34]. Both these consequences of offshore (Westerly) flow
would lead to a reduced length scale in the flow structure, which would likely
fail to be reproduced in a simulation where the ABL is not parameterized. This
explains the higher error values for LES (when compared to YSU and SH) for
Westerly flow.
In terms of turbulence intensity, a clear pattern can also be seen. Overall,
the median wind speed error increases with turbulence intensity. Regarding the
differences across simulations, the model errors are larger for LES at the low
I bins (I < 0.15) and lower for LES at the high I bins (0.15 ≤ I < 0.25). Note
that the majority of the data lie within the first two I bins, leading to a temporal
average of 〈εU〉 that is slightly higher for LES than for YSU and SH.
6.5.2 Shear and Turbulence
Fig. 6.8 shows the distribution of shear across the measurement layer (z = 20
m to 60 m) during the entire period for which measurements are available.The
model using LES, SH, and YSU uniformly underestimates the shear, the abrupt-
ness of which will be underestimated in simulations conducted at the microscale
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(∆xy = 111 m). As shown in [34] the precise description of this terrain feature had
a profound impact on the flow response in the Ellipsys CFD model. The sim-
ulations SH and YSU exhibit similar probability distributions of vertical wind
shear and both exhibit closer accord to the observed values than the LES out-
put. This is due to the higher shear produced by these simulations at the GZ,
as discussed in Section 6.4.2. This result indicates that the energy produced by
the ABLP at the GZ is important to the simulation of vertical variations of wind
speed in the surface layer, and that running a simulation in LES mode at the
GZ could compromise the model results in the presence of high shear (e.g., un-
der stable atmospheric conditions such as prevailed during the Prince Edward
Island Wind Energy Experiment).
Figure 6.8: Histogram for vertical wind shear ∆U/∆z [s−1] between 20 and 60 m,
for all 10-minute periods for which coincident model output and observations
are available.
As shown in Fig. 6.9 all simulations reproduced the approximate value of to-
tal TKE at low wind speeds, but fail to simulate the increase of TKE with wind
speed magnitude present in the observations. The wide range of TKE values
measured at z ≥ 40 m was underestimated by all simulations. The difference be-
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tween simulations is much smaller than the difference between the simulations
and measurements, but overall the YSU and SH simulations produced binwise
median values that are closer to the measurements than those produced by LES.
Figure 6.9: Median (markers) TKE [m2 s−2] as a function of wind speed (dis-
cretized in 2 m s−1 bins) for observations and simulations at z = 20 m (left), 40 m
(middle), and 60 m (right). Vertical axes are identical. Solid lines and shading
in between give 25th and 75th percentile values. Data included are observations
(black), SH (red), LES (gray) and YSU (yellow).
Similarly to the horizontal wind speed profiles, different simulations per-
form best under different conditions in terms of kinematic heat flux. Regardless
of the GZ treatment, the model struggles to reproduce the mean diurnal cycle
of heat flux especially at z = 20 m (Fig. 6.10). The agreement improves above
this height, where the measured flux is lower in magnitude and the model pro-
duces higher estimates. The diurnal cycle that seems to appear in the model
data starting at z = 40 m captures the magnitude of negative and positive peaks
in the observations but these peaks are shifted by ∼ 6 hours from the observed
values. It is evident from the z = 60 m panel in Fig. 6.10 that there are discernible
differences between the YSU and SH simulations both for negative and positive
flux periods. Namely, in SH the magnitude of the mean flux is slightly lower
than in YSU. The differences between these two simulations and LES are once
again more pronounced, especially during the first half of the diurnal period at
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z = 40 and 60 m.
Figure 6.10: Mean diurnal cycle (local time is UTC-3 during experiment) of kine-
matic heat flux w′θ′ [m s−1 K]. The mean is computed from all 10-minute periods
which simulations and measurements are available.
The kinematic heat flux error values εw′θ′ calculated for each 10-minute pe-
riod from LES output is -0.5%, -5.7%, and 3.9% at z = 20, 40, and 60 m respec-
tively, compared to -4.2%, -7.3%, and -14.5% for SH, which presents mean errors
slightly larger than YSU. The difference in simulated w′θ′ between SH and YSU
can be very large at specific time steps but over the entire period it is ∼ −3.4%
at 60 m. Note that in [44] a constant surface heat flux is used to examine the sta-
bility dependence on grid-size. Here, we reveal that in a full-physics simulation
where surface forcings are unsteady, the scale-awareness of this ABLP can have
the effect of decreasing the heat flux simulated by the model under a variety of
atmospheric conditions.
6.5.3 Energy Spectra
Fig. 6.11 shows the spectral energy content in the 10-minute mean wind speeds
at z = 60 m, obtained individually for each day in which the measurement
data set was complete, and averaged across all of the complete days (a total
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of 7). Once again, the difference between YSU and SH can hardly be discerned.
The spectral interval characterized by the frequencies f ∈
(
6 × 10−5, 6 × 10−4
)
Hz
(time scales between ∼ 5 hours and ∼ 30 minutes, respectively) reveals a clear
and consistent underestimation of the energy content by all of the simulations,
at all three heights. This portion of the spectrum likely characterizes the terra
incognita described in Section 6.1. The analysis for this period and site suggest
that running the GZ domain in LES mode produces better results in terms of
variance of the streamwise velocity, especially at z = 60 m. All of the simula-
tions captured well the decaying slope of E ∝ f −5/3 that is predicted for these
frequencies.
Figure 6.11: Energy spectra of horizontal wind speeds at z = 20 m (left), 40 m
(middle) and 60 m (right) for observations (black), LES (gray), YSU (blue), and
SH (red). Spectra consider all 10-minute mean time stamps in which measure-
ments and simulations were available and an entire 24-hour period was com-
plete. Spectra are obtained separately for each day then averaged across days.
These data are not filtered for wind turbine wakes. Dashed black line represents
a decay ∝ f −5/3.
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6.6 Conclusions
Mesoscale-microscale coupling in atmospheric modeling is a very important
topic for wind engineering research. This coupling is necessary for obtaining
simulations of the ABL at higher resolutions and fidelity levels, which will in
turn improve the accuracy of analyses in a variety of research areas such as
resource assessment, wake characterization, and loads estimation. Coupling
more than one models, or several domains within a single model is a multi-
disciplinary task that faces numerical challenges, computational limitations,
and shortcomings in our understanding of relevant physical processes.
Due to the ongoing advances in computational power, meso-microscale cou-
pling for wind energy applications has recently become a topic of active re-
search. We are currently moving away from the need to choose between (i)
idealized simulations at high spatial and temporal resolutions or (ii) real case
simulations limited to the mesoscale. In this study, we conduct a multi-day
real case simulation of the atmosphere down to a spatial resolution of 111 m,
and consider different ways of treating the GZ scales which characterize the
transition from meso to micro. At this transition scale, a large portion of the
kinetic energy is supposed to be naturally produced by the momentum balance
equation in the model, while the remaining part still needs to be parameter-
ized. Recent work in this field has proposed modifications to existing ABLPs
producing scale-aware versions of the original. This scale awareness modulates
the effect of the ABLP on the model solution depending on the grid size and
the atmospheric conditions. We conducted three simulations that only differ in
their treatment of the ABL in the GZ domain. One of them uses the traditional
YSU parameterization, one uses its scale-aware version SH, and a final one uses
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no parameterization at all and runs the GZ domain in LES mode.
The analysis focuses on 10-minute mean vertical profiles of parameters of
relevance to wind engineering, such as horizontal wind speed and direction,
vertical wind shear, turbulence, and energy spectra. We first compare the differ-
ences across simulations at the GZ domain in order to quantify the effect of the
different GZ treatments on the simulated fields. Then we compare the simula-
tions to observations collected with ultrasonic anemometers during the Prince
Edward Island Wind Energy Experiment field campaign, and investigate which
simulation presents the smallest errors.
We find that differences between YSU and SH can be negligible when multi-
day temporal averages are considered, but that for shorter intervals these sim-
ulations can differ significantly not only at the GZ domain but also at the inner
nest, which uses data from the GZ domain as boundary conditions. At the GZ,
the LES simulation produces significantly lower shear than the other two sim-
ulations. Even though no feedback is allowed between the domains, the mean
TKE values at the microscale nest are significantly different between LES and
the other two simulations, with LES producing lower TKE estimates especially
at low wind speeds. We find that including a microscale domain within the
model chain leads to a recovery in the decaying tails of the spectral energy con-
tent at the GZ.
The comparison between simulations and observations focuses on the in-
nermost domain, and therefore quantifies the effect of different GZ treatments
on fields simulated by a finer resolution domain nested within the GZ. Most
globally-averaged errors are similar across simulations, but are found to vary
significantly for specific cases. In terms of U, LES performs better than YSU and
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SH for southerly winds. For westerly winds the footprint of the measurements
is likely offshore and the development of internal boundary layers is expected
to lead to a reduction in the turbulence length scales, and therefore to an under-
performance of LES relative to the other simulations. The majority of the ob-
servations reveal turbulence intensity < 0.15 during which YSU and SH present
slightly lower U errors.
All simulations fail to reproduce the increase in TKE with U, and the wide
range of TKE values within a wind speed bin for heights above 40 m. Very small
differences are seen across simulations for TKE as a function of U. Due to the
underestimation of shear in the LES simulation, YSU and SH perform slightly
better in terms of the shear distribution values but all simulations still under-
estimate the shear magnitude across the layer from 20 to 60 m. All simulations
fail to capture the diurnal cycle of turbulent heat flux, and largely underesti-
mate the flux magnitudes close to the ground revealing a shortcoming not in
the model or the ABLPs but rather in the boundary conditions prescribed. The
presence of a GZ between time scales of 5 hours to 30 minutes is clearly seen
in the model spectra, and the steamwise velocity variance for LES that matches
the observations slightly closer.
Overall, we found that for multi-day simulations the present question is
whether to run the GZ in LES mode or with a ABLP at all, and not whether
to consider scale-aware parameterizations which are still in early development
phases. For the period considered, very small differences were seen between
YSU and its scale-aware version, SH. For shorter simulations, the differences
between SH and YSU can be significant and the GZ treatment should be con-
sidered more carefully. With the current data set, we cannot yet determine
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whether SH could result in a substantial improvement of the simulated fields
under non-idealized simulations. We generally found that while running the
GZ in LES mode may not be a physically-sound approach, it still produces a
kinetic energy content and turbulent heat fluxes that more closely match the
observations. Conversely, the other two simulations performed slightly better
in terms of horizontal wind speed and vertical wind shear. Further work is
needed to generalize the development of scale-aware parameterizations so that
they may provide a solution for fully coupled, real case simulations of the ABL
with realistic predictions for both shear and turbulence.
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CHAPTER 7
EFFECT OF WIND TURBINE WAKES ON THE PERFORMANCE OF A
REAL CASE WRF-LES SIMULATION
7.1 Introduction
Atmospheric phenomena across a wide range of spatial and temporal scales
affect wind plant aerodynamics. Due to computational limitations, the major-
ity of wind turbine wake analyses so far have relied on semi-idealized simula-
tions where some physical processes are disregarded and a simplified version
of a complex system is then simulated. For example, the widely used Dynamic
Wake Meandering model (DWM, [48]) solves a steady-state approximation of
the Navier-Stokes equations and then superimposes to the solution a turbulence
field using stochastic methods and assuming a form for the energy spectrum
[120]. On the other hand, the National Renewable Energy Laboratory Simulator
for Wind Farm Applications (SOWFA, [112]) simulates unsteady velocity fields
at a high resolution, but its computational requirements preclude the simulta-
neous inclusion of some relevant atmospheric phenomena (e.g., cloud physics)
and limit the achievable simulation time to minutes instead of hours or days.
Ongoing advances in computational resources have only recently started to
allow real case (i.e., non-idealized) numerical simulations of the atmosphere to
be run at spatial resolutions on the order of a typical wind turbine (WT) rotor
diameter. As a result, it has become imperative to consider the effect that indi-
vidual WTs have on the flow and it has also become possible to use these high
resolution simulations for wake analyses. Research in this field may be con-
ducted using the Weather Research and Forecasting (WRF) model [154] which
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considers the full physics of the atmosphere and can be nested down to the
meso and micro scales, and even be run in Large-Eddy Simulation (LES) mode
by switching off parameterizations for grid resolutions ≤ O(102) m. Parameter-
izations are simplified mathematical descriptions of processes based on a set of
assumptions, and used to model quantities that are not resolved under a given
grid resolution. Unlike SOWFA, WRF does not include an explicit WT model
and the effect of WTs on the flow is instead added in the form of a drag param-
eterization. In other words, individual wind turbine wakes are not modeled.
The idea of a wind farm parameterization first appeared in the context of
global models to investigate the large-scale effect of wind farms on the Earth’s
climate [173]. Later, their impact on the regional climate was also considered
[174] and more recently, shorter-term simulations using WRF are also seeking
to include a description of wind farm effects [175, 176]. The wind farm param-
eterization currently distributed with WRF was developed for horizontal grid
sizes higher than five rotor diameters [177] and real case WRF-LES simulations
at a higher spatial resolution cannot benefit from it. Research is needed to inves-
tigate how the effect of WTs on the flow can be best modeled when performing
WRF-LES simulations.
As a first step in this direction, the current work seeks to determine how the
absence of such a parameterization affects the model performance. This is done
by quantifying the role of wakes in explaining the discrepancy between simu-
lated and observed flow conditions. The analysis consists in comparing WRF
simulated wind and turbulence with observations from a meteorological mast
and a northern wind turbine which are sometimes influenced by the presence
of a wind turbine to the south. Finally, we investigate whether the application
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of an analytical wake model as a post-processing tool applied to the simulation
output improves the degree of agreement between measured and simulated val-
ues. The use of this post-processing tool starts to allow for a quantification of
wake error sources versus other errors sources in the model such as the level of
accuracy and detail in the lower boundary conditions.
7.2 Data and Methods
7.2.1 Measurements
The measurements were collected at the Wind Energy Institute of Canada dur-
ing the Prince Edward Island Wind Energy Experiment (PEIWEE) [34]. A pe-
riod of 15 days is considered (May 11-25, 2015). Wind measurements used
herein were made at a frequency of 10 Hz with a 3-D Gill Windmaster Pro sonic
anemometer mounted to a meteorological mast (compliant with International
Electrotechnical Commission standards) at 60 m above ground. Additionally,
10-minute mean wind speed, nacelle position and power production data from
two 2-MW DeWind D9.2 turbines are used. The WT hub height is 80 m and the
rotor diameter (D) 93 m. The location of the turbines and the mast is shown in
Fig. 7.1.
7.2.2 Simulation
The simulation was performed by running the Advanced Research core of the
WRF model for a dynamical downscaling consisting of two well differentiated
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Figure 7.1: Instrument locations at the measurement site: wind turbines (circles
of diameter 93 m) and meteorological mast (star). Elevation contours [m] (a) and
satellite imagery from Environmental Systems Research Institute (b). Shaded
areas represent wake from SWT impacting MET (a) and NWT (b).
phases: meso scale and micro scale. Five domains were defined, centered at
the meteorological mast location (see Section 7.2.1) following a set of telescopic
nests from 9 km to 111 m under a two-way nesting approach. The domains
were configured to have 70 points in both directions and 50 vertical levels dis-
tributed every ∼10 m within the atmospheric boundary layer. The model source
code was modified to enable meso-micro scale coupling based on the potential
temperature perturbation method described in [163, 164]. Previous work has
shown that this modification results in an improvement to simulations of wind
speed and turbulence intensity under different meteorological regimes and ter-
rain complexities [165, 166]. Details of the implementation constitute propri-
etary information and cannot be disclosed. The innermost domain was run on
LES mode, switching off the physical parameterizations. The other domains
(including the terra incognita [54] domain at a 333 m grid resolution) were run
with the YSU [162] boundary layer scheme.
Initial and boundary conditions are taken from the Climate Forecast System
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Reanalysis [167] with a spatial resolution of ∼ 38 km. The static data for the high
resolution domains are taken from the Shuttle Radar Topography Mission (at a
90 m resolution) [168] for topography and from the GlobCover [169] for land
use. Other fields are taken from the default data sets provided by the model.
The model was run for a 15-day period and time series were saved at three
points: the northern wind turbine (NWT), the meteorological mast (MET), and
the southern wind turbine (SWT), whose locations are shown in Fig. 7.1. The
model saves historic output with a temporal frequency of 4 Hz. These values are
then used to compute 10-minute averages and standard deviation, considering
seven heights between ∼ 8 m and ∼ 182 m.
7.2.3 Wake Periods
To quantify the effect of WT wakes on model performance, the simulated val-
ues were compared to observations in the presence and absence of wakes. Here-
inafter these periods will be referred to as “waked” and “free”, respectively. The
only wake considered is that of SWT which is located ∼ 230 m (∼ 2.5 D) from
MET and ∼ 715 m (∼ 7.7 D) from NWT.
To determine the interval of nacelle positions γ in which the SWT wake im-
pacts the downstream locations considered, the wake width w at any down-
stream distance x is approximated as
w(x) = D + 2kx (7.1)
following [106] where D is the rotor diameter of the wake-generating turbine
and k the wake expansion coefficient taken here as 0.05 (i.e., 5% of wake expan-
sion). This value was chosen based on previous recommendations for offshore
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(a) Measured (b) Simulated
Figure 7.2: Wind roses at SWT during 15-day period considered (measurement
height z = 80 m) using 10-minute mean measurements of wind speed and na-
celle position in (a) and 10-minute mean simulated wind speed and direction at
the grid cell containing SWT in (b). Color shading distinguishes between hori-
zontal wind speed bins starting at 0 m s−1 in 5 m s−1 intervals. Radial axis gives
normalized frequencies [%]. Dashed lines represent sectors in which MET (a)
and NWT (b) are subjected to the SWT wake.
sites [178] because of the predominantly offshore footprint seen in the measure-
ments collected at the island [34].
The range of waked sectors is shown for both downstream sites in Fig. 7.1.
For MET (Fig. 7.1a) this interval is γSWT ∈ (140◦, 182◦) (where γSWT is the SWT
10-minute mean nacelle position) and represents ∼ 16% of the entire time series.
For NWT (Fig. 7.1b) it is γSWT ∈ (140◦, 169◦) representing ∼ 11% of the data. The
simulation reproduced well the frequency of occurrence and the magnitude of
wind speeds in these directional sectors, as can be seen in Fig. 7.2. Note that the
wake of NWT on the other locations is not considered because northwesterly
winds were less frequent during the experiment as shown in Fig. 7.2.
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7.2.4 Post-simulation wake correction
We propose and evaluate a post-simulation wake correction method which
seeks to drive the model results closer to the observations after the simulations
have been conducted, for sites where wind turbines are present. The method is
built on the Jensen wake formulation [106], widely used in industry and the ba-
sis of the well-known Park model [105]. Following this approach, the expected
velocity deficit (VD) at a point can be estimated as
VD(t) =
1 − √1 −CT (t)(
1 + kxR
)2 (7.2)
where CT [-] is the thrust coefficient of the WT generating the wake, k [-] the
wake expansion factor (also known as decay coefficient), x [m] the downstream
distance between the WT generating the wake and the location of interest, and
R [m] the WT rotor radius. We consider unsteady CT values calculated from the
SWT wind speed measurements and thrust curve. A constant expansion factor
is assumed as recommended for the first turbines in the row of a wind farm
[179]. From Eq. (7.2) and a free stream velocity U∞, a velocity corrected for the
wake can be estimated as U = U∞ (1 − VD).
7.2.5 Variables and Notation
All of the variables considered throughout the analysis are 10-minute means.
We focus on quantities of relevance to wind energy such as power P, horizon-
tal wind speed U, wind direction β, nacelle position γ, and turbulence intensity
I = σU/U (where σU is the standard deviation of U over a 10-minute period).
Wind direction measurements at the turbines were not provided. We assume
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negligible yaw misalignment at the two turbines so that nacelle position mea-
surements can be treated as wind direction measurements (i.e., β ∼ γ). The
predicted power for the simulations is obtained from the simulated 10-minute
mean wind speeds at hub height and the turbine power curve.
The analysis is predominantly based on calculated differences δ between the
simulated and measured variables such that δ = xsim − xobs, evaluated at each
10-minute mean time stamp for which observation were available. Absolute
differences |δ| are used to determine the overall magnitude of the model error,
and averages over a given time series are symbolized as δ so that a mean abso-
lute error is |δ|. The subscripts “w” and “f” (i.e., δw versus δ f ) differentiate be-
tween values in waked versus free directional sectors following the definition
given in Section 7.2.3. Note that only coinciding time stamps are included in
analyses that consider both observational and simulation data. To minimize the
uncertainty, model values are not interpolated to different heights to conduct
the analysis. Because there is a high density of values in the vertical (z) direc-
tion in the model, we simply consider the model level (zsim) that is closest to the
observation height (zobs). At MET (NWT) the measuring height is zobs = 60 m
(80 m) and the simulation height zsim ∼ 52 m (∼ 80 m).
7.3 Results
The results presented herein are divided into three sections. First, a general
evaluation of the model performance during waked conditions (Section 7.3.1).
Second, a comparison of model performance under waked versus free stream
conditions (Section 7.3.2). Finally, an assessment of the post-simulation wake
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correction technique is given (Section 7.3.3).
7.3.1 Model performance under “waked” conditions
When operational, WTs convert a portion of the mean kinetic energy into elec-
tricity. The momentum deficit downstream leads some of this mean energy to
cascade down the spectrum increasing the turbulent kinetic energy budget [180]
and the ambient turbulence intensity. It is therefore expected that a simulation
which fails to account for the effect of WTs on the flow will overestimate U and
underestimate I. In terms of wind speed (Fig. 7.3, left) this expectation was only
confirmed at the site MET. At NWT the model mostly underestimated the wind
speed with a small mean error of δ ∼ −0.1 m s−1. For I (Fig. 7.3, center) the ex-
pectations are confirmed at both sites, with mean underestimations of δ ∼ −0.06
at NWT and δ ∼ −0.15 at MET.
The wind direction errors (Fig. 7.3, right) were similar at both sites, with the
largest occurrences in the bin β ∈ (0◦, 30◦) at NWT and β ∈ (−30◦, 0◦) at MET. It is
important to note that these direction errors can be brought on not only by the
presence of wind turbine wakes, but also by the presence of other roughness
elements at the site, which can lead to the development of internal boundary
layers over roughness changes and to a modification in the displacement height
[181]. More details on the effect of roughness and topography changes on near-
surface flow can be found in [182]. More details for the present site can be found
in [34]. In the next section, the role of wakes in explaining this discrepancy is
estimated.
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Figure 7.3: Probability density of model errors during waked conditions at MET
(solid) and NWT (dashed) for time series of 10-minute means: wind speed (left),
turbulence intensity (center) and wind direction (right). For wind direction, the
standard 30◦ bin width is chosen.
Table 7.1: Temporal mean of model absolute errors at MET and NWT when
considering waked (|δw|) and free (
∣∣∣δ f ∣∣∣) conditions. Note that power error values
are only available at the NWT site, and do not consider time stamps in which
the NWT was not producing power.
MET NWT
Variable Unit |δw|
∣∣∣δ f ∣∣∣ |δw| ∣∣∣δ f ∣∣∣
Wind Speed U [m s−1] 3.1 2.3 2.1 2.1
Wind Direction β [deg] 35.5 34.7 40.2 18.6
Turbulence Intensity I [-] 0.16 0.07 0.08 0.06
Power P [kW] 495.4 385.8
7.3.2 Model performance under waked versus free conditions
To estimate how much the presence of WT wakes affects the model perfor-
mance, mean absolute errors |δ| can be computed separately over the entire free
and waked periods as given in Table 7.1. Note that in these averages, only ab-
solute values are considered and therefore the information given in Table 7.1
differs from that in Fig. 7.3 where the sign of the error values was kept.
The results show that |δw| >
∣∣∣δ f ∣∣∣ consistently. For wind speed, the error was
∼ 35% higher at MET during the waked period but remained the same for both
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periods at the NWT site. These results along with those shown in Fig. 7.3 indi-
cate that the model performance at MET was more affected by the presence of a
wake than at NWT. It is important to note that although the wind speed errors
under both flow scenarios are indistinguishable at NWT, the same is not true
for power. Relatively small differences in wind speed may result in large differ-
ences in estimated power depending on the magnitude of the wind speeds. The
power estimated from the simulation data presented larger errors under waked
conditions, and consider only periods in which the NWT was operating.
The turbulence intensity error differences between waked and free condi-
tions are especially large at MET, where the model failed to simulate high tur-
bulence periods (Fig. 7.4a). These high turbulence periods in the measurements
coincide with waked periods where sometimes the variation in wind speeds
over 10 minutes is very large due to the intermittence and inhomogeneity of the
flow under these conditions. At NWT (Fig. 7.4b) the model better reproduced
the variation of turbulence with wind speed, but still performed better during
free conditions.
As mentioned in Section 7.3.1 and verified in Fig. 7.4, the model consistently
underestimated the turbulence levels not only under waked but also under free
conditions. The underestimation of turbulence by the model should be inter-
preted with caution because it can be brought on by data and model limitations
that are not necessarily related to the absence of a wind turbine wake model. For
example, the presence of an escarpment also contributes to enhanced turbulence
at this site for the heights considered [34] and limitations in the spatial resolu-
tion of the lower boundary conditions could partly explain the I underestima-
tion seen also during free stream periods. Moreover, a portion of this underes-
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Figure 7.4: Median turbulence intensity I [-] as a function of horizontal wind
speed U [m s−1] at MET (a) and NWT (b) when subjected to free stream flow
(gray) and to the wake of SWT (red) for measurements (solid) and simulations
(dashed). Each median value corresponds to a discrete horizontal wind speed
bin starting at 3 m s−1 in 1 m s−1 intervals.
timation of turbulence intensity can likely be attributed to the numerical treat-
ment of the transition from the meso to the micro scale, and the method cho-
sen to simulate turbulence in the terra incognita [54] domain (see Section 7.2.2).
Fig. 7.4 also shows that the simulated turbulence intensity was slightly higher
for the free sectors which include not only an onshore but also an offshore foot-
print, adding to the flow complexity as it transitions over different roughness
and terrain regimes. Note that error metrics given in Table 7.1 are not neces-
sarily representative of the overall model skill, which should be evaluated with
longer (e.g., one year) simulations. These investigations are beyond the scope
of the present work, which seeks to differentiate the model performance under
the two scenarios considered.
The wind direction differences between the SWT and NWT locations was
also underestimated by the model as shown in Fig. 7.5. However, the model er-
rors are very similar under free and waked periods, indicating that this was not
an inability to simulate wake-induced meandering and rather a consequence of
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Figure 7.5: Histogram of wind direction differences between SWT and NWT
during waked (red) and free (gray) periods from observations (solid) and simu-
lation (dashed). Absolute differences are forced to the interval [0◦, 180◦].
other model limitations likely relating to surface phenomena as such as the spa-
tial resolution of the lower boundary conditions (i.e., roughness elements, ter-
rain elevation, land-sea mask, sea surface temperatures) and the surface layer
treatment to ensure the development of internal boundary layers both for on
and offshore flow depending on the wind direction.
7.3.3 Post-simulation wake correction
In this section, the effect of the SWT wake is added to the simulated wind speed
sampled at MET and NWT after the simulation has been completed. We seek to
determine whether this approach can improve the results with respect to local
wind speed and turbine power prediction. Such an approach is of great value
to the scientific community for being easy to implement and for eliminating the
need for the costly alternative of fully coupling fluid and structural dynamics
solvers, but it does not affect the turbulence and wind direction estimates. The
method employed is described in Section 7.2.4.
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Figure 7.6: Mean absolute errors |δw| for horizontal wind speed U [m s−1] dur-
ing waked periods without the wake correction (horizontal lines) and with the
wake correction (lines with markers) at MET (solid) and NWT (dashed) sites,
as a function of the expansion factor k [-] used in the Jensen wake expression
(Eq. (7.2)).
We find that the wake correction method improves the error metrics by
bringing the MET wind speed values closer to the observations during waked
periods. Namely, the mean error goes from ∼ 3.1 m s−1 (Table 7.1) at this site be-
fore the wake correction to ∼ 2.0 m s−1 after the correction is applied (Fig. 7.6).
The sensitivity of the results to different wake expansion factors was evaluated
as shown in Fig. 7.6. All k values resulted in a reduction of the mean error at
MET, but the largest improvement was seen for k = 2% where |δw| was reduced
by ∼ 38% relative to the mean error for the non-corrected U values. This result
agrees with expectations for the site during the period considered, where at-
mospheric conditions were mostly stable [34]. This expansion factor is close to
the WAsP recommended value of k = 5% for offshore conditions [178] and is in
agreement with the expectations for the measurements site (i.e., flat and narrow
island with flow characteristics that often resemble those of offshore environ-
ments [34]).
At the NWT site, the post-processing wake correction had the opposite effect
and increased the mean model error. This is expected following the analyses in
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Sections 7.3.1 and 7.3.2 which showed that the model already underestimated
U, demonstrating that errors at this location are not necessarily related to the
absence of a WT wake representation, but are rather a result of a combination of
factors including limitations in the data and model, and in the post-processing
technique itself which assumes a constant wind direction.
7.4 Conclusion
When wind turbines and their wakes are not represented in atmospheric mod-
els, the simulation performance is compromised. In this work, we quantify
this effect by comparing model and observational data separately during free
stream and wake conditions. Three unique data sets are considered which in-
clude a sonic anemometer mounted onto a meteorological mast compliant with
the International Electrotechnical Commission standards [13], two utility-scale
wind turbines, and cutting-edge WRF-LES simulations at a spatial resolution of
111 m. We focus on flow parameters of relevance to wind energy: wind speed,
wind direction, and turbulence intensity. The wake of one turbine on two down-
stream sites is considered, namely a meteorological mast and another turbine.
We find that the model consistently underestimates turbulence intensity at
both sites, but the relationship of this result with the absence of a wake descrip-
tion is only evident at one of the sites, where the model wind speed error in the
presence of a wake is ∼ 35% larger than during free stream conditions. At the
other site, the wind speed is underestimated indicating that these errors are re-
lated to other model and data limitations, such as the resolution and fidelity of
the lower boundary conditions. The model also consistently underestimates the
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wind direction difference between the turbines regardless of whether a wake
is present, evidence that this is not an inability of the model to simulate wake-
induced meandering. Despite these shortcomings, it is important to keep in
mind that the simulation considered is not long enough to undertake a thor-
ough evaluation of the model skill which is beyond the scope of the work.
Finally, we find that a post-simulation wake correction reduces the error in
wind speed estimates by ∼ 38% at the site that presented larger errors under
wake conditions, but increases the errors at the other site which is in a coastal
location, and in the far wake. The wake correction is done using the Jensen wake
formulation and the best results are found using a wake expansion parameter
of k = 2%. This value is lower than has typically been found for offshore en-
vironments [183] but is consistent with the strongly stable conditions observed
during the PEIWEE field campaign [34]. These preliminary results alert to the
dangers of blindly applying a post-processing tool without consideration for
other model error and uncertainty sources, which under certain conditions (e.g.,
complex terrain) may be larger in magnitude than the errors brought on by the
absence of a wind turbine model. This analysis also reiterates the need for a
wind turbine wake parameterization for high resolution WRF-LES which will
improve simulations of wind speed, wind direction and turbulence intensity
within and around wind power plants.
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CHAPTER 8
SUMMARY AND FUTURE WORK
8.1 Summary
Atmospheric phenomena ranging from the macro to the micro scale impact
wind plant aerodynamics. As a result, it is difficult to approach research prob-
lems within wind engineering using either observations or models as tools. In-
stead, an integration of both is needed to allow for more comprehensive analy-
ses with a lower level of uncertainty. In this dissertation, both techniques are
used to tackle a collection of problems in wind resource assessment (Chap-
ter 2), wake modeling (Chapters 3, 4 and 7) and characterization (Chapter 5),
and meso-micro coupling within models (Chapter 6).
The research developed takes into consideration the body of work from
other research groups, and proposes methods to integrate models and measure-
ments with the ultimate objective of reducing uncertainties in wind characteri-
zation. By developing and documenting tools, and by estimating uncertainties
related to specific aspects of wind characterization methodologies, this disser-
tation has added knowledge to the scientific community that can facilitate re-
search in the fields of resource assessment, wind turbine wake characterization,
and meso-micro scale model coupling.
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8.1.1 Wind Resource Assessment
An observation-based wind atlas was produced for the Great Lakes taking
advantage of different data sources, and providing a blueprint for future
observation-based offshore wind resource assessment efforts. Coastal stations
provided long (3 to 11 years) and complete records that captured the diurnal,
seasonal and interannual variability of the wind resource close to the coast.
Buoys provided a long dataset (∼11 years) and accurate representation of off-
shore conditions and were corrected for the lack of data during the ice season
using a long record of high-resolution reanalysis. Satellite-derived winds con-
tributed with the spatial coverage that in situ measurements cannot provide.
While QuikSCAT offered a spatially and temporally consistent long record of
offshore winds at a low resolution, SAR provided higher resolution including
proximity to the coast, but with an inconsistent and irregular space and time
coverage.
It was demonstrated that the combination of several observational data sets
can yield a robust wind atlas offshore, reducing the uncertainty in the final re-
source estimate when compared to results using a single data set as initially
postulated. Moreover, model data was found to be a useful tool to constrain
and expand measurements that are otherwise incomplete and therefore fail to
represent wind variability across multiple temporal scales. The final wind speed
map presented a spatially averaged bias of 0.1 m s−1 and a spatial root-mean-
squared error of 0.3 m s−1. By combining the buoy observations with a bulk
flux algorithm for ocean-atmosphere interaction, it was found that considering
satellite-derived equivalent neutral winds instead of stability-dependent winds
results in an uncertainty of O(10−1) m s−1 on average for the Great Lakes. The
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methodology proposed herein can be applied to other offshore regions to derive
observation-based wind atlases.
8.1.2 Wind Turbine Wake Modeling
The Stochastic Shape Wake Model
Prior to developing new wake modeling approaches, the present work docu-
mented a variety of wake characterization metrics and investigated their dif-
ferences. Subsequently, the initial development of a stochastic wake simulator
was presented which addresses the need for computationally inexpensive mod-
els to simulate unsteady wind turbine wakes with sufficient accuracy and detail
to conduct analyses of fluctuating loads and power. By driving the results ob-
tained with this low-fidelity model towards those produced by the large-eddy
simulation (LES), the uncertainty in these idealized simulations is reduced ac-
cording to the definitions presented in Section 1.4.
Based on a LES simulation of an offshore wind farm, a linear relationship is
found to describe the spectral energy content of each wave number describing
the wake edge intermittence. Two regimes exist, where the high wave numbers
follow a steeper slope. These spectra are combined with statistical tools to pro-
duce the stochastic wake shape (SWS) model, which moves away from steady
solutions and assumptions of axial symmetry and seeks to account for the ef-
fects of wake-induced turbulence in the wake shape. The wake simulated with
the proposed model matches very well the mean characteristics of the original
LES wake. The mean shape shows the same area and stretching patterns, and
the mean azimuthal radius yields very similar mean (e.g., ∼1.3 D at 2 D), stan-
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dard deviation (e.g., ∼0.1 D at 2 D) and first-order auto-correlation values (∼0.9
at all downstream distances considered).
The contribution of the proposed SWS model to simulations of loads and
power, particularly their unsteady fluctuations, was quantified by assessing
the role of different wake modeling components. Three aeroelastic simulations
were conducted in which the same virtual turbine was subjected to different
wake flow fields. It was found that meandering is a large contributor to the
loads experienced by the turbine, and that removing it from the simulations
can reduce the loading estimate by more than 50 % in the case an axisymmetric
model. The asymmetry in wake shape was also found to affect the load mag-
nitudes, with the proposed SWS model producing damage-equivalent loads
(DEL) significantly closer to the reference LES values. Even with an axisym-
metric velocity deficit (vd) distribution, the SWS model produced blade root
out-of-plane DEL values that are ∼70 % of the LES, which is encouraging con-
sidering that only the shape of the wake is being considered in this study and
indicates that a higher level of agreement can be expected if an asymmetric de-
scription of the vd is added to the model. As discussed in Chapter 1 these re-
sults reflect a lowering of the uncertainty level in the low-fidelity model as it
produces results that approach those obtained with higher fidelity, previously
validated simulations.
Wake Effects on Simulation Performance
In Chapter 7, simulation results were combined with measurements to estimate
how much of the discrepancy between measured and modeled flow parameters
can be attributed to wake effects. The simulations were run with the Weather
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Research and Forecasting (WRF) model nested down to a LES scale, and the
wake of a turbine on two downstream sites was considered. One of the sites
was subjected to the wake ∼11 % of the time, and the other ∼16 %.
While the model consistently underestimated turbulence intensity at both
sites, this result is only related to the absence of a wake model at one of the sites,
where the model wind speed error in the presence of a wake is ∼35 % larger than
during free stream conditions. A post-simulation wake correction was found to
improve the model performance in terms of wind speed estimates by ∼ 38 %
at the site that presented larger errors under wake conditions. The best results
in the wake correction were found using a wake expansion parameter of k =
0.02 (i.e., 2 % of wake expansion as it propagates downstream). However, the
post-processing wake correction used herein increased the wind speed errors
at the coastal site, which is in the far wake of the turbine. These results alert
to the potential dangers of blindly applying a post-simulation wake correction
without considering other sources of uncertainty in the simulation, and there-
fore without being able to determine with sufficient accuracy how much of the
model error is due to the absence of a wake parameterization, and how much
of it is due to other shortcomings in the data and model.
8.1.3 Wind Turbine Wake Measurements
In an effort to characterize wind turbine wakes from observations, this work
analyzed scanning lidar measurements and estimated the level of uncertainty
in the velocity retrievals and in the wake metrics derived from these retrievals.
This was done by quantifying the difference between spatially- and temporally-
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disjunct wind speed measurements sampled by a ground-based pulsed lidar, an
instantaneous snapshot of the flow at the first second of the lidar scan, and the
temporal means over the time the lidar takes to complete the 3D scan.
These different data sets were obtained by placing an imaginary lidar within
a LES data set and recreating the scanning geometry of the field measurements.
It was determined that wind speeds sampled with the synthetic lidar are closer
to the mean (within ∼10 %) than to the instantaneous values and that the dis-
junct nature of the scan does not compromise the spatial variation of wind
speed within the downstream planes considered. The sampled points deviate
more from the instantaneous values closer to the turbine, with rms differences
∼13 % when averaged over 80 sector scan stacks. Scanning geometry cover-
age was found to be very important to characterize the wake center, orientation
and length scales. Because of the radial symmetry in the mean vd field, am-
ple coverage of points is not required to obtain good estimates of the vd mean
and standard deviation for which scanning geometry density is more important.
Based on the results, recommendations were made to the scientific community
in terms of scanning geometry configurations when seeking to reduce measure-
ment uncertainty for flow under single wake conditions.
8.1.4 Meso-Micro Model Coupling
Three multi-day, real case simulations fully coupled between the meso and mi-
cro scale were performed to investigate the consequences of different gray zone
treatments to simulations of flow parameters. One of the simulations uses a
well-established atmospheric boundary layer (ABL) parameterization, another
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uses a version of it that has been modified for the gray zone, and a final one runs
the gray zone domain without any parameterization at all. A micro scale nest
is present in all simulations and run in LES mode without feedback to its par-
ent. Since the modified parameterization was developed and tested on idealized
simulations, the work presented herein is valuable to the scientific community
in that it quantifies its effect on longer, full-physics, non-idealized simulations.
It was found that differences between the two simulations in which the ABL
is parameterized can be large over short periods but disappear when multi-day
averages are considered. The gray zone treatment was additionally found to
affect simulation results at the innermost nest. The presence of this micro scale
nest allowed for a recovery in the energy content at high frequencies, but the
gray zone energy gap is still equally visible in all simulations. The parame-
terized simulations produce slightly better results in terms of horizontal wind
speed and vertical wind shear, but the run without a parameterization performs
best in terms of spectral energy content and kinematic heat flux. The magnitude
of the simulations uncertainty due to gray zone treatment was found to be much
lower than the magnitude of the model error.
8.2 Future work
This dissertation has made a series of incremental contributions to several as-
pects of wind engineering. Some of the work represents the initial step towards
the development of a new technique whose applicability can be further ex-
panded in future analyses. Other parts advance our knowledge in the field
and can serve as guidance to further advances. The results obtained and the
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methods developed are thoroughly documented and can be used to reproduce
or build upon the work conducted. The following sections elaborate on possible
directions for future work.
8.2.1 Wind Resource Assessment
The uncertainty in the developed offshore wind atlas can be further reduced by
considering the atmospheric stability when processing satellite-derived equiv-
alent neutral winds and extrapolating to hub heights. A recent effort in this
direction was undertaken [31] but more work needs to be done so that wind re-
source assessment efforts can take full advantage of the available observations.
8.2.2 Wind Turbine Wake Modeling
The proposed SWS model can be expanded to serve as a mid-fidelity alterna-
tive to LES when accurate predictions of loads and power are sought. Future
work should focus on generalizing the model to different atmospheric condi-
tions and on investigating its dependence on wind turbine specific characteris-
tics. This requires more LES to be run for a variety of atmospheric conditions
and different inflow profiles. The wake shape perturbation spectra are expected
to change, along with the probability distribution functions used to randomly
sample the phases at low frequencies. The relative contribution of meandering
to the wake edge statistics will also be explored and is expected to increase un-
der conditions of higher turbulence intensity. It is also important to validate the
aeroelastic simulations of loads and power relative to high-frequency turbine
176
measurements.
8.2.3 Wind Turbine Wake Measurements
To elaborate on the work presented and obtain more complete estimates of the
uncertainty in velocity retrievals and wake characterization from scanning lidar
measurements, future work should consider the effect of the lidar weighting
function relative to the temporal lag across points. Furthermore, the analysis
conducted herein can be generalized if repeated for LES under different atmo-
spheric stability conditions.
8.2.4 Meso-Micro Model Coupling
From the work presented herein it was found that for multi-day real case simu-
lations the present question is whether to run the gray zone in LES mode or with
a parameterization at all, and not whether to even consider scale-aware parame-
terizations which are still in early development phases. Therefore, more work is
needed to adapt traditional parameterizations and generalize them to a variety
of atmospheric conditions so that realistic predictions of shear and turbulence
can be obtained when non-idealized simulations are conducted.
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