For a smooth closed embedded planar curve Γ, we consider the minimization problem of the Willmore energy among immersed surfaces of a given genus g ≥ 1 having the curve Γ as boundary, without any prescription on the conormal. By a general lower bound estimate, in case Γ is a circle or a straight line we prove that the problem is equivalent if restricted to embedded surfaces, we prove that do not exist minimizers, and the infimum equals β g − 4π, where β g is the energy of the closed minimizing surface of genus g. Then we study the case in which Γ is compact, g = 1 and the competitors are restricted to a weaker class C which includes embedded surfaces, and we prove that the nonexistence of minimizers implies that the infimum equals β 1 − 4π; therefore we explicitly find an infinite family of curves Γ for which such problem does have minimizers in C. Also such curves Γ can be chosen arbitrarily close to a circumference in C k norm for any k. Finally we prove that there are curves Γ arbitrarily close to the circle for which the classical problem on immersed surfaces coincides with the problem on the class C, there exist minimizers, and such minimizers are smooth embedded surfaces.
Introduction
In this work we consider immersed surfaces in R 3 as follows. Fix an integer g ≥ 1 and let S g be an abstract 2-dimensional manifold of genus g. We call Σ g the 2-dimensional manifold given by removing a topological disk with smooth boundary from S g . We will consider smooth immersions Φ : Σ g → R 3 and we will usually call Σ = Φ(Σ g ) the immersed manifold.
In such a setting Σ g is endowed with the Riemannian metric g ij = ∂ i Φ, ∂ j Φ and area measure dµ g . For a local choice of unit normal vector N on Σ, we define the vectorial second fundamental form as II(v, w) = − ∂ v N, w N and the scalar second fundamental form as II(v, w) = − ∂ v N, w , for any v, w ∈ T p Σ. Therefore the mean curvature vector is H = 1 2 i=1,2 II(e i , e i ) and the scalar mean curvature is H = 1 2 i=1,2 II(e i , e i ), for any choice of an orthonormal basis {e 1 , e 2 } of T p Σ. We recall that equivalently in local chart one has II ij = N, ∂ i ∂ j Φ and H = tr(II) = g ij II ij . Then we define the Willmore energy of Φ as W(Φ) ≡ W(Σ) :=ˆΣ |H| 2 dH 2 .
The norm of the second fundamental form is |II| = (g ia g jb II ij II ab ) 1 2 and it will be useful the following quantity:
Also we define
with (k g ) Σ = k ∂Σ , −co Σ , where k ∂Σ is the curvature vector of the curve ∂Σ, that isγ if γ parametrizes ∂Σ by arc length, and co Σ is the unit outward conormal of Σ. The same symbols will be used also in case of curvature varifolds with boundary, with the corresponding weak definitions of geometric quantities.
Observe that the Willmore energy as defined in (1) is not conformal invariant because of the presence of a boundary, but it is invariant just under isometry and rescaling, and recall that for surfaces with boundary the quantity (W + G)(Σ) is conformal invariant ( [4] ).
Now consider a smooth embedded closed curve Γ ⊂ R 3 . In this paper we start the study of the following minimization problem min W(Φ)|Φ : Σ g → R 3 smooth immersion, Φ| ∂Σg → Γ smooth embedding ,
which we can call Plateau-Douglas for the Willmore energy, since the constraints are just the boundary curve and the topology of the surface. In particular we will deal here with planar boundary curves Γ. We will show that in this case the problem is nontrivial in the sense that it never reduces to a minimal surfaces problem, and this is ultimately due to the constraint on the genus. Such a minimization problem is definitely spontaneous in the study of variational problems related to the Willmore functional and, in some sense, is the direct analog with boundary of the problem proposed by Willmore himself about the minimization of W among closed surface of a given genus ( [24] ), solved in [22] and [2] . From such problem we recall the following definitions:
β g := inf{W(Σ) : Σ ⊂ R 3 closed surface of genus g} = min{W(Σ) : Σ ⊂ R 3 closed surface of genus g}, e g := β g − 4π < 4π ∀g, which already play a role in the study of closed surfaces. Recall that e g is the infimum of the Willmore energy of an asymptotically flat manifold of genus g with one end and without boundary, only achieved by spherical inversions of closed surfaces with energy β g ( [2] ); in this work a new variational meaning is given to such quantity, as stated in the following in Theorem 1.1 and Theorem 1.2. Moreover we just mention that general existence theorems on minimization problems like (4) may be fundamental in the study of the convergence of the Willmore flow of surfaces with boundary, recently studied in [15] .
The minimization problem of the Willmore energy for surfaces with boundary is already present in the literature under two main formulations. The first is the presence of the clamped boundary condition, that is the additional constraint of having a prescribed smooth conormal field at the boundary. Besides works on Willmore surfaces satisfying such conditions, the most relevant result from a variational viewpoint is [20] , which is also of inspiration for this work. The latter is the problem with the so called Navier condition, that is the condition H = 0 at the boundary, which arises naturally from the minimization problem without clamped condition (like (4)), and has already been studied mainly under the assumption that surfaces have rotational symmetry ([3] , [5] , [6] , [7] , [9] ). A first and remarkable work on Willmore surfaces with boundary is also [16] .
In this work we exploit the conformal properties of the conformal Willmore functional W + G and we adopt the techniques of the varifold ambient approach of [22] as also developed in [20] , especially for what concerns regularity arguments. Note that we deal here with surfaces with boundary, hence the theory of curvature varifolds with boundary is required ( [14] , [10] ), of which, however, we will only use compactness theorems.
For the general theory of varifolds we refer to [21] and [17] . If V is a curvature varifold with boundary, the symbol ∂V will denote the boundary measure on the Grassmannian and σ V = π ♯ (∂V ) will be the corresponding generalized boundary induced in R 3 . For a suitable map Φ : S → R 3 , the image varifold induced by Φ will be denoted by Im (Φ).
The first results we obtain are nonexistence theorems for remarkable boundary curves, together with estimates for non-embedded surfaces.
Theorem 1.1. Let Γ be a circumference or a straight line and consider problem (4) for such curve. Then: a) If ∂Σ = Γ and Σ is not embedded, then W(Σ) ≥ 4π. In particular problem (4) can be restricted to embedded surfaces. b) Problem (4) has no solutions and the infimum equals β g − 4π = e g .
Then we consider an arbitrary planar compact smooth closed curve Γ. In the following we say that a map Φ : S → R 3 is a branched immersion if it is smooth on S \ {y 1 , ..., y P }, Φ ∈ C 1 (S) ∩ W 2,2 (S), and Φ is an immersion locally near every point y ∈ S \ {y 1 , ..., y P }.
We use Theorem 1.1 in the study of problem
where
The choice of such class of competitors is discussed in Remark 4.1 and is essentially technical.
Here we sum up the other main results. Theorem 1.2. i) If g = 1 and problem (5) has no solution, then the infimum of the problem equals
ii) Let g = 1. There exist infinitely many closed convex planar smooth curves Γ for which problem (5) has minimizers, which in particular are C 1,α ∩ W 2,2 surfaces. Also, the existence of minimizers is stable under suitably small C 2 perturbation of Γ. Moreover for any k ∈ N there isε > 0 such that for any ε ∈ (0,ε) there exists Γ as above with the additional property that
iii) If g ≥ 2 and problem (5) has no solution for any genus 1 ≤ g ′ ≤ g, then the infimum of the problem equals β g − 4π.
iv) Let g = 1. There exists ε 0 > 0 such that if Γ is a planar curve such that there is a diffeomorphism F : R 3 → R 3 such that F (Γ) is a circumference and
then problem (5) is equivalent to problem (4). In particular points i) and iii) above hold for problem (4), there are curves arbitrarily C k close to a circumference for which problem (4) has solutions, and such minimizers are smooth embedded surfaces.
2 S 1 boundary datum 2.1 Nonexistence of minimizers
and let D be the bounded planar region enclosed by S 1 . In this section we consider the following minimization problem. min{W(Φ)|Φ : Σ g → R 3 smooth immersion, Φ| ∂Σg → S 1 smooth embedding}.
Also, for a fixed g, let
Let us introduce some notation.
where k g is the geodesic curvature of the immersion Φ. Without loss of generality we can assume that the orientation of the boundary is given by t → (cos t, sin t, 0), so that the curvature vector of the boundary curve is just k(p) = −p for any p ∈ S 1 . Denoting by co Φ the unit outward conormal, hence k g (p) = k, −co Φ = p, co Φ (p) and
We want to prove the following result.
Theorem 2.1. For any genus g ≥ 1, the problem (7) has no minimizers and the infimum equals β g − 4π.
Lemma 2.2. Let Φ ∈ F and denote Σ = Φ(Σ g ). If G(Φ) < 2π, then for any ε > 0 there is F : U → R 3 such that
Proof. Let T q and D α be the maps
Consider the point (−1, 0, 0) =: v ∈ S 1 and the inversion I 1,v . Note that I 1,v maps S 1 \ {v} onto the line r −v/2 passing through the point −v/2, lying in the plane of S 1 and parallel to T v S 1 . Let R be a rotation in R 3 with axis {x = z = 0}, we claim that the desired map F is
for suitable choice of α ∈ (0, 1) and rotation R, and F is defined on
The surface I 1,v (Σ) is an asymptotically flat manifold with K ends, where K ≥ 1 is the multiplicity of v in Σ. For β, γ, δ ∈ (0, 1) arbitrarily small there exist α = α(β, γ) ∈ (0, 1) sufficiently small and suitable R = R(δ) so that
for a half plane Π 1 and planes Π 2 , ..., Π K passing through the origin with ∂Π 1 = {x = y = 0}, and
where co Π 1 is the conormal vector of Π 1 .
which justifies the definition of U . So by (12) the function F is well defined on U and Σ ⊂ U . Now for any p ∈ U \ {v} we have
which is checked to be of class C 1 (U ) and conformal with the definition F (v) = v (one has dF v = 1 α R). By the regularity Theorem 3.1 in [13] we conclude that F is actually smooth.
The inverse map I −1 1,v is such that
Hence taking q = (1/2, t, 0) ∈ r −v/2 , e 3 = (0, 0, 1) and X ∈ (T q (r −v/2 )) ⊥ we have
|q| 2 e 3 and thus
Moreover for q = (1/2, t, 0) ∈ r −v/2 we have
Since spherical inversions preserves the orientation, the field
coincides with co F •Φ . Hence putting together (11) , (12) , (13) and (14) and choosing α, β, γ sufficiently small, we have the thesis.
In particular a minimizer Φ of problem (7) must satisfy co Φ (p) ≡ p.
Proof. Apply Lemma 2.2 recalling that the quantity W + G is conformal invariant.
Proof. (of Theorem 2.1) Assume by contradiction that a minimizer Σ exists. Then by Corollary 2.3 the conormal co of Σ is identically equal to the field p. Let Σ ext := Σ ∪ {z = 0, x 2 + y 2 ≥ 1} ∈ C 1,1 . Now two possibilities can occur. Suppose first there existsp ∈ int(D) such thatp ∈ Σ, where D is the closed disk enclosed by S 1 . Then I 1,p (Σ ext ) ∪ {0} =: Σ ′ is a well defined surface of class C 1,1 without boundary with genus g. Also Σ ′ ⊃ D, then Σ ′ cannot be a minimizer for the Willmore energy among closed surfaces of genus g, otherwise Σ ′ would be analytic and equal to the plane containing D. Hence W(Σ ′ ) > β g , and then
Since the infimum of our problem is ≤ β g − 4π, this implies that Σ could not be a minimizer. Suppose now the other case: D ⊂ Σ. In this case the whole plane containing D is contained in Σ ext , which has genus g ≥ 1, then there exists a point q ∈ Σ ext with multiplicity ≥ 2. Now let x ∈ R 3 \ Σ ext , then Σ ′ := I 1,x (Σ ext ) ∪ {0} is a C 1,1 closed surface of genus g with a point of multiplicity ≥ 2, then W(Σ ′ ) ≥ 8π and W(Σ) = W(Σ ext ) ≥ 4π. Since the infimum of our problem is ≤ β g − 4π < 4π, this implies that Σ could not be a minimizer. Finally, for any ε > 0 we know that
then, since inf Σ∈F W ≤ β g − 4π, by the above argument we conclude that
A lower bound estimate
We derive a lower bound on immersed surfaces with boundary with a point of multiplicity greater than one. From a variational viewpoint, this may allow us to restrict the set of competitors of the problem to embedded surfaces.
Let 0 < σ < ρ and p 0 ∈ R 3 . Let us recall here the classical monotonicity formula with boundary, which can be obtained by integrating the tangential divergence of the field X(p) = [22] and [19] ). If V is an integer rectifiable curvature varifold with boundary with bounded Willmore energy, with ν the induced measure in R 3 , and generalized boundary σ V , it holds
and
In particular the function ρ → A(ρ) is monotonically nondecreasing.
Lemma 2.4. For any ω < 4π exists ε > 0 such that if g : Σ g → R 3 is an immersion with g(∂Σ g ) = S 1 , outward conormal field co and
Proof. By approximation we can prove the statement for p 0 ∈ S 1 . Let us assume by contradiction that
Up to a small modification of the sequence which preserves (20) , we can assume that for any n there is q ∈ S 1 such that ♯g −1 n (q) = 1. Then we consider the sequence Σ ′ n := I 1,q (Σ n \ {q}), that, up to isometry, is an asymptotically flat manifold with one end such that
where θ ′ n (p) = lim rց0
is the multiplicity function and the last equality follows by Lemma 3.1. Consider now a blow up sequence Σ ′′ n := Σn rn for r n ց 0 such that
Then up to subsequence Σ ′′ n converges in the sense of varifolds to the integer rectifiable varifold µ = v M i=1 Π i , θ , where each Π i is a plane passing through the origin and M ≥ 2 or M = 1, θ ≥ 2. Now we exploit the monotonicity formula (15) with p 0 = 0. Calculating T 0,ρ on the sequence Σ ′′ n gives
Also on Σ ′′ n we have for any 0 < σ < ρ that
hence letting first ρ → ∞ and then σ → ∞, since lim ρ→∞
So by monotonicity of A Σ ′′ n , that is A of (15) calculated on Σ ′′ n , we have
By convergence in the sense of varifolds, and then of first variation of varifolds, the quantity A(ρ) is lower semicontinuous for almost all ρ > 0. Hence if A µ is the A of (15) calculated on the varifold µ, using also monotonicity we have for a.a. ρ > 0 :
where we used that by the absurd hypothesis G(Σ n ) → 2π.
Passing to the limit in (24) we find
which gives the desired contradiction. by the change of variable p = I 1,0 (q). One end up with the following statement, whose proof is omitted here since we will not need this in the following (see [18] ). Let Γ be an embedded planar closed smooth curve and let ν Γ be the unit outward conormal of the region enclosed by Γ. Then for any d > 0 for any ω < 4π there exists ε > 0 such that if Φ : Σ g → R 3 is an immersion with Φ(∂Σ g ) = Γ, outward conormal field co and
then W(Φ) ≥ ω.
Proof. By approximation we can prove the statement for p 0 ∈ S 1 . Call Σ = Φ(Σ g ). For any ε ∈ (0, 1) by Lemma 2.2 we get the existence of a surface Φ ′ (Σ g ) = Σ ′ with boundary S 1 such that
Then by i), ii) and by Lemma 2.4 we have
Corollary 2.7. There exists ε 0 > 0 such that if Γ is a planar curve such that there is a diffeomorphism
is an immersion with Φ(∂Σ g ) = Γ and
Proof. If Φ(∂Σ g ) = Γ, for ε 0 sufficiently small there is η(ε 0 ) such that η(ε 0 ) → 0 as ε 0 → 0 for which
Then the thesis follows by Corollary 2.6 and the fact that inf{W(Φ) :
Putting together Theorem 2.1 with Corollary 2.6 we get another nonexistence result:
Corollary 2.8. For any genus g ≥ 1, the minimization problem
has no minimizers and the infimum equals β g − 4π.
Straight line boundary datum
In this section we deal with the minimization of the Willmore energy in the case of complete unbounded surfaces with a straight line as boundary, leading to some tools that we will use in the following. Let r ⊂ R 3 be a straight line and fix an integer g ≥ 1. We consider the minimization problem
where A = {Σ immersed surface with genus g with boundary ∂Σ = r, Σ asymptotically flat manifold with one end,
We are going to see that problem (30) is equivalent to another minimization problem on the following family of surfaces B = {Σ immersed surface with genus g with boundary ∂Σ = S 1 ,
where m(p) = lim rց0
and S 1 denotes a circumference.
Lemma 3.1. If Σ ∈ B and I is a spherical inversion with center at p ∈ S 1 point of multiplicity 1 in Σ, then I(Σ \ {p}) ∈ A for some line r and
Conversely if Σ ∈ A and I is a spherical inversion with center at a point p ∈ Σ, then up to isometry I(Σ) ∪ {0} ∈ B and
Proof. It is enough to prove the first part of the statement, being the second part equivalent. So let Σ ∈ B.
A rotation and a translation yields a surface still denoted by Σ with boundary {(x − 1) 2 + y 2 = 1, z = 0} and with the origin point of multiplicity 1 in Σ. The standard inversion I ≡ I 1,0 maps ∂Σ onto the line {(−1/2, t, 0)|t ∈ R} and clearly I(Σ \ {p}) ∈ A. Consider Σ r := cl(Σ \ B r (0)) for r sufficiently small so that cl(Σ ∩ B r (0)) is homeomorphic to a closed disk. Let r be fixed for the moment; approximating the surfaces Σ r (and then I(Σ r )) by diffeomorphic surfaces with smooth boundary, since as shown in [4] the quantity (|H| 2 − K)g is pointwise conformally invariant, we get thatˆΣ
for any r small. Since´Σ
as r → 0, we now look at the change of the integral of the Gaussian curvature through the study of the topological invariant F (S) :=´S K S + G(S) + α(S), where α(S) takes into account the oriented angles determined by the possible non-smoothness of ∂S. Up to the choice of the orientation of Σ, we can assume S 1 to be positively oriented with respect to Σ with the usual counterclockwise orientation. As r → 0 the boundary curve ∂B r (0)∩Σ is close in C 1 norm to a half circumference lying in T 0 Σ, by construction oriented with its curvature vector k r such that r k r , co Σr → 1 uniformly as r → 0. Then G(Σ r ) → −π + G(Σ) as r → 0. Also by the choice of the orientation we get α(Σ r ) → π as r → 0. The boundary of Σ r is mapped by I onto a segment s r := {(−1/2, t, 0) : |t| ≤ t r } union with I(∂B r (0) ∩ Σ) which is close in C 1 norm to a half circumference as r → 0. Since I preserves the orientation and maps point closer to the origin to point farther from the origin (and viceversa) we now have that the curvature
Also by the orientation preserving property we still have α(I(Σ r )) → π as r → 0. Finally adding F (Σ r ) = F (I(Σ r )) to equation (35) and passing to the limit r → 0 we get the claim.
Corollary 3.2. The minimization problem min{W(Σ)|Σ ∈ A} is equivalent to both the following minimization problems
Proof. Equivalence with problem (36) follows from Lemma 3.1. Now suppose Σ ∈ A has a point with multiplicity ≥ 2. By Lemma 3.1 the surface Σ ′ := I(Σ) ∪ {0} ∈ B verifies
, for any ε > 0 we can apply Lemma 2.2 in order to get a new surface F (Σ ′ ) such that
where the second inequality follows by Corollary 2.6. For ε → 0 we get the claim.
Now we can state and prove the first main result of the section. Proof. Suppose by contradiction that Σ is a minimizer of problem (36). It is known (see for example [16] ) that a necessary boundary condition is then
where k is the curvature vector k(p) = −p of S 1 and N is the unit normal field orienting Σ. This is equivalent to
where II(v, w) = − ∂ v N, w for any v, w ∈ T Σ is the second fundamental form of Σ and co is the unit outward conormal of Σ (see for example [1] , page 190). Up to rotation let v = (−1, 0, 0) of multiplicity 1 in Σ. By the same arguments and notation of Lemma 2.2 we can construct a conformal map F : U → F (U ) with U open with Σ ⊂ U such that
for arbitrarily small β, γ ∈ (0, 1) and corresponding sufficiently small α = α(β, γ) ∈ (0, 1), where Π is a half plane passing through the origin with ∂Π = {x = z = 0}, and co Π is conormal vector of Π. This implies that there exists a radius r > 0 such that F (Σ) ∩ B r (v) is close in C 2 norm to a piece of S 2 ∩ B r (v), where S 2 is the standard sphere containing
and then F (Σ) is a minimizer too and has to satisfy (38), which gives a contradiction. By Corollary 3.2, problem (30) does not admit a minimizer.
Putting together Proposition 3.3 with Corollary 3.7, we will get the following Theorem 3.4. If g ≥ 1, problem (37), and equivalently problem (30), has no solution and the infimum equals β g − 4π.
Proposition 3.5. Let Σ n be a minimizing sequence of embedded surfaces for the problem (37). Then, up to subsequence and up to rescaling, Σ n converges in the sense of varifolds to a half plane Π with boundary r on every ball B R (0) ⊂ R 3 .
Proof. Let us prove the convergence of Σ n as varifolds in any open ball B R (0). For any n the Gauss-Bonnet like relation for asymptotically flat manifolds reads
where χ(Σ n ) = 2 − 2g − 1 is the Euler characteristic of Σ n . Such relation can be obtained by approximation letting r → ∞ in the classical Gauss-Bonnet equation for the surfaces Σ n ∩ B r (0). Hence by minimality we get a uniform bound on D(Σ n ). Moreover the boundary of Σ n ∩ B R (0) is r ∩ B R (0) which has finite constant length, depending only on R.
Finally let us see that the areas |Σ n ∩ B R (0)| are uniformly bounded, up to a blow in of the sequence. If
is uniformly bounded in n, no rescaling is needed. Otherwise, by the asymptotic flatness property, for any n choose R n > 0 be such that ∂B Rn (0) ∩ Σ n has length bounded by 2πR n and consider the sequence R Rn Σ n instead of the sequence Σ n , so that
is uniformly bounded in n. Note that rescaling a minimizing sequence gives a new sequence which is still minimizing. Thus assuming
| is uniformly bounded in n, depending on R. Since we are dealing with embedded surfaces with boundary, by the very same arguments that we will describe in the more relevant proof of Proposition 4.2, one obtains that Σ n → Σ in the sense of varifolds in R 3 and Σ is a curvature varifold with boundary induced by a possibly branched immersion Φ, which in this case is a smooth embedding by Corollary 3.2 and by classical arguments of [22] . Also Σ is a minimizer for the problem on its own genus class, and since by Proposition 3.3 no minimizers of genus ≥ 1 exist, it follows that Σ is a half plane Π.
Lemma 3.6. Let Σ n be a minimizing sequence of embedded surfaces for the problem (37) and assume Σ n → Π in the sense of varifolds, where Π is a half plane. Denote by co n and co Π respectively the conormal fields of Σ n and Π. Then for every R > 0 it holds
Proof. Let us rewrite the monotonicity formula with boundary as
valid for T = Σ n for any n, and 0 < σ < ρ < R/2, p 0 ∈ r ∩ B R/2 (0), where for any set A we have used
By orthogonality the scalar products in the last three integrals vanish. Moreover for any δ > 0 we can estimate
Absorbing the last integral on the left in (42) and neglecting the resulting positive term, we estimate
for a positive constant M (R) independent of n, σ, p 0 and depending only on R. Being |Σ n ∩ B R (0)| uniformly bounded in n by the varifold convergence, we get
for another positive constant M (R) independent of n, σ, p 0 and depending only on R. Now fix a vector field X ∈ C 1 c (B R (0); R 3 ). Also choose h > 0 small and a cylindric cut off function χ ∈ C ∞ (R 3 ) such that χ| r ≡ 1 and χ(p) = 0 if d(p, r) ≥ h. By varifold convergence toward a half space Π, we have
Also lim
Moreover ˆΣ
with M = M (R) independent of n, σ, χ. Up to subsequence co n ⇀ W weakly in L 2 (r ∩ B R (0)), so there exists the limit lim n´r ∩B R (0) X, co n = r∩B R (0) X, W ; then there exists also the limit lim n´Σ n∩BR (0) H n , χX . Then
This is true for any 0) ) , then the convergence also holds strongly in L 2 (r ∩ B R (0)). Since this is true for any subsequence of co n , the convergence co n → co Π also holds for the original sequence co n .
Corollary 3.7. If g ≥ 1, the infimum of problem (37) is equal to β g − 4π.
Proof. Let Σ n be a minimizing sequence of embedded surfaces for the problem (37) and assume Σ n → Π in the sense of varifolds. Up to small modifications we can assume 0 ∈ Σ n for any n. By Lemma 3.6 the conormal fields co n of Σ n converge in L 2 norm on compact subsets of the line r to co Π . Up to rotation and translation we can suppose that co Π ≡ (−1, 0, 0) and r = {(1/2, t, 0)|t ∈ R}. Let us perform the transformation I
By Lemma 3.1 we get surfaces Σ ′ n :
where the last inequality follows by Theorem 2.1.
The direct calculation then shows that if
wherep is the vector field p (cos θ,sin θ,0) = (cos θ, sin θ, 0). By Lemma 3.6 such convergence happens for any α ∈ (0, π), then
Hence passing to the limit in (49) gives the conclusion.
Putting together Theorem 2.1, Theorem 3.4, Corollary 2.8, and Corollary 3.2, the proof of Theorem 1.1 is completed.
Boundary data admitting minimizers
Let Γ be a closed planar smooth embedded curve in R 2 = {z = 0} ⊂ R 3 and let D be the bounded planar region enclosed by Γ. Fix an integer g ≥ 1. Recall that we say that a map Φ : S → R 3 is a branched immersion if it is smooth on S \ {y 1 , ..., y P }, Φ ∈ C 1 (S) ∩ W 2,2 (S), and Φ is an immersion locally near every point y ∈ S \ {y 1 , ..., y P }. Denote by Im (Φ) the image varifold induced by a possibly branched immersion Φ. We consider in this section the following classes:
where ν : Γ → S 2 1 (0) ⊂ R 3 above is a H 1 -measurable function. We consider the following minimization problem
Remark 4.1. The use of the set C(Σ g ) is purely technical and essential for the proof of Proposition 4.2. It would be reasonable to define problem (53) on every immersed surface and then restrict it to smaller classes by means of some result like Corollary 2.6. This will indeed be done for curves Γ satisfying Corollary 2.7, but analogous results are absent for arbitrary curves, although much likely to be true at least for convex curves.
From now on we will denote by Φ n a sequence of embeddings which is minimizing for the problem (53) and by Σ n the sequence of integer rectifiable varifolds in R 3 induced by each Φ n . By a little abuse of notation we will denote with the same symbol Σ n the support of such varifolds. If Σ n is a sequence of varifolds, ξ ∈ R 3 is called a bad point for the sequence Σ n with respect to a parameter ε > 0 if lim
In the following we deeply use the techniques developed in [22] and [20] .
Proposition 4.2. Up to subsequence, Σ n converges in the sense of varifolds to an integer rectifiable varifold Σ with boundary. If {ξ j } is the set of bad points of Σ n with respect to ε, it holds that
for possibly branched immersions Φ n : S → R 3 of a two dimensional manifold S with boundary. The varifold Σ is induced by a possibly branched immersion Φ : Σ g ′ → R 3 and is a solution of the problem (53) in its own class of genus g ′ and g ′ ≤ g.
Proof.
In order to establish the varifold convergence we just have to prove a uniform bound on the sequence of the areas |Σ n |. Indeed by Gauss-Bonnet
we get a uniform bound on D(Σ n ); while since for any n the varifold boundary of Σ n is the curve Γ, the total variation of the boundary measure is uniformly bounded. So for an estimate on the areas, let us first show a bound on the diameters of each Σ n . Since Σ n is embedded, passing to the limit σ → 0 and ρ → ∞ in the monotonicity formula with boundary (15) follows that
for any p 0 ∈ Σ n \ Γ. Since´Γ
. Now for n sufficiently big the quantity 8π − β g − ε n is strictly positive, then
This is true for any p 0 ∈ Σ n \ Γ, and since Γ is fixed we get a bound on the diameters diam(Σ n ) ≤ C which is uniform in n.
So let us say that for any n we have Σ n ⊂⊂ B R (0). We can estimate the area of Σ n in the same fashion used in the proof of Proposition 3.5; so consider Σ ′ n := 1 R Σ n ⊂⊂ B 1 (0) and we have
Hence |Σ n | = R 2 |Σ ′ n | is uniformly bounded in n, and therefore we get varifold convergence up to subsequence to some limit Σ with boundary Γ (Theorem 6.1 in [14] ). Now we are going to exploit the regularity theory developed in [22] , which is based on Lemma 2.1 of [22] . So let ε > 0 and denote by ξ 1 , ..., ξ P the related bad points. We can apply the arguments in [22] as did in [20] without modifications to get regularity in any good point ξ ∈ supp(Σ) \ Γ, thus getting supp(Σ) ∈ C ∞ at such points, in the sense that supp(Σ) is locally union of graphs of C ∞ functions near those points. Now the same method can applied also in the case of good points ξ ∈ Γ, except that now the sets d i,k in Lemma 2.1 of [22] may touch Γ. However the biharmonic comparison method of Theorem 3.1 of [22] can be applied extending the surfaces Σ n in a neighborhood of ξ by an odd reflection of graphs and using biharmonic functions with graphs passing through Γ; hence the usual estimates are achievable, giving regularity C 1,α up to the boundary good points. Finally, choosing variations φN with φ ∈ C ∞ 0 (Σ), ∇φ| Γ = 0, the same arguments of Proposition 3.1 of [20] can be applied, hence finding that supp(Σ) \ {ξ 1 , ..., ξ P } is C ∞ .
By classical arguments one also obtains that Σ n → supp(Σ) in Hausdorff distance d H . Let us now consider z ∈ Σ a good point and x n , y n points in Σ n such that x n = y n for any n and x n → z, y n → z. Fix ρ > 0 and apply the graphical decomposition method in B ρ (z). Up to adding two more graphs to the decomposition we can assume that for any n there are smooth functions
As in [22] there are vectors
with α ∈ (0, 1). Hence ∇u(z) = η u , ∇v(z) = η v . Up to reparametrization we can assume η u = η v = 0 and
If by contradiction we suppose L u = L v , by the convergence of graphs in Hausdorff distance and by smoothness this would imply that Σ n is not embedded for n big enough, that contradicts our assumptions. By the construction in [12] as used in [20] , this implies that
where {ξ j } is the set of bad points, S ρ is a suitable manifold with boundary and Im (Φ ρ ) is the varifold induced by Φ ρ . Also, by convergence of the boundary measures, we get that the generalized boundary of Σ is some σ V = νH 1 ¬ Γ, and thus G(Σ) =´Γ k Γ , −ν dH 1 .
By the above argument and by the fact that as in [22] the monotonicity formula with boundary implies that ∀j ∀ε ∃σ 0 :
we see that we can construct as in [22] for such σ the annular sets
and smooth functions u j,i :
giving the graphical decomposition of Σ ∩ A j (if ξ j ∈ Γ the suitable choice of d 1j1 for i = 1 actually makes A j a half-annular set). As in [22] one then finds
for possibly branched immersions Φ n : S → R 3 of a two dimensional manifold S with boundary. Also, as in the proof of Lemma 3.6 one finds the convergence G(Σ n ) → G(Σ), hence by Gauss-Bonnet and the same comparison arguments of [22] the varifold Σ verifies the minimization property:
Finally we want to prove that Σ ∈ C(Σ g ′ ), that is we want to see the regularity of the support at the bad points. Let us just consider a bad point ξ ∈ Γ; for a bad point ξ ∈ Γ the argument is analogous choosing biharmonic functions with graph passing through Γ. By the very same biharmonic comparison argument of [22] one finds thatˆΣ
for ρ > 0 small and for α ∈ (0, 1) that may change from line to line. Also the annular graphical decomposition of Σ gives planes L ρ i and functions u ρ i such that
As in [22] using the Poincaré type Lemma one finds
for any domain B 
where L ia the Lipschitz constant of
(ξ) neighborhoods of the two points collapsing to P, Q we have
Recalling (58) this implies that ∃ lim p→ξ,p∈Σ
Hence we can parametrize Σ as a union of graphs on the same tangent plane L at ξ, getting the same estimates of [22] leading to the regularity C 1,α ∩ W 2,2 , therefore completing the proof.
We mention that in the process one also finds
The main result we are going to prove in this section is the following. ii) Let g = 1. There exist infinitely many closed convex planar smooth curves Γ for which problem (53) has minimizers, which in particular are C 1,α ∩ W 2,2 surfaces. Moreover for any k ∈ N there isε such that for any ε ∈ (0,ε) there exists Γ as above with the additional property that
iii) If g ≥ 2 and problem (53) has no solution for any genus 1 ≤ g ′ ≤ g, then the infimum of the problem equals β g − 4π.
Remark 4.4. Observe that Theorem 4.3 also proves that problem (53) is non-trivial in the sense that by thesis i) it cannot happen that the infimum of the problem is 0 and there is no minimizer, i.e. the problem does not reduce to a minimal surfaces problem.
Remark 4.5. If g = 1 and problem (53) has no solution, by Proposition 4.2 the limit varifold Σ is induced by a branched immersion of the disk and minimizes the problem for genus g ′ = 0, hence Σ = D. Also by (55) there exists a unique bad point ξ such that it absorbs the topology of Σ n , that is to say
From now on and for the study of the genus g = 1 case, we will denote by ξ the bad point mentioned in Remark 4.5 satisfying (66). We are going to divide the cases ξ ∈ Γ and ξ ∈ Γ.
Lemma 4.6. If there is no solution to the minimization problem (53) in the case of genus g = 1, if the bad point ξ lies in the interior of D, then the infimum of problem (53) is equal to β 1 − 4π = 2π 2 − 4π.
Proof. By (58), (59) and by the convergence in Hausdorff distance, we can fix σ 0 > 0 such that B 2σ 0 (ξ)∩Γ = ∅ and such that for any σ ∈ S ⊂ (0, σ 0 ) we have an annular region A σ = {x ∈ D|σ/4 < |x − ξ| < 3σ/4} and functions u σ n :
and in (Σ n ∩ A σ ) * the star denotes the selection of the connected component of (Σ n ∩ A σ ) such that
where σ n is the sequence in Remark 4.5 (roughly speaking we are selecting the right annulus of Σ n around the ball accumulating the topology). From now on let σ ∈ S(σ 0 ) ∩ (σ 0 /2, σ 0 ) be fixed (which exists for ε small enough); by the properties above we can fixσ ∈S(σ) ⊂ (σ/4, 3σ/4) with L 1 (S(σ)) ≥ σ/4 such that
where Tσ is a fixed tubolar neighborhood of graph(u σ n | ∂B R 2
) independent of n such that no bad points belong to Tσ. Then we estimateˆ∂
and for any x, y ∈ ∂B R 2 σ (ξ), denoting by γ(x, y) the shortest arc in ∂B R 2 σ (ξ) from x to y and by T a tangent unit vector field to ∂B R 2 σ (ξ) we have
Being also |∇u σ n | ≤ Cε 1/6 , up to subsequence by Ascoli-Arzelà we have
Now let R = Aσ > 0 such that Γ ⊂ B R/2 (ξ), and call
It is readily checked that w n minimizes´B |∇ 2 v| 2 among all v with the same boundary data. Passing to the infimum on such v in the inequality´B |∇ 2 w n | 2 ≤´B |∇v| 2 +´B |∇ 2 v| 2 we get
.
Applying the same inequalities to the function w n − l n for a suitable affine function l n , by (70) we estimatê
, where C * is a universal positive constant. Hencê
then by (65) we obtain lim sup
By Remark 4.5 we conclude that the C 1,1 surfaceΣ n given by extending w n to zero on (B R 2 R (0)) c and then gluing graph(w n ) with Σ n at the curve u σ n (∂B R 2 σ (ξ)) is an asymptotically flat surface of genus 1; hence its Willmore energy is ≥ 2π 2 − 4π. By (75) we conclude that
We can also give a better description of the behavior of the bad point ξ in the interior of D as follows.
Lemma 4.7. If there is no solution to the minimization problem (53) in the case of genus g = 1, if the bad point ξ lies in the interior of D, then there exists a blow up subsequence A n (Σ n − ξ) with A n → ∞ that converges to P up to subsequence in the sense of varifolds, where P = I r,c (T ) and T is the closed Clifford-Willmore torus up to conformal transformation and c ∈ T .
Proof. After translation we assume ξ = 0 and we adopt the notations of the proof of Lemma 4.6. By (75) a blow up limit of Σ n coincides with a blow up limit of the constructed surfacesΣ n . Also, by (76), the sequenceΣ n is minimizing among asymptotically flat surfaces of genus 1 with one end. By hypothesis there is some ε > 0 such that lim rց0 lim inf n D(Σ n ∩ B r (0)) = ε 2 . By (65), passing to a subsequence this implies
and by (77) for n big enough we havêΣ
hence x = 0 cannot be a bad point. Now if 0 is not a bad point for any parameter η > 0, we will see that A n = 1 rn verifies the thesis. Otherwise lim rց0 lim inf n D(S n ∩ B r (0)) = η 2 > 0 and
In this case we define S
(1)
S n and we argue as before. In the end we find the least integer 0 ≤ k < +∞ and a blow up sequence S n converges up to subsequence in the sense of varifold to a limit P , which is an asymptotically flat manifold minimizing the Willmore energy among its own class of genus. By construction, calling S (0) n = S n and S (−1) n =Σ n , we havê
then P is not empty neither a plane and the thesis follows.
Now we consider the case in which ξ lies on the boundary curve. Proof. Applying the same arguments and estimates of the proof of Lemma 4.6 on a sequence of radii (σ 0 ) n ց 0 in place of σ 0 , we deduce, up to passing to a diagonal sequence, the existence of radii r n ց 0 and functions
where each T rn is a closed tubolar neighborhood of graph(u n | ∂B R 2 rn (ξ)∩D
) not containing bad points andr n is a suitable radius (herer n , r n respectively do the job of σ,σ in the proof of Lemma 4.6). Up to translation and rotation assume ξ = 0, Γ ⊂ {z = 0}, {x = 0} is tangent to Γ at ξ = 0 and (0, −1, 0) points outside of D. In this way for ρ ≤ ρ 0 (Γ) ≤ 1 let Γ ρ : I ρ ⊂ R → R be the function such that Γ ∩ B ρ (0) = (graph(Γ ρ ), 0). Also for any ρ ∈ (0, ρ 0 (Γ)) extend Γ ρ on the whole line arbitrarily but assuming that
Note that by construction
with g 1 (y) = 1 − y 2 ; also extending g 1 n and g 1 on R as we did in (80), we can say that 0) )) be a cut off function such that χ| B R 2 1/8 ((1,0)) = 1 and consider the function
Performing the same construction around the point (−1, 0) and getting the corresponding function
we have that the diffeomorphism
is such that F n − id| R 3 C 2 (R 3 ) → 0 and γ ′′ n := F n (γ ′ n ) intersects orthogonally the axis {y = 0}. By the same arguments leading to (83) we have |W(Σ ′ n ∩ B T (0)) − W(F n (Σ ′ n ) ∩ B T (0))| <η n for some |η n | ց 0. Also by the same calculations in the (85) we have that the functions parametrizing F n (Σ ′ n ) satisfy the analogous relations.
Hence, up to applying the sequence of diffeomorphisms F n on Σ ′ n , in the following we can assume that (83) holds, Then by (87) the following extended functions are well defined.
and callγ ′ n := γ ′ n ∪ {(x, y)|(x, −y) ∈ γ ′ n }. Note that by construction, the functionsû ′ n satisfy the inequalities in (85) (the notation adapted with dom(û ′ n ) andγ ′ n in the right places). Consider now R >> 1 and let B n = B R 2 R (0) \ encl(γ ′ n ). Let us adopt the following notation on trace operators
A function f ∈ C 1 (B n )∩{tr 2 (f ) = 0} verifies a Poincaré-like inequality as follows. If T (ρ, θ) = ρ(cos θ, sin θ), then
where we usedρ ≤ ρ in the second inequality,ρ ≥ r(θ) in the third inequality and we assumed n sufficiently large so that r(θ) > 1/2 for any θ.
Hence by direct methods, (90) and continuity of trace operators, for any n there exists a solution to the following minimization problem
Call such minimizer w n . Hence w n satisfies in a weak sense the equation
that implies w n ∈ C ∞ (B n ). By (87) and the same calculations of the proof of Lemma 4.6 we get
and since
Extend now w n to the value 0 outside of B R 2 R (0) to get a function w n ∈ C 1,1 (enlc(γ ′ n ) c ). We consider the following C 1,1 composite surface
where (Σ ′ n ) * denotes the obvious truncation at γ ′ n . Choosing T > R in (87) we have
Finally we observe that by construction S n is a C 1,1 surface of genus 1 with the axis {y = 0} as boundary.
Then by approximation by Theorem 3.4 we conclude that
which concludes the proof.
Proof. (of Theorem 4.3) Point i) follows from Lemma 4.6 and Lemma 4.8. For point ii) let T ⊂ R 3 be a conformal transformation of the minimizing Clifford-Willmore torus and fix a point q ∈ T , then perform the spherical inversion I 1,q (T \ {q}). After isometry we get an asymptotically flat torus S with asymptotic plane {z = 0} and for η > 0 small enough we can assume that S ∩ {z < η} identifies an end of the surface. Removing such end we get a surface S η with planar convex boundary Γ η and energy W(S η ) < 2π 2 − 4π, then by i) the problem (53) with boundary Γ η has minimizers. Also, by suitable rescaling of Γ η and η small enough we get a curve arbitrarily close to S 1 in C k norm for any chosen k. As for the regularity of the minimizers we proved in Proposition 4.2 that a minimizing sequence converges to a varifold with support locally union of graphs of C 1,α ∩ W 2,2 functions. Finally point iii) follows from the fact that the arguments in the proof of Lemma 4.6 and Lemma 4.8 are local. Indeed let g ≥ 2 and assume the hypotheses in iii). By Proposition 4.2 a minimizing sequence Σ n still converge to D as varifolds and by (55) we get the existence of P ≥ 1 bad points ξ 1 , ..., ξ P each absorbing a quantum g i ≥ 1 of genus with P i=1 g i = g, in the sense that
B σn (ξ i ).
Hence applying the same arguments in the proof of Lemma 4.6 and Lemma 4.8 at each point ξ i we now get the inequality
Then the thesis follows by the inequality P i=1 e g i > e g ( [2] ).
From point i) in Theorem 4.3 follows the following stability result.
Corollary 4.9. If Γ is a planar curve for which problem (53) at genus g = 1 has infimum < β 1 − 4π, then there exist ε Γ > 0 such that for any diffeomorphism F : R 3 → R 3 of class C 2 with F − id| R 3 C 2 (R 3 ) ≤ ε Γ , problem (53) at genus g = 1 on the curve F (Γ) has minimizers.
Finally let us define also the problem min W(Φ) | Φ : Σ g → R 3 smooth immersion, Φ| ∂Σg → Γ smooth embedding .
Applying Corollary (2.7) we obtain:
Corollary 4.10. Let g = 1. There exists ε 0 > 0 such that if Γ is a planar curve such that there is a diffeomorphism F : R 3 → R 3 with F (Γ) = S 1 and
then problem (97) is equivalent to problem (53). In particular points i) and iii) of Theorem 4.3 and Corollary 4.9 hold for problem (97), there are curves arbitrarily C k close to a circumference for which problem (97) has solutions, and such minimizers are smooth embedded surfaces.
Proof. By Corollary (2.7), problem (97) not only is equivalent to problem (53), but it is also equivalent to problem min W(Φ) | Φ : Σ g → R 3 smooth embedding, Φ(∂Σ g ) = Γ .
Then arguments of Proposition 4.2 hold for problem (98) and then points i) and iii) of Theorem 4.3 hold for problem (98). As in point ii) of Theorem 4.3 we find boundary curves arbitrarily close to the circumference for which (98) and therefore (97) has minimizers, which in particular are smooth embedded surfaces.
Putting together Theorem 4.3, Corollary 4.9, and Corollary 4.10, the proof of Theorem 1.2 is completed. We finish the section with some comments. The S 1 boundary does not admit minimizers in any class of competitors considered above; however for any k there are arbitrarily small C k perturbations Γ of the circle that do admit minimizers in the class of problem (53), and also such property is stable under sufficiently small C 2 perturbation of the curve Γ. Moreover if the boundary datum Γ is sufficiently close in C 2 norm to a circle, then problem (97) has smooth embedded minimizers. Since the argument of point ii) of Theorem 4.3 can be applied to any planar curve Γ obtained by suitable truncation of inverted Willmore tori, we note the existence of a family of convex curves admitting minimizers in the class of problem (53) not necessarily close to a circle in C 2 norm. It would be interesting to understand if S 1 is the only compact convex curve without minimizers, which by Theorem 4.3 in case of genus 1 is equivalent to say that in the min-max problem sup Γ smooth, planar, convex inf W(Σ)|∂Σ = Γ, Σ embedded = β 1 − 4π
the supremum is only achieved by circles. We also mention that boundary curves of truncated inverted Clifford-Willmore tori are convex and symmetric under two axes of reflection; it would be interesting to study if such symmetries are inherited by the minimizers of problem (53), and if the nonexistence of minimizers with circular boundary is due to the rotational symmetry of the circumference, i.e. the presence of too many axes of reflection fixing the boundary. Remark 4.13. The natural extension of this work is the study of the same minimization problem for arbitrary non-planar embedded curves Γ ⊂ R 3 . In such cases the restriction of the problem to a family like (52) is no longer reasonable, since even minimal surfaces may be forced to have multiplicities. Indeed the classical ambient approach of [22] as used in [20] shows the presence of branched points in the limit of minimizing sequences, therefore loosing the control on the topology of Proposition 4.2. Another fact to take into account is the existence of curves Γ solving the classical Plateau-Douglas problem for arbitrary fixed genus (see [8] ); the so called Douglas condition on a curve Γ is sufficient for the solvability of the classical Plateau-Douglas, however no sufficient and necessary conditions are known, and the problem may be related to the minimization of the Willmore energy as formulated in this work. Despite the aforementioned issues, our method should be applicable for certain classes of non-planar curves.
In particular Proposition 4.2 and point i) of Theorem 4.3 should be true with simple modifications in the case of embedded curves which only admit embedded disk-type minimal surfaces as solutions of the related Plateau problem.
