A variety of approaches have been developed for the detection of features such as edges, lines, and corners in images. Many techniques presuppose the feature type, such as a step edge, and use the differential properties of the luminance function to detect the location of such features. The local energy model provides an alternative approach, detecting a variety of feature types in a single pass by analysing order in the phase components of the Fourier transform of the image. The local energy model is usually implemented by calculating the envelope of the analytic signal associated with the image function. Here we analyse the accuracy of such an implementation, and show that in certain cases the feature location is only approximately given by the local energy model. Orientation selectivity is another aspect of the local energy model, and we show that a feature is only correctly located at a peak of the local energy function when local energy has a zero gradient in two orthogonal directions at the peak point.
Introduction
Images are spatial data patterns, normally represented as bounded and sampled luminance values over a bounded and sampled two-dimensional spatial domain. One of the major problems in image analysis is the detection of image features such as edge and corner points, since it is well-accepted that such features contain much of the information in the image, and occur on a set of small measure. Many approaches have been developed for the detection and localisation of features, including differential techniques [5, 10, 19] , surface-fitting techniques [7, 8] , morphological approaches [14] and others [21] .
Accurate feature detection is essential for many of the problems currently facing researchers in the field of active vision, especially with regards to stereo, motion analysis, and hand-eye coordination in robotics. Moreover, Oppenheim and Lim [15] showed in 1981 that phase information is crucial to our perception of features, and Fleet and Jepson [6] have used phase information to extract motion in images. Morrone and Owens (1987) approach the problem of feature detection by considering how features are built up in an image instead of the differential properties in the luminance function. They proposed the phase congruency model for feature detection. In their approach an image is decomposed into its frequency components. A feature point is marked at the spatial location where the phases of frequency components in a particular direction are maximally congruent in a local neighbourhood. They also hypothesize that feature points located by the phase congruency criterion coincide with those perceived by the human visual system [11, 12] , including some illusory features like Mach bands [13] .
The concept of maximal congruency in phase entails the minimisation of some measure of error. Various error functions can be used. However, instead of using an error function, Morrone and Owens implement phase-congruency by defining a local energy function. Features are said to be found at points where the local energy function peaks. The local energy function is defined as the norm of an energy vector whose two bases are the image itself and its Hilbert transform. To tie in with the original idea of localizing features at points of maximal phase congruency, they define a "phase-congruency" function as the scaled version of the local energy function, the scaling factor being the sum of the amplitudes of all frequency components. By such definitions, the maximisation of the local energy function naturally maximises the phase-congruency function. In this paper, a weighted least-square error function (as one of the many possible ways to measure "congruency") is defined for the deviation in component phase angles and must be minimised to mean phase-congruency. It is shown in Section 4 that the local energy model is a Taylor approximation of the weighted least-square method in implementing phase congruency.
In this paper we will restrict the analysis of the model to one-dimensional image signals. However, the local energy model has been implemented for the analysis of two-dimensional images [22] . The implementation involves convolving the image signal with quadrature pairs of filters, one of which is rotationally symmetric and the other orientationally selective. The phase congruency model has also been implemented using banks of wavelet filters [9] and extended for the detection of two-dimensional features such as corners and junctions [20] . Some of the mathematical properties of the model have been detailed in our previous work [1-4, 11, 12, 16-18, 23] , but this paper represents the first detailed analysis of the model's accuracy.
The orientation invariance property of the phase congruency and the local energy models is also examined. Features in an image can exist in any direction. In the event of 1-D feature points forming a curve, the ideal implementation of a feature detector should be operating in a direction normal to the feature curve at each point.
Indeed, this is how Canny's operator detects step edges. However, many feature detectors, including early versions of the local energy model, are one-dimensional if implementation is to be simple and efficient [22] . The outputs of the feature detector in two orthogonal directions are often summed to represent a two-dimensional detection.
Although it has been empirically demonstrated that reasonable results can be obtained in such a manner by the local energy model [22] , a mathematical analysis has not been provided. This paper provides the proof that the location of the peaks of local energy, or locations of minimal weighted least-square phase error, remain invariant regardless of the chosen directions of the two bases of operation, provided some conditions are met. These are discussed in Section 6.
The local energy model
The following discussion will be restricted to one-dimensional analog signals f .x/. The image, I , that such a signal represents is the two-dimensional array of points fI .x; y/ D f .x/, where x and y are in some intervalg. That is, f .x/ represents a horizontal slice through the image I .x; y/ and such slices are identical, regardless of the choice of y. One can imagine a simple step edge image, with a black panel on the left-hand side, and a white panel on the right.
Let a one-dimensional zero-dc luminance function f .x/ be defined in terms of its Fourier frequency components as
where a n and n are the amplitude and phase of the n th frequency component respectively.
Let the Hilbert Transform of f .x/ be h.x/. Then, by definition of the Hilbert transform,
An energy vector can be defined as
3)
The local energy function [22] , E, is defined as the norm of the vector e.x/:
Y. K. Aw, Robyn Owens and John Ross [4] Alternatively, E.x/ can be expressed as
where
(2.6) Equation (2.5) is derived by summing the dot-products of all frequency component vectors with a unit vector along e.x/. The value E (2.4) is the norm of the resultant vector e of all the components using the Cartesian coordinates, where n!x C n D 0 is the x-axis (and ³=2 is the y-axis). But if the component vectors are summed using other Cartesian coordinates where n!x C n Â e D 0 is the x-axis (and ³=2 is the y-axis), that is, using the e direction as the x-axis, then the same e should be obtained as before (because the vector sum is independent of the coordinate system used) and the e in the latter coordinate system is real (zero imaginary part) giving E directly (2.5).
Alternately, the identity of (2.4) and (2.5) can also be proven as follows. The norm (E) of a vector (e) is the dot product of the vector (e) with its unit vector ( O e) along the same direction:
Next, that E is maximised at Â e given any x before finding peaks of E with respect to x will be ascertained. PROOF. We have
Since p is non-negative (being the norm of a vector (see equation (2.5)), extrema of p (with respect to Â, not x), if any, must be maxima, not minima. To find Â at maxima of p given x, set
By Theorem 1, it is known that the local energy E, at a given spatial location x, is maximised at the phase angle Â e of the energy vector e, which is computed by standard vector algebra (2.6) . This is to be contrasted with the statement [22] that says E is maximised at the weighted average of the component phases P n>0 a n .n!x C n / ŽP n>0 a n .
(It will be shown that this is a Taylor's Series approximation.) At Â e , it is now desired to find x e (the spatial location where E.x; Â/ is maximised). To maximise E is to maximise the square of E (since E is non-negative). Thus, using (2.4), a function Z .x/ is defined as
Because of the identity of the expressions in (2.4) and (2.5), it is implicit that Â D Â e when Z .x/ is defined as in (2.8). We have
.m n/a m a n sin.m!x C m / cos.n!x C n /:
.m n/a m a n sin.m!x e C m / cos.n!x e C n / D 0: (2.9) Equation (2.9) can be solved for x e by numerical methods. For each x e found, the usual second derivative test (@ 2 Z=@ x 2 < 0 for maxima) can be carried out. In summary, E.x/ peaks at the spatial location x D x e (2.9) with a phase angle Â D Â e (2.6).
Phase congruency via phase deviation
Next, the notion of phase-congruency will be studied. As a convenient example, a weighted least-square error function is defined to measure 'phase-congruency'. Let r .x; Â/, a phase deviation function (rather than a 'phase-congruency' function [22] ), be defined as
where n!x C n Â assumes values in the principal range . ³; ³]. The value of r will be in the closed interval [0.0, 1.0]. Maximum phase congruency means minimum phase deviation. Also note that by shifting !x C n Â into the principal range of . ³; ³], mod .2³/ computation is performed in (3.1).
As before, it is desired to find Â that minimises r at any given x before considering minimising r with respect to x.
THEOREM 2. The value of Â in the function
a n must be equal to the weighted average phase
if r is to be minimised at any given x. [7] Phase congruency in feature detection 103 PROOF. We have
Since @ 2 r=@Â 2 > 0, any extrema of r must be minima.
Note that the expression for Â r in Theorem 2 is identical to the weighted average phase mentioned by Venkatesh [22] . What this means is that at Â r , the local energy does not peak in general; instead, the phase deviation function is minimised.
Also note that special care must be taken when computing Â r in mod .2³/. One way is to separate .n!x C n / into two groups: .0; ³] and . ³; 0]; compute a sub-weighted-average value in each group, and then combine the two sub-weightedaverage values using the smaller angle of difference between them.
By Theorem 2, it is known that at the weighted average phase angle Â r , the phases of the fourier components have weighted least square error (with respect to Â). Next, we compute the spatial location x r where r .x; Â/ is minimised. This is done by setting @r =@ x to 0 at Â D Â r .x/. We have
From Theorem 2,
Y. K. Aw, Robyn Owens and John Ross [8] where M D X n>0 a n n . X n>0 a n ; N D X n>0 a n n . X n>0 a n ;
and
3) is implicit with respect to x r , and the expression .n!x C n !M x N / cannot be separated to give
because for every x r and n, .n!x C n !M x N / must undergo mod .2³/ arithmetic to assume values in . ³; ³]. Numerical methods can be used to solve for x r in (3.3) by looking for the zero-crossings.
In summary, phases of the harmonics are maximally congruent at location x r with a phase angle value Â r (3.3).
Phase congruency approximated by local energy peaks
We have shown that the local energy peaks at location x e with phase value Â e but phases of harmonics are maximally congruent at location x r with phase value Â r (in a weighted least-square sense). To say that local energy peaks at maximum phase congruency would mean x e D x r and Â e D Â r . This happens only when all harmonics' phases .n!x C n / are equal to Â e . In vectorial terms, all the vectors representing each harmonic of the image at x e will have to point in the same direction as the energy vector e does. The closer the harmonics' phases are to Â e , the better the approximation of .x r ; Â r / by .x e ; Â e /. This approximation is also known as the Taylor approximation. Proofs are provided below as Theorem 3 and 4. 
Setting @ E=@Â e D 0 (to find Â e ) gives X n>0 a n .n!x C n Â e / ³ 0; X n>0 a n .n!x C n / X n>0 a n Â e ³ 0;
THEOREM 4. The local energy peak location x e is approximately equal to the least phase deviation location x r if all harmonics' phases .n!x C n / are close to Â e . (That is, x e ³ x r if n!x C n Â e ³ 0.)
Hence
But from (3.2) and (3.3)
Therefore x e ³ x r .
Numerical examples
Some numerical examples are given below to illustrate the similarities and the differences in feature locations (x e and x r ) and phase angles (Â e and Â r ) calculated using the local energy model and the weighted least-square method.
A generalised trapezoidal waveform is used. The waveform has zero dc and a peak to peak amplitude value 0.25. This value of peak-peak amplitude is chosen so that the curves of the luminance function ( f .x/), the local energy (E.x/) and the phase deviation function (r .x/) can be plotted with clear details on the same scale. The waveform occupies one periodic cycle (0 to 2³) within the given frame of 257-pixels wide, and the gradient of the ramp is determined by a ratio R which is equal to the width of the ramp over the width of the plateau.
In Case 1, R = 1. The locations and phase angles of a feature near the point where the plateau meets the ramp are measured. The illusory features observed at the location are also known as Mach bands [13] .
In Case 2, R ³ 0, and the slope of the ramp portion is near infinity. The feature points at the two ends of a ramp merge into a step feature, also called an edge.
In Case 3, R ³ 1. The upper and lower plateau portions of a trapezoid are reduced to zero width, and the result is a sawtooth waveform where the feature points at the two ends of a plateau are merged together.
In Case 4, R is set to 1, but only the lowest nine positive and lowest nine negative frequency components of the luminance function are retained. What is being examined is a smoothed trapezoid.
As a last example (Case 5), a waveform of the least number of frequency components that exhibits a difference in Â e and Â r is used. Three frequency components are needed. (However, not every three-component waveform has a difference in Â e and Â r .)
Only the first global peak of the local energy function and the first global phase deviation minimum from the left of the waveform are tabulated and marked on the graphs as illustrations. (More peaks and minima exist at symmetrical locations towards the right of the marked points.)
Case 1:
Suppose we are given a spatially generated trapezoidal waveform with unit R (the ramp width to plateau width ratio).
The spatially generated waveform is fast-Fourier transformed to get the necessary a n and n (! D 2³). The results are shown below in Table 1 , and illustrated in Figure 1 . 
0.027189
Note: x e 6 D x r and Â e 6 D Â r . Components' phases are only maximally (not perfectly) congruent at x r . "local_energy_peak" "minimum_phase_deviation"
"image" "local_energy" "phase_deviation" FIGURE 1. Example: a trapezoidal waveform At this juncture, it is worth mentioning an interesting observation: at the 'smoothest' parts of the luminance function (at the middle of the ramp and the middle of the plateau), the local energy is minimum and the phase deviation function is maximum. This is the duality of feature definition: if the maximum of the local energy is defined as a feature point, then the minimum of the same should indicate a featureless point. A similar behaviour can be observed in the phase deviation function.
Case 2:
Suppose we are given a spatially generated square waveform by setting R to 1 129 . The spatially generated waveform is fast-fourier transformed to get the necessary a n and n (! D 2³). The results are shown below in Table 2 and illustrated in Figure 2 . "local_energy_peak" "minimum_phase_deviation" "image" "local_energy" "phase_deviation" FIGURE 2. Example: a square waveform [13] Phase congruency in feature detection 109
Case 3: Suppose we are given a spatially generated sawtooth waveform by setting R to a large number, say 999999. The spatially generated waveform is fast-fourier transformed to get the necessary a n and n (! D 2³). The results are shown below in Table 3 and illustrated in Figure 3 . "local_energy_peak" "minimum_phase_deviation" "image" "local_energy" "phase_deviation" 
Case 4:
This waveform consists of the lowest nine positive and lowest nine negative frequency components of a trapezoid of R = 1. The result is a smoothed trapezoid. [14] Given f .x/ D 9 X nD1 a n cos.n!x C n /; ! D 2³; 
and note that a n D a n , n D n . The results are shown below in Table 4 and illustrated in Figure 4 . 
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Note that x e 6 D x r and Â e 6 D Â r . Components' phases are only maximally (not perfectly) congruent at x r .
Case 5:
In this case, a waveform that has no perfect phase congruency (that is, r 6 D 0 at x r ) will be examined. Such a waveform must consist of at least three harmonics. "local_energy_peak" "minimum_phase_deviation" "image" "local_energy" "phase_deviation" The results are illustrated below. 
Orientation invariance
In this section, the hypothesis that the location of the local maxima of local energy is invariant to the orientation of the orthogonal bases of operation with respect to the image is examined. In common practice, the set of peaks detected from one [16] "local_energy_peak" "minimum_phase_deviation" "image" "local_energy" "phase_deviation" FIGURE 5. Example: a 3-harmonic waveform having no perfect phase congruency direction is simply united (that is, logical O R operation) with those found in the other orthogonal direction to form a so-called two-dimensional feature map of an image. In the following paragraphs, it will be shown that in order to obtain invariance in the detected locations with respect to the orientation of the applied operator, there is a necessary condition of zero-gradient in the local energy in both directions at a peak point ( §6.1). That is, peak detection in one direction cannot be carried out regardless of the local energy gradient found in the other direction. (Usual second derivative tests can be carried out but are omitted in this paper for simplicity.) The same necessary condition applies to feature point detection using the weighted least-square criterion, in which case a minimum in one direction must be matched with a zero gradient in the other direction ( §6.2).
6.1. Consistency in peak point in the local energy model. Assume that a peak is present in a two-dimensional zero-dc image. Since the Hilbert transform does not exist for a general two-dimensional image, without loss of generality, one can further restrict the image to be one of positive frequency components only. Then, using the horizontal and vertical directions of the image as the axes for x and y, and centering the origin of the coordinates at the said peak, the image can be expressed as Let the square of E.x; y/ be Z .x; y/. In usual peak searching, Z .x; y/ is maximised in the horizontal and the vertical directions separately (by setting @ Z=@ x and @ Z=@ y separately to zero together with second derivative tests), and the union taken the set of peak locations found in the two directions. We have For @ Z =@u or @ Z =@v ((6.14), (6.15)) to be zero at the origin (where a feature lies) regardless of Â, @ Z =@ x and (not or) @ Z =@ y must be both zero. In other words, if the feature location detected in one coordinate system is to remain invariant with respect to the axes, the gradient in both directions must be zero before the point of interest can be tested further as a feature point. The test of sufficiency using second derivatives can be carried out as normal.
6.2. Consistency of minimum point in phase deviation using the weighted leastsquare criterion. As before, the same x y coordinates whose origin centres on a feature point are used. In this case, however, the feature point is a location where there is a minimum in the phase deviation function r .x; y/ which is defined as Considering the gradient @r=@ x and @r=@ y,
a m;n n P Then,
Therefore, Next, consider the rotated coordinates .u; v/ and the substitution of (6.9) and (6.10) into (6.16) and (6.17) we have Again, for @r=@u or @r=@v ((6.27), (6.28)) to be zero at the origin (where a feature lies) regardless of Â, @r=@ x and (not or) @r=@v must both be zero. (Usual second derivatives test can be worked out and also note that (6.27) and (6.28) have the same form as (6.14) and (6.15).)
In summary, if a feature point is defined at the minimum phase deviation point (in the weighted least-square sense), and if the detected location is to be invariant to the arbitrary orientation of the coordinate axes with respect to the image, then it is necessary to check for zero gradient in both axis directions when determining a feature point in one direction.
Conclusion
We have shown that features detected by searching for the local energy peaks or by looking for minimum phase deviation in the weighted least-square sense can differ slightly in locations and phase angles. If the harmonics' phases are perfectly congruent, as in the case of a perfect step or sawtooth (roof) luminance function (Cases 2 and 3 in Section 2.5), there is no difference between the two methods in location and in phase angle. If, however, the harmonics' phases are only maximally (not perfectly) congruent, as in the case of a trapezoidal luminance function or combinations of steps and roof profiles, small differences in the order of a few degrees per picture width can exist in locations and phase angles calculated by the two methods. This is due to the fact that the local energy method is a Taylor-approximation of the weighted least-square method in measuring phase congruency.
The consistency in the detected feature location with respect to an arbitrary set of orientations of the applied energy operator has also been examined. We showed that while determining a local energy peak in one direction (say, the x-direction) as a feature point, it is important to check that the gradient of the local energy in the orthogonal direction (the y-direction) is also zero, though it need not be a peak in the y-direction at the same time (as in the case of a roof profile in the x-direction with a constant luminance in the y-direction). However, if one decides that a roof profile in the x-direction with a gradual increase in luminance in the y-direction is to contain features at peaks of the roof points, then a priori knowledge about the feature line orientation is needed to apply the local energy operator correctly in a direction perpendicular to the feature line. Any other orientation of coordinate system will give inconsistent results on feature point locations.
A similar necessary condition applies to feature point detection using the weighted least-square phase deviation function. A zero-gradient condition in the deviation function in the orthogonal (y) direction must be met when deciding whether the minimum point in phase deviation in the current (x) direction is a feature point (and vice versa).
