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Animals engage in intricately woven action sequences that are constructed from trial-and-error 
learning, but the mechanisms by which the brain links together individual actions which are later 
recalled as fluid chains of behavior are not fully understood. The aim of this dissertation is to 
investigate the learning and goal-directed control of action sequences in rats. Experiment 1 
addresses a question that comes out of a reinforcement learning model of action sequencing: how 
does the extent of training change how the performance of an action sequence is impacted by 
reward devaluation. The data show that action sequences remain goal-directed overall regardless 
of the extent of training, but the locus of goal-directed control shifts over training. The 
subsequent experiments address how the direct and indirect basal ganglia pathways contribute to 
the learning and goal-directed control of action sequences. Experiments 2 through 5 make use of 
the same action sequence task used in Experiment 1 while also introducing chemogenetic 
manipulations during and/or after training. Manipulations are targeted to either D1 receptor-
expressing neurons in the dorsomedial or dorsolateral striatum (Experiments 2 and 3, 
respectively) or D2 neurons in the dorsomedial or dorsolateral striatum (Experiments 4 and 5, 
 
v 
respectively). While chemogenetic-mediated inhibition spared goal-directed control at the level 
of sequence rates across all experiments, the completion and initiation of sequences were 
compromised by D1 and D2 neuronal inhibition in the dorsomedial striatum, respectively. In 
addition, inhibiting D2 neurons in the dorsolateral striatum compromised action sequence 
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The ability to learn and execute a complex series of movements in a particular order is a 
remarkable feat of any nervous system. Organisms are able to learn arbitrary sequences of 
actions through repeated practice, and once asymptotic performance has been reached, sequences 
can be recalled with impressive speed and precision. While much of the neuroscience of 
instrumental learning focuses on a single action that is reinforced or punished by an outcome, 
that single action is almost always part of a sequence of actions that are either not recorded or 
ignored by the experimenter. It is rarely the case that the sequence of events that constitute 
instrumental learning is action → outcome, as simple as it may be to depict it in that way. Often 
times the action that is to be reinforced or punished (i.e. the ‘target action’) is separated in time 
from an outcome by other actions, and the target action is always preceded by other actions. It is 
also true that some actions are coincident with their outcomes. Moreover, the target action itself 
is usually composed of a series of muscle movements that follow a precise order. All of this is to 
say that instrumental learning almost always occurs in the context of a sequence of actions. 
While there is much that is not known about the neural mechanisms of action sequence learning 
and performance in animals, there is nevertheless a rich literature that, when considered in full, 
narrows down the basal ganglia as a primary neural circuit involved in action sequencing. The 
aim of this general introduction is to succinctly summarize that vast literature and filter out the 
main themes and unanswered questions across many studies.   
In reviewing the literature on action sequencing, one finds a broad and loose definition of 
the term ‘action sequence’. Sometimes studies of action sequencing focus on different action 
types that are executed across different spatial locations (e.g. pressing a lever followed by pulling 
a chain), or actions of the same type that are executed across different spatial locations (e.g. 
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pressing one lever followed by pressing another lever), or actions of the same type that are 
executed in the same spatial location (e.g. pressing the same lever repeatedly). Furthermore, the 
number of actions available to the subject at any given point in time varies from study to study, 
and the ‘degrees of freedom’ of action will determine the difficulty of the task and thus the rate 
of learning. For example, an animal that is required to execute a set of actions in a specific order 
to obtain a reward will face a more challenging learning scenario if all of those actions are 
simultaneously available compared to a situation in which only one action is available at a time, 
or when each action is cued by an external stimulus. Action sequencing is a broadly defined 
phenomenon, and because it is not monolithic, any conclusions that are drawn from a single 
study may not generalize to other situations. It is important to bear this caveat in mind.  
 To start, I begin by reviewing one of the most dominant accounts of instrumental learning 
in behavioral neuroscience today: reinforcement learning (RL). RL dictates that actions are 
learned ‘in reverse’ from the moment of reinforcement, and this can help to explain some 
empirical phenomena in the animal learning literature. The mechanisms that allow for this type 
of learning are fairly simple, and fall under the heading of ‘model-free’ RL. Model-free RL does 
not capture some of the more complex aspects of action sequencing, and as an alternative another 
brand of RL (‘model-based’ RL) is sometimes appealed to. But even with model-based RL there 
are shortcomings, since it does not capture the hierarchical structure of action sequences. It is 
from this juncture that I then start my empirical investigation. 
 The first experiment in this thesis deals with addressing a question that comes out of an 
RL model of action sequencing: how does the extent of training change how the performance of 
an action sequence is impacted by reward devaluation, both in terms of the overall rate of 
performance and the latency to initiate and complete action sequences. Beyond investigating the 
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question of how outcome devaluation affects the initiation and completion of an action sequence, 
there are additional questions of how neural circuits within the brain support action sequencing. 
The rest of this thesis addresses this issue. There is broad consensus that the basal ganglia play a 
crucial role in the learning and goal-directed control of action sequences, and the subsequent 
experiments are concerned with addressing how the direct and indirect basal ganglia pathways 
contribute to these aspects of behavior in rats. Experiments 2 through 5 make use of the same 
action sequence task used in Experiment 1 while also introducing chemogenetic manipulations 
during and/or after training. Manipulations are targeted to either D1 neurons in the dorsomedial 
or dorsolateral striatum (Experiments 2 and 3, respectively) or D2 neurons in the dorsomedial or 
dorsolateral striatum (Experiments 4 and 5, respectively).  
 
Reinforcement learning as a guiding framework 
One of the most influential accounts of action sequence learning comes from the 
computational theory of reinforcement learning (RL). RL is a collection of algorithms that 
describes how animals and artificial agents can maximize long-term reward through trial-and-
error learning (Sutton & Barto, 2018). As an animal explores its environment and encounters 
appetitive and aversive outcomes, it needs a way of figuring out what specific actions or action 
sequences led to those outcomes so that it can repeat or avoid those actions in the future 
(Thorndike, 1898). The main idea behind RL is that agents assign values to actions, and then use 
the changes in these values to adjust the values of preceding actions. Action values are learned 
either by encountering rewards in the environment or stimuli that predict future rewards, with the 
ultimate goal being an incremental improvement of the agent’s decision-making ‘policy’. While 
RL has its origins in artificial intelligence, it has also been championed by psychologists and 
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neuroscientists as a way to understand the computations underlying animal learning and 
decision-making (e.g. Redish, Jensen, Johnson, & Kurth-Nelson, 2007; Mattar & Daw, 2018; 
Stachenfeld, Botvinick, & Gershman, 2017). What follows is a very basic overview of RL, 
intended only to introduce the reader to core concepts.  
The main elements of an RL algorithm are states, actions, and rewards. Each action is 
executed in a state, and whatever value accrues to an action is conditional on that state. For 
example, an experienced chess player may have learned to assign a high value to the action Nf3 
(knight to f3) when the state is such that all the pieces are arranged in their starting positions, i.e. 
at the beginning of the game. Yet the same player may have learned to assign a different value to 
that same action when the state is different, i.e. when the game has advanced and the pieces are 
arranged differently. Thus, as an agent navigates through the state space of its environment, it 
will encounter rewards and learn the values of state-action pairs, which are conceptually similar 
to stimulus-response associations (Thorndike, 1898). When the agent arrives in a state, the 
probability of selecting any given action is proportional to its learned value, and the probability 
distribution over actions defines the agent’s ‘policy’.  
 One of the cornerstone assumptions of RL is that the values of actions are adjusted 
according to errors in prediction. When an agent executes an action in some state, the value of 
the outcome at a subsequent time step is compared to the agent’s most recent value estimate of 
the state-action pair. This comparison is known as a prediction error. If the value of the outcome 
surpasses the learned state-action value, the prediction error is positive and the state-action value 
is incremented. If the outcome value is inferior to the state-action value, the prediction error is 
negative and the value is decremented. If the value of the outcome perfectly matches the state-
action value, the prediction error is zero and there is no new learning. The prediction error 
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reflects the degree of discrepancy between the value of some outcome relative to the state-action 
value, and larger discrepancies between expectation and outcome will create larger changes in 
the state-action value. While some models use a summed prediction error in which a state’s value 
at each time step is a weighted sum of the various stimulus elements in that state (e.g. Gershman, 
Moustafa, & Ludvig, 2014; Ludvig, Sutton, & Kehoe, 2012), other models compute prediction-
errors for separate state-action pairs (Sutton & Barto, 2018).  
For example, a naïve chess player that achieves a checkmate may experience a rush of 
excitement—an outcome that has positive value. Whatever move the player most recently 
executed is the winning move, and, owing to the player’s inexperience, possesses no prior value. 
Upon winning, the value of that move in whatever specific state the player was in will accrue 
positive value due to the positive prediction error. If the player happens to play that same move 
in that same state in a future game, the consequence will once again be a checkmate, and, 
assuming the player’s learning rate is imperfect, a positive prediction error will once again be 
computed. However, the magnitude of the error will be smaller this time around due to the 
positive expectation associated with the move, as represented by the positive state-action value. 
In this way, the value of the state-action pair will increase in a negatively accelerating fashion as 
the player continues to execute that move in future games. If the rules of the game should change 
for some reason, executing that specific move in that specific state will not result in a checkmate, 
leading to a negative prediction error and a decrement in value.  
It is easy to understand how the value of a single move at the end of a chess game is 
learned, because the outcome of the move is immediate. If the move results in a checkmate, the 
player wins and the state-action value is updated accordingly. But a chess game, like many 
pursuits in life, is made up of many actions that shape the final outcome. These intermediate 
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actions are delayed from the final outcome, and this delay presents a challenge for properly 
adjusting the values of actions within a sequence. This is called the temporal credit assignment 
problem (Minsky, 1961), and it is the raison d’être for all RL algorithms and a defining feature 
of action sequence learning. 
How, then, can an agent solve the temporal credit assignment problem? The main 
assumption is that the outcome of an action can be defined in several ways. An action may lead 
to a primary reinforcer that has intrinsic value, such as food, water, or the thrill of a checkmate. 
However, in a sequence of actions in which the occurrence of a primary reinforcer may be 
temporally distant from actions further back in the sequence, there needs to be a way of updating 
action values in the absence of an immediate primary reinforcer. It is for this reason that states or 
actions can themselves serve as reinforcing outcomes. That is, an action may lead to a state or 
another action that has acquired value, and the value of the subsequent state or action updates the 
value of the state or action immediately preceding it by being incorporated into the prediction 
error computation. The idea that signals for future reward can serve a similar function to primary 
reward is known as conditioned reinforcement (Williams, 1994). When a primary reinforcer is 
not available following the execution of an action, the value of the action can still be updated by 
an intermediate conditioned reinforcer. Most algorithms assume that conditioned reinforcers are 
weighted by a discount parameter such that states or actions that are further away in time from 
primary reinforcement will make for weaker conditioned reinforcers.   
In addition, when a reinforcer is not available immediately following an action, the action 
value can still be updated some time later if an eligibility trace is active at the time of a future 
reinforcer. This eligibility trace decays with time and functions as a memory for an action, 
allowing for delayed reinforcement to adjust action values. Eligibility traces and conditioned 
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reinforcement bridge the temporal gap between actions and outcomes, helping to solve the 
temporal credit assignment problem. It is theoretically possible for an agent to learn action 
sequences in the absence of these two mechanisms, but simulations have shown that RL 
algorithms are faster at learning action sequences when they include eligibility traces and 
conditioned reinforcement (Suri & Schultz, 1998; Walsh & Anderson, 2011).  
This framework, while powerful and effective at solving action sequencing learning 
problems, assumes that learning and decision-making processes are model-free. This means that 
the agent does not learn an internal model of the environment or task. The state-action values 
that are learned by a model-free system are summary statistics that represent how good a given 
action is in a given state, based on how reliably that action led to rewards in the past. As a result, 
a model-free agent can evaluate an action based on an estimate of how much future reward it is 
associated with, but that estimate is a cached value that is relatively robust to sudden changes in 
the environment. In this respect, model-free RL is often compared to stimulus-response learning 
(Thorndike, 1898), although model-free RL differs in many ways from the original formulation 
of stimulus-response learning. Given these limitations, it is of interest to know whether model-
free RL mechanisms can accurately describe features of action sequence learning in biological 
agents. This could provide an indication of whether the relatively simple learning mechanisms of 
model-free RL are useful for understanding action sequencing in real animals.    
 
Model-free RL explains a fundamental feature of action sequence learning in animals  
Arguably, one of the strongest reasons for believing that model-free RL has any validity 
in terms of animal behavior is the documented importance of prediction errors in Pavlovian 
learning, although whether these prediction errors are necessarily model-free has come under 
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scrutiny recently (Keiflin et al., 2019; Li & McNally, 2014; Sharpe et al., 2017; Steinberg et al., 
2013; Takahashi et al., 2009; Waelti, Dickinson, & Schultz, 2001). In Pavlovian learning 
outcomes are not contingent on actions, but rather the presence of external cues. Theoretical 
treatments of Pavlovian learning therefore consider prediction errors as being computed on the 
basis of cues (e.g. Rescorla & Wagner, 1972), and it is therefore of interest to know whether 
prediction errors can act on actions directly during instrumental learning, as is assumed to be the 
case in various model-free RL algorithms.  
The importance of prediction errors for instrumental learning has been investigated using 
free operant, single response paradigms (Dickinson & Charnock, 1985; Hammond & Weinberg, 
1984; St. Claire-Smith, 1979; Williams, 1999). For example, in one experiment it was shown 
that the rate at which rats pressed a lever for food rewards on a random interval schedule was 
diminished if the reward and the immediately preceding lever press were separated by the 
presentation of a light or tone, compared to when the stimulus was paired with mostly non-
rewarded presses or not presented at all (St. Claire-Smith, 1979). This finding suggests that a 
stimulus that immediately precedes food will gain value which overshadows the value of the 
lever, thus diminishing the overall prediction error. Indeed, the same study showed that the 
stimulus gained value by virtue of its ability to serve as a conditioned reinforcer, but only when it 
previously preceded food. However, there is not as large of a literature documenting the 
importance of prediction errors in instrumental learning compared to Pavlovian learning, and it 
has also been suggested that instrumental learning may adhere to a different set of rules than 
Pavlovian learning (Dickinson, 1994; Morris et al., 2017; Pérez et al., 2016; but see Mackintosh, 
1983).  
Despite the lack of a thorough investigation of whether the acquisition of single actions 
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depends on prediction error computation, there is evidence that action sequences are learned in a 
manner consistent with another aspect of model-free RL. One prediction that model-free RL 
makes about action sequencing is that the values of proximal actions (relative to the timing of 
reinforcement) will be learned more rapidly relative to the values of more distal actions. This 
should happen for several reasons. First, the assumption of a decaying eligibility trace implies 
that the degree to which an action is eligible for update becomes weaker the further it is 
temporally removed from a reinforcer. Second, a distal action separated from a primary 
reinforcer by subsequent actions relies on more proximal actions to serve as conditioned 
reinforcers, but this form of reinforcement is relatively weak because the value of a conditioned 
reinforcer is discounted. Third, the prediction error that is hypothesized to update action values 
propagates back from the time of a reinforcer, taking longer to reach more distal actions.  
The prediction of slower learning of distal actions is borne out across a variety of 
behaviors. For example, when mice are required to press a left lever and then a right lever in 
sequence to earn food rewards, they perseverate on the right lever early in training before 
learning the serial order of the task (Rothwell et al., 2015; Yin, 2010). Similarly, when mice are 
trained to press levers in a left-left-right-right pattern, the proportion of correct actions decreased 
as a function of the serial order of the action from reward (Geddes, Li, & Jin, 2018). When rats 
learn to navigate mazes, the number of erroneous entries into a blind alley increases as a function 
of the alley’s serial distance from the food box (Spence, 1932; Tolman & Honzik, 1930), and 
human subjects navigating an imaginary maze make a similar pattern of errors (Fu & Anderson, 
2006). When pigeons are required to emit a specific sequence of pecks across two keys on a 
variable interval schedule of reinforcement, the serial distance of the key from the reward affects 
how frequently that key is pecked (Catania, 1971). For example, when pigeons were required to 
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execute the sequence left-right-right-right and right-right-left-right on different training days, the 
proportion of left key pecks emitted across the entire training session was greater in the latter 
case, even though the number of left and right key pecks required for reward was identical across 
both sequences. 
A similar pattern of behavior holds for extinction, during which an expected reward is 
repeatedly withheld following the performance of a previously reinforced sequence. Morgan 
(1974) documented a number of instances during which sequential actions extinguish at different 
rates depending on what order they are performed in the sequence. For example, in an 
experiment in which rats were trained to run down an alleyway for food reward and then food 
was withheld, running speed slowed down at a faster rate in the goalbox, where the food reward 
was previously delivered, compared to the more distant startbox (Wagner, 1961).    
These behavioral observations suggest that actions that are more proximal to the time of 
reward are learned about sooner than distal actions (see also Hull, 1932; Killeen, 1994). The 
implication is that sequential actions are learned ‘in reverse’ from the moment of reinforcement, 
and this is predicted by model-free RL. The mechanisms that allow for action sequences to be 
learned in this way—prediction error, conditioned reinforcement, eligibility traces—while 
powerful, nonetheless imply an impoverished model of learning and decision-making that does 
not completely match up to what is known to be true about action sequence learning in animals. 
Specifically, research has shown that action sequence learning involves more than just the 
learning of model-free state-action associations.  
 
Model-free RL does not explain goal-directed control of action sequences 
The description of RL up to this point has intentionally been restricted to model-free 
 
11 
learning. A model-free learner computes state-action values as it encounters reinforcing 
outcomes (or the absence of expected outcomes), caches those values in memory, and then 
subsequently retrieves those values to choose actions in the future. At the time of a decision, the 
agent is assumed to know what state it is in, and executing the appropriate action is as simple as 
choosing the action with the highest value. This makes the decision-making process relatively 
fast and efficient. In contrast, there are other RL algorithms that fall under model-based methods 
that compute state-action values differently. For example, one model-based algorithm, known as 
value iteration (Sutton & Barto, 2018), learns state transition probabilities and state-outcome 
associations. It then uses these pieces of information to compute action values in the current state 
s by consulting, under the current policy, the probability of transitioning to the next state s′, the 
expected outcome in s′, and the action values in state s′. In this way, a model-based learner 
evaluates what will happen in future states in order to decide which action to take in the current 
state. Unlike model-free decision-making, which is retrospective, model-based decision-making 
is prospective and requires planning. Note, however, that both behavioral strategies are 
fundamentally concerned with the sequential structure of actions, because the mechanisms by 
which actions are learned and selected depend on the value of subsequent actions in a sequence.  
To make the distinction between model-free and model-based learning clearer, let’s once 
again take chess as an example. In chess, one can imagine two different types of strategies. A 
player could play hundreds of games and learn from each move such that the next time they find 
themselves in a specific state (i.e. a particular board arrangement), their decision process will 
rely only on consulting the learned state-action pairs. This player has no foresight—they only do 
what has worked for them in the past. This type of learning strategy falls under model-free RL. 
On the other hand, a player could decide which move to make based on anticipating the 
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probabilities of ending up in all future states (i.e. all of the next possible moves that the opponent 
could make), the outcomes in those states (i.e. will the next state result in a win), and the values 
of actions in those states (i.e. are any of the actions in the next state likely to lead to an eventual 
win). This type of learning strategy falls under model-based RL, and, while also subject to trial-
and-error learning, involves planning and is more cognitively taxing.  
This distinction has bearing on the sequential decision-making of biological agents. 
Humans and non-human animals are capable of both model-based and model-free control, also 
known as goal-directed and habitual control, respectively (Daw et al., 2011; Dickinson, 
Nicholas, & Adams, 1983; Gillan et al., 2016; Gremel & Costa, 2013; Killcross & Coutureau, 
2003). There are two common methods of revealing one or the other modes of behavioral 
control. One method involves training subjects to perform a set of actions for a reinforcing 
outcome, followed by devaluing the reinforcing outcome offline (i.e. outside of the learning 
situation), and then testing the subject’s propensity to perform those actions when the outcome is 
withheld. If performance is suppressed following devaluation, the conclusion is that the animal is 
goal-directed—that is, it is capable of anticipating the consequences of its actions. On the other 
hand, if performance is unaffected by devaluation, then the animal is considered habitual—
actions are controlled by the cached value of a stimulus-response association. One way of 
explaining goal-directed performance of instrumental actions is to appeal to an “action-outcome” 
association being formed, while habitual performance is explained as the formation of a 
stimulus-response association (Dickinson, 1994; Balleine & Dickinson, 1998). The action-
outcome association enables the organism to anticipate what outcome might follow its action 
and, on the basis of that outcome anticipation, to decrease its vigor if the outcome is devalued. 
Responding governed by a stimulus-response association will not be affected by reward 
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devaluation because the outcome is not encoded in the underlying learning. In contrast, RL 
approaches provide ways of mathematically formalizing the instrumental learning process as it 
occurs in real time by recognizing that behaviors often occur within a sequence prior to reward 
delivery. Whereas model-free “state-action” RL learning bears some resemblance to the 
traditional notion of an S-R association, model-based RL learning departs more from the 
traditional notion of an action-outcome association although both have in common the view that 
the organism explicitly learns to anticipate the consequence of its actions. 
To concretely explain how model-based RL explains the sensitivity of instrumental 
actions to outcome devaluation, let’s take as an example the common procedure of training a rat 
to press a lever for a food reward that is delivered in a magazine. For simplicity, let’s assume that 
the lever operates on continuous reinforcement, which means that each lever press is followed by 
delivery of food into the magazine. Further, let’s assume that there are only two actions available 
to the rat (press lever and enter magazine), and that there are three states. In State 1, the rat can 
choose to press the lever or enter the magazine. If it presses the lever, the rat transitions to State 
2, where it can again choose to press the lever or enter the magazine. If it enters the magazine, 
that transitions the rat to State 3, where food is obtained and the rat goes back to State 1. When 
the reward is devalued outside of the operant chamber, and the rat is subsequently brought back 
to the operant chamber, how will it immediately know to refrain from pressing the lever? 
According to model-based RL, a goal-directed rat learns the identity and value of the rewards 
encountered in each state, the probability of transitioning between states, and the values of all 
possible actions within each state. This means that the rat has learned about the high probability 
of transitioning from State 1 to State 2 conditional upon pressing the lever, and the high 
probability of transitioning from State 2 to State 3 conditional upon entering the magazine. It has 
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also learned the identity and value of the reward in State 3. After the reward is devalued and the 
rat finds itself in State 1, it will compute the value of pressing the lever by consulting the 
probability of transitioning to State 2 and then consulting the value of entering the magazine in 
State 2, which is determined by the probability of transitioning to State 3 and the value of the 
reward in that state. Since the reward’s value decreases after devaluation, and the reward is 
earned only in State 3, the value of the reward in State 3 diminishes. Since the value of entering 
the magazine in State 2 is determined by the probability of transitioning to State 3 and the value 
of the reward expected in State 3, the value of entering the magazine will diminish because the 
value of the reward expected in State 3 is diminished. The diminished value of entering the 
magazine in State 2 will consequently diminish the value of pressing the lever in State 1, because 
the value of pressing the lever in State 1 is determined by the probability of transitioning to State 
2 and the value of entering the magazine in State 2, which diminishes after reward devaluation 
for reasons specified above. This is called model-based reinforcement learning because the 
subject builds an internal model of the task, which includes the estimated probabilities of 
transitioning between the current and future states conditional upon each possible action, and an 
estimate of the rewards to be found in future states. Model-free RL does not estimate state 
transition probabilities, nor does it estimate the rewards to be found in each state.  
Most often, researchers use outcome devaluation to analyze single actions. However, 
some work has examined how outcome devaluation affects the sequential structure of actions. 
For example, Dickinson et al. (1983) and Killcross & Coutureau (2003) trained rats to press a 
lever and then enter a magazine for food rewards on various schedules of reinforcement. The 
food rewards were then devalued either by conditioned taste aversion or selective satiation. They 
found that, while the expression of goal-directed lever pressing depended on the training 
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schedule, magazine entering was consistently goal-directed regardless of the schedule (see also 
Balleine & Dickinson, 1991). This suggests that actions in a sequence are differentially goal-
directed depending on the temporal proximity of the action to the outcome, with more proximal 
actions showing greater goal-directed control. Another experiment showed that the suppression 
of lever pressing in rats following liquid reward devaluation was greater for rats that consumed 
the liquid intraorally rather than through a magazine, and this was true even though rates of lever 
pressing during training were higher for rats that earned rewards intraorally (Colwill & Rescorla, 
1990). Bringing the lever press response temporally closer to the reward appeared to have 
created a stronger action-outcome association. A similar finding was reported by Balleine, 
Paredes-Oley, and Dickinson (2005). In that experiment, rats were trained to perform two 
sequential actions for food reward (lever press followed by chain pull or vice versa). A subset of 
rats then underwent reward devaluation via conditioned taste version. During the test the 
following day, performance of the action most proximal to reward was reduced but performance 
of the distal action was relatively frequent and did not differ from a control group that had not 
undergone the aversion treatment. In another study in which rats were trained to perform 
discriminated action sequences (e.g. panel light 1 → lever press → panel light 2 → chain pull → 
magazine entry → food pellet), only the magazine entry action was sensitive to devaluation 
(Thrailkill & Bouton, 2017). These findings collectively support the notion that action 
sequencing involves more than the learning of model-free state-action values. Rather, animals 
demonstrate knowledge of the consequences of the action sequence, although, in some cases, this 
knowledge seems to decay for actions further back in the sequence (see also Corbit & Balleine, 
2003; Daw, Niv, & Dayan, 2005). It is worth mentioning that the decay of goal-directed control 
for actions distant from reward is not anticipated by ordinary model-based algorithms, as 
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explained above (Daw, Niv, & Dayan, 2005).  
An alternate way of differentiating model-free from model-based control is to use a 
complex action sequence task, known as the ‘two-step task’ (Daw et al., 2011). In the most well-
known variant of this task, illustrated in Figure 1A, subjects initiate a trial by choosing one of 
two actions, which results in the transition to one of two states (signaled by distinct stimuli), at 
which point one of two actions is chosen again to possibly earn a reward with probabilities that 
independently vary at a small rate from trial to trial but with overall mean rates that are 
equivalent for the two actions. The first stage actions transition to each state with a fixed 
probability, such that each action is associated with one common and one rare transition (see 
Figure 1A). This task can differentiate model-free from model-based learning by analyzing 
whether subjects will simply repeat actions that led to primary reinforcement in past trials or 
whether actions will also be sensitive to the anticipated future state transitions (see Figure 1B). 
Specifically, model-free learning predicts that the subject will choose the first stage action that 
most recently led to a reward, regardless of which states it transitioned between to get to the 
reward. In contrast, model-based learning takes into account the state transition probabilities, 
such that when a reward is earned following a rare state transition, the subject will be biased to 
avoid the first stage action that it most recently chose because that action is more likely to lead to 
a state not associated with the recently earned reward (see Figure 1A). In humans, the finding is 
that performance is a mixture of model-free and model-based learning (see Figure 1C; Daw et 
al., 2011; Dezfouli & Balleine, 2013; Doll et al., 2015; Friedel et al., 2014), while in rats and 
mice, behavior is either a mixture of the two learning strategies (Akam et al., 2017; Hasz & 
Redish, 2018) or completely model-based (Miller, Botvinick, & Brody, 2017). These findings, 
once again, strengthen the idea that action sequence learning cannot be described as a simple 
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Figure 1. The two-step task. (A) Depiction of the task. Participants begin by choosing action 1 
or action 2 (A1 and A2, respectively), after which they transition to one of two states 
(represented by slot machines in this example) and then choose action 1 or 2 again for 
probabilistic rewards (in the original task designed by Daw and colleagues, the reward 
probabilities associated with each action were constrained to be between 0.25 and 0.75 and 
subject to change independently of each other on every trial according to Gaussian random 
sampling with mean 0 and SD 0.025). (B) Predictions of a habitual (left) and goal-directed 
(right) controller as defined by the probability of repeating the same first-stage action as a 
function of whether the previous trial ended with reward or not and whether the state transition in 
the previous trial was common or rare. For the habitual controller, stay probability is determined 
only by whether reward was earned on the previous trial, while for the goal-directed controller, 
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choice is influenced by considering both reward history and state transition probabilities. (C) 
Empirical data from human participants showing mixed model-based and model-free control 
(Dezfouli & Balleine, 2013). Data are probabilities of repeating the same first-stage action as a 
function of whether the previous trial ended with reward or not and whether the state transition in 




















Action sequences are hierarchically organized 
While models of action sequence learning are greatly improved by incorporating model-
based planning, that is not sufficient to capture all the complexities of action sequencing. Adding 
to that complexity is the idea that sequencing is hierarchical (Botvinick, 2008, 2012; Botvinick, 
Niv, & Barto, 2009; Dezfouli & Balleine 2012, 2013; Geddes et al., 2018; Lashley, 1951; 
Rosenbaum et al., 2007; Sutton, Precup, & Singh, 1999). The description of RL up to this point 
has been restricted to non-hierarchical control. Specifically, an agent that behaves in a non-
hierarchical manner selects and evaluates actions one at a time, independent of preceding 
actions. The agent performs an action, transitions to a new state, and whatever action it selects in 
that state is independent of all the preceding actions. A hierarchical representation, in contrast, 
implies that actions are organized and represented as coherent subunits, such that the 
performance of a single action depends on the performance of a set of preceding actions. 
Specifically, a hierarchical representation of an action sequence implies that individual actions 
are nested within higher order representations, which are referred to by a number of names—
chunks (Graybiel, 1998), macro-actions (Dezfouli & Balleine, 2012), nested subroutines 
(Botvinick, 2008), and options (Sutton et al., 1999). This higher order representation of action 
sequences is hypothesized to form over the course of learning, with agents starting out evaluating 
and selecting actions piecemeal, and then eventually evaluating and selecting groups of actions 
(Dezfouli & Balleine, 2012).  
What is the evidence that actions become chunked over the course of learning? 
Researchers often rely on ‘slips of action’ to indicate that chunking has occurred—that is, when 
subjects continue to perform latter parts of an action sequence that are no longer required. For 
example, in a study conducted by Matsumoto and colleagues (1999), a monkey was trained to 
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push three different buttons in sequence for a terminal water reward. Each time the correct button 
was pushed, the next button to be pressed in the sequence was illuminated to cue the monkey. 
After thousands of training trials on the same sequence of pushes, the experimenters abruptly 
changed the task so that reward was now delivered after the second button press, the third button 
press was no longer required as a response, and it stopped illuminating after the second button 
was pushed. The monkey, however, continued to press the third button after pressing the second 
button for tens of trials, and the latency of the third button push was similar before and after the 
task switch. This is also despite the fact that the reward and reward-associated clicker were 
presented immediately after the second button push. This result implies that, following extensive 
practice, sequential actions can become independent of the external cues that may have originally 
guided them. The authors interpreted this to mean that the entire button push sequence was pre-
programmed, or chunked. While it is tempting to construe such slips of action as being the result 
of a chunking mechanism, it is also possible that such errors stem from strong stimulus-response 
associations, in which the stimulus is no longer an external cue but proprioceptive feedback from 
the previous movement in the sequence (Horvitz, 2009). 
Another approach has been to analyze how the structure of simple sequences changes 
over the course of training. For example, in one experiment mice were trained to press a single 
lever four times in a row with the constraint that mice were required to make progressively 
higher within-bout press rates across training sessions (Jin, Tecuapetla, & Costa, 2014). Across 
training sessions, the mean and variability of the inter-press intervals decreased, and the number 
of ultra-fast bouts increased. Based on this pattern of data, the authors concluded that mice 
learned to chunk their lever press actions together. Similarly, in another study in which mice 
were trained to press a single lever repeatedly, the mean and variability of the inter-press 
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intervals once again decreased across training (Matamales et al., 2017). In addition to analyzing 
the inter-press intervals, the authors also examined the sequence boundary intervals—those 
intervals separating a terminal lever press from a magazine check and a magazine check from an 
initiating lever press. They found that the boundary intervals were, on average, much longer than 
the inter-press intervals in young mice, but in aged mice these two intervals were very similar. 
The authors concluded that, whereas young mice only chunked together the lever presses that fell 
within an uninterrupted sequence, aged mice chunked together lever presses and sequence 
boundary elements. Once again, however, these findings cannot definitively implicate chunking 
as playing a role in the observed behavior. One problem is that free operant paradigms do not 
afford a clear way of identifying when a sequence begins and ends, thus making it difficult to 
figure out which (if any) elements have become chunked. Moreover, improvements in response 
speed and variability alone can be explained by other, equally likely mechanisms such as 
learning the relationship between inter-response times and rewards rates (Mackintosh, 1974; Niv 
et al., 2007).  
How, then, can the hierarchical nature of action sequencing be revealed? Recall that a 
defining feature of hierarchical control is that the sequence is “pre-programmed,” such that the 
order of each action is determined prior to the initiation of the sequence. This means that the 
performance of an action within a sequence could be a function of the action that precedes it. To 
test the idea that action sequences are pre-determined prior to performance, Dezfouli and 
Balleine (2013) ran human participants in a version of the two-step task. Recall that this task 
entails training subjects to choose between two actions, followed by a transition to one of two 
states, followed by another choice between two actions, followed by probabilistic reward (see 
Figure 1A). The authors reasoned that, if a reward at the end of trial n serves to reinforce an 
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action chunk, then repeating the same first-stage action on trial n+1 should entail a high 
probability of also repeating the same second-stage action—even when the identity of the 
second-stage stimulus may be different from the one encountered in the previous trial. In 
contrast, if a reward on trial n served to reinforce single actions independently of one another, 
then on trial n+1 the second-stage choice should be independent of which first-stage action was 
chosen. That is, decision-making should occur de novo at the second stage. The pattern of data 
were consistent with the prediction that participants learned to chunk their actions together: the 
probability of repeating the same second stage action was high if the previous trial was rewarded 
and the same first-stage action was repeated. 
While the task and analyses developed by Dezfouli and Balleine (2013) are able to reveal 
behavior that is consistent with a hierarchical representation of action chunks, the use of a non-
hierarchical stimulus-response mechanism still cannot be ruled out. The finding that the second 
action in the sequence was conditional on the first action could either result from the sequence 
being pre-programmed (hierarchical representation) or the first action serving as a stimulus that 
triggers the second action (non-hierarchical representation), as in a stimulus-response chain. 
Thus, an additional method is needed for differentiating hierarchical from non-hierarchical 
representations of sequences. 
In one study, rats were trained to perform two sequences of lever presses, in which one 
sequence consisted of pressing a left lever followed by a right lever for one reward type (sucrose 
pellets or Polycose solution), while the other sequence consisted of pressing right followed by 
left for the other reward type (Ostlund, Winterbauer, & Balleine, 2009). Reward devaluation 
tests were then conducted after training. If rats had learned to chunk their lever presses together, 
and the initiation of the chunk was under goal-directed control, then the entire sequence 
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associated with the devalued reward should have been selectively suppressed. This is what was 
found for normal rats. Interestingly, rats with secondary motor cortex lesions were unable to 
suppress the entire sequence, but instead selectively suppressed responding on the lever that was 
most temporally proximal to the devalued reward. The implication is that these rats treated each 
lever press as an independent behavioral unit, rather than part of a unified chunk, and outcome 
devaluation was instrumental in revealing this lack of hierarchical control.  
 
Integrating hierarchical representations with model-based RL 
 The idea that actions can be chunked together implies that each action within the chunk is 
pre-determined as part of an entire set of actions and is therefore not decided upon individually. 
This idea is made clear in an RL model constructed by Dezfouli and Balleine (2013), in which 
they assume that all instrumental learning and decision-making is model-based, but rather than 
being limited to single actions, model-based RL can operate on entire sequences of actions. This 
means that, once an action sequence is selected in a model-based manner, the individual actions 
that make up the sequence are pre-determined and executed as part of a chunk. The implication 
is that the initiation of an action sequence is subject to goal-directed control, but that once the 
sequence is initiated, the individual actions that make up the sequence are executed habitually 
(see also Dezfouli, Lingawi, & Balleine, 2014). The standard method of testing for goal-directed 
and habitual control is to use outcome devaluation, but so far, the hypothesis that the initiation 
and execution of an action sequence are subject to goal-directed and habitual control, 
respectively, has not been fully tested using outcome devaluation. The data from the study by 
Ostlund et al. (2009) are consistent with goal-directed control of sequence initiation, because in 
that study rats were capable of selectively suppressing the initiation of a sequence whose 
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outcome was devalued. This result does not constitute a full affirmation of the thesis put forth by 
Dezfouli and Balleine (2013), but it should be possible to use outcome devaluation to investigate 
this idea further.  
 The aim of the next chapter of this dissertation is to use outcome devaluation to 
investigate the idea that action sequence initiation and execution are subject to goal-directed and 
habitual control, respectively. As mentioned previously, much of the study of how outcome 
devaluation affects instrumental performance has relied on free operant, single response tasks 
such as pressing a single lever for food rewards. Free operant paradigms are not ideal for 
studying action sequencing because the structure of sequences is not well defined. Given the 
self-paced nature of free operant tasks, the beginning and end of a sequence of actions is largely 
determined by the animal and requires inference on the part of the experimenter (for examples 
see Jin et al., 2014; Matamales et al., 2017). To further investigate goal-directed control of action 
sequence initiation and execution, a task is needed in which the beginning and end of action 













It is thought that extensive practice creates habits. What is meant by a habit, however, is 
not always clear. On the one hand, an action can be habitual in the sense that it is insensitive to 
the anticipated value of its consequence (e.g. Dickinson et al., 1983). On the other hand, the term 
‘habitual’ is used to refer to sequences of actions that are performed with a high level of 
automaticity—that is, high speed and low variability (Desrochers et al., 2015; Jog et al., 1999). 
This raises the question of whether automatized action sequences are controlled by an 
anticipation of future outcomes.  
According to one view (Dezfouli & Balleine, 2012, 2013), over the course of an 
extensive amount of training action sequences become automatized and ‘chunked’ together such 
that the individual actions that make up the sequence are executed without evaluating future 
outcomes. However, prior to the sequence being executed, the subject is hypothesized to engage 
in goal-directed decision-making such that the initiation of a sequence is subject to goal-directed 
control. The standard method of testing for goal-directed and habitual control is to use outcome 
devaluation (e.g. Adams & Dickinson, 1981; Balleine & Dickinson, 1998), with the assumption 
that suppressing the speed of instrumental behavior following devaluation reflects knowledge of 
the outcome. According to the theory put forth by Dezfouli and colleagues (Dezfouli & Balleine, 
2012, 2013; Dezfouli et al., 2014), whether the animal will suppress the rate of an action 
sequence or not depends on where the outcome falls relative to the initiation of the sequence. 
The goal-directed decision-making process that governs the initiation of an action sequence can 
anticipate the outcome when it occurs at the end of the sequence (or the ‘successor state’ in RL 
 
1 This experiment was published in Learning & Memory, Volume 26, Issue 4. 
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terminology). If the outcome occurs at the end of the sequence, then the rate of sequence 
performance will be suppressed following devaluation because the decision to initiate the entire 
sequence is governed by goal-directed control. But if the outcome falls within the middle of the 
action sequence, then these authors hypothesize that the outcome will be “invisible” because, 
once initiated, execution of each component of the sequence will be under habitual control. Thus, 
the rate of sequence performance will be unaffected by devaluation in this case. 
This theory predicts that, if an action sequence task were set up such that the outcome is 
delivered at the end of a sequence of actions, then subjects should perform few sequences 
because they will be less prone to initiate them. However, on the rare occasion that a sequence is 
initiated, the component actions that comprise the sequence should be performed rapidly 
regardless of the value of the outcome. In addition, this approach would suggest that action 
sequences trained in this manner may never become truly habitual with extended training.  
To test these predictions, I performed an experiment by using an outcome devaluation 
procedure after rats were given either moderate or extensive training on an action sequence task. 
While it has been demonstrated that there is a transition from goal-directed to habitual control 
with overtraining in single-response tasks (e.g. Adams, 1982), it is unclear how subjects 
sequence their actions under these conditions. Other multiple-response tasks have been designed 
to study how outcome devaluation affects sequence performance (Balleine et al., 2005; Ostlund, 
Winterbauer, & Balleine, 2009), but the free-operant nature of these tasks may hinder the 
development of automaticity because these tasks allow many different sequences to be 
reinforced. This is not ideal if the goal is to elicit repetitive behavior. Specifically, these 
previously used sequence tasks are defined by liberal contingencies that allow rewards to be 
earned through many different routes. In one study, rats were given the opportunity to perform 
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R1 followed by R2 for water rewards (lever press followed by chain pull or vice versa), during 
which rewards could be earned by performing R2 after a variable interval schedule requirement 
was met on R1 (Balleine et al., 2005). Furthermore, rats were not penalized for performing R2 
prior to the variable interval requirement being met, and as a result any sequence beginning with 
R1 and ending with R2 could be reinforced after a randomly determined interval of time. This 
type of task thus arranges for a potentially infinite number of sequences to be reinforced. 
Variable sequences of actions are unlikely to become concatenated in the way that fixed 
sequences are, due to the reduced number of reinforcements for any individual sequences. Fixed 
action sequences are, therefore, more prone to chunking (Dezfouli et al., 2014). Our discrete-trial 
task explicitly reinforces a clearly defined action sequence, and permits a more thorough 




Sixty-four naïve Long-Evans rats (32 males and 32 females) were housed in plastic cages 
(17 x 8.5 x 8 in., l x w x h) in a colony room with a 14-hour light/10-hour dark cycle. Rats were 
housed in groups of 2 to 4 per cage with wood chip bedding and constant water access. All rats 
were maintained at 85% of free-feeding body weight for the duration of the experiment by 
supplemental feedings that occurred immediately following each daily experimental session. The 
experiment was run in two replications (n = 32 per replication, 16 males and 16 females).   
 
Apparatus  
Eight operant chambers (MED Associates) were used for behavioral training and testing. 
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Each chamber (10 x 12.5 x 10 in., l x w x h) was located within a sound-attenuating box (17.75 x 
12.5 x 23.25 in., l x w x h). The interior of the chamber was comprised of two Plexiglas walls, 
two metal walls, a Plexiglas ceiling, and a grid floor with 0.25 in. diameter rods spaced 5/8 in. 
apart. Attached to one metal wall was a house light 8 in. above the grid floor. On the opposite 
metal wall was a food magazine and two retractable levers. The food magazine (2.25 in. x 2.25 
in., w x h) was connected to two separate pellet dispensers via plastic tubing. The pellets used 
were TestDiet MLabRodent 45 mg grain pellets and Bio-Serv 45 mg purified pellets. The Bio-
Serv pellets are higher in sugar content, but both pellet types are calorically very similar (3.60 
and 3.30 kcal/g for Bio-serv and TestDiet, respectively). Two lever slots were located 2.5 in. 
above the floor and 3.5 in. to the right and left of the food magazine. Suspended wire cages (9.75 
x 8 x 7.25 in., l x w x h) were used for isolating rats during the 1-hour satiation periods, novel 
pellet pre-exposure, and 20-minute preference tests. During the satiation periods rats were given 
pellets in ceramic bowls that were stabilized to the cages by hooks attached to springs. 
 
Procedure 
Rats were first given magazine training with one pellet type, with half of all rats receiving 
the TestDiet pellet type and the other half receiving Bio-serv. During this 20-minute session, 
pellets were delivered according to a 60 second random time schedule, and accompanied by a 
brief clicker (15 Hz for 0.5 seconds). Rats were then trained to press levers. During the first 
session of pre-training, the left lever was inserted. A press on the left lever resulted in pellet 
delivery into the magazine, the retraction of the left lever, and insertion of the right lever. A press 
on the right lever resulted in pellet delivery into the magazine, the retraction of the right lever, 
and insertion of the left lever. This cycle continued until 50 pellets were earned or 60 minutes 
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elapsed, whichever occurred first. Three rats did not learn to press the levers during this phase of 
training and were excluded from the remainder of the experiment. A second pre-training session 
was given 24 hours later, in which the conditions were identical to the previous session except 
that pellets were only delivered following a right lever press. The main training phase began 24 
hours later and continued for either 20 or 60 daily sessions (Figure 2). During these sessions, the 
left and right levers were simultaneously inserted at the beginning of every trial, where they 
remained inserted until the rat completed a sequence of two lever presses. There were four 
possible sequences that could be performed: left-left (LL), left-right (LR), right-left (RL), or 
right-right (RR). If the rat performed an LR sequence, a pellet was delivered and the levers 
retracted for 1.5 second before being inserted again to start the next trial. If the rat performed any 
other two-lever sequences pellets were not delivered and the levers retracted for 5 seconds. A 
similar version of this task has been used previously with mice (Yin, 2009, 2010; Rothwell et al., 
2015). Sessions ended when 50 pellets were earned or 30 minutes elapsed, whichever occurred 
first. Six rats failed to learn the task and were excluded from all analyses. Criteria for exclusion 
were defined as failing to reach 10% task accuracy after 15 training sessions and/or failing to 




Figure 2. An illustration of the action sequence task. Two groups of rats were trained on the 
action sequence task. One group (moderate training; 14 males and 14 females) was trained for 20 
daily sessions and another group (extensive training; 12 males and 15 females) was trained for 
60 daily sessions. The moderate group began training on the same day that the extensive group 
began day 41 of training so that both groups terminated training on the same day. Group 









Following training, the devaluation cycles began. A single devaluation cycle was 
comprised of two tests separated by a retraining session, and all rats experienced two devaluation 
cycles. Prior to each test, rats were given an hour of unlimited access to either the pellet type 
associated with LR sequences (devalued test) or the other pellet used as a control for general 
satiety (valued test), with order of testing counterbalanced. All rats were pre-exposed to the 
novel pellet type 24 hr prior to testing. The pre-exposure procedure consisted of isolating the rats 
in wire cages until they consumed 20 pellets from a ceramic bowl. Immediately after the 
satiation period, rats were placed in the operant chambers and given a 5-minute extinction test in 
which the levers operated exactly as they did during training except no pellets were delivered 
and the clicker was turned off. Immediately following each extinction test, a 20-minute 
preference test was conducted in the wire cages wherein rats were given a choice between the 
two pellet types to test the effectiveness of the selective satiety manipulation. 
For statistical analysis, we performed t-tests to assess between-group differences on 
various training measures, between-group ANOVAs to assess differences in performance 
accuracy at the end of training, and one-way repeated measures ANOVAs (with pooled error 
terms across groups) to assess devaluation effects. Significant effects involving more than two 
means were assessed by constructing a set of 1 mutually orthogonal post-hoc contrasts (Rodger, 
1974). This approach eliminates the interaction term from the linear model together with the 
problems associated with interaction tests (see Rodger, 1974), and is more powerful than most 
ANOVA techniques at detecting true effects (Rodger & Roberts, 2013). We also provide a 
measure of effect size based on Perlman and Rasmussen’s (1975) estimate of the non-centrality 
parameter . Type I error is defined on a per contrast basis as the expected rate of rejecting true 
null hypotheses, and Rodger (1975) provided tables of critical F values for  = 0.05, the criterion 
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adopted here. Statistical power is defined as the expected rate of false null contrast rejections, 
and the power calculated for the sample sizes and estimated devaluation effect sizes in this study 
is 0.99.     
 
Results 
Before carrying out the main statistical analyses, we first investigated whether there were 
any effects of sex or replication to justify collapsing across these variables. We only analyzed the 
devaluation test data for this purpose, and found no sex differences and one minor replication 
difference (see below). All analyses subsequently described are collapsed across sex and 
replication. Analysis of the training data revealed that extensively trained rats were more 
repetitive and, in some respects, less variable than moderately trained rats. On the last block of 
training, a one-way ANOVA (collapsed across groups) revealed significant differences among 
the mean proportion of the different sequence types (F(3,159) = 271.87, MSE = 0.02, 
 =  p < .05). Post-hoc contrasts revealed that sequence frequency took the following 
ordering: LR > RR > LL > RL, indicating that both groups learned the task (Figure 3A). 
However, extensively trained rats performed relatively more LR sequences and relatively fewer 
RR sequences compared to moderately trained rats (F’s(1,160) > 10.69, MSE = 0.02, 
’s   p’s < .05).  
 To further characterize the sequence distributions, we calculated the normalized entropy 






    
where RF signifies the relative frequency of a sequence and n is the total number of possible 
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sequences. If a rat behaves randomly, the expected distribution of sequences is uniform and the 
U-value is 1. If the rat performs only one sequence, then the U-value is 0. Although the U-values 
generally decreased across training in both groups, on the last block of training the moderate 
group was significantly greater than the extensive group (t(53) = 3.72, p < .05). The moderate 
group also performed fewer correct sequences per minute compared to the extensive group 
(Figure 3C; t(53) = 3.38, p < .05).  
 We also measured the latency to initiate and complete correct sequences. Correct 
initiation latency was defined as the time separating insertion of the levers and a left lever press 
on LR trials (Figure 3D). Initiation latency data during the training phase were only available 
from the second replication. By the last block of training, initiation times did not differ between 
groups (t(24) = 0.73, p > .05). To calculate the variability in how quickly LR sequences were 
initiated, we calculated the coefficient of variation (CV) of the initiation times (standard 
deviation divided by mean). The extensive group was less variable by the last training block 
(1.06 vs. 0.64; t(24) = 2.47, p < .05). To calculate correct completion latency, the time separating 
a left lever press from a right lever press on LR trials was measured (Figure 3E). On the last 
block of training, the two groups did not differ in their mean LR completion times (t(53) = 1.50, 






Figure 3. Training data. (A) Sequence distributions for each group as a function of four-session 
blocks. Error bars are +/- SEM. (B) Normalized entropy (also termed U-value) as a function of 
four-session blocks. (C) The number of LR sequences per minute as a function of four-session 
blocks. (D) The mean time to initiate an LR sequence (left) and the mean variability with which 
LR sequences were initiated (right). Data come exclusively from the second replication. (E) 




















Next, we analyzed devaluation test data. We first examined the rate at which each 
sequence type was performed during valued and devalued tests (Figure 4A). Separate one-way 
repeated measures ANOVAs performed on each group revealed significant differences, overall, 
among the mean rates of the various sequence types on valued and devalued tests for moderate 
(F(7,371) = 36.52, MSE = 1.31,  =  p < .05) and extensive (F(7,371) = 71.23, MSE = 
1.31,  = , p < .05) groups. Post-hoc contrasts revealed devaluation effects only on LR 
sequences for each group (moderate: F(7,371) = 4.60, p < .05; extensive: F(7,371) = 2.62, p < 
.05). Additionally, the moderate group performed fewer sequences overall (F(1,53) = 5.07, MSE 
= 1.94,  = , p < .05). No sex differences were found when comparing LR rates on valued 
(MSE = 4.83; F(1,103) = 0.39, p > .05) and devalued (MSE = 4.83; F(1,103) = 0.01, p > .05) test 
sessions. Similarly, no differences were found between replications on valued (MSE = 5.17; 
F(1,102) = 0.06, p > .05) and devalued (MSE = 5.17; F(1,102) = 0.08, p > .05) test sessions. It 
thus appears that truly extensive training on an action sequence task does not result in overall 
habitual performance. It could also be argued that the propensity to complete a sequence once it 
is initiated could serve as an additional measure of goal-directed control (Halbout et al., 2019). 
For each group, the probability of pressing the right lever once the left lever was pressed 
(LL/LL+LR) was calculated separately for valued and devalued sessions. Neither group showed 
a devaluation effect on this measure (MSE = 0.01; F’s(1,53) < 1.01, p’s > .05), but the extensive 
group was overall more accurate in completing left-leading sequences (MSE = 0.02; F(1,53) = 




Figure 4. Devaluation test data. (A) Sequence distributions for each group as a function of 
valued and devalued test sessions. ‘Devalued’ refers to when a rat was sated on the pellet type 
associated with LR sequences, and ‘valued’ refers to being sated on the control pellet type. (B) 
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Time to initiate a left lever press as a function of valued and devalued test sessions. (C) Time to 
complete LR sequences. One rat in the moderate group did not perform any LR sequences during 
the devalued test sessions, and thus did not contribute data to this graph. Error bars are +/- SEM. 
(D) The devaluation effect for sequence initiation and completion is plotted for each individual 
rat by subtracting each rat’s mean latency during valued tests from the mean latency during 
devalued tests (left). The dashed diagonal line represents an equivalent devaluation effect for 
initiation and completion. If a data point falls in the upper left portion of the graph, the 
devaluation effect is stronger for completion than initiation. Conversely, if a data point falls in 
the lower right portion, the devaluation effect is stronger for initiation. The extent to which each 
rat deviates from the dashed line was calculated by subtracting the initiation effect from the 
completion effect (right), such that positive and negative residuals signify a greater devaluation 














We next examined initiation and completion latencies during these devaluation tests. If 
an action is governed by an anticipation of the outcome then devaluing the outcome should slow 
the time to respond. For sequence initiation times (i.e. the time separating lever insertion from a 
left lever press; Figure 4B) the moderate group was slower on devalued than valued tests 
(F(1,53) = 5.54, MSE = 0.34,  = , p < .05), while the extensive group did not reliably show 
this difference (F(1,53) = 1.14, p > .05). There was also a main effect of group, with the 
extensive group displaying overall faster initiation latencies (F(1,53) = 5.53, MSE = 1.18, 
 = , p < .05). No sex differences were found when comparing initiation latencies between 
valued (MSE = 0.82; F(1,79) = 0.09, p > .05) and devalued (MSE = 0.82; F(1,79) = 0.01, p > 
.05) test sessions. Similarly, no difference was found between replications on valued test sessions 
(MSE = 0.77; F(1,81) = 2.44, p > .05), but rats from the second replication showed longer 
initiation times during devalued test sessions (1.02 vs. 0.55; MSE = 0.77; F(1,81) = 3.97, p < 
.05).  
For sequence completion times (i.e. the time from a left lever press to a right lever press; 
Figure 4C) the extensive group was slower on devalued tests (F(1,52) = 8.68, MSE = 0.09, 
 = , p < .05), while the moderate group did not reliably show this difference (F(1,52) = 
0.39, p > .05). There was no main effect of group (F(1,52) = 0.15, p > .05). No sex differences 
were found when comparing completion latencies between valued (MSE = 0.19; F(1,91) = 0.00, 
p > .05) and devalued (MSE = 0.19; F(1,91) = 0.32, p > .05) tests. Similarly, no differences were 
found between replications on valued (MSE = 0.19; F(1,91) = 0.41, p > .05) and devalued (MSE 
= 0.19; F(1,91) = 0.25, p > .05) tests. Thus, it appears that the extent of training determines 
where in the sequence goal-directed control manifests itself, with moderately trained rats 
showing greater hesitation to initiate and extensively trained rats showing greater hesitation to 
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complete following reward devaluation. To corroborate this finding, we showed that moderately 
trained rats on average showed a stronger ‘devaluation effect’ on initiation versus completion 
times, and that extensively trained rats showed a stronger effect on completion versus initiation 
times (Figure 4D). This group difference was significant (t(52) = 2.00, p = .05). Separate one-
sample t-tests of the residuals against 0 chance did not reveal significant deviations for moderate 
(t(26) = -1.84, p > .05) or extensive (t(26) = 0.99, p > .05) groups.  
Consumption data from the satiation periods indicate that both groups consumed more on 
the devalued test days (moderate: 15.32 vs. 12.40 g, F(1,53) = 8.80, MSE = 10.63,  =  p < 
.05; extensive: 14.92 vs. 11.51 g, F(1,53) = 14.80, MSE = 10.63,  =  p < .05), but groups 
did not differ in overall consumption (F(1,53) = 0.41, p > .05). If higher rates of consumption on 
devalued test days caused greater general satiety, then rats should have consumed less during the 
preference tests on the devalued test days. This was true of the moderately trained group (10.10 
vs. 7.15 g, F(1,53) = 16.66, MSE = 7.30,  =  p < .05), but not the extensively trained 
group (9.14 vs. 7.89 g, F(1,53) = 2.90, p > .05). If differences in general satiety accounted for 
goal-directed responding, then the size of the difference in consumption between valued and 
devalued test days should positively correlate with the size of the LR sequence devaluation 
effect. The correlations for both groups were nonsignificant (moderate: r = 0.16, p > .05; 
extensive: r = 0.27, p > .05). Therefore, we do not think that the different levels of intake can 
account for the selective devaluation effects. More likely, they reflect the fact that rats are 
neophobic to relatively novel foods. Finally, groups did not differ in their percent preference for 
the non-sated pellet type during the preference tests (80% vs. 83% for moderate and extensive, 
respectively; t(53) = 0.57, p > .05), indicating that the devaluation treatment was equally 




We found that moderately and extensively trained rats were reliably goal-directed, 
performing fewer target sequences when the outcome was devalued. This is despite the fact that 
by the end of training extensively trained rats performed with greater accuracy and were less 
variable in their sequence distributions and initiation times—consistent with them being more 
automatized. The action sequence task was arranged so that the outcome always occurred at the 
end of a well-defined sequence, which should discourage the sequence from becoming habitual 
with overtraining (Dezfouli & Balleine, 2013). This prediction was confirmed. We also found 
that moderately trained rats were slower to initiate a sequence when rewards were devalued but 
did not show a change in the time to complete a sequence, while extensively trained rats showed 
the opposite pattern of behavior. This implies that goal-directed control shifted from initiation to 
completion over training. According to one model, (Dezfouli & Balleine, 2013), the decision to 
initiate a well-learned action sequence is thought to be controlled by a goal-directed process 
while the execution of the component parts is automatized and, thus, habitual. While our data 
confirm that early and late actions within a sequence are controlled by distinct decision-making 
processes (see also Balleine et al., 1995; Balleine, et al., 2005; Corbit & Balleine, 2003; Morgan, 
1974), our data are partly inconsistent with this particular model. Specifically, the finding that 
extensive training confers goal-directed control of sequence completion but not initiation seems 
problematic. The crux of this model is that overtraining a fixed sequence of actions causes the 
actions to become chunked together such that each action is performed without evaluating the 
value of the anticipated outcome. On the contrary, an increased latency to complete the left-right 
lever sequence following outcome devaluation indicates that extensive training conferred a 
greater tendency to evaluate the anticipated outcome by slowing down performance (see also 
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General Discussion.  
There are two caveats to consider for generalizing the present results to other 
experimental situations. First, the action sequence task used in this experiment involved salient 
lever insertions only at the beginning of the sequence, whereas other, more commonly used 
sequence tasks with rodents involve lever insertions only during execution (Collins et al., 2016; 
Corbit & Balleine, 2003; Wassum et al., 2012). A lever insertion serves as a powerful cue that 
could possibly drive a stimulus-response habit (Vandaele, Pribut, & Janak, 2017), and it is 
possible that, if the task were changed such that the right lever insertion was conditional on a left 
lever press, the extensively trained group may not have shown an increased latency to complete 
the sequence. Second, the fact that both levers were simultaneously available throughout a trial 
meant that rats had to learn to inhibit the tendency to press the lever that was temporally 
proximal to reward. Early in training, rats displayed a strong tendency to perform RR sequences 
even though those sequences were never reinforced (see Figure 3A), and this pattern of behavior 
reflects the commonly observed phenomenon whereby actions that are more proximal to rewards 
are learned quicker than more distal actions (see General Introduction). Crucially, if the levers 
were made available sequentially, rather than simultaneously like they were in the present task, 
rats would not acquire the bias to perseverate on the proximal lever. This would likely have 
important consequences for behavior during the devaluation tests. 
In summary, the data from Experiment 1 suggest that action sequence initiation and 
execution are controlled by different decision-making processes—a finding that is consistent 
with a hierarchical account of sequencing (Dezfouli & Balleine, 2013). However, our finding 
that terminal actions within the sequence become increasingly sensitive to outcome devaluation 
with overtraining is problematic for that account. It could be argued that the probability, rather 
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than the latency, of sequence completion during outcome devaluation is the crucial measure of 
chunking. An analysis of sequence completion probability showed that this measure was 
insensitive to devaluation. While sequence completion probability may serve as an informative 
measure of chunking in free-operant paradigms (Halbout et al., 2019), its usefulness faces a 
significant challenge in the discrete-trial task used in Experiment 1. In order for LR sequence 
completion probability to be sensitive to devaluation in cases where LR frequency is also 
sensitive, that requires the proportion of LL sequences to increase during devalued tests. It is not 
clear why this should happen from a chunking perspective, and it is for this reason that sequence 
completion probability is a limited measure of chunking in the task used here.  
Furthermore, the general notion that automaticity leads to habit formation is overly 
simplistic. Action sequences can become automatized with overtraining, but goal-directed 
control remains and apparently shifts from its initiation to its completion. This finding questions 
what it means for a sequence to become ‘chunked’. If chunking is defined as executing an action 
sequence with a high degree of automaticity, then the current data set confirm that chunking does 
indeed develop over extended training. But if chunking is additionally defined as executing an 
action sequence without regard for the outcome, then our data are not consistent with this notion. 
We conclude that when a sequence becomes automatized that does not preclude it from being 
goal-directed, and based on the present set of data, it may not be sensible to equate habitual 
control with automaticity, or goal-directed control with a lack of automaticity. These findings 
place constraints on how action sequence learning is modeled. We assessed one specific RL 
model of sequence learning and failed to confirm its basic assumption that within-sequence 
actions become increasingly insensitive to goal devaluation. Better models will need to be 
designed to accommodate these findings.  
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Contributions of the basal ganglia to action sequence learning and performance 
 Having documented how goal-directed control of action sequencing changes over the 
course of training, I next turn to an overview and an empirical investigation of the role of the 
basal ganglia in action sequence learning and performance. The basal ganglia are a set of 
evolutionary conserved subcortical nuclei that consist of a set of cortico-striato-pallido-thalamo-
cortical loops, and the striatum in particular has been implicated in the control of movement and 
movement disorders for decades (Kish, Shannak, & Hornykiewicz, 1988; Marsden, 1980). Over 
time, though, it has become clear that the basal ganglia also play a role in the learning of 
movement, and there have been attempts to map RL algorithms onto basal ganglia circuits. In the 
following review, I have chosen to focus on circuits that interact with the dorsal striatum. Then I 
will present data from four different empirical studies that investigate the role of dorsal striatal 
circuits in the learning, expression, and the goal-directed nature of sequence learning using the 
sequence learning paradigm introduced in Experiment 1. 
 
Contributions to action sequence learning 
Mammalian basal ganglia circuit organization and function 
  The main input nucleus of the basal ganglia, the striatum, receives excitatory 
glutamatergic projections from almost all areas of cortex and some regions of the thalamus 
(Díaz-Hernández et al., 2018; Guo et al., 2015; Wall et al., 2013). The striatum is part of two 
prominent neural pathways: the direct pathway and the indirect pathway (Figure 5). A large body 
of evidence suggests that these two pathways function in antagonistic ways (Calabresi et al., 
2014; Nelson & Kreitzer, 2014). In the direct pathway, D1 dopamine receptor-expressing 
medium spiny neurons (MSNs) in the striatum receive glutamatergic projections from cortex and 
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thalamus and send GABAergic projections to the two basal ganglia output nuclei: the substantia 
nigra pars reticulata (SNr) and the entopeduncular nucleus (EP) as it is known in rodents, or the 
internal segment of the globus pallidus (GPi) as it is known in primates. The SNr and EP/GPi, in 
turn, send GABAergic projections to the ventral thalamus, and the excitatory thalamic 
projections back to cortical motor areas complete the loop. The net result of activating the D1-
expressing MSNs is the disinhibition of neurons in the motor cortex that facilitate movement 
(Oldenburg & Sabatini, 2015). In the indirect pathway, D2 dopamine receptor-expressing MSNs 
also receive excitatory signals from the cortex and thalamus, but connect with the basal ganglia 
output nuclei in an indirect way. The GABAergic D2 receptor-expressing MSNs synapse onto 
the external segment of the globus pallidus (GPe), which makes GABAergic connections with 
the subthalamic nucleus, which makes glutamatergic connections with the SNr and EP/GPi. The 
net result of activating the D2-expressing MSNs is the inhibition of neurons in the motor cortex 
and suppression of movement (Oldenburg & Sabatini, 2015). In addition to participating in the 
looped circuitry, the SNr also send outputs directly to brainstem nuclei that control behavior in 
primates, rodents, and even lamprey (Grillner & Robertson, 2015; Hikosaka et al., 2006; Lalive 





Figure 5. A sagittal view of the rodent basal ganglia. The direct and indirect pathways are 
represented by blue and red, respectively. Black connections are common to both pathways. The 
yellow arrow represents nigrostriatal dopamine. Connections terminating with a circle are 
excitatory projections, while connections terminating with a vertical line are inhibitory. GPe, 
globus pallidus external segment; EP, entopeduncular nucleus; StN, subthalamic nucleus; SNr, 
subtantia nigra pars reticulate; SNc, subtantia nigra pars compacta. Figure inspired by Nelson & 










 The two pathways are able to work in synchrony due to the opposite effects that 
dopamine has on each MSN type. Stimulation of D1 receptors on MSNs of the direct pathway 
promotes depolarization, while stimulating D2 receptors on MSNs of the indirect pathway stunts 
depolarization (Gerfen & Surmeier, 2011; Tritsch & Sabatini, 2012). Postsynaptic D1 receptor 
activation at corticostriatal synapses of the direct pathway has the effect of inducing long-term 
potentiation (LTP) so long as postsynaptic NMDA receptors are activated, presynaptic firing 
precedes postsynaptic firing, and dopamine release quickly follows presynaptic firing (Calabresi 
et al., 2007; Shen et al., 2008; Wickens, Bregg, & Arbuthnott, 1996; Yagishita et al., 2014). If 
the preceding conditions are met but dopamine is absent, these synapses undergo long-term 
depression (LTD; Pawlak & Kerr, 2008; Shen et al., 2008; Wickens et al., 1996). In contrast, 
pairing presynaptic with postsynaptic activation during postsynaptic D2 receptor activation 
results in LTD (Kreitzer & Malenka, 2007; Lerner & Kreitzer, 2012; Shen et al., 2008). In 
contrast, simply pairing presynaptic with postsynaptic activation without dopamine at 
glutamatergic-D2 MSN synapses results in LTP (Shen et al., 2008). Thus, when dopamine is 
released in the dorsal striatum from the ascending fibers of the substantia nigra pars compacta 
(SNc), the direct pathway is strengthened while the indirect pathway is weakened. When 
dopamine levels in the striatum drop below baseline, the direct pathway is weakened and the 
indirect pathway is strengthened.   
While this model of basal ganglia circuit organization has proven useful, the circuitry is 
more complex than originally formulated. First, the various cortical inputs to the basal ganglia 
are unevenly distributed across the direct and indirect pathways, with the former receiving 
relatively more input from somatosensory and limbic areas and the latter receiving more input 
from motor cortices (Wall et al., 2013). Second, the dorsomedial and dorsolateral regions of the 
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striatum receive projections from distinct SNc dopamine neurons and play distinct roles in 
instrumental learning (Corbit, Nie, & Janak, 2012; Lerner et al., 2015; Yin et al., 2004, 2005). 
Third, the interneurons within the dorsal striatum, while comprising only about 5% of all 
neurons, play a critical role in regulating MSN excitability and plasticity (Burguière, Monteiro, 
Feng, & Graybiel, 2013; English et al., 2011; O’Hare et al., 2017; Schulz & Reynolds, 2013). 
Finally, there are findings that directly contradict model predictions. For example, destruction of 
SNc dopaminergic neurons in monkeys results in enhanced spontaneous MSN activity in both 
pathways, while the traditional model predicts that only D2 MSNs should become more excitable 
(Liang et al., 2008). Another problem arises from the finding that some SNr neurons become 
excited, rather than inhibited, by D1 MSN stimulation (Freeze et al., 2013). The same 
researchers also found that some SNr neurons become inhibited, rather than excited, by D2 MSN 
stimulation. Additionally, in one study, inhibitory input from the EP/GPi was found to induce 
excitatory, rather than inhibitory, responses in ventral thalamic neurons (Kim et al., 2017). It is 
clear from these findings that a more complete model of the basal ganglia is needed. Yet it is 
exactly because of this incompleteness that it is important to study how the basal ganglia 
function in a variety of behavioral contexts, including instrumental learning and action 
sequencing. 
 
Basal ganglia contributions to movement and instrumental learning 
A common conception of how the direct and indirect basal ganglia pathways contribute 
to behavior is the ‘go/no-go’ model, in which the direct pathway is identified as providing a ‘go’ 
signal and the indirect pathway a ‘no-go’ signal (e.g. Collins & Frank, 2014; Frank, Seeberger & 
O’Reilly, 2004). There is a set of simple behavioral predictions that come out of this model. One 
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prediction is that activation of D1 MSNs should lead to increased movement while activation of 
D2 MSNs should lead to decreased movement. In support of this hypothesis, Kravitz and 
colleagues (2010) found that excitatory optogenetic laser stimulation of D1 MSNs in mice 
increased the frequency of ambulation in an open arena, while stimulation of D2 MSNs 
increased the frequency of freezing. In a complementary study, optogenetic silencing of D1 
MSNs during instrumental joystick movements in mice resulted in reduced movement velocity 
(Panigrahi et al., 2015). In accordance with these findings, ablation of D1 MSNs results in 
bradykinesia and dystonia (Drago et al., 1998), while ablation of D2 MSNs produces 
hyperactivity (Durieux et al., 2009).  
The ‘go/no-go’ model can also be expanded to make predictions about instrumental 
learning, since this form of learning entails knowing when (‘go’) and when not (‘no-go’) to 
perform specific movements. The specific hypothesis is that D1 MSNs mediate reinforcement 
while D2 MSNs mediate punishment. In support of this hypothesis, Kravitz and colleagues 
(2012) found that mice given the opportunity to press a lever for excitatory optogenetic D1 MSN 
stimulation in the dorsomedial striatum (DMS) pressed significantly more often compared to a 
control lever, while mice given the opportunity to press for excitatory optogenetic D2 MSN 
stimulation showed the opposite preference. These preferences gradually disappeared when 
stimulation was withheld during an extinction phase. Similarly, in mice that were trained to 
move a joystick for water rewards, optogenetically stimulating D1 MSNs in the DMS only 
during fast movements caused mice to gradually increase their movement velocity, but 
movement velocity gradually decreased when D2 MSNs were stimulated under the same 
conditions (Yttri & Dudman, 2016). Conversely, when stimulation was given only during slow 
movements, mice gradually decreased movement velocity if D1 MSNs were stimulated and 
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gradually increased velocity if D2 MSNs were stimulated. These effects also disappeared when 
stimulation was withheld. These findings provide strong support for the role of the direct and 
indirect pathways via the DMS in reinforcement and punishment, respectively.  
A more complicated account holds for optogenetic stimulation in the dorsolateral 
striatum (DLS). Vicente and colleagues (2016) demonstrated that mice will press a lever for 
optogenetic D1 MSN stimulation in the DLS more than an inactive lever (and more than non-
stimulated control mice), but that D2 MSN stimulation also reinforces lever pressing above non-
stimulated controls. Notably, however, mice were very slow to acquire lever pressing for D2 
stimulation (increase of ~0.23 presses/min across 35 sessions), the frequency of lever pressing 
was very low, and these mice pressed the laser-paired lever just as often as the inactive lever—
suggesting that stimulation biased behavior toward lever pressing in a non-specific manner.  
Aside from simple acquisition of responding, the dorsal striatum is also involved in more 
complex forms of instrumental learning, such as goal-directed control. For example, in the DMS, 
lesions, NMDA receptor antagonism, and disconnections with prelimbic cortex disrupt 
instrumental sensitivity to reward devaluation (Gremel & Costa, 2013; Hart, Bradfield, & 
Balleine, 2018; Yin et al., 2005a, 2005b). Conversely, DLS lesions, rather than interfering with 
goal-directed control, result in a disruption of habit formation (Gremel & Costa, 2013; Yin, 
Knowlton, & Balleine, 2004). The dissociation between DMS and DLS function has led to the 
hypothesis that the cortico-basal ganglia loops that pass through these different regions of the 
dorsal striatum are involved in distinct computations related to model-based and model-free RL, 
respectively (Bornstein & Daw, 2011; Daw et al., 2005; Khamassi & Humphries, 2012).  
Since the dorsal striatum is clearly involved in instrumental learning, and some aspects of 
instrumental learning can theoretically be described by a set of RL computations, it is of interest 
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to know whether activity in the striatum and/or its afferents resembles those computations. In the 
section below, I review the potential significance of striatal dopamine in conveying prediction 
error signals, which could possibly serve as teaching signals to adjust the strength of 
corticostriatal synapses and thereby adjust the values of state-action pairs just like an RL 
algorithm. The implication is that, if the basal ganglia implement RL-like computations, then it 
could theoretically serve as a neural substrate for action sequence learning provided that 
sequence learning depends upon prediction error computation.    
 
Mapping RL variables to striatal physiology 
It is commonly thought that the role of the dorsal striatum in instrumental learning is 
mediated by dopamine input from the SNc. The assumption is that dopamine release serves as a 
teaching signal that modulates corticostriatal synapses, the strength of which determines the 
strength of instrumental learning (Collins & Frank, 2014; Wickens, Reynolds, & Hyland, 2003; 
Wickens et al., 2007). This assumption is based on the so-called “three-factor Hebbian rule,” 
which posits that instrumental learning depends on three requirements: presynaptic cortical 
activation, followed by postsynaptic striatal activation, and coincident dopamine release onto the 
striatal neuron. Some of the strongest support for this theory comes from an experiment in which 
it was shown that (1) simultaneously stimulating SNc and striatal MSNs potentiated 
corticostriatal synapses, (2) injections of a D1 receptor antagonist attenuated this plasticity, and 
(3) the degree to which corticostriatal synapses were potentiated was negatively correlated with 
the time taken to learn to respond for SNc self-stimulation (Reynolds, Hyland, & Wickens, 
2001). It is therefore plausible that dopaminergic input to the dorsal striatum could modulate the 
connection weights between cortical and striatal neurons, which consequently could facilitate 
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instrumental learning.  
 The three-factor rule has led theorists to hypothesize that the three neurophysiological 
factors contributing to instrumental learning—coincidental cortical, striatal, and dopaminergic 
activation—can be identified with three variables from RL: states, actions, and prediction errors, 
respectively. The idea is that striatal dopamine release encodes prediction errors, which are used 
to update the values of state-action pairs by modifying corticostriatal synapses, with the 
incoming cortical inputs representing state information and the striatal neurons representing 
specific actions. Perhaps the most well-supported of these assumptions is that midbrain 
dopamine activity reflects prediction error computations. A copious number of studies have 
shown that the activity of midbrain dopamine neurons resembles a prediction error (Bayer & 
Glimcher, 2005; Eshel et al., 2015; Schultz, Dayan, & Montague, 1997; Starkweather et al., 
2017; Takahashi et al., 2017; Waelti et al., 2001), and that optogenetically modulating dopamine 
neuron activity mimics the effects of endogenous prediction errors during learning (Chang et al., 
2016; Keiflin et al., 2019; Steinberg et al., 2013). There is also evidence that cortical inputs, 
particularly from the orbitofrontal cortex, signal state information (Sharpe et al., 2019; Wilson et 
al., 2014), and that the activity of individual striatal MSNs correlates with specific actions (Klaus 
et al., 2017). Thus, when an animal performs an action in some state and earns an unexpected 
reward, a set of cortical, striatal, and dopaminergic neurons are co-active at that moment. 
Assuming that the dopaminergic terminals in the striatum release dopamine in proportion to the 
cell firing rate, the synapses between the co-active cortical neurons and D1 MSNs will be 
strengthened in proportion to the size of the prediction error, while cortico-D2 MSN synapses 
will be weakened owing to the opposing effects dopamine has on each striatal MSN type. The 
net result of this neuromodulation is that, when the animal encounters that same state in the 
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future, the corresponding cortical neurons will more readily activate the set of D1 MSNs that 
drive the action that led to reward in the past while weakly activating the set of D2 MSNs that 
suppress the action (Frank, 2005). Moreover, since dopaminergic prediction errors are computed 
during all phases of an action sequence, and not just at the time of reward, this mechanism could 
theoretically support the learning of a whole sequence of actions.  
  
Questioning the validity of RL models of basal ganglia function 
The neurocomputational framework described above, while theoretically useful and 
intriguing, faces significant uncertainties. The primary uncertainty is whether dopamine release 
in the dorsal striatum reflects a prediction error computation. The signals conveyed by VTA 
dopamine neurons and their terminals in the ventral striatum may differ from those conveyed by 
SNc dopamine neurons and their terminals in the dorsal striatum. In support of this notion, 
Parker and colleagues (2016) found that the activity of dopamine terminals in the dorsal striatum 
was strongly correlated with contralateral movements and weakly correlated with prediction 
errors, while the opposite was true of terminals in the ventral striatum. In another study, rats 
learned to press a lever for a cue that was previously paired with VTA dopamine cell body 
stimulation or the terminals in the nucleus accumbens core, but stimulation of SNc dopamine cell 
bodies or the terminals in the dorsal striatum failed to imbue cues with this conditioned 
reinforcing property (Saunders et al., 2018). Further evidence for a functional difference between 
midbrain dopamine populations comes from a study showing that optogenetic stimulation of 
dopamine neurons in SNc failed to induce a prediction error as deduced by a failure to unblock a 




 The evidence for dopamine prediction error computation comes almost exclusively from 
Pavlovian learning paradigms, which raises the question of how dopamine functions during 
instrumental learning. While it is known that rodents can learn to self-stimulate for VTA and 
SNc dopamine neuron excitation (Ilango et al., 2014; Keiflin et al., 2019; Saunders et al., 2018; 
Witten et al., 2011), self-stimulation does not unambiguously implicate a role for dopamine in 
prediction error computation. In a typical appetitive Pavlovian learning scenario, in which a 
reward is preceded by a cue or series of cues, the canonical neural signature of a prediction error 
computation is the initial increase in activity in response to the reward, followed by a gradual 
decrease over subsequent trials and a concurrent, gradual increase in response to the preceding 
cues (Pan et al., 2005; Schultz, 1998). One could argue that, if a similar pattern was observed 
during instrumental learning, this would go a long way toward verifying the role of dopamine in 
RL prediction error computation. To this end, two studies measured dopamine release using fast-
scan cyclic voltammetry in the striatum during action sequence learning in rats and found that, 
consistent with a role for striatal dopamine in prediction error computation, dopamine release in 
response to reward diminished over training (Collins et al., 2016; Wassum, Ostlund, & 
Maidment, 2012). However, contrary to the prediction error hypothesis, the peak dopamine 
response around the time of the initiating action did not change when comparing initial 
acquisition to extensive training, and dopamine release frequently ramped up such that the onset 
of the ramp changed over the course of training—migrating from around the time of reward to 
before the initial action.  
 Whatever the interpretation of the dopamine release ramps reported by Wassum et al. 
(2012) and Collins et al. (2016), the fact is that voltammetry was performed only in the ventral 
striatum. It is unknown whether similar patterns would be observed in the dorsal striatum. Even 
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if a similar pattern of neural activity was observed in the dopamine terminals in the dorsal 
striatum, it is unclear to what degree that pattern would reflect prediction error encoding. One 
approach to this problem is to provide causal evidence for nigrostriatal dopamine in the 
acquisition of an action sequence. One such attempt was made in a preliminary study (Keiflin, 
Pribut, & Janak, 2018). In this experiment, rats were trained to perform a sequence of actions for 
optogenetic dopamine neuron stimulation, either in the VTA or SNc. Rats first began in phase 1 
by pressing a lever (lever 1) for immediate stimulation. Then, in phase 2, access to lever 1 was 
made contingent on a single press of another lever (lever 2). Finally, in phase 3, access to lever 2 
was made contingent on a nose-poke in the back of the chamber, so that, by the final phase of 
training, rats were required to perform a three item sequence (nose-poke, lever 2, lever 1) for 
dopamine neuron stimulation. For rats that received VTA stimulation, the mean number of 
earned stimulations declined from one training phase to the next, which probably reflects the 
difficulty in learning a lengthy action sequence, but nevertheless remained well above zero for 
all rats. But for rats that received SNc stimulation, the mean number of stimulations dropped to 
nearly zero from phase 1 to phase 2, and stayed at around zero from phase 2 to phase 3. In other 
words, VTA dopamine stimulation appeared to support the learning of an action sequence while 
SNc stimulation did not. An issue with this preliminary study, however, is that the absence of a 
non-contingent control group cannot rule out a general energization of behavior, rather than an 
effect on learning. Nevertheless, this finding casts doubt on the idea that SNc dopamine provides 
the prediction error signal necessary for action sequence learning.  
 Finally, an additional problem for mapping RL variables to striatal physiology is the 
absence of plastic changes in the dorsal striatum following instrumental learning. In a recent 
study, mice were trained to nose-poke for optogenetic D1 MSN stimulation in the DMS, and this 
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instrumental response was quickly acquired—responding was significantly higher compared to 
an inactive port, and mice without the opsin showed very few nose pokes at either active and 
inactive ports (Lalive et al., 2018). Yet, when the researchers looked for signatures of changes in 
synaptic plasticity in the very same neurons that were stimulated during learning, they could not 
find any evidence of plastic changes. Rather, the authors’ data suggest that the plasticity 
supporting instrumental acquisition of D1 MSN stimulation may reside in the synapses between 
the SNr and ventral thalamus, which suggests a dopamine-independent mechanism of 
instrumental learning.  
Given the uncertainty surrounding prediction error coding in dorsal striatum-projecting 
dopamine neurons, along with the failure to uncover plastic changes in the dorsal striatum after 
the acquisition of D1 MSN self-stimulation, the exact role of the dorsal striatum during action 
sequence learning is unclear. The neurocomputational theory that combines the three factor rule 
with RL may, ultimately, be unsubstantiated. At minimum, if the dorsal striatum is required for 
action sequence learning then lesioning it should disrupt sequence acquisition.  One study found 
that DLS lesions, but not DMS lesions, in mice interfered with the acquisition of an action 
sequence, but this learning deficit could have been caused by a motor deficit that lengthened the 
time between actions (maximum average of 60 seconds), which could have affected learning 
(Yin, 2010). Another study found that temporary inactivation of the anterior caudate and 
putamen in monkeys (DMS in rodents) disrupted the learning of a new button-push sequence but 
spared the execution of a familiar sequence, while inactivation of the middle and posterior 
putamen (DLS in rodents) had the opposite effect (Miyachi et al., 1997). This study, having used 
only two subjects and precluded measurements of movement kinematics, deserves replication. 
One general conclusion, though, is that loss-of-function studies in the basal ganglia make it 
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difficult to tease apart effects of learning versus performance, since unimpaired performance is 
often required for normal learning to proceed. It is in this respect that detailed behavioral 
analysis and transient inactivation techniques, such as DREADDs (Smith et al., 2016), will be 
useful. 
 
Contributions to action sequence performance    
 Once action sequences have been learned they can be performed with astonishing 
fluidity. What are the neural mechanisms that enable the fluid performance of action sequences? 
In the following sections, I will review research that has illuminated how the basal ganglia 
circuitry controls the initiation, execution, and termination of action sequences.  
 
Initiation 
It is known that MSNs within the DLS fire phasically in response to the onset of a 
sequence of actions (Barnes et al., 2005; Jog et al., 1999; Thorn et al., 2010; Smith & Graybiel, 
2013). This finding comes primarily from studies that use rats in a T-maze task, in which the 
opening of the start gate and the onset of locomotion occur very close in time and thus obscure 
the cause of the neural activity. However, in recent years there have been efforts to study 
sequence initiation activity in free operant, self-paced tasks in which rodents are allowed to 
initiate sequences of lever presses at any time throughout a session under simple ratio schedules. 
These studies have confirmed the existence of phasic spiking activity in the dorsal striatum 
surrounding the initiation of a bout of lever presses on a fixed ratio schedule and a 4-element 
heterogeneous sequence task (Cui et al., 2013; Geddes et al., 2018; Jin & Costa, 2010; Jin et al., 
2014). Paradoxically, this phasic activity is reflected in both D1 and D2 MSNs (Cui et al., 2013; 
 
59 
Jin et al., 2014), and optogenetically inhibiting or activating D1 or D2 MSN activity prior to 
lever pressing results in an increased latency to initiate a bout of lever presses (Tecuapetla et al., 
2016).  
These findings pose problems for the traditional model of basal ganglia function because 
activation of D1 and D2 MSNs are predicted to have opposite effects on movement, with 
activation of D1 MSNs promoting movement and activation of D2 MSNs inhibiting movement. 
One hypothesis is that the phasic D1 MSN spiking that occurs at the beginning of an action 
sequence selects the desired motor program while phasic D2 MSN spiking inhibits competing 
motor programs, and that any abnormal change in firing patterns—whether due to inhibition or 
activation—will disrupt sequence initiation (Jin & Costa, 2015; Tecuapetla et al., 2016). 
Consistent with this hypothesis, manipulations of D1 and D2 MSNs retard the initiation of lever 
press bouts for different reasons. While D1 MSN inhibition or excitation results in temporary 
freezing between the exiting of the food magazine and the pressing of the lever, D2 MSN 
inhibition or excitation causes mice to leave the area and explore the chamber (Tecuapetla et al., 
2016). Consistent with these findings, Geddes et al. (2018) reported that optogenetic excitation 
of D1 and D2 MSNs prior to sequence initiation resulted in delayed initiation latencies, but while 
D1 MSN stimulation merely delayed the start of the sequences, D2 MSN stimulation abolished 
the first half of the sequence. Collectively, these findings argue against the idea that the basal 
ganglia permit movement via a read-off of the relative firing rates of the direct and indirect 
pathways. That is, sequence initiation cannot simply be predicted by how active the direct 
pathway is relative to the indirect pathway.  
Sequence initiation also appears to depend critically on nigrostriatal dopamine. In one 
recent study with mice, it was found that SNc dopamine neurons fire in a burst prior to the 
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initiation of spontaneous movement in an open field (da Silva et al., 2018). Optogenetically 
inhibiting SNc dopamine neurons during periods of immobility reduced the acceleration and 
probability of subsequent movement, while also increasing the latency to move. Remarkably, if 
the animal was already moving and the laser was activated, there was no detectable change in 
movement. A similar pattern was observed during optogenetic excitation: laser activation during 
periods of immobility resulted in quick increases in acceleration while laser activation during 
ongoing movement did not. Similar patterns of dopamine neuron activity were also detected 
during the initiation of a sequence of instrumental lever presses, and inhibiting dopamine neuron 
activity just prior to the initiation of the sequence resulted in increased initiation latencies, while 
activating the laser during sequence execution did not change pressing rates. The phasic activity 
of SNc dopamine neurons thus appears to drive the initiation, but not execution, of action 
sequences, and could possibly serve as the source of the aforementioned increase in MSN firing 
rates observed prior to sequence initiation (see also Howe & Domback, 2016).  
Although there is a multitude of cortical regions that innervate the striatum, one of these 
regions appears to be particularly important for action sequence initiation. The secondary motor 
cortex (area M2) in rodents projects to the DLS and has been shown to be important in sequence 
initiation. In an experiment reported by Bailey and Mair (2007) rats with either M2, M1, or sham 
lesions were trained to make a series of nose pokes in adjacent ports for a terminal reward. After 
pressing a lever, rats ran down an alley and crossed a photo beam that led into an arena 
containing five ports. Once the beam was crossed, one of the five ports was illuminated. If the rat 
entered the illuminated port, another port was illuminated, and the cycle continued until five nose 
pokes were made into the appropriate ports, at which time reward was delivered in the last port 
entered. While some sessions contained trials in which the order of the illuminated ports was 
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random, other session contained trials in which the order was repeated and thus highly 
predictable. For all groups, the time to complete the sequence was significantly shorter during 
the sessions containing repeated sequences. For the M1 and sham groups, the time to initiate 
sequences remained constant across trial types. However, M2 lesioned animals took longer to 
initiate repeated sequences compared to random sequences. That is, M2 lesions interfered with 
sequence initiation while sparing the advantage in execution time conferred by repetition. 
However, since this study explored the effects of pretraining lesions it is difficult to know 
whether the effects reported in this study reflect impairments in sequence learning or 
performance. 
In another study in which mice were required to press a left lever and then a right lever in 
sequence for reward, silencing neural activity specifically in the M2-DLS pathway (but not the 
M1-DLS pathway) after learning impaired the ability of mice to choose the correct first step of a 
two-lever sequence, resulting in higher instances of right-right sequences (Rothwell et al., 2015). 
That study used a task identical to that used in Experiment 1, with the following exceptions: the 
magazine was located at the back of the operant chamber, the inter-trial interval was always 8 
seconds, and pre-training constituted continuous reinforcement only on the left lever for five 
days. A separate experiment from the same paper showed that optogenetic excitation of the M2-
DLS pathway prior to sequence initiation improved initiation accuracy, resulting in a higher 
probability of choosing the correct first lever. These results suggest that M2 neurons may 
communicate information to the DLS about the correct sequence to be performed. Consistent 
with this hypothesis, neurons in the primate SMA—which is homologous to rodent area M2—
have been shown to fire prior to the initiation of a specific sequence of button presses (e.g. 
before push-turn-pull but not before push-pull-turn; Tanji, 2001). Given the finding that D1 and 
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D2 MSNs are simultaneously active at the time of sequence initiation (Cui et al., 2013; Jin et al., 
2014), it would be particularly interesting to investigate whether exciting or inhibiting D1 and 
D2 MSNs via M2 projection neurons just prior to sequence initiation results in similar 
improvements or decrements in sequence performance, respectively.  
 
Execution 
Once a well-learned sequence is initiated, the subsequent movements can be executed 
one after another without deliberation. William James postulated that a well-learned series of 
movements is “nothing but concatenated discharges in the nerve-centres, due to the presence 
there of systems of reflex paths, so organized as to wake each other up successively” (James, 
1890). What James advocated was a chain theory of sequence execution in which neurons 
deterministically activate other neurons in a chain. Partial evidence for this ‘synaptic chain’ 
theory comes from studies of songbirds that rattle off learned sequences of song syllables in 
rapid succession. In zebra finches, individual neurons in area HVC—a premotor cortical area 
with connections to the striatum—produce short bursts of spikes at a specific time during a song 
motif, with different neurons firing at different times with almost no temporal overlap 
(Hahnloser et al., 2002; Okubo et al., 2015). There is tentative support for the hypothesis that the 
sequential bursting in HVC arises from the propagation of neural activity through a chain of 
connected neurons (Long et al., 2010).  
One idea is that the HVC bursts are not motor signals that drive vocal sequence 
execution, but rather serve as state signals to be used in RL computations (Fee, 2014). An 
alternative idea is that the sequential activity in HVC is driven by short and temporally precise 
bursts of striatal MSNs, which influence the activity of individual HVC neurons by transmitting 
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information about specific vocal gestures through the pallido-thalamo-cortical network (Tanaka 
et al., 2016). This implies that individual MSNs fire brief bursts of action potentials at one 
unique time within the vocal sequence, just as HVC neurons do.  
The idea that individual MSNs in the striatum spike at one unique time during action 
sequence execution does not seem to hold up in the mammalian basal ganglia. For example, 
when mice perform fast bouts of lever presses under a fixed ratio 4 schedule, most MSNs in the 
DLS show generally sustained or inhibited activity throughout the duration of the sequence 
rather than punctuated bursts (Jin et al., 2014). Not surprisingly, the MSNs that show sustained 
activation belong to the D1 class of MSNs while the MSNs showing inhibition belong to the D2 
class. That the smooth execution of action sequences requires heightened D1 MSN activity and 
dampened D2 activity is corroborated by the finding that optogenetic excitation of D1 MSNs in 
the mouse DLS during lever press bouts increases the within-bout press rate, so long as 
stimulation matches the natural average MSN firing rate (Tecuapetla et al., 2016). As expected, 
optogenetic excitation of D2 MSNs during bout execution results in increased frequency of bout 
cancellations (Tecuapetla et al., 2016). Oddly, though, dampening the activity of D2 MSNs 
during bout execution also increases the frequency of bout cancellations (Tecuapetla et al, 2016). 
It has also been found that permanent inactivation of D1 and D2 MSNs in the mouse DLS after 
learning decreases and increases, respectively, the probability of making a correct second lever 
press given a correct initial lever press (Rothwell et al., 2015). These findings are generally 
consistent with the traditional model of basal ganglia function, which posits that relatively high 
D1 MSN activity and low D2 MSN activity promotes movement via inhibition of the SNr. 
Correspondingly, SNr neurons show more inhibited activity during the execution of lever bouts 
than GPe neurons, which in turn show a higher prevalence of sustained activity (Jin et al., 2014).    
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The interpretation of the broadly sustained and inhibited activity of MSNs observed by 
Jin et al. (2014) during sequence execution suffers from the drawback that neural activity was 
recorded during the performance of homogenous sequences, during which identical actions are 
repeated (e.g. bouts of presses on a single lever in a fixed ratio schedule). An MSN that shows 
broadly sustained or inhibited activity during a bout of identical movements may very well 
display a different activity profile during the performance of a heterogeneous sequence—perhaps 
activity similar to the precisely time-locked bursts seen in songbird HVC. When dorsal striatal 
neurons have been recorded during the performance of a heterogeneous sequence, activity has 
indeed been shown to be unique to specific parts of the sequence. In one study in which rats were 
trained to perform sequences of three lever presses across two separate levers (Martiros, Burgess, 
& Graybiel, 2018), the authors describe cases in which MSNs that burst around the time of a 
lever press during a correct sequence did not burst when that same lever press was executed as 
part of an incorrect sequence. While this result is consistent with a chaining mechanism, it is not 
clear whether actions were executed the same way across correct and incorrect sequences (e.g. 
similar kinematics and posture during movement). 
An additional feature of striatal activity reported by Martiros et al. (2018) is that the MSN 
population showed ‘task bracketing’ activity during which the firing rates increased around the 
time of the first and last lever presses. Another study also confirmed that MSNs in the mouse 
dorsal striatum burst exclusively during the beginning or end of a heterogeneous sequence of 
lever presses (left-left-right-right), but that this pattern of activity characterized only a subset of 
MSNs (Geddes et al., 2018). Other MSNs showed sustained or inhibited firing rates throughout 
the entire sequence, with most sustained neurons belong to the D1 class and most inhibited 
neurons to the D2 class. In addition, it was shown that a population of D2 MSNs changed their 
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firing rates significantly during the transition from the left to right subsequences, suggesting that 
switching between elements of a sequence may require a ‘stop and switch’ signal. Indeed, 
optogenetically stimulating D2 MSNs after the first lever press in the sequence resulted in mice 
prematurely switching to the right lever. This finding raises the interesting possibility that action-
related bursting during sequence execution may not causally support the generation of that 
action, but rather the stopping of the previous action.  
The studies reviewed so far indicate that, if action sequence execution is governed by a 
chaining mechanism, in which sequential actions are generated by a string of sequentially active 
connected neural ensembles, it is uncertain whether the synaptic chains that support sequence 
execution reside in the striatum. From a purely behavioral perspective, though, a chaining 
theory—whether conceptualized as a chain of connected neural ensembles or a sensorimotor 
chain—is not sufficient to capture the complexities of action sequence execution. This has been 
recognized since the time of von Holst (von Holst, 1937/1973). The most rudimentary version of 
a chaining theory posits that actions within a sequence cannot be executed unless the appropriate 
preceding action has been performed, since each action serves as a cue for its subsequent action. 
One finding that contradicts this idea come from the simultaneous chain procedure (Terrace, 
2005). The procedure, usually conducted with primates or pigeons, involves displaying many 
different visual stimuli on a screen simultaneously. If the subject contacts each stimulus in the 
correct order, reward is earned. In one variant of the procedure (Chen, Swartz, & Terrace, 1997), 
monkeys were trained on four different simultaneous chains, composed as follows:  
A1 → B1 → C1 → D1 
 
A2 → B2 → C2 → D2 
 




A4 → B4 → C4 → D4 
 
Each letter refers to a different visual stimulus on which the monkeys had to press, and 
each subscript refers to the list number. After training, new stimulus displays were created in 
which stimuli from each list were combined such that the correct sequence maintained the same 
ordinal relationship among the actions (e.g. A1 → B2 → C3 → D4) or switched the previous 
ordinal positions (e.g. B1 → A2 → D3 → C4). Monkeys learned chains that maintained ordinal 
relationships at a faster rate, indicating that they had not simply associated consecutive responses 
with one another. Rather, they were capable of learning about the serial order of actions within a 
sequence, which is a feature that is not captured by chaining theories. In addition to showing 
faster rates of learning, sequences that maintained the ordinal position of each response could be 
selected with a high degree of accuracy during non-reward probe tests (Terrace, Son, & Brannon, 
2003).   
 
Termination 
 One idea is that in order for a sequence of actions to be terminated, the basal ganglia must 
produce a stop signal that inhibits motor activity (Roseberry & Kreitzer, 2017). This hypothesis 
is partially substantiated by the common observation that the striatum and its cortical afferents 
fire a burst of action potentials at the end of a sequence of actions (Barnes et al., 2005; 
Desrochers et al., 2015; Fuji & Graybiel, 2003; Fujimoto et al., 2011; Jin & Costa, 2010; Jin et 
al., 2014; Jog et al., 1999; Smith & Graybiel, 2013; Thorn et al., 2010). These studies cover a 
diverse set of behaviors ranging from maze running in rats, to lever pressing in mice, to saccades 
in monkeys. The traditional model of basal ganglia function predicts that this phasic activity 
should be exclusive to D2 MSNs, which inhibit movement through the indirect pathway. While 
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studies have found that only a minority of D2 MSNs showed phasic spiking at the end of a 
sequence (Jin et al., 2014; Geddes et al., 2018), the activity of these neurons may convey a 
powerful ‘stop’ signal that is transmitted via the subthalamic nucleus to the SNr (Schmidt et al., 
2013; Schmidt & Berke, 2017). 
It is important to recognize that most of the studies that have documented phasic end 
activity have used appetitive conditioning paradigms in which the termination of an action 
sequence is signaled by food reward. Thus, the phasic firing that is observed in the striatum at 
the end of an action sequence may signal information about reward expectation rather than a 
motor-related stop signal. On the other hand, the expectation of reward itself could serve as a 
stop signal to terminate a sequence and engage in consummatory behavior (e.g. food retrieval). 
This idea is explicit in RL algorithms, in which the delivery of a reward signals a new state in 
which certain actions (i.e. consummatory behaviors) are more predictive of reward receipt than 
others. The fact that consummatory behaviors quickly follow the termination of sequences is also 
a problem in itself. That is, it is unclear whether the phasic end activity in the striatum codes 
information about the end of a sequence or the initiation of food retrieval responses.   
It could be argued that an alternative way to avoid the problems with appetitive 
conditioning paradigms is to study naturally occurring behaviors that do not require explicit 
reinforcement, such as self-grooming in rodents and spontaneous singing in birds. For example, 
rats display a stereotyped sequence of grooming actions that most often terminate with a bout of 
licks to the flank (Berridge et al., 1987). Lesions to the DLS interfere with the proper termination 
of grooming sequences, with rats frequently replacing the licking of the flank with another 
grooming action or simply terminating grooming prematurely (Cromwell & Berridge, 1996). In 
Bengalese finches, lesions of the striatum exacerbate the tendency to repeat the terminating 
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syllable of a song motif (Kubikova et al., 2014). It would be especially useful to investigate the 
neural mechanisms that mediate sequence termination in the context of these naturally occurring 
behaviors, including the causal function of striatal end signals.  
Rodent self-grooming studies have revealed that a potential mechanism for action 
sequence termination may originate from fast-spiking striatal GABAergic interneurons, which 
have been shown to provide an importance source of MSN inhibition in transgenic mouse 
models of obsessive-compulsive disorder—a disorder that has been characterized as a problem of 
action sequence termination (Ahmari et al., 2013; Burguière et al., 2013; Hinds et al., 2012). Yet 
another possible source of a sequence stop mechanism could come from arkypallidal cells in the 
GPe, which send GABAergic projections back to the striatum and exhibit increased firing rates 
in response to a ‘stop’ cue in a stop-signal task (Mallet et al., 2016). The potential problem, 
though, with using rodent self-grooming as a model for non-reinforced behavior is that grooming 
may be negatively reinforcing, serving to prevent filth or irritation. Other models of truly 
spontaneous and non-reinforced behaviors are needed. For example, it was observed that 
cessation of spontaneous wheel running in mice correlated with reduced dopamine transients in 
the dorsal striatum (Howe & Dombeck, 2016). The observed changes in striatal dopamine were 
generally correlated with the accelerations and decelerations of running behavior, but not with 
random deliveries of water rewards (at least for those axons originating in SNc). This study 
points to another potential neural mechanism for sequence termination that appears indifferent to 
reward delivery.  
Alternatively, another way to investigate action sequence termination is to reinforce an 
action sequence in the absence, but not the presence, of a stimulus and then subsequently present 
the stimulus during the execution of the sequence to force the animal to stop sequence 
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performance. Any neural signals correlated with sequence termination would also necessarily be 
correlated with stimulus presentation, but optogenetic tagging of active neurons could allow for 
an investigation into whether manipulating neural activity produces changes in sequence 
termination.   
 
Laying the groundwork for a set of empirical investigations 
The study of action sequence learning and performance provides an excellent opportunity 
to test computational and neural models of basal ganglia function. Only recently has it been 
possible to study and manipulate different striatal cell types in vivo, and this avenue of research 
has proven to be fruitful in revealing the differential contributions of the direct and indirect 
pathways to different facets of action sequencing. However, technological advances need to be 
matched by better behavioral assays in which the study of action sequencing is more generally 
extended to heterogeneous sequences of varying movements. While the study of repetitive 
actions on ratio schedules with rodents can serve as a useful starting point, it is not at all certain 
whether neurons in basal ganglia nuclei show similar patterns of activity during the learning and 
performance of heterogeneous sequences as they do during simple operant schedules. 
It is also important to recognize that the exact role of the basal ganglia in action sequence 
learning is far from clear. While neurocomputational models identify the dorsal striatum as 
harboring representations of RL variables that are theoretically crucial for action sequence 
learning (e.g. Collins & Frank, 2014; Fee, 2014; Joel, Niv, & Ruppin, 2002), it is uncertain 
whether RL algorithms can be mapped onto dorsal striatal physiology. Models of the dorsal 
striatum as being a nexus of reinforcement learning have been mostly constrained to model-free 
control, in which corticostriatal weights are updated according to changes in the value of state-
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action pairs. This is problematic because behavioral research has shown that action sequence 
learning transcends model-free computations as demonstrated by reward devaluation 
experiments, and an action’s sensitivity to devaluation depends on its serial position in the 
sequence (Balleine et al., 2005; Dickinson et al., 1983; Killcross & Coutureau, 2003; Thrailkill 
& Bouton, 2017; see also Experiment 1). Furthermore, the dorsal striatum—specifically, the 
DMS—is required for the expression of devaluation-sensitive actions in simple operant 
schedules (e.g. Gremel & Costa, 2013; Yin et al., 2005a, 2005b), which has led to the hypothesis 
that the DMS and its cortical afferents are part of a circuit that participates in model-based 
computations (Bornstein & Daw, 2011; Daw et al., 2005; Khamassi & Humphries, 2012).  
Beyond the distinction between model-free and model-based control, the relation 
between basal ganglia function and hierarchical action sequence learning is largely a mystery, 
and deserves to be explored in more detail. Given that a hierarchical representation of a sequence 
is thought to involve differential control of initiation and execution (Dezfouli & Balleine, 2013), 
the lever press sequence task developed in Experiment 1 seems appropriate for addressing 
questions related to basal ganglia function and hierarchical representations of actions. Recall 
that, in Experiment 1, rats given a moderate amount of training showed a slowing of action 
sequence initiation when rewards were devalued, while sequence completion times remained 
unperturbed. Moreover, rats given extensive training displayed exactly the reverse—slowing of 
action sequence completion, but not initiation, in devalued tests. This task affords an opportunity 
to investigate how manipulating basal ganglia circuits disrupts sequence initiation independent of 
sequence execution, or vice versa. In the following experiments, we adopted a chemogenetic 
approach to transiently disrupt functioning of dorsal striatal neurons that participate in either the 
direct or indirect basal ganglia pathways during action sequence learning, as well as during 
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Empirical investigations of basal ganglia control of action sequencing 
Introduction 
It is well-known that the extent to which an animal’s actions are controlled by the 
anticipation of future outcomes depends on the functioning of two distinct regions of the 
striatum: the dorsomedial and dorsolateral striatum (DMS and DLS, respectively; Gremel & 
Costa, 2013; Yin, Knowlton & Balleine, 2004, 2005; Yin et al., 2005). For example, in the DMS, 
lesions, NMDA receptor antagonism, and disconnections with prelimbic cortex disrupt 
instrumental sensitivity to reward devaluation (Gremel & Costa, 2013; Hart, Bradfield, & 
Balleine, 2018; Yin et al., 2005a, 2005b). Conversely, DLS lesions, rather than interfering with 
goal-directed control, result in a disruption of habit formation (Gremel & Costa, 2013; Yin, 
Knowlton, & Balleine, 2004).  
Within these two regions of the striatum the balance between two types of neurons—the 
D1 and D2 receptor-expressing medium spiny neurons (MSNs) of the direct and indirect basal 
ganglia pathways, respectively—appears to be important in determining the extent to which 
actions are influenced by their future outcomes. There is evidence to suggest that outcome-
sensitive behaviors correlate with activation of D1 MSNs and suppression of D2 MSNs in the 
DMS, but not the DLS (Furlong et al., 2015; Li et al., 2015; Shan et al., 2014). In contrast, 
outcome-insensitive behaviors correlate with suppression of D1 MSNs in the DMS (Furlong et 
al., 2015) and activation of D1 and D2 MSNs in the DLS (O’Hare et al., 2016).  
The studies that have helped to elucidate the behavioral functions of these pathways have 
been confined to experiments in which animals perform a single action for food rewards. 
However, theoretical and empirical work suggest that sequences of actions may reveal more 
nuanced features of goal-directed control (Dezfouli & Balleine, 2012, 2013; Garr & Delamater, 
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2019). Specifically, Garr and Delamater (2019, Experiment 1 here) showed that the decision to 
initiate an action sequence following a moderate amount of training was controlled by the 
anticipation of future outcomes while the execution of the actions within the sequence was not, 
whereas the reverse was true following an extensive amount of training. That study employed an 
action sequence task that required rats to press a left lever followed by a right lever for food 
rewards, and that fixed sequence was continuously reinforced. This type of task differs from the 
free operant single response tasks that are typically used in studies of striatal correlates of goal-
directed control, which require subjects to respond repeatedly on a single manipulandum on a 
partial reinforcement schedule with few constraints on how sequence of responses are structured 
(e.g. Corbit et al., 2014; Gremel & Costa, 2013; Lingawi & Balleine, 2012; Yin et al., 2005a, 
2005b). In contrast, the use of a fixed action sequence performed across spatially distinct 
manipulanda permits an analysis of goal-directed control that goes beyond simple rates of 
responding by incorporating measurement of sequence initiation and completion latencies to help 
identify the behavioral locus of goal-directed control. The finding reported in Experiment 1 that 
the locus of goal-directed control shifts from sequence initiation to completion over training is 
not easily captured by any existing model, and, therefore, may lead to additional insights about 
how the dorsal striatum contributes to the goal-directed control of action sequencing.  
In addition to questions about goal-directed control, there is the question of how the 
direct and indirect pathways contribute to the acquisition and performance of action sequences. 
There is evidence to suggest that silencing D1 and D2 MSNs in the mouse DLS impedes and 
enhances sequence performance, respectively (Rothwell et al., 2015). This study used a lever 
sequence task similar to that of Garr and Delamater (2019), although there were also potentially 
important differences between tasks including the relative location of food delivery, duration of 
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inter-trial intervals, and the nature of the pre-training regime. Another study using the same 
mouse task found that pre-training lesions of the dorsolateral striatum (DLS) produced deficits in 
learning a lever-press sequence task (Yin, 2010). Specifically, DLS lesions led to a high rate of 
perseveration on the right lever and, consequently, a slow rate of learning the left-right sequence, 
while mice with dorsomedial striatum (DMS) lesions showed a normal rate of learning. 
However, mice with DLS lesions, but not DMS lesions, also showed prolonged latencies 
between consecutive lever presses (maximum average of 60 seconds), which raises the 
possibility that the learning deficit was caused by a performance deficit. If learning the correct 
sequence of actions requires animals to remember previously performed actions, then animals 
that move slowly will likely learn at a slow rate because the memory of previously executed 
actions will decay with time. Indeed, it has been argued that, rather than playing a primary role in 
instrumental acquisition, the striatum serves to control movement vigor and kinematics 
(Desmurget & Turner, 2010; Dudman & Krakauer, 2016; Rueda-Orozco & Robbe, 2015; Sales-
Carbonell et al., 2018; Thura & Cisek, 2017). On the other hand, the slow latency to complete 
sequences could have been a product of the slow rate of learning, which could have produced a 
motivational deficit and, consequently, a slowing of movement.  
To more fully investigate the role of the basal ganglia in action sequence learning and 
performance, we virally expressed Gi-DREADDs (G protein-coupled designer receptors 
exclusively activated by designer drugs) in either the DMS or DLS during and/or after action 
sequence learning in rats. Gi-DREADDs allow for transient and repeated silencing of neural 
activity, and can be targeted to specific cell types (see Roth, 2016 for review). In the following 
experiments, Gi-DREADDs were expressed specifically in striatal neurons associated with either 
the direct or indirect basal ganglia pathways by using D1 and D2 Cre rats, respectively. In the 
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following experiments, rats were trained to perform a two lever-press sequence identical to a task 
used in a previous report (Garr & Delamater 2019, Experiment 1 reported here). This task, which 
requires rats to perform a specific action sequence to earn food rewards, provides an opportunity 
to study basal ganglia contributions to sequencing without making inferences about the 
beginning and end of the sequence, as is sometimes done with free operant, single response tasks 
(Jin & Costa, 2010; Jin et al., 2014; Matamales et al., 2017; Santos et al., 2015). In single 
response free operant tasks, rodents press a lever repeatedly to retrieve food from a magazine, 
and bouts of pressing are assumed to begin after exiting the magazine and end once either the 
magazine is checked or a pause threshold is surpassed. The issue with quantifying behavior in 
this way is that magazine checks are not counted as being part of a sequence, and determining 
the pause threshold relies on assumptions about the distribution of inter-press intervals. These 
issues do not apply to the two lever-press sequence task because it is a discrete trial procedure 
with a finite set of actions (Garr & Delamater, 2019, Experiment 1 reported here). 
Based on the studies reviewed thus far, several broad predictions can be made about the 
outcomes of these experiments. First, we should be able to replicate the finding that inhibiting 
D1 and D2 MSNs in the DLS impede and enhance sequence performance accuracy, respectively 
(Rothwell et al., 2015). Second, we can expect to find that inhibiting D1 and D2 MSNs will slow 
down and speed up movement generally (Bateup et al., 2010; Durieux et al., 2009; Kravitz et al., 
2010; Ryan et al., 2018). Third, given the documented role of the rodent DMS in goal-directed 
control during free operant, single response learning, it should also be the case the chemogenetic 
manipulations of the DMS erase some aspect of goal-directed control during outcome 




Experiment 2: Effects of inhibitory DREADDs on D1 neurons in DMS 
Introduction 
 The aim of Experiment 2 was to investigate the effects of suppressing the activity of D1 
dopamine receptor-expressing neurons in the DMS during and/or after action sequence learning. 
Prior to behavioral training, a virus carrying the gene for an inhibitory DREADDs or a control 
virus lacking the gene were virally expressed in the DMS of D1 Cre rats, and rats received 
injections of either clozapine N-oxide (CNO) or vehicle every day. Validation of DREADD 
activation by CNO was performed in a separate cohort of rats by combining unilateral DREADD 
expression, caffeine and CNO injections, and c-Fos immunohistochemistry. Following 20 days 
of training, rats were subjected to two different sets of tests—one intended to separate the effects 
of DREADD activation on learning versus expression, and one intended to measure goal-
directed control via outcome devaluation.  
 There are several predictions one can make regarding the outcomes of this experiment. 
Based on previous studies showing that inactivation of D1 MSNs in the dorsal striatum slow 
locomotion (Nelson & Kreitzer, 2014), we can expect to find that rats expressing DREADDs and 
given CNO injections during training will slow down sequence performance in a general way. In 
addition, given the documented role of the rodent DMS in goal-directed control and given that 
rats trained on the sequence task used here remain goal-directed after moderate and extensive 
amounts of training (Experiment 1), we can predict that goal-directed control of sequences might 
be compromised by CNO injections during devaluation tests. Finally, we should expect to 
replicate the differential effects of outcome devaluation on sequence initiation and completion 





Forty-eight naïve Long-Evans rats (22 males and 26 females) were housed in identical 
conditions as rats in Experiment 1. Each rat was bred in-house by crossing a D1 Cre transgenic 
male (source: Rat Resource & Research Center) with a wildtype female (source: Charles River 
Laboratories). Roughly half of all offspring were confirmed to express Cre in D1 dopamine 
receptor-expressing neurons (genotyping outsourced to Transnetyx). Only Cre positive rats were 
used in this experiment.  
 
Apparatus  
The apparatus was identical to that used in Experiment 1.  
 
Surgery 
Rats were induced with 5% isoflurane and then placed in a stereotaxic frame (Stoelting), 
where they were maintained on 1−2% isoflurane for the duration of the surgery. Burr holes were 
drilled in the skull and bilateral infusions were made at the following coordinates relative to 
bregma: AP: +0.7 mm; ML: +/- 2 mm; DV: -5 mm (Paxinos & Watson, 2007). Twenty rats 
received bilateral infusions of an adeno-associated virus (AAV) carrying the gene for the Gi-
DREADD (AAV5-hSyn-DIO-hM4Di-mCherry, titer ≥ 7×10¹² vg/mL, 0.6 µl per side; source: 
Addgene) and 20 other rats received bilateral infusions of the control mCherry virus (AAV5-
hSyn-DIO-mCherry, 0.6 µl per side; source: Addgene), counterbalanced with sex and lineage. At 
the end of each surgery rats were given a subcutaneous injection of buprenorphine (0.05 ml/300 
g) and housed in isolation for 5 days before being returned to their original home cages. An 
 
78 
additional 8 rats received unilateral infusions of the DREADD AAV (0.8 µl) in the central dorsal 
striatum for follow-up immunohistochemical verification of DREADD function, and were not 
part of the main behavioral experiment. The coordinates used, relative to bregma, were: AP, +0.7 
mm; ML, +/- 2.7 mm; DV, -5 mm. A slightly larger amount of virus was used to cover a wider 
area in order to express DREADDs across the entire dorsal striatum.  
 
Behavioral training 
Rats that received bilateral AAV infusions were trained on the same action sequence task 
as rats in Experiment 1 for 20 daily sessions, beginning a minimum of 3 weeks following 
surgery. Thirty minutes prior to each session, rats were given an IP injection of either CNO 
(source: NIDA; 1 mg/ml/kg, dissolved in 2% DMSO and 98% physiological saline) or vehicle (1 
ml/kg, 2% DMSO and 98% saline). CNO solution was made fresh at the beginning of each 
experimental day. CNO and vehicle injections were balanced with AAV type, such that there 
were four training groups: DREADD+CNO (n  = 10, 5 male and 5 female), DREADD+vehicle 
(n  = 10, 5 male and 5 female), mCherry+CNO (n  = 10, 4 male and 6 female), and 
mCherry+vehicle (n  = 10, 4 male and 6 female). Pellet assignment, group assignment, and sex 
were counterbalanced.  
 
Behavioral testing 
Two types of tests were conducted following behavioral training. In the first set of tests, 
animals were given 5-minute extinction tests following injections of CNO and vehicle on 
different days (order counterbalanced with training group, sex, and pellet assignment). During 
the tests, the levers operated exactly as they did during training except no pellets were delivered 
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and the clicker was turned off. These tests were designed to separate the effects of DREADD 
activation on learning versus expression, or both.  
The second set of tests were reward devaluation tests. We used the selective satiety 
procedure in which rats were fed for an hour either on the pellet typed associated with LR 
sequences or the other pellet type (used as a control for general satiety), and then immediately 
put through 5-minute extinction tests separated by retraining sessions. All rats received pre-
exposure to the novel pellet type the day prior to the start of testing. The pre-exposure procedure 
consisted of isolating the rats in wire cages until they consumed 20 pellets from a ceramic bowl. 
Thirty minutes into the satiation sessions, rats were given an injection of either CNO or vehicle. 
Each rat was tested 8 times: twice after CNO injection and sated on the earned pellet 
(CNO/devalued), twice after CNO injection and sated on the control pellet (CNO/valued), twice 
after vehicle injection and sated on the earned pellet (vehicle/devalued), and twice after vehicle 
injection and sated on the control pellet (vehicle/valued). The order of testing was 
counterbalanced with AAV type (DREADD vs. control), training injections (CNO vs. vehicle), 
and sex (male vs. female). Retraining sessions were run in between each test, during which pellet 
rewards were reintroduced and injections were given according to the original training 
conditions.  
 
Histology and immunohistochemistry 
 Following the end of behavioral testing, rats that were given bilateral AAV infusions and 
used in the behavioral experiment were perfused transcardially with 0.9% saline followed by 
10% formalin. Brains were removed and stored in formalin for 1 hour followed by 30% sucrose 
in PBS for 72 hours. Coronal sections 40 µm thick were cut using a cryostat, and sections were 
 
80 
stored in cryoprotectant at -20 degrees Celsius. A subset of sections from each brain were 
mounted on microscope slides, coverslipped with Fluoromount (source: Sigma-Aldrich), and 
examined with a fluorescent microscope (Zeiss).  
 For rats that were given unilateral AAV infusions and were not part of the main 
behavioral experiment, after 3 weeks post-surgery they were given an IP injection of CNO (1 
mg/kg), followed 30 minutes later by an IP injection of caffeine (100 mg/kg), and then perfused 
90 minutes later with 0.9% saline followed by 4% paraformaldehyde. Brains were preserved and 
sectioned as described above, and sections were then subjected to c-Fos immunohistochemistry. 
Sections were first rinsed in PBS and then blocked in 3% normal goat serum and 0.25% triton in 
PBS for one hour. Primary antibody incubation (rabbit anti-c-fos, 1:400) lasted 24 hours. After 
rinsing in PBS, sections were then incubated in secondary antibody (biotinylated anti-rabbit 
immunoglobulin, 1:600) for 2 hours, followed by further rinsing in PBS and then incubation in 
avidin-biotin complex reagent for one hour. Sections were then rinsed in PBS and placed in 
nickel-intensified diaminobenzidine until sections turned a dark color (no more than 5 minutes). 
Following a final PBS rinse, sections were mounted on slides and dehydrated in ascending 
concentrations of ethanol. Slides were coverslipped with Permount and examined with a light 
microscope (Olympus). c-Fos positive nuclei were counted using a custom macro written in 
ImageJ (Timothy & Forlano, 2019), and only the central and lateral portions of the dorsal 
striatum were examined, as these were the regions where c-Fos expression was strongest. Images 
were taken at 10x magnification.  
 
Statistical analyses 
Behavioral measures during training and tests were evaluated using the recommendations 
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of Rodger (1974). This approach treats factorial designs by repartitioning the sum of squares 
from the standard factorial analysis in order to perform separate one-way ANOVAs (using 
pooled error terms) to explore the effect of, for example, independent variable A at each level of 
independent variable B. In addition, the analysis also consists of a main effect test of 
independent variable B. Significant omnibus F scores are then further examined with a set of 1 
mutually orthogonal post-hoc contrasts to determine where differences exist. This approach 
eliminates the interaction term from the linear model together with the problems associated with 
interaction tests (see Rodger, 1974). Type I error rate is defined as the proportion of true null 
contrasts rejected in error, and this is based on Rodger’s table of critical F values (Rodger, 1974). 
We adopted an  = 0.05 criterion. We also provide a measure of effect size based on Perlman 
and Rasmussen’s (1975) uniformly minimum variance unbiased estimator of the non-centrality 
parameter, . When no differences exist in the populations from which samples are drawn,  = 0. 
However,  > 0 when true population differences exist. Here we report these estimates whenever 
significant omnibus F scores were obtained.  
Several behavioral measures were analyzed for the training and test phases. For the 
training phase, several measures were used as indicators of overall performance including total 
sequences performed per session, and latencies to initiate and complete all sequences per session. 
Measures of learning included the proportions of each sequence type per session (LL, LR, RL, 
and RR), the maximum LR proportion achieved in a single session, and the number of sessions 
to reach the maximum LR proportion. For tests of learning vs. expression, we only focused on 
behavioral measures that showed sensitivity to DREADD activation during training. For tests of 
outcome devaluation, analyses were confined to the number of LR sequence per minute, 




Histology and immunohistochemistry 
To confirm DREADD function, we used c-Fos immunohistochemistry. It has been shown 
previously that Gi-DREADD activation by CNO reduces c-Fos counts in the rat dorsal striatum 
(Ferguson et al., 2011). We induced c-Fos activation by injecting rats with a high dose of 
caffeine, which has previously been shown to activate c-Fos in the dorsal striatum (Dassesse et 
al., 1999; Johansson, Lindstrom, & Fredholm, 1994; Svenningsson et al., 1995). Thirty minutes 
before receiving caffeine injections, rats with unilateral DREADDs received IP injections of 
CNO. We confirmed that mean c-Fos counts in the dorsal striatum were lower in the DREADD 
hemisphere compared to the hemisphere with no DREADDs (Figure 6A). A within-subject 
comparison of normalized c-Fos counts revealed a significant inter-hemispheric difference (t(7) 
= 2.67, p < .05). Further one-sample t-tests of normalized counts in each hemisphere against 0.5 
chance showed significant differences (t’s(7) = 2.63, p’s < .05).  We conclude that Gi-DREADD 
activation attenuated cell firing in the dorsal striatum.  
For rats that received bilateral DREADD AAV infusions in the DMS and were used in 
the main behavioral experiment, we observed robust mCherry expression in cell bodies within 
the DMS (Figure 6C). None of the rats were excluded on the basis of histological analysis. Some 
brains were also cut in sagittal sections and anterograde expression was examined in SNr, which 




Figure 6. (A) Verification of DREADD function. Left: An example coronal section showing c-
Fos expression in a D1 Cre rat that received a unilateral Gi-DREADD AAV infusion in the right 
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hemisphere, and was then later given IP injections of CNO followed by caffeine. The insets 
showing c-Fos positive nuclei are shown at 40x magnification in the DLS for illustration 
purposes, but note that c-Fos counts were quantified at 10x magnification covering the DLS and 
central dorsal striatum, where c-Fos was most prominent (see Methods). Right: Mean c-Fos 
counts across control and DREADD hemispheres. (B) Top: mCherry expression in a coronal 
section from a D1 Cre rat that received the DREADD AAV in the DMS. The lateral ventricle 
and corpus callosum are outlined. Bottom: Sagittal section showing mCherry axon terminal 
expression in the SNr (C) mCherry expression boundaries across all rats given DREADD AAV 


















 Before carrying out the main statistical analyses, we first investigated whether there were 
any sex differences. We only analyzed task acquisition and devaluation test data for this purpose, 
and found no sex differences (see below). All analyses subsequently described are collapsed 
across sex. We first examined measures of performance during action sequence training. These 
measures included the total number of sequences performed during each session, and the latency 
to initiate and complete all sequences during each session. For all training measures, the data 
were collapsed across the three control groups (DREADD+vehicle, mCherry+CNO, 
mCherry+vehicle), as there were no statistically significant differences detected among the 
means (between-group ANOVAs performed on every 2-session block: F’s < 0.73, p’s > .05). 
Measures were averaged into 2-session blocks because some rats did not provide enough data for 
a session-by-session analysis. Compared to control rats, the DREADD+CNO group performed 
significantly fewer sequences during the first 3 blocks of training (Figure 7A; MSE = 2,119.74, 
F’s(1,173) > 5.14, ’s > 4.08, p’s < .05), were slower to initiate sequences during block 4 
(Figure 7A; MSE = 0.59, F(1,76) = 6.93, Δ = 5.75, p < .05), and were slower to complete 
sequences during the first 5 blocks (Figure 7A; MSE = 0.38, F’s(1,101) > 4.19, ’s  > 3.11, p ‘s 
< .05). These data indicate that, overall, Gi-DREADD activation in the DMS slowed action 




Figure 7. Training data. (A) Total sequences (left), initiation times (middle), and completion 
times (right) across 2-session blocks for rats expressing DREADDs in the DMS and injected 
with CNO every day prior to training, and controls rats (combined across DREADD+vehicle, 
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mCherry+CNO, and mCherry+vehicle groups). Latency measures are averaged across all 
sequence types performed within a session. (B) Proportions of each sequence type across 2-
session blocks. (C) Top: Mean peak accuracies for DREADD+CNO and control rats, defined as 
the maximum proportion of LR sequences achieved in a single session. Bottom: Mean sessions 






















 To assess sequence acquisition, the relative proportions of each sequence type were 
examined (Figure 7B). Once again, data from the three control groups were collapsed, as there 
were no statistically significant differences detected among the mean LR proportions (between-
group ANOVAs performed on every 2-session block: F’s(2,63) < 1.06, p’s > .05). When 
comparing controls to DREADD+CNO rats, group means did not differ at any point during 
training with respect to any sequence type (LL: MSE = 0.01, F’s(1,197) < 2.51, p’s > .05; LR: 
MSE = 0.05, F’s(1,83) < 0.97, p’s > .05; RL: MSE = 0.01, F’s(1,141) < 1.89, p > .05; RR: MSE 
= 0.04, F’s(1,197) < 2.82, p’s > .05). There were no differences between males in females when 
comparing LR proportions across training (MSE = 0.05, F’s(1,84) < 1.76, p’s > .05). We also 
examined peak accuracy, calculated as the maximum proportion of LR sequences achieved in a 
single session (Figure 7C). There were no group differences when comparing the mean peak 
accuracies (t(37) = 0.90, p > .05) or the mean number of sessions to reach peak accuracy (t(37) = 
0.97, p > .05). Thus, Gi-DREADD activation in the DMS did not affect the rate at which an 
action sequence was learned, although it did slow down overall performance early in training.  
 
Tests of learning vs. expression 
 Following 20 sessions of action sequence training, all rats received injections of CNO 
and vehicle on different days, and each injection was followed by a short extinction test. The 
purpose of these tests was to distinguish the effects of chemogenetic inhibition on learning 
versus expression. We focused on the two measures that showed the most sensitivity to 
chemogenetic inhibition during training: total sequences and completion times. One rat in the 
mCherry+CNO group failed to learn the task (LR proportion = 0.06 on last day of training) and 
 
89 
was excluded from this set of tests and the subsequent devaluation tests. There were no within-
group differences between CNO and vehicle tests (F’s(1,36) < 0.83, p’s > .05), nor were there 
any overall between-group differences (F’s(3,36) < 1.15, p’s > .05) for either measure. We 




 Next, each rat underwent devaluation testing. Sensitivity to devaluation was first assessed 
by examining the rate of LR sequences under the four testing conditions: CNO/valued, 
CNO/devalued, vehicle/valued, and vehicle/devalued (Figure 8A). There were no differences 
between groups during any of the tests (MSE = 35.49; F’s(3,121) < 1.43, p’s > .05). Collapsing 
across groups, there was a significant effect of test (MSE = 27.32, F(3,105) = 13.64, Δ = 37.14, 
p < .05). Post-hoc contrasts revealed that rats performed fewer sequences during devalued than 
during valued test sessions after CNO injections (F(3,105) = 7.10, p < .05) and after vehicle 
injections (F(3,105) = 6.26, p < .05). A separate analysis showed no sex differences when 
comparing LR sequence rates between males and females for each of the four tests (MSE = 
35.16, F’s(1,123) < 1.83, p’s > .05). Thus, Gi-DREADD activation did not disrupt goal-directed 






Figure 8. Devaluation test data. (A) The rate of LR sequences during devaluation tests. (B) 
Initiation latencies during devaluation tests, defined as the time from lever insertion to the first 
left lever press. See panel A for legend. (C) Completion latencies during devaluation tests, 
defined as the time from a left lever press to a right lever press during LR trials. See panel A for 
legend. (D) An example rats from the DREADD+CNO training group, showing trial-by-trial LR 




















 We then analyzed latencies to initiate and complete sequences during devaluation tests. 
For initiation latencies, we analyzed the time from lever insertion to a left lever press as was 
done in Experiment 1 (Figure 8B). Since some rats did not generate latency data during one or 
more of the tests, CNO and vehicle tests were analyzed separately to conserve data. Collapsing 
across groups, there were significant differences between valued and devalued test sessions, with 
rats being slower to initiate sequences during devalued test sessions (CNO: MSE = 0.78, F(1,33) 
= 11.43, Δ = 9.74, p < .05; Vehicle: MSE = 0.26, F(1,31) = 30.10, Δ = 27.16, p < .05). There 
were no differences between groups during any of the tests (F’s < 1.27, p’s > .05). This analysis 
further confirms that the chemogenetic manipulation did not affect goal-directed control of 
sequences, as measured by initiation latency.  
For completion latencies, we analyzed the time from a left lever press to a right lever 
press during LR trials (Figure 8C). Once again, because some rats did not respond in one or more 
of the 4 types of test sessions, CNO and vehicle tests were analyzed separately to avoid losing 
data. Figure 8C shows that the four groups did not differ in Vehicle-Valued, Vehicle-Devalued, 
and CNO-Valued test sessions, but that the DREADD+CNO group was slower to complete LR 
sequence in CNO-Devalued tests. The CNO and Vehicle test data were analyzed separately by 
conducting between-group ANOVAs (using a pooled MSE) for valued and devalued test 
sessions. A between-group difference was detected during the CNO devalued tests (MSE = 0.29, 
F(3,64) = 6.37, Δ = 15.51, p < .05), and post-hoc contrasts revealed a longer latency for the 
DREADD+CNO group compared to all other groups (F(3,64) = 6.35, p < .05), that themselves 
did not differ.  Groups were equally quick to complete LR sequences during CNO-Valued test 
sessions (MSE = 0.29, F(3,64) = 1.14, p > .05). No between-group differences were detected 
during vehicle test sessions. When collapsing across groups, there were no significant overall 
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differences between valued and devalued test sessions (CNO: MSE = 0.30, F(1,32) = 2.53, p > 
.05; Vehicle: MSE = 0.20, F(1,29) = 3.61, p > .05). These analyses show that chemogenetic 
inhibition during training and test slowed completion latencies when rewards were devalued, but 
otherwise completion latencies were insensitive to devaluation. A representative set of individual 
rat data is shown in Figure 3D. Note that completion latencies tend to be longer in CNO-
devalued tests compared to CNO-valued tests, but that no difference between valued and 
devalued sessions appears during vehicle tests.  
Consumption data from the satiation periods showed that rats consumed the same amount 
of pellets across the four different test conditions (MSE = 24.31, F’s(3,105) < 1.80, p’s > .05). 
There were no between-group differences (MSE = 45.29, F(3,35) = 0.32, p > .05). To assess 
whether the satiation period induced selective satiety, preference tests were conducted following 
the extinction tests. A preference score was calculated as the percent preference for the pellet 
type that the rats were not exposed to during the satiation period, calculated separately for CNO 
and vehicle tests. Within-group ANOVAs on CNO and vehicle preference scores revealed no 
significant differences (MSE = 0.01, F’s(1,34) < 0.81, p’s > .05). There were also no between-
group differences (MSE = 0.04, F(3,34) =  0.62, p > .05). Collapsing across CNO and vehicle 
tests, the mean preference scores for the DREADD+CNO, DREADD+vehicle, mCherry+CNO, 
and mCherry+vehicle groups were 95%, 87%, 94%, and 94%, respectively. These analyses show 
that rats were not differentially sated during the four different tests, and that the satiety treatment 
was selective.   
 
Discussion 
 We sought to determine whether D1 MSNs in the DMS are necessary for action sequence 
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learning and performance as well as its goal-directed control. To accomplish this, we adopted a 
chemogenetic approach by using DREADDs combined with chronic and acute CNO injections in 
D1 Cre rats. We confirmed that rats expressing DREADDs and given CNO injections during 
training slowed sequence performance in a general way, but we failed to uncover any attenuation 
of goal-directed control induced by DREADD activation. There were four main findings. First, 
Gi-DREADD activation slowed sequence performance early in training, as measured by the 
number total sequences performed, and the latency to initiate and complete sequences. Second, 
Gi-DREADD activation did not affect the rate at which a reinforced sequence was acquired. 
Third, Gi-DREADD activation did not alter goal-directed control of the previously reinforced 
sequence, as measured by the sequence rate and the latency to initiate sequences during selective 
satiation tests. Fourth, and finally, Gi-DREADD activation slowed completion latencies during 
outcome devaluation, but only for rats that received CNO during training and test. Interpretation 













Experiment 3: Effects of inhibitory DREADDs on D1 neurons in DLS 
Introduction 
 The aim of Experiment 3 was to investigate the effects of suppressing the activity of D1 
dopamine receptor-expressing neurons in the DLS during and/or after action sequence learning. 
There are several predictions one can make regarding the outcomes of this experiment. We can 
once again expect to find that rats expressing DREADDs and given CNO injections during 
training will slow down sequence performance in a general way. In addition, we can predict that 
goal-directed control of sequences should be spared by CNO injections during devaluation tests, 
given that lesions of the DLS during single response, free operant training do not interfere with 




Forty-two naïve Long-Evans rats (24 males and 18 females) were housed in identical 
conditions as rats in Experiments 1 and 2. Each rat was bred by crossing a D1 Cre transgenic 
male (source: Rat Resource & Research Center) with a wildtype female (source: Charles River 
Laboratories). Roughly half of all offspring were confirmed to express Cre in D1 dopamine 
receptor-expressing neurons (genotyping outsourced to Transnetyx). Only Cre positive rats were 
used in this experiment.  
 
Apparatus  





Rats underwent stereotaxic surgery in which the same AAV’s as in Experiment 2 were 
bilaterally infused, but at the following coordinates (relative to bregma): AP, +0.7 mm; ML, +/- 
3.6 mm; DV, -5 mm (Paxinos & Watson, 2007). The method of surgery was the same as in 
Experiment 1. Twenty-two rats received bilateral infusions of the AAV carrying the gene for the 
Gi-DREADD and 20 other rats received bilateral infusions of the control mCherry virus, 
counterbalanced with sex and lineage.  
 
Behavioral training 
Rats were trained on the same action sequence task as that used in Experiments 1 and 2 
for 20 daily sessions, beginning a minimum of 3 weeks following surgery. There were four 
groups: DREADD+CNO (n = 11, 6 male and 5 female), DREADD+vehicle (n = 11, 6 male and 
5 female), mCherry+CNO (n = 10, 6 male and 4 female), and mCherry+vehicle (n = 10, 6 male 
and 4 female). Pellet assignment, group assignment, and sex were counterbalanced.  
 
Behavioral testing 
 Expression tests and devaluation tests proceeded exactly as in Experiment 2. 
 
Histology  
 Rats were perfused and brains were sectioned and imaged exactly as in Experiment 2.  
 
Statistical analyses 






 We observed robust mCherry expression in cell bodies within the DLS. Two rats (one in 
the DREADD+CNO group and one in the DREADD+vehicle group) were excluded from all 
analyses because fluorescence extended into the DMS. The boundaries of fluorescent expression 
for all other rats are presented in figure 9A.  
 
Training 
 Before carrying out the main statistical analyses, we first investigated whether there were 
any sex differences. We only analyzed task acquisition and devaluation test data for this purpose, 
and found no sex differences (see below). All analyses subsequently described are collapsed 
across sex. We once again examined measures of performance during training by analyzing the 
total number of sequences performed during each session, and the latency to initiation and 
complete all sequences during each session. Compared to control rats, the DREADD+CNO 
group performed significantly more sequences during the first block of training (Figure 9B; MSE 
= 2,043.73, F(1,142) = 5.35,  = 4.27, p < .05), and were also faster to complete sequences 
during the first block (Figure 9B; MSE = 0.35, F(1,111) = 4.95,   = 3.86, p < .05). There were 
no between-group differences detected with respect to initiation times (MSE = 0.53, F’s(1,89) < 
2.63, p’s > .05). These data indicate that, overall, Gi-DREADD activation in the DLS facilitated 






Figure 9. Training data. (A) Left: Example coronal section showing mCherry expression in the 
DLS. The corpus callosum is outlined. Right: mCherry expression boundaries across all rats 
given DREADD AAV infusions in the DLS. (B) Total sequences (left), initiation times (middle), 
and completion times (right) across 2-session blocks for rats expressing DREADDs in the DLS 
and injected with CNO every day prior to training, and controls rats (combined across 
DREADD+vehicle, mCherry+CNO, and mCherry+vehicle groups). Latency measures are 
averaged across all sequence types performed within a session. (C) Proportions of each sequence 
type across 2-session blocks. (D) Top: Mean peak accuracies for DREADD+CNO and control 
rats, defined as the maximum proportion of LR sequences achieved in a single session. Bottom: 
















 To assess sequence acquisition, the relative proportions of each sequence type were 
examined (Figure 9C). Data from the three control groups were collapsed, as there were no 
statistically significant differences detected among the mean LR proportions (between-group 
ANOVAs performed on every 2-session block: F’s(2,57) < 0.79, p’s > .05). It appears as though 
the DREADD+CNO group may have acquired the LR sequence more rapidly and gave up 
repetitive RR sequences more rapidly than the control groups. However, when comparing 
controls to DREADD+CNO rats at each training block, no significant differences were detected 
with respect to any sequence type at any training block (LL: MSE = 0.01, F’s(1,108) < 0.30, p’s 
> .05; LR: MSE = 0.04, F’s(1,87) < 2.53, p’s > .05; RL: MSE = 0.01, F’s(1,142) < 3.03, p’s > 
.05; RR: MSE = 0.05, F’s(1,102) < 1.45, p’s > .05). There were also no differences between 
males and females when comparing LR proportions across training (MSE = 0.04, F’s(1,84) < 
3.82, p’s > .05). We also examined peak accuracy (Figure 9D), which revealed no group 
difference (t(37) = 0.94, p > .05). However, the number of sessions to reach peak accuracy 
revealed a group difference consistent with the DREADD+CNO group requiring fewer sessions 
to reach peak accuracy (t(37) = 2.13, p < .05). These analyses provide partial support for the 
suggestion that Gi-DREADD activation in the DLS facilitated the learning of a reinforced action 
sequence, although this effect was small and did not show up reliably on all measures of 
learning. It is possible that the modest speeding up of sequence learning was caused by the 
speeding up of sequence performance induced by Gi-DREADD activation, although a correlation 
between total sequences performed during the first training block and number of sessions to peak 
accuracy did not yield significant correlation coefficients (r’s = -0.36 and -0.04 for 




Tests of learning vs. expression 
 Following 20 sessions of action sequence training, all rats received injections of CNO 
and vehicle on different days, and each injection was followed by a short extinction test. We 
once again focused on the two measures that showed the most sensitivity to chemogenetic 
inhibition during training: total sequences and completion times. One rat in the mCherry+CNO 
group failed to learn the task (LR proportion = 0 on last day of training) and was excluded from 
this set of tests and the subsequent devaluation tests. There were no within-group differences 
between CNO and vehicle tests (F’s(1,36) < 1.88, p’s > .05), nor were there any overall between-
group differences (F’s(3,36) < 1.60, p’s > .05) for either measure. We conclude that D1 MSNs in 
the DLS contribute to the speed of sequence performance only early in training. 
 
Devaluation tests 
 Sensitivity to devaluation was first assessed by examining the target sequence rate under 
the four testing conditions: CNO/valued, CNO/devalued, vehicle/valued, and vehicle/devalued 
(Figure 10A). Overall, each group displayed more LR sequences during valued than devalued 
test sessions with both CNO and Vehicle, but the groups did not differ in this regard. Again, in 
order to avoid losing data (from missing cells) the CNO and vehicle data were analyzed 
separately. There were no differences between groups during any of the tests (MSE = 38.92; 
F’s(3,121) < 0.42, p’s > .05). However, collapsing across groups, there was a significant effect 
of test (MSE = 29.80, F(3,105) = 12.24, Δ = 33.02, p < .05), and post-hoc contrasts revealed that 
rats performed fewer sequences during devalued than during valued test sessions after CNO 
injections (F(3,105) = 5.40, p < .05) and also after vehicle injections (F(3,105) = 6.85, p < .05). 
A separate analysis showed no sex differences when comparing LR sequence rates between 
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males and females for each of the four tests (MSE = 37.75, F’s(1,128) < 0.60, p’s > .05). Thus, 
Gi-DREADD activation in the DLS did not disrupt goal-directed control of sequences, as 









Figure 10. Devaluation test data. (A) The rate of LR sequences during devaluation tests. (B) 
Initiation latencies during devaluation tests, defined as the time from lever insertion to the first 
left lever press. See panel A for legend. (C) Completion latencies during devaluation tests, 






We then analyzed latencies to initiate and complete sequences during devaluation tests. 
For initiation latencies, we analyzed the time from lever insertion to a left lever press as was 
done in Experiments 1 and 2 (Figure 10B). CNO and vehicle tests were once again analyzed 
separately because some rats did not perform an LR sequence in one of the test sessions. 
Collapsing across groups, there were significant differences between valued and devalued test 
sessions, with rats being slower to initiate sequences during devalued test sessions (CNO: MSE = 
0.28, F(1,31) = 15.82, Δ = 13.80, p < .05; Vehicle: MSE = 0.41, F(1,35) = 14.52, Δ = 12.69, p < 
.05). There were no differences between groups during any of the tests (F’s < 0.18, p’s > .05). 
This analysis further confirms that the chemogenetic manipulation did not affect goal-directed 
control of sequences, as measured by initiation latency.  
For completion latencies, we analyzed the time from a left lever press to a right lever 
press during LR trials (Figure 10C). Collapsing across groups, there were no significant 
differences between valued and devalued test sessions (CNO: MSE = 0.03, F(1,30) = 0.17, p > 
.05; Vehicle: MSE = 0.10, F(1,34) = 2.27, p > .05). No between-group differences were detected 
during any of the tests (CNO: MSE = 0.14, F’s(3,38) < 1.52, p’s > .05; Vehicle: MSE = 0.19, 
F’s(3,56) < 0.30, p’s > .05) These analyses show that chemogenetic inhibition spared the 
insensitivity of sequence completion times to outcome devaluation.   
Consumption data from the satiation periods showed that rats from the DREADD+CNO, 
DREADD+vehicle, and mCherry +vehicle groups consumed the same amount of pellets across 
the four different test days (MSE = 15.26, F’s(3,105) < 1.15, p’s > .05). The mCherry+CNO 
group consumed different amounts of pellets across the four tests (F(3,105) = 2.44, Δ = 4.18, p < 
.05), and post-hoc contrasts revealed greater consumption during the devalued versus valued 
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tests days collapsing over injection type (F(3,105) = 2.26, p < .05). There were no between-
group differences (MSE = 55.88, F(3,35) = 0.58, p > .05). To assess whether the satiation period 
induced specific satiety, preference tests were conducted following the extinction tests. A 
preference score was calculated as the percent preference for the pellet type that the rats were not 
exposed to during the satiation period, calculated separately for CNO and vehicle tests. Within-
group ANOVAs on CNO and vehicle preference scores revealed no significant differences for 
DREADD+CNO, DREADD+vehicle, or mCherry+CNO groups (MSE = 0.01, F’s(1,35) < 2.43, 
p’s > .05). The mCherry+vehicle group showed a significantly greater preference score during 
CNO compared to vehicle tests (91% vs. 83%, F(1,35) = 5.83, Δ = 4.50, p < .05). Collapsing 
across CNO and vehicle tests, the mean preference scores for the DREADD+CNO, 
DREADD+vehicle, mCherry+CNO, and mCherry+vehicle groups were 96%, 96%, 92%, and 
92%, respectively.  
 
Discussion 
 We sought to determine whether D1 MSNs in the DLS are necessary for action sequence 
learning and performance. To accomplish this, we adopted a chemogenetic approach by using 
DREADDs combined with chronic and acute CNO injections in D1 Cre rats. We failed to 
confirm the prediction that rats expressing DREADDs and given CNO injections during training 
will slow down sequence performance in a general way, but we do confirm the prediction that 
goal-directed control of sequences should be spared by CNO injections during devaluation tests. 
There were four main findings. First, Gi-DREADD activation sped up sequence performance 
early in training, as measured by the number of total sequences performed, and the latency to 
complete sequences. Second, Gi-DREADD activation facilitated the rate at which a reinforced 
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sequence was acquired by some, but not all measures, although this was likely a consequence of 
rats performing more sequences early in training and getting more experience with the task. 
Third, Gi-DREADD activation did not alter goal-directed control of the previously reinforced 
sequence, as measured by the sequence rate and the latency to initiate left-leading sequences 
during selective satiation tests. Fourth, and finally, Gi-DREADD activation did not disrupt the 
insensitivity of completion times to outcome devaluation. Interpretation of these results are 



















Experiment 4: Effects of inhibitory DREADDs on D2 neurons in DMS 
Introduction 
 The aim of Experiment 4 was to investigate the effects of suppressing the activity of D2 
dopamine receptor-expressing neurons in the DMS during and/or after action sequence learning. 
Based on previous studies showing that inactivation of D2 MSNs in the dorsal striatum facilitate 
locomotion (Nelson & Kreitzer, 2014), we can expect to find that rats expressing DREADDs and 
given CNO injections during training will speed up sequence performance in a general way. In 
addition, we can predict that goal-directed control of sequences should be compromised by CNO 




Forty naïve Long-Evans rats (20 males and 20 females) were housed in identical 
conditions as rats in Experiments 1, 2, and 3. Each rat was bred by crossing a D2 Cre transgenic 
male (source: Rat Resource & Research Center) with a wildtype female (source: Charles River 
Laboratories). Roughly half of all offspring were confirmed to express Cre in D2 dopamine 
receptor-expressing neurons (genotyping outsourced to Transnetyx). Both Cre positive (n = 20) 
and Cre negative (n = 20) rats were used in this experiment.  
 
Apparatus  





Rats underwent stereotaxic surgery in which an AAV was bilaterally infused at the 
following coordinates (relative to bregma): AP, +0.7 mm; ML, +/- 2 mm; DV, -5 mm (Paxinos 
& Watson, 2007). The method of surgery was the same as in Experiments 2 and 3. All rats 
received bilateral infusions of the AAV carrying the gene for the Gi-DREADD (AAV5-hSyn-
DIO-hM4Di-mCherry), counterbalanced with sex and lineage.  
 
Behavioral training 
Rats were trained on the same action sequence task as that used in Experiments 1, 2, and 
3 for 20 daily sessions, beginning a minimum of 3 weeks following surgery. There were four 
groups: DREADD+CNO (n = 10, 5 male and 5 female), DREADD+vehicle (n = 10, 5 male and 
5 female), noDREADD+CNO (n = 10, 5 male and 5 female), and noDREADD+vehicle (n = 10, 
5 male and 5 female). Pellet assignment, group assignment, and sex were counterbalanced.  
 
Behavioral testing 
 Expression tests and devaluation tests proceeded exactly as in Experiments 2 and 3. 
 
Histology  
 Rats were perfused and brains were sectioned and imaged exactly as in Experiments 2 
and 3.  
 
Statistical analyses 





 We observed robust mCherry expression in cell bodies within the DMS (Figure 11A, 
left). We also observed anterograde mCherry expression in axon terminals within the globus 
pallidus (Figure 11A, middle). Two rats, both in the DREADD+CNO group, were excluded from 
all analyses because fluorescence extended into the DLS. The boundaries of striatal fluorescent 
expression for all other rats are presented in Figure 11A.  
 
Training 
 Before carrying out the main statistical analyses, we first investigated whether there were 
any sex differences. We only analyzed task acquisition and devaluation test data for this purpose, 
and found no sex differences (see below). All analyses subsequently described are collapsed 
across sex. We examined measures of performance during training by analyzing the total number 
of sequences performed during each session, and the latency to initiate and complete all 
sequences during each session (Figure 11B). The data were once again collapsed across the three 
control groups, as there were no statistically significant differences detected among the means 
(between-group ANOVAs performed on every 2-session block: F’s < 1.17, p’s > .05). There 
were no differences detected between DREADD+CNO and control rats during any 2-session 
block for total sequences performed (MSE = 1392.60, F’s(1,22) < 2.71, p’s > .05), initiation 
times (MSE = 0.32, F’s(1,74) < 1.70, p’s > .05), or completion times (MSE = 0.22, F’s(1,100) < 
0.38, p’s > .05). These data indicate that, overall, Gi-DREADD activation did not affect 
behavioral performance at any point during training.    
 To assess sequence acquisition, the relative proportions of each sequence type were 
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examined (Figure 11C). Data from the three control groups were collapsed, as there were no 
statistically significant differences detected among the mean LR proportions (between-group 
ANOVAs performed on every 2-session block: F’s(2,65) < 2.20, p’s > .05). When comparing 
group means at each training block, significant differences were detected during block 4 for LR 
and RR sequences (LR: MSE = 0.04, F(1,96) = 3.98, p < .05; RR: MSE = 0.04, F(1,105) = 5.62, 
p < .05), with the DREADD+CNO group showing greater accuracy. No significant differences 
were detected with respect to LL or RL sequences (LL: MSE = 0.01, F’s(1,136) < 2.62, p’s > 
.05; RL: MSE = 0.01, F’s(1,129) < 0.77, p’s > .05). There were also no differences between 
males in females when comparing LR proportions across training (MSE = 0.04, F’s(1,92) < 1.98, 
p’s > .05). Groups did not differ with respect to peak accuracy (t(36) = 0.42, p > .05) or number 
of sessions to reach peak accuracy (t(36) = 0.49, p > .05; Figure 11D). These analyses suggest 
that Gi-DREADD activation in the DMS facilitated, by some measures, the learning of a 






Figure 11. Training data. (A) Left: Example coronal section showing mCherry expression in the 
DMS. The lateral ventricle is outlined. Middle: Coronal section showing axon terminal mCherry 
expression in the globus pallidus. Right: mCherry expression boundaries across all rats given 
DREADD AAV infusions in the DMS. (B) Total sequences (left), initiation times (middle), and 
completion times (right) across 2-session blocks for rats expressing DREADDs in the DMS and 
injected with CNO every day prior to training, and controls rats, Latency measures are averaged 
across all sequence types performed within a session. (C) Proportions of each sequence type 
across 2-session blocks. (D) Top: Mean peak accuracies for DREADD+CNO and control rats, 
defined as the maximum proportion of LR sequences achieved in a single session. Bottom: Mean 
















Tests of learning vs. expression 
 Following training, all rats received injections of CNO and vehicle on different days, and 
each injection was followed by a short extinction test. We focused on the two measures that 
showed the most sensitivity to chemogenetic inhibition during training: LR and RR proportions. 
There were no within-group differences between CNO and vehicle tests (LR: F’s(1,34) < 2.43, 
p’s > .05), nor were there any overall between-group differences (F’s(3,34) < 0.23, p’s > .05) for 
either measure. We conclude that D2 MSNs in the DMS do not contribute to the expression of 
action sequence learning.  
 
Devaluation tests 
 Sensitivity to devaluation was first assessed by examining the target sequence rate under 
the four testing conditions: CNO/valued, CNO/devalued, vehicle/valued, and vehicle/devalued 
(Figure 12A). As in Experiments 2 and 3, the animals generally displayed a reinforcer 
devaluation effect (fewer LR sequences in devalued than valued tests) that, itself, was unaffected 
by the various training and test conditions. There were no significant differences between groups 
during any of the tests (MSE = 16.80, F’s(3,107) < 1.13, p’s > .05). Collapsing across groups, 
there was a significant effect of test (MSE = 11.73, F(3,102) = 20.77, Δ = 58.09, p < .05). Post-
hoc contrasts revealed that rats performed fewer sequences during devalued than valued test 
sessions after CNO injections (F(3,102) = 10.81, p < .05) and vehicle injections (F(3,102) = 
8.93, p < .05). A separate analysis showed no sex differences when comparing LR sequence rates 
between males and females for each of the four tests (MSE = 15.87, F’s(1,120) < 3.14, p’s > 
.05). Thus, Gi-DREADD activation in the DLS did not disrupt goal-directed control of 






Figure 12. Devaluation test data. (A) The rate of LR sequences during devaluation tests. (B) 
Initiation latencies during devaluation tests, defined as the time from lever insertion to the first 
left lever press. See panel A for legend. (C) Completion latencies during devaluation tests, 
defined as the time from a left lever press to a right lever press during LR trials. See panel A for 
legend. (D) An example rats from the DREADD+CNO training group, showing trial-by-trial left 




















 We then analyzed latencies to initiate and complete sequences during devaluation tests. 
For initiation latencies, we analyzed the time from lever insertion to a left lever press as was 
done in Experiments 1, 2, and 3 (Figure 12B). CNO and vehicle tests were once again analyzed 
separately in order to maximize the number of animals that could be included in the analysis. 
The four training groups displayed a similar pattern of data (i.e. faster initiation times during 
valued than devalued sessions) during CNO tests, but the devaluation effect was lost for the 
DREADD+CNO group when tested under vehicle conditions. Collapsing across groups, there 
were significant differences between valued and devalued test sessions (i.e. there was a main 
effect of test session), with rats being slower, overall, to initiate sequences during devalued than 
valued test sessions (CNO: MSE = 0.50, F(1,32) = 19.47, Δ = 17.25, p < .05; Vehicle: MSE = 
0.68, F(1,31) = 7.47, Δ = 5.99, p < .05). However, a group difference was detected during the 
vehicle devalued tests (MSE = 1.09, F(3,55) = 2.23, Δ = 3.45, p < .05), and post-hoc contrasts 
confirmed that the DREADD+CNO training group showed faster initiation times compared to all 
other training groups (F(1,31) = 2.17, p < .05). A representative set of individual rat data is 
shown in Figure 12D. No between-group differences were detected during the three other tests 
(F’s < 1.37, p’s > .05). This pattern of statistical results implies (Rodger, 1974) that initiation 
times were slower during devalued test sessions compared to valued test sessions following CNO 
injections for all groups (effect size = 0.80𝜎), and during vehicle test sessions for 
DREADD+vehicle, noDREADD+CNO, and noDREADD+vehicle training groups (effect size = 
0.66𝜎). In contrast, the DREADD+CNO training group showed a slightly reversed effect with 
quicker mean initiation times during devalued than valued tests following vehicle injections 
(effect size = 0.13𝜎). These analyses show that removal of Gi-DREADD-mediated inhibition of 
D2 neurons in the DMS (following training with such inhibition) resulted in a disruption of goal-
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directed sequence initiation.  
For completion latencies, we analyzed the time from a left lever press to a right lever 
press during LR trials (Figure 12C). Collapsing across groups, there were no significant 
differences between valued and devalued test sessions (CNO: MSE = 0.08, F(1,31) = 0.00, p > 
.05; Vehicle: MSE = 0.08, F(1,31) = 1.52, p > .05). No between-group differences were detected 
during any of the tests (CNO: MSE = 0.15, F’s(3,52) < 0.69, p’s > .05; Vehicle: MSE = 0.19, 
F’s(3,47) < 0.62, p’s > .05) These analyses show that chemogenetic inhibition spared the 
insensitivity of sequence completion times to outcome devaluation.   
In order for the DREADD+CNO training group to have shown devaluation sensitivity on 
overall LR sequence rates during vehicle tests but to also be insensitive to devaluation for left 
initiation and LR completion times, rats must have been slow to initiate and/or complete non-
target sequences. To verify this, we compared the time to initiate RL and RR sequences, as well 
as the time to complete LL, RL, and RR sequences during devaluation tests following vehicle 
injections for the DREADD+CNO training group. A one-way ANOVA showed significant 
differences (F(3,21) = 11.72, Δ = 28.81, p < .05) and post-hoc contrasts revealed slower latencies 
during devalued tests compared to valued tests collapsing across initiation and completion 
(F(3,21) = 4.55, p < .05; 2.71 vs. 2.07 log sec for initiation and 1.88 vs. 0.82 log sec for 
completion). This analysis verifies that goal-directed control of LR sequence rates in the 
DREADD+CNO training group following vehicle injections stemmed from a slowing of non-
target sequences when rewards were devalued, giving rats fewer opportunities to perform LR 
sequences.  
Consumption data from the satiation periods showed that all groups consumed the same 
amount of pellets across the four different test days (MSE = 1.13, F’s(3,102) < 1.50, p’s > .05). 
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There were no between-group differences (MSE = 33.41, F(3,34) = 0.20, p > .05). To assess 
whether the satiation period induced specific satiety, preference tests were conducted following 
the extinction tests in the operant chambers. Preference scores were calculated as in Experiments 
1, 2, and 3. Within-group ANOVAs revealed no differences between preference scores on CNO 
and vehicle tests (MSE = 0.01, F’s(1,34) < 0.52, p’s > .05). There was a between-group 
difference when collapsing across CNO and vehicle tests (MSE = 0.01, F(3,34) =  5.77, Δ 
=13.30, p < .05), and post-hoc contrasts showed that the DREADD+vehicle training group 
showed an overall lower preference score compared to all other groups. Collapsing across CNO 
and vehicle tests, the mean preference scores for the DREADD+CNO, DREADD+vehicle, 
mCherry+CNO, and mCherry+vehicle groups were 99%, 89%, 95%, and 96%, respectively.  
 
Discussion 
 We sought to determine whether D2 MSNs in the DMS are necessary for action sequence 
learning and performance. To accomplish this, we adopted a chemogenetic approach by using 
DREADDs combined with chronic and acute CNO injections in D2 Cre rats. We failed to 
confirm the prediction that rats expressing DREADDs and given CNO injections during training 
will speed up sequence performance in a general way, but we also failed to confirm the 
prediction that goal-directed control of sequences should be compromised by CNO injections 
during devaluation tests. There were five main findings. First, Gi-DREADD activation facilitated 
the rate at which a reinforced sequence was acquired, and this was true despite the absence of 
any evidence showing that Gi-DREADD activation sped up sequence performance. Second, Gi-
DREADD activation did not appear to disrupt the goal-directed control of the previously 
reinforced action sequence in terms of the rate at which it was performed during reward 
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devaluation. Third, Gi-DREADD activation during training altered learning in such a way that, 
when DREADD activation was removed during devaluation tests, the normal devaluation effect 
on sequence initiation times was lost. Fourth, Gi-DREADD activation did not disrupt the 
insensitivity of completion times to outcome devaluation. Fifth, and finally, the ostensible goal-
directed control of the action sequence observed when Gi-DREADD activation was removed 
during devaluation tests was found to be a by-product of goal-directed control of non-target 



























Experiment 5: Effects of inhibitory DREADDs on D2 neurons in DLS 
Introduction 
 The aim of Experiment 5 was to investigate the effects of suppressing the activity of D2 
dopamine receptor-expressing neurons in the DLS during and/or after action sequence learning. 
Once again, we can expect to find that rats expressing DREADDs and given CNO injections 
during training will speed up sequence performance in a general way. In addition, we can predict 
that goal-directed control of sequences should be spared by CNO injections during devaluation 
tests on the assumption that DLS is not critically involved in goal-directed control (Gremel & 




Thirty-nine naïve Long-Evans rats (25 males and 14 females) were housed in identical 
conditions as rats in Experiments 1 – 4. Each rat was bred by crossing a D2 Cre transgenic male 
(source: Rat Resource & Research Center) with a wildtype female (source: Charles River 
Laboratories). Roughly half of all offspring were confirmed to express Cre in D2 dopamine 
receptor-expressing neurons (genotyping outsourced to Transnetyx). Both Cre positive (n = 20) 
and Cre negative (n = 19) rats were used in this experiment.  
 
Apparatus  





Rats underwent stereotaxic surgery in which an AAV was bilaterally infused at the 
following coordinates (relative to bregma): AP, +0.7 mm; ML, +/- 3.6 mm; DV, -5 mm (Paxinos 
& Watson, 2007). The method of surgery was the same as in Experiments 2, 3, and 4. All rats 
received bilateral infusions of the AAV carrying the gene for the Gi-DREADD (AAV5-hSyn-
DIO-hM4Di-mCherry), counterbalanced with sex and lineage.  
 
Behavioral training 
Rats were trained on the same action sequence task as that used in Experiments 1 – 4 for 
20 daily sessions, beginning a minimum of 3 weeks following surgery. There were four groups: 
DREADD+CNO (n = 10, 6 male and 4 female), DREADD+vehicle (n = 10, 7 male and 3 
female), noDREADD+CNO (n = 10, 6 male and 4 female), and noDREADD+vehicle (n = 9, 6 
male and 3 female). Pellet assignment, group assignment, and sex were counterbalanced.  
 
Behavioral testing 
 Expression tests and devaluation tests proceeded exactly as in Experiments 1 – 4. 
 
Histology  
 Rats were perfused and brains were sectioned and imaged exactly as in Experiments 2, 3, 
and 4.  
 
Statistical analyses 





 We observed robust mCherry expression in cell bodies within the DLS (Figure 13A). 
Two rats, both in the DREADD+CNO group, were excluded from all analyses because 
fluorescence extended into the DMS. The boundaries of striatal fluorescent expression for all 
other rats are presented in Figure 13A.  
 
Training 
 Before carrying out the main statistical analyses, we first investigated whether there were 
any sex differences. We only analyzed task acquisition and devaluation test data for this purpose, 
and found no sex differences (see below). All analyses subsequently described are collapsed 
across sex. We examined measures of performance during training by analyzing the total number 
of sequences performed during each session, and the latency to initiate and complete all 
sequences during each session (Figure 13B). The data were once again collapsed across the three 
control groups, as there were no statistically significant differences detected among the means 
(between-group ANOVAs performed on every 2-session block: F’s < 2.22, p’s > .05). Compared 
to control rats, the DREADD+CNO group performed significantly more sequences during the 
final two blocks of training (MSE = 1473.31, F’s(1,213) > 6.74, Δ’s > 5.68, p’s < .05). The 
latency to initiate sequences was also greater for the DREADD+CNO group compared to 
controls during blocks 3-5 and 7-10 (Figure 13B; MSE = 0.46, F’s(1,72) > 4.00, Δ’s > 2.89, p’s 
< .05), as were sequence completion times during blocks 4, 7, 8, and 10 (Figure 13B; MSE = 
0.28, F’s(1,102) > 5.23, Δ’s > 4.13, p’s < .05). These data indicate that, overall, Gi-DREADD 
activation slowed sequence performance over the course of training, while also increasing the 
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Figure 13. Training data. (A) Left: Example coronal section showing mCherry expression in the 
DMS. The lateral ventricle is outlined. Right: mCherry expression boundaries across all rats 
given DREADD AAV infusions in the DLS. (B) Total sequences (left), initiation times (middle), 
and completion times (right) across 2-session blocks for rats expressing DREADDs in the DLS 
and injected with CNO every day prior to training, and controls rats. Latency measures are 
averaged across all sequence types performed within a session. (C) Proportions of each sequence 
type across 2-session blocks. (D) Top: Mean peak accuracies for DREADD+CNO and control 
rats, defined as the maximum proportion of LR sequences achieved in a single session. Bottom: 

















 To assess sequence acquisition, the relative proportions of each sequence type were 
examined (Figure 13C). Data from the three control groups were collapsed, as there were no 
statistically significant differences detected among the mean LR proportions (between-group 
ANOVAs performed on every 2-session block: F’s(2,55) < 2.27, p’s > .05). When comparing 
group means at each training block, significant differences were detected during blocks 3 and 5 
for LL sequences (MSE = 0.01, F’s(1,120) > 5.61, Δ’s > 4.52, p’s < .05), blocks 7-10 for LR 
sequences (MSE = 0.04, F’s(1,69) > 5.51, Δ’s > 4.35, p’s < .05), and blocks 6, 7, and 10 for RR 
sequences (MSE = 0.04, F’s(1,71) > 4.00, Δ’s > 2.89, p’s < .05), with the DREADD+CNO 
group showing relatively poor task accuracy. No significant differences were detected with 
respect to RL sequences (MSE = 0.01, F’s(1,137) < 3.22, p’s > .05). There were also no 
differences between males in females when comparing LR proportions across training (MSE = 
0.04, F’s(1,65) < 2.70, p’s > .05). Groups differed with respect to peak accuracy (t(35) = 2.16, p 
< .05) but not number of sessions to reach peak accuracy (t(35) = 1.14, p > .05; Figure 13D). 
These data indicate that Gi-DREADD activation during training resulted in a thwarted ability to 
acquire a sequence of lever presses.  
One pressing question is whether the learning deficit that resulted from DREADD 
activation was a consequence of the DREADD activation negatively impacting the sequence 
learning process or was a by-product of a performance deficit. DREADD activation also resulted 
in a slowing down of sequence initiation and completion latencies across all sequences (Figure 
13B), and this could have potentially reduced the number of learning opportunities throughout 
training. Alternatively, latencies to initiate and complete sequences could have stemmed from an 
underlying learning deficit, wherein poor learning causes a loss in motivation and a slowing 
down of behavior generally. Both of these possibilities are equally likely, and the data cannot 
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distinguish between either account.  While the greater total number of sequence performed in the 
DREADD+CNO group at the end of training (Figure 13B) could be used to argue against a 
performance deficit, that effect most likely originates from a combination of DREADD+CNO 
rats taking longer to achieve the 50 reward limit and also performing with lower accuracy.  
 
Learning vs. expression tests 
To assess the apparent learning deficit more thoroughly, a set of short tests were run 
immediately after training during which all rats were injected with CNO and vehicle on different 
days. If rats that previously experienced DREADD activation had difficulty expressing their 
learning during the training period, then removing DREADD activation should have resulted in 
an improvement in task accuracy. Likewise, introducing DREADD activation for the first time in 
rats that previously did not experience DREADD activation should have resulted in a decrement 
in task accuracy. This was not observed (Figure 14). Repeated-measures ANOVAs on the 
proportion of LR sequences did not yield any within-group differences between CNO and 
vehicle tests (MSE = 0.01, F’s(1,33) < 0.67, p’s > .05), although a between-group ANOVA 
collapsed across tests did reveal overall group differences (MSE = 0.04, F(3,33) = 2.47, p < .05). 
Post-hoc contrasts showed that the DREADD+CNO group performed with lower accuracy than 
the DREADD+vehicle and noDREADD+CNO groups, which collectively performed with lower 
accuracy than the noDREADD+vehicle group. These data support the conclusion that DREADD 
activation during training interfered with action sequencing, but this was not an issue of 

















































 Sensitivity to devaluation was first assessed by examining the target sequence rate under 
the four testing conditions: CNO/valued, CNO/devalued, vehicle/valued, and vehicle/devalued 
(Figure 15A).  As was observed in Experiments 2-4 all training groups were equally sensitive to 
reward devaluation in vehicle and CNO test sessions, with more LR sequences produced in 
valued than devalued tests. There were no differences between groups during any of the tests 
(MSE = 30.52, F’s(3,105) < 1.36, p’s > .05).  Collapsing across groups, there were significant 
differences across the four test conditions (MSE = 21.47, F(3,99) = 7.54, Δ = 19.16, p < .05). 
Post-hoc contrasts revealed that rats performed fewer sequences during devalued than non-
devalued test sessions after CNO injections (F(3,99) = 4.00, p < .05) and after vehicle injections 
(F(3,99) = 3.38, p < .05). A separate analysis showed no sex differences when comparing LR 
sequence rates between males and females for each of the four tests (MSE = 29.04, F’s(1,115) < 
1.18, p’s > .05). Thus, although Gi-DREADD activation in the DLS impaired overall target 
sequence execution and/or learning, it did not disrupt goal-directed control of those sequences, as 




Figure 15. (A) The rate of LR sequences during devaluation tests. (B) Initiation latencies during 
devaluation tests, defined as the time from lever insertion to the first left lever press. See panel A 
for legend. (C) Completion latencies during devaluation tests, defined as the time from a left 
lever press to a right lever press during LR trials. See panel A for legend. (D) An example rats 
from the DREADD+CNO training group, showing trial-by-trial left lever initiation times. 
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 We then analyzed latencies to initiate and complete sequences during devaluation tests. 
For initiation latencies, we analyzed the time from lever insertion to a left lever press as was 
done in Experiments 1 – 4 (Figure 15B). Unlike Experiments 2, 3, and 4, CNO and vehicle tests 
were not analyzed separately because all rats performed at least one left-leading sequence during 
all test sessions. Generally speaking, all groups displayed longer initiation latencies on devalued 
than valued tests and this was equally true for CNO and Vehicle test sessions. There were no 
differences between groups during any of the tests (MSE = 0.82, F’s(3,96) < 1.10, p’s > .05). 
Collapsing across groups, there were significant differences amongst the four test sessions (MSE 
= 0.53, F(3,99) = 8.62, Δ = 22.34, p < .05). Post-hoc contrasts revealed that rats were slower to 
initiate left-leading sequences during devalued than valued test sessions after CNO injections 
(F(3,99) = 3.84, p < .05) and after vehicle injections (F(3,99) = 4.78, p < .05). This analysis 
further confirms that the chemogenetic manipulation did not affect goal-directed control of 
sequences, as measured by initiation latency. 
 When examining the plot showing initiation times, it appears that the DREADD group 
trained with CNO may have shown larger devaluation effects compared to the other groups. To 
follow up on this observation, we computed a devaluation effect measure for each rat by 
averaging CNO and vehicle devalued mean latencies and subtracting from that the average CNO 
and vehicle valued mean latencies. A one-way ANOVA on these group means did not reveal any 
reliable differences between groups (MSE = 0.66, F(3,33) = 1.15, p > .05).  
For completion latencies, we analyzed the time from a left lever press to a right lever 
press during LR trials (Figure 15C). For this analysis, CNO and vehicle tests were analyzed 
separately because some rats did not perform an LR sequence during one of the test sessions. 
Collapsing across groups, there were no significant differences between valued and devalued test 
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sessions (CNO: MSE = 0.55, F(1,30) = 0.05, p > .05; Vehicle: MSE = 0.20, F(1,32) = 0.40, p > 
.05). Furthermore, there were no between-group differences detected during any type of test 
session (CNO: MSE = 0.75, F’s(3,57) < 1.73, p’s > .05; Vehicle: MSE = 0.19, F’s(3,64) < 0.79, 
p’s > .05) These analyses show that chemogenetic inhibition spared the insensitivity of sequence 
completion times to outcome devaluation.  
When examining the plot showing LR completion latencies during the devaluation tests 
(Figure 14C), it appears that CNO injections in the DREADD groups may have resulted in 
overall slower latencies compared to vehicle injections. To follow up on this observation, rats 
were given two tests during which they were injected with CNO and vehicle on different days, 
but under normal hunger conditions (i.e. in the absence of satiation). Within-group ANOVA’s 
did not reveal any differences between CNO and vehicle tests (MSE = 0.01, F’s(1,33)  < 3.26, 
p’s > .05), and there were no between-group differences when collapsing across CNO and 
vehicle tests (MSE = 0.30, F(3,33) = 1.44, p > .05). Contrary to what is suggested by the group 
means in Figure 14C, DREADD activation did not result in overall slower latencies to complete 
LR sequences. 
Consumption data from the satiation periods showed that all groups consumed the same 
amount of pellets across the four different test days (MSE = 13.82, F’s(3,99) < 0.95, p’s > .05). 
There were no between-group differences (MSE = 24.79, F(3,32) = 0.61, p > .05). To assess 
whether the satiation period induced specific satiety, preference tests were conducted following 
the extinction tests in the operant chambers. Preference scores were calculated as in Experiments 
1, 2, 3, and 4. Within-group ANOVAs revealed no differences between preference scores on 
CNO and vehicle tests (MSE = 0.01, F’s(1,33) < 3.71, p’s > .05). There were no between-group 
differences (MSE = 0.01, F(3,3) =  0.66, p > .05). Collapsing across CNO and vehicle tests, the 
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mean preference scores for the DREADD+CNO, DREADD+vehicle, mCherry+CNO, and 
mCherry+vehicle groups were 96%, 99%, 97%, and 99%, respectively.  
 
Discussion 
 We sought to determine whether D2 MSNs in the DLS are necessary for action sequence 
learning and performance. We failed to confirm the prediction that rats expressing DREADDs 
and given CNO injections during training will speed up sequence performance in a general way, 
but we were successful in confirming the prediction that goal-directed control of sequences 
should be spared by CNO injections during devaluation tests. There were four main findings. 
First, Gi-DREADD activation slowed sequence performance over the course of training, as 
measured by the latency to initiate and complete sequences. Second, Gi-DREADD activation 
slowed the rate at which sequences were learned, but it is unclear whether this stemmed from a 
performance deficit or a learning deficit. Third Gi-DREADD activation did not alter goal-
directed control of the previously reinforced sequence, as measured by the sequence rate and the 
latency to initiate sequences during selective satiation tests. This implies a distinction between 
learning a sequence and learning to respond in a goal-directed way. Fourth, Gi-DREADD 
activation did not disrupt the insensitivity of completion times to outcome devaluation. 









Behavioral features of action sequence learning and goal-directed control  
In this dissertation, I investigated the acquisition and goal-directed control of action 
sequences in rats. To begin, I developed a lever-press sequence task that is very similar to 
another task used previously with mice (Rothwell et al., 2015; Yin, 2009, 2010). In that task, 
mice were trained to press a left lever followed by a right lever for food rewards delivered into a 
magazine. The left and right levers were simultaneously available at the start of every trial until a 
two-press sequence was performed (LL, LR, RL, or RR), at which time both levers retracted 
before inserting again to start the next trial. However, that task differs from the task used in the 
present set of experiments in two potentially crucial ways. First, mice were pre-trained for three 
or five days on a continuous reinforcement schedule in which the left lever remained chronically 
available and each press resulted in a pellet delivery while the right lever remained retracted. In 
contrast, in the present set of experiments rats were pre-trained for two days during which pellets 
could only be earned by pressing left followed by right, with each lever inserting into the operant 
chamber sequentially. Second, in the mouse experiments each trial was always separated by an 8 
second inter-trial interval (ITI). In contrast, the current set of rat experiments used a 1.5 second 
ITI following correct trials and a 5 second ITI following incorrect trials. In addition, the 
apparatus used by Rothwell and colleagues (2015) arranged for the food rewards to be delivered 
into a magazine at the back of the operant chamber, while in the Yin (2010) study and the studies 
reported here, the magazine was flanked by the levers on the same side of the chamber. Thus, a 
direct comparison between studies is difficult owing to the differences between task parameters, 
as well as the fact that rats are different from mice. Nevertheless, there are some generalities that 
can be drawn with respect to how a heterogeneous lever-press sequence task is learned.  
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 A canonical feature of action sequence learning is the slower learning of actions that are 
temporally distant from reward compared to more proximal actions (see General Introduction). 
Indeed, in all the experiments reported in this dissertation, one of the most reliable observations 
was that rats started out by perseverating on the right lever before learning the serial order of the 
task. This replicates what has been observed in mice, although in those studies perseveration on 
the right lever was preceded by perseveration on the left lever, owing to the fact that mice 
received left lever pre-training (Rothwell et al., 2015; Yin, 2009, 2010). We also observed an 
accompanying decrease in the latency to initiate and complete reinforced sequences, which again 
replicates what was observed in the mouse studies (Yin, 2009, 2010). In addition, sequence 
acquisition involved a slight increase followed by a gradual decrease in the proportion of RL 
sequences (figures 3A, 7B, 9C, 11C, 13C), during which the reinforcement of the LR sequence 
appeared to generalize to switching between levers. This feature of action sequence learning has 
not previously been observed.  
 In addition to characterizing action sequence acquisition, I sought to characterize how 
goal-directed control of sequencing manifests and changes over the course of training. In 
Experiment 1, I conducted outcome devaluation tests following acquisition to probe the goal-
directed control of sequences following either moderate (20 days) or extensive (60 days) training 
(Garr & Delamater, 2019). This entailed overfeeding rats to satiety immediately after training on 
two different pellet types over two separate days, followed immediately by a short non-rewarded 
test in the operant chamber. One pellet type was associated with the lever sequence while the 
other was not, thus controlling for general satiety. This is a common method of probing goal-
directed control, with the assumption that suppression of behavior following overfeeding on the 
previously earned pellet type reflects knowledge about the consequence of the trained action or, 
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in this case, action sequence (Balleine, Killcross, & Dickinson, 2003; Corbit & Balleine, 2003; 
Coutureau & Killcross, 2003; DeRusso et al., 2010; Gremel et al, 2016; Gremel & Costa, 2013A, 
2013B; Killcross & Coutureau, 2003; Malvaez et al., 2018; O’Hare et al., 2017; Renteria, Baltz, 
& Gremel, 2018; Vandaele, Pribut, & Janak, 2017; Yu et al, 2009).  
There are several predictions that one could make a priori regarding the outcome of these 
devaluation tests. One prediction is that the moderately trained group should have expressed 
goal-directed control while the extensively trained group should have developed a habit, and 
consequently an inability to suppress the frequency of the trained action sequence when the 
consequent reward was devalued. This prediction stems from the finding that extensive training 
leads to habits in other instrumental learning situations, such as free operant lever pressing 
(Adams, 1982; Thrailkill & Bouton, 2015) and cued maze running (Smith & Graybiel, 2013). On 
the other hand, it has also been proposed that overtraining will lead to a habit only when the 
outcome falls within the boundaries of an action sequence, but action sequences will remain 
immune to habitual control when the outcome is outside the sequence boundaries. The results of 
Experiment 1 showed that sequences were subject to goal-directed control in both moderately 
and extensively trained rats. This was despite the fact that the extensively trained group 
developed a greater degree of automaticity—showing a greater propensity toward repetition and 
less variability in the time to initiate the trained sequence. While it may seem surprising that such 
extensive training and automaticity leads to maintained goal-directed control, the assumption that 
habits inevitably form after extensive training is not as well-established as theoretical accounts 
make it seem (for exceptions, see Colwill & Rescorla, 1985; Corbit & Janak, 2012; Corbit et al., 
2014; Thrailkill et al., 2018). Furthermore, it has also been proposed that training conditions that 
maintain close temporal contiguity between actions and rewards may prevent the formation of a 
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habit, and the action sequence task used in the present set of experiments maintains close 
contiguity between actions and rewards (DeRusso et al., 2010).  
A second prediction concerns the hierarchical nature of a sequence. It has been proposed 
that the initiation of an action sequence is under goal-directed control such that the selection of a 
sequence involves anticipating the outcome, while the individual actions that make up the 
sequence are habitual and executed as part of a chunk (Dezfouli & Balleine, 2013). Importantly, 
it is thought that the chunking of actions is something that occurs with extensive training 
(Dezfouli & Balleine, 2012), and thus the hierarchical control of sequence initiation and 
execution should only emerge with sufficient training. The results of Experiment 1 confirmed 
that sequence initiation and execution are the products of distinct decision-making processes, 
because the latencies to initiate left-leading sequences and complete LR sequences were 
differentially sensitive to outcome devaluation. However, rats given extensive training, rather 
than showing enhanced goal-directed control of sequence initiation over completion, showed the 
opposite pattern of behavior. That is, the time to complete a sequence was slower during reward 
devaluation while the time to initiate a sequence was not affected. In contrast, rats given 
moderate training showed a slowing down of sequence initiation, but not completion, during 
devaluation, and this result was replicated repeatedly throughout this dissertation. It is 
noteworthy that these results are directly opposite to those predicted on the basis of Dezfouli and 
Balleine’s model (Dezfouli & Balleine, 2013).  
The finding that extensive training led to goal-directed control of sequence completion 
but not initiation is in line with a recently proposed model of how habitual and goal-directed 
processes dynamically control behavior (Hardwick et al., 2017). The model conceives of goal-
directed and habitual action selection processes as independently competing for control over 
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actions, with different time courses for each controller. While habitual responses are prepared 
shortly after the onset of a cue, the execution of the habitual response can be cancelled by a goal-
directed process that comes online later. As a consequence, a habitual response is more likely to 
be observed shortly after the onset of a cue and less likely when the time since cue onset is 
relatively long, during which the goal-directed process can direct the subject toward a different 
action or abort an ongoing habitual response. Applied to the lever sequence task, the insertion of 
the levers could serve as a cue that triggers the preparation of a habitual set of actions, but due to 
the relatively slow time course of the goal-directed process, it is only the second lever press in 
the sequence that becomes subject to goal-directed control and thus a slowing down of sequence 
completion during reward devaluation. An interesting prediction that comes out of this model is 
that shortening the physical distance between sequential actions should lower the probability of 
latter actions coming under goal-directed control by virtue of truncating the goal-directed 
controller onset time. It is also worth noting that the use of a discrete trial, heterogeneous lever-
press sequence task is especially useful for revealing concurrent goal-directed and habitual 
processes by separating out the effects of reward devaluation on sequence initiation and 
completion.  
The model by Hardwick and colleagues (2017) cannot, however, explain why a moderate 
amount of training led to a retardation of sequence initiation but not completion during reward 
devaluation. This pattern of results conforms more to what would be predicted by the Dezfouli 
and Balleine (2012, 2013) model, except that model specifically predicts the erasure of goal-
directed sequence completion after extensive training due to the sequence becoming chunked. 
The moderate training group received 20 days of training, which is roughly when most rats 
reached asymptotic task accuracy. However, 20 days is considered a long instrumental training 
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interval by free operant standards. An appropriate follow-up question, then, is to ask what the 
latency data would look like following a more limited amount of training. It is possible that, 
under more limited training conditions, both initiation and completion latencies would appear 
sensitive to outcome devaluation.  
Throughout this dissertation, I have assumed that prolonged action latencies after the 
devaluation of a reinforcing outcome reflect goal-directed control. In the usual free operant 
paradigm, goal-directed control is inferred from the suppression of an action in terms of its rate 
of occurrence. A low rate necessarily entails longer intervals between actions, and thus it is not 
unreasonable to assume that slow action latencies during reward devaluation reflect goal-directed 
control. However, there are important points to consider. If goal-directed control serves to slow 
down an action when its outcome is devalued, why would it not abort the action entirely? It is 
difficult to answer this question because a latency can only be measured when an action is 
executed. When the frequency of an action decreases during reward devaluation but remains at 
non-zero levels, it is normally assumed that the action is the product of residual habitual control 
(Thrailkill & Bouton, 2015). Another way of saying that is even when the latency to perform an 
action is prolonged during reward devaluation, the mere occurrence of the action reflects residual 
habitual control. Thus, latency measures may not serve as pure measures of goal-directed control 
because they necessarily rely on the animal performing the action even when the reinforcing 
outcome is devalued, which could be construed as instances of residual habitual responding. On 
the other hand, maintenance of responding following reinforcer devaluation may not reflect 
residual habitual control, but incomplete devaluation of the outcome (e.g. Colwill & Rescorla, 
1990).  
Likewise, I have assumed that a failure to slow an action latency during reward 
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devaluation reflects a lack of goal-directed control. In Experiment 1, the extensively trained 
group did not reliably slow down the time to initiate left-leading sequences when rewards were 
devalued, and the conclusion was that sequence initiation lacked goal-directed control. However, 
the same group of animals also showed a lower overall rate of sequence performance during 
reward devaluation, which technically means that they initiated fewer sequences. These two 
opposing measures of sequence initiation—latency and frequency—broaches the question of 
whether sequence initiation truly was goal-directed or not. While rats given extensive training 
initiated relatively few sequences when the consequent reward was devalued, on the occasion 
that they did initiate, it was with roughly the same speed as when the consequent reward was not 
devalued. The fact that the frequency of sequence initiation was suppressed during reward 
devaluation was likely a consequence of the fact that sequence completion was prolonged, which 
argues against using frequency as the sole measure of goal-directed sequence initiation. On the 
other hand, the prolonged sequence completion times during devalued tests in the extensively 
trained group may not completely account for the prolonged times between consecutive LR 
sequences. It is possible that other factors may contribute, such as changes in the expression of 
non-target sequences and failures to initiate LR sequences. The latter suggestion implies that, 
while the latency to initiate a sequence may be devaluation insensitive, the probability of 
initiation may not be. This further suggests that goal-directed and habitual processes may act 
dynamically within a session.  
The finding that reward devaluation has differential effects on action sequence initiation 
and completion broaches the question of whether something similar also occurs in the context of 
free operant behavior. Namely, during a free operant procedure one could imagine a situation 
where the times between consecutive lever presses are prolonged during reward devaluation yet 
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the times to initiate a bout of presses are not—resembling the pattern of behavior shown by 
extensively trained rats in Experiment 1. Conversely, there may be conditions under which the 
times between consecutive lever presses are not prolonged by outcome devaluation yet the times 
to initiate bouts are—resembling the pattern of behavior shown moderately trained rats. It is not 
often the case that free operant behavior is analyzed in such detail during tests of outcome 
devaluation, but the results of all of the devaluation tests reported in this dissertation indicate that 
this may be a useful approach for revealing the dynamic interplay between goal-directed and 
habitual action selection processes. It should be pointed out, though, that extensive training 
sometimes leads to complete habitual responding under free operant procedures (Adams, 1982; 
Thrailkill & Bouton, 2015), in which case it may be difficult to extrapolate the findings from 
Experiment 1 to free operant paradigms.  
  
Dissecting the role of the dorsal striatum in action sequence learning  
Previous research implicates the dorsal striatum as playing a critical role in action 
sequence organization (Aldridge & Berridge, 1998; Cromwell & Berridge, 1996; Geddes et al., 
2018; Jin et al., 2014; Matamales et al., 2017; Rothwell et al., 2015; Yin, 2010). The goal of the 
Experiments 2 through 5 was to follow up on this work by chemogenetically inactivating 
neuronal subtypes in different regions of the dorsal striatum during and/or after action sequence 
acquisition (see Table 1 for a summary of behavioral outcomes). To achieve this goal, a virus 
carrying the gene for the hM4Di DREADD was infused locally into the either the DMS or DLS 
prior to behavioral training. The gene was subject to Cre-lox recombination such that the gene 
could only be transcribed in neurons containing Cre recombinase. Combining this technique with 
transgenic rats containing Cre only in either D1 or D2 dopamine receptor-expressing cells, the 
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chemogenetic manipulations could be targeted specifically to dorsal striatal neurons that 
























Table 1. Summary of behavioral effects of DREADD activation by CNO.  
 Sequence learning Sequence performance Goal-directed control 
D1 DMS Unaffected Slowed down early in training Completion latencies 
slowed during devalued 
test only after training 
and testing with CNO. 
D1 DLS Modestly facilitated. Sped up early in training. Unaffected. 
D2 DMS Modestly facilitated Unaffected Initiation latencies sped 
up during devalued test 
only after training with 
CNO and testing with 
vehicle.  



















Gi-DREADD function was validated by combining unilateral DREADD expression with 
systemic CNO and caffeine injections followed by c-Fos immunohistochemistry. Previous 
efforts to validate Gi-DREADD function in the striatum have relied mostly on slice 
electrophysiology, and have shown that CNO-mediated activation of DREADD-expressing 
neurons induces hyperpolarization and reduces the spike rate evoked by depolarizing currents 
(Dobbs et al., 2016; Ferguson et al., 2011; Francis et al., 2015; Zhang et al., 2018). Here, we 
used c-Fos expression as a proxy for neural activation, which is an approach that has previously 
been used with DREADDs in the dorsal striatum (Ferguson et al., 2011; Ferguson et al., 2013) 
and in brain areas outside the striatum (Kane et al., 2017; Keenan et al., 2017; Siegel et al., 
2015). While the c-Fos results are consistent with CNO-mediated inhibition of neurons 
expressing Gi-DREADDs, the mechanism by which this inhibition works is unclear. The 
common explanation for how activation of the hM4Di DREADD inhibits neuronal firing is via 
activation of G-protein inwardly rectifying potassium channels (GIRKs; Roth, 2016). However, 
in situ hybridization studies show no GIRK expression in striatal neurons (Lein et al., 2007), and 
the mechanism by which Gi-DREADDs work in the striatum is currently a topic of ongoing 
investigation (Voyvodic, Abrahao, & Lovinger, 2018). 
 Previous research with mice has provided evidence for different contributions of striatal 
subregions and neuronal subtypes in action sequence acquisition. In one experiment, pre-training 
excitotoxic lesions of the DLS slowed down the rate of learning a left-right lever press sequence 
(Yin, 2010). Mice given DMS lesions, however, did not show a learning impairment and 
behaved liked sham controls. Another experiment that employed the same task focused 
exclusively on the DLS but used a permanent inactivation method to inhibit MSNs participating 
in the direct and indirect pathways by using D1 and A2A Cre mice, respectively (Rothwell et al., 
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2015). Inactivation of direct pathway, but not indirect pathway, MSNs disrupted the acquisition 
of the reinforced sequence, and the same impairment in task accuracy was also observed when 
inactivation was introduced after task acquisition. We were unable to replicate this finding, and 
instead showed that inactivating indirect pathway MSNs in the DLS impaired sequence 
acquisition (see Experiment 5).  
 What accounts for this critical difference between studies? While we used temporary 
chemogenetic inactivations, Rothwell and colleagues (2015) virally expressed inwardly 
rectifying potassium channels, which create a chronically high action potential firing threshold 
(Lin et al., 2010; Rothwell et al., 2014). This method of permanent inactivation could possibly 
interfere with post-training memory consolidation, which is unlikely to be an issue with the 
transient chemogenetic inactivations used in the present set of experiments. Nevertheless, it is 
difficult to deduce how memory consolidation could account for the differences between studies. 
A key piece of missing information from the study by Rothwell and colleagues (2015) is latency 
data. When disrupting striatal function, it is common to observe changes in movement speed 
such that perturbations of neurons forming the direct pathway result in slowing of movement 
while perturbations of neurons forming the indirect pathways result in hyperactivity (e.g. Drago 
et al., 1998; Durieux et al., 2009; Kravitz et al., 2010; Panigrahi et al., 2015; Sano et al., 2003). 
This is often described as the Go/No-Go model of the direct and indirect pathways (Bariselli et 
al., 2018). If A2A Cre mice were indeed hyperactive and shortened the latencies between 
consecutive actions during task performance, this could have sped up sequence learning when it 
otherwise could have been impaired. This is because shorter action latencies could allow for 
more learning opportunities. Similarly, the slowing down of sequence acquisition observed in D1 
Cre mice could have stemmed from a slowing down of action latencies. A problem with this 
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explanation is that D1 Cre mice still exhibited impaired task accuracy when neuronal inhibition 
was introduced after the acquisition phase, although they were not tested in extinction. Because 
latency data were not reported by Rothwell et al. (2015), it is difficult to know whether 
performance speed or the different neural manipulations explains the difference between studies.  
 Rather than observing a clear retardation and facilitation of performance speed when 
inhibiting D1 and D2 MSNs, respectively, we observed a pattern of results that was not fully 
consistent with the Go/No-Go model of dorsal striatal function. When inhibiting D1 MSNs in the 
DMS, we indeed observed a slowing down of task performance, both in the latency to complete 
sequences and the total number of sequences executed. This slowing down of performance was 
only observed early in training, consistent with prior accounts of the DMS contributing early but 
not late during skill learning (Ashby, Turner, & Horvitz, 2010; Miyachi et al., 1997; Miyachi, 
Hikosaka, & Lu, 2002; Yin et al., 2009). Performance speed was not affected when inhibiting D2 
MSNs in the DMS. However, the data from the DLS studies directly contradict the Go/No-Go 
model of the direct and indirect pathway function. When inhibiting D1 MSNs in the DLS, we 
observed a facilitation of sequence performance early in training, while inhibiting D2 MSNs in 
the DLS resulted in a slowing of performance that was likely due to impaired learning. This 
disparity is not surprising given the number of studies in recent years that have reported 
inconsistencies between theory and data. For example, one study showed that Gi-DREADD 
activation in the DLS of young D1 Cre mice resulted in faster rates of lever pressing during a 
free operant random ratio task (Matamales et al., 2017). Another study showed that 
optogenetically inhibiting D2 MSNs in the DLS during fixed ratio lever pressing slowed down 
the rate of pressing, as did high frequency stimulation of D1 MSNs (Tecuapetla et al., 2016). 
Notably, these experiments, like the ones reported in this dissertation, were conducted in the 
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context of motivated reward seeking, while many of the studies that support the Go/No-Go 
model are studies of spontaneous movement in open arenas (Bateup et al., 2010; Durieux et al., 
2009; Kravitz et al., 2010; Ryan et al., 2018).  
 The finding that inhibition of D2 MSNs in the DLS interfered with the acquisition of an 
action sequence is consistent with other studies of motor learning. For example, in one study 
mice were trained to press levers in a left-left-right-right pattern while optogenetic stimulation 
was applied to either D1 or D2 MSNs (Geddes et al., 2018). Stimulating D2 MSNs immediately 
prior to the execution of the first left lever press in the sequence caused the animal to 
immediately switch to the right lever before even executing the left lever press, as did 
stimulating during the execution of the first press. Electrophysiological recordings also revealed 
that a high proportion of D2 MSNs increased their firing rates between the left and right 
subsequences, suggesting that these neurons contribute to switching between actions in a 
sequence. Consistently, inhibiting D2 MSNs in the DLS (Experiment 5) led to a reduction in LR 
sequences, as well as an increased probability of performing LL and RR sequences. In another 
motor learning study using the accelerated rotarod in mice, patch-clamp recordings revealed that 
D2 MSNs in the DLS, but not D1 MSNs, underwent significant potentiation of excitatory 
transmission following eight days of training compared to naïve mice (Yin et al., 2009). These 
findings collectively suggest that the indirect pathway originated from the DLS is an important 
circuit for skilled motor learning, and may specifically contribute to switching between actions 
within a complex sequence.  
 Following action sequence acquisition, we conducted tests of goal-directed control by 
sating rats either on the pellet type associated with LR sequence execution or another control 
pellet type of a different flavor, as was done in Experiment 1. Across all experiments, goal-
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directed control of the rate of the reinforced action sequence was immune to chemogenetic 
inhibition. This is especially surprising for the experiments in which DREADDs were expressed 
specifically in the DMS, given that prior research has consistently shown that lesions and 
blockade of synaptic plasticity in the DMS erase goal-directed control of lever pressing rates in 
free operant tasks (Gremel & Costa, 2013; Shiflett, Brown, & Balleine, 2010; Yin et al., 2005a, 
2005b). However, the lever sequence task used in the present experiments differs in a potentially 
crucial way from the free operant, single lever tasks used in prior research on striatal control of 
goal-directed behavior. The task used in the present set of experiments continuously reinforced a 
single sequence, while in most studies of goal-directed control it is common to use partial 
reinforcement schedules in which the timing of the reward is uncertain and there are often many 
responses emitted between reward deliveries. In contrast, the sequence task employed in the 
present set of experiments was associated with a high degree of certainty regarding the timing of 
rewards, as well as relatively short latencies separating actions from rewards. It has been 
hypothesized that these variables—temporal certainty of outcomes and action-outcome 
contiguity—play important roles in determining the goal-directed nature of behavior (DeRusso et 
al., 2010), and it is possible that tasks that maximize these variables, such as the sequence task 
used here, could prevent goal-directed control from ever being erased (however, see Adams, 
1982). On the other hand, it has been emphasized that it is the posterior DMS specifically that 
participates in goal-directed decision-making (Peak, Hart, & Balleine, 2018), while the virus 
infusions in Experiments 2 and 4 were aimed at the anterior DMS. However, there is some 
evidence that disruption of anterior DMS function does interfere with goal-directed control of 
instrumental actions (Corbit, Nie, & Janak, 2012).   
 Despite no disruptions of goal-directed control when measuring LR sequence rates, we 
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did find that chemogenetic inhibition during training disrupted aspects of sequence initiation and 
completion during devaluation tests. Generally, and consistent with the moderately trained group 
in Experiment 1, initiation latencies were sensitive to reward devaluation while completion 
latencies were not. However, D1 Cre rats that previously experienced Gi-DREADD activation in 
the DMS during training slowed the time to complete LR sequences during reward devaluation, 
but only when DREADDs were active (Experiment 2). This result suggests that, under normal 
circumstances, the direct pathway via the DMS thwarts the development of goal-directed 
sequence completion during learning. Why a similar slowing of completion latencies was not 
observed during the vehicle tests is puzzling, but can be explained by the possibility that removal 
of Gi-DREADD activation disrupted prior learning. While this result is novel and perhaps 
unexpected, it is generally consistent with the identification of D1 MSNs as part of a ‘Go’ 
pathway, wherein the ‘Go’ signal is a signal to complete an action sequence regardless of the 
value of the consequent outcome. This view is consistent with a role for D1 MSNs in the DMS 
dynamically controlling the onset of goal-directed control following the onset of a cue or the 
initiation of an action sequence (Hardwick et al., 2017). If the recruitment of D1 MSNs in the 
DMS during action sequence learning is necessary for the prevention of goal-directed sequence 
completion, then one prediction is that, during extended training when sequence completion 
transitions to becoming goal-directed (Experiment 1), these neurons should become 
downregulated. A consequence of this prediction is that stimulating these neurons after extended 
training should result in a return of completion latencies to devaluation insensitivity.  
 Another complex finding was that in D2 Cre rats that experienced Gi-DREADD 
activation in the DMS during training, initiation times became insensitive to reward devaluation 
when DREADD activation was removed (Experiment 4). This result suggests that when action 
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sequence learning occurs in the presence of inactive D2 MSNs in the DMS, introducing D2 MSN 
activation after learning impairs the retrieval of goal-directed sequence initiation. A broader 
conclusion that can be drawn from this suggestion is that retrieving the knowledge required for 
goal-directed sequence initiation requires the relative quiescence of D2 MSNs in the DMS. If 
these neurons are overactive relative to the conditions under which sequence learning occurred, 
then retrieval will be impaired. However, if D2 MSNs are underactive or equally active relative 
to the conditions of sequence learning (as was true of the DREADD+vehicle training group in 
Experiment 4), then retrieval will not be impaired. One prediction is that stimulating the activity 
of these neurons after learning in the absence of stimulation should also impair goal-directed 
sequence initiation. This prediction could be addressed with the use of excitatory, rather than 
inhibitory, DREADDs. Another prediction is that D2 MSNs in the DMS should be recruited with 
extended training, since extensive training leads to abolished goal-directed control of sequence 
initiation (Experiment 1). A consequence of this prediction is that inhibiting these neurons after 
extended training should result in a return of sequence initiation to devaluation sensitivity.  
There are some caveats worth mentioning with regard to the transgenic rat models used in 
Experiments 2–5. Combining Cre-recombination-dependent gene expression with D1 and D2 
Cre rodents is a common method of manipulating the direct and indirect basal ganglia pathways 
(Cheng et al., 2015; Kravitz et al., 2010; Tai et al., 2012; Vicente et al., 2016; Yager et al., 2018). 
However, there are a couple of drawbacks. First, the two pathways are not completely segregated 
(Bertran-Gonzalez et al., 2010). Many striatal neurons that project to the SNr also send 
collaterals to the GPe (Cazorla et al., 2014), and a small proportion of MSNs in the dorsal and 
ventral striatum co-express D1 and D2 receptors (Bertran-Gonzalez et al., 2010; Gagnon et al., 
2017). A solution to this problem is to infuse a retrograde Cre virus in the SNr or GPe and a Cre-
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dependent DREADD virus in the striatum (Peak, Hart, & Balleine, 2018). In the absence of this 
dual virus approach, the conclusions drawn from Experiments 2 – 5 cannot be applied to the 
striatonigral and striatopallidal pathways, but rather to D1 and D2 receptor-expressing neurons. 
Second, D2 receptors are not specific to MSNs of the indirect pathway because they also express 
on striatal cholinergic interneurons (Straub et al., 2014; Tai et al., 2012; Yan, Song, & Surmeier, 
1997). A solution to this problem is to use A2A Cre rats instead of D2 Cre rats (Pettibone et al., 
2018), but this transgenic line did not become available until near the end of the current set of 
projects. However, previous reports using optogenetics have mollified this point by emphasizing 
that the relative proportion of interneurons expressing the opsin is very small (Jin et al., 2014; 
Kravitz et al., 2010; Tai et al., 2012).  
In conclusion, transient inhibition of neuronal subtypes in the dorsal striatum largely 
spared the acquisition of an action sequence while having subtle effects on the sensitivity of 
sequence initiation and completion to outcome devaluation. Only chemogenetic inhibition of D2 
receptor-expressing neurons in the DLS (but not D2 neurons in the DMS or D1 neurons in either 
the DMS or DLS) impaired sequence acquisition, and this finding supports the notion that the 
neural mechanisms that enable action sequence learning may reside specifically in the lateral 
portion of the dorsal striatum (Yin, 2010). The details of these mechanisms, however, is a subject 
for future research. Much of the theoretical work on the neural mechanisms of action sequence 
learning appeals to reinforcement learning models involving the attribution of value to actions 
based on prediction error computations (e.g. Collins & Frank, 2014; Frank, 2005), but whether 
these models accurately describe the neural mechanisms of action sequence learning is unclear. 
The assumption that dopamine release in the dorsal striatum encodes a prediction error during 
action sequence learning has not been validated. Furthermore, the multitude of reports showing 
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that striatal neurons encode the values of actions (Her et al., 2016; Kim et al., 2009; Lau & 
Glimcher, 2008; Samejima et al., 2005) has come under scrutiny recently for oversights in 
statistical analysis (Elber-Dorozko & Loewenstein, 2018). The work reported in this dissertation 
points to a specific neural circuit—the indirect pathway originating from the DLS—as a 
springboard for further investigating the specific mechanisms involved in action sequence 
learning. Notably, we also showed that manipulating this circuit did not impair the goal-directed 
control of an action sequence, and it is quite possible that these two forms of learning—serial 
order learning and action-outcome learning—are distinct and rely on different neural circuits. 
In addition to largely sparing action sequence acquisition, the chemogenetic 
manipulations employed in the present set of studies completely spared goal-directed control of 
sequences as measured by the rate of sequence performance during outcome devaluation tests. 
This finding raises the question of whether the role of the DMS in goal-directed control of 
instrumental actions applies to tasks beyond free operant random ratio and random interval 
settings. Notably, a role for the DMS in goal-directed control of instrumental performance under 
free operant conditions has not yet been demonstrated using a non-specific chemogenetic 
approach. Even if such an approach were successful in replicating a role for the DMS in goal-
directed control of instrumental actions, this would not necessarily mean that chemogenetic 
manipulations of DMS neuronal subtypes should, by themselves, also impair goal-directed 
control of instrumental actions, whether performed under a free operant schedule or during a 
trial-based action sequence task. The effects of broadly inactivating an entire brain region may 
be the product of complex interactions among neuronal subtypes which are not replicated when 
only those neuronal subtypes are specifically inactivated (see Lacagnina et al., 2019 for an 
analogous example in which optogenetically inhibiting subpopulations of dentate gyrus neurons 
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do not replicate the effects of lesions on conditioned fear).  
Finally, we also show that while goal-directed control of sequence rates were immune to 
chemogenetic inhibition applied either during and/or after training, we found that learning to 
initiate and complete action sequences in a goal-directed manner depends, to some extent, on 
specific basal ganglia circuits originating from specific regions of the dorsal striatum. The direct 
and indirect pathways that originate in the DMS appear to play important roles in the goal-
directed control of sequence completion and initiation, respectively. These findings, along with 
the findings from Experiment 1 showing that the locus of goal-directed control shifts from 
sequence initiation to completion over training, highlight the importance of examining action 
sequences in terms of separate initiation and completion measures. Future work would benefit 
from using inhibitory DREADDs after more extensive training, as well as using alternate 
methods of circuit manipulation, such as optogenetics or even excitatory DREADDs. In addition, 
it would be beneficial to expand the study of action sequencing by adding more actions to the 
reinforced sequence. The left-right lever sequence task, while relatively easy to learn for rats, is 
limited in that sequence execution and completion are confounded. Lengthier sequences would 
provide an opportunity to study how manipulations of basal ganglia circuit function differentially 
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