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Ve£razseºna linearna regresijska analiza
Povzetek
Linearna regresija je ena izmed bolj uporabljenih statisti£nih metod, kar sledi iz
dejstva, da se linearne modele lahko uporablja za veliko razli£nih problemov. V
diplomski nalogi je predstavljena ve£razseºna linearna regresija in veljavnost ve-
£razseºnega linearnega modela. Veljavnost modela lahko preverjamo z razli£nimi
statisti£nimi testi samega modela in njegovih koeﬁcientov. Poleg teoreti£nega opisa
je v diplomski nalogi predstavljen primer uporabe ve£razseºne linearne regresije. Na
primeru hydrostatic-season-time modela, ki se uporablja za zagotavljanje varnosti
na jezovih, predstavimo postopke izbire vplivnih spremenljivk, njihovo statisti£no
ocenjevanje in oceno veljavnosti modela. Postopek izbire napovednih spremenljivk
je lahko precej zahteven in ne podaja enoli£ne re²itve. Zato je potrebno v postopku
izbire statisti£no vplivnih napovednih spremenljivk in izbire optimalnega modela
vedno opraviti ve£ testov in opazovati razli£ne parametre.
Multiple linear regression analysis
Abstract
Linear regression is one of the most used statistical techniques due to the fact that
the linear model can be applied to many diﬀerent problems. Multiple linear regres-
sion is presented in diploma as well as the multiple linear regression model adequacy.
The model adequacy can be assessed with diﬀerent statistical tests of the model and
its coeﬃcients. Based on described theoretical backgrounds, the practical implemen-
tation of the multiple linear regression is presented. Techniques of the parameter
selection, their statistical evaluation and assessment of the model adequacy is pre-
sented on the hydrostatic-season-time model, which is used to monitor dam activities
and assuring it's safety. The parameter selection procedure can be very demanding
and does not result an unique solution. Therefore it is necessary to perform vari-
ous statistical tests and to observe several parameters to deﬁne statistically most
inﬂuential parameters and an optimal model.
Math. Subj. Class. (2010): 62J05
Klju£ne besede: hidrostati£ni-sezonsko-£asovni model, ve£razseºna linearna re-
gresija, statisti£no vrednotenje
Keywords: hydrostatic-seasonal-time model, statistical valuation, multiple linear
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1. Uvod
V sodobnem svetu nam novej²a tehnologija omogo£a zbiranje ter nadzorovanje
velikih koli£in podatkov na vsakem koraku. Vendar pa ti podatki brez kvalitetne
analize nimajo nobenega pomena, zato si znanstveniki pomagajo z razli£nimi sta-
tisti£nimi metodami ter metodami strojnega u£enja, v katero spada tudi linearna
regresija. Kljub temu, da se te metode med seboj razlikujejo, vse stremijo k po-
dobnemu cilju - iz podatkov dolo£iti najbolj vplivne parametre ter formulirati nek
model, ki nam bo sluºil tudi v prihodnosti. Popularnost ter uporabnost linearne re-
gresije sledi predvsem iz tega, da linearni model lahko uporabimo na preprost na£in
na marsikaterem podro£ju znanosti; npr. ﬁziki, kemiji, biologiji, ra£unalni²tvu, so-
ciologiji ter ²e mnogo drugih. Linearen regresijski model je osnoven, najenostavnej²i
model regresije, kjer so zveze med neodvisnimi in odvisnimi spremenljivkami podane
linearno. Regresijsko analizo pa lahko uporabimo tudi za nelinearne funkcionalne
zveze, pri £emer nelinearnost nastopi med regresijskimi koeﬁcienti.
Na za£etku si bomo ogledali teoreti£no ozadje ve£razseºne linearne regresije; pred-
vsem dolo£evanje linearnega modela ter njegovih koeﬁcientov. Z zapisom funkcio-
nalnega modela, v na²em primeru linearnega regresijskega modela, za dolo£en nabor
podatkov pa se na²e delo ²e ne kon£a. Problem se nahaja v tem, da pri velikih koli-
£inah podatkov ne bomo mogli tako enostavno ugotoviti, £e je model ustrezen ali ne;
se pravi, ali ponazarja pravilno odvisnost podatkov. Ta problem posku²amo re²iti
z uporabo raznih statisti£nih testov kot so npr. t-test, analiza variance in razli£nih
kriterijev, ki ocenjujejo pomembnost parametrov in zanesljivost modela. Vse te teste
ter kriterije bomo spoznali v teoreti£nem delu diplomske naloge, ki sloni predvsem
na slede£i literaturi: [6], [3], [5] in [4]. Uporaba ve£razseºne linearne regresije bo
predstavljena na primeru modeliranja opazovanj za potrebe monitoringa/nadzora
hidropregrad v t.i. hydrostatic-season-time (HST) modelu. Simulacija podatkov,
predstavljenih v diplomski nalogi, temelji na ve£letnih merskih podatkih, zajetih v
okviru kontrolnega sistema na konkretni hidropregradi. V diplomski nalogi se bomo
osredoto£ili na dolo£evanje vplivnih parametrov in preverjanje ustreznosti modela.
2. Ve£razseºna linearna regresija
2.1. Predstavitev linearnega regresijskega modela. Za£etki linearne regresije
ter regresijske analize segajo ºe v 19. stoletje, v £as Carla Fridericha Gaussa ter
njegovo odkritje" metode najmanj²ih kvadratov. Seveda se takrat ni uporabljala v
taki meri in obliki kot danes. V danaj²njih dneh se linearna regresija uporablja sko-
rajda v vseh vejah znanosti in statisti£nega modeliranja. Poglavitni razlogi za to so
preprosta uporaba, zanesljivi rezultati in linearnost, ki je pogosto dober pribliºek za
nekatere kompleksne procese. Z uporabo linearne regresije poizku²amo modelirati
nek proces oz. pojav, kjer proces opi²emo z linearnimi kombinacijami spremenljivk,
za katere predvidevamo, da vplivajo na proces oz. pojav. Ta proces ozna£imo z y
in ga imenujemo ciljna - odvisna - spremenljivka. Teoreti£no znanje podro-
£ja, iz katerega izhaja opazovani proces, nam ponavadi pomaga predvsem pri izbiri
spremenljivk, ki vplivajo na proces. Te spremenljivke imenujemo napovedne -
neodvisne - spremenljivke. Ponavadi pa ne vemo, katere vse napovedne spre-
menljivke vplivajo na ciljno spremenljivko oz. proces. Naloga linearne regresije je
tako iz ve£je mnoºice napovednih spremenljivk dolo£iti, katere imajo najve£ji vpliv
na ciljno spremenljivko. Poleg izbire napovednih spremenljivk ºelimo ugotoviti tudi,
kako dobro te spremenljivke opi²ejo proces, in tudi, ali lahko na podlagi napovednih
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spremenljivk napovedujemo nove, do sedaj ²e neznane vrednosti ciljne spremen-
ljivke. Zgoraj na²tete naloge so med drugim zelo podobne glavnim ciljem metod
statisti£nega u£enja. Prav zaradi tega pa se izpeljanke linearne regresije uporablja
na razli£nih korakih kompleksnej²ih metod statisti£nega in strojnega u£enja.
Deﬁnicija 2.1. Linearni model spremenljivke y v odvisnosti od neodvisnih napo-
vednih spremenljivk xj, kjer je j = 1, 2, . . . , k, [6]:
y = β0 +
k∑
j=1
βjxj + ϵ,
pri £emer so:
• β0 in βj neznani koeﬁcienti linearne regresije in
• ϵ naklju£na napaka modela.
Primer 2.2. V diplomski nalogi bomo ve£razseºno linearno regresijsko analizo upo-
rabili za modeliranje premikov hidropregrade. Podatki, predstavljeni v diplomski
nalogi, so simulirani na osnovi konkretnih meritev oz. njihovih mese£nih povpre-
£ij na nasipnem jezu in sicer za obdobje 12 let. Na voljo imamo podatke o vi²ini
vode za jezom in meritve o odmiku jezu v smeri pravokotno na jez. Odmik predsta-
vlja ciljno - odvisno spremenljivko (simulirane vrednosti so prikazane na Sliki
1), vodostaj pa napovedno - neodvisno spremenljivko (simulirane vrednosti so
prikazane na Sliki 2). Kot napovedna - neodvisna spremenljivka se obravnava tudi
temperatura: temperatura zraka in/ali samega objekta, ki ima ²e posebej mo£en
vpliv na obna²anje betonskih hidropregrad. V na²em primeru meritev tempera-
ture nimamo na voljo in bo ta vpliv modeliran indirektno. V merjenih premikih so
obi£ajno prisotne povratne (reversibilne, elasti£ne) in pa nepovratne (ireversibilne,
plasti£ne) deformacije, ki jih posku²amo opisati z modelom; v na²em primeru s HST-
modelom. Povratne deformacije so lahko periodi£ne narave, kar je obi£ajno primer
na hidropregradah kot posledica sezonskega nihanja vodostaja in temperature, ki
sta - pri normalnih pogojih obratovanja in stanja objekta - glavni vplivni sili na
premike. Tekom celotne diplomske naloge bomo spoznali metode za modeliranje
Slika 1. Odmik jezu v vzdolºni smeri v odvisnosti od £asa opazova-
nja. Na y osi slike: Relativni odmik [m]. Na x osi slike: normaliziran
£as opazovanja t−tmin
tmax−tmin
in analiziranje takih vrst podatkov. Te metode bomo tudi uporabili na podatkih, ki
smo jih ravnokar spoznali. Poizku²ali bomo poiskati model, ki dobro opi²e podatke
ter tudi napoveduje nove vrednosti. Pogosto se modeli, ki sicer zelo dobro opi²ejo
dane podatke, slabo odnesejo pri napovedovanju novih vrednosti. To je tudi eden
izmed najve£jih problemov vseh metod strojnega u£enja. ♦
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Slika 2. Nivo vode v odvisnosti od £asa opazovanja. Na y osi slike:
Reduciran nivo vode [m]
Zaradi preprostosti linearnega modela lahko dobro ocenimo vse statisti£ne lastno-
sti modela, ki jih bomo opisali v naslednjih razdelkih, vendar potrebujemo nekaj
predpostavk v zvezi z napovednimi spremenljivkami in napako modela [6]:
(1) Spremenljivke x1, x2, . . . , xk so medsebojno neodvisne, torej Cov(xi, xj) = 0
za ∀i, j in i ̸= j.
(2) Napaka modela je normalno porazdeljena slu£ajna spremenljivka z varianco
σ2, kar ozna£imo z ϵ ∼ N(0, σ2).
Napovedne spremenljivke xj so lahko slu£ajne, torej imajo neko porazdelitveno funk-
cijo, lahko pa so tudi deterministi£ne in so zapisane kot funkcija podatkov ali me-
ritev. V diplomski nalogi so napovedne spremenljivke deterministi£ne, zapisane
s funkcijami, ki dolo£ajo HST-model. Ciljna spremenljivka y pogojno na vektor
x = (x1, x2, . . . , xk) ima kot slu£ajna spremenljivka naslednje lastnosti [6]:
(1) E(y | x) = β0 +
∑k
j=1 βjxj
(2) Var(y | x) = σ2
Dokaz. Z uporabo osnovnih lastnosti ra£unanja pri£akovane vrednosti ter variance
lahko dokaºemo:
E(y | x) = E(β0 +
k∑
j=1
βjxj + ϵ | x)
= E(β0 +
k∑
j=1
βjxj | x) + E(ϵ | x)
= β0 +
k∑
j=1
βjxj,
Var(y | x) = Var(β0 +
k∑
j=1
βjxj + ϵ | x)
= Var(ϵ | x)
= σ2.

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Na² cilj bo poiskati cenilke βˆj za koeﬁciente βj. Tako bomo dobili cenilko yˆ za
na²o ciljno spremenljivko y
(1) yˆ = βˆ0 +
k∑
j=1
βˆjxj,
zapisano z napako:
(2) y = yˆ + ϵ.
Opomba 2.3. Varianca modela y je enaka σ2. Ker pa je varianca oz. standardna
deviacija σ nasplo²no neznana koli£ina, tudi zanjo potrebujemo cenilko σˆ. Ocenjeno
napako modela tako zapi²emo kot ϵ ∼ N(0, σˆ2).
Primer 2.4. Na na²ih podatkih bomo sedaj dolo£ili model, ki ga bomo analizirali.
Iz primerov prakse je znano, da imata najve£ji vpliv na velikost premikov hidro-
pregrade pri normalnih okoli²£inah vodostaj (razvidno tudi iz Slike 1 in Slike 2) in
temperatura zraka, vode oz. same pregrade. Leta 1967 sta G. Willm in N. Beaujoint
za modeliranje vplivnih koli£in na premike predlagala t.i. hydrostatic-season-time
model, ki je ²e danes najpogosteje uporabljen model v kontrolnih postopkih na hi-
dropregradah, [7]. Model je podrobno opisan v [10] in vklju£uje modeliranje slede£ih
vplivnih koli£in na velikost odmika:
(1) nivoja vode za jezom,
(2) nepovratnih £asovnih deformacij in
(3) sezonskih nihanj.
Vpliv nivoja vode je modeliran s polinomom £etrte stopnje:
Hi = β1hi + β2h
2
i + β3h
3
i + β4h
4
i ,
kjer hi predstavlja nivo vode za jezom v i-ti £asovni to£ki, i = 1, 2, . . . , n; n je ²tevilo
meritev. Obi£ajno imamo v praksi na voljo meritve oz. vhodne koli£ine razli£nega
tipa in enot, zato je bolje vpeljati normalizirane vrednosti. V primeru vodostaja
nadomestimo hi z relativnim vodostajem:
hi =
hmax − h(ti)
hmax − hmin ,
kjer je h(ti) nivo vode v £asovni to£ki ti ter hmax in hmin najvi²ji in najniºji vodostaj
za obdobje modeliranja.
Nepovratne £asovne deformacije modeliramo s strogo monotonimi funkcijami, kot
so npr. eksponentna e, logaritemska log ali linearna. V na²em primeru uporabimo
vsoto linearne ter pozitivne in negativne eksponentne funkcije, [2]:
Ti = β5 ti + β6e
ti + β7e
−ti .
Tu ti predstavlja normalizirano £asovno to£ko. Na za£etku lahko za £asovne to£ke
vzamemo kar zaporedni indeks meritve, nato pa naredimo enak postopek kot pri
normalizaciji nivoja vode.
Vpliv temperature je v primeru HST-modela modeliran indirektno s trigonome-
tri£nimi funkcijami z osnovno eno-letno frekvenco. Predpostavlja se, da je spre-
membe temperature mogo£e opisati z letno in polletno periodo. Ker imamo po-
datke v obliki mese£nih povpre£ij (12 meritev na leto), letno frekvenco zapi²emo kot
ωl =
2π
12
. Vpliv temperature tako opi²emo z:
Si = β8 sin(ωlti) + β9 cos(ωlti) + β10 sin(2ωlti) + β11 cos(2ωlti).
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Kon£ni HST-model je vsota opisanih vplivov, ki ji dodamo ²e konstantni £len β0. Z
modelom dobimo ocenjeno vrednost ciljne spremenljivke za £asovno to£ko ti, yˆi. Ob
upo²tevanju napake modela v £asovni to£ki ti, ϵi, lahko zapi²emo:
yi = β0 +Hi + Ti + Si + ϵi.
Na² cilj v diplomski nalogi bo dolo£iti neznane koeﬁciente βj in oceniti, katere
izmed 11 napovednih spremenljivk bistveno vplivajo na model. ♦
3. Dolo£anje koeficientov
V tem razdelku si bomo ogledali nekaj na£inov za oceno koeﬁcientov βj. Primerjali
bomo njihove lastnosti in ocenili, kako dobre so posamezne ocene koeﬁcientov. Ciljna
spremenljivka y ter napovedne spremenljivke xj lahko zavzamejo razli£ne vrednosti.
Najbolj obi£ajen primer je, ko so kar vse spremenljivke elementi realnih ²tevil. Ni pa
temu vedno tako; npr. tako ciljna kot napovedna spremenljivka sta lahko kategori£ni,
kar pomeni, da zavzameta le kon£no mnogo vrednosti. Recimo, da je sedaj y ∈ Dy
zaloga vrednosti y in xj ∈ Dj zaloga vrednosti za spremenljivko xj. Tako lahko
zapi²emo prostor vseh moºnih primerov ε kot kartezi£ni produkt zgornjih zalog
vrednosti [4]:
D = Dy ×D1 ×D2 × . . .×Dk.
tevilo u£nih primerov, na podlagi katerih bomo ocenili koeﬁciente, bo vedno kon£na
podmnoºica S ⊂ D. Recimo, da se v mnoºici S nahaja n elementov. Tako lahko
mnoºico S zapi²emo kot:
S = {(yi, xi) : i = 1, . . . , n}.
Tukaj si par (yi, xi) = (yi, (xi1, xi2, . . . , xik)) predstavljamo kot en testni primer. Na
podlagi testnih primerov ºelimo oceniti koeﬁciente βj tako, da bodo razlike med
vrednostmi testnih (opazovanih) primerov yi in napovedano (ocenjeno) vrednostjo
yˆi £im manj²e. Razlika je torej neka funkcija, ki kot argument dobi opazovano in
napovedano vrednost ter vrne neko pozitivno realno ²tevilo. Formalno temu re£emo
funkcija izgube L, ali Loss function, [4]:
L : Dy ×Dy −→ R+0 .
Funkcija izgube ni enoli£no dolo£ena, ampak se razlikuje glede na to, kak²no metodo
statisti£nega u£enja uporabljamo.
3.1. Metoda najmanj²ih kvadratov. Metoda najmanj²ih kvadratov sloni na iz-
biri funkcije izgube kot kvadrat razlike med opazovano in napovedano/ocenjeno
vrednostjo:
L(y, yˆ) = (y − yˆ)2.
Deﬁnicija 3.1. Razliko med opazovano in napovedano vrednostjo ozna£imo z
ϵ = y − yˆ
in jo imenujemo popravek (angl. residual).
Tako za vsak u£ni primer (yi, xi) ∈ S velja:
• yi = yˆi + ϵi = βˆ0 +
∑k
j=1 βˆjxij + ϵi
• L(yi, yˆi) = ϵi = yi − β0 − β1xi1 − β2xi2 − . . .− βkxik
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Pri metodi najmanj²ih kvadratov ºelimo, da je vsota kvadratov popravkov ϵi £im
manj²a. Torej:
S = S(β0, β1, . . . , βk) =
n∑
i=1
ϵ2i
=
n∑
i=1
(
yi − β0 −
k∑
j=1
βjxij
)2
.
To funkcijo ºelimo minimizirati v odvisnosti od koeﬁcientov βj. Za laºje ra£unanje
lahko vse testne primere zapi²emo v matri£ni obliki na naslednji na£in:
Y =
⎡⎢⎢⎣
y1
y2
...
yn
⎤⎥⎥⎦ , X =
⎡⎢⎢⎣
1 x11 x12 . . . x1k
1 x21 x22 . . . x2k
...
...
...
...
1 xn1 xn2 . . . xnk
⎤⎥⎥⎦ , ϵ =
⎡⎢⎢⎣
ϵ1
ϵ2
...
ϵn
⎤⎥⎥⎦ , β =
⎡⎢⎢⎣
β0
β1
...
βk
⎤⎥⎥⎦ .
Tako lahko model linearne regresije predstavimo v vektorski obliki kot:
Y = Xβ + ϵ.
Metoda najmanj²ih kvadratov temelji na izbiri tak²nega vektorja koeﬁcientov βˆ, ki
minimizira vsoto kvadratov popravkov:
(3) S(β) =
n∑
i=1
ϵ2i = ϵ
ᵀϵ = (Y −Xβ)ᵀ(Y −Xβ).
Izrek 3.2. Vektor koeﬁcientov, ki minimizira funkcijo (3) je oblike:
βˆ = (XᵀX)−1XᵀY.
Dokaz. Funkcijo S(β) bomo odvajali po vektorju β in nato poiskali ni£lo dobljenega
odvoda. Razpi²imo najprej funkcijo S(β)
S(β) = (Y −Xβ)ᵀ(Y −Xβ) =
= Y ᵀY − βᵀXᵀY − Y ᵀXβ + βᵀXᵀXβ =
= Y ᵀY − 2βᵀXᵀY + βᵀXᵀXβ.
Iskani vektor mora zado²£ati naslednji ena£bi:
∂S
∂β
= −2XᵀY + 2XᵀXβ = 0.
Zgornjo ena£bo lahko preoblikujemo v naslednjo obliko
XᵀXβ = XᵀY.
To pa je ravno normalni sistem. Ena£bo z leve pomnoºimo z inverzom matrike XᵀX
in dobimo iskano re²itev:
β = (XᵀX)−1XᵀY.

Opomba 3.3. Re²itev seveda velja, £e je matrika XᵀX obrnljiva, to pa je res takrat,
ko nobena spremenljivka ni linearna kombinacija drugih. V praksi se navadno ne
ra£una inverza matrike XᵀX, ampak se uporabi kak²no numeri£no bolj stabilno
metodo, kot je npr. QR razcep.
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S pomo£jo zgornjih izrazov lahko zapi²emo ena£bo za vektor napovedanih (oce-
njenih) vrednosti Yˆ :
Yˆ = Xβˆ = X(XᵀX)−1XᵀY = HY.
Matrika H, dimenzije n × n, je v angle²ki literaturi poimenovana hat matrix in
ima veliko zanimivih lastnosti, ki jih bomo predstavili v nadaljevanju. Na podoben
na£in lahko zapi²emo vektor popravkov:
ϵˆ = Y − Yˆ = Y −HY = (I −H)Y.
Matrika I − H ima podobne lastnosti kot matrika H. Nekatere lastnosti bomo
potrebovali ºe pri dokazu naslednje trditve. Kot smo ºe omenili, je σ2 ve£inoma
neznana koli£ina, ki jo je tudi potrebno oceniti na podlagi u£ne mnoºice S.
Trditev 3.4. Nepristranska cenilka σˆ2 je enaka:
σˆ2 =
∑n
i=1 ϵˆ
2
i
n− k − 1 .
Dokaz. Idejo za cenilko vzamemo iz ra£unanja ocene variance nekega vzorca po-
datkov, ki ima standardno porazdelitev, njeno pri£akovano vrednost pa poznamo.
Dokaza trditve se bomo lotili z ra£unanjem pri£akovane vrednosti vsote kvadratov
popravkov. Pokazali smo ºe, da lahko vektor popravkov zapi²emo kot ϵˆ = (I−H)Y .
Sedaj bomo pokazali, da je matrika H kot tudi I −H simetri£na in idempotentna.
Simetri£nost:
Hᵀ =
[
X(XᵀX)−1Xᵀ
]ᵀ
=
= X
[
(XᵀX)−1
]ᵀ
Xᵀ =
= X(XᵀX)−1Xᵀ =
= H.
Uporabili smo dejstvo, da je matrika XᵀX pozitivno semideﬁnitna in tudi sime-
tri£na. Ker pozitivno semideﬁnitne matrike tvorijo grupo za mnoºenje, je tudi inverz
pozitivno semideﬁnitne simetri£ne matrike simetri£en.
Idempotentnost (H2 = H):
H2 =
[
X(XᵀX)−1Xᵀ
] [
X(XᵀX)−1Xᵀ
]
=
= X(XᵀX)−1Xᵀ =
= H.
Hitro sledi, da je tudi matrika I − H simetri£na in idempotentna. V izraz ϵˆ =
(I −H)Y vstavimo Y = Xβ + ϵ in dobimo naslednji rezultat:
ϵˆ = (I −X(XᵀX)−1Xᵀ)(Xβ + ϵ)
= (I −H)ϵ .
S pomo£jo tega lahko vsoto kvadratov popravkov ϵˆᵀϵˆ zapi²emo kot kvadratno formo:
ϵˆᵀϵˆ = ϵᵀ(I −H)ᵀ(I −H)ϵ =
= ϵᵀ(I −H)ϵ.
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Sedaj bomo brez ve£jih teºav izra£unali pri£akovano vrednost zgornjega izraza. Upo-
rabili bomo dejstvo sl(AB) = sl(BA), kjer sl predstavlja sled matrike:
E(ϵˆᵀϵˆ) = E(ϵᵀ(I −H)ϵ) = E(sl(ϵᵀ(I −H)ϵ) =
= E(sl((I −H)ϵϵᵀ)) = sl(I −H) E(ϵϵᵀ) = sl(I −H)σ2I =
= σ2 sl(I −H) = σ2 [sl(In)− sl(X(XᵀX)−1Xᵀ)]
= σ2 [sl(In)− sl(Ik+1)]
= σ2(n− k − 1),
kjer In predstavlja identiteto velikosti n × n. Iz zgornjega sledi, da trditev res
drºi. 
Primer 3.5. Sedaj smo spoznali eno metodo izra£una regresijskih koeﬁcientov.
Oglejmo si, kak²ne rezultate dobimo za na² HST-model.
koeﬁcienti β0 β1 β2 β3 β4 β5
vrednosti -0.24198 0.01492 -0.01391 0.08478 -0.04718 0.29631
Tabela 1. Tabela regresijskih koeﬁcientov pri polnem modelu
koeﬁcienti β6 β7 β8 β9 β10 β11
vrednosti -0.84721 0.28998 0.00057 0.00019 -0.00269 0.00556
Tabela 2. Tabela regresijskih koeﬁcientov pri polnem modelu
Poleg izra£una samih koeﬁcientov pa lahko na podlagi vsote kvadratov popravkov
izra£unamo tudi oceno za varianco napak σ2,
σˆ2 =
ϵˆᵀϵˆ
n− k − 1 =
0.002828
131
= 2.1424 ∗ 10−5.
Vrednost σˆ = 0.0046m ≈ 0.5cm predstavlja povpre£en standardni odklon poprav-
kov, Slika 3. ♦
Slika 3. Graf popravkov v odvisnosti od £asa opazovanja. Rde£a
£rta predstavlja standardni odklon σˆ.
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3.2. Metoda najve£jega verjetja. Pri metodi najve£jega verjetja na podatke gle-
damo na malo druga£en na£in. Predstavljamo si, da je vsaka meritev (yi, xi) ∈ S iz
u£ne mnoºice nastala kot neodvisna realizacija slu£ajne spremenljivke fi. Metoda
najve£jega verjetja je splo²na metoda za oceno koeﬁcientov nekega statisti£nega mo-
dela, zato ne vemo, kak²na je slu£ajna spremenljivka fi. Teoreti£no ozadje problema,
ki ga raziskujemo, nam pomaga pri izbiri porazdelitve funkcije fi. V na²em primeru
bo fi porazdeljena normalno, s pri£akovano vrednostjo yi in varianco σ, (glej [6]):
fi(yi|xi, β, σ) = 1√
2πσ2
exp
(
−(yi − xiβ)
2
2σ2
)
=
=
1√
2πσ2
exp
(
− ϵ
2
i
2σ2
)
.
Ker so po predpostavki vsi podatki nastali kot neodvisne realizacije spremenljivk
fi, lahko skupno porazdelitveno funkcijo zapi²emo kot produkt fi za i = 1, . . . , n.
Skupno porazdelitveno funkcijo imenujemo funkcija verjetja in jo po [6] zapi²emo
kot
L(β, σ|ϵ) =
n∏
i=1
fi =
n∏
i=1
1√
2πσ2
exp
(
− ϵ
2
i
2σ2
)
=
=
1
(2πσ2)
n
2
exp
(
− ϵ
ᵀϵ
2σ2
)
.
Ko bo funkcija verjetja dosegla najvi²jo vrednost glede na koeﬁciente β in σ, bodo
slu£ajne spremenljivke fi najbolje opisale podatke. Pri iskanju maksimuma zgornje
funkcije si velikokrat pomagamo z logaritmom. Logaritem funkcije verjetja ozna£imo
z:
l = logL = −n
2
(
log(2πσ2)
)− ϵᵀϵ
2σ2
.
Trditev 3.6. Cenilki βˆ in σˆ2, dobljeni po metodi najve£jega verjetja, sta enaki:
βˆ = (XᵀX)−1XᵀY,
σˆ2 =
1
n
ϵˆᵀϵˆ.
Dokaz. Podobno kot pri metodi najmanj²ih kvadratov bomo poiskali maksimum
funkcije verjetja L. Ker je logaritem monotono nara²£ajo£a funkcija, bomo poiskali
maksimum funkcije l. Odvajajmo po β in σ2.
∂l
∂β
=
∂
∂β
[
−n
2
(
log(2πσ2)
)− (Y −Xβ)ᵀ(Y −Xβ)
2σ2
]
=
= 0− 1
2σ2
(−2XᵀY + 2XᵀXβ) =
= − 1
2σ2
(−2XᵀY + 2XᵀXβ)
∂l
∂σ2
=
∂
∂σ2
[
−n
2
(
log(2πσ2)
)− (Y −Xβ)ᵀ(Y −Xβ)
2σ2
]
=
= − n
2σ2
+
(Y −Xβ)ᵀ(Y −Xβ)
2σ4
=
=
−nσ2 + (Y −Xβ)ᵀ(Y −Xβ)
2σ4
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Ena£imo sedaj odvoda z 0 in dobimo:
(−2XᵀY + 2XᵀXβ) = 0
−nσ2 + (Y −Xβ)ᵀ(Y −Xβ) = 0.
To je sedaj sistem dveh ena£b z dvema neznankama v vektorski obliki. Seveda pa
je ena£b ve£, £e bi pisali vsako komponento posebej. Opazimo, da je prva ena£ba
neodvisna od spremenljivke σ2. Prav tako pa smo tako ena£bo ºe re²ili pri metodi
najmanj²ih kvadratov. Re²itev prve ena£be, βˆ = (XᵀX)−1XᵀY , vstavimo v drugo
ter izrazimo σ2. Tako dobimo:
βˆ = (XᵀX)−1XᵀY,
σˆ2 =
1
n
ϵˆᵀϵˆ.
S tem je trditev dokazana. 
Cenilki, dobljeni po metodi najve£jega verjetja, sta enaki oziroma zelo podobni
cenilkam, dobljenim po metodi najmanj²ih kvadratov. To opazko bomo ²e dodatno
komentirali v enem od naslednjih razdelkov.
Primer 3.7. Za posamezno komponento ϵi vektorja popravkov ϵ velja naslednje:
ϵi ∼ N(0, σ2) i = 1, 2 . . . , n.
Z upo²tevanjem deﬁnicije popravka lahko to zapi²emo kot:
(yi − xiβ) ∼ N(0, σ2) i = 1, 2 . . . , n.
Ker smo predpostavili, da so meritve oz. opazovanja med seboj neodvisne, lahko
skupno porazdelitev vektorja popravkov ϵ zapi²emo kot:
ϵ ∼ N(0, σ2I).
Pri metodi najve£jega verjetja moramo torej dolo£iti neznane parametre normalne
porazdelitve, kjer poleg variance σ2 izra£unamo tudi neznane koeﬁciente modela
β. Rezultat za koeﬁciente β je enak rezultatom, dobljenih po metodi najmanj²ih
kvadratov, tako da se edina razlika skriva v oceni σˆ2. Izra£unamo:
σˆ2 =
1
n
ϵˆᵀϵˆ =
0.0028280
144
= 1.9639 ∗ 10−5.
♦
Vrednost standardnega odklona zna²a v tem primeru σˆ = 0.0044m ≈ 0.4cm.
3.3. Lastnosti regresijskih koeﬁcientov. V tem razdelku si bomo ogledali sta-
tisti£ne lastnosti slu£ajnega vektorja βˆ. Oglejmo si najprej pri£akovano vrednost,
[6]:
E(βˆ) = E(
[
(XᵀX)−1XᵀY
]
= E(
[
(XᵀX)−1Xᵀ(Xβ + ϵ)
]
= E(
[
(XᵀX)−1XᵀXβ + (XᵀX)−1Xᵀϵ
]
=
= β.
Kot vidimo je pri£akovana vrednost E(βˆ) enaka β, kar pomeni, da je βˆ nepristranska
cenilka β. Varianca vektorja βˆ je podana preko kovarian£ne matrike:
Cov(βˆ) = E
([
βˆ − E(βˆ)
] [
βˆ − E(βˆ)
]ᵀ)
.
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Ob upo²tevanju dejstva, da je (XᵀX)−1Xᵀ matrika konstant in Var(y) = σ2I, izra-
£unamo varianco βˆ
Cov(βˆ) = Var(βˆ)
= Var
[
(XᵀX)−1XᵀY
]
= (XᵀX)−1XᵀVar(Y )
[
(XᵀX)−1Xᵀ
]ᵀ
= σ2(XᵀX)−1XᵀX(XᵀX)−1
= σ2(XᵀX)−1.
Matrika (XᵀX)−1 je simetri£na matrika, katere diagonalni £leni (XᵀX)−1jj predsta-
vljajo varianco j − te komponente vektorja βˆ:
Var(βˆj) = σ
2(XᵀX)−1jj .
Izvendiagonalni elementi predstavljajo kovarianco med komponentami vektorja βˆ.
Sedaj lahko zapi²emo porazdelitev vektorja βˆ kot:
βˆ ∼ N(β, σ2(XᵀX)−1).
Poznavanje to£ne porazdelitve vektorja βˆ nam bo omogo£alo opravljanje veliko raz-
li£nih statisti£nih testov.
3.4. Interpretacija regresijskih koeﬁcientov. Koeﬁcient βˆj predstavlja vpliv
napovedne spremenljivke xj na ciljno spremenljivko y, pod pogojem, da ostale na-
povedne spremenljivke pustimo ﬁksirane. Oglejmo si sedaj model na dveh razli£nih
testnih primerih iz u£ne mnoºice S:
yp = βˆ0 + βˆ1xp1 + . . .+ βˆkxpk,
yq = βˆ0 + βˆ1xq1 + . . .+ βˆkxqk.
e zgornji ena£bi od²tejemo, dobimo:
∆yˆ = βˆ1∆x1 + βˆ2∆x2 + . . .+ βˆk∆xk,
kjer je ∆yˆ = yˆp − yˆq, ∆xj = xpj − xqj. e so sedaj vse napovedne spremenljivke,
razen j-te, ﬁksne, dobimo:
∆yˆ = βˆj∆xj.
Na obravnavo koeﬁcientov v takem smislu moramo seveda biti skepti£ni. Ob ﬁksi-
ranju ostalih spremenjivk pokvarimo model v smislu, da opazujemo le eno spremen-
ljivko. V praksi prave odvisnosti ponavadi ne poznamo. Tako ne moremo trditi, da
na spremembo ciljne spremenljivke vpliva le sprememba ene od napovednih spre-
menljivk. Prav tako velika vrednost βˆj ²e ne pomeni nujno mo£ne odvisnosti med y
in xj, saj norma v prostoru, kjer se nahajajo koeﬁcienti βˆj ni evklidska, temve£ se
razdalje meri v smislu standardnega odklona. V naslednjem razdelku bomo spoznali
metode, s katerimi lahko ocenimo vpliv posameznih koeﬁcientov.
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3.5. Gauss - Markov izrek. Spomnimo se rezultatov iz prej²nih razdelkov. Ce-
nilke, dobljene po metodi najmanj²ih kvadratov in metodi najve£jega verjetja, so
si zelo podobne. Cenilka βˆ je enaka, cenilka σ2 pa pri metodi najve£jega verjetja
ni nepristranska, vendar, ko pove£ujemo ²tevilo elementov v vzorcu, tudi ta cenilka
konvergira proti nepristranski. Velja ²e omeniti, da je βˆ linearna cenilka, saj je
dobljena z linearno kombinacijo vrednosti odvisne spremenljivke Y . Torej:
βˆ = LY ; L = (XᵀX)−1Xᵀ.
Posamezna komponenta vektorja βˆ se lahko izrazi kot linearna kombinacija opazo-
vanih vrednosti yi:
βˆj =
n∑
i=1
cijyi.
Izrek 3.8. Naj bo Y = Xβ + ϵ linearni model, kot smo ga ºe deﬁnirali, skupaj z
vsemi predpostavkami. Pomembne so predvsem:
(1) E(ϵi) = 0 za i = 1, 2, . . . , n
(2) Var(ϵi) = σ2 <∞ za i = 1, 2, . . . , n
(3) Cov(ϵi, ϵj) = 0 za vse i ̸= j
(4) X je n× (k + 1) matrika podatkov .
Tedaj je cenilka βˆ = (XᵀX)−1XᵀY , dobljena po metodi najmanj²ih kvadratov, naj-
bolj²a linearna nepristranska cenilka med vsemi linearnimi nepristranskimi ce-
nilkami. Najbolj²a je tu mi²ljeno v smislu, da ima najmanj²o varianco med vsemi
linearnimi nepristranskimi cenilkami.
Dokaz. Naj bo β˜ = AY neka druga linearna cenilka vektorja β, kjer je A neka
poljubna matrika, ki jo zapi²emo kot A = (XᵀX)−1Xᵀ + B. Matrika B mora biti
neni£elna, druga£e dobimo isto cenilko kot pri metodi najmanj²ih kvadratov. Dokaza
se bomo lotili tako, da najprej izra£unamo pogoje, katerim mora cenilka β˜ zado²£ati,
da bo nepristranska. Nato bomo izra£unali varianco β˜ in pokazali, da je ve£ja kot
varianca cenilke βˆ.
Nepristranskost:
E
[
β˜
]
= E [AY ] =
= E
[
((XᵀX)−1Xᵀ +B)(Xβ + ϵ)
]
=
= ((XᵀX)−1Xᵀ +B)Xβ + ((XᵀX)−1Xᵀ +B) E [ϵ] =
= ((XᵀX)−1Xᵀ +B)Xβ =
= (XᵀX)−1XᵀXβ +BXβ =
= (Ik+1 +BX)β.
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V zadnji vrstici simbol Ik+1 ozna£uje identiteno velikosti (k + 1) × (k + 1). β˜ bo
torej nepristranska, £e bo BX = 0. Izra£unajmo sedaj varianco β˜:
Var(β˜) = Var(AY ) =
= AVar(Y )Aᵀ =
= σ2AAᵀ =
= σ2((XᵀX)−1Xᵀ +B)((XᵀX)−1Xᵀ +B)ᵀ =
= σ2((XᵀX)−1XᵀX(XᵀX)−1 + (XᵀX)−1XᵀBᵀ +BX(XᵀX)−1 +BBᵀ) =
= σ2((XᵀX)−1 + (XᵀX)−1(BX)ᵀ +BX(XᵀX)−1 +BBᵀ) =
= σ2(XᵀX)−1 + σ2BBᵀ =
= Var(βˆ) + σ2BBᵀ.
Matrika BBᵀ je pozitivno semideﬁnitna, iz £esar sledi, da je varianca cenilke β˜ ve£ja
kot varianca βˆ. 
Opomba 3.9. Velja omeniti, da to velja le za nepristranske cenilke. Pri vseh meto-
dah statisti£nega u£enja obstaja povezava med pristranskostjo modela ter njegovo
varianco. Navadno velja dejstvo, da imajo modeli z manj²im predsodkom ve£jo va-
rianco ter obratno. To se izkaºe za resni£no tudi pri linearni regresiji, saj obstajajo
nepristranske cenilke, ki pa imajo manj²o varianco kot βˆ.
4. Testiranje hipotez
V prej²njem razdelku smo spoznali dve metodi, ki na podlagi u£nih primerov
izra£unata cenilke za koeﬁciente na²ega modela. Tako si lahko mislimo, da cenilke
βˆ in σˆ2 dobimo kot neko funkcijo u£nih (vhodnih) podatkov. Podatki ponavadi
izhajajo iz nekega manj²ega vzorca celotne populacije, zato se je smiselno vpra²ati,
kako dobre so te ocene. Oglejmo si najprej, kako lahko razdelimo celotno varianco
ciljne spremenljivke y, ki jo bomo ozna£ili s SST =
∑n
i=1(yi − y)2.
Trditev 4.1. Deﬁnirajmo SSM =
∑n
i=1(yˆi − y)2, kar predstavlja varianco, poja-
snjeno z modelom, in SSE =
∑n
i=1(yi − yˆi)2, kar predstavlja varianco, ki ni poja-
snjena z modelom. Tedaj velja:
SST = SSM + SSE.
Dokaz. Najprej si oglejmo ena£bo:
yi − y = (yˆi − y) + (yi − yˆi).
Se²tejmo to sedaj po vseh opazovanjih ter kvadrirajmo:
n∑
i=1
(yi − y)2 =
n∑
i=1
(yˆi − y)2 +
n∑
i=1
(yi − yˆi)2 + 2
n∑
i=1
(yˆi − y)(yi − yˆi)
= SSM + SSE + 2
n∑
i=1
yˆi(yi − yˆi)− 2y
n∑
i=1
(yi − yˆi)
= SSM + SSE + 2
n∑
i=1
yˆiϵi − 2y
n∑
i=1
ϵi
= SSM + SSE.
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
Na podlagi zgornje trditve lahko formuliramo naslednjo deﬁnicijo.
Deﬁnicija 4.2. Determinacijski koeﬁcient R2 je deﬁniran kot:
R2 =
SSM
SST
,
kar predstavlja deleº pojasnjene variance v celotni varianci.
Ker determinacijski koeﬁcient predstavlja deleº, se njegove vrednosti nahajajo na
intervalu med 0 in 1. Torej nam vrednosti R2, ki so bliºje 1, predstavlja model,
ki bolj²e opi²e podatke. Vendar kmalu opazimo, da sama vrednost R2 ni najbolj²e
merilo za kakovost modela, saj se njegova vrednost pove£uje z dodajanjem novih
spremenljivk. Dodajanje novih spremenljivk pa naredi model vedno bolj komple-
ksen, s £imer tudi pove£amo varianco modela. Bolj uporaben za primerjavo modelov
z razli£nim ²tevilom spremenljivk je prilagojen determinacijski koeﬁcient:
R2Adj = 1− (1−R2)
n− 1
n− k − 1 ,
ki upo²teva tudi ²tevilo spremenljivk v modelu. e vedno pa se na podlagi vre-
dnosti R2Adj teºko odlo£imo, ali posamezni koeﬁcienti ali morda skupine posameznih
koeﬁcientov pomembno vplivajo na zanesljivost modela. V ta namen si bomo ogle-
dali nekaj hipotez, s katerimi bomo poizku²ali potrditi obstoj linearne odvisnosti,
in kasneje dolo£iti, kateri koeﬁcienti imajo mo£an vpliv in kateri ne.
Primer 4.3. Oglejmo si primerjavo R2 in R2Adj na na²ih podatkih. V ta namen bomo
izra£unali vrednost obeh koeﬁcientov za razli£no ²tevilo spremenljivk v modelu.
Zaenkrat spremenljivke dodajamo kar po vrsti, torej za£nemo z modelom y = β0 +
β1h1, nato pa po vrsti dodajamo preostale spremenljivke HST-modela, h2, h3, . . . , s4.
Bistvenih razlik sicer ne opazimo, Slika 4, saj spremenljivke dodajamo kar po vrsti,
Slika 4. Primerjava koeﬁcientov R2 in R2Adj
oba koeﬁcienta pa izra£unamo na istem modelu. Prav tako za vrednosti n ≫ k
(²tevilo meritev/podatkov je dosti ve£je od ²tevila spremenljivk v modelu, kar velja
za na² primer) velja: R2Adj ≈ R2, kar sledi iz deﬁnicije R2Adj. Opazimo pa ob£uten
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skok obeh koeﬁcientov takoj, ko dodamo prvo komponento £asovnega dela HST-
modela. ♦
Do sedaj vemo, kako iz podatkov izra£unati vsoto kvadratov popravkov, SSE, pri
£emer pa je ta vsota odvisna od podatkov, ki izvirajo iz neke ve£je populacije. Zato
je potrebno vse vrednosti, ki so izra£unane iz podatkov, obravnavati kot realizacijo
neke naklju£ne spremenljivke. Sedaj si bomo ogledali postopek, kako izpeljemo
teoreti£no porazdelitev SSE, pod pogojem, da so napake normalno porazdeljene,
ϵ ∼ N(0, σ2I). Spomnimo se najprej, kako lahko s pomo£jo matrike H izrazimo
vektor ocenjenih popravkov ϵˆ:
ϵˆ = (I −H)ϵ.
Vsoto kvadratov ocenjenih popravkov lahko sedaj zapi²emo s pomo£jo kvadratne
forme:
SSE = ϵˆ
ᵀϵˆ
= ϵᵀ(I −H)ϵ.
Za naklju£no napako modela ϵ pa smo predpostavili, da velja ϵ ∼ N(0, σ2I). Stan-
dardizirano napako modela potem zapi²emo kot
ϵ
σ
∼ N(0, I).
Pokazali pa smo tudi, da sta tako matriki H kot tudi I −H idempotentni in sime-
tri£ni matriki. Na podlagi tega nam naslednja trditev podaja porazdelitev slu£ajne
spremenljivke SSE.
Trditev 4.4. Naj bo y ∼ N(0, I) ter matrika A simetri£na in idempotentna, njen
rank pa ozna£imo z m. Potem velja,
yᵀAy ∼ χ2(m),
kjer χ2(m) predstavlja hi-kvadrat porazdelitev z m prostostnimi stopnjami.
Rank simetri£ne idempotentne matrike pa je enak njeni sledi, saj so lastne vre-
dnosti idempotentne matrike lahko le 0 ali 1. Dokaz zgornje trditve najdemo v [13].
Matrika I −H zado²£a predpostavkam zgornje trditve, njeno sled pa smo ºe izra£u-
nali; sl(I −H) = n − k − 1. Ker standarizirana napaka modela prav tako zado²£a
predpostavkam modela, lahko porazdelitev SSE zapi²emo kot:
SSE
σ2
=
ϵᵀ(I −H)ϵ
σ2
∼ χ2(n− k − 1).
4.1. T-test. T-test ali Studentov T-test je statisti£ni test, kjer preverjamo pomemb-
nost posameznih koeﬁcientov. Iz prej²nih razdelkov se spomnimo, da pod dolo£enimi
predpostavkami poznamo porazdelitev posameznega koeﬁcienta:
βˆj ∼ N(β, σ2(XᵀX)−1jj ).
Ko iz podatkov izra£unamo βj, za rezultat dobimo neko ²tevilo, ki bi ga lahko
razumeli kot realizacijo zgoraj deﬁnirane slu£ajne spremenljivke. Iz tega bi nato
nekako ºeleli oceniti kako verjetna" je bila ta realizacija. Ker poznamo porazdelitev
te slu£ajne spremenljivke, bi lahko preverili, kako oddaljena je realizirana vrednost
od njene pri£akovane vrednosti, kjer bi za razdaljo vzeli standardni odklon. Vendar
tu pridemo do problema, saj prave vrednosti β ter σ2 ne poznamo, zato na tak na£in
ne moremo sklepati nobenega smiselnega dejstva. Poglejmo sedaj, kaj se zgodi, £e
postavimo naslednji hipotezi:
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• H0 : βj = 0
• H1 : βj ̸= 0.
Pod predpostavko, da je ni£elna hipoteza H0 resni£na, je slu£ajna spremenljivka
βˆj − 0√
σ2cjj
∼ N(0, 1)
porazdeljena standardno normalno. Parameter cjj je j − ti diagonalni element ma-
trike (XᵀX)−1. Vrednosti σ2 ne poznamo, zato jo nadomestimo z njeno nepristran-
sko cenilko σˆ2 = SSR
n−k−1 ter dobimo tako imenovano t-vrednost t0:
t0 =
βˆj − 0√
SSR
n−k−1cjj
∼ tn−k−1,
ki je porazdeljena po Studentovi T -porazdelitvi z n− k− 1 prostostnimi stopnjami.
Vrednost t0 je izra£unana iz podatkov, ravnokar pa smo izpeljali tudi njeno porazde-
litev. Tako kot standardna normalna porazdelitev je tudi T -porazdelitev simetri£na
glede na 0. S pove£evanjem prostostotne stopnje T -porazdelitev konvergira proti
standardno normalni porazdelitvi. Izkaºe se celo, da so razlike med njima zanemar-
ljive ºe, ko je prostostnih stopenj ve£ kot 100. Formalno tako iz podatkov izra£unamo
vrednost t0, si izberemo stopnjo zaupanja α, nato pa opravimo test:
|t0| > tα,
kjer je tα kvantil T -porazdelitve za verjetnost α. e test drºi, zavrnemo ni£elno
hipotezo H0 in sprejmemo alternativno hipotezo H1. To pomeni βj ̸= 0, iz £e-
sar sklepamo, da j-ta napovedna spremenljivka xj bistveno vpliva na model. Na
enak na£in bi lahko postavili ni£elno hipotezo kot H0 : βj = B, kjer je B neka
poljubna konstanta, vendar ponavadi nimamo tako strogih omejitev za koeﬁciente.
Pomembno pa je dejstvo, da ni£elne hipoteze nikoli ne moremo potrditi, lahko jo
samo zavrºemo.
Primer 4.5. Oglejmo si sedaj, kak²ne rezultate dobimo pri uporabi T -testa na
HST-modelu. Najprej si bomo ogledali graf T -porazdelitve z n− k− 1 prostostnimi
stopnjami. Vse vrednosti t0, ki jih izra£unamo po zgornji formuli, primerjamo z
dolo£enima kvantiloma T -porazdelitve, Slika 5. Tako za vse vrednosti, ki leºijo na
intervalu t0 ∈ (tmin, tmax), ni£elne hipoteze H0 ne moremo zavrniti. Ozna£imo sedaj
t
(j)
0 vrednost T -testa za koeﬁcient βj. Rezultate razberemo iz Tabele 3 in 4. Kot
koeﬁcienti βj β0 β1 β2 β3 β4 β5
t
(j)
0 -3.733 0.350 -0.092 0.392 -0.457 2.348
zavrnemo H0 JA NE NE NE NE JA
Tabela 3. Rezultati T-testa za koeﬁciente βj, j = 0, 1, 2, 3, 4, 5
koeﬁcienti βj β6 β7 β8 β9 β10 β11
t
(j)
0 -2.268 2.841 1.017 0.340 -1.959 7.522
zavrnemo H0 JA JA NE NE NE JA
Tabela 4. Rezultati T-testa za koeﬁciente βj, j = 6, 7, 8, 9, 10, 11
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Slika 5. Graf T-porazdelitve z ozna£enima kvantiloma t0.025 in t0.975
vidimo, nam kar nekaj hipotez ni uspelo zavrniti, vendar to ²e ne pomeni, da ti ko-
eﬁcienti nimajo vpliva na model, temve£ pomeni, da statisti£no niso dovolj zna£ilni.
Za nobenega od koeﬁcientov, ki opisujejo hidrostati£ni vpliv (β1-β4), nismo mogli
zavrniti ni£elne hipoteze. Vendar pa je iz prakse poznano dejstvo, da ima nivo vode
mo£an vpliv na velikost odmika. Opazimo pa, da ima visoko t0 vrednost koeﬁci-
ent β11. Ta koeﬁcient pripada napovedni spremenljivki cos(2ωlti), ki ima periodo
enako 6 mesecev oz. pol leta. Statisti£na zna£ilnost koeﬁcienta β11 tako potrjuje na-
ravo procesa na izbrani hidropregradi oz. simuliranih podatkih. Namre£, nivo vode
je reguliran/nadzorovan glede na letno koli£ino padavin (ki je odvisna/korelirana
s temperaturo zraka) in potrebe elektri£ne energije, kar pomeni, da vodostaj sledi
letni in polletni periodi. V tak²nih primerih je ²e posebej zahtevno dolo£iti stati-
sti£no zna£ilne koeﬁciente hidrostati£nega dela in dela, ki opisuje periodi£en vpliv
temperature, HST-modela. ♦
4.2. F-test. V prej²njem razdelku smo ocenjevali vpliv posameznih koeﬁcientov
modela. Kaj pa £e bi z enim testom ºeleli preveriti, ali sploh kateri izmed koeﬁcientov
vpliva na model? Ali katera skupina parametrov vpliva na model? Teste, kjer pogoje
postavimo za ve£ koeﬁcientov hkrati, ponavadi opravljamo z ti. F-testom ter njemu
pripadajo£o F-vrednostjo. Ogledali si bomo nekaj razli£nih hipotez, ki postavljajo
razli£ne omejitve za koeﬁciente. Vsaka od hipotez bo v nekem smislu predstavljala
bolj stroge pogoje. Postavimo prvo hipotezo:
• H0; β1 = β2 = . . . = βk = 0
• H1; vsaj en βj ̸= 0 za j = 1, 2, . . . , k.
Zavrnitev ni£elne hipoteze H0 nas takoj vodi do tega, da sprejmemo alternativno
hipotezo H1, ki nam pove, da vsaj en koeﬁcient bistveno pripomore k modelu. Pod
predpostavko, da velja ni£elna hipoteza H0, nam v linearnem modelu ostane samo
²e en koeﬁcient in to je konstantni £len oz. za£etna vrednost. Zelo lahko je preveriti,
da je cenilka yˆ za model, kjer ocenjujemo samo konstantni koeﬁcient, enaka yˆ = y.
Intuitivno bomo primerjali vsote kvadratov popravkov polnega modela, tj. modela,
kjer ne privzamemo H0, in manj²ega (v smislu koeﬁcientov), kjer privzamemo H0.
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Zakaj primerjamo vsote kvadratov popravkov in iz njih tvorimo testne statistike,
bomo orisali na koncu tega razdelka. Ozna£imo:
• SST = SSM + SSE; razdelitev variance polnega modela
• SSRT = SSRM + SSRE; razdelitev variance manj²ega modela.
Znak R v indeksu pomeni reduced" in ozna£uje manj²i model. Za £len SSE smo
ºe pokazali, da je porazdeljen z χ2-porazdelitvijo s pripadajo£imi prostostnimi sto-
pnjami. Prav tako se izkaºe, da sta tudi ostala £lena porazdeljena z χ2-porazdelitvijo.
Zapi²imo sedaj testno statistiko F:
F0 =
(
n− k − 1
p
)
SSRE − SSE
SSE
,
kjer p predstavlja ²tevilo omejitev za koeﬁciente βj. V primeru zgornje hipoteze H0
velja p = k. S pomo£jo spodnje trditve bomo lahko izra£unali vrednost F0, prav
tako pa bomo spoznali porazdelitev testne statistike F0. Z vsem zgornjim bomo
lahko odlo£ili, ali zavrnemo ni£elno hipotezo H0.
Trditev 4.6. Naj velja hipoteza H0 : β1 = β2 = . . . = βk = 0. Tedaj velja:
(1) SSRE − SSE = SSM
(2) F0 ∼ Fk,n−k−1
Dokaz. Za£nimo z dokazom prvega dela trditve. e H0 drºi, potem nam v manj²em
modelu ostane le konstantni £len. Na podlagi tak²nega modela dobimo vedno enako
napovedano vrednost. Ta vrednost je enaka povpre£ju odvisne spremenljivke, kar
lahko hitro vidimo, £e za matriko X vzamemo vektor samih enic, ki ga bomo ozna£ili
z j. Izra£unajmo sedaj cenilko βˆ0:
βˆ0 = (j
ᵀj)−1jᵀy
=
1
n
n∑
i=1
yi
= y.
Vsoto kvadratov popravkov manj²ega modela SSRE potem lahko zapi²emo kot
SSRE =
n∑
i=1
(yi − y)2,
kar pa je ravno enako celotni varianci originalnega modela SST . S tem je dokazan
prvi del trditve. tevilo omejitev p v tem primeru zna²a kar k, saj smo omejili vse
koeﬁciente razen konstantnega. Sedaj lahko zapi²emo F0 statistiko malo druga£e:
F0 =
SSM
σ2k
SSE
σ2(n−k−1)
.
Da bomo dokazali trditev, moramo pokazati, da tako ²tevec kot imenovalec v F0
pripadata neodvisnima χ2 porazdelitvama s k ter n− k− 1 prostostnimi stopnjami.
Za imenovalec smo ºe pokazali 1
σ2
SSE ∼ χ2n−k−1, zato moramo enako storiti ²e za
²tevec. Tako kot smo SSE zapisali s pomo£jo kvadratne forme, bomo tudi SSM
zapisali na ta na£in. Deﬁnirajmo matriko J kot matriko samih enic. Tako lahko
zapi²emo SSM s kvadratno formo oblike:
SSM = ϵ
ᵀ(H − 1
n
J)ϵ.
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Pri tem smo uporabili dejstvo, da je matrika (H − 1
n
J) simetri£na in idempotentna.
Sled te matrike izra£unamo brez teºav, saj smo sled matrike H ºe izra£unali.
sl(H − 1
n
J) = sl(H)− 1
n
sl(J) = k + 1− 1
n
n = k.
Iz tega torej sledi 1
σ2
SSM ∼ χ2k. Sedaj moramo pokazati le ²e neodvisnost. V ta
namen bomo uporabili trditev, ki pravi, £e je z ∼ N(0, σ2I) in £e sta A in B taki
simetri£ni idempotentni matriki, da velja AB = 0, potem sta kvadratni formi zᵀAz
in zᵀBz neodvisni. Tako bi morali izra£unat produkt (I−H)(H− 1
n
J) ter bi opazili,
da je enak 0. Dokaz in izra£un je dolg, zato ga tukaj ne bomo podali. Bralec lahko
najde dokaz zgornjih trditev v [9]. Z upo²tevanjem vseh teh dejstev sledi:
F0 ∼ Fk,n−k−1.

Podobno kot pri T -testu izra£unamo vrednost F0 in jo primerjamo z izbranim
kvantilom Fk,n−k−1 porazdelitve.
Primer 4.7. Postavimo zgornjo hipotezo v na²em HST-modelu. Tak tip hipoteze
si ponavadi zastavimo takoj na za£etku raziskovanja, saj velja za splo²en test zna-
£ajnosti oz. pomembnosti. Zavrnitev ni£elne hipoteze H0 nam narekuje, da obstaja
linearna odvisnost za vsaj eno od spremenljivk, vklju£enih v model. Oglejmo si
najprej graf F -porazdelitve, Slika 6, na katerem je ozna£en f0.95 = 1.861, torej 95-
kvantil F -porazdelitve, ki ga bomo uporabili kot na²o odlo£itveno mejo. tevilo
Slika 6. Graf Fk,n−k−1 porazdelitve z ozna£enim f0.95
vseh podatkov v na²em primeru je enako n = 144, ²tevilo omejitev pa je k = 11. Iz
podatkov izra£unana vrednost F0 je enaka:
F0 =
0.00322
2.1424 ∗ 10−5 = 150.3.
Ker izra£unana vrednost F0 mo£no presega odlo£itveno mejo, f0.95 = 1.861, ni£elno
hipotezo zavrnemo. F -porazdelitev si nekako lahko predstavljamo kot razmerje dveh
χ2-porazdelitev, zato si lahko vrednosti F0, ki leºijo blizu 1 mislimo kot povpre£je
dveh podobnih χ2-porazdelitev, kar pomeni, da se modela med seboj ne razlikujeta
dovolj, da bi lahko zavrnili ni£elno hipotezo. ♦
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Oglejmo si sedaj primer, ko ºelimo preveriti, ali kak²na skupina spremenljivk
bistveno pripomore k modelu. V ta namen si postavimo naslednjo hipotezo:
(1) H0 : β1 = β2 = . . . = βp = 0 ; p < k
(2) H1 : vsaj en βj ̸= 0 za j = 1, 2, . . . p .
Testno statistiko F0 smo ºe deﬁnirali zgoraj. Kar je v tem primeru malo manj o£itno,
je porazdelitev F0. To porazdelitev bomo dobili s pomo£jo naslednje trditve, ki jo
navedemo brez dokaza, saj je dokaz dolg in potrebuje ²e nekaj dodatnih izrekov [6].
Trditev 4.8. Naj velja hipoteza H0 : β1 = β2 = . . . = βp = 0 ; p < k. Tedaj je:
F0 ∼ Fp,n−k−1.
Po ºe znanem postopku lahko s pomo£jo zgornje trditve zavrnemo hipotezo H0.
Primer 4.9. Spomnimo se, da je HST-model sestavljen iz treh razli£nih komponent:
yi = β0 +Hi + Ti + Si.
Sedaj bomo opravili tri razli£ne teste, kjer bomo v vsakem testu primerjali celotni
model z modelom, kateremu smo odstranili eno komponento. Za vsak tak manj²i
model bomo izra£unali njegovo vsoto kvadratov popravkov SSRE in testno statistiko
F0.
(1) Hi = 0 =⇒ F0 = 29.96912, SSRE = 0.0054
(2) Ti = 0 =⇒ F0 = 134.9369, SSRE = 0.0115
(3) Si = 0 =⇒ F0 = 16.45238, SSRE = 0.0042
Vidimo lahko, da so vse vrednosti F0 ve£je kot odlo£itvena meja f0.95, ki smo jo
dolo£ili v prej²njem primeru. Iz tega lahko sklepamo, da vsaka komponenta bistveno
vpliva na model in se mora v kon£nem modelu nahajati vsaj ena spremenljivka iz
vsake komponente. Sedaj pa primerjajmo polni model z modelom, kjer odstranimo
zadnjo spremenljivko iz vsake komponente. Hipoteza bi se glasila:
H0 : β4 = β7 = β11 = 0.
Izra£unamo testno statistiko F0:
F0 = 1.74231 < f0.95.
Sedaj smo pri²li do primera, kjer ni£elne hipoteze ne moremo zavrniti. To pomeni,
da ne moremo z zagotovostjo trditi, da katera od spremenljivk h4, t3, s4 bistveno
vpliva na model. ♦
Uporaba zgornjih dveh hipotez in testov je v praksi najpogostej²a, vendar se
naravno vpra²amo, ali lahko postavimo bolj kompleksne teste. Izkaºe se, da lahko,
vendar je potrebna nekolika druga£na formulacija testne statistike. Postavimo sedaj
splo²no linearno hipotezo (glej [8]):
• H0 : Lβ = c, kjer je L matrika dimenzije p× k in p ≤ k
• H1 : Lβ ̸= c.
Preden zapi²emo testno statistiko za ta primer, si oglejmo nekaj lastnosti slu£ajne
spremenljivke Lβˆ. Z uporabo osnovnih operacij za delo s pri£akovanimi vrednostmi
in variancami slu£ajnih vektorjev sledita naslednja dva rezultata:
• E(Lβˆ) = Lβ
• Var(Lβˆ) = σ2L(XᵀX)−1Lᵀ.
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Testna statistika, ki se jo lahko uporabi za tak primer hipoteze, je oblike:
F0 =
n− k
np
(Lβˆ − c)ᵀ
[
σˆ2L(XᵀX)−1Lᵀ
]−1
(Lβˆ − c).
Prav tako kot zgornji primeri tudi ta statistika pripada F -porazdelitvi in sicer:
F0 ∼ Fp,n−k.
Zgornji primer zavzame tudi oba primera hipotez, ki smo jih spoznali na za£etku
tega razdelka. Izbrati si je treba le primerno matriko L in vektor c.
4.3. Metoda kvocienta verjetij. V zgornjih statistikah smo za osnovo testa vzeli
neko razmerje vsote kvadratov popravkov dveh modelov, ki jih med seboj primer-
jamo. Vendar na prvi pogled ni o£itno, zakaj bi to bilo dobro. Ali obstaja kak²na
druga statistika, za katero bo mo£ testa ve£ja? Spomnimo se, da je mo£ testa enaka
verjetnosti, da zavrnemo ni£elno hipotezo H0 pod pogojem, da H1 drºi. Sedaj bomo
orisali postopek, s katerim pridemo do testnih statistik. Ideja se skriva v metodi
kvocienta verjetij. Ta razdelek je ve£inoma prevzet po [11] .
Deﬁnicija 4.10. Recimo, da β ∈ Θ, kjer je Θ prostor vseh moºnih vrednosti β.
Ni£elna hipoteza trdi, da se koeﬁcient β nahaja v neki podmnoºici Θ0 ⊂ Θ. Al-
ternativna hipoteza pa trdi, da se β nahaja v komplementu Θc0. Tedaj za kvocient
verjetij Λ deﬁniramo:
Λ =
sup{L(β|x) : β ∈ Θ0}
sup{L(β|x) : β ∈ Θ} .
L(β|x) je funkcija verjetja, kjer je x konstanten (npr. podatki iz u£ne mnoºice).
Kvocient Λ je funkcija podatkov, njegova vrednost pa se nahaja na intervalu med
0 in 1. Po zgornji deﬁniciji ve£je vrednosti Λ nakazujejo manj²e razlike med ni£elnim
in polnim modelom, tj. modelom, ki drºi ob ni£elni hipotezi in modelom, ki drºi ob
alternativni hipotezi. Tako so majhne vrednosti Λ dokazno gradivo proti H0. Torej
bomo ni£elno hipotezo H0 zavrnili, £e velja Λ < c za neko konstanto c. Vendar
pa to£ne porazdelitve Λ ponavadi ne poznamo, saj je kvocient deﬁniran za velik
spekter problemov in tako teºko dolo£imo odlo£itveno mejo c. Pri tej odlo£itvi
nam lahko pomaga Wilksov izrek, ki trdi −2 log(Λ) ∼ χ2m, ko ²tevilo podatkov
n ↦→ ∞. Parameter m je razlika med dimenzijo polnega prostora Θ in manj²ega
prostora Θ0. Vendar pa je to le aproksimacija za pravo porazdelitev kvocienta Λ.
Oglejmo si sedaj, kako pri linearnem modelu s pomo£jo metode kvocienta verjetij
izpeljemo testne statistike F0, ki so porazdeljene s F -porazdelitvijo in pripadajo£imi
prostostnimi stopnjami. Spomnimo se funkcije verjetja linearnega modela, ki smo
jo ºe deﬁnirali. Prav tako smo poiskali njen maksimum. Ko vstavimo argumenta,
kjer funkcija doseºe maksimum, dobimo naslednji rezultat
max(L(β, σ2|ϵ)) = n
n
2
(2πϵˆᵀϵˆ)
n
2
exp
(
−nϵˆ
ᵀϵˆ
2ϵˆᵀϵˆ
)
=
n
n
2
(2πSSE)
n
2
exp
(
−n
2
)
.
Recimo, da bi ºeleli primarjati dva modela, kjer je en "gnezden"v drugem. Tak
primer smo ºe obravnavali, ko smo ºeleli preveriti hipotezo, £e kak²na skupina spre-
menljivk bistveno vpliva na model. Naj L1 ozna£uje funkcijo verjetja polnega modela
in L2 funkcijo verjetja manj²ega modela. Ozna£imo ²e SSE1 kot vsoto kvadratov
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popravkov polnega modela in SSE2 vsoto kvadratov popravkov manj²ega modela.
Izra£unajmo sedaj kvocient verjetja teh dveh modelov:
Λ =
max(L2)
max(L1)
=
n
n
2
(2πSSE2)
n
2
exp
(−n
2
)
n
n
2
(2πSSE1)
n
2
exp
(−n
2
) = (SSE1SSE2
)n
2
.
Pojasnili smo ºe, da ni£elno hipotezo zavrnemo, ko je Λ dovolj majhen. To je
natanko tedaj, ko je SSE1
SSE2
dovolj majhen, saj je eksponentna funkcija monotono
nara²£ajo£a. To je ekvivalentno temu, da je SSE2
SSE1
dovolj velik, kar pa ²e zmeraj
velja, £e od²tejemo 1. To lahko zapi²emo tudi kot SSE2
SSE1
− 1 = SSE2−SSE1
SSE1
. To pa je
ravno F0-statistika, katero smo navedli kot primer za opravljanje testa takega tipa,
seveda brez multiplikativne konstante na za£etku. Vendar pomnoºiti zgornji izraz z
neko konstanto tudi ne spremeni dejstva, da H0 zavrnemo, ko je zgornji izraz dovolj
velik. To porazdelitev poznamo, in sicer:(
n− k − 1
p
)
SSE2 − SSE1
SSE1
∼ Fp,n−k−1.
Na podoben na£in dobimo ²e preostale testne statistike. Glavna ideja pri izpeljavi se
skriva v tem, da ne uporabimo Wilksovega izreka, kjer poizku²amo hipotezo zavrniti
na podlagi aproksimativno porazdeljene slu£ajne spremenljivke, ampak najdemo
nek ekvivalenten pogoj temu, kjer ni£elno hipotezo zavrnemo, £e je Λ dovolj velik.
Velja omeniti to, da v primeru ko imamo preprosto tako ni£elno kot alternativno
hipotezo, npr. H0 : β = c0 in H1 : β = c1, je test dobljen po metodi kvocienta
verjetij najmo£nej²i moºen test. Ta trditev se imenuje Neyman-Personova lema in
ima pomembne lastnosti predvsem v ekonomiji in nekaterih drugih vejah znanosti.
Primer 4.11. Primerjave med razli£nimi komponentami HST-modela bomo sedaj
primerjali ²e z uporabo metode kvocienta verjetij. Za odlo£itveno mejo bomo upo-
rabili Wilksov izrek in logaritem kvocienta verjetij primerjali z χ2-porazdelitvijo.
Opravimo ²e potrebno transformacijo kvocienta verjetij, da bomo lahko uporabili
Wilksov izrek:
M0 = −2 log(Λ) = −2n
2
log
(
SSE1
SSE2
)
= −n log
(
SSE1
SSE2
)
.
Poleg tega moramo dolo£iti ²e ²tevilo prostostnih stopenj. Dimenzija polnega pro-
stora je enaka ²tevilu napovednih spremenljivk plus konstantni £len, torej dim(Θ) =
12. Dimenzija manj²ega prostora pa je enaka dimenziji polnega prostora minus ²te-
vilo omejitev, torej dim(Θ0) = 12 − p. Oglejmo si sedaj, kak²ne rezultate dobimo,
ko izklju£imo posamezno komponento HST-modela.
(1) Hi = 0 =⇒ M0 = 93.04372
(2) Ti = 0 =⇒ M0 = 202.0095
(3) Si = 0 =⇒ M0 = 58.24837
V tem primeru potrebujemo dve odlo£itveni meji, saj je dimenzija manj²ega pro-
stora v primeru (2) razli£na kot dimenzija manj²ega prostora v ostalih primerih.
Odlo£itvena meja c0.95(8) = 14.06714 je enaka 95-kvantilu χ28 in je veljavna meja za
primera (1) in (3). Za drugi primer je potrebno izbrati c0.95(9) = 15.50731. Kot
vidimo, vse vrednosti M0 presegajo odlo£itveno mejo, tako da enako kot pri F-testu
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zavrnemo vse ni£elne hipoteze. Tako v F-testu kot pri metodi kvocienta verjetij smo
uporabili razmerje med vsotami kvadratov popravkov razli£nih modelov. Ozna£imo
sedaj razmerje
q =
SSE1
SSE2
.
Na ta na£in lahko zapi²emo M0 = −n log(q) in F0 = (q−1f − 1)
(
n−k−1
p
)
. Sedaj bi
ºeleli ugotovili, s katerim testom prej zavrnemo ni£elno hipotezo v odvisnosti od
kvocienta q. V ta namen si izberemo verjetnost α ter kvantila cα in fα. Zanimata
nas torej re²itvi naslednjih ena£b:
fα = (q
−1
f − 1)
(
n− k − 1
p
)
cα = −n log(qc).
Re²itvi sta:
qf =
n− k − 1
n− k − 1 + pfα
qc = exp
(
−cα
n
)
.
Oglejmo si ²e graf zgornjih dveh vrednosti v odvisnosti od n, Slika 7. Pri tem smo
ﬁksirali p = 6 in α = 0.95. Pozorni moramo biti tudi na fα, saj je njena vrednost
odvisna od n. Kot vidimo, z uporabo F-testa zavrnemo ni£elno hipotezo ºe pri
Slika 7. Primerjava razmerja q, ki je potreben, da zavrnemo ni£elno hipotezo
manj²em razmerju q. Porazdelitev testne statistike F0 poznamo in to je natan£na
porazdelitev, zato nam izbira α dolo£a mo£ testa. Za vse vrednosti q, ki se na
grafu nahajajo med rde£o in modro £rto, z F-testom ne zavrnemo ni£elne hipoteze,
vendar jo zavrnemo s pomo£jo Wilksovega izreka, iz £esar sledi, da je mo£ testa
v tem primeru manj²a. Lepo pa je vidna tudi konvergenca −n log(q) proti pravi
χ2-porazdelitvi. ♦
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4.4. Intervali zaupanja. Intervali zaupanja okoli posameznih regresijskih koeﬁci-
entov in okoli pri£akovane vrednosti ciljne spremenljivke y nam lahko veliko povedo o
samem modelu. Velika ²irina intervalov zaupanja nam narekuje, da model morda ni
dovolj dober in morda manjka kak²na spremenljivka. Na drugi strani nam izredno
majhni intervali zaupanja narekujejo predobro prileganje, iz katerega lahko skle-
pamo, da je na² model prekompleksen in da bomo teºje odkrili morebitna prevelika
odstopanja/pogre²ke v podatkih. Za dolo£itev intervalov zaupanja se moramo spo-
mniti porazdelitve posameznih koeﬁcientov βˆj in ciljne spremenljivke yˆ. Deﬁnirajmo
matriko C = (XᵀX)−1. Za vsak koeﬁcient βˆj velja, da je porazdeljen normalno s
pri£akovano vrednostjo β in varianco σ2cjj. Tako je spremenljivka
βˆj − βj√
σˆ2cjj
, j = 0, 1, . . . , k
porazdeljena s T -porazdelitvijo z n−k−1 prostostnimi stopnjami. Iz zgornjega lahko
direktno zapi²emo 100(1− α)-procentni interval zaupanja za vsak koeﬁcient
βj, j = 0, 1, . . . , k, kot, [6]:
βj ∈
(
βˆj − tα/2,n−k−1
√
σˆ2cjj, βˆj + tα/2,n−k−1
√
σˆ2cjj
)
.
To nam predstavlja interval, v katerem z 100(1−α)-verjetnostjo leºi prava vrednost
βj glede na u£no mnoºico. Hiter premislek pokaºe, da lahko s pomo£jo intervalov
zaupanja opravljamo t-teste za ugotavljanje vpliva posameznih koeﬁcientov. Hi-
potezo H0 : βj = 0 lahko s pomo£jo intervalov zaupanja ovrºemo, tako da za βj
konstruiramo interval zaupanja in pogledamo, £e le-ta vsebuje 0. e je 0 vsebovana
v intervalu zaupanja, to pomeni, da je prava vrednost koeﬁcienta βj lahko enaka 0.
V tem primeru ni£elne hipoteze ne moremo zavrniti. Oglejmo si sedaj ²e konstruk-
cijo za to£kasto oceno yˆi. Naj bo xi vektor, ki predstavlja i-to vrstico matrike X in
ga zapi²emo kot
xi =
⎡⎢⎢⎢⎢⎣
1
xi1
xi2
...
xik
⎤⎥⎥⎥⎥⎦ .
Ocenjena vrednost v tej to£ki je enaka yˆi = x
ᵀ
i βˆ, varianca pa je enaka Var(yˆi) =
σ2xᵀiCxi. Slu£ajna spremenljivka
yˆi − E(y|xi)√
σˆ2xᵀiCxi
je porazdeljena s T -porazdelitvijo z n − k − 1 prostostnimi stopnjami. 100(1 − α)-
interval zaupanja za pri£akovano vrednost ciljne spremenljivke y v to£ki xi lahko
zapi²emo kot, [6]:
E(y|xi) ∈
(
yˆi − tα/2,n−k−1
√
σˆ2xᵀiCxi, yˆi + tα/2,n−k−1
√
σˆ2xᵀiCxi
)
.
V tem primeru je bila to£ka xi vsebovana v u£ni mnoºici. To pomeni, da xi predsta-
vlja vrstico iz matrike X in posledi£no odvisnost koeﬁcientov β od vrednosti xi. Kaj
pa, £e bi ºeleli narediti interval zaupanja za to£ko x0, ki ni element u£ne mnoºice in
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se kot vrstica ne nahaja v matriki X? To si predstavljamo kot napovedovanje pri-
hodnje vrednosti in to£kasto oceno za prihodnje opazovanje y0 v to£ki x0: yˆ0 = x
ᵀ
0βˆ.
Interval zaupanja, ki smo ga navedli prej, sedaj ni primeren. Potrebno je oceniti
razliko med pravo vrednostjo y0 in njeno oceno yˆ0. Varianca razlike y0− yˆ0 je enaka
σˆ2(1+xᵀ0(X
ᵀX)−1x0). S pomo£jo tega, lahko zapi²emo 100(1−α) interval zaupanja
za prihodnje opazovanje kot, [6]:
y0 ∈
(
yˆ0 − tα/2,n−k
√
σˆ2(1 + xᵀ0(X
ᵀX)−1x0), yˆ0 + tα/2,n−k
√
σˆ2(1 + xᵀ0(X
ᵀX)−1x0)
)
.
Primer 4.12. Oglejmo si sedaj vse vrste intervalov zaupanja na na²ih podatkih.
Na vseh graﬁh bodo izrisani 100(1− α) intervali zaupanja za vrednost α = 0.05.
Za£nimo z regresijskimi koeﬁcienti, Slika 8. Kot smo ºe omenili, nam graf z vrisa-
nimi intervali zaupanja lahko sluºi tudi kot vizualni T-test, saj takoj, ko interval zau-
panja zajema tudi os y = 0, potem ne moremo zavrniti ni£elne hipoteze za ta koeﬁci-
ent. Po velikosti vidimo, da so koeﬁcienti, ki izhajajo iz sezonskega/temperaturnega
dela HST-modela, zelo majhni. Vendar so majhni tudi njihovi standardni odkloni
in s tem tudi intervali zaupanja. Izkaºe se, da noben interval zaupanja koeﬁcientov,
ki izhajajo iz sezonskega dela, ne seka premice y = 0.
Slika 8. Intervali zaupanja regresijskih koeﬁcientov
Intervali zaupanja za ciljno spremenljivko polnega modela, v na²em primeru od-
mik jezu pravokotno na jez, so prikazani na Sliki 9 in so osen£eni z rde£o barvo.
Opazimo, da so intervali zaupanja najve£ji ravno v sezonskih maksimumih in mini-
mumih. To je posledica tega, da imamo tam tudi najve£ meritev.
Slika 9. Intervali zaupanja za ciljno spremenljivko
Sedaj si bomo ogledali ²e intervale zaupanja za napoved ciljne spremenljivke v
primeru, ko napovedujemo nove vrednosti. V ta namen smo podatke razdelili na
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dva dela. Prvi del obsega 120 meritev oz. 10 let. V drugem delu pa se nahajajo
meritve za zadnji dve leti, ki jih uporabimo za test napovedi. Model nau£imo na
podatkih iz prvega dela in poizku²amo napovedati vrednosti za naslednji dve leti.
Kot vidimo, so intervali zaupanja napovedanih vrednosti precej ve£ji, Slika 10. To pa
je razumljivo, saj so napake na novih podatkih ponavadi ve£je. Zaenkrat pa ²e nismo
opravili nobene analize, s katero bi preverjali ustreznost modela za napovedovanje
novih vrednosti. ♦
Slika 10. Intervali zaupanja napovedovanja novih vrednosti
5. Izbira najbolj²ega modela
V zgornjih razdelkih smo dobro spoznali na£ine, s katerimi ocenimo koeﬁciente
modela in se formalno prepri£amo, ali je model sploh uporaben, tj. ali je odvisnost
med napovednimi in ciljno spremenljivko linearna. Naravno se takoj pojavi vpra-
²anje, katere izmed napovednih spremenljivk sploh vklju£iti v model. Pri izbiri
napovednih spremenljivk moramo biti pozorni na naslednja dva problema:
• Natan£nost modela: Pokazali smo, da so cenilke dobljene po metodi naj-
manj²ih kvadratov nepristranske, prav tako pa smo videli, da dodajanje no-
vih spremenljivk v model njegovo natan£nost pove£ajo. Tu moramo seveda
imeti v mislih natan£nost na u£nih podatkih. Kljub temu se modeli z
velikim ²tevilom napovednih spremenljivk in dobro natan£nostjo na u£nih
podatkih ponavadi slabo izkaºejo pri napovedovanju novih primerov.
• Drugi problem je interpretacija rezultatov. Iz velike mnoºice vhodnih spre-
menljivk si ponavadi ºelimo izlo£iti neko podmnoºico, ki ima najmo£nej²i
vpliv. Ta podmnoºica tako vsebuje spremenljivke, ki imajo najmo£nej²i vpliv
na ciljno spremenljivko, in nato, odvisno od vrste podatkov, lahko dobimo
bolj jasno sliko povezanosti napovednih in ciljne spremenljivke.
Spoznali bomo nekaj metod, s pomo£jo katerih se lahko odlo£imo za podmnoºico
napovednih spremenljivk, ki jih bomo vklju£ili v model. Vendar najprej posvetimo
nekaj besed natan£nosti modela. Spoznali smo ºe determinacijski koeﬁcient R2 in
njegovo prilagojeno obliko R2Adj. Prav tako smo spoznali ºe vsoto kvadratov poprav-
kov, kar je tudi mera natan£nosti modela. Do problemov prihaja, ko ºelimo med
seboj primerjati dva modela z razli£nim ²tevilom napovednih spremenljivk, saj tako
R2 kot tudi SSE nista veljavni oceni natan£nosti. Ostane ²e R2Adj, ki sicer upo²teva
²tevilo napovednih spremenljivk, vendar se samo na podlagi vrednosti R2Adj pona-
vadi ne odlo£amo za izbiro med razli£nimi modeli. Spoznali bomo ²e nekaj razli£nih
ocen natan£nosti modela. Tako se bomo laºje odlo£ili, kateri model izbrati. Najprej
si bomo ogledali ti. PRESS statistiko, ki je poseben primer pre£nega preverjanja,
o katerem bomo govorili malo kasneje.
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Deﬁnicija 5.1. PRESS popravek je deﬁniran kot ϵ(i) = yi − yˆ(i), kjer je yˆ(i)
napovedana vrednost za i-to opazovanje na podlagi modela, pri dolo£evanju katerega
i-to opazovanje ni bilo vklju£eno. PRESS statistika je tako deﬁnirana kot, [6]:
PRESS =
n∑
i=1
ϵ(i).
Iz deﬁnicije je videti, kot da moramo za vsak u£ni primer zgraditi model, ki tega
primera ne vsebuje. Vendar se izkaºe, da je dovolj le enkrat izra£unati model na
celotnih podatkih, da dobimo vrednost PRESS statistike.
Trditev 5.2. PRESS popravek lahko izra£unamo na naslednji na£in:
ϵ(i) =
ϵi
1− hii ,
kjer je hii i-ti diagonalni element matrike H = X(X
ᵀX)−1Xᵀ.
Dokaz. Dokaz bralec lahko najde v [6]. 
PRESS satistika nam predvsem pove, kako dobro se model obna²a na novih po-
datkih, pri £emer ²tevilo napovednih spremenljivk ne vpliva bistveno na vrednost te
statistike. PRESS popravki so dobro orodje za odkrivanje podatkov, ki so bistveno
odmaknjeni od ostalih, torej ti. outliers" ali grobi pogre²ki. Sedaj bomo deﬁnirali
²e dva kriterija, ki temeljita na informacijski teoriji.
Deﬁnicija 5.3. Akaike informacijski kriterij ali AIC je deﬁniran kot, [1]:
AIC = 2k − 2 log(L),
kjer je L funkcija verjetja in k ²tevilo napovednih spremenljivk, vklju£enih v modelu.
Deﬁnicija 5.4. Bayesov informacijski kriterij ali BIC je deﬁniran kot, [12]:
BIC = log(n)k − 2 log(L).
Oba kriterija poizku²ata oceniti, koliko informacij se je izgubilo, ko smo nek proces
ocenili z nekim statisti£nim modelom, v na²em primeru z linearnim modelom. Zato
nam manj²e vrednosti kriterijev nakazujejo bolj²e modele. Vrednosti obeh kriterijev
nista omejeni, zato nam sama vrednost kriterija ni£ ne pove. Uporabljamo jo lahko
le, ko se odlo£amo med ve£ razli£nimi modeli. V tem primeru se odlo£imo za model,
ki ima najniºjo vrednost kriterija. Oglejmo si sedaj, kako izra£unamo vrednosti obeh
kriterijev v primeru linearnega modela. Spomnimo se metode najve£jega verjetja
in razultatov, ki smo jih dobili. Ker v obeh kriterijih nastopa logaritem funkcije
verjetja, bomo izra£unali to vrednost:
log(L) = l = −n
2
(
log(2πσˆ2)
)− ϵˆᵀϵˆ
2σˆ2
= −n
2
log(2π)− n
2
log
(
ϵˆᵀϵˆ
n
)
− n
2
= −n
2
log
(
SSE
n
)
− n
2
(log(2π) + 1)
= −n
2
(log(SSe)− log(n))− n
2
(log(2π) + 1)
= −n
2
log(SSE) + C,
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kjer C predstavlja neko konstanto, katere vrednost je odvisna le od ²tevila u£nih
primerov. Vrednost konstante nas ne zanima, saj bomo v u£ni mnoºici vedno imeli
enako ²tevilo primerov, za primerjavo med modeli pa potrebujemo le razliko vre-
dnosti kriterija. Tako lahko zapi²emo formuli za oba kriterija:
AIC = 2k + n log(SSE),
BIC = log(n)k + n log(SSE).
Opomba 5.5. Opazimo, da za izra£un obeh kriterijev potrebujemo le vsoto kvadra-
tov popravkov SSE modela, tako kot pri vseh merah natan£nosti, ki smo jih omenili.
Izkaºe se celo, da je kriterij AIC asimptoti£no ekvivalenten PRESS statistiki.
Sedaj smo spoznali kar nekaj vrednosti, ki jih pridobimo iz nau£enega modela.
Vendar pa so vse te vrednosti odvisne od podatkov, ki jih imamo na voljo. Tako
dobimo za vsako mero natan£nosti le po eno vrednost, nimamo pa nobene informa-
cije, kak²no vrednost bi dobili pri malo druga£nih podatkih. Predstavljamo si, da
imamo dve u£ni mnoºici, ki jih predstavimo z dvema matrikama X1, X2 in dvema
vektorjema Y1, Y2, pri £emer imata obe matrike enako ²tevilo stolpcev, ki pred-
stavljajo napovedne spremenljivke. Za m = 1, 2 nau£imo model z istim naborom
spremenljivk, vendar z drugim vzorcem podatkov. Za oba modela dobimo razli£ne
vrednosti R2m, R
2
Adj,m, PRESSm, AICm in BICm. Na ta na£in vse te vrednosti po-
stanejo funkcija podatkov. Ker pa podatki predstavljajo naklju£no izbran vzorec iz
celotne populacije, postanejo te vrednosti slu£ajne spremenljivke. Da bi se na pod-
lagi teh vrednosti lahko odlo£ili med dvema razli£nima modeloma, bi potrebovali
porazdelitve, katerim te vrednosti pripadajo. To£nih porazdelitev teh spremenljivk
pa ponavadi ne poznamo, zato bomo v ta namen spoznali dve metodi, s katerima
lahko ocenimo porazdelitev teh spremenljivk.
5.1. Pre£no preverjanje. Pre£no preverjanje je metoda, ki ocenjuje, kako se stati-
sti£ne lastnosti modela obnesejo na neki neodvisni mnoºici podatkov. Glavni namen
pre£nega preverjanja je ocena, kako dobro se bo napovedni model obnesel v pra-
ksi, tj. na podatkih, ki niso bili uporabljeni za u£enje modela. Obstaja ve£ na£inov
pre£nega preverjanja, njihova glavna ideja pa je razdelitev podatkov na u£no in
testno mnoºico. Koeﬁciente modela ocenimo na u£ni mnoºici, natan£nost pa nato
napovemo na podlagi napovedi iz testne mnoºice. V primeru linearne regresije bi
koeﬁciente βˆ izra£unali na u£ni mnoºici, vsoto kvadratov popravkov SSE pa bi iz-
ra£unali na testni mnoºici. Na£inov, kako mnoºico podatkov razdeliti na u£no in
testno mnoºico, je veliko, zato bomo omenili le dva na£ina:
• LOOCV (angl. "Leave-one-out cross-validation") za testno mnoºico vzame
le po en element, vendar to stori za vsak element. Tako iz za£etne mnoºice
z n elementi pridobimo n razli£nih testnih mnoºic in n pripadajo£ih u£nih
mnoºic. Ta primer smo ºe spoznali pri ra£unanju PRESS statistike.
• k-kratno pre£no preverjanje naklju£no razdeli mnoºico podatkov na k
razli£nih podmnoºic. Samo eno izmed k podmnoºic nato razglasimo kot te-
stno mnoºico, med tem ko unija ostalih postane u£na mnoºica. Na u£ni
mnoºici pridobimo koeﬁciente modela, vrednost natan£nosti pa izra£unamo
na testni mnoºici. Ta postopek ponovimo k-krat, kjer se vsaka izmed k
podmnoºic natanko enkrat pojavi kot testna mnoºica. Ta na£in pre£nega
preverjanja je med najbolj uporabljenimi, saj ra£unsko ni preve£ zahteven,
med drugim pa je vsak podatek natanko enkrat uporabljen kot testni poda-
tek, model pa za u£enje tudi uporabi vse podatke.
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Na podlagi k-kratnega pre£nega preverjanja bi tako za vsako od mer natan£nosti, ki
smo jih spoznali, dobili k razli£nih vrednosti. eprav prave porazdelitve teh spre-
menljivk ne poznamo, se za dobro aproksimacijo najve£krat izkaºe kar normalna
porazdelitev. Na podlagi tega bi lahko iz k vrednosti, dobljenih iz pre£nega pre-
verjanja, izra£unali povpre£je in tudi varianco vsake od mer natan£nosti modela.
Tako se laºje odlo£imo za izbiro modela. Predvsem, £e je na² cilj dolo£iti £im bolj²i
napovedni model, ponavadi izberemo tistega, ki je dovolj natan£en in ima ocena
napake £im manj²o varianco.
5.2. Metoda ponovnega vzor£enja. Ideja metode ponovnega vzor£enja je po-
dobna ideji pre£nega preverjanja, torej oceniti kako se bo model obnesel na neod-
visnih podatkih. Prav tako podatke razdelimo v testno in u£no mnoºico ter model
nau£imo na u£ni mnoºici, napako pa ocenimo na testni mnoºici. Od pre£nega pre-
verjanja se razlikuje v izbiri testne in u£ne mnoºice. Iz za£etne mnoºice velikosti n
naklju£no izberemo n elementov z vra£anjem ter te elemente proglasimo za u£no
mnoºico. Zaradi vra£anja elementov lahko izvle£emo en element tudi ve£krat. e
se to zgodi, ta element preprosto vrnemo v za£etno mnoºico, saj se ºe nahaja v u£ni
mnoºici. Zaradi naklju£nosti bo vedno ostalo nekaj elementov, ki jih nismo izbrali.
Te elemente razglasimo za testno mnoºico. Oglejmo si, kak²na je verjetnost, da
pri izbiri u£ne mnoºice ne izberemo i-tega elementa Pi
Pi =
(
1− 1
n
)n
.
Opazimo, da je Pi neodvisna od i in pribliºno enaka Pi ≈ e−1 ≈ 0.3679. To pomeni,
da bomo v u£ni mnoºici imeli pribliºno 67% elementov, v testni pa 33%. Ta postopek
ponovimo k-krat in ponovno dobimo k razli£nih vrednosti za vsako mero napake.
Kot pri pre£nem preverjanju izra£unamo povpre£je in varianco zgornjih vrednosti.
Ponovno vzor£enje je podobno pre£nemu preverjanju, vendar pa med metodama
obstajajo razlike. Pri ponovnem vzor£enju nimamo nobenega zagotovila, da bomo
model nau£ili na vseh podatkih, niti nimamo zagotovila, da bomo model testirali
na vseh podatkih, za razliko od pre£nega preverjanja, kjer to drºi. Zaradi tega velja
dejstvo, da ima ponovno vzor£enje navadno ve£ji predsodek v smislu, da napoveduje
bolj pesimisti£ne ocene. Na drugi strani pa ponovno vzor£enje bolje simulira izbiro
naklju£nega vzorca in testiranje na neodvisni mnoºici podatkov, zato ima ponovno
vzor£enje navadno manj²o varianco kot pre£no preverjanje. Druga velika razlika
pa je ra£unska zahtevnost. Ponovno vzor£enje je v odvisnosti od velikosti mnoºice
podatkov n ra£unsko precej bolj zahtevno kot pre£no preverjanje. To je glavni
razlog (op.: ki pa dandanes ob moºnosti paralelnega ra£unanja na zmogljivih HPC
sistemih ne predstavlja ve£ omejitve za analizo in implementacijo nekega modela),
da se pri ve£ji koli£ini podatkov ponavadi uporablja pre£no preverjanje, kjer se prav
zaradi velikega ²tevila podatkov tudi zniºa varianca ocen napak, ki jih dobimo preko
pre£nega preverjanja.
5.3. Izbira napovednih spremenljivk. Spoznali smo ve£ razli£nih mer za napako
modela, prav tako pa smo izpeljali dva postopka, preko katerih dobimo dobre ocene
za napake modelov na neodvisni mnoºici podatkov. Sedaj pridemo do naloge, kjer
moramo izbrati napovedne spremenljivke, ki jih bomo vklju£ili v kon£ni model. V
ta namen bomo morali izra£unati ve£ razli£nih modelov, ki bodo vklju£evali razli£ne
napovedne spremenljivke.
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5.3.1. Vse moºne kombinacije. Pri tem postopku, izra£unamo model in oceno na-
pake za vse moºne kombinacije napovednih spremenljivk. Torej, £e imamo k na-
povednih spremenljivk skupaj s konstantnim £lenom, potem imamo 2k−1 razli£nih
izbir za napovedne spremenljivke, v katerih je vedno vklju£en konstantni £len. S
tem postopkom lahko dolo£imo najbolj²o podmnoºico napovednih spremenljivk na
podlagi ocen napak, ki jih izra£unamo za vsako moºno podmnoºico. Problem pri
tem postopku je ra£unska zahtevnost, saj moramo model nau£iti na vseh moºnih
podmnoºicah. asovno zahtevnost ocenimo kot:
O(vse moºne kombinacije) = O(k2n2k−1).
Obstajajo algoritmi, ki v dostojnem £asu izra£unajo najbolj²o podmnoºico za vre-
dnosti k ≈ 40. Zato ta postopek ponavadi zamenjamo z nekim drugim iterativnim
postopkom, kjer v model postopoma dodajamo ali odvzemamo napovedne spremen-
ljivke. Ti postopki delujejo na podlagi poºre²ne metode, saj na dolo£enem koraku
dodamo ali odvzamemo najve£ eno spremenljivko iz modela.
5.3.2. Izbira naprej. Pri izbiri naprej za£nemo s praznim modelom, ki vsebuje
le konstantni £len. Nato iterativno dodajamo spremenljivke na podlagi razli£nih
testov:
• Na vsakem koraku dodamo tisto spremenljivko, ki statisti£no najbolj vpliva
na model. Torej v model vklju£imo vsako od ²e preostalih napovednih spre-
menljivk ter izra£unamo t0 vrednost za vsako od teh spremenljivk. V model
tako vklju£imo tisto spremenljivko, ki ima najvi²jo vrednost t0. Da se iz-
ognemo vklju£itvi vseh spremenljivk, ponavadi deﬁniramo vrednost tmin in
nato v model dodamo le tisto spremenljivko, za katero velja t0 > tmin.
• Na vsakem koraku nau£imo ve£ modelov, v katere posamezno vklju£imo po
eno napovedno spremenljivko, ki ²e ni vklju£ena. Nato za vsakega izmed
modelov izra£unamo oceno napake in v model vklju£imo tisto napovedno
spremenljivko, ki najbolj zmanj²a napovedno napako. Podobno tudi tu lahko
deﬁniramo neko minimalno spremembo napake ∆Errmin in v model vklju-
£imo samo tiste spremenljivke, ki napako izbolj²ajo vsaj za to vrednost.
Pogoj, s pomo£jo katerega se odlo£imo za vklju£itev posamezne spremenljivke, je
seveda lahko precej razli£en in odvisen tudi od samega cilja analize. V splo²nem, £e
za razli£ne pogoje dobimo model z enakimi napovednimi spremenljivkami, sklepamo,
da je ta model ustrezen.
5.3.3. Izbira nazaj. Za razliko od izbire naprej, kjer za£nemo z praznim modelom,
pri izbiri nazaj za£nemo s polnim modelom in nato postopoma odstranjujemo
spremenljivke, ki ne zado²£ajo pogojem. Prav tako kot pri izbiri nazaj se tudi tukaj
lahko odlo£amo na podlagi t0 vrednosti posameznega koeﬁcienta. Dolo£imo si mejo
tmax in nato na vsakem koraku odstranimo tisto spremenljivko, katere vrednost t0
je najmanj²a in zado²£a t0 < tmax. Prav tako seveda lahko uporabimo tudi drugo
mero za odlo£itev o vklju£itvi dolo£ene napovedne spremenljivke.
5.3.4. Izbira naprej-nazaj. Ta postopek je kombinacija zgornjih dveh. Na dolo£eni
iteraciji dodamo novo napovedno spremenljivko v model in nato ponovno izra£u-
namo t0 vrednosti za vse ostale spremenljivke. Ker smo v model dodali novo spre-
menljivko, smo s tem lahko povzro£ili tudi spremembo t0 vrednosti ºe vklju£enih
spremenljivk. Za£nemo tako kot pri izbiri naprej - s praznim modelom in nato posto-
poma dodajamo nove spremenljivke, le da na vsakem koraku preverimo statisti£no
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zna£ilnost vseh vklju£enih napovednih spremenljivk in po potrebi odstranimo tiste,
ki statisti£no niso dovolj zna£ilne. Za ta postopek tako potrebujemo dve mejni vre-
dnosti, tmin in tmax. Navadno te vrednosti izberemo tako, da velja tmax < tmin. S tem
poskrbimo, da teºje dodamo novo spremenljivko v model, kot pa da jo odstranimo.
Primer 5.6. Spoznane metode izbire napovednih spremenljivk bomo testirali na
na²ih podatkih. Pri£eli bomo z izbiro najbolj²e podmnoºice za izbrano ²tevilo vklju-
£enih spremenljivk. Iz Tabele 5 lahko razberemo, katere spremenljivke so vklju£ene
p \s β1 β2 β3 β4 β5 β6 β7 β8 β9 β10 β11
1 0 1 0 0 0 0 0 0 0 0 0
2 0 1 0 0 0 0 1 0 0 0 0
3 0 1 0 0 0 0 1 0 0 0 1
4 0 1 0 0 0 0 1 0 0 1 1
5 0 1 0 0 1 1 1 0 0 0 1
6 0 1 0 0 1 1 1 0 0 1 1
7 0 1 0 1 1 1 1 0 0 1 1
8 0 1 0 1 1 1 1 1 0 1 1
9 1 0 1 1 1 1 1 1 0 1 1
10 1 0 1 1 1 1 1 1 1 1 1
11 1 1 1 1 1 1 1 1 1 1 1
Tabela 5. Tabela najbolj²ih podmnoºic za vsako velikost podmno-
ºice, dobljenih z R-algoritmom branch and bound. tevilo 1 pomeni
vklju£itev v model.
v najbolj²i model za vse velikosti podmnoºic napovednih spremenljivk. Zato je
bil uporabljen algoritem branch and bound oziroma razveji in omeji, ki je na
voljo v programskem jeziku R. V naslednjih graﬁh so prikazane vrednosti posame-
znih kriterijev oz. mej natan£nosti za vsako izmed najbolj²ih podmnoºic napovednih
spremenljivk.
Na Sliki 11 vidimo, da vrednost R2 vseskozi nara²£a, vrednost R2Adj pa preneha
nara²£ati pri ²tevilu spremenljivk 6 − 7. Na osnovi mere R2Adj bi izbrali model z 6
ali 7 napovednimi spremenljivkami.
Slika 11. Primerjava R2 in R2Adj na najbolj²ih podmnoºicah
Pri kriterijih AIC in BIC nas zanimajo najniºje vrednosti. Kot vidimo na Sliki
12, kriterij BIC mo£neje kaznuje dodajanje novih spremenljivk v model, zato bi za
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najbolj²i model po BIC-kriteriju vzeli model s tremi spremenljivkami. Kriterij AIC
pa vrne zelo podoben rezultat kot R2Adj.
Slika 12. Primerjava AIC in BIC kriterija na najbolj²ih podmnoºicah
Vrednosti PRESS statistike prav tako nakazujejo, da je najbolj²i tisti model, ki
ima 6 napovednih spremenljivk, Slika 13. eprav kriteriji nakazujejo, da najbolj²i
Slika 13. Vrednosti PRESS statistike na najbolj²ih podmnoºicah
model vsebuje 6 oz. 7 napovednih spremenljivk bi lahko za zelo dober model vzeli
tudi model z tremi napovednimi spremenljivkami. To je ravno model, kjer je za-
stopana po ena napovedna spremenljivka iz vsake komponente modela. Z enakim
postopkom bi lahko izbrali najbolj²i model s pomo£jo izbire naprej, izbire nazaj ali
izbire naprej-nazaj. e zgornje algoritme implementiramo tako, da ne podajamo
kriti£nih vrednosti tmin, tmax, dobimo za vsako velikost podmnoºice en nabor na-
povednih spremenljivk. Na tak na£in bi dobili podobno tabelo, kot pri vseh moºnih
kombinacijah. Vendar pa ni nujno, da bi tabeli bili enaki saj izbira naprej ne kon-
vergira vedno proti najbol²i podmnoºici. To je posledica poºre²ne metode, ki je
uporabljena v teh algoritmih.
Poglejmo si ²e rezultate, ko za vsako od najbolj²ih podmnoºic uporabimo pre£no
preverjanje ali ponovno vzor£enje. Tako bomo za vsako od teh podmnoºic dobili
ve£ razli£nih vrednosti za na²e kriterije. Pri iskanju dobrega napovednega modela je
to skorajda obvezen postopek, saj moramo imeti neko oceno, kako se bo na² model
obna²al na neodvisnih podatkih. Prvi graf, Slika 14, prikazuje pre£no preverjanje za
najbolj²o podmnoºico vsake velikosti. Za rezultat smo dobili podoben odgovor kakor
pri prej²njih kriterijih. Napaka, ki je v tem primeru kar SSE, je najmanj²a nekje
pri velikosti podmnoºice 7. Prav tako je tam standardni odklon napake, ki ga lahko
pri£akujemo na novih podatkih, najmanj²i. Na grafu se lepo vidi podprileganje v
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primeru, ko je velikost podmnoºice enaka 2 in 3. Tam sta ve£ja tako napaka kot
tudi standardni odklon. Prav tako opaºamo preprileganje pri velikih podmnoºicah
velikosti 10 in 11.
Slika 14. Pre£no preverjanje na najbolj²ih podmnoºicah
Pri ponovnem vzor£enju dobimo podobne rezultate. Najbolj optimalen model je
videti pri velikosti podmnoºic 6 in 7, Slika 15. Enako kot pri pre£nem preverjanju
opazimo preprileganje ter podprileganje. Opazimo pa, da so razlike med standar-
dnimi odkloni napak manj²e kot pri pre£nem preverjanju, kar na£eloma tudi drºi.
Slika 15. Ponovno vzor£enje na najbolj²ih podmnoºicah
Na koncu tega primera si kot najbolj optimalen model izberemo model, kjer je
²tevilo napovednih spremenljivk enako 7. Katere so te spremenljivke, razberemo iz
tabele najbolj²ih podmnoºic, Tabela 5. ♦
5.4. Napovedovanje novih vrednosti. V tem razdelku bomo povzeli rezultate,
ki smo jih dobili na podlagi zgornjih statisti£nih testov. Za optimalni model smo
izbrali model s 7 napovednimi spremenljivkami. Zapi²emo ga kot
yopt = β0 + β2h
2
i + β4h
4
i + β5ti + β6e
ti + β7e
−ti + β10 sin(2ωlti) + β11 cos(2ωlti).
Oglejmo si sedaj, kako dobro optimalni model napoveduje nove vrednosti. V ta
namen bomo nek del podatkov uporabili za u£enje modela, nove vrednosti pa bomo
napovedovalni na preostalih podatkih, kjer bomo opazovali predvsem odstopanja od
merjenih vrednosti. Najprej si oglejmo primer, ko model nau£imo na podatkih za 13
let ter si tako pustimo eno leto podatkov za testiranje napovedi. Na sliki 16 rde£a
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Slika 16. Napovedovanje novih vrednosti za 1 leto.
£rta prikazuje mejo 13 let podatkov, kateri so bili uporabljeni za u£enje modela.
rne to£ke prikazujejo napovedane vrednosti medtem ko modre to£ke predstavljajo
merjene vrednosti. Rde£a obmo£ja so intervali zaupanja. Opazimo, da model do-
bro opi²e podatke za naslednje leto saj vizualno ne opazimo ve£jih odstopanj, vse
napovedane vrednosti pa leºijo v intervalu zaupanja. Seveda pa moramo biti pri
napovedovanju novih vrednosti zelo pazljivi. Bolj ko napovedujemo v prihodnost",
ve£ja odstopanja od dejanskih vrednosti lahko pri£akujemo. To je razvidno na nasle-
dnji skupini grafov, kjer postopoma napovedujemo za ve£ let naprej. Na sliki 17 je
Slika 17. Napovedovanje novih vrednosti za razli£na £asovna obdobja
razvidno, da se napaka napovedi pove£uje bolj ko poizku²amo napovedati prihodnje
vrednosti.
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6. Veljavnost linearnega modela
Tekom diplomske naloge smo o samih podatkih predpostavili dolo£ene predpo-
stavke, ki so postavljale omejitve predvsem na vektor napak ϵ. Zapi²imo ²e enkrat
predpostavke, ki se nana²ajo na vektor napak:
(1) E(ϵi) = 0 za i = 1, 2, . . . , n
(2) Var(ϵi) = σ2 <∞ za i = 1, 2, . . . , n
(3) Cov(ϵi, ϵj) = 0 za vse i ̸= j.
Skorajda celotna teorija linearne regresije temelji na teh predpostavkah, vendar se
do sedaj nikoli nismo vpra²ali, £e so predpostavke slu£ajno neveljavne. Tako je po-
navadi tudi v praksi, saj najprej dolo£imo dober model in opravimo vse potrebne sta-
tisti£ne teste, nato pa se za£nemo spra²evati o tem, ali morebiti katere predpostavke
niso izpolnjene. Spoznali bomo nekaj na£inov, s katerimi lahko preverimo, kako
dobro na² model zado²£a predpostavkam. V realnosti ne bomo nikoli popolnoma
zado²£ali predpostavkam, vendar majhni odmiki od normalnosti ²e ne nakazujejo,
da model ni veljaven. Bolj zaskrbljajo£i so veliki odmiki od normalnosti. Smiselno
je analizirati popravke, saj predpostavke govorijo to£no o njih. Pred analizo lahko
popravke ²e nekoliko transformiramo, saj nam transformirani popravki hitreje raz-
krijejo nepravilnosti v modelu. Na osnovi pribliºne ocene variance popravkov, σˆ2,
lahko deﬁniramo normalizirane popravke kot:
di =
ϵˆi√
σˆ2
, i = 1, 2, . . . , n.
Pri£akovana vrednost normaliziranih popravkov je enaka 0, njihova varianca pa pri-
bliºno enaka 1. Tako nam velike vrednosti di nakazujejo na potencialno vplivno
to£ko ali grobe pogre²ke.
Na podlagi variance i-tega popravka, V ar(ϵˆi) = σ2(1− hii), lahko zapi²emo Stu-
dentizirane popravke kot:
ri =
ϵˆi√
σˆ2(1− hii)
.
Za veliko mnoºico podatkov se vrednosti normaliziranih in Studentiziranih poprav-
kov ne razlikujejo veliko, saj se varianca popravkov bolj uskladi pri velikih vzorcih.
V splo²nem pa je zelo priporo£ljivo opraviti analizo Studentiziranih popravkov, saj
nam velike vrednosti nakazujejo potencialno vplivne to£ke. Izkaºe se, da imajo
to£ke, ki so bolj odmaknjene od centra podatkov (npr. povpre£je v enodimenzional-
nem primeru), ve£ji vpliv na model in posledi£no manj²e popravke. Spomnimo se
transformacije popravkov, ki smo jo ºe spoznali, in sicer PRESS popravkov. Tako
je i-ti PRESS popravek dobljen iz modela, kjer za oceno koeﬁcientov ni uporabljen
i-ti primer. Izra£unamo ga z naslednjo formulo:
ϵˆ(i) =
ϵˆi
1− hii , i = 1, 2, . . . , n.
Iz ena£be vidimo, da bodo popravki, kjer bo vrednost hii velika, torej blizu 1, imeli
velike vrednosti PRESS popravka. Te to£ke imajo na£eloma velik vpliv na model.
Velika razlika med vrednostjo PRESS popravka in navadnim popravkom nakazuje
to£ko, kjer model dobro opi²e podatke v okolici te to£ke, vendar model brez te to£ke
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slabo. Izra£unajmo sedaj ²e varianco PRESS popravka:
V ar
[
ϵˆ(i)
]
= V ar
[
ϵˆi
1− hii
]
=
1
(1− hii)2
[
σ2(1− hii)
]
=
σ2
1− hii .
PRESS popravek nato standardiziramo in dobimo:
(4)
ϵˆi√
σ2(1− hii)
.
e uporabimo σˆ2 kot oceno σ2, dobimo Studentizirani popravek ri, ki smo ga deﬁni-
rali malo prej. Vrednost ri je velikokrat uporabna pri odkrivanju grobih pogre²kov,
vendar na podlagi zgornje variance ne moremo uporabiti T -testa za odkrivanje gro-
bih pogre²kov, saj ocena σˆ2 ni neodvisna od ϵˆi, saj smo σˆ2 izra£unali na podlagi
modela, nau£enega na vseh primerih. Tako skaliranje popravkov imenujemo no-
tranje skaliranje. Po drugi strani lahko izra£unamo oceno S2(i) za σ
2 na podlagi
modela, v katerega ni vklju£ena i-ta meritev in za to nam ni potrebno ²e enkrat
nau£iti celotnega modela, saj je (izpeljavo najdemo v [6])
S2(i) =
(n− k)σˆ2 − ϵˆI/(1− hii)
n− k − 1 .
e sedaj v ena£bo 4 namesto σ2 uporabimo S2(i), dobimo ti. zunanje skalirani
Studentizirani popravek ali R-Studentizirani popravek:
ti =
ϵˆi√
S2(i)(1− hii)
∼ tn−k−1.
Porazdelitev ti torej poznamo in na podlagi tega lahko opravimo formalni statisti£ni
test za odkrivanje grobih pogre²kov. Spoznali smo torej postopek, s katerim lahko
zaznamo moºne vplivne to£ke in grobe pogre²ke v na²ih podatkih. Kako ravnati,
ko enkrat odkrijemo teºavo take vrste, je odvisno od vrste analize, ki jo izvajamo.
Morda je potrebno ponovno pridobiti podatke ali pa ponovno izvesti eksperiment.
Prav tako pa so grobi pogre²ki lahko posledica vklju£itve premalo napovednih spre-
menljivk. Vsekakor moramo biti pozorni na velike vrednosti R-Studentiziranih po-
pravkov. Poleg analiziranja samih vrednosti popravkov so nam velikokrat v pomo£
tudi graﬁ popravkov. Za test normalnosti popravke ponavadi nari²emo na ti. Q-Q
graf, kjer kvantile popravkov, dobljenih iz podatkov, primerjamo s kvantili nor-
malne porazdelitve. Podatki, ki bi popolnoma zado²£ali predpostavki o normalno-
sti, bi tako leºali na ravni £rti, vsakr²ni odmiki pa nakazuje odmike od normalne
porazdelitve. Poleg graﬁ£nih testov normalnosti obstaja ²e veliko empiri£nih testov,
ki nakazujejo odmike od normalne porazdelitve.
Primer 6.1. Ogledali si bomo nekaj razli£nih grafov popravkov optimalnega mo-
dela, izbranega v prej²njem primeru. Prvi graf, Slika 18, prikazuje Studentizirane -
notranje skalirane - popravke s 95% odlo£itveno mejo.
Graf na Sliki 19 prikazuje R-Studentizirane - zunanje skalirane - popravke.
Razlik med zgornjima grafoma niti ne opazimo. Tako bi lahko oba grafa uporabili
za iskanje grobih pogre²kov. Motijo nas predvsem vrednosti, ki presegajo rde£o £rto.
39
Slika 18. Studentizirani popravki
Slika 19. R-Studentizirani popravki
Rde£a £rta predstavlja odlo£itveno mejo, ki nakazuje na moºne grobe prekr²ke. Kot
smo spoznali, Studentizirani popravki pripadajo t-porazdelitvi, zato je rde£a £rta
na slikah 18, 19, 20 izra£unana kot t95, kvantil t-porazdelitve. Naslednji graf po-
pravkov, Slika 20, prikazuje odvisnost R-Studentiziranih popravkov od relativnega
odmika jezu, torej na²e ciljne spremenljivke. Graf izkazuje enakomerno porazde-
litev popravkov glede na relativen odmik, kar nakazuje, da model dobro opisuje
tako dolgoro£ne deformacije kot periodi£ne premike, z manj²imi posami£nimi od-
stopanji. Prikazani so zunanje skalirani popravki, s katerimi lahko odkrivamo tudi
vplivne to£ke. Pri linearni regresiji vplivne to£ke ponavadi leºijo stran od centra
podatkov, zato nam lahko velike vrednosti R-Studentiziranih popravkov nakazujejo
obstoj vplivne to£ke.
Naslednji graf, Slika 21, je ti. Q-Q graf, ki prikazuje, kako dobro se popravki
ujemajo z normalno porazdelitvijo. Opazimo, da je prileganje dobro in ni ve£jih
odmikov.
Podobno vlogo kot Q-Q graf ima histogram. Opazimo, da prileganje ni £isto
popolno, vendar je ²e vedno dovolj dobro, Slika 22. Isti rezultat dobimo tudi z
Shapiro-Wilksovim testom normalne porazdelitve, zato lahko zaklju£imo, da po-
pravki zado²£ajo predpostavki o normalnosti. ♦
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Slika 20. R-Studentizirani popravki v odvisnosti od relativnega odmika
Slika 21. Q-Q graf
Slika 22. Histogram popravkov
7. Komentar rezultatov
V diplomski nalogi smo predstavili teoreti£ne osnove ve£razseºne linearne regre-
sijske analize in jih uporabili pri dolo£itvi optimalnega hydrostatic-season-time mo-
dela. Za dolo£itev koeﬁcientov modela smo uporabili dve razli£ni metodi - metodo
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najmanj²ih kvadratov in metodo najve£jega verjetja, ki zaradi majhnega ²tevila ko-
eﬁcientov glede na ²tevilo meritev podajata zelo podobne razultate. Na podlagi
statisti£nih lastnosti smo opravili vrsto razli£nih testov, s katerimi lahko ugota-
vljamo vpliv posameznih napovednih spremenljivk ali skupine spremenljivk na za-
nesljivost modela. Postopek izbire statisti£no najbolj vplivnih spremeljivk je lahko
precej zahteven; ²e posebej v primerih, ko imamo v modelu ve£je ²tevilo vplivnih
koli£in oz. regresijskih spremenljivk, ki opisujejo vplivne koli£ine neposredno preko
modeliranja meritev (npr. vpliv vodostaja v HST-modelu) ali zgolj posredno (npr.
vpliv temperature v HST-modelu). Pri tem lahko kot primer navedemo statistiko
R2, determinacijski koeﬁcient, ki se ve£a z dodajanje spremenljivk in tako izkazuje
ve£jo natan£nost modela, po drugi strani pa lahko model z vrednostjo R2 blizu 1
pomeni prekompleksen model in model, ki ni robusten na grobe pogre²ke v opazo-
vanjih. Zato je pri izbiri vplivnih spremenljivk in optimalnega modela najbolje ali
celo nujno opraviti ve£ razli£nih postopkov izbire spremenljivk in statisti£nih testov.
V diplomski smo opisali postopek izbire naprej, izbire nazaj in izbire naprej-nazaj.
Na primeru smo tudi izra£unali vse moºne kombinacije spremenljivk in sicer z al-
goritmom branch and bound, implementiranim v programskem jeziku R oziroma v
njegovi knjiºnjici leaps. Vsi postopki so zamudni, saj so spremenljivke medsebojno
odvisne, kar pomeni, da se njihove statisti£ne vrednosti lahko bistveno spremenijo
z izklju£itvijo ali vklju£itvijo ene od spremenljivk. V kolikor ºelimo isto£asno med
seboj primerjati vse kombinacije modelov, je zelo uporabna metoda sortiranja mo-
delov na podlagi AIC in BIC vrednosti, pri £emer BIC kriterij mo£neje kaznuje
dodajanje spremenljivk. Pri teh dveh postopkih lahko zelo hitro vidimo trend vklju-
£evanja posameznih spremenljivk v najbolj²ih modelih. Kadar ºelimo preveriti, kako
se statisti£ne lastnosti modela obnesejo na neki neodvisni mnoºici podatkov, lahko
izvedemo metodo pre£nega preverjanja ali ponovnega vzor£enja.
Na podlagi izvedenih testov bi lahko zaklju£ili, da je v optimalnem HST-modelu
zagotovo zelo vpliven tretji £len £asovne komponente, kar lahko preverimo ºe vizu-
alno na £asovni vrsti simuliranih premikov. Namre£, nepovratne deformacije lahko
najbolje opi²emo z negativno eksponentno funkcijo. Za opis periodi£nega vpliva
temperature potrebujemo vsaj en £len temperaturne komponente. K zanesljivosti
modela bistveno pripomore ²e vsaj en £len vpliva vodostaja - kot je razvidno iz
rezultatov (Tabela 5) modeliranje vodostaja s polinomom druge stopnje.
Po postopku izbire vplivnih spremeljivk in optimalnega modela smo preverili ve-
ljavnost modela na osnovi preverjanja predpostavk in analize popravkov. Le-ti nam
sluºijo za odkrivanje grobo pogre²enih opazovanj ali velikih odstopanj od modela.
Interpretacija le-teh je naloga strokovnjaka, ki dobro pozna proces, ki ga modeli-
ramo.
Na osnovi izbranega optimalnega modela lahko izvedemo tudi obna²anje procesa
za prihodnost. Tukaj je potrebno biti pozoren, da vplivne koli£ine/meritve leºijo
znotraj intervalov, za katere smo dolo£ili sam model. V kolikor prihaja do velikih
odstopanj med napovedano in dejansko vrednostjo, nam to lahko nakazuje spre-
menjeno obna²anje procesa/objekta. Interpretacija odstopanj je ponovno naloga
strokovnjaka, ki dobro pozna proces, ki ga modeliramo. Sam model pa je potrebno
ponovno ovrednotiti z vklju£itvijo novih informacij-meritev.
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