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A general existence theory is presented for boundary value problems where our
nonlinearity may be singular in its dependent variable and may also change sign. In
addition from our theory, we give easily veriﬁable conditions to check existence in
practice. # 2002 Elsevier Science (USA)1. INTRODUCTION
This paper discusses the singular Dirichlet boundary value problem
y00 þ qðtÞf ðt; yÞ ¼ 0; 05t51;
yð0Þ ¼ 0 ¼ yð1Þ;
8<
: ð1:1Þ
where our nonlinearity f is allowed to change sign. In addition f may not
be a Carath!eodory function because of the singular behavior of the y
variable, i.e. f may be singular at y ¼ 0: Model examples are
f ðt; yÞ ¼ t1e1=y  ð1 tÞ1 and f ðt; yÞ ¼
gðtÞ
ys
 hðtÞ; s > 0
which correspond to Emden–Fowler equations; here gðtÞ > 0 for t 2 ð0; 1Þ
and hðtÞ may change sign. Problems of this type have been discussed
extensively in the literature; see [4–9] and the references therein. The results409
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AGARWAL AND O’REGAN410here are new and they complement and extend the results of Agarwal and
O’Regan [1, 2], and Habets and Zanolin [8]. Moreover easily veriﬁable
conditions are given (see Theorems 2.4 and 2.8) to check that (1.1) has a
solution y 2 C½0; 1	 with y > 0 on ð0; 1Þ: It is worth remarking here that we
could consider Sturm Liouville boundary data in (1.1); however, since the
arguments are essentially the same (in fact easier) we will restrict our
discussion to Dirichlet boundary data.
To conclude the Introduction, we state a general existence principle [3] for
the nonsingular Dirichlet boundary value problem
y00 þ gðt; yÞ ¼ 0; 05t51;
yð0Þ ¼ a; yð1Þ ¼ b:
8<
: ð1:2Þ
Theorem 1.1. Suppose the following conditions are satisfied:
the map y/gðt; yÞ is continuous for a:e: t 2 ½0; 1	 ð1:3Þ
the map t/gðt; yÞ is measurable for all y 2 R ð1:4Þ
and
there exists h 2 L1locð0; 1Þ with
R 1
0 tð1 tÞhðtÞ dt51
such that jgðt; yÞj4hðtÞ for a:e: t 2 ð0; 1Þ and y 2 R
(
ð1:5Þ
holds. Then (1.2) has a solution y 2 AC½0; 1	 (with y0 2 AClocð0; 1Þ).
2. EXISTENCE THEORY
In this section, we discuss the Dirichlet singular boundary value problem
y00 þ qðtÞf ðt; yÞ ¼ 0; 05t51;
yð0Þ ¼ yð1Þ ¼ 0;
(
ð2:1Þ
where our nonlinearity f may change sign. We ﬁrst present an upper and
lower solution result for Dirichlet singular problems. The idea involves
approximating (2.1) by a sequence of nonsingular problems each of which
has a lower solution a and a upper solution bn: Using the Schauder ﬁxed
point theorem, we establish the existence of a solution which lies between a
and bn for each approximating problem. The Arzela–Ascoli theorem will
then complete the proof. After the proof we discuss how to construct the
lower solution a: In particular, general criteria will be given which will
SINGULAR BOUNDARY VALUE PROBLEMS 411enable us to verify immediately whether a particular equation has a lower
solution a: This has the added advantage that we do not need to construct a
explicitly for each example. The construction of bn can be difﬁcult in
practice, so in this section we also present a particular upper solution type
result which will be useful from an application viewpoint. Examples will
then be given to illustrate our theory.
Theorem 2.1. Let n0 2 f3; 4; . . .g be fixed and suppose the following
conditions are satisfied:
f : ½0; 1	  ð0;1Þ ! R is continuous ð2:2Þ
let n 2 fn0; n0 þ 1; . . .g and associated with each n we
have a constant rn such that frng is a nonincreasing
sequence with limn!1 rn ¼ 0 and such that for
1




q 2 Cð0; 1Þ; q > 0 on ð0; 1Þ and
Z 1
0
xð1 xÞqðxÞ dx51; ð2:4Þ
there exists a function a 2 C½0; 1	 \ C2ð0; 1Þ with
að0Þ ¼ að1Þ ¼ 0; a > 0 on ð0; 1Þ such that for each
n 2 fn0; n0 þ 1; . . .g we have qðtÞf ðt; aðtÞÞ þ a00ðtÞ50
for t 2 ½1n; 1Þ and qðtÞf ð
1
n; aðtÞÞ þ a
00ðtÞ50





for each n 2 fn0; n0 þ 1; . . .g there exists a function
bn 2 C½0; 1	 \ C
2ð0; 1Þ with bnðtÞ5aðtÞ and bnðtÞ5rn
for t 2 ½0; 1	; and qðtÞf ðt;bnðtÞÞ þ b
00
nðtÞ40 for t 2 ½
1
n; 1Þ
with qðtÞf ð1n;bnðtÞÞ þ b
00
nðtÞ40 for t 2 ð0;
1
nÞ;
in addition; for each t 2 ½0; 1	; we have that
fbnðtÞg is a nonincreasing sequence and




Then (2.1) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ with yðtÞ5aðtÞ for t 2 ½0; 1	:
AGARWAL AND O’REGAN412Remark 2.1. Note (2.5) is what we mean by a lower solution to the
Dirichlet singular problem (2.1).
Proof. Without loss of generality assume rn04mint2½1=3;2=3	 aðtÞ: Fix n 2
fn0; n0 þ 1; . . .g: Let tn 2 ½0; 13	 and sn 2 ½
2
3
; 1	 be such that
aðtnÞ ¼ aðsnÞ ¼ rn and aðtÞ4rn for t 2 ½0; tn	 [ ½sn; 1	:
Deﬁne
anðtÞ ¼
rn if t 2 ½0; tn	 [ ½sn; 1	;
aðtÞ if t 2 ðtn; snÞ:
8<
:
Consider the boundary value problem
y00 þ qðtÞf$n ðt; yÞ ¼ 0; 05t51;




f$n ðt; yÞ ¼
f ð1n;bnðtÞÞ þ rðbnðtÞ  yÞ; y5bnðtÞ and 04t4
1
n;
f ðt;bnðtÞÞ þ rðbnðtÞ  yÞ; y5bnðtÞ and
1
n4t41;
f ð1n; yÞ; anðtÞ4y4bnðtÞ and 04t4
1
n;
f ðt; yÞ; anðtÞ4y4bnðtÞ and
1
n4t41;
f ðt; anðtÞÞ þ rðanðtÞ  yÞ; y4anðtÞ and 1n4t41;









juj; juj > 1:
8<
:
From Theorem 1.1 we know that ð2:7Þn has a solution yn 2 C½0; 1	 \ C2ð0; 1Þ:
We ﬁrst show
ynðtÞ5anðtÞ; t 2 ½0; 1	: ð2:8Þ
Suppose (2.8) is not true. Then yn  an has a negative absolute minimum at
t 2 ð0; 1Þ: Now since ynð0Þ  anð0Þ ¼ 0 ¼ ynð1Þ  anð1Þ there exists t0; t1 2
SINGULAR BOUNDARY VALUE PROBLEMS 413½0; 1	 with t 2 ðt1; t2Þ and
ynðt0Þ  anðt0Þ ¼ ynðt1Þ  anðt1Þ ¼ 0 and ynðtÞ  anðtÞ50; t 2 ðt0; t1Þ:
We now claim
ðyn  anÞ
00ðtÞ50 for a:e: t 2 ðt0; t1Þ: ð2:9Þ
If (2.9) is true then
ynðtÞ  anðtÞ ¼ 
Z t1
t0
Gðt; sÞ½y00n ðsÞ  a
00












ynðtÞ  anðtÞ > 0 for t 2 ðt0; t1Þ;
a contradiction. As a result if we show that (2.9) is true then (2.8) will follow.
To see (2.9) we will in fact prove more, i.e. we will prove
ðyn  anÞ
00ðtÞ50 for t 2 ðt0; t1Þ provided t=tn or t=sn:
Fix t 2 ðt0; t1Þ and assume t=tn or t=sn: Then ynðtÞ  anðtÞ50: Now either
(i) t5tn; (ii) t > sn; or (iii) tn5t5sn:


















qðtÞ½f ð1n;rnÞ þ rðrn  ynðtÞÞ	; 05t4
1
n;





from (2.3). Next suppose tn41n: Then t4
1
n so we have
ðyn  anÞ










AGARWAL AND O’REGAN414Case (ii): t > snð523Þ: Then
ðyn  anÞ
00ðtÞ ¼  ½qðtÞf$n ðt; ynðtÞÞ þ a
00
nðtÞ	
¼  ½qðtÞff ðt; anðtÞÞ þ rðanðtÞ  ynðtÞÞg þ a00nðtÞ	
¼  qðtÞ½f ðt;rnÞ þ rðrn  ynðtÞÞ	
5 0:
Case (iii) tn5t5sn: First suppose tn41n: Then
ðyn  anÞ
00ðtÞ ¼










½qðtÞff ð1n; aðtÞÞ þ rðaðtÞ  ynðtÞÞg þ a
00ðtÞ	 if tn5t41n;
½qðtÞff ðt; aðtÞÞ þ rðaðtÞ  ynðtÞÞg þ a00ðtÞ	 if 1n4t5sn;
(
5 0;
from (2.5). Next suppose tn51n: Then
ðyn  anÞ
00ðtÞ ¼  ½qðtÞff ðt; anðtÞÞ þ rðanðtÞ  ynðtÞÞg þ a00nðtÞ	
¼  ½qðtÞff ðt; aðtÞÞ þ rðaðtÞ  ynðtÞÞg þ a00ðtÞ	
5 0:
Consequently (2.9) (and so (2.8)) holds and now since aðtÞ4anðtÞ for
t 2 ½0; 1	 we have
aðtÞ4anðtÞ4ynðtÞ for t 2 ½0; 1	: ð2:10Þ
Next we show
ynðtÞ4bnðtÞ for t 2 ½0; 1	: ð2:11Þ
If (2.11) is not true then yn  bn would have a positive absolute maximum at
say t0 2 ð0; 1Þ; in which case ðyn  bnÞ
0ðt0Þ ¼ 0 and ðyn  bnÞ
00ðt0Þ40: There
are two cases to consider, namely t0 2 ½1n; 1Þ and t0 2 ð0;
1
nÞ:
Case (i): t0 2 ½1n; 1Þ: Then since ynðt0Þ > bnðt0Þ we have (using (2.6)) that
ðyn  bnÞ
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ðyn  bnÞ





þ rðbnðt0Þ  ynðt0ÞÞ

 
 b00nðt0Þ > 0;
a contradiction.
Thus (2.11) holds. In particular, ynðtÞ4bn0 ðtÞ for t 2 ½0; 1	 since fbnðtÞg is
nonincreasing for each t 2 ½0; 1	; so as a result we have
aðtÞ4ynðtÞ4bnðtÞ4bn0 ðtÞ for t 2 ½0; 1	: ð2:12Þ



















46 sup½0;1	 bn0 ðtÞ  Ln0 : Hence for t 2 ½
1
n0





















The Arzela–Ascoli theorem guarantees the existence of a subsequence Nn0 of
integers and a function zn0 2 C½
1
n0
; 1 1n0	 with yn converging uniformly to zn0
on ½ 1n0; 1
1
n0
	 as n !1 through Nn0 : Similarly,
fyng
1













with yn converging uniformly to zn0þ1 on ½
1
n0þ1
; 1 1n0þ1	 as n !1 through
Nn0þ1: Note zn0þ1 ¼ zn0 on ½
1
n0
; 1 1n0	 since Nn0þ1  Nn0 : Proceed inductively
to obtain subsequences of integers



















as n !1 through Nk
and









Deﬁne a function y : ½0; 1	 ! ½0;1Þ by yðxÞ ¼ zkðxÞ on ½1k; 1
1
k	 and yð0Þ ¼
yð1Þ ¼ 0: Note y is well deﬁned and aðtÞ4yðtÞ4bn0ðtÞ for t 2 ð0; 1Þ: Next ﬁx
t 2 ð0; 1Þ (without loss of generality assume t=1
2
) and let m 2 fn0; n0 þ 1; . . .g




m ¼ fn 2 Nm : n5mg: Now yn; n 2 N
$
m ;


































ðs xÞqðsÞf ðs; ynðsÞÞ ds
for x 2 ½1m; 1
1






Þg; n 2 N$m ; is a bounded


























ðs tÞqðsÞf ðs; ynðsÞÞ ds

























ðs tÞqðsÞf ðs; yðsÞÞ ds:
We can do this argument for each t 2 ð0; 1Þ and so y00ðtÞ þ qðtÞf ðt; yðtÞÞ ¼ 0
for t 2 ð0; 1Þ: It remains to show y is continuous at 0 and 1:
Let e > 0 be given. Now since limn!1 bnð0Þ ¼ 0 there exists
n1 2 fn0;n0 þ 1; . . .g with bn1ð0Þ5
e
2
: Since bn1 2 C½0; 1	 there exists




for t 2 ½0; dn1 	:




for t 2 ½0; dn1 	:
This together with the fact that aðtÞ4ynðtÞ4bnðtÞ for t 2 ð0; 1Þ; implies that









5e for t 2 ð0; dn1 	
and so y is continuous at 0: Similarly y is continuous at 1: As a result
y 2 C½0; 1	: ]
Remark 2.2. Suppose (2.2)–(2.5) hold and in addition assume the
following conditions are satisﬁed:
for each n 2 fn0; n0 þ 1; . . .g we have qðtÞf ðt; yÞ þ a00ðtÞ > 0
for ðt; yÞ 2 ½1n; 1Þ  fy 2 ð0;1Þ : y5aðtÞg and
qðtÞf ð1n; yÞ þ a
00ðtÞ > 0 for





for each n 2 fn0; n0 þ 1; . . .g there exists a function
bn 2 C½0; 1	 \ C
2ð0; 1Þ with bnðtÞ5rn for t 2 ½0; 1	;
and qðtÞf ðt;bnðtÞÞ þ b
00
nðtÞ40 for t 2 ½
1
n; 1Þ
with qðtÞf ð1n;bnðtÞÞ þ b
00
nðtÞ40 for t 2 ð0;
1
nÞ;
in addition; for each t 2 ½0; 1	; we have that
fbnðtÞg is a nonincreasing sequence and




AGARWAL AND O’REGAN418Then the result in Theorem 2.1 is again true. This follows immediately from
Theorem 2.1 once we show (2.6) holds, i.e. once we show bnðtÞ5aðtÞ for
t 2 ½0; 1	 for each n 2 fn0; n0 þ 1; . . .g: To see this suppose it is false for some
n 2 fn0; n0 þ 1; . . .g: Then a bn would have a positive absolute maximum
at say t0 2 ð0; 1Þ; so ða bnÞ
0ðt0Þ ¼ 0 and ða bnÞ
00ðt0Þ40: Now aðt0Þ >
bnðt0Þ and (2.14) implies
qðt0Þf ðt0;bnðt0ÞÞ þ a


















Now if t0 2 ½1n; 1Þ then (2.15) implies
ða bnÞ
00ðt0Þ ¼ a00ðt0Þ  b
00
nðt0Þ5a
00ðt0Þ þ qðt0Þf ðt0; bnðt0ÞÞ > 0;
a contradiction. Next if t0 2 ð0; 1nÞ then (2.15) implies
ða bnÞ







Remark 2.3. If in (2.3) we replace 1n4t41 with 04t41
1
n then one
would replace (2.5) and (2.6) with
there exists a function a 2 C½0; 1	 \ C2ð0; 1Þ with
að0Þ ¼ að1Þ ¼ 0; a > 0 on ð0; 1Þ such that for each
n 2 fn0; n0 þ 1; . . .g we have qðtÞf ðt; aðtÞÞ þ a00ðtÞ50
for t 2 ð0; 1 1n	 and qðtÞf ð1
1
n; aðtÞÞ þ a
00ðtÞ50
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for each n 2 fn0; n0 þ 1; . . .g there exists a function
bn 2 C½0; 1	 \ C
2ð0; 1Þ with bnðtÞ5aðtÞ and bnðtÞ5rn
for t 2 ½0; 1	; and qðtÞf ðt;bnðtÞÞ þ b
00
nðtÞ40 for





for t 2 ð1 1n; 1Þ; in addition; for each t 2 ½0; 1	;
we have that fbnðtÞg is a nonincreasing sequence and








n then essentially the same
reasoning as in Theorem 2.1 establishes the following result.
Theorem 2.2. Let n0 2 f3; 4; . . .g be fixed and suppose (2.2) and (2.4)
hold. In addition assume the following conditions are satisfied:
let n 2 fn0; n0 þ 1; . . .g and associated with each n we
have a constant rn such that frng is a nonincreasing








there exists a function a 2 C½0; 1	 \ C2ð0; 1Þ with
að0Þ ¼ að1Þ ¼ 0; a > 0 on ð0; 1Þ such that for each
n 2 fn0; n0 þ 1; . . .g we have qðtÞf ðt; aðtÞÞ þ a00ðtÞ50
for t 2 ½1n; 1
1
n	 and qðtÞf ð
1
n; aðtÞÞ þ a
00ðtÞ50
for t 2 ð0; 1nÞ and qðtÞf ð1
1
n; aðtÞÞ þ a
00ðtÞ50





for each n 2 fn0; n0 þ 1; . . .g there exists a function
bn 2 C½0; 1	 \ C
2ð0; 1Þ with bnðtÞ5aðtÞ and bnðtÞ5rn
for t 2 ½0; 1	; and qðtÞf ðt; bnðtÞÞ þ b
00
nðtÞ40 for
t 2 ½1n; 1
1










for t 2 ð1 1n; 1Þ; in addition; for each t 2 ½0; 1	;
we have that fbnðtÞg is a nonincreasing sequence and




Then (2.1) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ with yðtÞ5aðtÞ for t 2 ½0; 1	:
Remark 2.4. Suppose (2.2), (2.4), (2.18) and (2.19) hold and in addition
assume the following conditions are satisﬁed:
for each n 2 fn0; n0 þ 1; . . .g we have qðtÞf ðt; yÞ þ a00ðtÞ > 0
for ðt; yÞ 2 ½1n; 1
1
n	  fy 2 ð0;1Þ: y5aðtÞg and
qðtÞf ð1n; yÞ þ a
00ðtÞ > 0 for
ðt; yÞ 2 ð0; 1nÞ  fy 2 ð0;1Þ : y5aðtÞg and
qðtÞf ð1 1n; yÞ þ a
00ðtÞ > 0 for





for each n 2 fn0; n0 þ 1; . . .g there exists a function
bn 2 C½0; 1	 \ C
2ð0; 1Þ with bnðtÞ5rn for t 2 ½0; 1	;
and qðtÞf ðt;bnðtÞÞ þ b
00





with qðtÞf ð1n;bnðtÞÞ þ b
00
nðtÞ40 for t 2 ð0;
1
nÞ
and qðtÞf ð1 1n;bnðtÞÞ þ b
00
nðtÞ40 for t 2 ð1
1
n; 1Þ;
in addition; for each t 2 ½0; 1	;we have that
fbnðtÞg is a nonincreasing sequence and




Then the result in Theorem 2.2 is again true (see Remark 2.2).
SINGULAR BOUNDARY VALUE PROBLEMS 421Remark 2.5 In (2.6) or (2.20) we may remove
in addition; for each t 2 ½0; 1	; we have that
fbnðtÞg is a nonincreasing sequence and
limn!1 bnð0Þ ¼ limn!1 bnð1Þ ¼ 0
8><
>>: ð2:23Þ
if the following four conditions hold:
jf ðt; yÞj4gðyÞ þ hðyÞ on ½0; 1	  ð0;1Þ with
g > 0 continuous and nonincreasing on ð0;1Þ;





q 2 L1½0; 1	 ð2:25Þ
max sup
t2½0;1	




for any R > 0; 1g is differentiable on ð0;R	 with











To see this note we only need (2.23) in the proof of Theorem 2.1 from (2.13)
onwards. In this case we will show
fyngn2N0 is a bounded; equicontinuous family on ½0; 1	: ð2:28Þ
To see (2.28) ﬁrst note




for t 2 ð0; 1Þ; here
a0 ¼ max sup
t2½0;1	








for t 2 ð0; 1Þ: ð2:29Þ



















Then since y0nð0Þ50 and y
0
nð0Þ40 (note ynð0Þ ¼ ynð1Þ ¼ rn and ynðtÞ5rn for




















For t; s 2 ½0; 1	 we have

















4 jt  sj1=2K1=21 :
It follows from the above inequality, the uniform continuity of I1 on ½0; I
ða0Þ	 and
jynðtÞ  ynðsÞj ¼ jI1ðIðynðtÞÞÞ  I1ðIðynðsÞÞÞj
that fyngn2N0 is equicontinuous on ½0; 1	: Thus (2.28) holds. The Arzela–
Ascoli Theorem guarantees the existence of a subsequence N1 of N0 and a
function y 2 C½0; 1	 with yn converging uniformly on ½0; 1	 to y as n !1
through N1: Also yð0Þ ¼ yð1Þ ¼ 0 and aðtÞ4yðtÞ4a0 for t 2 ½0; 1	: Next ﬁx
t 2 ð0; 1Þ (without loss of generality assume t=1
2
) and let m 2 fn0; n0 þ 1; . . .g




m ¼ fn 2 N1: n5mg: Now yn; n 2 N
$
m ;


































ðs xÞqðsÞf ðs; ynðsÞÞ ds
for x 2 ½1m; 1
1






Þg; n 2 N$m ; is a bounded


























ðs tÞqðsÞf ðs; ynðsÞÞ ds












ðs tÞqðsÞf ðs; yðsÞÞ ds:
We can do this argument for each t 2 ð0; 1Þ and so y00ðtÞ þ qðtÞf ðt; yðtÞÞ ¼ 0
for t 2 ð0; 1Þ:




f$n ðt; yÞ ¼
f ðt;bnðtÞÞ þ rðbnðtÞ  yÞ; y5bnðtÞ;
f ðt; yÞ; anðtÞ4y4bnðtÞ;
f ðt; anðtÞÞ þ rðanðtÞ  yÞ; y4anðtÞ:
8>><
>>:
For completeness we state the result.
Theorem 2.3. Suppose (2.2) and (2.4) hold. In addition assume the
following conditions are satisfied:
let n 2 f1; 2; . . .g  N0 and associated with each n we
have a constant rn such that frng is a nonincreasing
sequence with limn!1 rn ¼ 0 and such that for
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að0Þ ¼ að1Þ ¼ 0; a > 0 on ð0; 1Þ such that





for each n 2 N0 there exists a function
bn 2 C½0; 1	 \ C
2ð0; 1Þ with bnðtÞ5aðtÞ and bnðtÞ5rn
for t 2 ½0; 1	; and qðtÞf ðt; bnðtÞÞ þ b
00
nðtÞ40
for t 2 ð0; 1Þ; in addition; for each t 2 ½0; 1	;
we have that fbnðtÞg is a nonincreasing sequence and




Then (2.1) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ with yðtÞ5aðtÞ for t 2 ½0; 1	:
Remark 2.6. In (2.33) we could remove (2.23) provided (2.24)–(2.27)
hold.
Next, we discuss how to construct the lower solution a in (2.5) or (2.16) or
(2.19). We begin our discussion with (2.5). Suppose the following condition
is satisﬁed:
let n 2 fn0; n0 þ 1; . . .g and associated with each n we
have a constant rn such thatfrng is a decreasing
sequence with limn!1 rn ¼ 0 and there exists a
constant k0 > 0 such that for 1n4t41




A slight modiﬁcation of the argument in [1, pp. 139–140] or [8, pp. 672]
guarantees that there exists a a 2 C½0; 1	 \ C2ð0; 1Þ; að0Þ ¼ að1Þ ¼ 0; aðtÞ4
rn0 for t 2 ½0; 1	 with
a00ðtÞ þ qðtÞf ðt; aðtÞÞ50 for t 2 ð0; 1Þ ð2:35Þ
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a00ðtÞ þ qðtÞf ðt; yÞ > 0 for ðt; yÞ 2 ð0; 1Þ  fy 2 ð0;1Þ : y5aðtÞg: ð2:36Þ
If in addition to (2.34) assume the following holds:




for each fixed y 2 ð0;1Þ: ð2:37Þ
Then (2.5) is satisﬁed. This follows from (2.35) if t 2 ½1n; 1Þ; whereas if t 2 ð0;
1
nÞ






5a00ðtÞ þ qðtÞf ðt; aðtÞÞ50:
In addition it is easy to check that (2.3) and (2.14) also hold.
Combining the above with Theorem 2.1 and Remark 2.2 gives the
following existence result.
Theorem 2.4. Let n0 2 f3; 4; . . .g be fixed and suppose (2.2), (2.4), (2.15),
(2.34) and (2.37) hold. Then (2.1) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ with
yðtÞ > 0 for t 2 ð0; 1Þ:
Remark 2.7. One could replace (2.37) in Theorem 2.4 with the more
general condition: there exists d 2 ð0; 1
3
Þ with f ð:; yÞ nondecreasing on ð0; dÞ
for each ﬁxed y 2 ð0;1Þ:
Next suppose the following conditions are satisﬁed:
let n 2 fn0; n0 þ 1; . . .g and associated with each n we
have a constant rn such that frng is a decreasing
sequence with limn!1 rn ¼ 0 and there exists a
constant k0 > 0 such that for 1n4t41
1
n




f ð:; yÞ is nondecreasing on ð0; 1
3
Þ for each fixed y 2 ð0;1Þ ð2:39Þ
and
f ð:; yÞ is nonincreasing on ð2
3
; 1Þ for each fixed y 2 ð0;1Þ: ð2:40Þ
AGARWAL AND O’REGAN426Then (2.18), (2.19) and (2.21) hold. Combining this with Theorem 2.2 and
Remark 2.4 gives the following existence result.
Theorem 2.5. Let n0 2 f3; 4; . . .g be fixed and suppose (2.2), (2.4), (2.22),
(2.38), (2.39) and (2.40) hold. Then (2.1) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ
with yðtÞ > 0 for t 2 ð0; 1Þ:
Looking at Theorems 2.4 and 2.5 one sees that the main difﬁculty when
discussing examples is constructing the bn in (2.15) or (2.22). As a result, we
present a theorem which removes (2.15) or (2.22) and replaces it with an
easy veriﬁable condition. Like in Theorems 2.1 and 2.2 we ﬁrst present the
results in their full generality.
Theorem 2.6. Let n0 2 f3; 4; . . .g be fixed and suppose (2.2)–(2.5), (2.24),









b0 ¼ max 2
Z 1=2
0






Then (2.1) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ with yðtÞ5aðtÞ for t 2 ½0; 1	:








Let m0 2 f3; 4; . . .g be chosen so that rm05e and without loss of generality
assume m04n0: Let an be as in Theorem 2.1 and again we examine ð2:7Þ
n
with in this case f$n given by
f$n ðt; yÞ ¼
f ð1n;MÞ þ rðM  yÞ; y5M and 04t4
1
n;
f ðt;MÞ þ rðM  yÞ; y5M and 1n4t41;
f ð1n; yÞ; anðtÞ4y4M and 04t4
1
n;
f ðt; yÞ; anðtÞ4y4M and 1n4t41;
f ðt; anðtÞÞ þ rðanðtÞ  yÞ; y4anðtÞ and 1n4t41;





SINGULAR BOUNDARY VALUE PROBLEMS 427As in Theorem 2.1, ð2:7Þn has a solution yn 2 C½0; 1	 \ C2ð0; 1Þ with ynðtÞ5
anðtÞ5aðtÞ for t 2 ½0; 1	: Next we show
ynðtÞ4M for t 2 ½0; 1	: ð2:43Þ
Suppose (2.43) is false. Now since ynð0Þ ¼ ynð1Þ ¼ rn there exists either
(i) t1; t2 2 ð0; 1Þ; t25t1 with anðtÞ4ynðtÞ4M for t 2 ½0; t2Þ; ynðt2Þ ¼ M and
ynðtÞ > M on ðt2; t1Þ with y0nðt1Þ ¼ 0;
or
(ii) t3; t4 2 ð0; 1Þ; t45t3 with anðtÞ4ynðtÞ4M for t 2 ðt3; 1	; ynðt3Þ ¼ M and
ynðtÞ > M on ðt4; t3Þ with y0nðt4Þ ¼ 0:




Suppose t1412: Note for t 2 ðt2; t1Þ that we have
y00n ðtÞ ¼ qðtÞf
$
n ðt; ynðtÞÞ4qðtÞ½gðMÞ þ hðMÞ	; ð2:44Þ
note if t 2 ð0; 1n	 then











whereas if t 2 ð1n; 1Þ; then
f$n ðt; ynðtÞÞ ¼ f ðt;MÞ þ rðM  ynðtÞÞ4f ðt;MÞ4gðMÞ þ hðMÞ:














Also for t 2 ð0; t2Þ we have
y00n ðtÞ ¼ qðtÞf
$







































qðxÞ dx for t 2 ð0; t2Þ:




































This contradicts (2.42) so (2.43) holds (a similar argument yields a
contradiction if t4512).
Thus we have
aðtÞ4ynðtÞ4M for t 2 ½0; 1	:
Essentially the same reasoning as in Remark 2.5 completes the proof. ]
Remark 2.8. Because of the comments before Theorem 2.4 we could
replace (2.3) and (2.5) in Theorem 2.6 by (2.34) and (2.37).
Similarly we have the following result.
Theorem 2.7. Let n0 2 f3; 4; . . .g be fixed and suppose (2.2), (2.4),(2.18),
(2.19), (2.24), (2.25) and (2.27) hold. In addition assume there exists M >
supt2½0;1	 aðtÞ with (2.41) holding. Then (2.1) has a solution y 2 C½0; 1	 \
C2ð0; 1Þ with yðtÞ5aðtÞ for t 2 ½0; 1	:
Remark 2.9. We could replace (2.18) and (2.19) in Theorem 2.7 by
(2.38), (2.39) and (2.40).
Remark 2.10. Suppose (2.2)–(2.5), (2.24), (2.25) and (2.27)
hold. In addition assume (2.14) is satisﬁed and there is a constant








holding. Then the result in Theorem 2.6 is again true. This follows
immediately from Theorem 2.6 once we show aðtÞ4M for t 2 ½0; 1	: Suppose
this is false. Now since að0Þ ¼ að1Þ ¼ 0 there exists either
(i) t1; t2 2 ð0; 1Þ; t25t1 with 04aðtÞ4M for t 2 ½0; t2Þ; aðt2Þ ¼ M and a
ðtÞ > M on ðt2; t1Þ with a0ðt1Þ ¼ 0; or
(ii) t3; t4 2 ð0; 1Þ; t45t3 with 04aðtÞ4M for t 2 ðt3; 1	; aðt3Þ ¼ M and
aðtÞ > M on ðt4; t3Þ with a0ðt4Þ ¼ 0:
We can assume, without loss of generality, that either t1412 or t45
1
2:
Suppose t1412: Notice for t 2 ðt2; t1Þ that we have from (2.14) and (2.24) that
a00ðtÞ4qðtÞ½gðMÞ þ hðMÞ	;



























qðsÞ ds for t 2 ð0; t2Þ:










Remark 2.11. Suppose (2.2), (2.4),(2.18), (2.19), (2.24), (2.25) and (2.27)
hold. In addition assume (2.21) is satisﬁed and there is a constantM > 0 with
(2.46) holding. Then the result in Theorem 2.7 is again true.
AGARWAL AND O’REGAN430Combining Theorem 2.6, the comments before Theorem 2.4, and Remark
2.10 yields the following applicable existence theorem.
Theorem 2.8. Let n0 2 f3; 4; . . .g be fixed and suppose (2.2), (2.4), (2.24),
(2.25), (2.27), (2.34) and (2.37) hold. In addition assume there exists M > 0
with (2.46) holding. Then (2.1) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ with yðtÞ >
0 for t 2 ð0; 1Þ:
Combining Theorem 2.7, the comments before Theorem 2.5, and Remark
2.11 yields the following theorem.
Theorem 2.9. Let n0 2 f3; 4; . . .g be fixed and suppose (2.2), (2.4), (2.24),
(2.25), (2.27), (2.38), (2.39) and (2.40) hold. In addition assume there exists
M > 0 with (2.46) holding. Then (2.1) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ with
yðtÞ > 0 for t 2 ð0; 1Þ:
Next, we present some examples which illustrate how easily the theory is
applied in practice.
Example 2.1. Consider the boundary value problem
y00 þ mðAtgya þ Byb  d2Þ ¼ 0; 05t51;
yð0Þ ¼ yð1Þ ¼ 0
8<
: ð2:48Þ
with a > 0; b > 0; A > 0; B50; g50 and m > 0:
(i) If b51 then (2.48) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ with yðtÞ > 0 for
t 2 ð0; 1Þ:
To see this we will apply Theorem 2.6 with Remark 2.8 (alternatively we
could apply Theorem 2.8). Let
qðtÞ ¼ m; gðyÞ ¼ Aya and hðyÞ ¼ Byb þ d2: ð2:49Þ





and k0 ¼ m; ð2:50Þ
and note for n 2 f3; 4; . . .g; 1n4t41 and 05y4rn that we have







¼ mð½d2 þ 1	  d2Þ ¼ m:























Thus there exists M > supt2½0;1	 aðtÞ with (2.41) holding. Existence of a
solution is now guaranteed from Theorem 2.6 with Remark 2.8.
(ii) If b51 then (2.48) has a solution y 2 C½0; 1	 \ C2ð0; 1Þ with yðtÞ > 0 for




½1þ ABcbþa þ Ad2ca	ðaþ 1Þ
 	
: ð2:51Þ
To see this we will apply Theorem 2.8. Let q; g and h be as in (2.49), and
rn and k0 be as in (2.50). As in part (i) we know (2.2), (2.4), (2.24), (2.25),
(2.27), (2.34) and (2.37) hold. Note as well that
b0 ¼ max 2m
Z 1=2
0
























so (2.46) holds. Existence of a solution is now guaranteed from Theorem
2.8.




y  d2Þ ¼ 0; 05t51
yð0Þ ¼ yð1Þ ¼ 0
(
ð2:52Þ
with a > 0; y50; a > 0 and a5a: Then (2.52) has a solution y 2 C½0; 1	 \
C2ð0; 1Þ with yðtÞ > 0 for t 2 ð0; 1Þ:






with k0 ¼ 1:
























2 ¼ ðd2 þ 1Þ  d2 ¼ 1;
so (2.38) holds. It remains to check (2.22) with
bnðtÞ ¼ tð1 tÞ þ rn:
Note for ﬁxed t 2 ½0; 1	 that fbnðtÞg
1
n¼2 is a nonincreasing sequence since
frng
1
n¼2 is a nonincreasing sequence. In addition limn!1 bnð0Þ ¼ limn!1 bn
ð1Þ ¼ 0: Also for n 2 fn0; n0 þ 1; . . .g and 1n4t41
1
n we have (using (2.53))
that
qðtÞf ðt;bnðtÞÞ þ b
00
nðtÞ4f½tð1 tÞ	
aa þ ½tð1 tÞ þ rn	













4 2 d2  2 ¼ d240:













4 ðd2 þ 1Þ þ 1 d2  2 ¼ 0:







so (2.22) holds. Existence of a solution is now guaranteed from Theorem
2.5.
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