Valoración de inmuebles urbanos  comparativa modelo regresión multivariable versus redes neuronales artificiales para la ciudad de Morelia Michoacán, México by Preciado Carrillo, José Carlos
Departamento de Urbanismo 




VALORACIÓN DE INMUEBLES 
URBANOS:  
 COMPARATIVA MODELO 
REGRESIÓN MULTIVARIABLE 
VERSUS REDES NEURONALES 
ARTIFICIALES PARA LA CIUDAD DE 








 Director Dr. D. Francisco Guijarro Martínez 




















En primer lugar quiero expresar mi gratitud a mi 
director Francisco Guijarro Martínez, así como a 
Jerónimo Aznar Bellver, por el gran apoyo que con 
generosidad me brindaron, aunado al interés y asesoría, 
para la realización de esta tesis, además de sus 
atinados comentarios y la particular atención que en 
todo momento tuve de ellos para llevar a buen puerto el 
presente texto.  
 
Doy gracias a Dios, ya que ha sido el medio que 
ha propiciado mi formación como profesional. 
 
Asimismo a mis padres, que pesar de haberse 
adelantado en el camino, sin ellos yo no hubiera 
existido físicamente, pues gracias a que en aquel 
tiempo, en todo momento, desde la infancia hasta la 
madurez, me dieron la base de mi formación, 
brindándome lo mejor de ellos. 
 
A Gaby mi esposa, con amor y cariño, por sus 
palabras de aliento en los momentos más difíciles, por 
su apoyo y comprensión para seguir adelante, pero 
además por los dos hijos maravillosos. 
 
A mis hijos Carlos y David, que son el estímulo 
fundamental en mi esfuerzo para salir adelante y así 
formar para ellos un futuro mejor. 
 
A mis hermanos, Micaela, Antonio, Gloria, 
Victoria, María, Luis y Gilberto por esos grandes 
momentos de la infancia y la adolescencia que juntos 
pasamos. 
 
A mis compañeros, por su amistad y los 
momentos de convivencia, también por su confianza en 
la realización de una de mis metas: la conclusión de mi 
trabajo de tesis. 
 
A todos mis maestros, por su esmerada atención 
y los conocimientos que me han compartido, por su 
esfuerzo y preocupación para hacer de los sueños de 








Obtener el valor de mercado para inmuebles 
urbanos es necesario para la toma de decisiones en 
diferentes escenarios: tratándose de instituciones 
financieras, su interés radica en conocer este valor para el 
financiamiento de préstamo con garantía hipotecaria, pues 
los diferentes órganos de gobierno para cobrar los 
impuestos catastrales se sirven de este valor como base 
para la realización de diferentes trámites ante entidades 
públicas o particulares. Para una buena estimación del 
precio que explique las condiciones del mercado, es 
necesario construir modelos capaces de estimar dicho 
precio. Actualmente los métodos sintéticos que usan 
información escasa son los más utilizados por los 
tasadores, así como los modelos econométricos que usan 
un gran número de observaciones. Los primeros, bajo la 
denominación de modelos sintéticos, son un caso 
particular de los modelos econométricos. 
Por otro lado, las redes neuronales artificiales, y en 
concreto la red multicapa, pueden ser una alternativa para 
la estimación del precio. En la presente tesis doctoral se 
 
 
realiza una comparativa entre el modelo econométrico y la 
red neuronal, demostrando que las redes obtienen 
mejores resultados en la estimación de precio. El estudio 
se ha realizado en la ciudad de Morelia, Michoacán, 


















Obtindre el valor de mercat per a immobles urbans 
és necessari per a la presa de decisions en diferents 
escenaris: tractant-se d'institucions financeres, el seu 
interès està en conèixer aquest valor per al finançament 
de préstec amb garantia hipotecària, als diferents ordres 
de govern per cobrar els impostos cadastrals. Així aquest 
valor servirà de base per a la realització de diferents 
tràmits davant entitats públiques o particulars. Per a una 
bona estimació del preu o valor que expliqui les condicions 
del mercat, cal construir models capaços d'estimar aquest 
valor. Actualment els mètodes sintètics que fan servir 
informació escassa són els més utilitzats pels valuadors, 
així com els models economètrics -també denominats de 
regressió lineal múltiple, que fan servir moltes 
observacions. En realitat els models economètrics són una 
generalització dels mètodes sintètics. 
 
D'altra banda, les xarxes neuronals artificials, i en 
concret la xarxa multicapa, poden ser una alternativa per a 
l'estimació del preu. En el present treball es realitza una 
comparativa entre el model economètric seleccionat i la 
 
 
xarxa neuronal, demostrant que les xarxes obtenen millors 
resultats en l'estimació de preu. L'estudi s'ha realitzat a la 




























 To obtain the market value for urban properties, the 
following is necessary for the decision making in different 
scenarios: in case of dealing with financial institutions, the 
focus will be in acquiring knowledge of the value of the 
property to finance a mortgage. One of the different 
government orders are to collect property taxes, so this 
profit will serve as the foundation for proceedings before 
public and private organizations. For an accurate estimate 
of the price or value that will describe the market 
conditions, it is necessary to build models that will be 
capable of calculating such value. The synthetic methods 
that currently use a minor amount of information are the 
ones that are mostly used by appraisers, as well as the 
econometric models. Also, they are considered as the 
concept of multiple linear regression that utilize abundant 
observations. In reality the econometric models are a 
generalization of synthetic methods.  
 
 On the other hand, artificial neural networks and in 
particular the multi-layer network, can be an alternative for 
a price estimate. Currently a comparison is being 
 
 
performed between the selected econometric model and 
the neural network, revealing that the networks give a 
better outcome for price estimates. This study has been 
achieved in Morelia, Michoacán, Mexico for several 
housing segments.  
 
 Key words: Economic valuation, real estate assets, 
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1. Introducción y objetivos 
La generación económica que produce el ramo de 
la construcción versus la creación de riqueza de un país o 
región está fuera de toda duda. Si se revisa el producto 
interno bruto (PIB), en específico el de este ramo de 
cualquier país del mundo, se observará que la 
participación en la generación de riqueza es muy alto, y se 
pudiera decir que siempre va camino hacia arriba, a pesar 
de los tiempos de crisis. 
 
La actividad de la construcción afecta a un gran 
número de sectores, como el inmobiliario, al generar 
empleos directos e indirectos, y otros como la industria del 
cemento o del acero, incluida la captación de impuestos 
para los gobiernos; que a su vez son ingresos que se 
desprenden de estas ramas de la economía. 
 
El déficit de vivienda en el mundo difícilmente se 
podrá abatir, desde la vivienda subsidiada o protegida por 
los gobiernos de cada país, pasando por la vivienda de 
tipo medio, residencial o de lujo, siempre habrá interés por 
adquirir una vivienda ya sea nueva o usada; así pues, 
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La valoración en todo tipo de activos es 
imprescindible. En cualquier sociedad moderna es 
necesario conocer el precio de los activos implicados para 
un gran número de trámites o actos económicos. 
Empezando por expropiaciones del gobierno, pago de 
impuestos catastrales, compra-venta, seguros, crédito 
hipotecario, re-expresión de estados financieros, escisión, 
juicios y tomas de decisiones de empresas, entre otras. 
 
Día a día la sociedad demanda gran cantidad de 
servicios de valoración de inmuebles de naturaleza urbana 
en todos los países, por tanto el mercado va exigiendo 
metodologías más consistentes que reflejen la dinámica 
de los precios de mercado.  
 
El estudio acerca de la manera más objetiva de 
estimar los precios de mercado de los inmuebles ha 
suscitado un gran interés desde hace algunas décadas. 
Algunos autores como Caballer et al. (2007), afirman que 
desde los primeros indicios de la existencia de la actividad 
de la tasación o valoración vinculada a la asignación de un 
valor económico a un activo, bien o servicio -que se puede 
situar en el funcionamiento de los nilómetros del Antiguo 
Egipto, 3500 años a.C., hasta la aparición de los tratados 
específicos sobre la materia-, la formulación conceptual y 
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metodológica se reducía a unos elementos muy 
rudimentarios, susceptibles de ser reducidos al concepto 
de proporcionalidad o vinculados a la renta de la tierra, 
mediante ciertas normas empíricas, más o menos precisas, 
recogidas en tratados normativos de índole jurídica o 
religiosa. López (2013) en su estudio sobre “Sistemas de 
información geográfica y econometría espacial en la 
tasación de inmuebles urbanos”, comenta los cambios que 
en los últimos años ha habido en el sector inmobiliario, 
debido en primer lugar a los altos precios de los bienes 
inmuebles. Esto hace que al asignar un valor a una 
vivienda cada vez se exige mayor precisión ya que de ello 
pueden depender decisiones relevantes. Otro comentario 
adicional es que los profesionales en valoración no sólo 
deben conocer los procedimientos matemáticos, sino que 
también deben tener conocimientos sólidos en teorías 
económicas, financieras, derecho y estadística. 
 
La valoración juega un papel importante, pues sin 
ella sería muy complejo realizar los diferentes trámites, por 
ejemplo el pago del impuesto catastral o el dejar garantía 
ante una institución financiera, por mencionar algunos de 
entre otros tantos usos que tiene el hecho de conocer el 
precio de un inmueble. 
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Aznar et al. (2008) menciona que cuanto mayor es 
el incremento económico, mayor es la necesidad de una 
mejor y más ajustada valoración de los activos de esa 
sociedad.  
 
A través del tiempo se han utilizado en sus 
diferentes etapas multitud de métodos de valoración, entre 
los que se encuentran los denominados clásicos. Entre 
ellos se pueden mencionar los métodos sintéticos o 
factores de corrección directa, que consisten en comparar 
a través de diferentes variables explicativas una serie de 
muestras de mercado con el activo o inmueble a valorar. 
En buena medida los resultados a los que se llega no son 
justificables, pues se basan en un número de comparables 
muy limitado y en la subjetividad del valorador a la hora de 
ponderar las diferentes variables que influyen en el valor 
de mercado del activo. Existe la necesidad académica y 
profesional de investigar y proponer nuevas metodologías 
que ayuden a resolver estas deficiencias.  
 
En la actualidad se aplican con carácter general tres 
métodos básicos de valoración para la obtención del 
precio de un inmueble. El primero de ellos es el 
denominado método de coste, consistente en obtener el 
valor del terreno, más el de su construcción con sus 
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respectivas depreciaciones por edad, uso, conservación, 
etc., en caso de no ser vivienda nueva, y sus instalaciones 
u obras complementarias (bardas perimetrales, jardines, 
etc.).  
 
El segundo método es el de actualización de flujos 
de caja (actualización de rentas), en el que el valor se 
obtiene descontando los flujos de caja que resultan por el 
alquiler del inmueble. Está basado en el principio 
económico de actualización, y considera valores en 
relación con el valor presente de beneficios futuros 
derivado del ingreso por renta (alquiler) de la propiedad, 
utilizando una tasa de actualización, apoyada por algún 
instrumento financiero, menos gastos inherentes o de 
mantenimiento del activo. 
 
Por último se destaca el método comparativo o de 
mercado, el cual consiste en estimar el precio aplicando 
factores por corrección de bienes iguales o similares al 
bien objeto en estudio que han sido vendidos o que se 
encuentran compitiendo en el mercado. 
 
La mayor parte de las investigaciones empíricas 
desarrolladas sobre temas de valoración se basan en el 
método comparativo o de mercado, utilizando como 
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muestras principalmente precios de oferta, pues 
tratándose de un mercado que no es transparente y tan 
heterogéneo se recurre a este tipo de información. 
 
Como parte fundamental de este análisis, se hará la 
modelización de la valoración de inmuebles residenciales. 
 
El objetivo de la presente tesis doctoral es la 
comparación entre un modelo econométrico (regresión 
lineal múltiple) y una red neuronal del tipo multicapa back 
propagation para la estimación y predicción de precios de 
inmuebles sobre los diferentes segmentos de mercado 
inmobiliario. La hipótesis es que las redes neuronales 
artificiales tienen la ventaja de ser capaces de encontrar 
relaciones más complejas entre las variables y, por tanto, 
mayor capacidad explicativa de los precios de los 
inmuebles frente a los modelos clásicos econométricos. 
 
Otro de los objetivos planteados está relacionado 
con la selección de un modelo econométrico para la 
modelización del precio haciendo una comparación entre 
el modelo de regresión lineal múltiple, el modelo de 
regresión no lineal y la red neuronal multicapa back 
propagation con salida lineal y no lineal; demostrando que 
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estos últimos presentan mejores resultados en las 
diferentes modelizaciones. 
 
En el capítulo 2 se realiza una revisión histórica de 
la evolución de la valoración. Desde el Antiguo Egipto 
hasta la época del Imperio Romano, ha existido la 
necesidad de asignar un precio a los diferentes bienes, 
como base para el cobro de impuesto por el uso y goce de 
los mismos. Se comentan las aportaciones que han hecho 
diferentes autores para una mejora en el proceso de la 
estimación en los precios de los inmuebles. El objetivo es 
identificar si realmente la valoración por estas 
metodologías es más objetiva que los métodos 
tradicionales denominados sintéticos para los diferentes 
segmentos y calidades de inmuebles residenciales. 
 
En el capítulo 3 se revisan los principales modelos 
de la familia econométrica (regresión lineal y no lineal). Se 
detallan modelos univariantes y multivariantes, aunque 
este último suele tener más aplicación por la cantidad de 
variables independientes que se incluyen en los modelos. 
 
En el capítulo 4 se expone una visión general 
acerca de las redes neuronales: cómo se construyen y su 
proceso de aprendizaje. Posteriormente se profundiza en 
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las redes neuronales artificiales multicapa back 
propagation, indicando sus principales características así 
como su algoritmo de aprendizaje, la regla delta 
generalizada. Esta red será utilizada para el estudio 
comparativo, pues se trata de una las redes más utilizadas, 
no sólo en valoración, dada su capacidad de 
generalización. 
 
En el capítulo 5, se estudia para varios segmentos o 
calidades de inmuebles residenciales el modelo 
econométrico (modelo de regresión multivariante), en sus 
diferentes modalidades lineal y no lineal, comparando 
entre ellos mismos los resultados. En una segunda parte 
se plantea una red neuronal multicapa back propagation 
para la explicación de precios, realizando una comparativa 
con el modelo econométrico. El capítulo concluye con los 
resultados obtenidos en función de los parámetros 
utilizados para la comparación de ambos modelos. 
 
En el capítulo 6 se plantea un estudio para la 
comparativa entre un modelo econométrico y la red 
neuronal multicapa back propagation para determinar los 
resultados. Y se concluye con los datos obtenidos. 
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En el capítulo 7 se presentan las principales 
conclusiones que se han encontrado del modelo 
econométrico y la red neuronal, para la diferente calidad 
de los inmuebles residenciales. Los resultados obtenidos 
verifican que la red neuronal mejora los resultados de la 
explicación de precios. También se presentan líneas para 
investigación futura a partir de los resultados de este 
trabajo. 
 
Finalmente se recoge la relación de referencias 
bibliográficas consultadas para la elaboración de la 
presente tesis doctoral, así como un anexo que resume 
algunos de los cálculos realizados en los programas 
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II. Antecedentes. Evolución 
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2. Antecedentes. Evolución histórica de la 
valoración 
 La valoración dio inicio por primera vez en la 
agrimensura. Caballer (2008) afirma que la valoración es 
tan antigua, como la historia del hombre. El Antiguo Egipto, 
considerado como tal desde el cuarto milenio antes de 
Cristo hasta la aparición del Imperio Romano, es conocido 
como uno de los países más prósperos de su época, 
debido a la riqueza agrícola, proveniente de la influencia 
del desbordamiento del río Nilo sobre las tierras agrícolas 
del valle. Ello les permitía la producción con elevados 
rendimientos de cereales, como el trigo y la cebada, así 
como hortalizas (cebollas, pepinos, lechugas) y frutas 
(granadas, uvas, dátiles e higo).  
 
De ahí surgió la necesidad de valorar las parcelas 
para asignarles un precio, pues las tierras más cercanas al 
río Nilo obtenían mejores cosechas y, por tanto, un mayor 
precio. 
 
Aznar et al. (2008), en su libro Valoración 
inmobiliaria, métodos y aplicaciones, comentan los 
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evidentes desarrollos en países como Italia desde finales 
de la Edad Media con autores tan importantes como Elia 
del Re, Serperi y Medici. En España se tiene a autores 
como Ruiz Rochera en el siglo IX, o Torrejón y Boneta ya 
en el siglo XX. Estos autores afirman que la investigación 
sobre el tema de valoración comienza en el último tercio 
de siglo pasado, fundamentalmente por los profesores 
Ballesteros y Roca Cladera. 
 
A lo largo del siglo XX la ciencia de la valoración ha 
adquirido un notable desarrollo en el seno de distintas 
escuelas. Destacan la escuela italiana, la española, la 
anglosajona y la hispanoamericana. 
 
En México, citado por Aznar et al. (2008), se dice 
que existen indicios de valoración en la época 
prehispánica. Así se puede afirmar que después de la 
fundación de México-Tenochtitlán en 1325, los aztecas 
inician la conquista del territorio y la imposición de tributos, 
y la ciudad cuenta con un aparato administrativo fiscal 
integrado, entre otros, por el equivalente a un ministro de 
hacienda (chihuacohualt), y un tesorero general 
(hueycalpixque), este último entendido como un grupo 
numeroso de recaudadores.  
 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






En cuanto a los modelos econométricos, también 
denominados con el concepto de regresión multivariante, 
dentro de la valoración por regresión hedónica se puede 
citar a Hass (1922), pionero de un estudio hedónico que 
aplicó mediante el análisis de precios de explotaciones 
agrarias, con dos variables independientes: una de ellas 
fue la distancia entre el centro de explotación y el centro 
de la ciudad la ciudad, y la otra variable fue el tamaño de 
la ciudad. Hass realizó su estudio en el condado de Blue 
Earth, Minnesota, en los Estados Unidos de América. Por 
otra lado Wallace (1926), citado por García (2006), en su 
estudio denominado “Una aproximación a la aplicación de 
la metodología hedónica espacial” referencia al caso del 
mercado de la vivienda, siendo el segundo investigador en 
utilizar esta metodología. Por otro lado Waught (1928, 
1929), analiza los precios de cierta producción agrícola, 
concretamente de los espárragos ofertados en el mercado 
de Boston durante los meses de mayo y julio del año 1927, 
intentando explicar los determinantes de las diferencias en 
el precio de venta de espárragos. Para ello Waught (1928, 
1929) desarrollo una estimación de parámetros de una 
regresión lineal de la forma: 
 
Precio = f(X1, X2, X3, Xn) 
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donde el precio es función de las diferentes 
variables que explican el precio de un bien. 
 
  Caridad et al. (1997), en su trabajo denominado 
“Análisis intraurbano del precio de las características de la 
vivienda en Córdoba: los barrios menos favorecidos”, 
afirman la especial importancia que en los últimos años 
han ido cobrando los modelos derivados del de Tiebout, 
especialmente por las mejoras metodológicas introducidas 
desde la valoración por regresión hedónica (Griliches, 
1961; Lancaster, 1966; Muth, 1969; y otros), y en 
particular el trabajo de Rosen (1974). Estos autores, al 
aplicar un modelo de regresión hedónica se apoyaron en 
un análisis de componentes principales para la reducción 
de factores o variables, encuentran los siguientes 
resultados: las viviendas más nuevas tienen mayor 
demanda, las personas de renta media-baja demandan 
viviendas grandes. Otra de sus conclusiones es que las 
viviendas de grandes dimensiones son más valoradas por 
los ciudadanos que otros atributos. 
 
 Olmo et al. (2007)” encuentran que el precio de la 
vivienda es una variable muy correlacionada 
espacialmente. Su estructura de variabilidad muestra dos 
escalas de variación que representan las variaciones 
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locales y regionales, respectivamente. Dichas estructuras 
tienen alcances de 300 a 400 metros para las variaciones 
locales y de 2000 metros para las regionales. El grado del 
polinomio lo determinaron tomando en cuenta la 
distribución espacial de los precios en la ciudad con 
resultados de un polinomio de forma acampanada, con 
valores altos en el centro de la ciudad, que van 
disminuyendo hacia la periferia. Las variables 
independientes explican el 70,5% de las variaciones de los 
precios de las viviendas. 
 
 
Por otro lado Coremberg (2000), mediante un 
modelo de análisis econométrico realizado en Argentina, 
afirma que existen evidencias empíricas para el principal 
centro urbano de aquel país que confirman la hipótesis de 
que el precio real de la vivienda se encuentra determinado 
inversamente por el costo real de uso y el índice de valor 
de la bolsa a precios constantes, en tanto que se relaciona 
directamente con el costo de la construcción a largo plazo. 
 
Fernández et al. (2008), mediante un modelo de 
retardo espacial o modelo de regresión espacial, han 
estimado la estructura de dependencia espacial de los 
inmuebles. De esta forma, la información aportada por 
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dicha estructura de correlación espacial mejorará las 
estimaciones de precios realizadas. 
 
Figueroa y Lever (1992) utilizan un modelo de 
regresión hedónica lineal logarítmica, y encuentran una 
disminución de valor a mayor superficie del lote valorado. 
Afirman que mediante el estudio de éstas diferencias, se 
puede subir el precio de un metro cuadrado hasta siete 
veces. 
 
García (2007) encuentra evidencia sobre la 
importancia de incluir dentro de los valores hedónicos 
externalidades (ruido, microlocalización, macrolocalización, 
etc.), e internalidades (superficie construida, edad, número 
de baños, número de recámaras, etc.). 
 
García (2008) manifiesta que las distintas 
características de una vivienda se agrupan en tres 
categorías: las estructurales propias de la vivienda, las de 
localización y las características del vecindario y la calidad 
del entorno físico donde se ubica la vivienda. Para su 
trabajo ha utilizado la regresión hedónica semilogarítmica 
y ha obtenido resultados donde afirma que las 
características que más influyen en el precio de la vivienda 
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en la ciudad de Málaga son las de tipo estructural 
(superficie construida, número de baños, etc.). 
 
Otra aportación es el caso de Komarova (2009). 
Mediante el uso del modelo de regresión hedónica, con 
20.000 observaciones del precio de pisos donde incluye 
variables estructurales (internas) y variables espaciales 
(externas), con las que analiza la importancia de la 
variable distancia al centro de la ciudad, obtiene los 
siguientes resultados: por cada kilómetro al centro de la 
ciudad, el precio de las viviendas disminuye en 5.400 
dólares; después de la variable superficie cubierta, la 
segunda más importante es la variable contaminación 
ambiental.  
 
Un caso similar al anterior lo describe Kryvobokov 
et al. (2007), quienes mediante regresión hedónica, usaron 
variables estructurales de los inmuebles y además las 
variables espaciales (distancia al centro de la ciudad 
Donetsk –Ucrania-, distancia a la parada del autobús, 
parques, áreas verdes, etc.), con un universo de 325 
transacciones de inmuebles, de tal manera que las 
variables espaciales resultaron ser más importantes que 
las variables estructurales del inmueble. 
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Nikolaos et al. (2011) confirman la influencia 
importante de las variables espaciales, en específico la 
variable espacios abiertos y proximidad a parques. 
 
Por otro lado Hansen et al. (2013), mediante un 
modelo similar al anterior, encuentran una alta influencia 
de la vista hacia el lago o el océano. Otros trabajos como 
los de Milton (1984), alta influencia en el precio de 
parcelas cerca de la una bahía; Smith (1995), Lansford et 
al. (1995) y Doss et al. (1996), concluyen alta plusvalía a 
vista de un inmueble a un lago.  
 
Lisi (2012) afirma que debido a la heterogeneidad 
en los precios de las viviendas y las características, la 
función de valoración nunca se comporta linealmente, sino 
que casi siempre tiende a una función logarítmica. 
 
Kroll et al. (2010) emplean un modelo de regresión 
hedónico con la introducción de variables como espacios 
abiertos, plantación de nuevos árboles, uso de techos de 
color claro; obtienen resultados de la reducción de gases 
de efecto invernadero por debajo de 80% y el incremento 
del oxígeno de 1990 al año 2020 en el estado de California. 
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Payton et al. (2008), mediante la regresión hedónica, 
muestran que el efecto de la vegetación más verde que 
rodea a una propiedad es un aumento positivo en el precio. 
 
Otra de las investigaciones sobre el ruido 
provocado por los aeropuertos que están cerca de los 
desarrollos residenciales ha demostrado que los precios 
se ven muy disminuidos por este hecho (Dubin 1988, 1992; 
Can 1990). Bowen et al. (2011) encontraron evidencia de 
cómo disminuyen los precios de las viviendas por el ruido 
y la contaminación debido a la cercanía a los aeropuertos. 
 
Kim et al. (2003) han demostrado que con una 
mejora de la calidad del aire se obtiene un ahorro 
económico en los hogares de 2.333 dólares anuales que 
representa un 1,43% del valor medio de los hogares en 
Seúl, Corea, y afirman que el valor de la calidad del aire 
capitalizado en precios de la casa es el valor actual 
obtenido mediante este concepto. 
 
Dentro del análisis de regresión se puede citar los 
trabajos de Aznar y Guijarro (2005), Aznar y López (2008), 
en los cuales han aplicado la regresión multivariada a 
valoraciones industriales e inmobiliarias. 
 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






Existen multitud de investigaciones donde se aplica 
la regresión hedónica a inmuebles urbanos, utilizando dos 
tipos de variables independientes, como son las 
estructurales (internas de las viviendas) y las espaciales 
(externas), macro localización y micro localización. Dentro 
de estas variables se encuentran: nivel socioeconómico, 
distancia a centro de ocio, distancia a centro de la ciudad, 
contaminación del aire, etc. Se pueden citar trabajos como 
Gao et al. (2002), “Evaluación empírica del modelo de 
regresión hedónica”, por otro lado los modelos 
econométricos se usan en diferentes áreas de la 
investigación, en la valoración inmobiliaria existen infinidad 
de aplicaciones, Páez et al. (s.f.), con su trabajo “Una 
comparación empírica de técnicas de modelación”, 
Chaudhry et al. (2013), sobre “Valoración de servicios 
ambientales para la ciudad Chadigarh, India”, Anseli 
(1999), “Econométrica espacial”, Segura et al. (1998), 
“Modelos econométricos de valoración aplicados a la 
valoración fiscal”, Bengochea (2002), “Una valoración 
urbana de las áreas verdes urbanas”. Los beneficios 
futuros con base en variables sociales y económicas, es 




Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






Otros autores que coinciden con los anteriores en la 
aplicación del modelo de regresión hedónica son 
Beamonte (2008), Mendieta y Perdomo (2007), Segura et 
al. (1997) y Quispe (2012). En sus diferentes trabajos de 
investigación han utilizado la regresión hedónica 
semilogarítmica y logarítmica, para ello han utilizado 
variables estructurales y variables geoespaciales 
obteniendo resultados satisfactorios. 
 
Tratándose de redes neuronales artificiales con 
aplicaciones a la valoración, en el año 1991 Borst realizó 
trabajos en este campo, en la ciudad de Nueva Inglaterra, 
Estados Unidos de América. 
  
Otra investigación sobre redes neuronales 
artificiales y regresión hedónica es la de Tabales et al. 
(2009), sobre el tema denominado “Propuesta 
metodológica para valoración de inmuebles urbanos para 
la ciudad de Córdoba en España”, donde hace el contraste 
de la regresión hedónica y redes neuronales artificiales por 
modelo multicapa aplicado a valoración masiva, utilizando 
1.189 muestras, obteniendo mejores resultados con el 
modelo de redes, que con la regresión hedónica. 
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Otra de las aplicaciones es la de Pitarque et al. de 
la Universidad de Valencia (España) acerca de la 
valoración  inmobiliaria mediante redes neuronales 
artificiales. 
 
Fernández et al. (2012) utiliza un modelo con tres 
capas: una de entrada, otra intermedia y una capa de 
salida con red de retropropagación, con 1.442 muestras 
entre viviendas nuevas y de segunda mano, clasificando 
tres categorías -alta, media y baja-. 
 
Por otro lado Gallegos (2004) emplean un modelo 
de redes multicapa con salida hacia adelante con tres 
capas, una de entrada, intermedia y una capa de salida, 
con 12 variables que explican el precio de venta de las 
viviendas. En una primera prueba utilizan 100 muestras, 
de las cuales 85 son para el entrenamiento y 15 para la 
validación. También comparó este modelo con un modelo 
de regresión múltiple con las mismas 85 muestras. El 
resultado por regresión múltiple resultó de 15%, con una 
diferencia de 7%, pues de acuerdo con estos estudios 
encuentra evidencias donde las redes neuronales 
artificiales obtienen buenos modelos de aproximación en 
la valoración inmobiliaria. 
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Pi-ying (2011) desarrolla un modelo de propagación 
hacia atrás de la red neuronal artificial. Contrasta el 
modelo RNA contra un modelo de regresión hedónica, y 
en sus conclusiones afirma que el modelo de redes 
neuronales artificiales presenta errores menores con 
respecto de la regresión hedónica entre 10 y 15 por ciento.  
 
Otra aplicación es el caso de Amabile et al. (1998). 
En su investigación con uso de redes neuronales en el 
análisis espacial de valores de propiedad, utiliza dos 
modelos de redes denominados perceptrón multicapa 
(MLP) y de función de base radial (RBF), con una muestra 
de 100 transacciones hechas en la ciudad de Treviso 
(Italia), tomando para ello el 80% de la muestra para el 
aprendizaje y el 20% para la validación. Obtuvo un 
resultado de 2,3% en valores por debajo del umbral de 
evaluación de 10%, con una media cuadrática de menos 
de 5% para la red de base radial con una alta capacidad 
explicativa del valor en ambos modelos. 
 
Por otra parte Limsombunchai (2004) utiliza 200 
observaciones, aplicando ambos modelos, y encontrando 
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Amri et al. (2003) emplean un modelo de red 
neuronal con múltiples capas y otro modelo neuroborroso, 
y con base en la lógica borrosa con variables estructurales 
y geoespaciales; los resultados obtenidos en ambos 
modelos son muy parecidos, con conclusiones afines y 
positivas. 
 
Rossini (1998), con el apoyo de estudiantes de la 
Universidad del Sur de Australia, ha estimado modelos de 
red neuronal artificial usando un método de propagación 
hacia atrás y una función sigmoide, con dos estructuras en 
cada caso. La primera estructura con tres capas: capa de 
entrada, capa oculta y la capa de salida. La capa de 
entrada tiene una neurona para cada variable 
independiente. La capa de salida sólo tiene una neurona 
de salida y es el modelo de estimaciones. Otro modelo 
utilizado es el análisis de regresión múltiple, donde 
encuentra evidencias de que a mayor cantidad de 
observaciones utilizadas en el modelo de regresión se 
presentan mejores resultados; en cambio al utilizar menos 
cantidad de observaciones las redes neuronales muestran 
mejores resultados, para lo que han utilizado 1.940 
muestras en la ciudad de Adelaida (Australia). 
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Zurada et al. (2006) utilizan una red neuronal 
perceptrón completamente conectada, con una capa 
oculta, la capa de salida conteniendo un solo nodo, lo que 
representa el precio estimado. La capa de entrada tiene 13 
nodos que representan las 13 entradas de valores. 
Probaron varias redes neuronales con diferentes números 
de neuronas en la capa oculta y una neurona en la capa 
de salida que representa el precio. Resultó que la red con 
tres neuronas en la capa oculta produce el menor error en 
las unidades de prueba. La función de activación de 
tangente hiperbólica se utilizó en las neuronas. La 
normalización de la desviación estándar se utilizó para las 
variables. Esta normalización resta la media y la divide por 
la desviación estándar, de manera que los valores 
resultantes tienen una media de cero y una desviación 
estándar de uno. Otro modelo utilizado es el de regresión 
múltiple, para la reducción de variables o factores, a través 
del uso del análisis de componentes principales. De tener 
13 variables se redujeron a tres. Para llevar a cabo esta 
investigación se usaron observaciones de la ciudad de 
Louisville, Kentucky, Estado Unidos de América. El 
conjunto de datos fue de 360 casas unifamiliares de los 
años 1982 hasta 1992. 
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Otra aplicación del modelo de red neuronal artificial 
es en la simulación de inundaciones usando GIS; a las 
inundaciones provocadas por el río Johor, Malasia, en el 
área de la cuenca, Bakhtyari Kia et al. (2001), mediante el 
modelo de red neuronal perceptrón multicapa back 
propagation, utilizaron una capa de entrada que contiene 
siete neuronas (una por elevación, pendiente topográfica, 
la acumulación de flujo, datos de geología, uso de la tierra, 
el suelo y las precipitaciones), cada una representando un 
factor causal que contribuye a la aparición de la 
inundación en la cuenca de captación. La capa de salida 
contiene una sola neurona que representa el curso del 
agua. Las capas ocultas de neuronas se utilizan para 
definir la compleja relación entre las variables de entrada y 
de salida. Una vez definidas las variables de entrada y de 
salida con salidas no lineales como la ecuación sigmoide, 
encontraron coeficientes de determinación que van desde 
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3. Modelización de la tasación. Modelos 
econométricos 
 
3.1. Concepto de tasación 
 Se puede definir la ciencia de la tasación o 
valoración como aquella parte de la economía cuyo objeto 
es la estimación de un determinado valor o valores, con 
arreglo a determinadas hipótesis, con fines determinados y 
a través de procesos de cálculo basados en informaciones 
de carácter técnico (Caballer, 1998). 
 
 
3.2. Terminología relacionada con el valor 
Antes de profundizar más en el tema de la 
valoración, es necesario definir conceptos como valor de 
mercado, precio, costo y valor de un activo, que son 
fundamentales para cualquier proceso de valoración. 
 
El valor de mercado de un bien es una 
representación de la utilidad reconocida por el mercado 
más que su condición física. La utilidad de los activos para 
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una determinada organización o individuo, puede diferir de 
aquella que un mercado concreto le otorgue. 
 
 El precio es la cuantía que se solicita, y  se paga 
por un bien o servicio. El precio de venta es un hecho 
histórico, ya sea de conocimiento público o confidencial. 
Debido a las capacidades financieras, a las motivaciones o 
intereses especiales de un determinado comprador o 
vendedor, es el precio que se paga por los bienes, y  
puede o no tener relación con el valor que otros individuos 
asignen a esos bienes o servicios. El precio es en general 
un indicador de un valor relativo que el comprador o el 
vendedor concreto le asignan a los bienes o servicios en 
determinadas circunstancias. 
 
El coste es la cantidad requerida para producir el 
bien o servicio. Una vez elaborado dicho bien o servicio, el 
coste se convierte en un hecho histórico. El precio pagado 
por un bien o servicio se convierte en un coste para el 
comprador. 
 
El valor es un concepto económico que se refiere al 
precio al que con mayor probabilidad realizarán las 
transacciones los compradores y vendedores de un bien o 
servicio disponible para su adquisición. El valor no es un 
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hecho, sino una estimación del precio probable que se 
pagará por los bienes o servicios en un momento dado, de 
acuerdo con una definición concreta de valor. El concepto 
económico de valor refleja la opinión del mercado sobre 
los beneficios que obtendrá quien posea el bien o reciba el 
servicio a la fecha efectiva de la valuación.  
 
En el caso que se revisa, la valoración de 
inmuebles de uso habitacional será el objetivo del trabajo, 
pues existen otros rubros como son los inmuebles 
industriales, comerciales, etc.; estos últimos no se 
abordarán. 
 
 Bien inmueble se define como el terreno y cualquier 
otro elemento que sea parte del mismo, por ejemplo 
árboles o minerales y cualquier otra cosa que le haya sido 
añadido por el ser humano. También se consideran bienes 
inmuebles todos los anexos que sean instalaciones 
permanentes como cañerías, cableado eléctrico, 
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3.3. Modelos de regresión simple 
3.3.1. Introducción 
 El modelo de regresión simple fue ideado por el 
investigador sir Francis Galton, quien público su trabajo 
Natural Inheritance en el año 1889. Como su nombre 
indica, relaciona una variable independiente (exógena) o 
explicativa, y una variable dependiente denominada 
endógena. Se puede decir que Y está en función de X; se 
trata de una relación lineal de una variable Y con una 
variable X. 
 
Y = f(x) = b0 + b1X   
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 Donde b0 es una constante llamada constante o 
intercepto, y b1 es una constante llamada pendiente de la 
línea de regresión que denota el cambio que tendría Y por 
cada variación unitaria de X. 
 
3.3.2. Estimación del modelo de regresión simple 
 En el modelo de regresión simple, los coeficientes 
del intercepto y la pendiente se calculan a partir de los 
valores muestrales de X e Y. Para clarificar la forma de 
obtener los coeficientes se utilizará el siguiente ejemplo en 
el cual figuran el precio y el área de 16 viviendas u 




Figura 3.2. Fuente: Elaboración propia, readaptada de Guijarro (2013). 
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El modelo de regresión que se obtuvo, toma como 
variable dependiente el precio y como variable 
independiente la superficie, servirá para realizar 
predicciones o estimaciones de precios de viviendas 
según su superficie. Significa que, cuando se pretenda 
valorar una vivienda con superficie S17, su valor estimado 
de   será: 
 
P₁₇ =   a + bS₁₇ 
 
 
Teniendo en cuenta que se expresó la constante 
como a y la pendiente como b. Si se observa en la figura 
3.2, se podría obtener el precio estimado de las 16 
observaciones a partir de la recta de regresión. 
Supóngase por ejemplo el caso de la vivienda núm. 17, 
con precio P17 y superficie S17. Al aplicar la expresión de la 
recta, su precio estimado sería: 
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 No tiene por qué coincidir el precio real u observado 
P17, con el precio estimado por el modelo de regresión. Se 
observa que el precio estimado de la recta de regresión es 
inferior al precio observado. La diferencia entre ambos 
precios recibe el nombre de residuo u error. 
 
𝑒17 = 𝑃17 − 𝑃17  
 
Tal y como señala Guijarro (2013), la distancia al 
cuadrado entre el precio estimado y su proyección vertical 
sobre la recta es la medida que se quiere minimizar. De 
ahí la denominación de regresión por mínimos cuadráticos 
o mínimo cuadrático, como en ocasiones se refieren al 
análisis de regresión. Los parámetros a y b son aquellos 
que hacen que la suma de los residuos al cuadrado sea lo 
más pequeña posible. El modelo de regresión se puede 
representar de la siguiente manera, optimizando la función 
objetivo y tantas restricciones de igualdad como 
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 Volviendo al modelo más general, se intenta 








𝑒𝑖 = 𝑌𝑖 − 𝑎 + 𝑏𝑋𝑙  
 
En la ecuación anterior la solución se obtiene de las 








𝑒𝑖 = 𝑌𝑖 − 𝑎 + 𝑏𝑋𝑙  
 
 Donde σXY representa la covarianza entre las 
variables X e Y. σX
2 es la varianza de X.   barra e Ῡ barra 
son los valores medios de X e Y, respectivamente.  
 
 Calculando el coeficiente de correlación lineal de 
Pearson, se mide en qué grado o qué tan relacionada está 
la variable dependiente y la independiente. 
 
Mediante los siguientes factores se miden el grado 
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variable independiente. En la siguiente tabla se observan 
las escalas de correlación lineal. 
 






0  Nula 
0.001 0.499 Mala 
0.5 0.699 Regular 
0.7 0.799 Buena 
0.8 0.899 Muy buena 
0.90 0.999 Excelente 
1.00  Perfecta 
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Mediante la siguiente ecuación se obtiene dicho 
coeficiente de correlación lineal. 
 
𝑟 =
𝑛 𝑋𝑌 − ( 𝑋)( 𝑌)




n es el número de pares de observaciones. 
∑X es la suma de las variables X. 
∑Y es la suma de las variables Y. 
(∑X2) es la suma de los cuadrados de la variable X. 
(∑X)2 es la suma de las variables X, elevada al 
cuadrado. 
(∑Y2) es la suma de los cuadrados de la variable Y. 
(∑Y)2 es la suma de las variables Y, elevada al 
cuadrado. 
∑XY es la suma de los productos de X e Y. 
 
Otra de las pruebas que se debe realizar es el 
cálculo del coeficiente de determinación, con el cual se 
trata de medir en qué proporción las variables o la variable 
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0  Nula 
0.001 0.499 Mala 
0.5 0.699 Regular 
0.7 0.799 Buena 
0.8 0.899 Muy buena 
0.90 0.999 Excelente 
1.00  Perfecta 
 Fuente: Elaboración propia, readaptada de Ortiz (2003) 
 
Mediante la siguiente ecuación se obtendrá el 
coeficiente de determinación  que mide la proporción de la 




 𝑟² =  
𝑆𝐶𝑅
𝑆𝐶𝑇
 ( Ŷᵢ – 
𝑛
𝑖=1





SCR: Suma cuadrática de los residuos 
SCT: Suma cuadrática total 
Ŷᵢ: Precio estimado de las observaciones 
Ῡᵢ: Precio medio de observados 
[3.8] 
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Yᵢ: Precios observados 





 Si se quieren comparar diferentes modelos, para 
verificar cual explica mejor el precio no se debe realizar a 
través del estadístico r2, sino a través de una variante del 
mismo; el estadístico r2 corregido o ajustado, que toma en 
cuenta tanto el número de observaciones como el número 
de variables explicativas del modelo. Pues un modelo será 
mejor que otro si el r2 ajustado es mayor, con 
independencia del r2. Por lo tanto a partir de ahora se 
debe observar el r2 ajustado, que a diferencia del r2 sí 
tiene en cuenta el diferente número de variables y 
observaciones entre dos modelos de regresión. 
  Su expresión matemática es la siguiente. 
 
𝑟2𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑎 =  1 −
𝑆𝑢𝑚𝑎 𝑑𝑒 𝑐𝑢𝑎𝑑𝑟𝑎𝑑𝑜𝑠 𝑑𝑒𝑙 𝑒𝑟𝑟𝑜𝑟 (𝑆𝐶𝐸)




r2 = r cuadrada ajustada. 
[3.9] 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






SCE = Suma de los cuadrados del error =∑ni=1 (Yi-Ŷi)
2, 
diferencia entre valor observado y valor estimado. 
Y= Valor observado. 
Ŷ = Valor estimado por el modelo.  
SCR=Suma de los cuadrados del modelo = ∑ni=1(Ŷi - Ȳ)
2, 
suma de los cuadrados de las diferencias entre cada valor 
estimado y el valor promedio de las observaciones. 
 
Otra forma de medir la bondad entre dos o varios 
modelos, es determinar cual explica mejor el precio de los 
inmuebles, lo cual es posible saber mediante el error 
absoluto medio entre el precio observado y el precio 
explicado. Su ecuación es la siguiente.  
 
𝐸𝐴𝑀 = 








EAM= Error absoluto medio 
           Sumatoria desde i hasta n. 
 
Ŷi = Precio estimado. 
Yi = Precio observado. 
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Otra de las bondades que se medirán entre el 
precio observado y el precio estimado, para comparar 
entre un modelo y otro, es la raíz del error cuadrático 
medio, utilizando la siguiente ecuación. 
 
𝑅𝐸𝐶𝑀 = 








RECM= Raíz del error cuadrático medio 
        Sumatoria desde i hasta n. 
Ŷi = Precio estimado. 
Yi = Precio observado. 
                  Sumatoria de la diferencia entre el precio 
estimado y el precio observado elevado al cuadrado. 
n= Número de observaciones. 
 
 
A continuación se definen algunos términos 
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 Los estadísticos de dispersión informan sobre la 
variabilidad o heterogeneidad en la distribución de datos. 
En cualquier tipo de investigación o toma de decisión, una 
vez que se tengan resultados se deben analizar con la 
intención de verificar qué tan homogéneos son esos 
resultados, para ello se deben usar las siguientes medidas. 
 
 Varianza. Es el promedio de la suma de todos los 
cuadrados de las desviaciones de una de la muestra o 
población. 
  La varianza se define a través de la siguiente 
expresión. 
 
𝑉𝑎𝑟𝑖𝑎𝑛𝑧𝑎𝑋 = 𝜎2𝑥 =








σ 2 = varianza 
Xi = una observación individual en el conjunto 
 = media de la muestra 
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Tabla 3.3. Ejemplo de las viviendas con los siguientes valores 
correspondientes a un cierto centro urbano de una ciudad 
 
  
En la tabla 3.3, se observan 6 muestras que se han 
recogido con precios que aparecen en la segunda 
columna. La media es el precio que toma el siguiente valor: 
 
𝑋 =
2040000 + 3400000 + ⋯+ 2000000
6
= 2,443,333.00 ($) 
 
 La tercera columna refleja el precio de cada 
inmueble, respecto a la media (Xi - ), en la cuarta y 
última columna, se elevan al cuadrado los valores de la 
columna anterior  . 
 
 Uno de los problemas que se le atribuye a la 
varianza es que su unidad de medida no es la misma que 
la unidad de medida de la variable sobre la que se ha 
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hecho su cálculo. Si el precio de un producto se mide en 
euros, la varianza del precio no se mide en euros. La 
unidad de medida que resulta al aplicar la varianza para el 
caso sería euros al cuadrado, ya que la varianza se ha 
construido como un promedio de las diferencias 
cuadráticas entre precios. Es precisamente lo que hace 
evidente que los valores obtenidos puedan parecer 
exagerados. 
 
 Por esta razón para medir de mejor manera la 
dispersión de una variable es más habitual emplear la 
desviación típica. 
 
Desviación típica. La desviación típica, también 
denominada desviación estándar, se define como la raíz 
cuadrada de la varianza. 
 
 
𝐷𝑒𝑠𝑣𝑖𝑎𝑐𝑖ó𝑛 𝑡í𝑝𝑖𝑐𝑎 𝑋 = 𝜎𝑥 =  𝑉𝑎𝑟𝑖𝑎𝑛𝑧𝑎 (𝑥)







 La principal virtud es que mantiene la unidad de 
medida de la variable a la que se aplica su cálculo. Si al 
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𝐷𝑒𝑠𝑣𝑖𝑎𝑐𝑖ó𝑛 𝑡í𝑝𝑖𝑐𝑎 𝑋 = 𝜎𝑥 =  2,543,333 = 1,595 
 
 
 Como se aprecia su unidad de medida se expresa 
para este caso en euros. La desviación típica es la función 
más ampliamente utilizada en inferencia estadística. 
 
Inferencia estadística. Al identificar a la población, se 
define una unidad observable, también denominada 
muestra, se recoge información de la misma para 
interpretar o deducir resultados de alguna o algunas 
características particulares sobre el caso estudiado. 
 
 Suponga que los precios de vivienda en un sector 
de alguna ciudad siguen una distribución normal y que una 
muestra obtenida es representativa del comportamiento de 
los precios en el resto del sector de la ciudad. En este 
caso, se puede inferir que la media del precio de la 
vivienda en toda la ciudad coincide con la media de la 
muestra tomada (Guijarro, 2013) 
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 Pero además se puede acotar entre qué rangos de 
valores se mueve una gran cantidad de viviendas (Guijarro, 
2013). Se puede afirmar, también, que el precio de estas 
viviendas estará dentro de los siguientes rangos para los 
niveles de confianza de 90%, 95% y 99%: 
 
 
𝑃𝑎𝑟𝑎 𝑢𝑛 𝑛𝑖𝑣𝑒𝑙 𝑑𝑒 𝑐𝑜𝑛𝑓𝑖𝑎𝑛𝑧𝑎 𝑑𝑒𝑙 90%: 
 
𝑋 ± 1.645𝜎𝑥 =  𝑋 − 1.645𝜎𝑥1𝑋
 + 1.645𝜎𝑥  
 
 
𝑃𝑎𝑟𝑎 𝑢𝑛 𝑛𝑖𝑣𝑒𝑙 𝑑𝑒 𝑐𝑜𝑛𝑓𝑖𝑎𝑛𝑧𝑎 𝑑𝑒𝑙 95%:
 
 𝑋 ± 1.96𝜎𝑥 =  𝑋 − 1.96𝜎𝑥1𝑋




𝑃𝑎𝑟𝑎 𝑢𝑛 𝑛𝑖𝑣𝑒𝑙 𝑑𝑒 𝑐𝑜𝑛𝑓𝑖𝑎𝑛𝑧𝑎 𝑑𝑒𝑙 99%:  
 
𝑋 ± 2.57𝜎𝑥 =  𝑋 − 2.57𝜎𝑥1𝑋
 + 2.57𝜎𝑥  
 
Reiterando, los cálculos anteriores serán válidos si 
1) los precios siguen una distribución normal y 2) la 
muestra es una representación del conjunto de viviendas 
de toda la ciudad, se podrá afirmar que la media de los 
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𝑁𝑖𝑣𝑒𝑙 𝑑𝑒 𝑐𝑜𝑛𝑓𝑖𝑎𝑛𝑧𝑎 𝑎𝑙 90%
 
𝑋 ± 1.645𝜎𝑥 =
 
 2,543,333.33 − 1.645 ×  724,808.00    2,543,333.33 + 1.645 
×  724,808.00 
 
 1,351,024     3,735,643 
 
𝑁𝑖𝑣𝑒𝑙 𝑑𝑒 𝑐𝑜𝑛𝑓𝑖𝑎𝑛𝑧𝑎 𝑎𝑙 95%
 
𝑋 ± 1.96𝜎𝑥 =
 
 2,543,333.33 − 1.96 ×  724,808.00    2,543,333.33 + 1.96 ×  724,808.00 
 
 1,122,710     3,963,957 
 
𝑁𝑖𝑣𝑒𝑙 𝑑𝑒 𝑐𝑜𝑛𝑓𝑖𝑎𝑛𝑧𝑎 𝑎𝑙 99%
 
𝑋 ± 2.57𝜎𝑥 =
 
 2,543,333.33 − 2.57 ×  724,808.00    2,543,333.33 + 2.57 ×  724,808.00 
 
 680,577     4,406,090 
 
 
Si se extrae otra muestra de la misma ciudad, el 
precio medio de las viviendas estará dentro del intervalo 
[1´122,710 3´963,957] con una probabilidad o nivel de 
confianza de 95%. No todas las muestras tendrán el precio 
de sus viviendas dentro de este rango, pero se prevé que 
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Dentro de los diferentes tipos de distribuciones que 
existen, como poisson, beta, gama, tao, normal, etc., la 
que más se usa es la distribución normal, pues es la que 
mejor representa los fenómenos físicos en la investigación 
científica; es por ello que se utiliza para la presente 
investigación. 
 
Distribución normal estándar. 
 La regla empírica asume que: 
1. Cerca de 68% del área bajo la curva se encuentra μ 
+ (-)1 desv. estándar 
2. Cerca de 95% del área bajo la curva se encuentra μ 
+ (-) 2 desv. estándar 
3. Cerca de 99.5% del área bajo la curva se encuentra 
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Figura 3.3. Representación de la distribución normal 
 
 Fuente: Imagen tomada a partir del buscador Google1 
 
 
La figura 3.3 representa la distribución normal, 
también denominada campana de Gauss. La desviación 
típica también se utiliza habitualmente para medir datos 
atípicos, también denominado outliers; y niveles de 
confianza de una población o muestra de observaciones, 
pues de esta manera se puede estimar si una muestra 
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representa características particulares de una población 
normal. 
 
Datos atípicos o anómalos. Son aquellos que no 
representan, ni son representados por la tendencia central, 
pues se separan mucho del comportamiento medio de las 
observaciones (Guijarro, 2013). 
 









𝑒𝑠𝑡𝑎𝑛𝑑𝑎𝑟 = 𝑅𝑒𝑠𝑖𝑑𝑢𝑜 𝑒𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑖𝑧𝑎𝑑𝑜 𝑑𝑒 𝑙𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑐𝑖ó𝑛 𝑖 − é𝑠𝑖𝑚𝑎
 
𝑒𝑖 = 𝑅𝑒𝑠𝑖𝑑𝑢𝑜 𝑑𝑒 𝑙𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑐𝑖ó𝑛 𝑖 − é𝑠𝑖𝑚𝑎
 
𝑒 = 𝑑𝑒𝑠𝑣𝑖𝑎𝑐𝑖ó𝑛 𝑡í𝑝𝑖𝑐𝑎 𝑑𝑒 𝑙𝑜𝑠 𝑟𝑒𝑠𝑖𝑑𝑢𝑜𝑠 
 
 
 Estos residuos estandarizados permiten identificar 
los datos atípicos, mediante modelo regresión o modelo 
matemático, y tienen la característica de tener media cero 
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𝑒𝑠𝑡𝑎𝑛𝑑𝑎𝑟 = 𝑅𝑒𝑠𝑖𝑑𝑢𝑜 𝑒𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑖𝑧𝑎𝑑𝑜 𝑑𝑒 𝑙𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑐𝑖ó𝑛 𝑖 − é𝑠𝑖𝑚𝑎
 
𝑒𝑖 = 𝑅𝑒𝑠𝑖𝑑𝑢𝑜 𝑑𝑒 𝑙𝑎 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑐𝑖ó𝑛 𝑖 − é𝑠𝑖𝑚𝑎
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3.4. Modelos multivariantes 
 
3.4.1. Introducción 
El modelo de regresión múltiple es una extensión 
del modelo de regresión simple. En lugar de explicar la 
variable dependiente con una sola variable independiente, 
en este modelo se incluyen más de dos variables 
independientes. Al aumentar la cantidad de variables 
independientes, ayuda al modelo a tener una mejor 
capacidad explicativa, gracias a un mayor valor en el 
estadístico R2. Al adicionar más variables independientes 
suele aumentarse la cantidad de observaciones para una 
mejor explicación del mismo modelo. 
 
 
3.4.2. Descripción de la ecuación 
La forma descriptiva general de la ecuación de 
regresión lineal múltiple es la siguiente: 
 
Y = f X = β0+β1X1+β2X2+.....+βnXn+ 
 
Donde Y es la variable dependiente, que en el caso 
que se estudia sería el precio, β0 es la constante o 
[3.17] 
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intercepto en el eje de la ordenada, Xi es la i-ésima 
variable explicativa y βi es el coeficiente asociado con la i-
ésima variable explicativa. 
La interpretación de los coeficientes varía con 
respecto de las variables explicativas asociadas en el 
modelo. 
El coeficiente β0 es la intercepción o regresando de 
Y, cuando todas las variables explicativas toman valor 
cero. El βi es la cantidad en qué Y cambia cuando la 
variable Xi se incrementa en una unidad, manteniendo 
constante el resto de las variables, ceteris paribus  
representa el error cometido entre el precio observado y el 
precio estimado. 
 
Al aplicar la regresión lineal múltiple, es necesario 
realizar las pruebas estadísticas que se explicaron en la 
regresión lineal simple, en este caso debe realizarse para 
más de una variable independiente. 
 
Se ha explicado anteriormente la aplicación del 
análisis por regresión. Véanse los trabajos realizados por 
Aznar y Guijarro (2005), Aznar y López (2008), Guijarro 
(2013), Caballer y Guadalajara (2005), quienes al usar la 
regresión multivariable con diferentes variables 
cuantitativas obtuvieron buenos resultados. 
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3.5. Modelo de precios hedónicos 
 
3.5.1. Introducción 
La presencia de bienes con características propias 
con otros que podrían ser diferenciados, cercanos a ellos, 
es muy habitual en el mercado, véase García (2006). Las 
empresas para hacer más atractivos sus productos, van 
incorporando atributos que hacen estos bienes 
diferenciados, que a su vez los hace fácilmente 
identificables, con una infinidad de oferta los consumidores 
pueden adquirir estos productos para satisfacer sus 
necesidades, sus deseos o decisiones de compra. Estos 
efectos de análisis económicos han motivado la creación 
de nuevas metodologías para interpretar mediante la 
oferta y la demanda los precios marginales que están 
dispuestos a pagar los consumidores. 
 
A mediados del siglo XX se empieza a utilizar el 
análisis económico para la investigación relacionada con 
la utilidad o satisfacción de algún producto de consumo 
con características heterogéneas o diferenciadas, 
conocidas con el nombre de teorías de precios hedónicos.  
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 3.5.2. Aplicaciones recientes diferentes 
investigadores 
La formación espacial de los precios de inmuebles 
ha sido una de las principales líneas de investigación de la 
economía urbana, Richardson (1971), citado por Humarán 
y Roca (2010). En general, los valores de los inmuebles se 
desagregan en dos componentes endógenos: el valor del 
suelo y el valor de las mejoras que se componen de las 
edificaciones e instalaciones y las obras complementarias.  
 
Caridad et al. (1997), Olmo y Cuervos (2007), 
Fernández y Larraz (2008), Nikolaos et al. (2011), García 
(2004) García (2007), Komarova (2009), Kryvobokov et al. 
(2007), en sus diferentes trabajos acerca del modelo 
hedónico espacio-temporal y el análisis variográfico del 
precio de la vivienda, encuentran evidencias de que el 
precio de la vivienda es una variable muy correlacionada 
espacialmente. Su estructura de variabilidad muestra dos 
escalas de variación espacial fruto de los factores micro y 
macrolocalizativos. 
 
Entendiéndose los factores microlocalizativos como 
todas aquellas variables externas que son propias del 
vecindario o barrio donde se ubica la vivienda, estatus 
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social, calidad del entorno físico, las distancias 
geoespaciales al centro del barrio que generen valor. 
 
Los factores macrolocalizativos son variables 
externas propias de las distancias geoespaciales al centro 
de la ciudad o población que generan una diferencia en el 
precio, distancia a las escuelas, parada de autobuses, 
centro de ocio, hospitales, centros de trabajo, bancos, 
ruido, calidad de aire y otras tantas más variables que 
pueden influir en el precio de los inmuebles. 
 
Estos dos factores que se han mencionado se 
denominan factores externos. 
 
Variables internas o estructurales propias del 
inmueble o vivienda como son superficie construida, 
superficie del terreno, antigüedad, número de baños, 
número de recámaras, calidad de los acabados, espacio 
de garaje, y otras variables que se pudieran incluir en el 
modelo dependiendo de cada ciudad, que expliquen el 
precio integrador de la vivienda. 
 
3.4.1. Fundamentos teóricos 
En cuanto a los modelos de precios hedónicos, se 
puede citar a Hass (1922) quien es pionero de un estudio 
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hedónico que aplicó mediante un análisis de precios de 
explotaciones agrarias, analizando dos variables 
independientes, una de ellas la distancia entre el centro de 
explotación y de la ciudad. Hass realizó su estudio en el 
condado de Blue Earth, Minnesota, Estados Unidos de 
América, y la otra variable fue el tamaño de la ciudad.  
 
Por otro lado Wallace (1926) hace referencia al 
caso del mercado de la vivienda, y fue el segundo 
investigador en utilizar esta metodología. Según Colwell y 
Dilmore (1999), el segundo investigador que utilizó esta 
metodología para analizar también el valor de las 
explotaciones agrarias. Este estudio fue realizado en el 
estado de Iowa, Estados Unidos de América. 
 
 Waught (1928, 1929) realiza un análisis de precios 
de cierta producción agrícola, concretamente de los 
espárragos ofertados en el mercado de Boston durante los 
meses de mayo a julio de 1927, intentando explicar los 
determinantes de las diferencias, los mismos precios 
medios de una unidad de venta en espárragos. Por ello 
Waught implementó una estimación de parámetros de una 
regresión lineal de la forma. 
 
Precio = f (Atributos o características del bien) 
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Precio = f(Vi+Vema+Vemi) 
 
Donde Vi son las variable internas o estructurales, 
Vema las variables externas macrolocalizativas y Vemi las 
variable externa microlocalizativas. 
 
Los primeros intentos por construir una formulación 
teórica de este enfoque fueron concretados por 
Houthakker (1952) y por Tinbergen (1956), citados por 
García (2007), si bien no es hasta mediados de los años 
sesenta cuando se realiza, por parte de Lancaster (1966, 
1971 y 1979), un desarrollo de la teoría del 
comportamiento del consumidor orientado hacia la 
demanda de bienes heterogéneos con características 
identificables y valorables objetivamente. De esta forma, y 
como señala Hulten (2003), citado por García (2007), se le 
puede considerar a la Lancaster (1966), el primero en 
aportar la literatura básica de la economía elaborada para 
la comprensión de los precios de los atributos de un bien. 
El afirma que un bien por sí mismo no genera utilidad para 
los consumidores, sino que ésta proviene de las múltiples 
características o cualidades intrínsecas que el bien posee. 
 
En 1974, con el artículo de Sherwin Rosen (1974), 
se establecen por primera vez las bases teóricas 
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consistente y metodológicamente suficiente para justificar 
la utilización de la técnica. Rosen analiza varios tipos de 
bienes diferenciados que pueden ser descritos por un 
vector de características: Z = (z1, z2,...zn), donde zi mide la 
cantidad de la característica i. De la observación del precio 
de cada bien y la cantidad de características asociadas a 
él, resulta un conjunto particular de precios hedónicos o 
implícitos. Oferentes y demandantes distinguen 
perfectamente entre cantidades de las características, eso 
implica que toda una variedad de alternativas (diferentes 
tipos de combinaciones de cada zi) esté disponible. Así los 
mercados de estos productos implícitamente revelan una 
función P(Z) = P( Z1,…Zn ), que relaciona precios y 
características o atributos, por tanto el consumidor y el 
productor toman sus decisiones de consumo y de 
producción en ese precio. 
 
Rosen definió los precios hedónicos como aquellos 
precios implícitos con base en las características o 
atributos reflejados por los agentes económicos a partir de 
precios observados en el mercado de productos 
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Por otra parte es entendible que estos precios 
hedónicos no son fáciles de estimar, debido a las 
observaciones P(Z), que representan un conjunto de 
funciones de valoración y otras de funciones de oferta lo 
que lleva a un problema de identificación, véase figura 
(3.4). 
 
Fuente: Quispe (2012). 
 
En resumen una función de precios hedónicos 
(FPH), es la función de equilibrio de mercado provocada 
por la interacción de las funciones de precios de los 
compradores y las funciones de precios de los vendedores. 
En el caso que aquí se revisa, si la vivienda es un bien 
heterogéneo diferenciado por un conjunto de atributos H= 
(h1,h2,...hk), la función de precios hedónicos establece la 
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relación funcional entre los gastos observados de los 
hogares en vivienda P(H) y el nivel de características 
incluidas en el vector H. Esta igualdad se puede 
representar como sigue: 
 
P(H) = f (h1,h2,…hk) 
 
Por tanto, el precio de cualquier atributo o 
característica contenido en H,Pk (=P(H)/hk) puede ser 
considerado como el precio implícito de equilibrio de ese 
atributo. Con la debida especificación funcional de la FPH, 
los coeficientes estimados proporcionarán los precios 
marginales estimados de las características. Por tanto una 
manera de interpretar la función de precios hedónicos es 
asumiendo que si el precio de una vivienda es 2000 
unidades monetarias mayor que otra con las mismas 
características, excepto el garaje, entonces esta diferencia 
sería el precio marginal o implícito que estarían dispuestos 
a pagar los demandantes por tal diferencia. 
 
De este modo a partir del desarrollo empírico se 
pretende estimar la relación existente entre los diferentes 
precios de las distintas viviendas de un mismo bien 
diferenciado o heterogéneo P(Z) = P(Z1,…Zn ) y las 
distintas características o atributos que componen cada 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






una de esas viviendas P(H) = f(h1,h2,…hk), utilizando para 
ello la técnica de regresión. Se intentará estimar la 
relación. 
 
𝑃𝐻 = 𝑓ℎ1𝑖 ,ℎ2𝑖ℎ3𝑖 ,…ℎ𝑛𝑖 , 𝛾𝑖 
 
 
A partir de la ecuación anterior de esta relación 
estimada entre el precio y las características (relación 
hedónica), se pueden obtener las valoraciones marginales 
implícitas (precios hedónicos) de cada uno de los atributos, 
aplicando la derivadas parciales de cada característica: 
P(H)/hk. 
O expresado en forma de regresión: 
  
𝑌 = 𝑓𝑃 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯+ 𝛽𝑛𝑋𝑛 + 𝛾
 
 
Donde P es la variable dependiente, que en este 
caso sería el precio, β0 es la constante o intercepto en el 
eje de la ordenada, Xi es la i-ésima variable explicativa o 
atributo y βi es el coeficiente asociado a la i-ésima variable 
explicativa o pesos marginales de los atributos o 
características. 
 
La interpretación de los coeficientes varía con 
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El coeficiente β0 es la intercepción o regresando de 
Y, cuando todas las variables explicativas toman valor 
cero. El βi es la cantidad en qué Y cambia cuando la 
variable Xi se incrementa en una unidad, y se mantiene 
constante el resto de las variables, ceteris paribus,  
representa el error cometido entre el precio observado y el 
precio estimado. 
 
Tratándose de bienes heterogéneos, como es el 
caso de las viviendas, la mayoría de las investigaciones 
aplican el modelo de forma semilogarítmica, tal como se 
muestra a continuación: 
 
ln𝑃 = 𝛽𝑋 + 𝛾 
 
Donde P representa el vector de precio de venta de 
las viviendas observadas, β es la matriz de coeficientes, es 
la cantidad en qué P cambia cuando la variable Xi se 
incrementa en una unidad, manteniendo constante el resto 
de las variables, ceteris paribus,  representa el error 
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La ecuación [3.20] al trabajar con más de dos 
variables independientes se transforma en la siguiente 
ecuación: 
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4. Las redes neuronales artificiales 
4.1. Introducción 
Redes neuronales biológicas. El sistema neuronal del 
ser humano y el de los animales está compuesto por el 
sistema nervioso y el hormonal. El diseño general del 
sistema nervioso está conformado por la neurona, unidad 
funcional básica del sistema nervioso central, el cual se 
estima que contiene 100,000 millones de neuronas 
(Gayton-Hall 2009). 
 
Estructura de una neurona biológica típica. 
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En todas las neuronas se identifican tres partes 
principales: 




La palabra sinapsis significa la unión de dos 
neuronas.2 
 
Dendritas son las ramas fibrosas que emanan del 
cuerpo celular, Pérez (2003). 
 
Axón son las fibras principales que emanan el 
cuerpo celular. Es el canal transmisor de los impulsos 
generados por las células. Se ramifica en su extremo final 
para conectar con otras neuronas, a través de las 
dendritas de éstas, que actúan como canales receptores 
de información, Pérez (2003). 
 
Uno de los grandes misterios que han preocupado 
al hombre desde los tiempos ancestrales, es el de su 
propia naturaleza. 
 
                                                 
2 La palabra sinapsis viene del griego synapto que significa unión o conexión estrecha. 
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Este misterio está asociado con el de la 
inteligencia artificial; dentro de ella está el ser inteligente 
(Isasi-Galván 2008, p. 1). 
 
En la medida en que la ciencia y la tecnología 
avanzan en este mundo globalizado, uno de los retos más 
importantes a los que el ser humano en la actualidad se 
enfrenta es de la construcción de sistemas inteligentes; 
estos dispositivos físicos y lógicos que día con día se 
abren más campos o áreas donde se aplica la inteligencia 
artificial, tanto así que lleva un camino de desarrollo de 
forma exponencial, pues la sociedad demanda mejores 
resultados en todas las áreas. 
 
4.2. Concepto de una red neuronal artificial (RNA) 
Se han recogido varias definiciones sobre la 
noción de inteligencia artificial (IA). 
 
1.  La IA son algoritmos implementados en forma de 
programas informáticos o modelos electrónicos, 
basados en el funcionamiento del cerebro humano. 
Corchado et al. (2000, p. 3). 
2.   La IA son modelos computacionales que surgieron 
como un intento de conseguir formalizaciones 
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matemáticas acerca de la estructura del cerebro. 
Las RNA imitan la estructura hardware del sistema 
nervioso, centrándose en el funcionamiento del 
cerebro humano, y basándose en el aprendizaje a 
través de la experiencia. Flores y Fernández (2008, 
p. 16). 
3. La IA es un sistema de computación compuesto de 
un gran número de elementos simples, elementos 
de proceso muy interconectados, los cuales 
procesan información por medio de su estado 
dinámico como respuesta a entradas externas. 
Hecht-Niese (1988), citado por Hilera y Martínez 
(1995, p. 9). 
4. La IA es la ciencia e ingeniería de hacer máquinas 
inteligentes, especialmente programas de cómputo 
que realizan funciones muy diversas, imitando el 
comportamiento de un humano. John McKarthy 
(1956). 
 
Dentro de la inteligencia artificial se pueden 
distinguir tres grandes áreas. 
 Lógica difusa 
 Redes neuronales artificiales 
 Algoritmos genéticos 
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La lógica borrosa o difusa, se entiende como una de 
las ramas de la inteligencia artificial que le permite a una 
computadora analizar información del mundo real en una 
escala entre lo falso o lo verdadero. Los sistemas borrosos 
son una alternativa a las nociones de pertenencia y lógica 
que se iniciaron en la Grecia antigua. Ponce (2010, p. 2). 
 
Para esta rama de la inteligencia artificial su mayor 
aplicabilidad es la robótica, donde se apoya del álgebra de 
Boole (booleana), haciendo uso de un sistema binario; un 
ejemplo claro seria la forma de operar precisamente un 
televisor. 
Está encendido, verdadero (1). 
Está apagado, falso            (0).  
 
Las redes neuronales artificiales (RNA) se pueden 
definir como un dispositivo diseñado a imitación de los 
sistemas nerviosos de los animales, consistentes en una 
interconexión de unidades, denominadas neuronas 
artificiales o elementos de proceso, cuyo funcionamiento 
se inspira en el de las neuronas biológicas. Pérez (2003, p. 
13). 
 
Un algoritmo genético (AG), es una búsqueda 
iterativa, inspirada en los principios de selección natural. 
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Los algoritmos genéticos no buscan modelar la evolución 
biológica, sino derivar estrategias de optimización. El 
concepto se basa en la generación de poblaciones de 
individuos mediante la reproducción de los padres. Ponce 
(2010, p. 12).  
 
La inteligencia artificial (IA) va adquiriendo mayor 
importancia conforme los científicos en todo el mundo 
publican resultados de pruebas sobre nuevas aplicaciones; 
esto por la necesidad o demanda de hacer mejor las cosas 
en el menor tiempo posible y con mayor precisión. 
 
Se trata de un campo multidisciplinario en donde 
han tenido que ver investigadores de diferente formación 
profesional; hasta el día de hoy al pinchar redes 
neuronales artificiales en una página web como 
www.google.com.mx, se despliegan 640,000 aplicaciones. 
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4.3. Antecedentes históricos 
 Se puede considerar que los primeros pasos a la 
inteligencia artificial se dieron desde hace mucho tiempo 
por Aristóteles (384-322 a.C.) y Platón (427-347 a.C.), y se 
continuaron en la edad media por Descartes (1596-1650) y 
por algunos otros filósofos empiristas del siglo XVII. 
 
La mayoría de los estudios sobre RNA citan los 
trabajos de Warren McCulloch y Walter Pitts como los 
iniciadores en el año de 1943, cuando realizaron su primer 
modelo matemático sobre redes neuronales artificiales. 
 
Tal modelo se basa en la idea de que las neuronas 
operen mediante impulsos binarios. Este modelo introduce 
la idea de una función de paso por umbral, utilizada 
posteriormente por muchos modelos como las redes 
neuronales artificiales discretas. Isasi y Galván (2008, p. 
18, citan a Kosko 1988). 
 
Donald Hebb desarrolló posteriormente un 
procedimiento matemático de aprendizaje. Los estudios de 
Hebb sobre las neuronas y las condiciones clásicas de 
aprendizaje en su libro Organization of Behavior. Isasi y 
Galván (2008, p. 18, citan a Hebb 1949). 
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Los lógicos del siglo XX, incluidos Kurt Gödel, 
Stephen Kleene, Emil Post, Alonzo Church y Alan Turing 
formalizaron y clasificaron lo que puede (y lo que no puede) 
ser hecho por medio de los sistemas lógicos y 
computacionales. Posteriormente computólogos como 
Stephen Cook y Richard Karp identificaron las clases de 
cómputos, que siendo realizables mediante computadoras, 
son prohibitivos en términos de espacio o tiempo. Entre 
ellos, fue Alan Turing quien escribió el primer artículo 
moderno sobre la posibilidad de crear sistemas 
inteligentes artificiales (en el año de 1950). Aragón (2002, 
p. 19). 
 
 Hasta el año 1955, la mayoría de los investigadores 
consideran la IA como la primera generación, del año 1956 
se ha considerado como la evolución de la segunda 
generación y ésta comienza con una conferencia 
pronunciada en Dartmouth, que organizó John McCarthy y 
Marvin Minsky en 1956, donde se fundaron las bases de la 
IA moderna. 
 
 En el año de 1957 Frank Rosenblatt comienza su 
desarrollo con el perceptrón y sus aplicaciones las enfocó 
al reconocedor de patrones. 
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 En 1959, Bernard Widrow y Marcial Hoft de la 
Universidad de Stanford, desarrollaron el modelo Adaline 
(Adaptative Linear Element). Uno de los mayores 
investigadores de las redes neuronales desde los años 
sesenta hasta nuestros días es Stephen Grossberg 
(Universidad de Boston). A partir de su extenso 
conocimiento fisiológico, ha escrito numerosos libros y 
desarrollado modelos de redes neuronales. Estudió los 
mecanismos de la percepción y la memoria. Grossber 
realizó en 1967 una red, Avalancha, que consistía en 
elementos discretos con actividad que varía con el tiempo, 
que satisface ecuaciones diferenciales continuas para 
resolver actividades tales como reconocimiento continuo 
del habla y aprendizaje del movimiento de los brazos en 
un robot. Hilera y Martínez (1995, p. 4, citan a Grossberg 
1982). 
 
 Numerosas críticas que surgieron entre los años 
1969 y 1982, frenaron las investigaciones acerca de las 
redes neuronales artificiales. Marvin Minsky y Seymour 
Papert, del Instituto Tecnológico de Massachusetts (MIT), 
publicaron un libro denominado El perceptrón (el 
perceptrón multinivel poseía sólo una capa).  
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En 1982 coincidieron numerosos eventos que 
hicieron resurgir el interés por las redes neuronales. John 
Hopfield presentó su trabajo (Hopfield 1982). En el trabajo, 
describe con claridad y rigor matemático una red a la que 
ha dado su nombre, que es una variación del asociador 
lineal, pero además mostró que tales redes pueden 
trabajar y lo que pueden hacer. También en 1982 se 
celebró la U.S.-Japan Joint Conference on Cooperative 
/Competitive Neuronal Networks y Fujitsu comenzó el 
desarrollo en computadores pensantes para la aplicación 
en robótica. Hilera y Martínez (1995, p. 5). 
 
Cada día aparecen nuevas aplicaciones y 
aportaciones científicas de las redes neuronales artificiales 
en todas las ramas del conocimiento. 
 
De acuerdo con Núñez et al. (2009), en el campo de 
la valoración inmobiliaria entre los más destacados se 
puede citar a Bort en 1991, con un estudio realizado en 
Nueva Inglaterra, Estados Unidos, Tay y Ho en 1992 en 
Singapur, Do y Grudnitski en 1992 en California, Estados 
Unidos, Collins y Evans durante 1994 en el Reino Unido, 
Worzala, Lenk y Silva en 1995 en Colorado (Estados 
Unidos), Rossini en 1997 al sur de Australia, Haynes y Tan 
en el año 1998 en Gold Coast, Australia, Cechin en 2000, 
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Porto Alegre (Brasil), Karakozova en 2000, Helsinki 
(Finlandia) y Nguyen y Cripps en el año 2001, Tennessee 
(Estados Unidos). 
 
Muchos de los estudios antes mencionados 
establecen la comparación entre los sistemas de IA y los 
métodos tradicionales de valoración, especialmente con la 
regresión múltiple, manifiestan ventajas de los modelos de 
IA contra los modelos de regresión en rangos medios de 5 
a 10%. 
 
Los modelos de IA ofrecen errores entre 5 y 10%, 
mientras los modelos de regresión múltiple entre 10 y 15%. 
 
Otro caso es el de Zurada et al. (2006), en su 
investigación denominada “Enfoques no convencionales”. 
Utilizando una red neuronal perceptrón completamente 
conectado, con una capa oculta, la capa de salida 
contiene un solo nodo, lo que representa el precio 
estimado. La capa de entrada tiene 13 nodos que 
representan la entrada de 13 valores, probaron varias 
redes neuronales con diferentes números de neuronas en 
la capa oculta y una neurona en la capa de salida que 
representa el precio estimado. Resultó que la red con 3 
neuronas en la capa oculta produce el menor error en las 
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unidades de prueba. La función de activación de tangente 
hiperbólica se utilizó para neuronas. La normalización de 
la desviación estándar se utilizó para las variables. Esta 
normalización resta la media y la divide por la desviación 
estándar, de manera que los valores que resultan tienen 
una media de cero y una desviación estándar de uno. Otro 
modelo que se usó fue el de regresión múltiple, para la 
reducción de variables o factores, mediante el uso del 
análisis de componentes principales de 13 variables, 
redujeron a tres variables y luego a seis variables, para 
estimar los precios, los resultados obtenidos en ambos 
modelos son muy parecidos; para llevar a cabo esta 
investigación se utilizaron observaciones hechas en la 
ciudad de Louisville, Kentucky, Estado Unidos, el conjunto 
de datos fue de 360 casas unifamiliares en los años de 
1982 a 1992. 
 
Otras aplicaciones, mediante un modelo de red 
neuronal artificial para la simulación de inundaciones 
usando GIS; a las inundaciones que suceden en la cuenca 
del río Johor, Malasia, Bakhtyari Kia et al. (2001), 
mediante el modelo de red neuronal perceptrón multicapa 
back propagación utilizaron una capa de entrada que 
contenía siete neuronas (una por la elevación, la 
pendiente topográfica, la acumulación de flujo, los datos 
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de geología, el uso de la tierra, el suelo y las 
precipitaciones), cada uno representando un factor causal 
que contribuye a la aparición de la inundación en la 
cuenca de captación. La capa de salida contiene una sola 
neurona y representa el curso del agua. Las capas ocultas 
de neuronas se utilizan para definir la compleja relación 
entre las variables de entrada y de salida. Una vez 
definidas las variables de entrada y de salida con salidas 
no lineales, como la ecuación sigmoide, los autores han 
encontrado coeficientes de determinación que van desde 
0.93 hasta 0.99 para cada una de las variables aplicadas 
en el estudio. 
 
Razi et al. (2005), “Índice de predicción de precios 
para inmuebles, al usar la red neuronal artificial versus 
análisis de regresión múltiple (MRA)”, en su investigación 
predicen el índice de precios con el uso de la red neuronal 
artificial; mediante el análisis de regresión múltiple versus 
la red neuronal artificial con múltiples análisis de regresión 
(MRA). 
 
La variable dependiente fue el índice de precios de 
casa, como variables independientes utilizó la tasa de 
interés, el ingreso familiar, la tasa de empleo y el tamaño 
de la población. Los datos para la variable dependiente 
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cubrieron el período desde el año 2000 hasta 2011 y se 
obtuvieron de diversas fuentes. Los datos del índice de 
precios de la vivienda de Malasia fueron recogidos del 
Centro de Información de Bienes Nacionales (NAPIC), en 
la siguiente tabla se observan los resultados de los dos 




Los resultados muestran la combinación óptima de 
datos compuesta por 80% de datos de entrenamiento y 
20% de los datos de prueba con la más alta r = 0,9966 y la 
media más baja de error al cuadrado de 0,819. El R2 
también muestra que los datos de entrenamiento y de 
prueba seleccionados fueron capaces de reflejar 99,32% 
del valor real, se asume una vez más en este estudio la 
mejora de los resultados de las redes neuronales 
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4.4. Elementos de una RNA 
Un conjunto de conexiones o sinapsis 
caracterizadas cada una de ellas por un peso sináptico, de 
forma que la señal de entrada Xj, presente en la neurona k, 
se verá multiplicada por pesos sinápticos Wjk. Este peso 
puede variar en un rango que incluye tanto valores 
negativos (entrada inhibidora) como valores positivos 
(entrada excitadora). Corchado et al. (2000, p. 6).  
 
La regla de propagación que determina la entrada 
efectiva o el nivel de excitación de la neurona k, denotada 
por sk, a partir de todas las entradas individuales a la 
misma, donde se considera como entrada efectiva a la 
suma todas las señales de entrada Xj a la neurona k, 
ponderadas por su respectivos pesos sinápticos wjk. 
Corchado et al. (2000, p. 6).  
 
  “Fk, función de activación que determina la salida yk 
de la neurona a partir de su nivel de excitación” Corchado 
et al. (2000, p. 6). 
 
 El modelo incluye la entrada externa adicional, 
denominada polarización o "bías" y denotada por bk, su 
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función es aumentar o disminuir el poder de excitación de 
la neurona dependiente, si es un valor positivo o negativo. 
Véase la figura 4.2. 
 
 
Figura 4.2 Fuente: Tomada de Corchado et al. (2000, p. 6), y 
adaptación propia 
 
El modelo matemático se describe de la siguiente 
manera. 
𝑆𝐾 = (𝑊𝑗𝑘 )(
𝑛
𝑖=𝑘
𝑋𝑗 ) + 𝑏𝑘 
 Donde W, representa el peso sináptico de la 
neurona, X las señales de entrada, b la polarización o bía: 
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Si se considera la polarización bk como peso 
sináptico de una entrada adicional en el cual su valor 
siempre será 1, se reescribe la ecuación a una forma 
homogénea. 
 
 Todo modelo neuronal debe disponer de una regla 
de propagación que combine la salida de cada neurona 
con su correspondiente ponderación por el patrón de 
conexión. 
 





Siendo en este caso Wk = [bk,w1k,...,wjk,...wnk]T el 
vector columna de pesos y x=[1,x1,...,xN]
T el vector 
columna de entrada, esto a su vez se puede escribir de 
forma vectorial tal que: yk = Fk[wTK.x]. Corchado et al. 
(2000, p. 7). 
 
El algoritmo anterior puede también representarse 
como una notación matricial, en este caso se puede 
considerar una W de dimensiones NxN que representará 
todos los pesos de la red. Véase la figura 4.3. 
[4.2] 
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Figura 4.3. Fuente propia. Representa una matriz con todos los 
pesos de los patrones de entrada a la red.  
 
 Dependiendo del tipo de salida, las neuronas 
pueden tomar valores de 0 o 1 si son discretas. Otro rango 




4.5. Principales funciones de activación 
Existen cuatro funciones principales de 
transferencia típicas que determinan diferentes tipos de 
neuronas: La función escalón, la función lineal y mixta, la 
sigmoidal y la función gaussiana. 
 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 







4.5.1. Función de activación escalón 
Función escalón o umbral se utiliza cuando la salida 
de red es de tipo binario, dos posibles valores (0, 1). 
 
La neurona se activará cuando el valor neto de 
entrada sea igual o mayor al umbral y no se activará en 
caso contrario. Véanse las ecuaciones 4.3 y 4.4, así como 
la figura 4.4. 
Figura 4.4. Representación de la función escalón 
  
 
Fuente: Propia, readaptada de Hilera y Martínez (1995). 
 
  [4.3] 
  [4.4] 
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La figura 4.4 representa dos funciones escalón en 
ambos casos se toma en cuenta el umbral cero, en caso 
de que no lo fuera, el escalón quedaría desplazado. 
 
 
4.5.2. Función de activación lineal y mixta 
Esta expresión responde a la expresión sk ó yk(x) = 
x, las neuronas con función mixta, si la suma de señales 
de entrada es menor que un límite inferior, la activación se 
define como 0 (0-1). Si dicha suma es mayor o igual que el 
límite superior, entonces la activación es 1. Si la suma de 
entrada está comprendida entre ambos límites, superior e 
inferior, entonces la activación se define como una función 
lineal de la suma de las señales de entrada. Véanse las 
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Figura 4.5. Representación de la función de activación lineal y mixta. 
 
 
Fuente: Propia, readaptada de Hilera y Martínez (1995). 
La figura 4.5 representa dos funciones: una lineal y 
otra mixta, en ambos casos se toma en cuenta el umbral 
de acuerdo con las ecuaciones [4.5 y 4.6]. 
 
  [4.6] 
  [4.5] 
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4.5.3. Función de activación continúa sigmoidal 
Es cualquier función definida en el intervalo de 
posibles valores de entrada con un incremento monotónico 
y que tenga ambos límites superiores e inferiores 
(sigmoidal o arco tangente). El valor obtenido de salida 
debe estar comprendido en la zona alta o baja del 
sigmoide, su derivada es siempre positiva y cercana a 
cero para valores grandes positivos o negativos. Véanse la 
ecuación 4.7 y figura 4.6. 
 
Figura 4.6. Representación de la función de activación sigmoidal 
 
Fuente: Propia, readaptada de Hilera y Martínez (1995). 
 
 
  [4.7] 
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4.5.4. Función de activación gaussiana 
 
Los centros y anchura de estas funciones pueden 
ser adaptados. Mapeos que suelen requerir dos niveles 
ocultos (neuronas en la red que se encuentran entre las de 
entrada y las de salida), utilizando neuronas con dos 
funciones de transferencia sigmoidales; algunas veces se 
pueden realizar con un solo nivel en redes con neuronas 
de función gaussiana. Hilera y Martínez (1995). Véanse la 
ecuación 4.8 y la figura 4.7. 
 




Fuente: Propia, readaptada de Hilera y Martínez (1995). 
  
  [4.8] 
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Normalmente estas funciones, antes detalladas, 
suelen considerarse determinísticas y son monótonas 
crecientes y continúas como se ha observado en las 
neuronas biológicas. Existe otro tipo de funciones, pero las 
más usadas son las que se han descrito anteriormente. 
 
 Una RNA consta de varios elementos de proceso 
conectados de alguna forma, generalmente organizados 
en grupos denominados capas. Existen dos capas típicas 
en toda red, que contienen conexiones con el exterior: 
 
 La capa de entrada o patrón, que son los datos que 
se presentan a la red. 
 La capa de salida, que muestra la respuesta de la red 
a una entrada. 
En la figura 4.8 se muestra un ejemplo. 
 
 Figura 4.8. Fuente propia. Muestra la entrada, la red y las 
salidas de patrones o resultados.  
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 Como se observa en la figura 4.8, cada una de las 
entradas sirve para distribuir las entradas de la red, dentro 
de la misma figura existe una capa intermedia 
denominada también capa oculta, ésta no tiene conexión 
directa con el entorno. 
 
Pueden existir varios tipos de conexiones entre las 
neuronas: 
 Conexiones intracapa o laterales: se trata de 
neuronas que producen conexiones entre las neuronas 
de una misma capa. 
 Conexiones intercapa: se producen entre neuronas 
de diferentes capas. 
 Conexiones realimentadas: tienen sentido contrario 
al de entrada-salida. 
 Conexiones autorrecurrentes: se realimentan de una 
neurona consigo misma. 
 
 Las conexiones entre las neuronas pueden ser 
excitatorias (en el caso de pesos positivos) o inhibitorias 
(en el caso de pesos negativos). En general no se define 
una conexión explícitamente como de un tipo u otro, sino 
que por medio del aprendizaje se obtiene un valor para el 
peso que incluye signo y magnitud. Pérez (2003, p. 24). 
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4.6. Operación de la RNA 
 Se clasifican dos formas de operación en un 
sistema neuronal: uno es el modo del recuerdo o ejecución, 
y otro el modo de aprendizaje o entrenamiento. 
 
4.6.1. Fase de aprendizaje 
 Es el proceso por el cual se produce un ajuste en 
los parámetros libres de la red con la finalidad de estimular 
y producir una salida de la red. 
 
 Si la salida no es la deseada, habrá que realizar 
otras iteraciones; estas iteraciones normalmente se 
efectúan cambiando las ponderaciones o lo que es lo 
mismo al ir variando los pesos sinápticos de los patrones 
de entrada. Por ejemplo si los pesos de esta ecuación Wjk 
= [bk,w1k,...,wjk,...wnk]T. 
 
Fueran Wjk=[1,.80,...,80,...60nk]T, y mediante el 
aprendizaje o iteraciones los resultados no son los 
deseados, habría que hacer cambios de los mismos hasta 
que arrojen los valores deseados. Dentro del tipo de 
aprendizaje existen dos básicamente: el tipo supervisado y 
el no supervisado.  
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Aprendizaje supervisado.  
 
Existe un instructor o profesor que dispone de un 
conjunto de elementos, patrones o valores de 
entrenamiento, formados por la entrada y la salida a la red. 
El profesor realizará iteraciones con las diferentes 
entradas y se generará una salida que por lo general en la 
primera iteración no coincidirá con la salida esperada. Se 
calcula el error de la salida y en función de este error, se 
van actualizando los pesos, hasta que el error sea menor y 
obtener el valor esperado. 
 
Aprendizaje no supervisado. 
 
  Como su nombre lo indica, se trata de aprendizaje 
no supervisado en donde no se cuenta con un instructor, 
se dispone de un conjunto de elementos, donde no existe 
una salida deseada de la red. Se representará las 
entradas que harán las iteraciones con las diferentes 
entradas y se generará una salida. Estas salidas se 
agruparán por patrones para verificar su similitud 
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Aprendizaje reforzado.  
 
Se dispone de un conjunto de entradas, para cada 
una de las cuales se obtiene una salida de la red. Se 
calcula una medida del éxito o fracaso global de la red, lo 
que permitirá actualizar los pesos. Como en este caso no 
se puede determinar la fracción de error correspondiente a 
cada salida, es necesario el uso de algoritmos de mayor 
complejidad, además de un conjunto de entrenamiento de 
mayor tamaño. 
 
 En este medio camino entre el aprendizaje 
supervisado y el no supervisado, se utilizará una medida 
del error cometido, que en este caso es un valor global 
que indica el error cometido por la red, no por cada 
elemento individual. Al igual que en el aprendizaje no 




 En una misma red se utilizan el aprendizaje 
supervisado y el no supervisado, normalmente en 
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Aprendizaje hebbiano.  
 
 Este tipo de aprendizaje fue propuesto por Donal O. 
Hebb en 1949, según Hebb dice que “Cuando un axón de 
una celda A esta lo suficientemente cerca como para 
conseguir excitar una celda B y repetida o 
persistentemente toma parte en su activación. Algún 
proceso de crecimiento o cambio metabólico tiene lugar 
en una o ambas celdas, de tal manera que la eficiencia de 
A. Cuando la celda a activar es B, aumenta. Por celda”. 
Hebb entiende al conjunto de neuronas fuertemente 
interconectadas a través de una estructura compleja. La 
eficiencia podría identificarse con la intensidad y magnitud 
de las conexiones; es decir con el peso.  
 
 El aprendizaje hebbiano consiste en el ajuste de los 
pesos de las conexiones de acuerdo con la correlación de 
activación existente entre los valores (salidas) de las 
neuronas conectadas. 
ΔWij = ski skj 
 
 Donde ΔWij es la variación en los pesos en las 
conexiones de las neuronas i y j; ski es la salida de la 
neurona i; skj es la salida de la neurona j. 
 
  [4.9] 
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 Esto indica que si las dos neuronas están activas 
positivamente, se produce un reforzamiento de la 
conexión. Por el contrario cuando una es activa y la otra 
es pasiva (negativa), se produce un debilitamiento de la 
conexión. Se trata de una regla de activación no 
supervisada. Pues los pesos se modifican en función de 
los estados (salidas) de las neuronas obtenidos después 
de la presentación de cierto estímulo, es decir información 
de entrada que afecta a la red sin considerar si se 
deseaba obtener o no esos estados de activación. 
 
 Este tipo de aprendizaje lo utilizó Hopfield en la red 
conocida como Red Hopfield, introducida en el año 1982. 
 
 Los algoritmos de aprendizaje generalmente se 
basan en métodos numéricos iterativos que tratan de 
minimizar una función de coste, lo que en ocasiones 
puede dar problemas en la convergencia del algoritmo. 
Estos aspectos no pueden tratarse de un modo general, 
sino que se deben estudiar para cada algoritmo concreto. 
La convergencia es una manera de comprobar si una 
determinada arquitectura, junto a su regla de aprendizaje, 
es capaz de resolver un problema, pues el grado de error 
que se mide durante el proceso de aprendizaje describe la 
precisión del ajuste de la red. 
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 “La red tardará un tiempo variable en aprender, 
pudiendo en ocasiones no conseguirlo. Esto puede 
deberse a varias causas” (Pérez 2003, p. 26). 
 
 El modelo que se ha seleccionado no es el 
adecuado. 
 Las características del modelo no son las 
adecuadas (número de capas, número de neuronas 
y tipo de función de activación). 
 Que los patrones o entradas utilizadas para 
entrenar la red no expliquen bien el problema de 
interés, lo anterior puede suceder porque no son 
los patrones más importantes del problema a 
resolver. 
 
4.6.2. Evaluación del aprendizaje de la red 
 
 Uno de los aspectos importantes en la construcción 
de las RNA, es probar los resultados que se obtienen de 
las salidas, que arroje valores fiables; esto se obtiene al ir 
probando los errores de las diferentes iteraciones. 
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 La forma de probar estos resultados es a través de 
la aplicación de las técnicas estadísticas como son el 
coeficiente de correlación lineal, si es el caso, en 
ocasiones puede que se esté aplicando una salida no 
lineal, entonces se está en un escenario en donde se 
tiene que aplicar la técnica de una correlación no lineal a 
la salida de la red. 
 
 Al aplicar estas técnicas lo que se obtiene en 
realidad es la relación que existe entre las variables 
independientes o patrones de entrada y el resultado que 
es la variable dependiente, lo cual significa qué grado de 
asociación existe entre ellas. 
 
4.6.3. Según el tipo de respuesta 
   
 4.6.3.1.- Las redes autoasociativas se entrenan 
para que asocien un patrón consigo mismas, de forma tal 
que, al presentar dicho patrón con un ruido superpuesto o 
de forma parcial, sean capaces de identificar el patrón. 
 
 4.6.3.2.- Las redes heteroasociativas se entrenan 
para que ante la presencia de un patrón A respondan con 
otro diferente B. 
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 “La auto-asociación implica aprendizaje no 
supervisado, mientras que la heteroasociación supone 




4.7. El perceptrón simple 
 
4.7.1. Qué es un perceptrón 
Una forma de comenzar a entender qué es un 
perceptrón, es asociarlo con un sensor, bien sea de 
temperatura, humedad, nivel de líquido, grado de acidez, 
coloración, densidad, etc. Es en esencia, un dispositivo 
que, ante la presencia de uno o varios fenómenos de 
entrada, permite representarlo mediante una señal de 
salida fácilmente reconocible. Ahora bien, si a este simple 
dispositivo se le asignan varios canales de entrada (dos o 
más), se le habrá agregado una notable mejoría ya que 
podrá discriminar o diferenciar entre distintos fenómenos 
de entrada y emitir una salida que representará el criterio 
diferenciador o resultado de la interacción entre las 
entradas. 
 
Este modelo neuronal fue introducido por 
Rosenblatt a finales de los años 1950. El perceptrón 
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simple es un modelo unidireccional, compuesto por dos 
capas de neuronas, una sensorial o de entrada y otra de 
salida. La operación de una red de este tipo, se diseñó 
para trabajar con patrones de entrada y salida de tipo 
binario ([0,1] o [-1,1]) (Martín del Brío y Sanz 2007, p. 47). 
 
Las neuronas de entrada no realizan ningún 
cómputo, únicamente envían la información a la siguiente 
capa. La neurona de salida tiene una función de activación 
de tipo escalón e incluye un umbral o entrada externa 
adicional, denominada polarización o "bias" y está 
denotada por bk, su función es aumentar o disminuir el 
poder de excitación de la neurona independiente según si 
es un valor positivo o negativo, de tal manera que calcula 
su entrada neta como una suma ponderada de las 
entradas por sus pesos, a la que se le resta o se le suma 
el umbral. 
 
Véase la figura 4.2. Se muestra la red de un 
perceptrón simple unidireccional. 
 
4.8. El perceptrón multicapa 
 En 1969 Minsky y Papert publicaron su libro 
Perceptrón. Una introducción a la geometría 
computacional, se trata de una generalización del 
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perceptrón simple, comentado líneas atrás, surgió como 
consecuencia de las limitaciones de su arquitectura en lo 
referente del problema de separabilidad no lineal.  
 
El perceptrón multicapa, inicialmente desarrollado 
por P. Werbos (1974), permite resolver este problema. 
Posee una estructura con al menos una capa oculta y su 
algoritmo de entrenamiento es del tipo corrección de error. 
Se basa en el cálculo del gradiente distribuido en los 
diferentes componentes de la red. Sánchez y Alanís 
(2006, p. 63) citan a Werbos (1974). 
 
El perceptrón multicapa crea modelos a partir de 
multiplicadores, sumadores y funciones. El entrenamiento 
consiste en la presentación de pares de vectores en las 
capas de entrada y salida (vectores de entrada y salida 
deseada). La red crea un modelo al ajustar sus pesos en 
función de los vectores de entrenamiento, de forma que a 
medida que pasan estos patrones hacia cada vector de 
entrada, la red producirá un valor de salida más similar al 
vector de salida esperado. Estas redes también se llaman 
de retropropagación (back propagation), este nombre se 
les ha asignado por el tipo de aprendizaje que utilizan. 
Corchado et al. (2000, p. 87 y 88). 
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4.9. Topología del perceptrón multicapa 
 Las redes de este tipo tienen una capa de entrada, 
una capa intermedia y otra de salida. La figura 4.9 muestra 
el diagrama y su topología3. La información se propaga de 
capa en capa (de derecha a izquierda), por medio de las 
neuronas de cada capa. 
 
Figura 4.9. Fuente: Propia, muestra la topología típica. 
 
En la figura 4.9 se muestra una red de un perceptrón 
                                                 
3
 Topología: Propiedades o características que posee un cuerpo 
geométrico. 
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multicapa, se trata de un modelo unidireccional compuesto 
por tres capas, en la primer capa recibe cuatro entradas, 
también denominadas biológicamente como dendritas, 
aquí solamente se encarga de recibir información no 
realiza ningún otro proceso, en la segunda capa oculta 
denominada también sinapsis se realiza la ponderación de 
pesos y la tercer capa, conocida también como axones, es 
la que conduce la salida de la multiplicación de la 
ponderación de los pesos por las entradas, incluidas las 
bias, la polarización o el umbral para cada entrada, dando 
un resultado denominado sk. Su ecuación matemática se 
ha denotado anteriormente como [4.1]. 
 
4.10. Parámetros que determinan el aprendizaje 
de la red 
 Cuando se trabaja con redes neuronales artificiales 
siempre es necesario tomar decisiones, por ejemplo. 
 Cómo representar la información en las entradas de 
entrenamiento. 
 Cuántas capas debe tener la red neuronal artificial y 
cuántas neuronas cada capa. 
 De qué manera se obtendrán los pesos de los 
patrones de entrada. 
 Qué valores deben tomar las bias o la polarización. 
 Cómo debe realizarse el entrenamiento. 
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4.11. Método de aprendizaje del perceptrón 
multicapa 
 Para explicar cuál es la manera en que un 
perceptrón multicapa o red multicapa aprende, se utiliza 
una red con tres capas (véase figura 4.10): una de 
entrada, una intermedia y una de salida. 
 
Figura 4.10. Fuente: Propia, muestra la topología típica. 
 
En la figura 4.10 se muestra una red de un 
perceptrón multicapa, se trata de un modelo unidireccional 
compuesto por tres capas, en el ejemplo anterior en la 
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primer capa recibe siete entradas, pero pueden ser más, o 
también denominadas biológicamente dendritas, aquí 
solamente se encarga de recibir no realiza ningún 
proceso, en la segunda capa oculta denominada también 
sinapsis se realiza la ponderación de pesos y en la tercer 
capa denominada también axones, es por donde se 
conduce la salida de la multiplicación de la ponderación de 
los pesos por las entradas, incluyendo las bias, 
polarización o umbral para cada entrada, dando un 
resultado denominado sk. 
 
𝑆𝑘 = (𝑊𝑗𝑘 )(
𝑛
𝑖=𝑘
𝑋𝑗 ) + 𝑏𝑘 
 
Donde W representa el peso sináptico de la neurona, 
X, las señales de entrada y b la polarización o la bia 
contribuyendo a disminuir o aumentar el umbral de 
excitación de la neurona. 
 
Si se considera la polarización bk como peso 
sináptico de una entrada adicional en el cual su valor 
siempre será 1, se reescribe la ecuación a una forma 
homogénea. 
 
  [4.10] 
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 Todo modelo neuronal debe disponer de una regla 
de propagación que combine la salida de cada neurona 
con su correspondiente ponderación por el patrón de 
conexión. 
 





Siendo en este caso Wk = [bk,w1k,....,wjk,...wnk]T el 
vector columna de pesos y x = [1,x1,.....,xN]
T el vector 
columna de entrada, esto a su vez se puede escribir de 
forma vectorial tal que: yk = Fk[wTK.x]. Corchado et al. 
(2000, p. 7). 
 
El algoritmo anterior puede también representarse 
como una notación matricial, en este caso se puede 
considerar una W de dimensiones NxN que representará 
todos los pesos de la red.  
 
 Algunos autores no utilizan las bias o la polarización, 
de tal manera que la red queda representada de la 
siguiente manera (véase figura 4.10). 
  [4.11] 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 







Figura 4.11. Fuente: Propia, muestra la topología típica. 
 
Como se observa en la figura 4.11, se muestra una 
red de un perceptrón multicapa o red multicapa; se trata 
de un modelo unidireccional compuesto por tres capas, en 
la primer capa recibe siete entradas, aquí solamente se 
encarga de recibir no realiza ningún proceso, en la 
segunda capa oculta denominada también sinapsis se 
realiza la ponderación de pesos y en la tercer capa la 
salida de la multiplicación de la ponderación de los pesos 
por las entradas, aquí ya no se incluyen las bias, la 
polarización o el umbral para cada entrada, dando un 
resultado denominado sk, de acuerdo con la ecuación 
[4.11]. 
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En este caso el vector de pesos queda 
representado de la siguiente manera, 
Wk=[w1k,...,wjk,...wnk ]T el vector columna de pesos y 
x=[1,x1,...,xN]
T el vector columna de entrada, al escribir de 
forma vectorial que: yk = Fk[wTK.x].  
 
 La notación anterior puede también representarse 
como una notación matricial, en este caso se puede 
considerar una W de dimensiones nxn que representará 
todos los pesos de la red.  
 
 La manera general de representar una matriz se 
ilustra en la figura 4.12. 
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 Figura 4.12. Elaboración propia. 
 
 La figura anterior representa una matriz como un 
arreglo rectangular de números donde cada elemento de 
la matriz está identificado por la posición de su renglón y 
su columna tal que la notación amn representa el valor 
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Figura 4.13. Estructura de la red multicapa back propagation 
 
 
 Fuente: Elaboración propia. 
 
 La figura 4.13 representa la estructura de una red 
multicapa back propagation, con tres capas: la primera de 
entrada de neuronas a la red, la segunda capa oculta 
donde se procesa la activación de las neuronas o proceso 
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4.12. La red con conexiones hacia adelante (back 
propagation) 
La red neuronal con conexiones hacia adelante 
(back propagation), propuesta en el año de 1986 por 
Rumelhart, Hinton y Williams (Rumelhart, 1996), 
basándose en trabajos de Werbos (1974) y Parker (1982), 
formalizaron un método para que una red neuronal 
aprendiera la asociación que existe entre los patrones de 
entrada a la red y las clases correspondientes, utilizaron 
más niveles de neuronas de los que usó Rosenblatt para 
desarrollar el perceptrón. Este método, conocido en 
general como back propagation (propagación del error 
hacia atrás), se basa en la generalización de la regla delta 
y, a pesar de sus propias limitaciones, ha ampliado de 
forma considerable el rango de aplicaciones de las redes 
neuronales. 
 
Este algoritmo de propagación hacia atrás, o 
retropropagación, es un regla de aprendizaje que se 
puede aplicar en modelos de redes con más de dos capas 
de neuronas. Una característica importante de este 
algoritmo es la representación interna del conocimiento 
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que es capaz de organizar la capa intermedia de las 
células para conseguir cualquier correspondencia entre la 
entrada y la salida de la red.  
 
De forma simplificada, el funcionamiento de una red 
back propagation consiste en el aprendizaje de un 
conjunto entradas-salidas, al emplear un ciclo de 
propagación-adaptación de dos fases. En una primera 
fase se aplica un patrón de entrada como estímulo para la 
primera capa de las neuronas de la red, que a su vez se 
va propagando a través de todas las capas superiores 
hasta generar una salida, se compara el resultado 
obtenido en las neuronas de salida con la salida que se 
desea obtener y se calcula un valor del error para cada 
neurona de salida. Después, estos errores se transmiten 
hacia atrás, partiendo de la capa de salida, hacia todas las 
neuronas de la capa intermedia que contribuyan 
directamente a la salida, recibiendo el porcentaje de error 
aproximado a la participación de la neurona intermedia en 
la salida original. Este proceso se repite, capa por capa, 
hasta que todas las neuronas de la red hayan recibido un 
error que describa su aportación relativa al error total. Con 
base en el valor del error recibido, se reajustan los pesos 
de conexión de cada neurona de manera que la siguiente 
ocasión que se presente el mismo patrón, la salida estará 
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más cercana a la deseada; es decir, que el error 
disminuye. 
 
La importancia de la red back propagation consiste 
en su capacidad de auto-adaptar los pesos de las 
neuronas de las capas intermedias que incrementan el 
potencial de aprendizaje, acerca de la relación que existe 
entre un conjunto de patrones de entradas y sus salidas. 
Esta capacidad generalizada se exige a los sistemas de 
aprendizaje, para dar salidas satisfactorias a entradas en 
el sistema de entrenamiento.  
 
4.13. La regla delta generalizada 
La regla delta fue propuesta por Widrow en 1960, y 
su uso se ha extendido a redes con capas intermedias 
(regla delta generalizada) con conexiones hacia adelante 
(feedforward) y cuyas neuronas tienen funciones de 
activación continuas (lineales o sigmoidales), lo que da 
origen al algoritmo de retropropagación (back propagation). 
Utiliza una función o superficie de error asociada con la 
red, busca el momento estable de mínima energía o de 
mínimo error a través del camino descendente de la 
superficie del error, luego realimenta el error del sistema 
para realizar la modificación de los pesos con un valor 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






proporcional al gradiente decreciente de dicha función de 
error. Hilera y Martínez (1995). 
 
El proceso de aprendizaje para ajustar los pesos es 
exactamente el mismo que el de la regla delta utilizado en 
el perceptrón y Adaline, es decir al actualizar los pesos en 
forma proporcional a la delta, o diferencia entre la salida 




∆𝑤𝑗𝑘 𝑡 + 1 = 𝛼𝛿𝑝𝑗 𝑠𝑘𝑝𝑗  
 
Donde: 
ΔWjk (t+1): es la variación entre la neurona j y la k, 
una vez que reciben impulso que las active. 
α: factor de aprendizaje que tendrá un valor en el 
intervalo entre 0 y 1, determina la velocidad de aprendizaje 
de la neurona (valor constante). 
Skpj: valor de la salida de la neurona k, bajo el 
aprendizaje j. 
δpj: valor delta o diferencia entre la salida deseada y 
la obtenida realmente (valor concreto). 
 
 
  [4.12] 
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Figura 4.14. Conexión entre una neurona de una capa oculta y una 
neurona de salida 
 
 Fuente: Elaboración propia. 
 
 La figura 4.14 representa lo siguiente: 
Dada una neurona Xj y la salida que produce, el 
cambio de peso de la conexión que une la salida de dicha 
neurona con la unidad Xj (Wjk), para un patrón de 
aprendizaje j determinado, es el resultado de la ecuación 
[4.12]. 
 
La diferencia entre la regla delta y delta 
generalizada estriba en el valor concreto de δik que se 
obtiene. La regla delta se define como la diferencia 
cuadrática del error entre la salida de la red con los pesos 
actuales y las salidas deseadas. 
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En cambio la regla delta generalizada actualiza los 
pesos de forma proporcional, la diferencia entre la salida 
deseada de la neurona k y el valor realmente obtenido por 
la neurona k (δk- skk). Sin embargo para la regla delta 
generalizada, la delta se define como: 
 
𝛿𝑝𝑗 = (𝑑𝑝𝑗 − 𝑠𝑘𝑝𝑗 )𝑋𝑗  
 
 Donde: 
p: representa un patrón de entrenamiento. 
dpj: es el valor de salida deseado de la neurona k para el 
patrón j. 
skp j: es el valor de salida de la neurona k para el patrón j. 
Xj : función de entrada neta de información que recibe la 
neurona j. 
 
En la regla delta, cuándo una neurona no sea de 
salida de la red, es decir, sea una capa intermedia, el error 
que se genere será función del error cometido por las 
neuronas que reciben como entrada la salida de dicha 
neurona. Esto es lo que se denomina anteriormente la 
propagación del error hacia atrás. En este caso la delta 
generalizada se expresará como sigue: 
 
  [4.13] 
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k: cubre todas aquellas neuronas a las que está conectada 
la salida. 
Wjk: representa todos los pesos de conexión de todas las 
neuronas  
Xj : representa las neuronas de entrada a la red o patrones 
de entrada. 
 δpj: valor concreto, diferencia entre valor de salida 
deseada y la obtenida realmente. 
 
 Se ha explicado en la ecuación [4.12], el factor α, 
que es el parametro de aprendizaje, determina la 
velocidad de aprendizaje de la neurona. A mayor tasa de 
aprendizaje mayores son los cambios de los pesos a cada 
iteración y por tanto más rápido será el aprendizaje. Sin 
embargo, para cambios grandes los resultados podrian 
empeorar. Rumelhart et al. (1986), citado por Hilera y 
Martínez (1995), proponen se agregue en el incremento de 
los pesos un término (momento), β quedando como sigue: 
 
 
  [4.14] 
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𝑊𝑃𝐽 𝑡 + 1 = 𝑊𝑘𝑗 𝑡 + 𝛼𝛿𝑝𝑗 𝑠𝑘𝑝𝑗 + 𝛽  𝑊𝑗𝑘 𝑡 −𝑊𝑗𝑘 𝑡 + 1  = 
∆𝑊𝑗𝑘 𝑡 + 1 = 𝛼𝛿𝑝𝑗 𝑠𝑘𝑝𝑗 + ∆𝑊𝑗𝑘 (𝑡) 
 
Donde β es una constante (momento), que 
determina el efecto en (t+1) del cambio de los pesos en el 
instante t. 
 
Dicho momento lo que consigue es una 
convergencia de la red en un menor número de 
iteraciones, si en t el incremento de pesos es positivo y en 
t+1, tambien lo es, entonces el descenso por la superficie 
de error en t+1 es mayor, si en t el incremento es positivo 
y en t+1 es negativo, el paso que se da en t+1 es más 
pequeño, lo cual es adecuado, y significa que se ha 
pasado por un mínimo y los pasos deben ser menores 








  [4.15] 
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4.14. Estructura y aprendizaje de la red back 
propagation 
 
 Figura 4.15. Estructura de la red back propagation 
 
 Fuente: Elaboración propia. 
En la figura 4.15 se aprecia la estructura de una red 
back propagation. En este caso presenta una capa de 
entrada, una capa oculta y una capa de salida, la cual 
cumple con el hecho de que sólo se requiere como mínimo 
una capa oculta.  
 
La aplicación del algoritmo back propagation o regla 
delta en el caso del perceptrón requiere que las neuronas 
tengan una activación continua y diferenciable, por lo que 
generalmente se utiliza una función de tipo sigmoidea, 
aunque también puede ser una de tipo lineal. 
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Enseguida se detallan en forma resumida los pasos y 
las fórmulas para aplicar el algoritmo de entrenamiento. 
 
Paso 1 




 Presentar un patrón de entrada X: X1,X2,…Xj y 
especificar la salida deseada que debe generar la red 
d1,d2,…dj (si la red se utiliza como un clasificador, todas 
las salidas deseadas tendrán el valor de cero, salvo una 




 Calcular la salida actual de la red, primero se 
presentan las entradas a la red y luego se calculan las 
salidas que presenta cada capa, hasta llegar a la capa de 
salida, ésta será la salida de la red sk1, sk2,…skj. Las 
etapas son las siguientes. 
 
 Se calculan las entradas netas para las neuronas 
ocultas que provienen de las neuronas de entrada. 
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 Para una neurona j oculta: 
𝑠𝑘𝑝𝑗






 En donde el índice h se refiere a las magnitudes de 
la capa oculta, el subíndice j, al j-ésimo vector de 
entrenamiento, k, a la k-ésima neurona oculta. El término 
bk puede ser opcional, actúa como una entrada más en la 
red. 
 






 Se realizan los mismos cálculos para obtener las 














  [4.16] 
  [4.17] 
  [4.18] 
  [4.19] 
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 Paso 4 
 Calcular los términos de error de todas las 
neuronas. 
 Si la neurona k es una neurona de la capa de 
salida, el valor de la delta es: 
 




 Actualización de los pesos. 
 Para ello se utiliza el algoritmo recursivo, 
comenzando por las neuronas de salida y trabajando 
hacía atrás hasta llegar a la capa de entrada, ajustando 
los pesos de la forma siguiente. 
 
𝑊𝑗𝑘 𝑡 + 1 = 𝑊𝑗𝑘 𝑡 + ∆𝑊𝑗𝑘 𝑡 + 1  
∆𝑊𝑗𝑘 𝑡 + 1 = 𝛼𝛿𝑘𝑗 𝑠𝑘𝑘𝑗  
 
  Y para los pesos de las neuronas de la capa oculta: 
𝑊𝑗𝑝 𝑡 + 1 = 𝑊𝑘𝑗 𝑡 + ∆𝑊𝑘𝑗 𝑡 + 1  
∆𝑊𝑘𝑗 𝑡 + 1 = 𝛼𝛿𝑗𝑝 𝑠𝑘𝑗𝑝  
 
  
  [4.20] 
  [4.21] 
  [4.22] 
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 En ambos casos, para acelerar el proceso de 
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 Resulta aceptablemente pequeño para cada uno de 




  [4.23] 
  [4.24] 
  [4.25] 
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 V. Estudio comparativo 
entre los modelos de 
regresión múltiple y las 
redes neuronales 
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5. Estudio comparativo entre los modelos de 
regresión múltiple y las redes neuronales 
multicapa aplicadas a la valoración inmobiliaria 
 
5.1. Introducción 
El primer paso consiste en obtener toda la 
información necesaria para plantear el problema. El 
objetivo que se persigue en este paso es adquirir un 
conocimiento técnico profundo de las observaciones para 
validar los modelos, la procedencia de las observaciones 
(ciudad) donde se han obtenido, con sus diferentes 
características o atributos que se tomarán en cuenta.  
 
Las observaciones se obtuvieron en la ciudad de 
Morelia, municipio del mismo nombre, perteneciente al 
estado de Michoacán o provincia de Michoacán, en 
México; el organismo de gobierno que regula los asuntos 
relacionados con los predios urbanos es la Secretaría de 
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5.2. Normativa urbanística de la ciudad de Morelia 
En el año 2008 se promulgó el Código de Desarrollo 
Urbano del estado de Michoacán, con el objeto de regular, 
administrar y controlar todos los predios urbanos, adelante 
se detallan los artículos más importantes acerca de tal 
normativa urbana. 
  
Características de diseño urbano e infraestructura 
de los desarrollos. 
 
Artículo 313.  
 
Los Fraccionamientos Habitacionales Urbanos, son 
aquellos que el Ayuntamiento podrá autorizar, ubicados 
dentro de los límites de un centro de población y sus lotes 
se aprovechen predominantemente para vivienda 
(Michoacán, 2008, p. 91).4  
 
Artículo 314.  
 
Los Fraccionamientos Habitacionales Urbanos tipo 
residencial, son aquéllos que se ubican en áreas cuya 
densidad de población puede ser mayor de 51 habitantes 
                                                 
4 Cuadernos Michoacanos de Derecho. Código de Desarrollo Urbano, 7ª Edición, 2008, 
Michoacán, México.  
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






por hectárea pero no mayor de 150 habitantes por 
hectárea, deberán tener como mínimo, las características 
siguientes: 
I. Lotificación. Sus lotes no podrán tener una 
superficie menor de 300 metros cuadrados, sus 
frentes serán de 15.00 metros cuando se 
ubiquen sobre vialidades colectoras y 
principales y de 12.00 metros cuando tengan 
frente a vialidades secundarias; 
II. Usos del suelo. El aprovechamiento predominante 
será de vivienda unifamiliar y se permitirá 
solamente el diez por ciento de la superficie 
vendible para áreas comerciales o de servicios 
en las zonas autorizadas; 
En este tipo de Desarrollos se permitirá la construcción de 
viviendas multifamiliares en un máximo del diez por ciento 
de la superficie vendible, en las zonas autorizadas, sin 
sobrepasar la densidad máxima permitida (Michoacán, 





                                                 
5 Ídem, p. 91. 
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Artículo 315.  
 
Los Fraccionamientos Habitacionales Urbanos tipo 
medio, son aquellos ubicados en áreas cuya densidad 
población puede ser mayor de 151 habitantes por hectárea 
pero no mayor de 300 habitantes por hectárea y deberá 
tener como mínimo las características siguientes: 
I. Lotificación. Sus lotes no podrán tener una 
superficie menor de 200 metros cuadrados, sus 
frentes serán de 10.00 metros cuando se 
ubiquen sobre vialidades colectoras y 
principales y de 8.00 metros cuando tengan 
frente a vialidades secundarias; 
II. Uso del suelo. El aprovechamiento predominante 
será de vivienda unifamiliar y se permitirá 
solamente hasta el diez por ciento de la 
superficie vendible para áreas comerciales o de 
servicios en las zonas autorizadas (Michoacán, 
2008, p. 93).6 
 
Artículo 316.  
 
Los Fraccionamientos Habitacionales Urbanos tipo 
interés social, son aquellos que se ubican en áreas cuya 
                                                 
6 Ídem. p. 91. 
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densidad de población puede ser mayor de 301 habitantes 
por hectárea, pero no mayor de 500 habitantes por 
hectárea y deberán tener como mínimo las características 
siguientes: 
I. Lotificación: Sus lotes no podrán tener una 
superficie menor de 96 metros cuadrados; sus 
frentes serán de 7.00 metros cuando se ubique 
sobre vialidades colectoras y principales y de 
6.00 metros cuando tengan frente a vialidades 
secundarias y su fondo mínimo será de 16 
metros;  
II. (sic) 
III. Usos del suelo: El aprovechamiento predominante 
será de vivienda y se permitirá solamente el 
quince por ciento de la superficie vendible para 
áreas comerciales o de servicios, en las zonas 
autorizadas; 
En este tipo de Desarrollos Habitacionales Urbanos se 
permitirá la construcción de viviendas multifamiliares en un 
máximo del cincuenta por ciento de la superficie vendible 
en las zonas autorizadas, sin sobrepasar la densidad 
máxima permitida (Michoacán, 2008, p. 93).7 
 
 
                                                 
7
 Ídem Pág.91 
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Artículo 317.  
 
Los Fraccionamientos Habitacionales Urbanos tipo 
popular, son aquellos que por condiciones especiales de la 
zona en que se ubicarán, por la limitada capacidad 
económica de quienes vayan a habitarlos y por la urgencia 
inmediata de resolver problemas de vivienda, puede ser 
autorizados por el Ayuntamiento, con los requisitos 
mínimos de urbanización que se establecen en la fracción 




 Las características mínimas que deberán cumplir los 
Fraccionamientos Habitacionales Suburbanos tipo 
campestre, son las siguientes; 
I. Lotificación. Sus lotes no podrán tener un frente 
menor de 30 metros, ni una superficie menor a 
1,200 metros cuadrados. 
Las construcciones deberán remeterse 5 metros a 
partir del parámetro; superficie que se dejará como área 
libre. Se permitirá la construcción como máximo en el 
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cuarenta y cinco por ciento de la superficie del lote y el 
resto se provechará en áreas verdes y espacios abiertos; 
II. Usos del suelo: El aprovechamiento predominante 
será de vivienda unifamiliar o para recreación y 
huertos familiares; cuando menos se deberá 
destinar un diez por ciento y no más del quine 
por ciento del área vendible para usos 




 Los fraccionamientos Habitacionales Suburbanos 
rústicos tipo granja deberán tener, como mínimo, las 
características siguientes: 
I. Lotificación. Sus lotes no podrán tener un frente 
menor de 35 metros, ni una superficie menor a 
3,000 metros cuadrados; Se permitirá la 
construcción para habitación como máximo, en el 
quinde por ciento de la superficie del lote y el resto 
se aprovechara en actividades agropecuarias. 
II. Usos del suelo: el aprovechamiento predominante 
será para actividades agropecuarias. Cuando 
menos se deberá destinar un dos por ciento y no 
más del cinco del área vendible para usos 
comerciales o de servicios; 
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III. Vialidad: las vialidades principales deberán tener 
como mínimo una anchura de 16 metros, medida de 
paramento a paramento y las vialidades 
secundarias una anchura de 12 metros, medida de 
paramento a paramento; las banquetas serán de 2 
metros de ancho (Michoacán, 2008, p. 94-96). 
 
5.3. Fuente de datos 
En el subtítulo 5.1 se ha manifestado cómo se han 
obtenido las observaciones para validar los modelos, así 
pues falta definir la selección de los inputs o variables de 
entrada, donde se ha observado la influencia de diversos 
factores en la explicación del precio. 
 
En la valoración inmobiliaria existen variables que 
influyen en el valor directamente y otras que lo hacen de 
forma inversa; lo que significa, por ejemplo: A mayor 
antigüedad menor valor, a menor antigüedad mayor valor. 
 
Si se presenta este caso en alguna variable se debe 
cuidar desde principio al formular el modelo la 
transformación de esta variable, esto se corrige dividiendo 
1/x. La recomendación es usar variables con influencia 
directa. 
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Por su tipo, las variables se clasificación en: 
 




Variables nominales o categóricas.- “Se definen a 
partir de diferentes categorías que no guardan relación 
(orden) entre sí. Ejemplo: Código postal, Orientación de la 












Variables ordinales.- “Vienen definidas por 
                                                 
8 Guijarro Martínez Francisco, Estadística aplicada a la valoración. Modelos multivariantes de 
valoración. Universidad Politécnica de Valencia, 2013. 
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diferentes niveles o categorías que guardan un orden” 
(Guijarro, 2013, p. 6).9 
  
Por ejemplo: “Entorno comercial” con 3 diferentes 
niveles: 





Vivienda Entorno comercial 




Variables numéricas.- Se definen como variables 
cuantitativas, frente a la variables cualitativas que se han 
mencionado con anterioridad. Por ejemplo: Número de 
dormitorios, superficie de terreno, distancia a hospitales, 
etcétera. 
 
En valoración inmobiliaria el precio se explica por 
medio de variables numéricas denominadas también 
cuantitativas y cualitativas. 
                                                 
9 Ídem, p. 5. 
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Longitud. Ángulo formado entre el meridiano que pasa 
por el punto considerado y el meridiano fundamental de 
Greenwich elegido, por convención, como origen de esta 
coordenada geográfica. Lo que da como resultado la 
distancia en el eje “Y”. 
 
Ejemplo: Columna F en el archivo en Excel. 
101.08293 o 101° 08´2.93”. 
 
 
Latitud. Columna G en el archivo en Excel. 
19.41123 o 19° 41´12.3”. 
 
El centro de la ciudad de Morelia, Michoacán, 
México (enseguida se muestran dos imágenes obtenidas 
de Google Earth), tiene las siguientes coordenadas: 
19°42´08.82”- 101°11´35.07” y 1,923 metros sobre el nivel 
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Así la latitud se define como la distancia que existe 
entre un punto cualquiera y el Ecuador, medida sobre el 
meridiano. Lo que da como resultado la distancia en el eje 
“X”. 
 
Estas dos medidas de geoposicionamiento espacial 




 Se trata de la variable a la que se ha denominado: 
macrolocalización, la distancia euclidea o distancia entre 
dos puntos, resultado de la distancia elevada al cuadrado 
de X e Y. Se ha observado en la investigación de los 
precios de los inmuebles que a medida que el inmueble 
está más alejado del centro de la ciudad, disminuye su 
precio y a medida que está más cerca, aumenta el precio. 
 
Columnas J y K calculadas de dos formas: una la 
distancia euclidea y la otra como la suma de las distancias 




 Se trata de la variable que se ha denominado de 
microlocalización, la distancia euclidea, resultado de la 
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distancia elevada al cuadrado de X e Y, obtener raíz 
cuadrada al centro del barrio, la distancia medida en 
metros lineales al centro del barrio donde se ubica el 
inmueble que se observó. Se sabe gracias a la 
investigación de los precios de los inmuebles que al centro 
del barrio el valor de éstos es más alto, según estén más 
cerca del mismo. 
 
Columnas N y O. De igual forma que la anterior la 
distancia euclidea y la suma de las distancias X e Y. 
 
El centro histórico de la ciudad de Morelia está 
dividido en cuatro sectores. 
 
Los sectores están divididos por la avenida Morelos 
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La distancia MCMacro es cada una de las 
mediciones de GPS de cada observación o muestra al 
centro de la ciudad, debido a que el centro de la ciudad 
genera un mayor valor a los inmuebles. MCMacro significa 
macrolocalización. 
 
Ejemplo: Macrolocalización de un inmueble al 
centro de la ciudad. 
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Superficie de terreno.  
Se trata de la variable independiente, misma que se 
cuantifica en metros cuadrados. 
 
Superficie construida o vendible. 
Variable independiente que se cuantifica en metros 
cuadrados, se trata de la distribución de todos los 
espacios de la vivienda. 
 
Número de baños. 
 Variable independiente en la que se cuantifica el 
número de baños completos y medios baños. 
 
Número de dormitorios. 
  Variable independiente que cuantifica el número de 
dormitorios del inmueble. 
 
 Antigüedad. 
Variable independiente que cuantifica la edad en 
años que tiene el inmueble. 
 
Número de niveles. 
 Variable independiente que cuantifica el número de 
niveles con el que fue construido el inmueble (1, 2, 3, 
etcétera). 
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  Variable independiente cualitativa, porque incluye 
los servicios como agua potable, drenaje, alcantarillado, 
energía eléctrica, banquetas, guarniciones y tipo de 
pavimentos en las calles; algunos corresponden a 
variables numéricas y otras a variables ordinales.  
 
Para las variables nominales se usará la siguiente 
clasificación. 
 3 Muy bueno 
 2 Bueno 
 1 Suficiente 
 0 Deficiente 
 
En la cual están consideradas las siguientes variables. 
 Abastecimiento de agua. 
 Drenaje sanitario. 
 Electrificación. 
 Alumbrado público. 
 Transporte público. 
 Recolección de basura. 
 Vigilancia. 
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Equipamiento urbano o entorno urbano 
 En algunos países, principalmente los que están en 
vías de desarrollo -también conocidos como emergentes-, 
a esta variable se le suele denominar atributos de 
sustentabilidad de la vivienda; en los países europeos se 
le denomina entorno urbano. Por la preocupación global 
que existe del cambio climático derivado de la 
contaminación de todo tipo, esta variable en realidad es 
una metavariable que está compuesta por muchos 
atributos, algunos de ellos cuantitativos y otros cualitativos, 
que influyen directamente y otros que lo hacen 
inversamente proporcional al precio. 
 
 Los atributos que integran esta variable son los 
siguientes. 
 
 Escuelas.- Primarias, secundarias, preparatorias, 
universidades etc., su medición será cuantificable 
en metros lineales. 
 Consultorios o centros médicos.- Distancia en 
metros lineales hasta la vivienda a valorar. 
 Servicio de transporte urbano.- Distancia a la 
parada (estación del transporte colectivo urbano) y 
tiempo en espera del mismo. 
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 Mercado o supermercados.- Medible en metros 
lineales. 
 Plaza o jardines.- Distancia en metros lineales. 
 Centros deportivos.- Distancia en metros lineales. 
 Centros comunitarios.- Distancia en metros lineales. 
 Contaminación general. 
 Servicios (hospitales, restaurantes, bancos, 
escuelas, etcétera). 
 Calidad de los comercios. 
 Ancho de calle.  
 Zonas verdes. 
 Coeficiente de optimización del suelo (C.O.S.). 
 Coeficiente de uso del suelo (C.U.S.). 
 Densidad habitacional en la zona medida en la 
cantidad de habitantes por hectárea. 
 Distancia al centro de la ciudad. 
 
Las variables antes mencionadas son en principio 
las que originalmente se investigaron en campo. Con 
posterioridad se realizará un análisis estadístico, con el fin 
de verificar en cuáles de ellas habría que hacer una 
transformación, en particular las que expliquen con mayor 
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5.4. Modelización del precio a través de la 
regresión múltiple 
 En los apartados anteriores se ha realizado una 
revisión de la familia de los modelos de regresión múltiple, 
lineales y no lineales. Suele ser conveniente su uso para 
estimar el precio de los inmuebles, a partir de una muestra 
obtenida del mercado, conociendo bien los precios de 
transacción o bien los precios de oferta. Para ello se parte 
de una muestra compuesta por 75% de la venta cerrada o 
consumada y el resto se refiere a precios de oferta con 
factor de negociación de 5%, lo anterior con el fin de 
transformarlas todas a ventas consumadas. Respecto del 
factor de negociación se ha consultado a varios corredores 
inmobiliarios, quienes han proporcionado dicho porcentaje. 
 
La muestra se compuso de observaciones tomadas 
desde el mes de octubre del año 2013 hasta noviembre de 
2014. 
 
En primer lugar se aplicará el modelo de regresión 
múltiple. Con una muestra de 961 inmuebles en sus 
diferentes segmentos, tomados de la ciudad de Morelia, 
Michoacán, México. 
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Para poder realizar la comparación entre el modelo 
econométrico y las redes neuronales artificiales perceptrón 
multicapa, se analizarán los coeficientes de correlación, 
coeficientes de determinación, el r2 ajustado, el error 
estándar de estimación y el error cuadrático medio.  
 
Mediante SPSS, se obtuvo la información que a 
continuación se detalla. 
 
Tabla 5.1. Estadísticos descriptivos de la construcción 
 
Fuente: Elaboración propia 
 
 En las transacciones de inmuebles habitacionales, 
la variable que más consideran los demandantes, es la 
superficie construida o cubierta privativa. Depurando 
observaciones atípicas, se cuenta con 961 observaciones 
de inmuebles a utilizar para el estudio, con superficie 
construida mínima de 34 metros cuadrados y superficie 
máxima de 1.600 metros cuadrados, con una media de 
137,39 metros cuadrados y una desviación estándar de 
112,98 metros cuadrados. 
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Tabla 5.2.Estadísticos descriptivos del nivel de renta 
 
Fuente: Elaboración propia 
 
 En la tabla 5.2 se cuenta con 961 observaciones de 
inmuebles, donde se detalla la variable nominal 
denominada nivel de renta, especificada en tres categorías: 
nivel deficiente, bueno y muy bueno; en la tabla aparecen 
con su nivel de frecuencia y su porcentaje de participación 
del total de las observaciones. 
 
 Tabla 5.3. Estadísticos descriptivos de la infraestructura 
 
Fuente: Elaboración propia 
 
De igual forma que el caso anterior, en la tabla 5.3, 
se cuenta con 961 observaciones de inmuebles, donde se 
detalla la variable nominal denominada infraestructura, 
especificada en tres categorías: nivel deficiente, bueno y 
muy bueno con su nivel de frecuencia y su porcentaje de 
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participación del total de las observaciones. 
 
 Tabla 5.4. Estadísticos descriptivos del número de garajes 
 
 Fuente: Elaboración propia 
 
La tabla 5.4 considera 961 observaciones de 
inmuebles, donde se detalla la variable nominal 
denominada número de garajes por vivienda, desde uno 
hasta cuatro con sus respectivas frecuencias por número 
de garajes, detallando el porcentaje del total de las 
observaciones. 
 
Tabla 5.5. Estadísticos descriptivos del número de niveles 
 
Fuente: Elaboración propia 
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La tabla 5.5 muestra en cuantos niveles se 
encuentra construida cada vivienda, con un intervalo 
desde 1 y hasta 5 niveles, con su respectiva frecuencia 
por número de niveles, detallando el porcentaje del total 
de las observaciones. 
 
 Tabla 5.6. Estadísticos descriptivos del número de baños 
 
Fuente: Elaboración propia 
 
La tabla 5.6 muestra el rango del número de baños 
por vivienda desde 1 hasta 5, y en las demás columnas se 
pueden observar la frecuencia y el porcentaje de 
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 Tabla 57. Estadísticos descriptivos del número de dormitorios 
 
Fuente: Elaboración propia 
 
La tabla 5.7 muestra el rango del número de 
dormitorios por vivienda desde 1 hasta 6. En las demás 
columnas se observan la frecuencia y el porcentaje de 
participación del total de viviendas observadas. 
 
Tabla 5.8. Estadísticos descriptivos del equipamiento urbano 
 
 
De igual forma que el caso de la tabla 5.3, en la 
tabla 5.8 se detalla la variable nominal denominada 
equipamiento urbano, que contiene tres categorías: nivel 
deficiente, bueno y muy bueno, con su nivel de frecuencia 
y su porcentaje de participación del total de las 
observaciones. 
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Originalmente se contaba sólo con 985 
observaciones y se han excluido del modelo 24, por ser 
atípicas en algunas de sus variables analizadas. 
 
De acuerdo con las ecuaciones [3.15] y [3.16], 
anteriormente explicadas, y con base en la curva de 
distribución normal, se tomó la decisión de eliminar 
aquellas observaciones que se encuentren fuera del 
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Figura 5.4. Grafica de residuos de muestras atípicas 
 
Fuente: Elaboración propia 
 
En la Figura 5.4 se observan datos atípicos de 
muestras que están fuera de los rangos establecidos para 
este trabajo de investigación, pues el intervalo elegido es 
de [µ+3σ; µ-3σ]. Una vez que se excluyeron las 
observaciones atípicas, se realizó la gráfica que se 
muestra en la figura siguiente. 
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Figura [5.5]. Gráfica de residuos estandarizados 
 
Fuente: Elaboración propia 
 
La figura 5.5 contiene resultados de los que se 
eliminaron 24 observaciones de la muestra original; una 
vez descartados los datos anómalos, los residuos 
estandarizados quedaron compuestos por 961 
observaciones que cumplen con la distribución normal en 
el rango [µ+3σ; µ-3σ], que es la muestra que se utilizará 
para comparar y validar los modelos antes explicados.  
 
Para poder comparar entre el modelo econométrico 
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y las redes neuronales artificiales, se analizarán los 
errores de un modelo y otro. 
 
Primero, se aplicará la regresión múltiple utilizando 
las variables anteriormente explicadas.  
 
Para la aplicación de las ecuaciones [3.7], [3.8], [3.9] 
y [3.19] se utilizó el programa SPSS versión 22, de la 
empresa IBM. 
 
Se han introducido todas las variables, como se 
observa en la figura siguiente. 
 
Figura 5.6. Contenido de variable programa SPSS 
 
Fuente: Elaboración propia 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 







La figura 5.60 contiene información de las 961 
observaciones utilizadas para la implementación del 
modelo de regresión múltiple. Aplicando el método de 
pasos sucesivos, se han guardado los residuos 
estandarizados, para graficarlos y verificar datos anómalos 
o atípicos y así no tomarlos en cuenta. 
 
Al aplicar el modelo de regresión múltiple se 
obtuvieron los siguientes resultados: 
 
Tabla 5.9. Resumen del modelo 
 
Fuente: Elaboración propia 
 
La tabla 5.9 contiene los resultados del modelo de 
regresión, en la columna 2 se calculó el coeficiente de 




𝑛 𝑋𝑌 − ( 𝑋) ( 𝑌)
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Este coeficiente mide el grado de relación entre la 
variable dependiente con respecto de las variables 
independientes, en este caso es del [R], de 95%, que se 
considera como un coeficiente excelente. En la columna 3 
se observa el resultado del coeficiente de determinación, 
obtenido como el resultado del cuadrado del coeficiente de 
correlación, de acuerdo con la ecuación [3.8], [Rcuadrado], de 
90.20%. Se puede considerar un coeficiente excelente, ya 
que trata de medir en qué proporción las variables o la 
variable independiente X explica la variabilidad de la 
variable dependiente Y. En la columna 4 se observa el 
[Rcuadrado ajustado], obtenido con base en la ecuación [3.9]. 
 
𝑟2𝑎𝑗𝑢𝑠𝑡𝑎𝑑𝑎 =  1 −
𝑆𝑢𝑚𝑎 𝑑𝑒 𝑐𝑢𝑎𝑑𝑟𝑎𝑑𝑜𝑠 𝑑𝑒𝑙 𝑒𝑟𝑟𝑜𝑟 (𝑆𝐶𝐸)




Tabla 5.10. Tabla Anova, análisis de la varianza 
 
Fuente: Elaboración propia. 
 
La tabla [5.10] muestra los resultados del análisis 
de la varianza, en la segunda columna se observan 
[8.6E+14], la suma de los cuadrados de la regresión, 
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[9.3E+14] como suma de los residuos o error de los 
cuadrados, y [9.5E+14] suma total de los cuadrados; en la 
columna 3, números de variables, los grados de libertad y 
el total de las observaciones; en la columna 4 la media 
cuadrática; en la columna 6 informa del grado de 
significación estadística, que en el caso de estudio está 
por debajo de 5% del modelo en su conjunto; dicho de otra 
manera el modelo arroja un nivel de confianza estadística 
del al menos 95%. 
 
En la tabla siguiente se detallan las variables 
explicativas de los precios de los inmuebles de acuerdo 
con la ecuación [3.19], expresada de la siguiente manera. 
 
Y = f P = β0+β1X1+β2X2+...+βnXn+ 
 
Con la cual se obtienen los resultados que se 
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Tabla 5.11. Resumen de los coeficientes de las variables 
explicativas del precios de los inmuebles 
 
Fuente: Elaboración propia 
 
En la columna 1 se encuentra el nombre de cada 
una de las variables explicativas; en la columna 2 están 
los coeficientes de cada una de las variables que explican 
el precio; en la columna 3 muestra el error estándar de 
cada una de las variables, incluida la constante; en la 
columna 4 se aprecian los coeficientes estandarizados de 
cada variable; en la columna 5 se refiere al valor t y en la 
columna 6 está la significación de cada una de las 
variables, todas por debajo de 5%, con un nivel de 
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confianza del 95%. 
 
La ecuación resultante sería la siguiente: 
 








 Mediante la ecuación anterior se estimará el precio 
de un inmueble de la muestra con las siguientes 
características: 
 
 Cuenta con 240 metros cuadrados de terreno, 250 
metros cuadrados de construcción, 3.5 baños, 3 
dormitorios, 0 años de antigüedad (nueva), 2 niveles, nivel 
3 de infraestructura, nivel 3 de equipamiento, 3 garage, 0 
baños, 0 garage2, 1 garage3, 0 nivel de renta baja, 1 nivel 
de renta alta, 0 baños4, 0 baño 4.5, 0 baños5, 0 
dormitorio6 y 0 numniveles3. 
 
 A continuación se expone a modo de ejemplo el 
precio estimado para una vivienda de determinadas 
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 Tabla. 5.12. Representa la estimación de valor de un inmueble 
 
  Fuente. Elaboración propia 
   
 Acerca del comportamiento de los precios 
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 Figura 5.7. Gráfica de los precios observados y estimados 
mediante regresión lineal múltiple 
 
Fuente. Elaboración propia. 
 
En la figura [5.7.] se ilustra el comportamiento de 
los precios observados y los precios estimados mediante 
regresión lineal múltiple. 
 
De la relación entre estas dos variables se deduce 
un problema de heterocedasticidad. Para mitigarlos, se 
hará uso de la variante logarítmica para la definición de 
algunas variables. 
 
De nuevo se aplicará una regresión múltiple, en su 
variante semilogarítmica, empleando las mismas variables 
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independientes, pero con la diferencia de qué como 
variable dependiente se utiliza el logaritmo del precio, de 
acuerdo con la ecuación [3.20]. 
 
ln (P) = βX +  
Reacomodando las variables independientes, 
queda de la siguiente manera. 
 
Ln (P) = β0+β1* Superficie Construida+β2 * 
Nivelrentaalta+.....+βn * Equiurbano+. 
 
Tabla 5.13. Resumen del modelo. 
 
 Fuente: Elaboración propia. 
 
La tabla [5.13] contiene los resultados del 
modelo de regresión. 
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Tabla 5.14. Resultado ANOVA. Análisis de la varianza 
 
 Fuente: Elaboración propia 
 
La tabla [5.14] muestra los resultados del análisis 
de la varianza, en la segunda columna se observan [77.00], 
la suma de los cuadrados de la regresión, [9.432] como 
suma de los residuos o error de los cuadrados, y [86.432] 
suma total de los cuadrados; en la columna 3, números de 
variables, los grados de libertad y el total de las 
observaciones; en la columna 4 la media cuadrática; en la 
columna 6 informa del grado de significación estadística, 
que en el caso de estudio está por debajo de 5% del 
modelo en su conjunto; dicho de otra manera el modelo 
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Tabla 5.15. Resumen de los coeficientes de las 
variables explicativas del precio de los inmuebles 
 
Fuente: Elaboración propia. 
En la columna 1 se encuentra el nombre de cada 
una de las variables explicativas; en la columna 2 están 
los coeficientes de cada una de las variables que explican 
el precio; en la columna 3 muestra el error estándar de 
cada una de las variables, incluida la constante; en la 
columna 4 se aprecian los coeficientes estandarizados de 
cada variable; en la columna 5 se refiere al valor t y en la 
columna 6 está la significación de cada una de las 
variables, todas por debajo de 5%, con un nivel de 
confianza del 95%. 
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.002*Antigüedad-.071*Numniveles3+ .171* Nivel renta-
 .095*Numbaños4.5- .145*Numdormitorio+.048* 
Equiurbano3. 
 
Los resultados se detallan en la tabla siguiente. 
 




 Fuente: Elaboración propia. 
 
La tabla [5.16] en la primer columna contiene las 
variables del modelo, en la segunda los coeficientes de 
logaritmo de cada variable, en la tercer columna la 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






cantidad de la variable y en la cuarta columna el valor 
parcial del logaritmo de cada variable, aplicando 
antilogaritmo en la suma de la cuarta columna de la 
siguiente manera y = 10^6.323, da como resultado la 
cantidad de 2,103,778, que corresponde al valor estimado 
del inmueble. 
 
La siguiente figura es un gráfico que refleja el 
comportamiento del precio. 
 
Figura 5.8. Gráfica de los precios observados y estimados 
























Precio  estimado por RLM logaritmo precio
 
Fuente: Elaboración propia. 
 
La figura [5.8.] representa el gráfico de los precios 
observados y los precios estimados mediante el logaritmo 
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del precio, se observa que ya no presenta problemas de 
homocedasticidad. 
 
Puede concluirse, por tanto, que el modelo de 
regresión multivariable es significativo en general y en 
cada una de sus variables. 
 
En el modelo de regresión logarítmica es 
significativo, en general  y en cada una de sus variables, 
solo que  se han utilizado 936 y 10 variables explicativas, 
24 observaciones menos y 6 variables menos que en el 
modelo de regresión lineal, para que pudiera resultar 
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5.5. Modelización del precio mediante red 
neuronal artificial perceptrón multicapa 
En este apartado se explicará el precio a través del 
modelo perceptrón multicapa (red multicapa), mediante 
una red neuronal multicapa back propagation, ya descrita 
anteriormente en sus diferentes funciones de activación y 
las diferentes funciones en la capa de salida. 
 
La corrección de los errores se basa en un 
aprendizaje de tipo supervisado, por lo que para el 
entrenamiento se han indicado las entradas o inputs que 
se tienen en la red y las salidas que se desean obtener 
para dichas entradas. 
 
Para la simulación y entrenamiento de la red se ha 
utilizado el programa SPSS versión 22, de la empresa IBM. 
 
En cuanto a capas ocultas (intermedias), este 
programa permite la existencia de varias capas ocultas 
(para la existencia de la red back propagation, es 
necesario como mínimo una capa oculta). 
 
En cuanto al ratio de aprendizaje, para este caso se 
utilizará una capa oculta, con 16 variables en la capa 
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oculta y 961 neuronas (observaciones), con una tasa de 
aprendizaje inicial muy pequeña, hasta alcanzar una tasa 
del 0.40 y diferentes impulsos. Adicionalmente se iniciará 
con intervalos de tiempo desde 10 minutos hasta 100 
minutos y se irá observando el mejoramiento o 
empeoramiento de los resultados de salida de la red. 
 
La flexibilidad del programa permite la posibilidad 
de que las neuronas puedan utilizar funciones de 
transferencia de forma distinta. Así pues se utilizan 
funciones lineales, tangente hiperbólica y sigmoideas. 
 
 A continuación se estimarán los precios de 
inmuebles utilizando los modelos de redes neuronales 
artificiales, en específico el perceptrón multicapa en sus 
diferentes maneras de activación a la entrada de patrones 
e igualmente en sus salidas a la red. Utilizando las 
ecuaciones [4.2], [4.10], [4.12] y [4.15]. 
 
Con las mismas observaciones y variables 
utilizadas en los modelos de regresión, para no dar ventaja 
a ninguno, se hará la estimación de los precios de los 
inmuebles. 
 
Se iniciará con el entrenamiento de una red con 
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entradas de neuronas en la capa oculta, utilizando una 
función tangente hiperbólica y una salida identidad (lineal), 
con diferentes intervalos de tiempo y se evaluarán los 
resultados para a su vez verificar la mejoría de la misma. 
  
La siguiente figura contiene información de las 
variables a utilizar en el modelo, mediante el programa 
SPSS. 
 
Figura 5.9. Variables a utilizar en el modelo RNA 
 
Fuente: Elaboración propia 
 
En la siguiente figura se observan el tipo de 
patrones de entrada a la red: 75% de las observaciones se 
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utilizarán para entrenamiento del modelo y 25% para 
validar que tan bien explica el precio el modelo. Se trata 
de las 16 variables independientes y una variable 
dependiente, las mismas variables utilizadas en los 
modelos de regresión, para no dar ventaja a ningún 
modelo en la obtención de resultados. 
 
Figura. 5.10. Patrones de entrada a la red, entrenamiento y 
prueba del mismo 
 
Fuente: Elaboración propia 
 
La figura [5.10] contiene información sobre la 
arquitectura de la red, se ha seleccionado una capa oculta 
con un máximo de 16 unidades o patrones en la misma, 
con una función de activación a la entrada tangente 
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 Figura 5.11. Arquitectura, número de capas ocultas, función 
de entrada y de salida de la red 
 
Fuente: Elaboración propia 
 
En la figura [5.11] se observa el tipo de 
entrenamiento aquí denominado en lote, con sus 
diferentes opciones de entrenamiento. 
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 Figura 5.12. Tipo de entrenamiento y algoritmo de 
optimización 
 
Fuente: Elaboración propia 
 
 
En la figura [5.12], los resultados de la red, en este 
caso descripción, diagramas, resumen del modelo, 
gráficos de pronósticos observados, gráficos de residuos 
por pronósticos, resumen de procesamientos de casos y 
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Figura 5.13. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 Una vez ejecutado el entrenamiento de la red como 
se explicó, se han obtenido los resultados que se detallan 
en las siguientes tablas. 
 
Tabla 5.17. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
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Se puede observar en la tabla [5.14], que de las 961 
observaciones, 75.60% (667) se han utilizado para el 
entrenamiento del modelo, en 24.40% (215) se estimaron 
los precios para validar el modelo y se han excluido 79, 
por ser atípicas. 
 
Tabla 5.18. Errores de predicción de la RNA 
 
Fuente: Elaboración propia 
 
En la tabla [5.18] se muestra la suma de errores de 
46.84%, un error relativo de 0.141%. Estos errores están 
construidos con las muestras de entrenamiento de la red, 
los errores mediante las pruebas, refiriéndose a las 
muestras en donde se han calculado los precios de los 
inmuebles. Además está la suma de errores de cuadrados 
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de 24.179% y un error relativo de 0.195%. A continuación 
se muestra una gráfica de precio observado y precio 
pronosticado. 
 
Figura 5.14. Gráfica de precio observado y precio 
pronosticado 
 
 Fuente: Elaboración propia 
 
  En la figura [5.14] se muestra la gráfica que 
representa en el eje x, el precio de los inmuebles 
observados y en el eje de la y, los precios explicados o 
pronosticados por el modelo, además se observa la 
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 Continuando en la figura [5.15], se destaca lo 
siguiente. 
 
 Figura 5.15. Gráfica de residuos y valor pronosticado 
 
 Fuente: Elaboración propia 
 
 La figura [5.15] representa un gráfico de los 
residuos contra los valores pronosticados; existe un 
comportamiento normal a excepción de algunas muestras 
alejadas de la nube de puntos, pero se reitera que ya fue 
realizada la prueba de normalidad y los datos cumplen con 
la misma en el rango [µ+3σ; µ-3σ]. La explicación estaría 
nuevamente en un comportamiento heterocedástico de la 
muestra.  
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 En la tabla siguiente se puede notar la importancia 
de las variables independientes.  
 
 Tabla 5.19. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
 
La tabla [5.19] indica las variables independientes 
en la columna 1, en la columna 2 la importancia de cada la 
variable y en la columna 3 la importancia normalizada de 
las variables independientes. 
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Una vez que la red se ha entrenado en intervalos de 
tiempo de 10 minutos con incrementos de 10 minutos 
hasta obtener el mejor resultado, sin sobreentrenar a la 
red, se han obtenido los siguientes resultados.  
 
Tabla 5.20. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
La tabla 5.20 contiene los resultados del 
entrenamiento de la red con un factor de activación en la 
capa oculta con una función de entrada tangente 
hiperbólica y un factor de activación en la capa de salida 
con una función identidad. En la columna tres se observa 
el número de observaciones utilizadas para el 
entrenamiento (training), en la columna cuatro el número 
de observaciones para realizar pruebas (test). En la 
columna cinco se observan las observaciones que han 
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sido excluidas por el modelo por ser atípicas, en la 
columna seis se describe el tiempo de entrenamiento de la 
red, en la columna siete el coeficiente de correlación, en la 
columna ocho se observa el resultado del coeficiente de 
determinación, en la columna nueve el r2 cuadrado 
ajustado, y en la columna diez el error cuadrático medio. 
 
Se puede concluir en este modelo que de los ocho 
resultados de entrenamiento con incremento de tiempo en 
intervalos de 10 minutos, el test de entrenamiento con 
tiempo de 20 minutos es en el que mejor se estimó el 
precio; para ello en el modelo se utilizaron 667 
observaciones de entrenamiento, 205 para prueba y se 
eliminaron 89 muestras, lo cual arroja un coeficiente de 
correlación de 93%, y un coeficiente de determinación de 
86.93%. 
 
Utilizando los mismos parámetros del modelo 
anterior, ahora con una red de activación en las entradas 
ocultas utilizando una función tangente hiperbólica y una 
función de activación con salida tangente hiperbólica. 
 
La siguiente figura contiene la información de las 
variables usadas en el modelo, mediante el programa 
SPSS. 
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Figura 5.14. Variables a utilizar en el modelo RNA 
 
Fuente: Elaboración propia 
 
En la siguiente figura se observan el tipo de 
patrones de entrada a la red, 70% de las observaciones se 
utilizaran para entrenamiento del modelo y 30% para 
validar que tan bien explica el precio el modelo. Se trata 
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Figura. 5.15. Patrones de entrada a la red, entrenamiento y 
prueba de los mismos 
 
Fuente: Elaboración propia 
 
La figura 5.16 contiene información sobre la 
arquitectura de la red, en este caso se ha seleccionado 
una capa oculta de un máximo de 16 unidades o patrones 
en la misma, con una función de activación a la entrada 
tangente hiperbólica y una función de salida de la red 
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 Figura 5.16. Arquitectura, número de capas ocultas, función 
de entrada y de salida de la red 
 
Fuente: Elaboración propia 
 
 
En la figura 5.17 se observa el tipo de 
entrenamiento denominado en lote, con sus diferentes 
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Figura 5.17. Tipo de entrenamiento y algoritmo de 
optimización 
 
Fuente: Elaboración propia 
 
 
En la figura 5.18 están los resultados de la red: 
descripción, diagramas, resumen del modelo, gráficos de 
pronósticos por observados, gráficos de residuos por 
pronósticos, resumen de procesamientos de casos y 
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Figura 5.18. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 Una vez ejecutado el entrenamiento de la red, 
se han obtenido los resultados que se detallan en las 
siguientes tablas: 
Tabla 5.21. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
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Tabla 5.22. Errores de predicción de la RNA 
 
Fuente: Elaboración propia 
 
En la tabla 5.22 se muestran la suma de errores de 
2.347, un error relativo del 0.136. A continuación se 
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Figura 5.19. Gráfica de precios pronosticados y precios 
observados 
 
 Fuente: Elaboración propia 
 
  En la figura 5.19 está la gráfica que representa en el 
eje X, el precio de los inmuebles observados, y en el eje 
de la Y los precios pronosticados por el modelo. Además 
se distingue una relación directamente proporcional entre 
ellos, pero de nuevo con algún problema de 
heterocedasticidad. 
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Figura 5.20. Gráfica de residuos y valor pronosticado 
 
 Fuente. Elaboración propia 
 
 La figura 5.20 representa un gráfico del residuo 
contra el valor pronosticado; con un comportamiento 
normal a excepción de algunas muestras alejadas de la 
nube de puntos.  
 
 En la tabla siguiente se describe la importancia de 
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 Tabla 5.21. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
 
Una vez que la red se ha entrenado en intervalos de 
tiempo de 10 minutos con incrementos de 10 minutos 
hasta obtener el mejor resultado, sin sobreentrenar a la 
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Tabla 5.22. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
La tabla 5.22 contiene los resultados del 
entrenamiento de la red con un factor de activación en la 
capa oculta, una función de entrada tangente hiperbólica y 
un factor de activación en la capa de salida con una 
función tangente hiperbólica. 
 
Se puede concluir en este modelo que de los ocho 
resultados de entrenamiento con incremento de tiempo en 
intervalos de 10 minutos, el test de entrenamiento con 
tiempo de 80 minutos es el que mejor ha estimado el 
precio: arroja un coeficiente de correlación de 91%, un 
coeficiente de determinación de 83%, y un r2 ajustado de 
82%. 
 
Nuevamente se utilizan los mismos parámetros del 
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modelo anterior, ahora una red de activación en sus 
entradas oculta con una función tangente hiperbólica y una 
función de activación con salida sigmoidal. 
 
En la siguiente figura se muestra la información de 
las variables a utilizar en el modelo, mediante el programa 
SPSS. 
 
Figura 5.21. Variables a utilizar en el modelo RNA 
 
Fuente: Elaboración propia 
 
En la siguiente figura se observan el tipo de 
patrones de entrada a la red: 
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Figura 5.22. Patrones de entrada a la red, entrenamiento y 
prueba del modelo 
 
Fuente: Elaboración propia 
 
La figura 5.23 contiene información acerca de la 
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 Figura 5.23. Arquitectura, número de capas ocultas, función 
de entrada y de salida de la red 
 
 
Fuente: Elaboración propia 
 
 
En la figura 5.24 se observa el tipo de 
entrenamiento denominado en lote, con sus diferentes 
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Figura 5.24. Tipo de entrenamiento y algoritmo de optimización 
 
Fuente: Elaboración propia 
 
 
En la imagen de la figura 5.25 se muestran los 
resultados de la red: descripción, diagramas, resumen del 
modelo, gráficos de pronósticos por observados, gráficos 
de residuos por pronósticos, resumen de procesamientos 
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Figura 5.25. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 Una vez ejecutado el entrenamiento de la red, se 
han obtenido los resultados que en las tablas siguientes se 
detallan. 
 
Tabla 5.23. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
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Tabla 5.24. Errores de predicción de la RNA  
 
Fuente: Elaboración propia. 
 
En la tabla 5.24 se muestran la suma de errores de 
0.579, un error relativo de 0.089. 
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 Fuente: Elaboración propia. 
 
  La gráfica de la figura 5.26 representa en el eje X el 
precio de los inmuebles observados, y en el eje de la Y los 
precios pronosticados por el modelo. 
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 Figura 5.27. Gráfica de residuos y valor pronosticado 
 
 Fuente. Elaboración propia 
 
 La figura 5.27 representa un gráfico de los residuos 
contra el valor pronosticado. 
 
 En la tabla siguiente se observa la importancia de 
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las variables independientes.  
 
 Tabla 5.28. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
 
Una vez que la red se ha entrenado en intervalos de 
tiempo de 10 minutos con incrementos de 10 minutos 
hasta obtener el mejor resultado, sin sobreentrenar a la 
red, se llegó a los siguientes resultados. 
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Tabla 5.29. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia. 
 
La tabla 5.29 contiene los resultados del 
entrenamiento de la red con un factor de activación en la 
capa oculta, una función de entrada tangente hiperbólica y 
un factor de activación en la capa de salida con una 
función sigmoidal (sigmoidea). 
 
Se puede concluir en este modelo que de los ocho 
resultados de entrenamiento con incremento de tiempo en 
intervalos de 10 minutos, el test de entrenamiento con 
tiempo de 50 minutos es el que mejor ha estimado el 
precio: coeficiente de correlación de 94%, coeficiente de 
determinación de 89%, y r2 ajustado de 89%. 
En la siguiente figura se detalla la información de 
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Figura 5.28. Variables a utilizar en el modelo RNA 
 
Fuente: Elaboración propia 
 
En la siguiente figura se observan el tipo de 
patrones de entrada a la red.  
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Figura. 5.29. Patrones de entrada a la red, entrenamiento y 
prueba del modelo 
 
Fuente: Elaboración propia 
 
La figura [5.30] contiene información sobre la 
arquitectura de la red: una capa oculta con un máximo de 
16 unidades o patrones en la misma, con una función de 
activación sigmoidal a la entrada y una función de salida 
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Figura 5.30. Arquitectura, número de capas ocultas, función de 
entrada y de salida de la red 
 
Fuente: Elaboración propia 
 
En la figura 5.31 se observa el tipo de 
entrenamiento denominado en lote con sus diferentes 
opciones de entrenamiento.  
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 Figura 5.31. Tipo de entrenamiento y algoritmo de 
optimización 
 
Fuente: Elaboración propia 
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Figura 5.32. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 Una vez ejecutado el entrenamiento de la red, se 
han obtenido los siguientes resultados que se detallan en 
las tablas. 
 
Tabla 5.30. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
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Tabla 5.31. Errores de predicción de la RNA 
 
Fuente: Elaboración propia 
 
En la tabla 5.31 se muestran la suma de errores del 
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Figura 5.33. Gráfica de precios pronosticados y precios  
observados 
 
 Fuente: Elaboración propia 
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Figura 5.34. Gráfica de residuos y valor pronosticado 
 
 Fuente. Elaboración propia 
 
 La figura [5.34] representa un gráfico de los 
residuos contra los valores pronosticados.  
 En la tabla siguiente se observa la importancia de 
las variables independientes.  
 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






 Tabla 5.32. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
 
Una vez que la red se ha entrenado en intervalos de 
tiempo de 10 minutos con incrementos de 10 minutos 
hasta obtener el mejor resultado, sin sobreentrenar a la 
red, se han obtenidos los siguientes resultados. 
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Tabla 5.33. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
La tabla 5.33 contiene los resultados del 
entrenamiento de la red con función de activación en la 
capa oculta denominada sigmoidea y una función de 
activación en la capa de salida denominada identidad 
(lineal). 
Se puede concluir en este modelo que de los 10 
resultados de entrenamiento con incremento de tiempo en 
intervalos de 10 minutos, el test de entrenamiento con 
tiempo de 50 minutos es el que mejor ha estimado el 
precio:  coeficiente de correlación de 97%, coeficiente de 
determinación de 94%, un r2 ajustado de 94%. 
 
Continuando con el modelo de RNA, utilizando los 
mismos parámetros del modelo anterior, ahora con una 
red de activación en sus entradas, una capa oculta que 
utiliza una función sigmoidal (sigmoidea) y una función de 
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activación con salida tangente hiperbólica. 
 
En la siguiente figura está la información de las 
variables a utilizar en el modelo, mediante el programa 
SPSS. 
 
Figura 5.35. Variables a utilizar en el modelo de la RNA.  
 
Fuente: Elaboración propia. 
 
En la siguiente figura se observan el tipo de 
patrones de entrada a la red.  
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Figura. 5.36. Patrones de entrada a la red, entrenamiento y 
prueba del modelo 
 
Fuente: Elaboración propia 
 
La figura 5.36 contiene información acerca de la 
arquitectura de la red. Se seleccionó una capa oculta con 
un máximo de 16 unidades o patrones en la misma, con 
una función de activación sigmoidal en la entrada y una 
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Figura 5.37. Arquitectura, número de capas ocultas, función de 
entrada y de salida de la red 
 
Fuente: Elaboración propia 
 
 
En la figura 5.38 se observa el tipo de 
entrenamiento denominado en lote, con sus diferentes 
opciones de entrenamiento. 
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 Figura 5.38. Tipo de entrenamiento y algoritmo de 
optimización 
 
Fuente: Elaboración propia 
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Figura 5.39. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 De nuevo, una vez que se ejecutó el entrenamiento 
de la red, se han obtenido los siguientes resultados.  
 
La tabla 5.34. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
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Tabla 5.31. Errores de predicción de la RNA 
 
Fuente: Elaboración propia 
 
En la tabla 5.34 se muestra la suma de errores de 
1.416, y un error relativo de 0.329. 
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Figura 5.40. Gráfica de precios pronosticados y precios  
observados 
 
 Fuente: Elaboración propia 
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Figura 5.41. Gráfica de residuos y valor pronosticado 
 
 Fuente: Elaboración propia 
 
 La figura [5.41] representa un gráfico de los 
residuos contra el valor pronosticado.  
 
 En la tabla siguiente, se observa la importancia de 
las variables independientes. 
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 Tabla 5.42. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
 
 
Una vez que la red se ha entrenado en intervalos de 
tiempo de 10 minutos con incrementos de 10 minutos 
hasta obtener el mejor resultado, sin sobreentrenar a la 
red, se han obtenidos los siguientes resultados. 
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Tabla 5.43. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
La tabla [5.43] contiene los resultados del 
entrenamiento de la red con la función de activación en la 
capa oculta denominada sigmoidea y una función de 
activación en la capa de salida denominada tangente 
hiperbólica. 
 
Se puede concluir en este modelo que de los 10 
resultados de entrenamiento con incremento de tiempo en 
intervalos de 10 minutos, el test de entrenamiento con 
tiempo de 50 minutos es el que mejor ha estimado el 
precio: coeficiente de correlación de 92%, coeficiente de 
determinación de 86%, y un r2 ajustado de 85%. 
 
En el siguiente modelo de RNA utiliza los mismos 
parámetros del modelo anterior, pero ahora con una red 
de activación en sus entradas, una capa oculta que usa 
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una función sigmoidal (sigmoidea) y una función de 
activación con salida sigmoidal (sigmoidea). 
 
La siguiente figura contiene información de las 
variables a utilizar en el modelo, mediante el programa 
SPSS. 
 
Figura 5.42. Variables a utilizar en el modelo de la RNA  
 
Fuente: Elaboración propia 
 
En la siguiente figura se observan el tipo de 
patrones de entrada a la red.  
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Figura. 5.43. Patrones de entrada a la red, entrenamiento y 
prueba del modelo 
 
Fuente: Elaboración propia 
 
La figura 5.43 contiene información acerca de la 
arquitectura de la red. Se ha seleccionado una capa oculta 
con un máximo de 16 unidades o patrones en la misma, 
con una función de activación sigmoidal a la entrada y una 
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Figura 5.44. Arquitectura, número de capas ocultas, función 
de entrada y de salida de la red 
 
Fuente: Elaboración propia 
 
 
En la figura [5.45] se observa el tipo de 
entrenamiento denominado en lote, con sus diferentes 
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Figura 5.45. Tipo de entrenamiento y algoritmo de optimización 
 
Fuente: Elaboración propia 
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Figura 5.46. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 Nuevamente una vez que se ejecutó el 
entrenamiento de la red, se han obtenido los resultados, 
mismos que se detallan en la siguiente tabla.  
 
Tabla 5.44. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia. 
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Tabla 5.45. Errores de predicción de la RNA  
 
Fuente: Elaboración propia. 
 
En la tabla 5.45 se muestran la suma de errores de 
0.392, y un error relativo de .09. 
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Figura 5.46. Gráfica de precios pronosticados y precios  
observados 
 
 Fuente: Elaboración propia 
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Figura 5.47. Gráfica de residuos y valor pronosticado 
 
 Fuente. Elaboración propia 
 
 La figura 5.47 representa un gráfico de los residuos 
contra los valores pronosticado.  
 
 En la tabla siguiente se aprecia la importancia de 
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Tabla 5.48. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
 
Una vez que la red se ha entrenado en intervalos de 
tiempo de 10 minutos con incrementos de 10 minutos 
hasta obtener el mejor resultado, sin sobreentrenar a la 
red, se han obtenidos los siguientes resultados.  
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Tabla 5.49. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
La tabla [5.49] contiene los resultados del 
entrenamiento de la red con la función de activación en la 
capa oculta denominada sigmoidea y una función de 
activación en la capa de salida denominada sigmoidea. 
 
Se puede concluir en este modelo que de los 10 
resultados de entrenamiento con incremento de tiempo en 
intervalos de 10 minutos, el test de entrenamiento con 
tiempo de 80 minutos es el que mejor ha estimado el 
precio: coeficiente de correlación de 93%, un coeficiente 
de determinación de 87%, y un r2 ajustado de 87%. 
 
Se han obtenido resultados de seis modelos de la 
RNA con las siguientes formas de activaciones. 
 
Función de activación tangente hiperbólica en la 
capa oculta con una función de activación en la capa de 
salida identidad (lineal); en un segundo modelo con 
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función de activación en la capa oculta tangente 
hiperbólica, función de activación en la capa de salida 
tangente hiperbólica; en un tercer modelo se ha utilizado 
una función sigmoidea en la capa oculta con una función 
identidad en la capa de salida; en un cuarto modelo se ha 
utilizado una función sigmoidea en la capa oculta y una 
función tangente hiperbólica en la capa de salida, y por 
último la misma función sigmoidea en la capa oculta con 
una función en la capa de salida sigmoidea. En todos los 
casos se utilizaron 16 variables independientes y una 
variable dependiente, en su arquitectura se seleccionaron 
intervalos que desde 1 hasta 50 unidades en su capa 
oculta, en todos los casos se utilizó un tipo de 
entrenamiento en lote, con un tipo de gradiente escalado 
conjugado, obteniéndose los siguientes resultados que 
son los mejores en cada una de sus formas de activación, 
véase tabla 5.50. 
 
Tabla 5.50. Test de resultados de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
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En la tabla [5.50] se observan los resultados de las 
diferentes formas de activación de las redes neuronales 
artificiales. Los seis modelos presentan buenos resultados, 
sin embargo el mejor de ellos es la red con función de 
activación en la capa oculta sigmoidea y una función de 
activación en la capa de salida denominada identidad 
(lineal), con 677 muestras de entrenamiento, 211 para 
pruebas o validación y 73 excluidas por ser atípicas, 
tiempo de entrenamiento 50 minutos, coeficiente de 
correlación entre variables de 97%, coeficiente de 
determinación de 94%, r2 ajustado de 94%. 
 
Una vez validados los modelos y analizado su 
comportamiento en términos generales, se realiza la 
aplicación para estimar del precio de un inmueble en un 
caso concreto, es decir mediante la ecuación implícita que 
se ha desarrollado en la red estimada. 
 
En todos los casos se trata de un modelo 
denominado perceptrón multicapa (MLP), red alimentada 
hacia adelante con única capa oculta, con 16 variables 
independientes y una dependiente. A continuación se 
detalla la ecuación, explicada anteriormente [4.12].10 
                                                 
10  Siendo en este caso Wk=[bk,w1k,....,wjk,...wnk]
T
 el vector columna de pesos y 
x=[1,x1,.....,xN]
T 
el vector columna de entrada, esto a su vez se puede escribir de forma 
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Para este caso concreto las funciones de activación 
utilizadas en la capa oculta han sido la sigmoidea y salida 
identidad (lineal). 
 
En este caso se cuenta con la siguiente información 
de un inmueble fuera de la muestra con las siguientes 
características: Se trata de un inmueble que cuenta con 
240 metros cuadrados de terreno, 250 metros cuadrados 
de construcción, 3.5 baños, 3 dormitorios, 0 años de 
antigüedad (nueva), 2 niveles, nivel 3 de infraestructura, 
nivel 3 de equipamiento, 3 garaje, 0 baños, 0 garaje2, 1 
garaje3, 0 nivel de renta baja, 1 nivel de renta alta, 0 
baños4, 0 baño 4.5, 0 baños5, 0 dormitorio6 y 0 
numniveles3. 
 
En el programa se incluirá como una muestra más, 
para que se estime el precio. 
 
Reiterando que se utilizará para la prueba un 
modelo con una red de activación en sus entradas oculta 
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utilizando una función sigmoidal (sigmoidea) y una función 
de activación con salida identidad. 
 
En la siguiente figura, se muestra la información de 
las variables a utilizar en el modelo, mediante el programa 
SPSS. 
 
Figura 5.47 Variables a utilizar en el modelo RNA 
 
Fuente: Elaboración propia 
 
En la siguiente figura, se observan el tipo de 
patrones de entrada a la red.  
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Figura. 5.48. Patrones de entrada a la red, entrenamiento y 
prueba del mismo 
 
Fuente: Elaboración propia 
 
La figura 5.49, contiene información sobre la 
arquitectura de la red, en este caso se ha seleccionado 
una capa oculta un máximo de 16 unidades o patrones en 
la misma, con una función de activación a la entrada 





Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 






Figura 5.49. Arquitectura, número de capas ocultas, función de 
entrada y de salida de la red 
 
Fuente: Elaboración propia 
 
En la figura 5.50 se observa el tipo de 
entrenamiento denominado en lote, con sus diferentes 
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Figura 5.50. Contiene tipo de entrenamiento y algoritmo de 
optimización 
 
Fuente: Elaboración propia 
 
En la figura 5.51, los resultados de la red.  
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Figura 5.51. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 Una vez ejecutado el entrenamiento de la red como 
ya se ha explicado, se obtuvieron los siguientes resultados 
que se detallan adelante. 
 
Tabla 5.51. Resumen de procesamiento de casos 
 
Fuente: Elaboración propia 
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Figura 5.52 Gráfica de precios pronosticados y precios 
observados 
 
 Fuente: Elaboración propia 
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Figura 5.53. Gráfica de residuos y valor pronosticado 
 
 Fuente. Elaboración propia 
 
 La figura 5.53 representa un gráfico de los residuos 
contra el valor pronosticado.  
 
 En la tabla siguiente, se muestra la importancia de 
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Tabla 5.52. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
 
 
Una vez que la red se ha entrenado en intervalos de 
tiempo de 10 minutos con incrementos de 10 minutos 
hasta obtener el mejor resultado: el precio observado es 
de $3,182,500.00 y el estimado por la red de $3,055,124, 
con un error de $127,376 entre el precio observado y el 
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De igual forma que los seis modelos anteriores, 
tomando como base las ecuaciones [4.2], [4.10], [4.12] y 
[4.15], mediante redes neuronales artificiales, en 
específico el perceptrón multicapa en sus diferentes 
maneras de activación a la entrada de patrones e 
igualmente en sus salidas a la red, con las mismas 
observaciones y variables utilizadas en los modelos de 
regresión, para no dar ventaja a ninguno, se ha realizado 
la estimación de los precios de los inmuebles, solo que 
ahora se modificara la arquitectura en los seis modelos 
anteriores. El cálculo de las unidades en la capa oculta el 
programa SPSS lo realizaba automáticamente. Ahora, 
para los siguientes modelos, se personalizará el número 
de unidades en la capa oculta a 16 variables, manteniendo 
igual el resto de la información.  
 
Se iniciará con el primer modelo de entrenamiento 
con una red con entradas de neuronas en la capa oculta, 
utilizando una función tangente hiperbólica y una salida 
identidad (lineal), con diferentes intervalos de tiempo. 
  
La siguiente figura contiene información de las 
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Figura 5.54. Variables a utilizar en el modelo RNA 
 
Fuente: Elaboración propia 
 
En la siguiente figura se observan el tipo de 
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Figura 5.55. Patrones de entrada a la red, entrenamiento y 
prueba del modelo 
 
Fuente: Elaboración propia 
 
La figura 5.55 contiene información sobre la 
arquitectura de la red: se ha seleccionado una capa oculta 
un máximo de 16 unidades o patrones en la misma, con 
una función de activación a la entrada tangente hiperbólica 
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 Figura 5.56. Arquitectura, número de capas ocultas, función 
de entrada y de salida de la red 
 
 
Fuente: Elaboración propia 
 
 
 En la figura 5.56 se observa el tipo de 
entrenamiento denominado en lote con sus diferentes 
opciones de entrenamiento. 
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Fuente: Elaboración propia. 
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Figura 5.58. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 Una vez ejecutado el entrenamiento de la red, se 
han obtenido los siguientes resultados que se detallan en 
las tablas. 
 
Tabla 5.53. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 








Tabla 5.54. Errores de predicción de la RNA 
 
Fuente: Elaboración propia 
 
En la tabla 5.52 se muestran la suma de errores de 
19.072%, y un error relativo de 0.057%. 
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Figura 5.59. Gráfica de precio observado y precio 
pronosticado 
 
 Fuente: Elaboración propia 
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Figura 5.60. Gráfica de residuos y valor pronosticado 
 
 Fuente. Elaboración propia 
 
 La figura 5.60 representa un gráfico de los residuos 
contra los valores pronosticados.  
 
 En la tabla siguiente se ilustran los valores de la 
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Tabla 5.55. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
 
Una vez que la red se ha entrenado en intervalos de 
tiempo de 10 minutos con incrementos de 10 minutos 
hasta obtener el mejor resultado, sin sobreentrenar a la 
red, se han obtenido los siguientes resultados.  
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Tabla 5.56. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
En tabla 5.56 se han obtenido resultados del 
entrenamiento de la red. 
 
Las conclusiones de este modelo de acuerdo con 
los resultados obtenidos, una vez que se entrenó a la red 
con intervalos de tiempo de 10 minutos hasta llegar a 100 
minutos; utilizando 16 variables independientes en la capa 
oculta, el test de entrenamiento con tiempo de 20 minutos 
es el que mejor ha estimado el precio: coeficiente de 
correlación de 95%, coeficiente de determinación de 91%, 
y un r2 ajustado de 91%.  
 
El modelo de entrenamiento se repite con una red 
con entradas de neuronas en la capa oculta, utilizando una 
función tangente hiperbólica y una salida tangente 
hiperbólica, con diferentes intervalos de tiempo y se 
evaluarán los resultados para su vez verificar la mejoría de 
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La siguiente figura contiene la información de las 
variables a utilizar en el modelo, mediante el programa 
SPSS. 
 
Figura 5.55. Variables a utilizar en el modelo de la RNA 
 
Fuente: Elaboración propia 
 
En la siguiente figura se observan el tipo de 
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Figura 5.56. Patrones de entrada a la red, entrenamiento y 
prueba del modelo 
 
 
Fuente: Elaboración propia 
 
La figura 5.56 contiene información acerca de la 
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Figura 5.57. Arquitectura, número de capas ocultas, función de 
entrada y de salida de la red 
 
 
Fuente: Elaboración propia 
 
 
 En la figura 5.58 se observa el tipo de 
entrenamiento denominado en lote con sus diferentes 
opciones de entrenamiento. 
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Fuente: Elaboración propia 
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Figura 5.59. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 Al ejecutar el entrenamiento de la red, se obtuvieron 
los resultados que se detallan en las siguientes tablas 
siguientes. 
 
 Tabla 5.57. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
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Tabla 5.58. Errores de predicción de la RNA 
 
Fuente: Elaboración propia 
 
La tabla 5.58 se muestra la suma de errores de 
1.617%, y un error relativo de 0.091%. 
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Figura 5.60. Gráfica de precio observado y valor pronosticado 
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Figura 5.61. Gráfica de residuos y valor pronosticado 
 




 En la tabla siguiente se observa la importancia de 
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Tabla 5.59. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
 
 
Se reiteran aquí los comentarios hechos en los 
modelos anteriores una vez entrenada la red en intervalos 
de tiempo de 10 minutos con incrementos de 10 minutos 
hasta obtener el mejor resultado, sin sobreentrenar a la 
red, y se obtuvieron los siguientes resultados. Véase la 
tabla siguiente. 
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Tabla 5.60. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
 
Las conclusiones acerca de este modelo de 
acuerdo con los resultados obtenidos, una vez que se 
entrenó la red con intervalos de tiempo de 10 minutos 
hasta llegar a 100 minutos; utilizando 16 variables 
independientes en la capa oculta, el test de entrenamiento 
con tiempo de 80 minutos es el que mejor ha estimado el 
precio: coeficiente de correlación de 95%, un coeficiente 
de determinación de 90%, y un r2 ajustado de 90%. 
 
Ahora se presentan los resultados utilizando el 
modelo con una función de activación en la capa oculta de 
entrada de sus patrones tangente hiperbólica y en sus 
salidas de la red, con las mismas observaciones, la 
función denominada sigmoidea; y se ha personalizado el 
número de unidades en la capa oculta a 16 variables, toda 
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la demás información será igual.  
 
La siguiente figura contiene información de las 




Figura 5.62. Variables a utilizar en el modelo de la RNA 
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Figura. 5.63. Patrones de entrada a la red, entrenamiento y 
prueba del modelo 
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Figura 5.64. Arquitectura, número de capas ocultas, función 
de entrada y de salida de la red 
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Figura 5.65. Tipo de entrenamiento y algoritmo de 
optimización 
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Figura 5.67. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 
Tabla 5.61. Resumen del procesamiento de casos 
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Tabla 5.62. Errores de predicción de la RNA 
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Figura 5.68. Gráfica de precio observado y precio 
pronosticado 
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Figura 5.69. Gráfica de residuos y valor pronosticado 
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 Tabla 5.63. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
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Tabla 5.64. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
Se puede concluir que de los ocho intervalos de 
tiempo, una vez que se entrenó a la red con intervalos de 
tiempo de 10 minutos hasta llegar a 100 minutos, 
utilizando 16 variables independientes en la capa oculta, el 
test de entrenamiento con tiempo de 10 minutos es el que 
mejor ha estimado el precio: coeficiente de correlación de 
96%, un coeficiente de determinación de 91%, y un r2 
ajustado de 91%. 
 
Continuando ahora con otro modelo, se usará una 
función de activación en la capa oculta de entrada de sus 
patrones sigmoidal (sigmoidea) y en sus salidas de la red, 
con las mismas observaciones, función denominada 
identidad (lineal); se personalizó el número de unidades en 
la capa oculta a 16 variables, toda la demás información 
será igual.  
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Se iniciará el entrenamiento de la red con entradas 
de neuronas en la capa oculta, mediante una función 
sigmoidea y una salida identidad, con diferentes intervalos 
de tiempo y se irán evaluando los resultados para a su vez 
verificar la mejoría de la misma. 
 
Figura 5.70. Variables a utilizar en el modelo de la RNA 
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Figura 5.71. Patrones de entrada a la red, entrenamiento y 
prueba del mismo 
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Figura 5.72. Arquitectura, número de capas ocultas, función 
de entrada y de salida de la red 
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Figura 5.73. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
Tabla 5.65. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
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Tabla 5.66. Errores de predicción de la RNA 
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Figura 5.74. Gráfica de precio observado y precio 
pronosticado 
 
 Fuente: Elaboración propia 
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 Figura 5.75. Gráfica de residuos y valor pronosticado 
 
 Fuente. Elaboración propia 
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 Tabla 5.67. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
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Tabla 5.68. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
Una vez analizados los resultados de los ocho 
intervalos de tiempo de entrenamiento de la red, el test de 
entrenamiento de 10 minutos es el que mejores datos 
estadísticos refleja, reiterando un tiempo de 10 minutos, 
utilizando 16 variables independientes en la capa oculta: 
coeficiente de correlación entre variables de 98%, un 
coeficiente de determinación de 97%, y un r2 ajustado de 
96%. 
 
Ahora se utilizará una función de activación en la 
capa oculta de entrada de los patrones sigmoidal 
(sigmoidea) y en las salidas de la red, con las mismas 
observaciones, una función denominada tangente 
hiperbólica; personalizando el número de unidades en la 
capa oculta a 16 variables, toda la demás información será 
igual.  
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Figura 5.76. Variables a utilizar en el modelo RNA 
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Figura 5.77. Patrones de entrada a la red, entrenamiento y 
prueba del modelo 
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Figura 5.78. Arquitectura, número de capas ocultas, función de 
entrada y de salida de la red 
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Figura 5.80. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 Tabla 5.69. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
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Tabla 5.70. Errores de predicción de la RNA 
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Figura 5.81. Gráfica de precio observado y precio 
pronosticado 
 
 Fuente: Elaboración propia 
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 Figura 5.82. Gráfica de residuos y valor pronosticado 
 
 Fuente. Elaboración propia 
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 Tabla 5.71. Importancia de las variables independientes 
 
Fuente: Elaboración propia 
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Tabla 5.72. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
 
Una vez analizados los resultados de los ocho 
intervalos de tiempo de entrenamiento de la red, el test de 
entrenamiento de 60 minutos es el que mejores datos 
estadísticos refleja, reiterando un tiempo de 60 minutos, 
utilizando 16 variables independientes en la capa oculta: 
coeficiente de correlación entre variables de 91%, un 
coeficiente de determinación de 83%, y un r2 ajustado de 
82%. 
 
Continuando con el modelo, pero ahora utilizando 
una función de activación en la capa oculta de entrada de 
los patrones tipo sigmoidal (sigmoidea) y en sus salidas de 
la red, con las mismas observaciones, una función 
también sigmoidea; personalizando el número de unidades 
en la capa oculta a 16 variables, en tanto la demás 
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información será igual.  
 
 
Figura 5.83. Variables a utilizar en el modelo RNA 
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Figura 5.84. Patrones de entrada a la red, entrenamiento y 
prueba del modelo 
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Figura 5.85. Arquitectura, número de capas ocultas, función de 
entrada y de salida de la red 
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Figura 5.87. Resultado de la RNA 
 
 Fuente: Elaboración propia 
 
 
 La tabla 5.73. Resumen del procesamiento de casos 
 
Fuente: Elaboración propia 
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Tabla 5.74. Errores de predicción de la RNA 
 
Fuente: Elaboración propia 
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Figura 5.88. Gráfica de precio observado y precio 
pronosticado 
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Figura 5.89. Gráfica de residuo y valor pronosticado 
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 Tabla 5.90. Importancia de las variables independientes 
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Figura 5.90. Gráfica de importancia normalizada 
 
Fuente: Elaboración propia 
 
 
Tabla 5.92. Test de entrenamiento de la RNA 
 
Fuente: Elaboración propia 
 
Una vez analizados los resultados de los ocho 
intervalos de tiempo de entrenamiento de la red, el test de 
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entrenamiento de 50 minutos fue el que mejores datos 
estadísticos reflejó, reiterando un tiempo de 50 minutos, 
utilizando 16 variables independientes en la capa oculta: 
coeficiente de correlación entre variables de 95%, un 
coeficiente de determinación de 90%, y un r2 ajustado de 
90%. 
 
De igual forma que en los primeros 6 modelos 
anteriores, se obtienen resultados de los segundos 6 
modelos, sólo con la diferencia de que ahora se hará con 
16 variables (unidades) en la capa oculta; el primero de 
ellos con una función de activación tangente hiperbólica en 
la capa oculta con una función de activación en la capa de 
salida identidad (lineal), en un segundo modelo con 
función de activación en la capa oculta tangente 
hiperbólica, función de activación en la capa de salida 
tangente hiperbólica, en un tercer modelo se ha utilizado 
una función sigmoidea en la capa oculta con una función 
identidad en la capa de salida, en un cuarto modelo se ha 
utilizado una función sigmoidea en la capa oculta y una 
función tangente hiperbólica en la capa de salida y por 
último la misma función sigmoidea en la capa oculta con 
una función en la capa de salida sigmoidea. En todos los 
casos se utilizaron 16 variables independientes y una 
variable dependiente, en su arquitectura se seleccionó 
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intervalo que va desde 1 a 50 unidades en su capa oculta, 
en todos los casos se utilizó un tipo de entrenamiento en 
lote, con un tipo de gradiente escalado conjugado, 
obteniéndose los siguientes resultados de cada una de 
sus formas de activación, véase tabla 5.93. 
 
Tabla 5.93. Test de resultados de entrenamiento de la RNA, 
con 16 unidades (variables), capa oculta 
 
Fuente: Elaboración propia 
 
La tabla [5.93], se observan los resultados de las 
diferentes formas de activación de las redes neuronal y 
artificial. Los 6 modelos presentan buenos resultados, 
siendo el mejor de ellos la red con función de activación en 
la capa oculta sigmoidea y una función de activación en la 
capa de salida denominada identidad (lineal), con 16 
unidades en la capa oculta. 
 
Una vez validados los 6 modelos del segundo grupo 
y ya que se analizado su comportamiento en términos 
generales, se procede a la aplicación para estimar el 
precio de un inmueble en un caso concreto, es decir 
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mediante la ecuación implícita que se ha desarrollado en 
la red estimada. 
 
Se trata de un inmueble que cuenta con 240 metros 
cuadrados de terreno, 250 metros cuadrados de 
construcción, 3.5 baños, 3 dormitorios, 0 años de 
antigüedad (nueva), 2 niveles, nivel 3 de infraestructura, 
nivel 3 de equipamiento, 3 garaje, 0 baños, 0 garaje2, 1 
garaje3, 0 nivel de renta baja, 1 nivel de renta alta, 0 
baños4, 0 baño 4.5, 0 baños5, 0 dormitorio6 y 0 
numniveles3. 
 
El precio observado es de $3,182,500.00 y el 
estimado por la red de $3,228,373.00, con un error de 
$45,873.00 entre el precio observado y el precio estimado, 
resultando 1.44% por arriba del precio observado, con un 
coeficiente de correlación de 97%, coeficiente de 
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VI. Resultados de la 
aplicación de los modelos 
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6. Resultados de la aplicación de los modelos de 
regresión y redes neuronales artificiales 
A continuación se detallan resultados obtenidos de 
los diferentes modelos aplicados. 
 
Tabla 6.1. Resultados de los modelos de regresión y redes 
neuronales artificiales 
 
Fuente. Elaboración propia 
 
En la tabla [6.1] se detalla en las columnas 1 y 2 el 
tipo de modelo para el caso de modelos de regresión y 
para el caso de las RNA la función de activación en la 
capa oculta y función de activación en la capa de salida, 
en la columna tres sólo en RNA el número de unidades en 
la capa oculta, columna cuatro número de muestra para el 
entrenamiento, columna cinco sólo para el caso de RNA el 
número de muestras para el entrenamiento de la red, 
columna seis se observan las muestras excluidas en todos 
los modelos por ser atípicas, columna siete el número de 
muestras total utilizadas en el estudio, columna ocho el 
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coeficiente de correlación de las variables, columna nueve 
coeficiente de determinación, columna diez r2ajustado, 
columna once el error estándar de estimación y columna 
doce el error cuadrático medio. 
 
En los resultados de la tabla antes mencionada se 
observa que el modelo de red neuronal con 16 unidades 
en la capa oculta, supera en cada una de sus mediciones 
estadísticas a la regresión múltiple, logarítmica y al otro 
modelo de RNA propuesto. 
 
En la siguiente tabla se muestran los resultados de 
la estimación del precio de un inmueble fuera de la 
muestra. 
Para ello se han utilizado en el modelo de regresión 
lineal 985 observaciones, de la cuales se han eliminado 24, 
por resultar atípicas y 16 variables independientes, en el 
segundo modelo, solo que ahora  tomando como el 
logaritmo del precio de la variable dependiente se han 
utilizado 936 observaciones y 10 variables independientes. 
En cambio en los modelos de redes neuronales se han 
utilizado las 961 observaciones, se utilizado 677 para el 
entrenamiento de la red, 112 para la validación o prueba 
de los modelos y se han excluido 73. 
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Tabla 6.2. Resultados de estimación del precio por modelos 
de regresión y de redes neuronales artificiales 
 
 
Fuente. Elaboración propia. 
 
La tabla [6.2] muestra los resultados de la 
estimación del precio por los diferentes modelos, en la 
columnas uno y dos los diferentes modelos y el tipo de 
función, en la columna tres se observan los resultados del 
coeficiente de correlación, en la columna cuatro el 
coeficiente de determinación, en la columna cinco el r2 
ajustado, columna seis el precio observado, columna siete 
el precio estimado por el modelo, columna ocho error 
absoluto y en la columna nueve el error cuadrático. 
 
Valoración de inmuebles urbanos: Comparativa 
modelo regresión multivariable versus redes 
neuronales artificiales para la ciudad de Morelia, 
Michoacán, México. 
 
D. José Carlos Preciado 
Carrillo 







En las siguientes figuras se observan algunos 
































Modelos de regresión y rna
 
Fuente: Elaboración propia 
 
La figura [6.3] representa los resultados del 
coeficiente de correlación entre el precio observado y el 
precio estimado por el modelo, explica que tanta relación 
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Modelos de regresión y rna
 
 Fuente: Elaboración propia 
 
En la figura [6.4] se observan resultados del 
coeficiente de determinación en cada uno de los modelos, 
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Modelos de regresión y rna
 
 Fuente: Elaboración propia 
 
La figura [6.5] representa el r2 ajustado de cada uno 
de los modelos utilizados. 
 


















 Fuente: Elaboración propia 
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En la figura 6.6 se observan los resultados del 
precio observado y el precio estimado por cada uno de los 
modelos aplicados. 
 

















 Fuente: Elaboración propia 
 
En la figura [6.7] se representan los resultados entre 
el precio observado, precio estimado por cada modelo y el 
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7. Conclusiones finales y trabajos futuros 
La valoración de activos, y en este rubro se 
encuentran los inmuebles, ha sido de gran importancia 
desde tiempos remotos, sirve de base para la toma de 
decisiones en diferentes instrumentos financieros. La 
sociedad, gobiernos, instituciones financieras y empresas 
exigen cada día mejores estimaciones de precios. Los 
modelos de regresión en sus diferentes formas, y las 
redes neuronales artificiales como un activo metodológico 
más reciente, convergen en una nueva forma de modelizar 
y predecir el precio de los inmuebles con resultados muy 
prometedores. 
 
Tras analizar el mayor y más relevante número de 
variables independientes, los profesionales del sector de la 
tasación persiguen obtener el precio de los inmuebles. 
 
A modo de resumen, se expondrán las principales 
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En el capítulo dos, se habla de las aportaciones que 
han hecho distintos y notables autores para una mejora de 
la estimación de precios de los inmuebles, mediante 
modelos econométricos y de redes neuronales artificiales. 
 
En el tercer capítulo se han presentado los 
principales modelos de la familia econométrica (regresión 
lineal y no lineal). Se detallan modelos univariantes y 
multivariantes, siendo este último el de mayor aplicación 
por la cantidad de variables independientes que se 
incluyen en los modelos. 
 
Para estimar el precio de los inmuebles se han 
utilizado el modelo de regresión lineal múltiple y el modelo 
de regresión logarítmica, obteniéndose el mejor resultado 
con el primero de estos dos modelos pese a los evidentes 
problemas de heterocedasticidad, comúnmente señalados 
por la mayoría de investigadores de este campo. 
 
En el cuarto capítulo se han expuesto definiciones y 
funcionamiento de las redes neuronales artificiales en 
general y de la red neuronal back propagation en particular, 
pues es la que se usa en esta investigación. La selección 
de esta red se debe a su capacidad de autoadaptar los 
pesos durante el proceso de aprendizaje, así como su 
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generalización y flexibilidad, logrando soluciones 
favorables con muestras grandes o reducidas. 
 
En esta investigación se ha utilizado el 
entrenamiento supervisado, con la ventaja de que se 
pueden verificar los resultados predictivos y además 
compararlos con los precios observados. 
 
La regla delta generalizada es el algoritmo de 
aprendizaje de la red neuronal seleccionada, que utiliza el 
mecanismo para corregir el error e ir modificando los 
diferentes pesos de las diferentes neuronas, hasta obtener 
un resultado óptimo o deseado, pero además que cumpla 
con los parámetros estadísticos ideales.  
 
En el capítulo cinco se hace una comparativa entre 
los modelos de regresión y las redes neuronales 
artificiales en específico el perceptrón multicapa. 
 
Para llevar a cabo esta comparación, se ha 
obtenido una muestra de 985 inmuebles de una importante 
ciudad mexicana, compuesta por 688 inmuebles de venta 
consumada y 297 con precios de oferta con un factor de 
negociación de 5%, para de esta manera trabajar con 
inmuebles de venta consumada. Precisamente la 
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aplicación de estos modelos a un país como México es el 
principal aporte de esta tesis. El mercado inmobiliario de 
este país presenta una serie de particularidades, al igual 
que otros del espectro latinoamericano, que difieren de 
forma singular de los comúnmente observables en otras 
regiones del mundo. Así, la práctica totalidad de las 
investigaciones previas analizadas desarrollaban sus 
modelos sobre países europeos o en los Estados Unidos 
de América, donde la realidad inmobiliaria es 
diametralmente contrapuesta a la de México. De ahí el 
interés en conocer el comportamiento y aplicabilidad de 
los modelos econométricos y de red neuronal en un 
mercado inmobiliario como el mexicano. 
 
Posteriormente se realizaron las pruebas 
estadísticas de normalidad para eliminar datos atípicos, 
cumpliendo con los rangos [µ+3σ; µ-3σ]. Al eliminar los 
datos atípicos y las variables irrelevantes, la muestra se 
reduce a 961 observaciones, tras lo que se procedió a la 
aplicación del primer modelo de regresión, hasta encontrar 
el mejor ajuste, obteniendo resultados de coeficiente de 
correlación de 95%, 90% de coeficiente de determinación, 
y 90% de r2 ajustado. 
 
Enseguida se aplicó un modelo logarítmico 
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exactamente igual que el anterior, sólo que en este caso 
se tomó como variable dependiente el logaritmo de los 
precios de la muestra. El motivo es que la relación entre el 
precio y la superficie suele presentar problemas de 
heterocedasticidad, cuestión ya reportada en 
investigaciones previas sobre países diferentes a México. 
Así, se obtuvieron los siguientes resultados: 93% de 
coeficiente de correlación, 87% de coeficiente de 
determinación, y 87% de r2ajustado. 
 
 Por otro lado las redes neuronales artificiales, en 
específico perceptrón multicapa, se aplicaron a dos grupos: 
en un primer grupo 6 modelos utilizando 16 variables 
independientes y 1 variable dependiente con las mismas 
961 muestras que se utilizaron en los modelos de 
regresión para no dar ventaja a ningún modelo y así poder 
comparar los resultados. Se utilizaron una red de función 
de activación a la entrada función hiperbólica, con una 
función de activación en su salida lineal, hiperbólica y 
sigmoidal; posteriormente una función de activación en la 
entrada denominada sigmoidal y funciones de activación 
en su salida lineal, hiperbólica y sigmoidal. Del total de las 
observaciones, el 70% se tomaron para el entrenamiento 
(training) de la red y el 30% restante para la prueba (test). 
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En la arquitectura de la red se seleccionó la opción 
automática con un número máximo de unidades en la 
capa oculta de 16. Se optó por el entrenamiento en lote e 
intervalos de tiempo de entrenamiento de la red de 10 
minutos, con incrementos de 10, hasta 100 minutos, 
siendo el mejor de estos primeros 6 la red con función de 
activación en la capa oculta sigmoidea y una función de 
activación en la capa de salida denominada identidad 
(lineal), tiempo de entrenamiento 50 minutos, coeficiente 
de correlación entre variables de 97%, coeficiente de 
determinación de 94%, y r2ajustado de 94%. 
 
El otro grupo de 6 modelos de redes neuronales 
artificiales perceptrón multicapa, en estos casos se 
aplicaron con las siguientes condicionantes: utilizando 16 
variables independientes y 1 variable dependiente con las 
mismas 961 observaciones que se utilizaron en los 
modelos de regresión para no dar ventaja a ningún modelo 
y así poder comparar los resultados. Se utilizaron una red 
de función de activación a la entrada función hiperbólica 
con una función de activación en su salida lineal, 
hiperbólica y sigmoidal, luego una función de activación en 
la entrada denominada sigmoidal y funciones de activación 
en su salida lineal, hiperbólica y sigmoidal. Del total de las 
observaciones, de nuevo el 70% se tomaron para el 
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entrenamiento de la red y el 30% restante para el test. 
 
Para la arquitectura de la red se seleccionó la 
opción automática con un número máximo de unidades en 
la capa oculta de 50 y una arquitectura personalizada de 
16 unidades en la capa oculta. Se optó por el 
entrenamiento en lote e intervalos de tiempo de 
entrenamiento de la red con tiempos de 10 minutos, con 
incrementos de 10, hasta 100 minutos, siendo el mejor de 
estos segundos 6 modelos la red con función de activación 
en la capa oculta sigmoidea y una función de activación en 
la capa de salida denominada identidad (lineal), con 16 
unidades en la capa oculta de la arquitectura 
personalizada, tiempo de entrenamiento 10 minutos, 
coeficiente de correlación entre variables de 98%, 
coeficiente de determinación de 97%, y r2ajustado de 96%. 
 
Una primera conclusión es que la red multicapa con 
una función de activación en la capa oculta sigmoidea y 
salida lineal con arquitectura personalizada de 16 
unidades, y con tiempo de entrenamiento de 10 minutos, 
supera a los modelos de regresión lineal múltiple en 3% 
del coeficiente de correlación, 7% en el coeficiente de 
determinación, 6% en el r2ajustado. También supera al 
modelo de regresión logarítmica en 5% el coeficiente de 
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correlación, 10% en coeficiente de determinación, 9% en 
r2ajustado. 
 
La diferencia entre los dos grupos de modelos de 
redes neuronal multicapa es que en los primeros 6 
modelos se utilizó una arquitectura automática con 16 
unidades máxima en la capa oculta, y en el segundo en la 
50 unidades máxima en la capa oculta. Adicionalmente en 
esta segunda se empleó una arquitectura personalizada 
con 16 unidades en la capa oculta. 
 
Con base en los resultados, en línea con los 
resultados de otros investigadores, se concluye que para 
el caso de México también las redes neuronales son 
capaces de explicar mejor la variabilidad del precio de los 
inmuebles que los modelos de regresión múltiple. 
 
Una segunda conclusión al estimar el precio de un 
inmueble fuera de la muestra para validar la metodología, 
es que la red multicapa con una función de activación en 
la capa oculta sigmoidea y salida lineal con arquitectura 
personalizada de 16 unidades, supera a los modelos de 
regresión lineal múltiple en 2% del coeficiente de 
correlación, 5% en el coeficiente de determinación, 5% en 
el r2ajustado. Y también supera al modelo de regresión 
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logarítmica 3% en el coeficiente de correlación, 8% en el 
coeficiente de determinación, y 8% en r2ajustado. 
 
Algunos investigadores mencionados al principio de 
esta tesis doctoral afirman que los modelos de redes 
neuronales artificiales ofrecen errores entre 5 % y 10%, 
mientras que los modelos de regresión entre 10% y 15%. 
Lo cual está en línea con los resultados obtenidos en esta 
tesis sobre un municipio mexicano, evidenciando que el 
comportamiento de los precios en este país puede ser 
modelizado de forma exitosa a través de las redes 
neuronales, no evidenciándose diferencias significativas 
con respecto de los resultados obtenidos en otras áreas 
geográficas. 
 
Finalmente, se concluye la confirmación de la 
hipótesis de partida donde se afirma que las redes 
neuronales artificiales pueden superar a los modelos de 
regresión y explicar de forma más precisa los precios de 
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Figura 8.1. Gráfica del precio observado y precio estimado por la 
RNA 
 
 Fuente: Elaboración propia. 
  
 La figura [8.1] contiene la gráfica de resultados de 
los precios observados y los precios estimados por la RNA 
con una entrada en la red oculta tangente hiperbólica-
identidad, con tiempo de 20 minutos, utilizando las 
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muestras de entrenamiento de la red (training): 882 de un 







Figura 8.2. Gráfica de precio observado y precio estimado por 
RNA 
 
Fuente: Elaboración propia 
  
 La figura [8.2], contiene la gráfica de resultados de 
los precios observados y los precios estimados por la RNA, 
con una función de entrada en la red oculta tangente 
hiperbólica y con salida tangente hiperbólica, con tiempo 
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de 80 minutos, se utilizaron 671 muestras de 
entrenamiento de la red (training), 223 para la prueba o 
validación, y se eliminaron del modelo 70 observaciones, 





Figura 8.3. Gráfica de precio observado y precio estimado por 
RNA 
 
Fuente: Elaboración propia 
 
 La figura [8.3] contiene la gráfica de resultados de 
los precios observados y los precios estimados por la RNA 
con entrada en la red oculta tangente hiperbólica-salida 
sigmoidal, con tiempo de 50 minutos, utilizando 654 
muestras de entrenamiento para la red (training), 219 para 
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la prueba o validación, eliminando del modelo 88 
observaciones por ser atípicas de un total de 961. 
 
Figura 8.4. Gráfica de precio observado y precio estimado por 
RNA 
 
Fuente: Elaboración propia 
 
La figura [8.4] contiene la gráfica de resultados de 
los precios observados y los precios estimados por la RNA, 
con entrada en la red oculta sigmoidea-salida identidad, 
con tiempo de 50 minutos, utilizando 677 muestras de 
entrenamiento de la red (training), 211 para la prueba o 
validación, eliminando del modelo 73 observaciones por 
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Fuente: Elaboración propia 
 
La figura [8.5] contiene los resultados de las 
variables o factores y covariables en la capa oculta de la 
red, los precios observados y los precios estimados por la 
RNA con entrada en la red oculta sigmoidea-salida 
identidad, tiempo de entrenamiento de la red 50 minutos, 
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utilizando 677 observaciones de entrenamiento de la red 
(training), 211 para la prueba o validación, eliminando del 
modelo 73 observaciones, por ser atípicas, de un total de 
961. 
 




Fuente: Elaboración propia 
 
 La figura [8.6] contiene la gráfica de resultados de 
los precios observados y los precios estimados por la RNA 
con entrada en la red oculta sigmoidea-salida tangente 
hiperbólica, con tiempo de 50 minutos, utilizando 660 
muestras de entrenamiento de la red (training), 219 para la 
prueba o validación, eliminando del modelo 82 
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 Fuente: Elaboración propia 
 
La figura [8.7] contiene los resultados de las 
variables o factores y covariables en la capa oculta de la 
red, los precios observados y los precios estimados por la 
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RNA con entrada en la red oculta sigmoidea-salida 
identidad, tiempo de entrenamiento de la red 50 minutos, 
utilizando 660 muestras de entrenamiento de la red 
(training), 219 para la prueba o validación, eliminando del 
modelo 82 observaciones, por ser atípicas, de un total de 
961. 
 




Fuente: Elaboración propia 
 
 La figura [8.8] contiene la gráfica de resultados de 
los precios observados y los precios estimados por la RNA 
con entrada en la red oculta sigmoidea-salida sigmoidea, 
con un tiempo de 80 minutos, utilizando 671 muestras de 
entrenamiento de la red (training), 223 para la prueba o 
validación, eliminando del modelo 67 observaciones, por 
ser atípicas, de un total de 961. 
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 Fuente: Elaboración propia 
 
La figura [8.9] contiene los resultados de las 
variables o factores y covariables en la capa oculta de la 
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red, los precios observados y los precios estimados por la 
RNA con entrada en la red oculta sigmoidea-salida 
sigmoidea, tiempo de entrenamiento de la red 80 minutos, 
utilizando 671 muestras de entrenamiento de la red 
(training), 223 para la prueba o validación, eliminando el 
modelo 67 observaciones por ser atípicas, de un total de 
961. 
 
Figura 8.10. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
Fuente: Elaboración propia 
 
 La figura [8.10], contiene la gráfica de 
resultados de los precios observados y los precios 
estimados por la RNA con entrada en la red oculta 
tangente hiperbólica-salida identidad (lineal), con tiempo 
de 20 minutos, utilizando 667 muestras de entrenamiento 
de la red (training), 205 para la prueba o validación, 
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eliminando el modelo 89 observaciones por ser atípicas, 
de un total de 961. 
 
La figura [8.11] contiene la gráfica de resultados de los 
precios observados y los precios estimados por la RNA 
con entrada en la red oculta tangente hiperbólica-salida 
identidad (lineal), con tiempo de 20 minutos, con 16 
variables independientes en la capa oculta, 667 muestras 
de entrenamiento de la red (training), 205 para la prueba o 
validación, eliminando el modelo 89 observaciones por ser 
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 Fuente: Elaboración propia 
 
La figura [8.11] contiene los resultados de las 
variables o factores y covariables en la capa oculta de la 
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red, los precios observados y los precios estimados por la 
RNA con entrada en la red oculta sigmoidea-salida 
sigmoidea, tiempo de entrenamiento de la red 20 minutos, 
utilizando 667 muestras de entrenamiento de la red 
(training), 205 para la prueba o validación, eliminando el 
modelo 89 observaciones por ser atípicas, de un total de 
961. 
 
Figura 8.12. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
Fuente: Elaboración propia 
 
La figura [8.12] contiene la gráfica de resultados de 
los precios observados y los precios estimados por la RNA 
con entrada en la red oculta tangente hiperbólica-salida 
tangente hiperbólica, con tiempo de 80 minutos, utilizando 
698 muestras de entrenamiento de la red (training), 189 
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para la prueba o validación, eliminando el modelo 74 
observaciones por ser atípicas, de un total de 961. 
 





 Fuente: Elaboración propia. 
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La figura [8.13] contiene los resultados de las 
variable o factores y covariables en la capa oculta de la 
red, los precios observados y los precios estimados por la 
RNA con entrada en la red oculta tangente hiperbólica-
salida tangente hiperbólica, tiempo de entrenamiento de la 
red 80 minutos, utilizando 698 muestras de entrenamiento 
de la red (training), 189 para la prueba o validación, 
eliminando el modelo 74 observaciones por ser atípicas, 
de un total de 961. 
 
 
Figura 8.14. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
Fuente: Elaboración propia 
 
 La figura [8.14] representa la gráfica de 
resultados de los precios observados y los precios 
estimados por la RNA con entrada en la red oculta 
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tangente hiperbólica-salida sigmoidea, con tiempo de 10 
minutos, utilizando 665 muestras de entrenamiento de la 
red (training), 208 para la prueba o validación, eliminando 
el modelo 88 observaciones por ser atípicas, de un total de 
961. 
 
Figura 8.15. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
 Fuente: Elaboración propia 
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La figura [8.15] contiene los resultados de las 
variables o factores y covariables en la capa oculta de la 
red, los precios observados y los precios estimados por la 
RNA con entrada en la red oculta tangente hiperbólica-
salida sigmoidea, tiempo de entrenamiento de la red 10 
minutos, utilizando 665 muestras de entrenamiento de la 
red (training), 208 para la prueba o validación, eliminando 




Figura 8.16. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
Fuente: Elaboración propia 
 
 La figura [8.16] representa la gráfica de 
resultados de los precios observados y los precios 
estimados por la RNA con entrada en la red oculta 
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denominada sigmoidea-salida identidad (lineal), con 
tiempo de 10 minutos, utilizando 677 muestras de 
entrenamiento de la red (training), 211 para la prueba o 
validación, eliminando el modelo 73 observaciones por ser 
atípicas, de un total de 961. 
 
Figura 8.17. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
 Fuente: Elaboración propia 
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La figura [8.17] contiene los resultados de las 
variable o factores y covariables en la capa oculta de la 
red, los precios observados y los precios estimados por la 
RNA con entrada en la red oculta tangente hiperbólica-
salida sigmoidea, tiempo de entrenamiento de la red 10 
minutos, utilizando 677 muestras de entrenamiento de la 
red (training), 211 para la prueba o validación, eliminando 
el modelo 73 observaciones por ser atípicas, de un total de 
961. 
 
Figura 8.18. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
Fuente: Elaboración propia 
 
 La figura [8.18] contiene la gráfica de 
resultados de los precios observados y los precios 
estimados por la RNA con entrada en la red oculta 
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denominada sigmoidea-salida identidad (lineal), con 
tiempo de 60 minutos, utilizando 677 muestras de 
entrenamiento de la red (training), 201 para la prueba o 
validación, eliminando el modelo 83 observaciones por ser 
atípicas, de un total de 961. 
 
Figura 8.19. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
 Fuente: Elaboración propia 
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La figura [8.19] contiene los resultados de las 
variables o factores y covariables en la capa oculta de la 
red, los precios observados y los precios estimados por la 
RNA con entrada en la red oculta sigmoidea-salida 
tangente hiperbólica, tiempo de entrenamiento de la red 60 
minutos, utilizando 677 muestras de entrenamiento de la 
red (training), 201 para la prueba o validación, eliminando 
el modelo 83 observaciones por ser atípicas, de un total de 
961. 
 
Figura 8.20. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
Fuente: Elaboración propia 
 
 La figura [8.20] contiene la gráfica de 
resultados de los precios observados y los precios 
estimados por la RNA con entrada en la red oculta 
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sigmoidea-salida sigmoidea, con un tiempo de 50 minutos, 
utilizando 660 muestras de entrenamiento de la red 
(training), 219 para la prueba o validación, eliminando el 
modelo 82 observaciones por ser atípicas, de un total de 
961. 
 
Figura 8.21. Gráfica de precio observado y precio estimado 
por la RNA 
 
 
 Fuente: Elaboración propia 
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La figura [8.21] contiene los resultados de las 
variables o factores y covariables en la capa oculta de la 
red, los precios observados y los precios estimados por la 
RNA con entrada en la red oculta sigmoidea-salida 
sigmoidea, tiempo de entrenamiento de la red 50 minutos, 
utilizando 660 muestras de entrenamiento de la red 
(training), 219 para la prueba o validación, eliminando el 
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