Abstract. The limit for h -i 0 of the Grünwald-Letnikov difference operator
Introduction
In [1, 7] the limit for h -0 of the Grünwald-Letnikov difference operator
h°(f)(x) = h0(_1)) () f(x +jh)
(h >0) (1) is proved to be the inversion of the Riemann-Liouville fractional integral operator of periodic functions in L(0, 27r), 1 < p < cx. In [ 51 this result is generalized to the Weyl fractional integral operator of non-periodic functions in L(1R) with the order a, 0 < a < l/p, 1 < p < oo. We prove that this generalization is still valid for the Weyl fractional integral operator with the order a > l ip, provided that (x° + 1)u € L(O, no), 1 p < no. This result is then applied to regularize the Weyl integral equation (2) , that is in general ill-posed. Indeed, suppose
and we have
Suppose instead of L a u the data I is known with some noise and the noise level is given by
In the work [2] this problem has been considered by applying the Marchaud integral (see [5: p.101] ). Here the Grünwald-Letnikov difference operator is applied as the regularizing operator. Together with [6] they seem to be the first works where the Grünwald-Letnikov difference operator is used as the regularizing operator (for other regularization methods for analogous Abel integral equations see [3] ). Since the Grünwald-Letnikov difference operator is an operator depending on a step length h, our method can be used as a discretization method, and moreover, is a local method, that means for recovering the function u at point x one needs the given data f only in the neighbourhood of x, therefore is convenient for numerical treatment. 
Inversion of the Weyl fractional integral operator
The main result of this section is the following
that means lim,.o+ hAis the inversion of the Weyl fractional integral operator.
Proof. First we note that the condition (° + 1)u E L(0,00) implies Iu E L(0, oo). This follows from the Hardy-Littlewood inequality (see [4: 
Consequently,
Therefore, in the expression h(zL°u)(x) one can change the order of summation and integration to obtain
where
for(x)0 j=o Since (see [71) Pa E L (o,00) and
Applying the Minkovski inequality [5: p. 261 we obtain
From u E L(0, oo) we conclude that for all 6 > 0 there exists Y76 > 0 such that 77b -* 0 as 6 -i 0 and
as 0< t <6.
000
Now we have, by a standard splitting technique,
From (8) we see that
as 61h -p 0 and h -0. Hence the theorem is proved I
A regularized solution
Suppose now instead of Lu we know only the data f with some noise level (4) . From now throughout the paper we assume that
First we shall show that h°i.f, with an appropriate choice of the step length h, is a regularizing scheme for the ill-posed problem (2) under the conditions (4) and (9). We have
From (4) 
where k -i 00 as e -0, we have
<r'he + Ck°IIx°uII because of (6). Therefore, since
we obtain the following
Theorem 2. Let u E L(0,00) if 0 < a < i/p and (x° + 1)u E L(0,00) if a i/p, 1 < p < co. Assume that (4) holds. Then u according to (10) is a regularized solution of the equation (2) if h = o(1), h = o(e), k = o(1)
as e -0.
Remark. The scheme (10) means "regularization by discretization" , the step length h playing the role of the parameter of regularization. Note that k can be chosen so that kh -0 as e -0. Then u will depend only on local values of f and therefore we obtain a local regularization scheme.
Regularization estimate
In practice sometimes we have a priori some information about the solution u, for example, knowledge on the smoothness of the solution. In this case more precise regularization estimates are expected to be obtained. Here we consider the following two cases: Here we have applied the Minkovski inequality and the Fubini Theorem. Let now p = oc. Then
Combining with (11) we obtain lu -u,11 p <2 2 h°c + Ch ll u'Il + Ck°llx°ulI. instead of (15).
Choosing h = and k = [e'I((')
)
Optimal order of approximation
We shall show that the exponent 1/(ci + 1) of c in the error estimate (14) is the best possible provided that u' E L(0, 00). Without restriction of generality one may assume that hlxauli,, hh u'hhp < 1. Taking Consequently, y 11(a + 1), that means the exponent 1/( + 1) of e is the best possible.
