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Abstract. We give a method for generation of periodically correlated and
multivariate ARIMA models whose dynamic characteristics are partially or
fully specified in terms of spectral poles and zeroes or their equivalents in the
form of eigenvalues/eigenvectors of associated model matrices. Our method
is based on the spectral decomposition of multi-companion matrices and their
factorization into products of companion matrices. Generated models are need
in simulation but may also be used in estimation, e.g. to set sensible initial
values of parameters for non-linear optimisation.
We are not aware of any other general method for multivariate linear sys-
tems of comparable generality and control over the spectral properties of the
generated model.
1. Introduction
Time series models are normally obtained as the result of model building pro-
cedures applied to observed or simulated data. For simulation studies and some
estimation methods one needs to be able to generate instances of models from a
given class. The generated models should at least satisfy any restrictions inherent
to the specified class and may be required to have some more specific properties
within this class.
The dynamic characteristics of some models are determined by their spectral
structure specified either by the eigenvalues/vectors of a model matrix (typically
taken from the state space form of the model) or, equivalently, by the latent
roots/vectors of a characteristic polynomial. For a comprehensive study of the
numerical computation of these values from given model specifications see Gilbert
(2000) and Gilbert (1993).
We consider here the reverse problem—specifying a model from given spectral
information. With few exceptions, most notably univariate ARIMA models because
of the one to one relationship between roots and coefficients of scalar polynomials,
the eigenvalues alone do not determine a model uniquely, information about the
eigenvectors is necessary as well.
For the models considered here this additional spectral information consists of
weights attached to each eigenvalue. For multivariate models there are as many
weigths as the dimension of the series and for periodically correlated models there
are as many weights as the number of seasons. In a sense, these weights describe how
pronounced the eigenvalue is for the particular component or season, respectively.
The weights together with the eigenvalues determine the model matrix. We refer
to the set of all eigenvalues and weights as the spectral parameters of the model.
The weights will be called c-parameters, as well.
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The main aim of this paper is to give a method for generation of periodically
correlated and multivariate ARIMA models whose dynamic characteristics are par-
tially or fully specified in terms of spectral poles and zeroes or their equivalents
in the form of eigenvalues/eigenvectors of associated model matrices. Our method
uses a reparameterization of the models based on the spectral decomposition of
multi-companion matrices and their factorization into products of companion ma-
trices developed by Boshnakov (2002). We are not aware of any general method for
multivariate linear systems of comparable generality and control over the spectral
properties of the generated model.
Generated models are needed in simulation but may also be used in estimation,
e.g. to set sensible initial values of parameters for non-linear optimisation.
Multi-companion matrices appear in other models whose state vector contains
observable components and the technique presented here may be applied to such
models as well.
An effective way to deal with a periodically correlated process of period d is
to convert it to a multivariate one by splitting it into segments of length d and
can be traced back to Gladishev (1961). Since this is not the only possible vector
representation we introduce the term vector of seasons for it. We also offer an
intuitive taxonomy for various forms of the multivariate autoregression model and
their periodically correlated counterparts.
The term vector of seasons is not standard but seems descriptive and unambigu-
ous. The idea to introduce it came from the term vector of quarters used by Franses
and Paap (2004, p. 32) for quarterly data. Note however that Franses and Paap
use vector of quarters as a term for a particular multivariate form of the periodic
autoregression model, not for the vector process itself.
In Section 2 we introduce the models. Our choice of notation and terminology
has been motivated by the desire to have a consistent and transparent correspon-
dence between the various multivariate and univariate forms of the models. In
Section 3 we present the necessary material about multi-companion matrices (spec-
tral properties and companion factorisation). It is based on Boshnakov (2002) with
some additions. Section 4 discusses how the theory applies to multivariate and
periodically correlated ARIMA type models. For comparison, the univariate case is
presented as well. In Section 5 the generation of multi-companion matrices is given
in algorithmic form.
2. Models
Here we introduce various forms of the multivariate and periodically correlated
autoregression models. Our method for generation of models is based on the multi-
companion forms (2.9) and (2.19) and gives the corresponding autoregression op-
erators. Since these can be used also as moving average operators, the method can
also generate models with moving average parts.
The material about univariate models is standard and serves as a bridge to the
other models. Notation for multivariate and periodically correlated processes has
been chosen to facilitate the exposure of the connections between them.
We let the time index run from 1 everywhere, assuming that there are enough
values before time 1 for formulae involving lagged time series values to be mean-
ingful. We refer to the last (first) d elements of a vector as its bottom (top) part.
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Unit upper (lower) triangular matrix means an upper (lower) triangular with ones
one the diagonal.
2.1. Univariate autoregression and integrated models. A univariate station-
ary process, {Xt}, is said to be an autoregression of order p, AR(p), if for some
parameters φi, i = 1, . . . , p, and white noise sequence, {εt} ∼WN(0, σ2), it satisfies
the linear difference equation
Xt −
p∑
i=1
φiXt−i = εt, (2.1)
where φ1, . . . , φp, and σ2 are the parameters of the model. Introducing the polyno-
mial
φ(z) = 1−
p∑
i=1
φiz
i (2.2)
and using the backward shift operator B, such that BkXt = Xt−k, Equation (2.1)
can be written in the form
φ(B)Xt = εt. (2.3)
We will assume, as usual, that the AR(p) model is causal, i.e. εt is uncorrelated with
Xs for t > s, or, equivalently, that the zeroes of the polynomial φ(z) are outside
the unit circle. In linear systems and optimal control such models are called stable.
Let z1, . . . , zp, be the zeroes of the polynomial φ(z), i.e. φ(zi) = 0, i = 1, . . . , p.
Then φ(z) can be written as
φ(z) =
p∏
i=1
(
1− z−1i z
)
. (2.4)
The roots z1, . . . , zp may be used instead of φ1, . . . , φp as parameters of the AR(p)
model since the correspondence between the coefficients and the zeroes of a poly-
nomial is one to one.
For the purpose of generation of models the roots have an immediate advantage—
it is easy to ensure the causality (stability) condition by choosing z1, . . . , zp to have
moduli grater than 1. By comparison, for p > 1 the causality domain of φ1, . . . , φp,
is non-linear. Another advantage in certain situations is that the roots of φ(z) are
useful descriptors of the dynamics of the process {Xt}, e.g. in respect to stability,
seasonality, and other kinds of pseudo-periodicity. Also, z1, . . . , zp are the poles of
the spectral density of {Xt}.
In fact, a mixture of roots and coefficients is used routinely in the specification
of models. This usage is quite straightforward due to the algebraic properties of
scalar polynomials and the corresponding filters. For example, integrated models
are obtained by allowing for some roots to be equal to 1, as in
(1−B)dφ(B)Xt = εt.
More general unit root models are obtained using other roots of modulus 1. For a
calendar period with s seasons, the so called seasonal integrated models introduce
polynomial factors, usually 1− zs, whose roots are sth roots of 1, as in
(1−B)d(1−Bs)dsφ(B)Xt = εt.
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Such roots have moduli 1 and arguments corresponding to the seasonal frequencies
2pik/s, for k = 0, 1, . . . , s−1. A seasonal factor may be used for the stationary part
of the model too,
(1−B)d(1−Bs)dsφs(Bs)φ(B)Xt = εt. (2.5)
Here, the zeroes of the factor φs(zs) are sth roots of the zeroes of the polynomial
φs(z). Typical examples are φs(zs) = 1 − azs and φs(zs) = 1 − azs − bz2s which
correspond to φs(z) = 1 − az and φs(z) = 1 − az − bz2, respectively. Seasonal
models are mainly used for parsimonious modelling but occasionally are useful for
interpretation.
The process {Xt} can be written in Markov form as
Xt = CXt−1 +Et, (2.6)
where Xt = (Xt, . . . , Xt−p+1)′ and Et = (εt, 0, . . . , 0)′ are p-variate column vectors,
C = [φ1, . . . , φp]c is a companion matrix of size p×p, and {Et} is multivariate white
noise.
2.2. Multivariate autoregression (VAR). The standard form of the autore-
gression model for a d-variate process {Ym} resembles Equation (2.1) and is given
by
Ym −
l∑
i=1
φiYm−i = am, (2.7)
where φi, i = 1, . . . , l, are d×d matrices and {am} ∼WN(0,Σ) is a d-variate white
noise. Many properties extend naturally from the univariate case. The associated
polynomial is
φ(z) = I −
l∑
i=1
φiz
i. (2.8)
This is a matrix polynomial the roots of whose determinant must be outside the
unit circle for a causal stationary process and some of them may be on the unit
circle for a non-stationary (integrated) process. These roots alone however do not
specify the model completely. Also, factorizations like the ones discussed in the
previous subsection are problematic and non-commutative.
A Markov form of the multivariate autoregression model is
Ym = FYm−1 +Em, m = 1, 2, . . . , (2.9)
where Ym = (Y ′m, . . . , Y
′
m−l+1)
′, Em = (a′m, 0
′, . . . , 0′)′, and the matrix F =
[φ1, . . . ,φp]c is multi-companion with A = [φ1 . . .φp−1] and B = φp (compare
with Equation (3.1)). Similarly to the matrix in Equation (2.6), the eigenvalues of
F have moduli smaller than 1 for stationary autoregression and some have modulus
1 for non-stationary.
Representations in which the covariance matrix of the white noise sequence is
diagonal are useful. In such representations the coefficient at Yt is not necessarilly
the identity matrix. Typically, it is chosen to be a unit upper triangular or unit
lower triangular matrix. We consider here the upper triangular case, the lower
triangular being similar.
To this end, we write the covariance matrix of am as Σ = RDR′, where R is unit
upper triangular matrix, and let εm = R−1am. Then the covariance matrix of εm
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is diagonal and equal to D since
Var(εm) = Var(R−1am)
= E(R−1amaTmR
−T )
= R−1 E(amaTm)R
−T
= R−1ΣR−T
= R−1RDRTR−T
= D.
By left-multiplying Equation (2.7) by R−1, and settingA0 = R−1 andAi = R−1φi,
for i = 1, . . . , l, we obtain the representation
A0Ym −
l∑
i=1
AiYm−i = εm (2.10)
with unit upper triangular A0 and diagonal covariance matrix of the error term.
We will refer to the two forms of the VAR model in Equation (2.7) and Equa-
tion (2.10) as I-form and U -form, respectively. This terminology reflects the type
of coefficient at Ym and also the type of transformation used to obtain εm from am.
Similarly, the L-form is defined to have a unit lower triangular leading coefficient.
We introduce here notation for the L-form of the reversed vector Zm = PYm,
where P is the permutation matrix which reverses the elements of the vector Zm,
Zm = PYm, where P =
 1. . .
1
 .
This is relevant in relation to periodically correlated processes. Then Equation (2.10)
may be rewritten as
B0Zm −
l∑
i=1
BiZm−i = ξm, (2.11)
with B0 = PA0PT (unit lower triangular), Bi = PAiPT , and ξm = Pεm.
Note that, as a whole, Equations (2.10) and (2.11) contain the same scalar ele-
ments but arranged differently.
2.3. Periodic autoregression (PAR). A periodically correlated autoregression
process is defined similarly to the stationary autoregression but there is a separate
set of parameters for each season. Such a process evolves according to the equation
Xt −
pt∑
i=1
φt,iXt−i = εt, t = 1, 2, . . . , (2.12)
where d is the number of seasons, ps is the model order for season s, φs,i, i =
1, . . . , pt are the model parameters for season s (for s = 1, . . . , d), and {εt} is a
periodic white noise sequence with Var εt = σ2t . The parameters φt,i and σ
2
t are
periodic with period d, in the sense that φt,i = φt−d,i and σ2t = σ
2
t−d for all t and
i. For convenience we define φt,i = 0 for i > pt. Let also p = max(p1, . . . , pd).
Let m and s be such that t = md+ s. We refer to m as the year and to s as the
season of t. It is convenient to have a notation for t which explicitly mentions the
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year and the season (Hipel and McLeod, 1994). So, we let [m, s] ≡ t. Obviously,
[m, s]− d = [m− 1, s] and
t− 1 ≡ [m, s] =
{
[m− 1, d] if s = 1,
[m, s− 1] if s = 2, . . . , d. (2.13)
A Markov form of the PAR(p1,...,pd) process, similar to Equation (2.6) is
Xt = CtXt−1 +Et, t = 1, 2, . . . , (2.14)
where Ct are companion matrices of size p × p, Xt = (Xt, . . . , Xt−p+1)′ and
Et = (εt, 0, . . . , 0)′, as in Equation (2.6). The matrices Ct are d-periodic. So,
it is sufficient to consider C1, . . . , Cd only.
With the [m, s] notation the above equation takes the form
X[m,s] = CsX[m,s]−1 +E[m,s], [m, s] = 1, 2, . . . . (2.15)
Iterating Equation (2.15) we obtain the multi-companion form of the PAR model
(Boshnakov, 1997),
X[m,s] = C[m,s]C[m,s]−1 · · ·C[m,s]−d+1X[m,s]−d + u[m,s] (2.16)
= F[m,s]X[m,s]−d + u[m,s] (2.17)
= FsX[m−1,s] + u[m,s], [m, s] = 1, 2, . . . , (2.18)
where Fs = F[m,s] = C[m,s]C[m,s]−1 · · ·C[m,s]−d+1. Ft is a d-companion matrix with
dth row equal to the first row of Ct−d+1. So, the sequences {Ct} and {Ft} may be
obtained from each other. The matrices Ct and Ft vary (periodically) with t but
the latter is more complicated than the former. The advantage of Ft is that it is
sufficient to take every dth of the equations (2.18) to capture the essential dynamics
of the process {Xt}, see the section on factorisation of multi-companion matrices,
and by doing that we get a model with constant coefficients. We base the following
on the last season, i.e. t = md, m = 1, 2, . . . but any other season may be used with
the same effect (i.e. taking t = md+ s for some fixed s and varying m).
Let Xm = X[m,d], um = u[m,d], and F = Fd. For t = md Equation (2.18) gives
Xm = FXm−1 + um, m = 1, 2, . . . . (2.19)
In this representation the process um is white noise and the autoregression coeffi-
cient, F , is constant. We say that (2.19) is the multi-companion representation of
the PAR process.
The vector process Ym = (Xdm, . . . , Xdm−d+1)′, m = 1, 2, . . . , of complete
“years” is used in two further vector forms of the PAR model. We call the pro-
cess {Ym}, m = 1, 2, . . ., the vector of seasons representation of {Xt}.
Let
l = max
i∈{1,...,d}
⌈
pi − (d− i)
d
⌉
. (2.20)
The U -form of the PAR model is obtained by letting t = md, . . . ,md − d + 1, in
Equation (2.12) and arranging the coefficients in matrices Ai, i = 0, 1, . . . , l, such
that
A0Ym −
l∑
i=1
AiYm−i = εm. (2.21)
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where εm = (εmd, εmd−1, . . . , εmd−d+1)′ is white noise,
A0 =

1 −φd,1 −φd,2 . . . −φd,d−2 −φd,d−1
1 −φd−1,1 . . . −φd−1,d−3 −φd−1,d−2
1 . . . −φd−2,d−4 −φd−2,d−3
. . .
...
...
1 −φ2,1
1

, and (2.22)
Ai =

φd,id φd,id+1 . . . φd,(i+1)d−1
φd−1,id−1 φd−1,id . . . φd−1,(i+1)d−2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
φ1,id−d+1 φ1,id−d+2 . . . φ1,id
 , i = 1, . . . , l. (2.23)
The model (2.21) is in U -form since the matrix A0 is unit upper triangular and
the covariance matrix of εm is diagonal. If p is not a multiple of d, then the last
ld− p columns of Al are identically zero, reflecting the fact that some components
of Ym−l do not actually enter any of the equations.
Premultiplying both sides of Equation (2.21) by A−10 we get the I-form of the
periodic autoregression,
Ym −
l∑
i=1
φiYm−i = am, (2.24)
where φi = A−10 Ai and am = A
−1
0 εm.
We defined the vector of seasons representation of the pc-process so that the first
component of Ym refers to the last season, the second to the penultimate season,
and so on, until the last one which refers to the first season. Another widely used
convention for converting a pc-process to a multivariate one, e.g. Franses and Paap
(2004), is to use the vector Zm = (Xdm−d+1, . . . , Xdm)′, in which the components
are put so that the order of the seasons is “natural” (first component for season 1,
and so on). Then by noticing that Zm = PYm, where P is the permutation matrix
introduced before, we can easily obtain the representation
B0Zm −
l∑
i=1
BiZm−i = ξm, (2.25)
where B0 = PA0PT (unit lower triangular), Bi = PAiPT , and ξm = Pεm.
The two representations, (2.21) and (2.25), are of course mathematically equiva-
lent and are composed from the same scalar quantities. The choice between the two
is a matter of convenience. We find the U -form easier for interpretation. Indeed,
let us write down one of the equations
Xd − φd,1Xd−1 − · · · − φd,d−1X1
= φd,dX0 + · · ·+ φd,2d−1X−d+1︸ ︷︷ ︸+ · · ·+φd,ldXd−ld + · · ·+ φd,ld+d−1Xd−ld−d+1︸ ︷︷ ︸+εd.
The coefficients on the left-hand side, in the same order, give the first row of A0,
the first block of coefficients on the right-hand side gives the first row of A1, the
second block the first row ofA2, and so on. Rows 2, . . . , d can be obtained similarly
from the equations for the (d − 1)st to the 1 season, respectively. In other words,
the scalar parameters enter in their natural order the rows of the block matrix
[A0,−A1, . . . ,−Al].
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In the analogous block matrix for Bi,
[B0,−B1, . . . ,−Bl],
each block of d scalar parameters is in reversed order.
For multivariate processes permutation matrices other than P may be of interest
but for representations of periodically correlated processes they are of little use since
they scramble the time order within a year.
By reversing the procedure we may represent a multivariate stationary process
as a periodically correlated scalar process (Newton, 1982; Sakai, 1982). If the
multivariate process is an autoregression, then the resulting PAR model may be
called pc-form of the VAR process. In general, the order in which the components
of the vector are “assigned” to seasons is not unique and may be chosen by the
modeller.
2.4. Models with moving average terms. The above discussion was formulated
in terms of autoregression models but the generated coefficients can be used equally
well for moving average parts of univariate, multivariate, and periodically correlated
ARIMA type models.
3. Multi-companion matrices
Our method for generation of models is based on the models given by Equa-
tions (2.9) and (2.19) which involve matrices with special structure. We study
properties of such matrices in this section.
An n × n matrix F is said to be multi-companion of order d or d-companion if
for some integer d, 1 ≤ d < n, it has the form
F =
(
A B
I 0
)
=

Ftop
e′1
...
e′n−d
 , (3.1)
where A, B, I and 0 are matrices of size d × (n − d), d × d, (n − d) × (n − d),
(n − d) × d, respectively, Ftop is the block matrix [A,B], and ei is the standard
basis vector with 1 in ith position and 0 elsewhere. In the important particular
case when n is a multiple of d, multi-companion matrices are often called block-
companion (or companion) and are extensively studied, see Gohberg et al. (1982).
A multi-companion matrix with top part [a1, . . . , am] is denoted by [a1, . . . , am]c,
e.g. F = [A,B]c.
Companion matrices are the sub-class with d = 1. For example, the matrix
C = [φ1, . . . , φp]c in Equation (2.6) is such a matrix with A = (φ1, . . . , φp−1), a row
vector, B = φp, a scalar, and Ftop = (φ1, . . . , φp), in the notation of Equation (3.1).
3.1. Spectral decomposition of multi-companion matrices. Let λ be an
eigenvalue of F and v = (v1, . . . , vn)′ an eigenvector associated with λ. Then
(Boshnakov, 2002, eq. after (5.4))
vj = λvj+d, j = n− d, . . . , 1.
Hence, once the bottom d elements of the eigenvector are known the remaining
elements are uniquely determined. More generally, if v(1), . . . ,v(s) is a Jordan chain
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associated with λ, i.e., Fv(1) = λv(1) and Fv(i) = λv(i) + v(i−1), for i = 2, . . . , s,
then (Boshnakov, 2002, Equation (5.6))
v
(i)
j = λv
(i)
j+d + v
(i−1)
j+d , i ≥ 2, j = n− d, . . . , 1.
So, the vectors in the eigenchain can be determined from their bottom parts. These
are the weigths or c-parameters mentioned in the introduction.
Any d consecutive elements of a generalised eigenvector associated with a non-
zero eigenvalue determine uniquely the entire vector. There may be up to d Jordan
chains associated with an eigenvalue, i.e. eigenvalues of multi-companion matrices
may have geometric multiplicity up to d.
Let F = XJX−1 be a Jordan decomposition of F , where J is a Jordan canonical
form of F . If J is diagonal, then the columns of X are eigenvectors of F associated
with the corresponding diagonal entries of J . Otherwise, when J is block-diagonal,
each block of J is associated with a set of columns of X (generalised eigenvectors)
forming a Jordan chain.
From the definition of the multi-companion matrix F it follows that it has d×n
“free” entries (the top d rows). We wish to construct the matrix F from spectral
information, i.e. its eigenvalues and (generalised) eigenvectors. Obviously we need
to ensure that for given X and J the product XJX−1 is a multi-companion matrix.
More importantly, we need a way to parameterise the n2 elements of X plus the n
eigenvalues using n× d parameters, the number of free elements of F .
To count the spectral parameters, assume for the moment that the eigenvalues
of F are all different. Then there is one eigenvector for each eigenvalue and it is
determined up to a constant factor. Hence, each of the n eigenvectors is specified by
d−1 independent quantities. Adding up the n eigenvalues we get n+(d−1)n = dn
quantities in total. If F has eigenvalues with multiplicity greater than one the result
is similar, see Section 3.4.
So, the d-companion matrix F may be specified by the spectral parameters which
is an alternative to specifying its first d rows (which contain dn entries as well).
For any given matrix F the columns of X are linearly independent. In our in-
verse problem the spectral parameters are given, matrices X and J are constructed
and used to form a multi-companion matrix F . We were not able to find a practical
necessary and sufficient condition in terms of the spectral parameters for the matrix
X generated from them to be non-singular. Apart from this requirement, the spec-
tral parameters may be specified independently. If only some of them are specified,
the remaining may be set to arbitrary values without changing the specified ones.
By contrast, it is difficult to control the spectral parameters by using the elements
of F directly. Even generating a random stable F (all eigenvalues smaller than 1)
is non-trivial. For example, the approach taken by Gilbert (2006 or later) is to
generate matrices until one of them passes the stability test. This approach of
course cannot be used when specific roots are required. Some particular cases have
been studied in relation to unit roots by Franses (1996) but to our knowledge there
is no method of power comparable with the multi-companion approach presented
here.
3.2. Eigenvectors in a singular case. With the spectral approach it is not easy
to fix some elements of F to zero (or any other value) which may be desirable when
models like subset autoregresions are needed. On the other hand, for parsimony one
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may set some spectral parameters to zero. The following result helps to accomplish
this.
In practice it may be desirable to restrict Ftop so that only its first pc columns,
are non-zero. Let Ftop = (C 0) with C ∼ d×pc and 0 ∼ d×(n−pc). The following
lemma shows that n− pc (generalised) eigenvectors are fixed in this case and so for
the complete specification of F we need only specify pcd spectral parameters.
The same type of matrix is obtained when F is embedded in a d-companion
matrix of larger dimension by appending F with a number (say, m) of zero columns
and using appropriate basis vectors as new rows to complete the matrix to a square
one, viz. 
F O
en+1
. . .
en+m
 , (3.2)
where ei+j, j = 1, . . . ,m are basis vectors of dimension n + m. This may be
necessary if a factorisation in companion factors is needed and it does not exist for
F itself.
Lemma 3.1. Let Ftop = (C 0) with C ∼ d× pc and 0 ∼ d× (n− pc). Then
{epc+1, epc+2 . . . , en−d} (3.3)
is a set of generalised eigenvectors of F associated with the eigenvalue 0. They are
grouped in min(d, n− pc) Jordan chains
{en−d+i−jd, j = 0, . . . , qi − 1}, i = 0, . . . ,min(d, n− pc)− 1, (3.4)
where qi, the length of the ith chain, is such that n − d + i − (qi − 1)d > pc and
n− d+ i− qid ≤ pc.
The proof is obtained by a direct check of the claim.
There are other ways to treat this case but the one used here has the advantage
of fitting directly into the general case and avoiding the introduction of various
particular cases that may be necessary for other approaches.
The above setting is a particular example of specifying eigenchains for the eigen-
value 0. So, instead of requiring that the last few columns of the top d rows are
zero, a more general approach would be to specify eigenvectors for the 0 eigenvalue.
3.3. Factorisation of multi-companion matrices. Let F be the d-companion
matrix defined in Equation (3.1). Define the backward leading matrix of order j of
a matrix X to be the j×j sub-matrix in the lower-right corner of X. The backward
leading minor of order j is the determinant of the backward leading matrix of order
j.
To obtain parameters of a periodic model from a multi-companion matrix, F ,
we need to factorise it into a product of companion matrices,
F = Cd · · ·C1. (3.5)
Let for i = 1, . . . , d, Gi be the i-companion n× n matrix whose top rows are rows
d − i + 1, . . . , d, of F . We have, in particular, Gd = F and G1 = C1. So, C1 is
simply the last non-trivial row of F . Also,
CiGi−1 = Gi, i = 2, . . . , d. (3.6)
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Since the matrices Gi are constructed simply by taking some elements of F , it is
clear that the existence and uniqueness of the Ci’s may be determined independently
of each other.
Note that the top right corner of Gi is the backward leading matrix of B of order
i. Hence, if the backward leading minors of all orders of the d × d matrix B are
non-zero, then F can be factorised into a product of companion matrices.
Another result from Boshnakov (2002) is that companion factorisation can always
be made possible by embedding F into a multi-companion matrix of dimension at
most n + d. This implies, for example, that a multi-companion matrix always
corresponds to a periodic autoregression model possibly of larger order than the
one suggested by the size of the matrix.
3.4. Canonical forms. The Jordan decomposition of a matrix is not unique. This
means that different Jordan chains may give the same matrix. For the purpose of
generation of multi-companion matrices this is probably not an important issue.
A canonical form would be desirable if the spectral parameters are estimated and
used in inference.
If all eigenvalues are simple and different, then each eigenvector is determined up
to a scalar factor. So, any convention about the “canonical form” of an eigenvector
and the ordering of the eigenvalues will give unique parameterisation. It is normal
to normalise the eigenvectors to be of length 1. In the case of multi-companion
matrices it seems appropriate to make the lengths of their bottom parts equal to 1.
Another sensible possibility is to make the maximum element of the bottom part
of each eigenvector equal to 1, amending it with a convention for treatment of the
case when more than one element has the maximum modulus (for example, choose
the one with argument closest to zero).
The Jordan chain of length l associated with an eigenvalue with geometric mul-
tiplicity 1 (i.e. with one Jordan chain) is determined up to a right-multiplication
by any l × l upper triangular Toeplitz matrix, see Boshnakov (2002, pp. 73–74).
Such a matrix is specified by l values. Each eigenvector in the chain is determined
uniquely by its bottom part of length d and the eigenvalue. So, the effective number
of parameters determining the Jordan chain is dl− l+ 1 = (d− 1)l+ 1. Uniqueness
may be achieved, for example, by requiring that the jth components of the bottom
parts of the second and all following vectors in the chain are 0 for some index j for
which the jth component of the bottom part of the first vector in the chain (the
eigenvector) is not zero.
Accounting for all chains it seems that there are (d− 1)n+ r parameters, where
r ≤ n is the number of chains. Superficially, it seems that when r ≤ n the total
number of parameters is less than dn. However, the spectral parameters for each
of the n − r generalised eigenvectors that are not eigenvectors contain an implicit
piece of information that allocates them to a particular place in a chain. In this
sense, the total number of spectral parameters is (d − 1)n + r + (n − r) = dn, as
expected.
Note that when F is companion, i.e. d = 1, the spectral information consists of
the eigenvalues only.
4. Generating models
Our method is based on the multi-companion representations, (2.9) and (2.19)
of the multivariate and periodically correlated models, respectively. We generate
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the matrix F from the spectral parameters and then reconstruct the parameters
for the required parameterisation of the models. The specialisation to the models
introduced in Section 2 is considered below.
If any of the spectral parameters are not given, then we set them to some ar-
bitrary admissible values. Normally this means that non-specified eigenvalues are
chosen to be inside the unit circle. For the c-parameters the admissible range de-
pends on the chosen normalisation (it usually can be chosen so that the c-parameters
are also in the unit circle).
If all spectral parameters are not specified, then this method generates causal
(a.k.a. stable) models. If one root is fixed to be 1, then the model will be integrated
with one unit root, and so on. In particular, various types of cointegration may be
obtained by using multiple unit roots.
In this section we show how to obtain a model from a given multi-companion
matrix F . For comparison, we start with the univariate case.
4.1. Univariate case. In this case F is multi-companion of order 1, i.e. it is a
companion matrix. So, the spectral parameters are the eigenvalues, λ1, . . . , λp, of
F . The model will be stationary autoregression if all λs have moduli less than 1
and it will be integrated autoregression if some of the λs have moduli equal to 1.
The characteristic polynomial of F is
f(z) = zp − φ1zp−1 − · · · − φp−1z − φp (4.1)
=
p∏
i=1
(z − λi) . (4.2)
Note that f(z) = φ(1/z), for z 6= 0 (compare to Equation (2.2)).
The matrix F may be constructed using the formulae given in the previous
section, see also the algorithms in Section 5. The parameters φ1, . . . , φp can then
be set, in the same order, to the elements of the first row of F .
It is not necessary however to construct F explicitly here since the parameters
φi, i = 1, . . . , p can be obtained from the λs by expanding the product in (4.2).
So, to generate a model with given spectral parameters λ1, . . . , λp, we expand the
product in Equation (4.2) and set φi to the coefficient at zp−i, for i = 1, . . . , p.
If only m < p spectral parameters are given, then we fill the unspecified p −m
eigenvalues with random (complex) numbers drawn independently from a distribu-
tion (e.g. uniform) on the unit disk and proceed as above.
To complete the specification of the model, we need also to specify the variance
of the innovations. In the univariate case it is only a scaling factor.
For a model with moving average part, such as ARIMA, the spectral parameters
are λ1, . . . , λp and µ1, . . . , µq (spectral poles and spectral zeroes, respectively). The
model may be generated by applying the same procedure to λ1, . . . , λp to get the
the autoregression part and to µ1, . . . , µq for the moving average part.
4.2. Multivariate models. In this case we use the spectral information to con-
struct a matrix F for the representation Equation (2.9), then split the top d
rows of F into d × d blocks and set the φis to these blocks using the relation
F = [φ1, . . . , φp]c, see the text after Equation (2.9). To complete the specification
of the model, we need also to specify the variance matrix, Σ, of the innovations.
This gives the I-form of the VAR model.
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For some applications it may be desirable to specify the unit upper triangu-
lar matrix A0 and the diagonal covariance matrix of εm for representation Equa-
tion (2.10). In this case we may construct the U -form of the model by proceeding
as above and setting Ai = A0φi for i = 1, . . . , p.
A VAR model may be generated also by first generating a PAR model and then
converting the latter to one of the vector of seasons forms.
Similarly to the univariate case, a VARMA model may be generated by applying
the above procedure separately to the spectral parameters of the autoregression
and moving average parts of the model.
4.3. PAR. In this case we use the spectral information to construct a matrix F for
the multi-companion representation Equation (2.19). The coefficients of the PAR
model are then obtained from a factorisation of F into a product of companion
matrices. The innovation variances are specified independently.
Here is an example. Suppose that we wish to generate a 4×4 2-companion matrix
with the following spectral parameters, maybe with the intention of simulating
quarterly time series using the generated model.
1 2 3 4
eigenvalue 1 0.7 0.5eipi/2 0.5e−ipi/2
c1 0 1 1 1
c2 1 0 1 1
There are two c-parameters for each eigenvalue since the matrix is 2-companion,
i.e. d = 2. Here is the generated 2-companion matrix
5.30 −5.30 −3.96 3.71
3.70 −3.70 −3.33 3.08
1.00 0.00 0.00 0.00
0.00 1.00 0.00 0.00

And here are the periodic autoregression coefficients of the corresponding PAR
model
1 2 3 4
φ1,i 3.70 −3.70 −3.33 3.08
φ2,i 1.20 0.84 −0.84 0.05
As expected, the companion matrices formed from the parameters for each season
provide the companion factorisation (cf. Equation 3.5) of our 2-companion matrix,

1.20 0.84 −0.84 0.05
1.00 0.00 0.00 0.00
0.00 1.00 0.00 0.00
0.00 0.00 1.00 0.00


3.70 −3.70 −3.33 3.08
1.00 0.00 0.00 0.00
0.00 1.00 0.00 0.00
0.00 0.00 1.00 0.00

=

5.30 −5.30 −3.96 3.71
3.70 −3.70 −3.33 3.08
1.00 0.00 0.00 0.00
0.00 1.00 0.00 0.00
 .
Periodic auroregression moving average models may be generated by applying
the above procedure separately to the generation of the autoregression and moving
average parts.
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5. Algorithms
The algorithms presented in this section may be used to generate multi-companion
matrices from spectral information. We do not discuss here some more specialised
tasks, like generating patterned and singular multi-companion matrices and numer-
ical details. These will be presented in a separate work together with details about
our implementation of the algorithms and their use.
Algorithm 1 defines a function for generation of an eigenvector of a multi-
companion matrix associated with eigenvalue λ and having bottom part (c1, . . . , cd)′.
Algorithm 1: mcevec(λ, c) Generate an MC-eigenvector (bottom-up)
Input: λ—eigenvalue, c = (c1, . . . , cd)′—bottom of the eigenvector
v[(n− d+ 1) : n]← c ; // fill the bottom part
for j ← n− d to 1 do // fill the rest backwards
v[j]← λv[j + d]
end
return v
The generalised eigenvectors in a chain of length greater than 1 can be gener-
ated sequentially. Algorithm 2 defines a function for generation of a generalised
eigenvector given the associated eigenvalue, the bottom part of the vector, and the
previous vector in the chain.
Algorithm 2: mcgenevec(λ, c1, . . . , cd, w) Generate a generalised MC-
eigenvector (bottom-up)
Input: λ—eigenvalue, c1, . . . , cd—bottom of the vector, w—previous vector
in the chain
v[(n− d+ 1) : n]← (c1, . . . , cd) ; // fill the bottom part
for j ← n− d to 1 do // fill the rest backwards
v[j]← λv[j + d] +w[j + d]
end
return v
A procedure for generation of a multi-companion matrix from its spectral infor-
mation is presented in Algorithm 3. It uses the functions defined by Algorithm 1
and Algorithm 2.
Algorithm 3 receives as input the eigenvalues, the lengths of the chains associated
with them, and the bottom parts of the (generalised) eigenvectors. The generated
vectors are put in a matrix, a Jordan matrix is created, and the multi-companion
matrix constructed.
Algorithm 3 actually “does not know” the meaning of c. If it is desired for the
argument c to provide the tops of the eigenvectors, rather than their bottom parts,
then it is sufficient to change the functions mcevec and mcgenevec appropriately.
For example, the function mcevectd defined by Algorithm 4 is a top-down version
of mcevec.
Arguably the case of a diagonalizable multi-companion matrix is the most im-
portant. Effectively, from numerical point of view, this is the only possible case.
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Algorithm 3: Generate a multi-companion matrix
Input: q = (q1, . . . , ql)′—the lengths of the chains
λ—the eigenvalues, one for each chain
c = (c1, . . . , cn)—the bottoms of the eigenvectors
The length of the Jordan chain associated with λi is qi.
The first q1 elements of c are for chain 1,
the following q2 are for chain 2, and so on.
Result: F and, optionally, X and J .
begin
nchain← length(q) ;
n← sum(q) ;
i← 0 ;
for k ← 1 to nchain do // kth chain
vi+1 ← mcevec(λk, ci+1) // eigenvector;
for j ← 2 to qk do // generalised eigenvectors
vi+j ← mcgenevec(λk, ci+1,vi+j−1) ;
end
i← i+ qk
end
J ← JordanMatrix(λ,q);
X ← (v1, . . . ,vn);
F ← solution of the system FX = XJ // F = XJX−1 ;
end
Algorithm 4: mcevectd(λ, a1, . . . , ad) Generate an MC-eigenvector
(top-down)
Input: λ 6= 0—eigenvalue,
a1, . . . , ad—top of the eigenvector
v[1 : d]← (a1, . . . , ad) ; // fill the top part
for j ← d+ 1 to n do // fill the rest
v[j]← λ−1v[j − d]
end
return v
An important exception here is the possibility that there may be several chains
associated with the zero eigenvalue in cases like the one dealt with by Lemma 3.1.
We end this section with bottom-up (Algorithm 5) and top-down (Algorithm 6)
algorithms for the generation of diagonalizable multi-companion matrices.
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Algorithm 5: Generate a diagonalizable multi-companion matrix (bottom-up)
Input: (λi, c
(i)
1 , . . . , c
(i)
d ), i = 1, . . . , n
Result: F and, optionally, X and J .
begin
for i← 1 to n do
for j ← n to 1 do // eigenvector vi
vi[j]←
{
c
(i)
j−(n−d) if n− d < j ≤ n
λivi[j + d] if 1 ≤ j ≤ n− d
end
end
J ← diag(λ1, . . . , λn);
X ← (v1, . . . ,vn);
F ← solution of the system FX = XJ ;
end
Algorithm 6: Generate a diagonalizable multi-companion matrix (top-down)
Input: (λi, a
(i)
1 , . . . , a
(i)
d ), i = 1, . . . , n
Result: F and, optionally, X and J .
begin
for i← 1 to n do
for j ← 1 to n do // eigenvector vi
vi[j]←
{
a
(i)
j if 1 ≤ j ≤ d
λ−1i vi[j − d] if d < j ≤ n
end
end
J ← diag(λ1, . . . , λn);
X ← (v1, . . . ,vn);
F ← solution of the system FX = XJ ;
end
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