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EXPOSÉ 0
Introduction
Luc Illusie
Le présent volume rassemble les exposés d’un groupe de travail qui s’est tenu
à l’École polytechnique du printemps 2006 au printemps 2008 sur les travaux de
Gabber présentés dans [Gabber, 2005a] et [Gabber, 2005b]. Ceux-ci portent sur
la cohomologie étale et l’uniformisation des schémas quasi-excellents.
En ce qui concerne la cohomologie étale, un résultat central est le théorème de
finitude suivant :
THÉORÈME 1. Soient Y un schéma noethérien quasi-excellent (cf. I-2.10), f : X→ Y
un morphisme de type fini, n un entier inversible sur Y, et F un faisceau constructible de
Z/nZ-modules sur X. Alors, pour tout q, Rqf∗F est constructible, et il existe un entierN
tel que Rqf∗F = 0 pour q ≥ N.
Rappelons que, sans hypothèse sur Y ni surn, mais lorsqu’on suppose f propre
et de présentation finie, les faisceaux Rqf∗F sont constructibles, et nuls pour q >
2d si dmajore la dimension des fibres de f [SGA4 XIV 1.1]. Si f n’est pas supposé
propre, l’hypothèse que n soit inversible sur Y est essentielle : si k est un corps
algébriquement clos de caractéristique p > 0 et X la droite affine sur Y = Spec(k),
H1(X,Z/pZ) est un Fp-espace vectoriel de dimension infinie (cf. [SGA4 XIV 1.3]).
Pour Y excellent de caractéristique nulle, 1 est démontré dans l’exposé d’Artin
[SGA4 XIX]. Si S est un schéma noethérien régulier de dimension ≤ 1 (non né-
cessairement quasi-excellent) et f un morphisme de S-schémas de type fini, la
conclusion de 1 est encore vraie, d’après [SGA4 12 [Th. Finitude] 1.1] (ce résultat
peut d’ailleurs se déduire de 1, cf. XIII).
La démonstration d’Artin dans [SGA4 XIX] utilise la résolution des singu-
larités de Hironaka pour se ramener au cas où f est l’inclusion du complément
d’un diviseur régulier dans un schéma régulier et F un faisceau constant, auquel
cas la conclusion découle du théorème de pureté cohomologique absolu établi
également dans (loc. cit.).
La démonstration de Gabber de 1 suit la même méthode, mais :
(a) on doit faire appel au théorème de pureté cohomologique absolu établi
dans le cas général par Gabber [Fujiwara, 2002],
(b) on ne dispose plus de la résolution des singularités sous la forme de Hiro-
naka ; celle-ci est remplacée par un théorème d’uniformisation locale, dû à Gabber
([Gabber, 2005b]), qui s’énonce ainsi (II-4.3.1, III-6.1, IX-1.1) :
THÉORÈME 2. Soient X un schéma noethérien quasi-excellent, Z un fermé rare de
X et ℓ un nombre premier inversible sur X. Il existe une famille finie de morphismes
(pi : Xi → X)i∈I, couvrante pour la topologie des ℓ ′-altérations et telle que, pour tout
i ∈ I :
(i) Xi soit régulier et connexe,
(ii) p−1i (Z) soit le support d’un diviseur à croisements normaux stricts.
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La topologie des ℓ ′-altérations est une topologie du type de celles considé-
rées par Voevodsky (cf. [Goodwillie & Lichtenbaum, 2001], pour laquelle les ℓ ′-
altérations (i. e. les morphismes propres surjectifs génériquement finis de degré
résiduel générique premier à ℓ) et les recouvrements étales complètement décom-
posés (i. e. de Nisnevich) sont des familles couvrantes, voir (II-1.2.2) pour une dé-
finition précise.
La première partie de ce volume est consacrée, après des rappels, dans I, sur
les notions de schéma quasi-excellent ou excellent, à la démonstration de 2 et de
certains compléments et variantes.
Il y a trois grandes étapes.
(A) Fibration en courbes. La question étant locale pour la topologie de Nisne-
vich, et en particulier pour la topologie de Zariski, on peut supposer X de dimen-
sion finie. On raisonne par récurrence sur la dimension d de X. On peut supposer
X local hensélien. L’hypothèse de quasi-excellence sur X permet d’appliquer le
théorème d’algébrisation de Popescu au complété X̂ de X, et de se ramener, via
des techniques d’approximation dues à Gabber, expliquées dans III, au cas où X
est local complet de dimension d, et même intègre, normal, avec d ≥ 2. On dis-
pose alors des classiques théorèmes de structure de Cohen. Tels quels, ils sont
toutefois insuffisants. Mais un délicat raffinement, dû à Gabber, démontré dans
IV, permet de se ramener, quitte à remplacer X par une extension finie de degré
générique premier à ℓ, au cas où X est le complété en un point fermé d’un schéma
X ′ de type fini et de dimension relative 1 sur un schéma local noethérien régulier
complet de dimension d−1, et le fermé Z le complété d’un fermé rare Z ′ de X ′. Ce
théorème de « fibration », ou « d’algébrisation partielle », est établi dans V. Après
quelques nouvelles réductions faciles, on est ramené au cas où X est un schéma
normal intègre, propre sur un schéma affine normal intègre excellent Y de dimen-
sion d− 1, à fibre générique géométriquement intègre, lisse, et de dimension 1, et
le fermé Z un diviseur de fibre générique étale.
(B) de Jong et log régularité. On peut alors appliquer le théorème de la courbe
nodale de de Jong, sous sa forme équivariante, [de Jong, 1997, 2.4] : il existe
un groupe fini G et une altération projective G-équivariante du morphisme f :
X → Y en un morphisme f ′ : X ′ → Y ′, qui est une courbe projective nodale G-
équivariante, et l’image inverse Z ′ de Z un diviseur de composantes dominantes
étales et transverses au lieu lisse de f ′ (IX-1.2). Appliquant l’hypothèse de récur-
rence au quotient de Y ′ par un ℓ-Sylow de G, et utilisant le lemme d’Abhyankar,
on se ramène finalement au cas où G est un ℓ-groupe, X = X ′/G, Y = Y ′/G,
Y ′ contient un fermé (G-équivariant) T ′ tel que le couple (Y ′, T ′) soit log régulier,
ainsi que le couple (X ′, f ′−1(T ′) ∪ D), où D est un diviseur (G-équivariant) étale
sur Y ′, avec Z ′ ⊂ f ′−1(T ′) ∪D (cf. VI-1.9, VI-2.1).
(C) Modifications équivariantes. Le quotient d’un log schéma log régulier par
l’action d’un groupe fini n’est pas en général log régulier. En particulier, X =
X ′/G, muni du fermé (f ′−1(T ′) ∪ D)/G, n’est pas nécessairement log régulier. Si
ce couple était log régulier, la désingularisation de Kato-Niziol des schémas log
réguliers ([Kato, 1994], [Nizioł, 2006]), généralisant la classique désingularisation
des variétés toriques [Kempf et al., 1973], terminerait la démonstration de 2. Gab-
ber a dégagé des conditions suffisantes assurant que le quotient d’un log schéma
log régulier par un groupe fini est encore log régulier. Il s’agit de la notion d’action
très modérée, étudiée dans VI. Gabber montre qu’il existe une modification projec-
tive G-équivariante p : X ′′ → X ′ et un fermé G-équivariant D ′′ de X ′′ contenant
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l’image inverse de f ′−1(T ′) ∪ D tels que le couple (X ′′, D ′′) soit log régulier, et
l’action de G sur (X ′′, D ′′) très modérée. On conclut alors en appliquant la dés-
ingularisation de Kato-Niziol au quotient de (X ′′, D ′′) par G. La démonstration
de ce théorème de modification est donnée en VIII. Elle s’appuie sur la théorie
des désingularisations canoniques en caractéristique nulle (Hironaka, Bierstone-
Milman, Villamayor, Temkin).
Gabber établit dans X une variante relative de ce théorème de modification, où
le log schéma G-équivariant considéré est non seulement log régulier, mais log
lisse sur une base log régulière S, avec action triviale deG : on peut construire une
modification équivariante respectant la log lissité sur S. Il en déduit notamment
les raffinements suivants de théorèmes de de Jong :
THÉORÈME 3. (1) Soit X un schéma séparé et de type fini sur un corps k, Z ⊂ X
un fermé rare, ℓ un nombre premier 6= car(k). Il existe alors une extension finie k ′ de k
de degré premier à ℓ et une ℓ ′-altération h : X ′ → X au-dessus de Spec k ′ → Spec k,
avec X ′ lisse et quasi-projectif sur k ′, et h−1(Z) le support d’un diviseur à croisements
normaux stricts.
(2) Soient S un schéma noethérien séparé, intègre, excellent, régulier, de dimension 1,
de point générique η, X un schéma séparé, plat et de type fini sur S, ℓ un nombre premier
inversible sur S, Z ⊂ X un fermé rare. Alors il existe une extension finie η ′ de η de degré
premier à ℓ, et une ℓ ′-altération projective h : X˜ → X au-dessus de S ′ → S, où S ′ est le
normalisé de S dans η ′, avec X˜ régulier et quasi-projectif sur S ′, un diviseur à croisements
normaux stricts T˜ sur X˜, et une partie fermée finie Σ de S ′ tels que :
(i) en dehors de Σ, X˜ → S ′ est lisse et T˜ → S ′ est un diviseur relatif à croisements
normaux ;
(ii) localement pour la topologie étale autour de chaque point géométrique x de X˜s ′ , où
s ′ = Spec k ′ appartient à Σ, le couple (X˜, T˜) est isomorphe au couple formé de
X ′ = S ′[t1, · · · , tn, u±11 , · · · , u±1s ]/(ta11 ...tarr ub11 · · ·ubss − π),
T ′ = V(tr+1 · · · tm) ⊂ X ′
autour du point (ui = 1), (tj = 0), avec 1 ≤ r ≤ m ≤ n, pour des entiers > 0
a1, · · · , ar, b1, · · · , bs tels que pgcd(p, a1, · · · , ar, b1, · · · , bs) = 1, p désignant l’expo-
sant caractéristique de k ′, et π une uniformisante locale en s ′ ;
(iii) h−1(Z)red est un sous-diviseur de ∪s ′∈Σ(X˜s ′) ∪ T˜ .
Le théorème d’uniformisation 2 a le corollaire suivant, dit théorème d’unifor-
misation « faible », où n’apparaît plus de nombre premier ℓ :
COROLLAIRE 4. Soient X un schéma noethérien quasi-excellent, Z un fermé rare de
X. Il existe une famille finie de morphismes (pi : Xi → X)i∈I, couvrante pour la topologie
des altérations et telle que, pour tout i ∈ I :
(i) Xi soit régulier et connexe,
(ii) p−1i (Z) soit le support d’un diviseur à croisements normaux stricts.
La topologie des altérations est définie de manière analogue à celle des ℓ ′-
altérations. Elle est plus fine que la topologie étale, et aucune contrainte n’est
imposée sur le degré des extensions résiduelles génériques, cf. II-1.2.2. On peut
démontrer 4 indépendamment de 2, en suivant seulement les étapes (A) et (B)
décrites plus haut, à l’aide, dans (A), d’une forme faible du théorème de Cohen-
Gabber. Le théorème de modification de (C) est inutile, il n’y a pas besoin de
faire appel à la résolution canonique des singularités en caractéristique nulle. La
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résolution des singularités toriques de Kato-Niziol suffit. Cette démonstration est
exposée dans VII.
La démonstration de 1 est donnée dans (XIII-3), en application de 2 et du théo-
rème de pureté cohomologique absolu. L’énoncé de 1 comporte deux assertions :
(i) la constructibilité des Rqf∗F pour tout q,
(ii) l’existence d’un entier N (dépendant de (f, F)) tel que Rqf∗F = 0 pour q ≥
N, autrement dit, le fait que Rf∗ envoie Dbc(X,Z/nZ) dans D
b
c(Y,Z/nZ), l’indice
c désignant la sous-catégorie pleine de Db formée des complexes à cohomologie
constructible.
Dans (XIII-3), ces deux assertions sont démontrées simultanément. On peut
toutefois démontrer (i) en n’invoquant que le théorème d’uniformisation faible
4 (et le théorème de pureté). Ceci est fait dans (XIII-2). L’idée est la suivante. Si,
dans 4, les morphismes pi étaient propres, on pourrait, après réduction au cas où
f est une immersion ouverte et F un faisceau constant, se ramener, par descente
cohomologique propre, au cas de l’immersion du complément d’un diviseur à
croisements normaux stricts dans un schéma régulier, justiciable du théorème de
pureté. Cependant, les pi ne sont pas propres en général. Gabber tourne la diffi-
culté à l’aide du théorème de constructibilité générique de Deligne [SGA4 12 [Th.
finitude] 1.9 (i)] et d’un théorème de descente cohomologique « orientée », établi
dans XII. Ce théorème utilise la notion de produit orienté de topos, due à Deligne
[Laumon, 1983]. Les définitions et propriétés de base sont rappelées dans XI. Un
résultat clé est un théorème de changement de base pour des « tubes » (XI-2.4).
D’après des exemples classiques deNagata, un schéma noethérien quasi-excellent
n’est pas nécessairement de dimension finie. Si Y est de dimension finie, alors Rf∗
est de dimension cohomologique finie, d’après un théorème de Gabber, exposé
dans XVIII, et par suite (ii) découle de (i). Gabber prouve, plus précisément, que si
X est un schéma noethérien, strictement local, de dimension d > 0, et ℓ un nombre
premier inversible sur X, alors, pour tout ouvert U de X, on a cdℓ(U) ≤ 2d− 1.
L’hypothèse de quasi-excellence dans 1 est essentielle, comme lemontre l’exemple
donné dans XIX, d’une immersion ouverte j : U → X de schémas noethériens,
avec 2 inversible sur X, telle que R1j∗(Z/2Z) ne soit pas constructible.
Gabber a démontré des variantes de 1 pour les faisceaux d’ensembles ou de
groupes non commutatifs [Gabber, 2005a] :
THÉORÈME 5. Soit f : X→ Y un morphisme de type fini entre schémas noethériens.
Alors :
(1) Pour tout faisceau d’ensembles constructible F sur X, f∗F est constructible.
(2) Si Y est quasi-excellent, et si L est un ensemble de nombres premiers inversibles
sur Y, pour tout faisceau de groupes constructible et de L-torsion F sur X, R1f∗F est
constructible.
La démonstration est donnée dans XXI. Elle ne fait pas appel aux théorèmes
d’uniformisation précédents. Elle utilise, pour le point clé, une technique d’ultra-
produits, et un théorème de rigidité pour les coefficients non abéliens, dû égale-
ment à Gabber, qui est établi dans XX. Ce théorème est une variante d’un théo-
rème de Fujiwara-Gabber pour les coefficients abéliens [Fujiwara, 1995, 6.6.4,
7.1.1] (signalée dans (loc. cit., 6.6.5). Il s’énonce ainsi :
THÉORÈME 6. Soient (X, Y) un couple hensélien, où X = SpecA, Y = V(I), l’idéal
I étant supposé de type fini, X̂ le complété I-adique de X, U un ouvert de X contenant
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X − Y, et Û = X̂×X U. Alors, pour tout champ en groupoïdes ind-fini C sur U, la flèche
de restriction Γ(U,C)→ Γ(Û, C|Û) est une équivalence.
La démonstration donnée dans XXI est indépendante de [Fujiwara, 1995].
Le reste de la partie II est consacré à trois autres applications des théorèmes
d’uniformisation de la partie I.
(a) Lefschetz affine. Il s’agit de généralisations des théorèmes de [SGA4 XIV 3.1]
(pour lesmorphismes affines entre schémas de type fini sur un corps) et [SGA4 XIX 6.1]
(pour les morphismes affines de type fini de schémas excellents de caractéris-
tique nulle), ainsi que du théorème de Gabber pour les morphismes affines de
schémas de type fini sur un trait [Illusie, 2003]. L’énoncé principal est le suivant
(XV-1.1.2) :
THÉORÈME 7. Soit f : X→ Y un morphisme affine de type fini, où Y est un schéma
noethérien quasi-excellent, muni d’une fonction de dimension δY , et soit n un entier in-
versible sur Y. Alors, pour tout faisceau constructible F de Z/nZ-modules sur X, et tout
entier q, on a :
(0.a) δY(Rqf∗F) ≤ δX(F) − q
Une fonction de dimension δ sur un schéma T est une fonction δ : T → Z telle
que δ(y) = δ(x) − 1 si y est une spécialisation étale immédiate de x. Cette no-
tion est due à Gabber. Elle généralise celle de dimension rectifiée introduite dans
[SGA4 XIV]. Elle est définie et étudiée dans XIV. Dans 0.a, la fonction δX est re-
liée à δY par δX(x) = δY(f(x)) + degtr(k(x)/k(f(x)), et pour un faisceau G sur X
(resp. Y) δX(G) (resp. δY(G)) désigne la borne supérieure des δX(x) (resp. δY(x))
pour Gx 6= 0. La démonstration de 7 se fait par réduction au théorème de Gabber
cité plus haut, pour les schémas de type fini sur un trait, à l’aide du théorème
d’uniformisation « faible » 4 et du théorème de descente cohomologique orientée
de XII. De 7 résulte :
COROLLAIRE 8. Si X est local noethérien, hensélien, quasi-excellent, et de dimension
d, de corps résiduel k, et si U est un ouvert affine de X, alors, pour tout nombre premier
ℓ inversible sur X, on a
(0.a) cdℓ(U) ≤ d+ cdℓ(k).
En particulier, si X est intègre, de corps des fractions K, on en déduit cdℓ(K) =
d + cdℓ(k), formule conjecturée dans [SGA4 X 3.1]. Les valeurs possibles de
cdℓ(U), pour U ouvert, non nécessairement affine, de X sont étudiées dans XVIII.
Gabber donne également des contre-exemples à 0.a lorsqu’on omet l’hypothèse
de quasi-excellence.
(b) Une nouvelle démonstration de la conjecture de pureté absolue. La démons-
tration de cette conjecture qui est donnée dans [Fujiwara, 2002] utilise, dans sa
dernière partie, des techniques de K-théorie algébrique (résultats de Thomason).
Gabber a annoncé dans [Gabber, 2005b] qu’on peut éviter tout recours à la K-
théorie algébrique, en utilisant, à la place, la forme raffinée du théorème de de
Jong 3(2). Cette nouvelle démonstration est exposée en détail dans XVI. Ce cha-
pitre contient en outre une théorie de classes fondamentales généralisées (due à
Gabber), utilisée pour construire une théorie de morphismes de Gysin pour les
morphismes d’intersection complète lissifiables, généralisant les constructions de
[SGA4 12 [Cycle]].
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(c) Complexes dualisants. La notion de complexe dualisant est due à Grothen-
dieck. L’unicité, l’existence et les propriétés générales des complexes dualisants
sont étudiées dans [SGA5 I]. Toutefois, dans (loc. cit.) l’existence n’est établie
qu’en caractéristique nulle, ou sous des hypothèses d’existence de résolution des
singularités, et de validité du théorème de pureté absolue (conjecturale à l’époque).
Dans le cas de schémas de type fini sur un schéma régulier de dimension ≤ 1,
l’existence est prouvée inconditionnellement par Deligne dans [SGA4 12 [Dua-
lité]]. Dans le cas général, l’existence, et la théorie de dualité locale qui en ré-
sulte, ont été annoncées par Gabber dans [Gabber, 2005b]. Le chapitre XVII ex-
pose cette théorie en détail. Si X est un schéma noethérien, et Λ = Z/nZ, où n
est un entier inversible sur X, un complexe dualisant sur X est un objet deDbc(X,Λ)
tel que le foncteur DK = RH om(−, K) envoie Dbc(X,Λ) dans D
b
c(X,Λ) et que,
pour tout L ∈ Dbc(X,Λ), la flèche de bidualité L → DKDK(L) soit un isomor-
phisme. Cette définition diffère légèrement de celle de [SGA5 I 1.7], voir (XVII-
0.8). L’unicité, à décalage, et torsion près par unΛ-module inversible, est prouvée
dans [SGA5 I 2.1]. Le résultat principal de XVII est que, si X est excellent et admet
une fonction de dimension, au sens précisé plus haut, alors X admet un complexe
dualisant. De plus, ces complexes dualisants ont les propriétés de fonctorialité at-
tendues, et, si X est régulier, le faisceau constant ΛX est dualisant. Cette dernière
assertion était une conjecture dans [SGA5 I], démontrée dans le cas de caractéris-
tique nulle. Nous renvoyons le lecteur à l’introduction de XVII pour des énoncés
plus complets, et des indications sur la méthode de démonstration, dont les in-
grédients essentiels sont le théorème de finitude 1 et le théorème d’algébrisation
partielle de V (voir (A) supra).
EXPOSÉ I
Anneaux excellents
Michel Raynaud, rédigé par Yves Laszlo
1. Introduction
Ce texte est une version un peu modifiée d’un exposé donné par Michel Ray-
naud au printemps 2006 dans le cadre d’un séminaire sur les travaux de Gab-
ber sur la cohomologie des schémas excellents. Le but est de familiariser le lec-
teur avec la notion d’excellence et de lui donner un fil d’Ariane pour se repérer
dans ÉGA IV où l’on trouve les principales propriétés des anneaux excellents.
Son ambition n’est certainement pas de donner une exposition complète de la
théorie, mais une idée de la stratégie qui ramène pour l’essentiel les preuves à
des énoncés, souvent difficiles, dans le cas complet. Dans un second temps, on
montre que toutes les propriétés définissant les anneaux excellents peuvent être
mises en défaut, même en petite dimension. Notamment, il existe des anneaux
de valuation discrète non excellents ainsi que des anneaux noethériens intègres
de dimension 1 dont le lieu régulier n’est pas ouvert. Ce dernier exemple est un
sous-produit d’une construction proposée par Gabber (XIX-2.3). Elle montre que
le théorème de constructibilité des images directes (XIII-1.1.1) n’est plus vrai si
on omet la condition de quasi-excellence.
2. Définitions
Soit A un anneau noethérien et X = Spec(A) son spectre. On va s’intéresser à
des conditions sur X de deux sortes.
• Conditions globales :
2.1. Condition 1 : conditions d’ouverture. Tout schéma intègre Y fini sur X
contient un ouvert dense
1.a) régulier.
1.b) normal.
REMARQUE 2.2. La condition 1.a) entraîne d’après le critère d’ouverture de
Nagata que le lieu régulier de tout schéma fini sur X est ouvert ([ÉGA IV2 6.12.4]).
De même, la condition 1.b) entraîne que le lieu normal de tout schéma fini sur X
est ouvert ([ÉGA IV2 6.13.7])i. Ces critères d’ouverture assurent en outre que pour
tester 1.a) ou 1.b) on peut se limiter à des schémas intègres Y qui sont de plus finis
et radiciels sur X.
• Conditions locales.
Elles sont de deux types.
iEt en fait, 1.a) (resp. 1.b)) entraîne que le lieu régulier (resp. normal) de tout schéma intègre
de type fini sur X est ouvert
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2.3. Condition 2 : Conditions sur les fibres formelles. Pour tout point fermé
x de X, le morphisme de complétion iiSpec(Ôx)→ Spec(Ox) est
2.a) régulier.
2.b) normal.
2.c) réduit.
Un anneau vérifiant 2.a) est dit « G-ring » en anglais, ce en l’honneur de Gro-
thendieck qui a dégagé l’importance de la notion et étudié ses propriétés.
REMARQUE 2.4. Rappelons qu’un morphisme de schémas noethériens est dit
régulier (resp. normal, réduit) respectivement s’il est plat et si les fibres géomé-
triques en tout point de la base sont régulières (resp. normales, réduites). On dit
que les fibres formelles de X en x sont géométriquement régulières, géométri-
quement normales ou géométriquement réduites si le morphisme de complétion
Spec(Ôx)→ Spec(Ox) est régulier, normal ou réduit. Bien entendu, il suffit de tes-
ter la régularité, normalité, ou réduction des fibres après changement de base ra-
diciel fini ([ÉGA IV2 6.7.7]). Notons que la fibre fermée de Spec(Ôx) → Spec(Ox)
est le spectre du corps résiduel k(x) : elle est toujours géométriquement régu-
lière. La fibre formelle en y ∈ Spec(Ox) s’identifie à la fibre formelle générique
du sous-schéma fermé {y} (muni de sa structure réduite), adhérence de y dans
Spec(Ox) ; ceci explique qu’on s’intéresse dans la littérature aux fibres formelles
génériques des anneaux intègres. Dans le cas où A est local mais pas un corps,
elles peuvent avoir des dimensions arbitraires entre 0 et dim(A) − 1 et contenir
des points fermés de hauteurs différentes, même dans le cas excellent (2.10) ré-
gulier ([Rotthaus, 1991]). Dans le cas où A est un localisé d’une algèbre intègre
de type fini sur un corps, la dimension de la fibre formelle générique est bien
dim(A) − 1 ([Matsumura, 1988]).
2.5. Condition 3 : condition de formelle caténarité. Pour tout point fermé y
d’un sous-schéma fermé irréductible Y de X, le complétéiiiÔY,y est équidimensionnel.
On dit alors que X est formellement caténaire. Par exemple, si X est de dimen-
sion 1, X est formellement caténaire.
EXEMPLE 2.6. Tout anneau local noethérien complet est formellement caté-
naire.
Rappelons que X est dit caténaire si toutes les chaînes saturées de fermés irré-
ductibles de X ayant mêmes extrémités ont même longueur, universellement caté-
naireiv si tout schéma affine de type fini sur X est caténaire. La caténarité est une
notion locale. La terminologie de formelle caténarité est alors justifiée par la propo-
sition élémentaire suivante ([ÉGA IV2 7.1.4]), proposition qui résulte de la fidèle
platitude du morphisme de complétion
iiSes fibres sont appelées les fibres formelles (de X ou A) en x.
iiiBien entendu, même si OY,y est intègre, son complété n’est en général pas intègre : penser à
une courbe nodale.
ivCette dernière notion est utile en théorie de la dimension : si A est intègre universellement
caténaire contenue dans B intègre de type fini sur A, on a pour tout p ∈ Spec(B) au dessus de
q ∈ Spec(A) la formule
dimBp + degtrk(q)k(p) = dimAq + degtrAB.
Mais, en pratique, on teste plutôt la formelle caténarité qui, comme on le voit juste après, entraîne
l’universelle caténarité, et même lui est équivalente (voir (7.1.1) plus bas) !
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LEMME 2.7. Soit A local noethérien de complété équidimensionnel. Alors
i) A est équidimensionnel et caténaire.
ii) Pour tout idéal I de A, le quotient A/I est équidimensionnel si et seulement si
son complété l’est ; en particulier,A/I est formellement caténaire.
iii) En particulier, un schéma affine X noethérien formellement caténaire est caté-
naire et même universellement caténaire.
Notons que iii) découle immédiatement de i) puisque X est caténaire si et
seulement si ses composantes irréductibles le sont. On verra plus bas dans la sec-
tion 5 que la propriété de formelle caténarité est notamment stable par extension
finie d’où l’universelle caténarité annoncée (cf. la preuve de la proposition 7.1 et,
pour une réciproque, voir (7.1.1)).
EXEMPLE 2.8. Soit alors B → A un morphisme local surjectif d’anneaux noe-
thériens et supposons B de Cohen-Macaulay (par exemple régulier). Comme B̂
est de Cohen-Macaulay, il est équidimensionnel de sorte que A est formellement
caténaire d’après (2.7).
Regardons ce qui se passe dans le cas complet. Rappelons pour mémoire le
théorème de structure de Cohen des anneaux locaux complets noethériens ([ÉGA
IV1 0.19.8.8]) :
THÉORÈME 2.9 (Cohen). Soit A un anneau local noethérien complet de corps rési-
duel k.
(i) A est isomorphe à un quotient d’un anneau de séries formelles sur un anneau
de Cohenv. Si A contient un corps, il est isomorphe à un quotient d’un anneau
de séries formelles sur k.
(ii) Si A est de plus intègre, il existe un sous-anneau B isomorphe à un anneau de
séries formelles sur un anneau de Cohen ou un corpsvi de sorte que l’inclusion
B→ A soit locale, finie et induise un isomorphisme des corps résiduels.
Tout anneau local noethérien complet est donc quotient d’un anneau régulier.
DÉFINITION 2.10. Soit X un schéma (resp. X = Spec(A) un schéma affine)
noethérien. On dit que X (resp. A) est
• excellent si X vérifie 1.a) + 2.a) + 3).
• quasi-excellent si X vérifie 1.a) + 2.a).
• universellement japonaisvii si X vérifie 1.b)+2.c).
2.11. L’existence d’une classe de schémas stable par extension finie pour la-
quelle le théorème de désingularisation est vérifié impose de se limiter aux sché-
mas quasi-excellents. Précisément, si tous les schémas intègres et finis Y sur X
vRappelons ([ÉGA IV2 19.8.5]) que les anneaux de Cohen C sont les corps de caractéris-
tique nulle et les anneaux de valuation discrète complets d’inégale caractéristique p non ramifiés.
Lorsque le corps résiduel κ de C est parfait, C n’est autre que l’anneau des vecteurs de Witt de κ.
viVoir (4.2) pour une amélioration.
viiOu Nagata en anglais, voire pseudo-géométrique (chez Nagata notamment).
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admettent une désingularisation (au sens de l’existence de Y ′ → Y propre et bi-
rationnel avec Y ′ régulier), alors X est quasi-excellent [ÉGA IV2 7.9.5])viii. Inver-
sement, le théorème de désingularisation d’Hironaka se généralise à tout schéma
réduit quasi-excellent de caractéristique nulle ([Temkin, 2008a, 3.4.3])ix
On regroupe plus bas (11) des exemples de « méchants anneaux ». Commen-
çons par un regard plus positif.
3. Exemples immédiats.
PROPOSITION 3.1. Un corps, un anneau de Dedekind de corps des fractions de ca-
ractéristique nulle est excellent.
Démonstration. Vérifions qu’un corps est excellent. En effet, une algèbre finie
et intègre sur un corps est un corps : les propriétés 1.a), 2.a) et 3) sont donc véri-
fiées ce qui prouve que tout corps est excellent.
Soit A un anneau de Dedekind de corps des fractions K de caractéristique nulle
est excellent.
• Vérifions 1.a). Soit donc B intègre finie surA. Soit B est un corps, auquel
cas 1.a) est vérifié, soit A se plonge dans B. Comme K est de caracté-
ristique nulle, B est génériquement étale sur A, prouvant que le lieu
régulier de B contient un ouvert non vide (le lieu étale par exemple).
• Pour 2.a), considérons x fermé dans Spec(A). La fibre formelle non fer-
mée en x est le complété K̂x de K pour la valuation définie par x. Comme
K est de caractéristique nulle, le corps K̂x est séparable sur K d’où 2.a).
• La propriété 3) est claire puisque le complété de A en x est intègre donc
équidimensionnel.

On verra plus bas (11.5) qu’il existe de nombreux anneaux de valuation dis-
crète qui ne sont pas quasi-excellents.
4. L’exemple de base : les anneaux locaux noethériens complets.
Expliquons avec Nagata pourquoi les anneaux locaux noethériens complets
sont excellentsx.
La propriété 2.a) est tautologique. La formelle caténarité a été vue (2.6). Reste
1.a). Une extension finie d’un anneau complet étant complet, on doit prouver le
résultat suivant (cf. [ÉGA IV2 22.7.6]).
THÉORÈME 4.1 (Nagata). Si X est local noethérien intègre et complet xi, alors le lieu
régulier est ouvert.
Démonstration. On va distinguer les cas d’égales et d’inégales caractéristiques.
viiiSi de plus X peut localement se plonger dans un schéma régulier, alors X vérifie 3) et est
donc excellent.
ixCe résultat a été longtemps considéré comme « bien connu des experts » alors que sa preuve,
tout à fait non triviale, date de 2008.
xCeci permet de construire de nombreux exemples d’anneaux de valuation discrète excellents
de caractéristique positive (par complétion de schémas réguliers aux points de hauteur 1).
xiD’après (2.2), ceci entraîne que le lieu régulier d’un schéma local noethérien complet est
ouvert, qu’il soit intègre ou non.
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Cas I (Cf. [ÉGA IV2 0.22.7.6].) Supposons que A contienne un corps et notons
k0 son corps premier (qui est parfait !) de sorte que le corps résiduel k
de Ap est séparable sur k0 pour tout p ∈ Spec(A). L’anneau Ap est ré-
gulier si et seulement si Ap est formellement lisse sur k0 (voir dans ce
cas [ÉGA IV2 0.19.6.4]). D’autre part, le théorème de structure de Cohen
(2.9) assure queA est isomorphe à k[[T1, · · · , Tn]]/I de sorte que p s’iden-
tifie à un idéal de B = k[[T1, · · · , Tn]] contenant I. Le critère jacobien de
formelle lissité de Nagata ([ÉGA IV2 0.22.7.3]) assure que Ap est régulier
si et seulement si il existe des k0-dérivations Di, i = 1, · · · ,m de B dans
B et fi, i = 1, · · · ,m des éléments engendrant Ip tels que de´t(Difj) 6∈ p.
Cette condition étant visiblement ouverte, le théorème suit.
Cas II Supposons queA est d’inégale caractéristique, et donc de corps des frac-
tions K de caractéristique nulle. D’après le théorème de structure de Co-
hen (2.9), A contient un sous-anneau régulier (et complet) B faisant de
A une B-algèbre de finie. Le corps des fractions L de B est de caracté-
ristique nulle comme K. Quitte à remplacer A par un localisé A[1/a], on
peut supposer que B est libre de rang fini surA de base y1, · · · , ym. Mais
Spec(A)→ Spec(B) est étale en dehors du fermé d = de´tA/B(Tr(yiyj)) 6=
0 de Spec(B), qui est non trivial puisqu’il contient le point générique,
l’extension Frac(B)/Frac(A) étant séparable – de caractéristique nulle –
! Comme B est régulier, le théorème suit.

REMARQUE 4.2. Ainsi, un anneau de séries formelles sur un corps est ex-
cellent.
Notons que la preuve se simplifie si on connaît l’amélioration de Gabber du
théorème de structure de Cohen (IV-2.1.1 et IV-4.2.2) : si A noethérien est local
complet et intègre, il contient un anneau B isomorphe à un anneau de séries for-
melles sur un anneau de Cohen ou un corps tel que Spec(A) → Spec(B) est fini
et génériquement étale. On n’a alors pas besoin de distinguer les caractéristiques
des corps de fractions dans la preuve. Mais la preuve de cette amélioration est
difficile.
5. Permanence par localisation et extension de type fini
La notion de (quasi) excellence est remarquablement stable. Précisément, on a
THÉORÈME 5.1. Toute algèbre de type fini ou plus généralement essentiellement
de type fini sur un anneau excellent (resp. quasi-excellent) est excellente (resp. quasi-
excellente). En particulier, tout localisé d’algèbre de type fini sur un corps ou sur un
anneau de Dedekind (Z par exemple) de corps des fractions de caractéristique nulle est
excellent.
(Rappelons que, dans ce contexte, un morphisme Spec(B) → Spec(A) est dit
essentiellement de type fini si B est une localisation d’uneA-algèbre de type fini par
un système multiplicatif.)
Expliquons les grandes lignes de la preuve.
5.2. Condition 1). Le passage au localisé ne pose pas de problème. Soit B de
type fini sur A. Si A vérifie 1.a) ou 1.b), les critères d’ouverture de Nagata ([ÉGA
IV2 6.12.4 et 6.13.7]) entraînent qu’il en est de même de B.
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5.3. Condition 2). C’est la partie la plus difficile de la théorie ([ÉGA IV2
7.4.4]), entièrement due à Grothendieck. Le point le plus délicat est la localisa-
tion :
THÉORÈME 5.3.1. Si A vérifie 2.a) (resp. 2.b) ou 2.c)), alors pour tout p ∈ Spec(A),
l’anneau Ap vérifie 2.a) (resp. 2.b) ou 2.c)), autrement dit les fibres formelles en tout
point de Spec(A) sont géométriquement régulières (resp. géométriquement normales ou
géométriquement réduites).
Démonstration. La preuve se fait par réduction au cas complet. On se limite à la
propriété 2.a), le cas de 2.b) ou 2.c) se traitant de même. Soitmmaximal contenant
p ∈ Spec(A) et soit B le complété m-adique de A. Comme Am → B est fidèlement
plat, il existe q ∈ Spec(B) au dessus de p. Par hypothèse, Am → B est régulier.
Les morphismes réguliers étant stables par localisation, Ap → Bq est régulier. On
regarde alors le diagramme commutatif
Âp
f^ // B̂q
Ap
f //
α
OO
Bq
β
OO
.
Supposons que β soit régulier. Alors, f^ ◦ α est régulier comme composé de
deux morphismes réguliers. Comme f^ est fidèlement plat (comme morphisme lo-
cal complété dumorphisme plat f), on déduit queα est régulier (exercice ou [ÉGA
IV2 6.6.1]) ce qu’on voulait. On est donc ramené à β, donc au cas complet. La ré-
gularité de β résulte alors de
THÉORÈME 5.3.2. Soit B un anneau local noethérien complet B. Alors, les fibres
formelles de B en q ∈ Spec(B) sont géométriquement régulières.
Ce théorème est le noyau dur de la théorie. On se ramène (2.4) à étudier
les fibres formelles génériques. On montre donc dans un premier temps ([ÉGA
IV1 0.22.3.3]) que si p est un idéal premier de A local noethérien complet in-
tègre, la fibre formelle générique Âp ⊗Ap Frac(Ap) de Ap est formellement lisse
sur Frac(Ap) = Frac(A) en tout point. Dans un second temps, on montre ([ÉGA
IV1 0.22.5.8]) qu’une algèbre locale noethérienne sur un corps est formellement
lissexii si et seulement si elle est géométriquement régulièrexiii 
Une fois prouvée la permanence par localisation, on peut montrer :
THÉORÈME 5.3.3. Soit B une A-algèbre de type fini. Si A vérifie 2.a) (resp. 2.b) ou
2.c)), alors B vérifie 2.a) (resp. 2.b) ou 2.c)).
La preuve se fait par récurrence sur le nombre de générateurs de B. Grâce à
l’invariance par localisation, on se ramène aisément à l’étude des fibres formelles
xiiRappelons qu’une k-algèbre locale B (muni de la topologie adique) est formellement lisse
sur k si tout k-morphisme continu d’algèbre B → C/I avec I2 = 0 se relève continûment à la
C-algèbre discrète C.
xiiiEn fait, on n’a visiblement besoin que du sens formellement lisse entraîne géométriquement
régulier, qui est le plus facile. Notons que la preuve de l’équivalence a été considérablement sim-
plifiée par Faltings ([Faltings, 1978] ou pour le lecteur non germaniste [Matsumura, 1989], 28.7).
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de B en un idéal maximal dans le cas où B engendré par un élément et A est com-
plet. La preuve n’est pas facile, mais beaucoup plus simple que celles de ([ÉGA
IV1 0.22.3.3 et 0.22.5.8]).
5.4. Condition 3). De même que pour les conditions de type 2), la stabilité
par localisation et extension finie résulte comme plus haut ([ÉGA IV2 7.1.8]) du
cas complet, la platitude du morphisme de localisation permettant de descendre
du complété à l’anneau – ce n’est pas immédiat malgré tout –. Le cas complet est
facile comme on a vu (2.6).
5.5. Application au cas local. Dans le cas local, la condition d’ouverture du
lieu régulier découle de 2.a). Précisons.
PROPOSITION 5.5.1. i) Le lieu régulier d’un anneau local noethérien véri-
fiant 2.a) est ouvert.
ii) En particulier, un anneau local noethérien est quasi-excellent (resp. excellent)
si et seulement s’il vérifie 2.a) (resp. s’il vérifie 2.a) et 3)).
Démonstration. Soit f : X → Y un morphisme fidèlement plat de schémas
noethériens à fibres régulières (resp. normales ou réduites). Alors, Ox est régu-
lier (resp. normal ou réduit) si et seulement si Of(x) l’est ([ÉGA IV2 6.4.2, 6.5.1]).
Notons UR(X) l’ensemble des x ∈ X tel que R(Ox) est régulier (resp. normal ou
réduit). Autrement dit, on a f−1(UR(X)) = UR(Y). Or le lieu régulier ou normal
d’un anneau complet intègre est ouvert (4.1). De plus, le morphisme de complé-
tion d’un anneau local noethérien A est régulier si et seulement si A vérifie 2.a)
d’après (5.3.2). Il suit que 2.a) entraîne 1.a) (resp. 2.b) entraîne 1.b)) dans le cas
local. 
6. Comparaison avec ÉGA IV : le cas des anneaux universellement japonais
Rappelons la définition usuelle des anneaux universellement japonais ([ÉGA
IV1 0.23.1.1]).
DÉFINITION 6.1. X est dit
(i) japonais s’il est intègre et si la clôture intégrale deA dans toute extension
finiexiv de son corps des fractions est finie sur Axv ;
(ii) universellement japonais si tout anneau intègre qui est extension de type
fini de A est japonaisxvi.
La définition d’anneau japonais n’est que technique en ce qu’elle ne sert qu’à
définir la seule notion véritablement utile (et vérifiable à vrai dire) : celle d’anneau
universellement japonais. Cette définition est compatible avec 2.10. Expliquons
pourquoi. D’après Nagata, X est universellement japonais au sens de 6.1 si et
seulement si X vérifie 1.b) et si tous les quotients intègres des localisés OX,x en les
points fermés x ∈ X sont japonais ([ÉGA IV2 7.7.2]). Or, le théorème de Zariski-
Nagata ([ÉGA IV2 7.6.4]) assure que les quotients intègres de OX,x sont japonais
xivOn peut se contenter des extensions finies radicielles si l’on veut : exercice ou [ÉGA IV1
23.1.2].
xvComme module ou comme algèbre : c’est la même chose car la clôture intégrale est entière
sur A par construction.
xviOu, ce qui est équivalent ([ÉGA IV2 7.7.2]), si tout quotient intègre est japonais.
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si et seulement si les fibres formelles de OX,x sont géométriquement réduites xvii.
D’où l’équivalence entre les deux définitions des anneaux universellement japo-
nais.
Si on renforce la condition 2.c) en 2.b) (fibres formelles géométriquement nor-
males), le passage à la clôture intégrale commute à la complétion. Précisément,
on a ([ÉGA IV2 7.6.1 et 7.6.3])
PROPOSITION 6.2. Supposons que A local noethérien vérifie 2.b) et soit réduit.
Alors, la clôture intégrale A ′ de A dans son anneau total des fractions est finie sur A
et son complété est isomorphe à la clôture intégrale de Âxviii dans son anneau total des
fractions.
On déduit l’important critère d’intégrité du complété.
COROLLAIRE 6.3. Soit A local noethérien.
i) Supposons A intègre et vérifiant 2.b). Alors, Â est intègre si et seulement si A
est unibranche (i.e. A ′ local).
ii) Supposons A hensélien. Alors A est excellent si et seulement s’il vérifie 2.a). Si
A est de plus intègre, il en est de même de son complété.
Démonstration. Prouvons i). Comme A est unibranche, la clôture intégrale A ′
deA est locale : il en est demême de son complété Â ′. D’après (6.2), on a Â ′ = (Â) ′
et donc est normal. Or, un anneau normal et local est intègre. Comme Â ′ contient
Â, le résultat suit.
Prouvons ii). D’après (5.5.1), on doit seulement se convaincre qu’un anneau
local hensélien vérifiant 2.a) vérifie aussi 3), i.e. est formellement caténaire. On
peut supposer A intègre et on doit prouver que Â est équidimensionnel. Mais
comme A est hensélien intègre, il est unibranche [ÉGA IV4 18.8.16], donc Â est
intègre d’après le premier point, ce qui assure l’équidimensionalité. 
7. Comparaison avec ÉGA IV : le cas des anneaux excellents
La définition des anneaux noethériens excellents de Grothendieck est a priori
différente de celle donnée ici. Notamment, elle fait intervenir, un peu bizarre-
ment, l’universelle caténarité en lieu et place de la formelle caténarité. Précisément,
elle fait intervenir trois propriétés. Dans cette partie A désigne un anneau noe-
thérien et X = Spec(A) le schéma affine correspondant.
1EGA) Pour tout quotient intègre B de A et toute extension finie radicielle K ′
du corps des fractions K de B, il existe une sous-B-algèbre finie B ′ de
K ′ contenant B, de corps des fractions K ′ telle que le lieu régulier de
Spec(B ′) soit un ouvert dense.
2EGA) Les fibres formelles de X en tout point (fermé ou non) sont géométrique-
ment régulières.
3EGA) A est universellement caténaire.
xviiOu, de façon équivalente, que le complété de toute OX,x-algèbre finie et réduite est réduit.
Comme d’habitude, la preuve se fait par réduction au cas complet, et même régulier complet
grâce au théorème de structure de Cohen. Le caractère japonais de tels anneaux est garanti par le
théorème de Nagata ([ÉGA IV1 0.23.1.5]).
xviiiQui est réduit puisque A est japonais (cf. note (xvii)).
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Les anneaux excellents au sens des ÉGA sont les anneaux noethériens véri-
fiant les 3 propriétés précédentes ([ÉGA IV2 7.8.2]).
Notons tout de suite, ce qui est élémentaire, que l’universelle caténarité de A
équivaut à celle des anneaux locaux de OX,x en tous ses points fermés – ou tous
ses points si on préfère – ([ÉGA IV2 5.6.3]).
Pour que la définition des anneaux excellents de Grothendieck ([ÉGA IV2
7.8.2]) soit la même que (2.10), on doit prouver la proposition suivante.
PROPOSITION 7.1. Pour tout anneau noethérien et i = 1, 2, 3, les propriétés i) et
iÉGA) son équivalentes. En particulier, les notions de quasi-excellence et d’excellence de
la première partie coïncident avec celles des ÉGA.
Démonstration. La condition 1EGA) équivaut à 1) d’après [ÉGA IV2 6.12.4]
(seule la partie 1EGA) entraîne 1) est délicate même si elle n’utilise pas le cri-
tère de régularité de Nagata mais seulement de l’algèbre commutative standard
– essentiellement le critère de régularité par fibres et la non dégénérescence de la
trace des extensions finies séparables de corps –).
Pour l’équivalence de 2) et 2EGA), il faut se convaincre que la géométrique
régularité des fibres formelles en tout point fermé entraîne la géométrique régu-
larité des fibres formelles en tout point : c’est un cas particulier des propriétés de
permanence (5).
Ceci prouve la compatibilité des définitions de la quasi-excellence.
Si X vérifie 3), tous ses anneaux locaux sont formellement caténaires (perma-
nence par localisation, cf. la section 5) et donc sont caténaires (2.7). Comme tout
schéma (affine) de type fini sur X vérifie 3) (permanence par extension de type
finie, cf. la section 5), on déduit que X est universellement caténaire et donc X
vérifie 3EGA).
La réciproque est due à Ratliff :
PROPOSITION 7.1.1 (Ratliff). Un anneau noethérien universellement caténaire est
formellement caténaire.
Précisément, Ratliff prouve ([Ratliff, 1971], 3.12) que si A est caténaire, Ap est
formellement caténaire dès que p n’est pas maximalxix. Pour montrer la proposi-
tion, on peut donc supposer p maximal et A local intègre. Alors, p[X] est premier
non maximal dans A[X] de sorte que le complété p[X]-adique Â[X]p[X] est formel-
lement équidimensionnel. Comme Â → Â[X]p[X] est local et plat, l’argument de
platitude ([ÉGA IV2 7.1.3]) utilisé plus haut assure que Â est équidimensionnel.

8. Hensélisation et anneaux excellents
Rappelons qu’un morphisme d’anneaux noethériens A → B est dit absolu-
ment plat s’il est réduit à fibres discrètes et si les extension résiduelles sont al-
gébriques et séparables. Ou, de façon équivalente, s’il est plat ainsi que le mor-
phisme diagonal B ⊗A B → B (cf. [Ferrand, 1972], prop. 4.1 et [Olivier, 1971],
3.1). Lorsque B est (localement) de type fini sur A, ceci équivaut au fait que B
soit étale sur A. En particulier, les extensions résiduelles sont séparables de sorte
xixDans l’étrange terminologie de l’auteur, c’est la condition depth(p) > 0, ce qui signifie donc
que la dimension de A/p est > 0.
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qu’un tel morphisme est en fait régulier. Par exemple, tout morphisme ind-étale
est absolument plat. On a alors le résultat suivant ([Greco, 1976]).
THÉORÈME 8.1. Soit f : A → B un morphisme absolument plat d’anneaux noethé-
riens. Alors
i) Si A est vérifie 2.a) (resp. 2.b) ou 2.c)), B un vérifie 2.a) (resp. 2.b) ou 2.c))xx.
ii) Si A est universellement-japonais, B est universellement japonais.
iii) Si A est quasi-excellent, B est quasi-excellent.
iv) Si A est excellent, B est excellent.
v) Si f est fidèlement plat, la réciproque de i), ii) et iii) est vraie.
vi) Si f est fidèlement plat et B est localement intègre, la réciproque de iv) est vraie.
Comme les morphismes d’hensélisation et de stricte hensélisation sont abso-
lument plats ([ÉGA IV4 18.6.9 et 18.8.12]) et fidèlement plats (ils sont locaux),
on trouve, en particulier, que la quasi-excellence et l’excellence sont stables par
hensélisation et hensélisation stricte et que, le caractère quasi-excellent ou univer-
sellement japonais d’un anneau local se teste sur l’hensélisé ou l’hensélisé strict.
Dans le cas de l’hensélisé, ces résultats étaient connus de Grothendieck ([ÉGA
IV4 18.7]), notamment 18.7.6).
En revanche, on ne peut espérer une propriété de descente de l’excellence
comme en vi) sans condition d’intégrité locale (cf.11).
9. Complétion formelle et anneaux excellents
Soit I un idéal d’un anneau noethérienA contenu dans son radical de Jacobson
et A˜ sa complétion I-adique. On peut se demander si les propriétés d’excellence
passent au complété. La réponse est oui en général. Précisément, on a :
PROPOSITION 9.1. Soit I un idéal d’un anneau noethérien A contenu dans son ra-
dical de Jacobson et A˜ sa complétion I-adique.
i) Si A est (semi)-local quasi-excellent (resp. excellent), il en est de même de A˜ ;
ii) Si A est une Q-algèbre excellente, il en est de même de A˜.
La permanence de la quasi-excellence dans le cas (semi)-local, i.e. de la géo-
métrique régularité des fibres formelles, est due à Rotthaus ([Rotthaus, 1977]),
tandis que celle de l’universelle caténarité est due à Seydixxi (le théorème 1.12
de [Seydi, 1970] prouve qu’un anneau de série-formelles A[[t1, · · · , tn]] est uni-
versellement caténaire dès que A l’est ; il suffit alors de considérer des géné-
rateurs i1, · · · , in de I définissant une surjection A[[t1, · · · , tn]] ։ A˜). Pour ii),
reste à étudier l’ouverture du lieu régulier dans le. C’est ce qui est fait dans
[Brodmann & Rotthaus, 1980], en utilisant le théorème de désingularisation d’Hi-
ronaka de façon cruciale. Les techniques de [Brodmann & Rotthaus, 1980] ont
d’ailleurs permis de montrer que si le théorème de désingularisation était vrai
dans le cas local excellent, toute complétion I-adique d’anneau excellent comme
plus haut serait excellente ([Nishimura & Nishimura, 1987]).
En fait, le résultat est général. Plus précisément, Gabber ([Gabber, 2007]) peut
remplacer le théorème d’Hironaka par son théorème d’uniformisation (VII-1.1)
xxOu plus généralement, si A est un P-anneau au sens de Grothendieck ([ÉGA IV2 7.3]), B est
un P-anneau
xxiComme me l’a expliqué Christel Rotthaus (communication privée), si A,B sont locaux tels
que A ⊂ B ⊂ Â et B̂ = Â, alors l’universelle caténarité de A entraîne celle de B.
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dans les arguments de [Nishimura & Nishimura, 1987] pour prouver le résultat
suivant
THÉORÈME 9.2 (Gabber). SoitA un anneau noethérien I-adiquement complet. Alors,
si A/I est quasi-excellent, A est quasi-excellent.
On ne peut remplacer quasi-excellent par excellent dans le théorème précé-
dent. En effet, Greco ([Greco, 1982]) a construit un idéal I d’un anneau A intègre
de dimension 3, noethérien semi-local I-adiquement complet et séparé qui est
quasi-excellent non excellent alors queA/I est excellent. On peut même supposer
que A est une Q-algèbre. La construction se fait par pincements d’idéaux maxi-
maux de hauteurs différentes (cf. 11.1). Malgré tout, comme on vient de le voir,
la formelle caténarité passe aux complétions partielles ([Seydi, 1970]) de sorte
que le complété I-adique d’un anneau excellent A est excellent dès lors que I est
contenu dans le radical de Jacobson de A.
10. Approximation d’Artin et anneaux excellents
Rappelons la définition suivante (cf. [Artin, 1969]).
DÉFINITION 10.1 (M. Artin). Un anneau local noethérien (A,m) a la propriété
d’approximation (AP) si pour toute variété affine X de type fini sur A, l’ensemble
X(A) est dense dans X(Â).
Bien entendu, il revient au même de dire que pour tout X comme plus haut,
on a
X(Â) 6= ∅⇒ X(A) 6= ∅.
SiA vérifie AP,A est certainement hensélien. Mais l’exemple 11.4 prouve qu’il
ne suffit pas que A soit hensélien pour qu’il possède la propriété d’approxima-
tion. En fait, Rotthaus a observé que l’excellence était une condition nécessaire à
l’approximation d’Artin :
LEMME 10.2 ([Rotthaus, 1990]). Un anneau local noethérien vérifiant AP est hen-
sélien et excellent.
Soit k un corps de caractéristique nulle muni d’une valuation non triviale à
valeurs réelles. Artin a prouvé ([Artin, 1968]) que les anneaux de séries conver-
gentes à coefficients dans k (pas nécessairement complets) ont la propriété d’ap-
proximation. Ils sont donc henséliens et excellents.xxii
La situation est maintenant complètement clarifiée grâce aux travaux de Po-
pescu culminant avec le résultat suivant ([Swan, 1998]) :
THÉORÈME 10.3 (Popescu). i) Soit A → B un morphisme régulier d’an-
neaux noethériens. Alors, B est limite inductive filtrante de A-algèbres lisses.
ii) Tout anneau local noethérien hensélien et excellent satisfait la propriété d’ap-
proximation APxxiii.
xxiiDans le même ordre d’idées, l’anneau k{x1, · · · , xn} des séries formelles restreintes (séries
dont la suite des coefficients tendent vers 0) à coefficients dans un corps valué complet non ar-
chimédien k est excellent dès que k est de caractéristique nulle ou que k est de degré fini sur
kp, p = car(k) ([Greco & Valabrega, 1974]). Le cas général a été obtenu par Kiehl ([Kiehl, 1969] et
aussi [Conrad, 1999] pour une preuve et des développements). Ceci répond, partiellement, à une
question de Grothendieck ([ÉGA IV2 7.4.8 B)]). En revanche, si k est valué non archimédien non
complet de caractéristique positive tel que lemorphisme de complétion k→ k̂ n’est pas séparable,
Gabber sait prouver que k{x1} n’est pas excellent.
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Le fait que i) entraîne ii) est un simple exercice. En effet, siA est quasi-excellent,
le morphisme de complétion A → Â est régulier et donc on peut écrire Â =
colim L où L est lisse sur A. Soit X = Spec(B) avec B de type fini et a^ ∈ X(Â)
d’image a^(0) ∈ X(k) où k corps résiduel de A. Il existe donc L lisse sur A tel
que a^ provienne de l ∈ X(L). Comme A est hensélien, il existe a ∈ X(A) (tel que
a(0) = a^(0))xxiv.
11. Exemples de méchants anneaux noethériens
SoitA un anneau noethérien etX = Spec(A) le schéma affine correspondant. Il
ressortira de cet inventaire que les propriétés désagréables des anneaux du point
de vue de l’excellence n’ont en général pas seulement à voir avec la caractéris-
tique > 0mais peuvent aussi se produire pour desQ-algèbres.
11.1. Formelle caténarité : condition 3). Regardons d’abord de mauvais an-
neaux du point de vue de la formelle caténarité.
11.1.1. La caténarité n’entraîne pas la formelle caténarité. Dans [ÉGA IV2 5.6.11],
Grothendieck construit un exemple d’anneau local noethérien de dimension 2
intègre, caténaire mais non universellement caténaire, donc non formellement
caténaire d’après 7.1.1 (i.e. ne vérifiant pas 3)).
Expliquons la construction qui consiste à pincer une surface lisse sur un corps
k, de caractéristique nulle si l’on veut, le long de deux points de hauteurs diffé-
rentes ayant des corps résiduels isomorphes à k.
On part d’un corps k extension transcendante pure de degré infini sur son
corps premier par exemple, que l’on peut même supposer être Q. Soit S une sur-
face lisse munie d’un morphisme projectif sur T = Spec(k[τ]) et t ∈ S(T). On
suppose qu’il existe un point s ∈ S(k) de la fibre S0 de S → T au dessus de 0 ∈ T
qui n’est pas dans l’image de t. Par exemple, on peut prendre S = Spec(k[σ, τ])
avec t la section d’image σ = 0 et s = (1, 0). Les corps k(s) = k et k(t) = Frac(k[τ])
sont des extensions transcendantes pures de Q de même degré (infini) de sorte
qu’on peut choisir un isomorphisme de corps k(s) ≃ k(t). Ceci permet de définir
le sous-anneau OΣ de OS des fonctions qui coïncident en s et t. On dispose donc
d’un morphisme π : S → Σ qui envoie s, t sur σ ∈ Σ. Posons A = OΣ,σ et soit
B l’anneau de coordonnées de S ×Σ Spec(OΣ,σ). Par construction, dim(Bs) = 2 et
dim(Bt) = 1. Alors, A est noethérien, et B est la normalisation de A et est fini sur
A. Comme A est de dimension 2 et intègre il est évidemment caténaire. Si A était
universellement caténaire, la formule de dimension (voir note (iv)) entraînerait
dim(A) = dimBs = dimBt, une contradiction.
On peut même trouver pour tout n ≥ 2 des anneaux locaux noethériens in-
tègres de dimension n vérifiant 2.a), caténaires non universellement caténaires
donc ne vérifiant pas 3) ([Heinzer et al., 2004]).
11.1.2. La formelle caténarité ne se teste pas sur l’hensélisé. Par des techniques de
pincements analogues de surfaces sur k, donc de caractéristique nulle si on veut,
comme plus haut, Grothendieck construit en effet un exemple d’anneau local non
universellement caténaire (donc non formellement caténaire) dont l’hensélisé est
excellent ([ÉGA IV4 18.7.7]). Quitte à changer de base par la clôture séparable,
xxiiiVoir [Spivakovsky, 1999], th. 11.3 pour un énoncé un peu plus général.
xxivL’argument n’utilise que la géométrique régularité des fibres – et le caractère hensélien –
mais pas la formelle caténarité. Ce n’est pas paradoxal, car un anneau local hensélien est excellent
si et seulement si ses fibres formelles sont géométriquement régulières (5.5.1).
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on s’aperçoit que la formelle caténarité ne se teste pas plus sur l’hensélisé strict,
contrairement à la quasi-excellence (8.1).
11.1.3. La formelle caténarité n’entraîne certainement pas 2.a) (ni même 2.c)). Par
exemple, un anneau de valuation discrèteA non excellent (cf. la partie 11.5) a une
fibre formelle générique non géométriquement régulière (en effet, il est formelle-
ment caténaire (2.8) et 2.a) entraîne 1.a) dans le cas local (5.5.1)). Or, cette fibre
générique formelle est artinienne dans ce cas (elle ne contient pas l’idéal maximal
de Â) et donc la géométrique régularité équivaut ici à la géométrique réduction.
11.1.4. Il existe des anneaux intègres normaux non formellement caténaires. Ogoma
([Ogoma, 1980]) a construit uneQ-algèbre locale A intègre normale de dimension
3 dont le complété à une composante de dimension 2 et une composante de di-
mension 3 et donc n’est pas équidimensionnel. Pire, cet anneau n’est même pas
caténaire : il possède une infinité de chaînes saturées d’idéaux premiers de lon-
gueur 2 ou 3.
11.2. Quasi-excellence : conditions d’ouverture 1.a) et 1.b). On s’intéresse ici
à des anneaux ayant un lieu régulier ou normal non ouvert.
Comme on le verra plus loin (XIX-2.3), Gabber a construit un exemple de
schéma, qu’on peut même supposer être un Q-schéma, intègre de dimension 1,
dont le lieu régulier (ou normal, c’est la même chose ici) contient une infinité
de points et en particulier n’est pas ouvert. La construction assure que les fibres
formelles sont géométriquement régulières. Comme on est en dimension 1, nor-
malité et régularité coïncident de sorte qu’on a un exemple vérifiant 2.a) et 3)
mais pas 1.b).
Dans [Rotthaus, 1979], Rotthaus construit une Q-algèbre noethérienne locale
intègre de dimension 3 qui est formellement caténaire, universellement japonaise
mais dont le lieu régulier n’est pas ouvert.
11.3. Quasi-excellence. Fibres formelles : conditions 2a), 2b) et 2c). On s’in-
téresse ici à des anneaux ayant des fibres formelles non géométriquement régu-
lières voire pire.
• Rotthaus construit uneQ-algèbre locale A noethérienne de dimension 3
régulière (donc formellement caténaire), universellement japonaisemais
pas excellente ([Rotthaus, 1979]). Précisément, la fibre formelle au des-
sus d’un point de hauteur 1 n’est pas régulière. Ainsi, elle vérifie 2.c), 3)
car A régulier mais pas 2.a).
Dans l’exemple d’Ogoma précédent, la fibre formelle générique est
connexe non intègre (elle a une composante de dimension 1 et une de
dimension 2 qui se coupent), donc non normale. On a donc un exemple
de Q-algèbre locale (de dimension 3) noethérienne (intègre et normale)
ne vérifiant pas 2.b).
On peut descendre d’une dimension : Nagata construit ([Nagata, 1962],
ex. 7 de l’appendice A1) uneQ-algèbre locale B qui est intègre normale,
formellement caténaire et de dimension 2 mais dont le complété n’est
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pas intègrexxv. D’après 6.2, ceci prouve que B ne vérifie pas 2.b) (mais
vérifie 3)).
• En caractéristique > 0, Rotthaus construit également ([Rotthaus, 1979])
une algèbre locale noethérienne de dimension 2 régulière universelle-
ment japonaise mais pas excellente. Dans ce denier cas, comme les fibres
formelles sont de dimension < 2, elles ne sont pas non plus géométri-
quement normales. Ainsi, elle vérifie 2.c), 3) mais pas 2.b).
• En caractéristique nulle, Ferrand et Raynaud ont construit ([Ferrand & Raynaud, 1970],
prop. 3.3 et 3.5) une C-algèbre locale noethérienne A intègre de dimen-
sion 2 telle que
• le normalisé A ′ de A est l’anneau des séries convergentes noté
C{x, y} (ne pas confondre avec l’hensélisé de C[x, y]) et donc est ex-
cellent.
• A n’est pas japonais (en fait, A ′ n’est pas fini sur A).
• Â a des composantes immergées (de sorte que – platitude – la fibre
formelle générique a des composantes immergées et donc ne vérifie pas
2.c)).
• Le lieu normal deA[[T ]] n’est pas ouvert. D’après [ÉGA IV2 6.13.5]
son lieu régulier n’est donc pas ouvert non plus.
• L’anneau A est formellement caténaire (le spectre de son complété
est irréductible). Il en est donc de même de A[[T ]] ([Seydi, 1970]).
• Dans [Nagata, 1962], ex. 5 de l’appendiceA1, Nagata construit même un
anneau local noethérien intègre de dimension 3 (de caractéristique > 0)
dont la clôture intégrale n’est même pas noethérienne ; en particulier,
cet anneau n’est pas japonaisxxvi.
• Pire, à partir d’anneaux construits parNagata, Seydi construit ([Seydi, 1972])
un anneau noethérien intègre normal A de dimension 3 dont le corps
des fractions est de caractéristique nulle et dont le complété n’est pas
réduit. En particulier, il est japonais mais pas universellement japonais.
Ogoma construit ([Ogoma, 1980]) uneQ-algèbre noethérienne normale,
donc japonaise, qui n’est ni universellement japonaise ni caténaire.
• Les fibres formelles peuvent être épouvantables, même en dimension 1 :
Ferrand et Raynaud construisent un C-schéma local intègre de dimen-
sion 1 dont la fibre formelle générique est un schéma artinien qui n’est
même pasGorenstein – donc certainement non réduit – ([Ferrand & Raynaud, 1970],
prop. 3.1) : X ne vérifie pas 2.c). En particulier, X n’est pas universelle-
ment japonais (et donc pas quasi-excellent). Bien entendu, X vérifie 1.a)
et 3) pour des raisons de dimension.
xxvLa construction est la suivante : soient x, y algébriquement indépendants sur Q et w =∑
i>0 aix
i ∈ Q[[x]] transcendant sur K(x). On pose z1 = (y + w)2 et zi+1 = (z − (y +∑
j<i ajx
j)2)/xi. SoitA le localisé deQ[x, y, zi, i ≥ 1] en (x, y, zi, i ≥ 1). Alors, B = A[X]/(X2−z1)
est l’exemple cherché. On vérifie facilement que la complétion de A est Q[[x, y]] de sorte que
B̂ = Q[[x, y]][X]/(X2−(y+w)2) n’est pas intègre. Comme d’habitude dans ces constructions, c’est
le caractère noethérien de A qui pose problème. Une fois ceci acquis, A est régulier de dimension
2 et B normal puisque que Cohen-Macaulay de dimension 2 singulier uniquement à l’origine.
Notons que B est formellement caténaire comme quotient d’un régulier.
xxviLa construction est dumême type que celle d’un anneau de valuation discrète décrite dans
la note (xxvii) dont on reprend les notations. On considère cette fois-ci l’anneau B = kp[[X, Y, Z]][k]
et d = Y
∑
i>0 XiX
i + Z
∑
i>0 X2i+1X
i. L’anneau B[d] convient.
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• Les exemples d’anneaux de valuation discrète non excellents (donc de
caractéristique positive) donnent des exemples d’anneaux ne vérifiant
pas 2.c) (2.a) et 2.c) sont équivalents en dimension ≤ 1) mais vérifiant
1.a) et 3).
REMARQUE 11.4. Nagata a construit ([Nagata, 1962], (E3.3)) un anneau de va-
luation discrète dont la fibre formelle générique est une extension radicielle non
triviale de son corps des fractions, donc non excellentxxvii.
On va voir maintenant que de tels anneaux se rencontrent très facilement.
11.5. Méthode systématique de construction d’anneaux non quasi-excellents.
En fait, on peut construire (Orgogozo) de façon systématique de très nombreux
anneaux de valuation discrète non quasi-excellents. Précisonsxxviii.
PROPOSITION 11.6. Soit k((t)) le corps des séries de Laurent à coefficients dans un
corps k de caractéristique p > 0muni de sa valuation t-adique et L/k une sous-extension
de type fini de k((t))/k de degré de transcendance > 1 sur k. Alors, le sous-anneau A de
L des éléments de valuation ≥ 0 est un anneau de valuation discrète non excellent.
Démonstration. Soit L¯ un corps de caractéristique > 0. Le p-rang est la di-
mension, finie ou non, de ΩL¯, le module des différentielles absolues. C’est aussi
log
p
([L¯ : L¯p]) où [L¯ : L¯p] est la dimension de L¯ sur L¯p ([ÉGA IV1 21.3.5]). La re-
marque clef est que le p-rang croit par extension de corps séparable K¯/L¯, finie ou
non, puisqu’on a dans ce cas un plongement K¯⊗L¯ ΩL¯ →֒ ΩK¯ ([ÉGA IV2 20.6.3])
(11.a) [L¯ : L¯p] ≤ [K¯ : K¯p].
Par ailleurs, si L¯ est de type fini sur un corps k, on a ([Bourbaki, 1950], V.6.3)
(11.b) [L¯ : L¯p] = pdegtrk(L¯)[k : kp].
Plaçons nous dans la situation du lemme. L’anneau A est de valuation dis-
crète par construction et son corps des fractions est L. L’hensélisé Ah est local
régulier de dimension 1 donc intègre et son corps des fractions K = Frac(Ah)
contient L = Frac(A). Le complété Âh est un anneau de séries formelles K̂ =
k[[̟]], ̟ uniformisante de Ah (comme complété d’une k-algèbre locale régulière
de dimension 1) et son corps des fractions K̂ est la fibre générique formelle de
Spec(Âh)→ Spec(Ah).
xxviiVoici la construction : soit k le corps des fractions de Fp[Xn, n > 0] et K celui de Â = k[[Y]].
Soit L le sous-corps de K = k((Y)) corps des fractions de A = kp[[Y]][k]. Le complété de A est Â.
Onmontre, et c’est le point délicat, queA est noethérien. L’outil est le critère de Cohen : un anneau
semi-local est noethérien si et seulement si les idéaux maximaux sont de type fini et les idéaux
de type fini fermés ([Nagata, 1962], 31.8). Son complété étant régulier, il est lui même régulier
donc de valuation discrète (dimension). Soit L le corps des fractions de A. On vérifie facilement
que c =
∑
n>0 XnY
n, n’est pas dans L. Choisissons une p-base {ci} de K sur L contenant c (ce
qui est possible car c 6∈ Lp, cf. [ÉGA IV1 21.4.3]). Soit K0 le corps engendré sur L par les ci
distincts de c. L’extension K/K0 est radicielle de degré p par construction. L’anneauA∩K0 est un
anneau de valuation discrète de complété k[[Y]] de sorte que la fibre formelle générique n’est pas
géométriquement réduite.
xxviiiCette construction généralise en fait, de façon indépendante, un exemple obtenu par Rot-
thaus dans [Rotthaus, 1997]
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Supposons que Ah soit quasi-excellent (précisément vérifie 2.a) de sorte que
l’extension K̂/K est séparable.
On a donc dans ce cas
[K : Kp] ≤ [K̂ : K̂p].
Comme K̂ = k((̟)), on a
[K̂ : K̂p] = p[k : kp].
On a donc (11.a), l’extension K/L étant séparable,
[K : Kp] ≥ [L : Lp].
de sorte que, grâce à (11.b), on a
p[k : kp] = [K̂ : K̂p] ≥ [L : Lp] > p[k : kp],
une contradiction. Ceci interdit à A également d’être quasi-excellent (8.1). 
EXPOSÉ II
Topologies adaptées à l’uniformisation locale
Fabrice Orgogozo
Dans cet exposé, ℓ est un nombre premier, l’entier 1 ou bien le symbole ∞
et l’on note ℓ′ l’ensemble des entiers naturels premiers à ℓ où, par convention,∞′ = {1}.
1. Morphismes maximalement dominants et la catégorie alt/S
1.1. Morphismes maximalement dominants.
1.1.1. Rappelons ([ÉGA IV 1.1.4]) qu’un point d’un schéma est dit maximal
s’il est le point générique d’une composante irréductible ou, de façon équivalente,
s’il est maximal pour l’ordre sur l’ensemble des points du schéma défini par la
relation : x ≥ y si et seulement si y est une spécialisation de x (c’est-à-dire si
y ∈ {x}). Les points maximaux d’un schéma affine correspondent aux idéaux
premiers minimaux. Tout ouvert dense d’un schéma contient la totalité des points
maximaux.
DÉFINITION 1.1.2. Un morphisme de schémas est dit maximalement dominant
s’il envoie tout point maximal de la source sur un point maximal du but.
Un morphisme entre schémas irréductibles est maximalement dominant si et
seulement si il est dominant. Il est clair que le composé de deux morphismes
maximalement dominants est maximalement dominant.
EXEMPLE 1.1.3. D’après [ÉGA IV2 2.3.4], un morphisme plat, ou plus géné-
ralement quasi-plat (op. cit., 2.3.3), est générisant ([ÉGA I′ 3.9.1]) donc maximale-
ment dominant (op. cit. 3.9.5).
PROPOSITION 1.1.4. Soit f : X → Y un morphisme maximalement dominant. Tout
point maximal de Y appartenant à l’image de f est l’image d’un point maximal de X.
Démonstration. Cela résulte du fait que f est croissante pour le préordre ci-
dessus et du fait que tout point de X a une générisation maximale. 
PROPOSITION 1.1.5. Soient f : X → Y un morphisme maximalement dominant et
Y ′ → Y un morphisme plat. Alors, le morphisme X ′ = X×Y Y ′ → Y ′ est maximalement
dominant.
Démonstration. Cf. [ÉGA IV2 2.3.7] (ii). 
Rappelons la proposition suivante.
PROPOSITION 1.1.6 ([ÉGA IV 20.3.5]). Soit f : X → Y un morphisme maximale-
ment dominant. Supposons que X est réduit et que Y n’a qu’un nombre fini de compo-
santes irréductibles (par exemple, Y nœthérien). Alors, pour tout ouvert U de Y et tout
ouvert V dense dans U, l’ouvert f−1(V) est dense dans f−1(U).
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L’hypothèse sur Y assure que tout point maximal de U appartient à V .
PROPOSITION 1.1.7. Soit Y un schéma nœthérien et soit f : X → Y un morphisme
de type fini,maximalement dominant. Les conditions suivantes sont équivalentes :
(i) Il existe un ouvert dense de Y au-dessus duquel f est fini.
(ii) Pour tout point maximal η de X, l’extension κ(η)/κ(f(η)) est finie.
Un morphisme de schémas satisfaisant la condition (i) ci-dessus est souvent
dit génériquement fini (en bas).
Démonstration. L’implication (i)⇒(ii) résulte du Nullstellensatz et n’utilise pas
les hypothèses de finitude faites (Y nœthérien, f de type fini). Démontrons la ré-
ciproque. On peut supposer Y irréductible et X, Y réduits : on utilise le fait que f
est fini si et seulement si fre´d l’est. Par passage à la limite ([ÉGA IV 8.10.5.(x)]),
on peut également supposer que Y est le spectre d’un corps k. On peut égale-
ment supposer X irréductible donc intègre. Le résultat est alors conséquence du
fait qu’une algèbre intègre entière sur un corps est un corps. (Alternativement,
on peut utiliser l’inégalité dim(X) ≤ dim(Y) = 0, qui est un cas particulier de
[ÉGA IV 5.6.6].) 
DÉFINITION 1.1.8. On dit qu’un morphisme f : X→ Y est maximalement ℓ′-fini
si pour tout point maximal η de X, l’extension κ(η)/κ(f(η)) est finie et si pour
tout point maximal µ de Y dans l’image de f, il existe un point maximal η de X
au-dessus de µ tel que l’extension κ(η)/κ(µ) soit de degré appartenant à ℓ′.
1.1.9. Lorsque ℓ = 1, la seconde condition est vide. Il est utile de faire les
conventions de langage suivantes : un morphisme maximalement ℓ′-fini et maxi-
malement dominant est dit maximalement ℓ′-fini dominant, et un morphisme maxi-
malement 1′-fini « maximalement fini ».
PROPOSITION 1.1.10. Soient S un schéma et f : X → Y un S-morphisme entre S-
schémas maximalement dominants. Si Y/S est maximalement fini, f est maximalement
dominant. Si l’on suppose de plus X/S maximalement fini, le morphisme f est maximale-
ment fini dominant.
Démonstration. Soient x un point maximal de X et s (resp. y) son image dans
S (resp. Y). Soit y ′ ≥ y une générisation maximale de y. Les schémas X et Y étant
maximalement dominants sur S, s est un point maximal et y ′ est d’image s. Enfin,
si Y/S est maximalement fini, l’extension κ(y ′)/κ(s) est finie de sorte que y ′ est
isolé dans la fibre Ys. Le point y, appartenant à l’adhérence de y ′ dans Ys, coïncide
donc avec y ′ : le morphisme f est maximalement dominant. Si l’on suppose de
plus X/Smaximalement fini, la finitude de l’extension κ(x)/κ(s) entraîne celle de
l’extension intermédiaire κ(x)/κ(y). 
1.2. La catégorie alt/S.
1.2.1. Soit S un schéma nœthérien. Notons ηS le schéma coproduit (fini) de
ses points maximaux.
DÉFINITION 1.2.2. On note alt/S la catégorie des S-schémas de type fini, maxi-
malement finis dominants, de source un schéma réduit. Les morphismes dans
alt/S sont les S-morphismes.
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1.2.3. Notons les faits suivants :
• le S-schéma Sre´d est final dans la catégorie alt/S ;
• tout morphisme de alt/S est maximalement fini dominant (1.1.10) ;
• les images inverses de diviseurs existent pour tout morphisme de alt/S
([ÉGA IV 21.4.5.(iii)]) ;
• si X ∈ Ob alt/S et S ′ → S est un morphisme réduit ([ÉGA IV2 6.8.1])
avec S ′ nœthérien, le produit fibré usuel X ′ = X×S S ′ est naturellement
un objet de alt/S ′. Il en est plus généralement ainsi de X′re´d dès lors que
S′ → S est plat.
REMARQUES 1.2.4. (i) Le produit fibré usuel de deux S-schémas maxi-
malement dominants n’est pas nécessairementmaximalement dominant,
comme on peut le constater lorsque S = A2 et X = Y sont l’éclatement
en l’origine.
(ii) La définition originale de la catégorie alt/S, due à O. Gabber, est moins
restrictive sur le schéma S : il est supposé cohérent et ayant un nombre
fini de composantes irréductibles. Les objets de alt/S sont alors les S-
schémas de type fini quasi-séparés réduits, maximalement dominants,
génériquement finis. Le cadre nœthérien semble suffisant pour nos be-
soins. Signalons cependant que les « localisés » d’un schéma nœthérien
pour la topologie des altérations (introduite ci-dessous) ne sont pas né-
cessairement nœthériens (cf. 4.2.1).
1.2.5. Soit X un S-schéma de type fini. On note Xmd l’adhérence de l’image
(ensembliste) de XηS dans X, muni de la structure réduite. C’est la réunion des
composantes irréductibles de X dominant une composante irréductible de S, mu-
nie de la structure réduite. Le foncteur T 7→ Tmd est adjoint à droite au foncteur
d’inclusion de la catégorie des schémas réduits, de type fini et maximalement
dominants sur S dans la catégorie des S-schémas de type fini.
PROPOSITION 1.2.6. Les produits fibrés existent dans alt/S.
Démonstration. Soient X → S ′ ← Y deux flèches dans alt/S ; d’après 1.1.10,
les schémas X et Y sont naturellement des objets de alt/S ′. Le composé de deux
morphismes maximalement finis dominants de type fini étant de même nature,
un produit de X et Y, vus dans alt/S ′, est — s’il existe — un produit fibré dans
alt/S. On peut donc supposer S = S′ et S réduit. Soient X et Y deux objets de alt/S.
Il résulte formellement de l’existence du produit dans la catégorie des S-schémas
de type fini et de la propriété d’adjonction de X 7→ Xmd que le schéma (X×S Y)md,
muni des deux projections évidentes, est le produit de X et Y dans la catégorie
des schémas réduits, de type fini et maximalement dominants sur S. Il appartient
à Ob alt/S car ((X×S Y)md)ηS = (XηS ×ηS YηS)re´d est fini sur ηS. 
PROPOSITION 1.2.7. La propriété d’être maximalement ℓ′-fini est stable par change-
ment de base.
Démonstration. Il faut montrer que si k′/k est une extension finie de degré pre-
mier à ℓ, où k est de caractéristique p etK/k est une extension quelconque l’un des
corps résiduels du produit tensoriel K′ = k ′ ⊗k K est de degré premier à ℓ sur K.
On peut pour cela supposer k′/k étale ou radicielle. Dans le premier cas, on écrit
K′ =
∏
i Ki, où Ki est une extension étale de degré di sur K, et on remarque que
si la somme
∑
i di = [k
′ : k] est première à ℓ, il en est de même de l’un des di. Le
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second cas ne se produit pas si ℓ = p et est trivial lorsque ℓ 6= p, toute extension
finie radicielle étant de degré une puissance de p. 
PROPOSITION 1.2.8. Soit f : X → Y une immersion ouverte (resp. un morphisme
propre et surjectif, resp. quasi-fini) entre deux S-schémas de type fini. Le morphisme fmd :
Xmd → Ymd est une immersion ouverte (resp. un morphisme propre et surjectif, resp.
quasi-fini).
Démonstration. Le cas d’une immersion ouverte est conséquence du fait gé-
néral suivant sur les topologies induites : la trace sur un ouvert de l’adhérence
d’une partie coïncide avec l’adhérence de la trace de cette partie (cf. p. ex. [Bour-
baki, TG, I, §3, nº1 prop. 1] pour une variante). Considérons maintenant le cas
d’un morphisme propre et surjectif f : X → Y. Par construction, les morphismes
Xmd → X et Ymd → Y sont des immersions fermées ; les schémas Xmd et Ymd sont
donc propres sur Y. Le Y-morphisme fmd est donc propre. Son image contient
fηS(XηS) = YηS donc son adhérence Ymd. Le dernier cas est tout aussi trivial et
laissé au lecteur. 
1.2.9. Notons que si (Ui)i∈I est un recouvrement par des ouverts de Zariski
d’un S-schéma de type fini X, les ouverts (Uimd)i∈I recouvrent le schéma Xmd.
2. Topologies : définitions
Dans ce paragraphe, on fixe un schéma nœthérien S.
2.1. Topologie étale ℓ′-décomposée.
2.1.1. Nous dirons qu’un recouvrement étale (Xi → X)i∈I d’un schéma X est
ℓ′-décomposé si tout point de X peut être relevé en un point xi d’un Xi tel que le
degré [κ(xi) : κ(x)] appartienne à ℓ′. Lorsque ℓ = 1 la condition imposée est vide
et l’on dit simplement que la famille constitue un recouvrement étale. Lorsque
ℓ=∞, on retrouve la définition de [Nisnevicˇ, 1989, §1] et l’on dit plutôt que le re-
couvrement est complètement décomposé. Il résulte de 1.2.7 que la propriété d’être
un recouvrement étale ℓ′-décomposé est stable par changement de base.
2.1.2. On appelle topologie étale ℓ′-décomposée la topologie de Grothendieck
sur alt/S, notée e´tℓ′ , définie par la prétopologie constituée des recouvrements
étales ℓ′-décomposés.
2.2. Sorites sur le lieu ℓ′-décomposé.
2.2.1. Pour chaque morphisme de schémas f : Y → X, posons
de´cℓ′(f) = {x ∈ X : ∃y ∈ Y tel que f(y) = x, [κ(x) : κ(y)] fini appartenant à ℓ′}.
Lorsque ℓ = ∞, on retrouve l’ensemble cd(f) introduit par Nisnevicˇ. Nous
utiliserons également cette notation.
PROPOSITION 2.2.2. Soit f : Y → X un morphisme étale avec X nœthérien. L’en-
semble de´cℓ′(f) est ind-constructible, c’est-à-dire — X étant nœthérien — réunion de
parties localement fermées.
Démonstration. On peut supposer X et Y intègres, de points génériques notés η
et µ respectivement. Par récurrence nœthérienne, il suffit de montrer que si η ap-
partient à l’ensemble de´cℓ′(f), celui-ci contient un ouvert de X. On peut supposer
de plus X et Y affines d’anneaux A et B respectivement, et le morphisme A → B
fini. La fonction p 7→ dimκ(p) B/pB, X → N, est localement constante pour la to-
pologie de Zariski car B est plat de présentation finie — donc localement libre —
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surA. Elle prend la valeur [κ(µ) : κ(η)]—première à ℓ— en η. Il en est donc ainsi
au voisinage de η ; la conclusion en résulte aussitôt. 
Précisons un peu ce résultat lorsque ℓ =∞.
PROPOSITION 2.2.3. Soit f : Y → X un morphisme localement de type fini, avec
X nœthérien. Un point x ∈ X appartient à cd(f) si et seulement si il existe un sous-
schéma Z de X contenant x au-dessus duquel f a une section.
Démonstration. La condition est bien entendu suffisante. Considérons x ∈ cd(f) ;
c’est le point générique du sous-schéma fermé réduit {x}. Par hypothèse, il existe
une section au-dessus de ce point. Le morphisme f étant localement de présen-
tation finie, cette section s’étend par passage à la limite à un ouvert Z = U
⋂
{x}
de {x}, où U est un ouvert de X. 
COROLLAIRE 2.2.4. Soient X un schéma nœthérien et (Ui
fi→ X)i∈I un recouvrement
de X pour la topologie étale ℓ′-décomposée. Il existe alors un sous-ensemble fini I0 ⊂ I tel
que la famille (Ui → X)i∈I0 soit également couvrante.
Rappelons qu’un morphisme étale est, par définition, localement de présenta-
tion finie.
Démonstration. D’après [ÉGA IV 1.9.15], l’espace topologique Xcons, dont l’es-
pace sous-jacent est X et dont les ouverts sont les parties ind-constructibles de
X, est compact. Les ensembles de´cℓ′(fi) en constituent un recouvrement par des
ouverts. 
PROPOSITION 2.2.5. Soit (Uα
fα→ Xα)α∈A un système projectif, filtrant, cartésien, de
morphismes étales entre schémas nœthériens, à morphismes de transition affines. Notons
f∞ : U∞ → X∞ le morphisme induit sur la limite projective et, pour chaque α, πα la
projection X∞ → Xα. On a
cd(f∞) =
⋃
α
π−1α
(
cd(fα)
)
.
Démonstration. L’inclusion du terme de droite dans le terme de gauche est
évidente. Considérons réciproquement un point x∞ dans cd(f∞). Le morphisme
f∞ a une section sur un sous-schéma de présentation finie Z∞ contenant x∞. Le
morphisme et la section se descendent par passage à la limite à un niveau fini α
(cf. [ÉGA IV 8.6.3, 8.8.2]). 
Les quatre énoncés précédents sont valables, mutatis mutandis, lorsque l’on
suppose simplement X cohérent et le morphisme f localement de présentation fi-
nie. Pour référence ultérieure, signalons le lemme de descente d’une section sui-
vant.
PROPOSITION 2.2.6. Soient k′/k une extension finie de corps de degré premier à ℓ et
K/k une extension finie de degré une puissance de ℓ. Posons K′ = k′⊗kK. Si le morphisme
Spec(K′) → Spec(K) possède une section, le morphisme Spec(k′) → Spec(k) possède
également une section : c’est un isomorphisme.
(Notons qu’un morphisme X → Spec(k) a une section si et seulement si le
morphisme Xre´d → Spec(k) qui s’en déduit a une section.)
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Démonstration. Cela résulte du fait que l’image de k ′ dans K par le morphisme
composé k′ → K ′ → K, où la seconde flèche est la rétraction dont on suppose
l’existence, est à la fois de degré premier à ℓ et de degré une puissance de ℓ sur k.

2.3. Topologie des ℓ′-altérations.
2.3.1. On appelle topologie des ℓ′-altérations la topologie de Grothendieck sur
alt/S, notée altℓ′ , définie par la prétopologie engendrée par
(i) les recouvrements étales ℓ′-décomposés ;
(ii) les morphismes propres maximalement ℓ′-finis surjectifs.
Prendre garde au fait que la seconde condition (« maximalement ℓ′-fini »)
porte sur les points maximaux tandis que la première (« ℓ′-décomposé ») sur tous
les points.
REMARQUE 2.3.2. Les familles précédentes ne constituent pas une prétopo-
logie au sens de [SGA4 II 1.3] : la condition de stabilité par composition n’est
pas satisfaite. Les autres conditions le sont, notamment la quarrabilité des mor-
phismes (1.2.6).
2.3.3. La topologie alt1′ est appelée topologie des altérations, notée simplement alt.
2.3.4. Notons pour référence ultérieure que si (Xi → X) est une famille altℓ′-
couvrante dans alt/S et S′ → S est un morphisme plat de source un schéma loca-
lement nœthérien, la famille (Xi ×S S′ → X ×S S′) de morphismes dans alt/S′ est
également altℓ′-couvrante (cf. 2.1.1, 1.1.5).
3. Formes standards
Dans ce paragraphe, on fixe un schéma nœthérien S et X un objet de alt/S.
3.1. Topologie étale. Le cas ℓ = 1 de l’énoncé ci-dessous est un prototype
bien connu des résultats que nous allons établir.
PROPOSITION 3.1.1. Toute famille couvrante (Ui → X)i∈I pour la topologie étale
ℓ′-décomposée est dominée par une famille altℓ′-couvrante du type
(Vi → Y → X)i∈I
où Y → X est fini, maximalement ℓ′-fini, surjectif et (Vi → Y)i∈I est un recouvrement
étale complètement décomposé. Si ℓ = 1, on peut supposer que (Vi → Y)i∈I est un
recouvrement par des ouverts de Zariski.
Démonstration. On peut supposer l’ensemble I fini (2.2.4) et X intègre. Par pas-
sage à la limite, on peut supposer de plus X normal, de corps des fractions ayant
un groupe de Galois (absolu) pro-ℓ. (Le schéma X n’est donc pas nécessairement
nœthérien.) Or, un morphisme étale ℓ′-décomposé d’un tel schéma est nécessai-
rement complètement décomposé car le groupe de Galois des corps résiduels est
également pro-ℓ. Pour le complément lorsque ℓ = 1, cf. p. ex. [Orgogozo, 2006,
lemme 10.3]. 
3.1.2. Il résulte immédiatement de la proposition précédente que dans la dé-
finition du §2.3, on peut remplacer dans (i) la condition d’être ℓ′-décomposé par
celle d’être complètement décomposé (resp. de Zariski, si ℓ = 1).
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3.2. Topologie des altérations. Dans ce sous-paragraphe, on fixe un nombre
premier ℓ.
THÉORÈME 3.2.1. Supposons X irréductible et quasi-excellent. Toute famille cou-
vrante pour la topologie des ℓ ′-altérations de X est dominée par une famille couvrante du
type suivant :
(Vi → Y → X)i∈I,
où Y est un schéma intègre, Y → X est propre et surjectif de degré générique premier à ℓ
et (Vi → Y)i∈I est un recouvrement pour la topologie complètement décomposée. Si de
plus ℓ = 1, on peut supposer que (Vi → Y)i∈I est un recouvrement par des ouverts de
Zariski.
L’hypothèse de quasi-excellence est très certainement superflue (procéder par
passage à la limite).
Commençons par la démonstration du cas particulier ℓ = 1, bien qu’il résulte
du cas général (joint à 3.1.1 pour le complément).
Démonstration dans le cas où ℓ = 1. On peut supposer l’ensemble I fini. D’après
3.1.1, il suffit de montrer que si (Ui → X)i∈I est un recouvrement de X par des
ouverts de Zariski et (Xi → Ui)i∈I une collection de morphismes propres et sur-
jectifs, il existe un morphisme propre et surjectif Y → X dans alt/S et un recouvre-
ment par des ouverts de Zariski (Vi → Y)i∈I tels que chaque morphisme composé
Vi → X se factorise à travers Xi → X. Choisissons pour chaque i une compac-
tification Xi → X de Xi → X ; on a Xi|Ui = Xi. Posons Y = X1 ×X · · · ×X Xr, où
I = {1, . . . , r}, et V1 = X1 ×X X2 ×X · · · ×X Xr, V2 = X1 ×X X2 ×X X3 ×X · · · ×X Xr,
etc. Les ouverts Vi recouvrent le schéma X, qui est propre et surjectif sur X. Par
projection sur le i-ième facteur, chaque Vi s’envoie sur Xi. Quitte à appliquer le
foncteur T 7→ Tmd (1.2.5), qui transforme un morphisme propre et surjectif (resp.
un recouvrement de Zariski) en un morphisme propre et surjectif (resp. en un
recouvrement de Zariski) (cf. 1.2.8), on obtient un recouvrement du type désiré
dans alt/S. Si X est irréductible, on peut supposer Y intègre. 
Démonstration dans le cas général. Il suffit de vérifier que si (Ui → X)i∈I est
un recouvrement étale complètement décomposé de X et (Xi → Ui)i∈I une col-
lection de morphismes propres, surjectifs, maximalement ℓ′-finis, il existe une
famille comme dans l’énoncé la dominant. On peut supposer l’ensemble I fini
et le schéma X intègre et même normal compte-tenu de l’hypothèse de quasi-
excellence. Il est également loisible de supposer les Ui connexes. Notons qu’ils
sont normaux. Observons d’autre part que l’on peut supposer les morphismes
Xi → Ui finis, surjectifs, plats et de degré générique premier à ℓ : chaque Xi → X
étant génériquement plat (X est réduit), quitte à remplacer X par unemodification
X ′ → X, on peut les platifier ([Raynaud & Gruson, 1971], I 5.2.2), ce qui les rend
finis. Quitte à ne considérer qu’une seule composante irréductible de chaque Xi,
de degré générique premier à ℓ et à la normaliser, on peut supposer les Xi nor-
maux connexes. Résumons :
— les schémas X, Ui et Xi sont normaux intègres de corps des fractions notés
respectivement K, Ki et K′i ;
— les morphismes Xi → Ui sont finis de degrés génériques premiers à ℓ.
Soit L une clôture quasi-galoisienne sur K d’une extension composée des K′i,
et considérons XL le normalisé de X dans L. De même, considérons pour chaque
i, le produit fibré UiL = Ui ×X XL (resp. le produit fibré réduit normalisé XiL =
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(Xi×XXL)νre´d). Compte tenu du choix de L, pour chaque i le morphisme XiL → UiL
a une section au-dessus de Spec(L). Ce dernier étant fini et UiL étant normal, la
section s’étend en une section σi : UiL → XiL. Soit maintenant un ℓ-Sylow Sℓ de
Aut(L/K) = G et notons p la caractéristique du corps K. Si ℓ = p, les extensions
K ′i/K sont donc étales de sorte que l’on peut supposer L/K étale donc galoisienne ;
l’extension LSℓ/K est alors de degré (G : Sℓ), premier à ℓ. Si ℓ 6= p, l’extension LSℓ/K
est de degré (G : Sℓ) multiplié par une puissance de p ; c’est donc également un
entier premier à ℓ. Comme ci-dessus, notons XLSℓ le normalisé de X dans L
Sℓ ,UiLSℓ
(resp. XiLSℓ ) le produit fibré (resp. réduit normalisé) de Ui (resp. Xi) avec XLSℓ
au-dessus de X. Le morphisme XLSℓ → X est fini, de degré générique premier à ℓ.
D’après ce qui précède on a pour chaque i un diagramme commutatif de schémas
normaux :
XiLSℓ
premier à ℓ

XiL

oo
UiLSℓ XiLpuiss. de ℓ
oo
σi
ZZ
En considérant isolément les composantes irréductibles du schéma normal UiLSℓ
et, pour chacune d’entre elles, un point maximal de XiLSℓ de degré générique pre-
mier à ℓ au-dessus, on montre immédiatement (cf. proposition 2.2.6) qu’il existe
une section UiLSℓ → XiLSℓ . Cela achève la démonstration de la proposition car les
UiLSℓ forment un recouvrement pour la topologie complètement décomposé du
schéma XLSℓ , irréductible, de degré générique premier à ℓ sur X. 
REMARQUES 3.2.2. (i) Une famille couvrante pour la topologie des ℓ′-
altération le reste après changement de base dans alt/X.
(ii) Il résulte du théorème que l’on obtient la même topologie si l’on rem-
place la condition (i) de 2.3 par la condition d’être un recouvrement étale
complètement décomposé. Esquissons une preuve légèrement différente.
En passant à la limite sur les Y comme dans le théorème précédent (ℓ′-
altération de X) on obtient un schéma normal dont le corps des fonctions
a un groupe de Galois absolu pro-ℓ. Cette propriété passe aux corps rési-
duels (vérification triviale) si bien qu’un revêtement étale ℓ′-décomposé
est même nécessairement complètement décomposé.
Nous ferons également usage de la variante suivante du théorème précédent.
THÉORÈME 3.2.3. Supposons X irréductible et quasi-excellent. Toute famille cou-
vrante pour la topologie des ℓ ′-altérations de X est dominée par une famille couvrante du
type suivant :
(Wi → Vi → Y → X)i∈I,
où tous les schémas sont irréductibles, Y → X est propre birationnel, (Vi → Y)i∈I est un
recouvrement pour la topologie complètement décomposée, et les morphismes Wi → Vi
sont finis, plats, de degré premier à ℓ.
Un énoncé semblable est également valable si X n’est pas irréductible : consi-
dérer le coproduit de ses composantes irréductibles.
Esquisse de démonstration. Par platification, il suffit demontrer le résultat d’échange
suivant : si Y → X est fini, plat, de degré générique premier à ℓ et (Vi → Y)i∈I est
un recouvrement étale complètement décomposé, il existe un recouvrement étale
complètement décomposé (Uj → X)j∈J et des morphismes Zj → Wj, finis, plats,
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de degré premier à ℓ tels que la famille de morphismes composés (Zj → X) do-
mine celle des (Vi → X). Par passage à la limite, on peut supposer X hensélien.
Par hypothèse, il existe une composante connexe Y0 de Y qui est plate de degré
premier à ℓ sur X. Le schéma Y0 étant local hensélien, il existe un indice i tel que la
restriction du morphisme Vi → Y à Y0 ait une section, de sorte que le morphisme
composé Y0 → X se factorise à travers Vi. Cela permet de conclure. 
4. Applications
4.1. Sorites.
PROPOSITION 4.1.1. SoientX un schéma nœthérien, x un point deX, (Xi → X)i=1,...,n
un recouvrement pour la topologie des altérations et, pour chaque indice i, un ouvert
X0i →֒ Xi contenant la fibre (Xi)x. Il existe un voisinage ouvert de Zariski U de x tels que
la famille (X0i |U → U)i soit alt-couvrante.
Un cas particulièrement utile — et auquel on pourrait se ramener d’après la
proposition suivante — est celui où X est local de point fermé x, de sorte que
U = X.
Démonstration. D’après le théorème 3.2.1, la famille (Xi → X)i est dominée par
une famille (Vj →֒ Y → X)j où f : Y → X est notamment propre et surjectif, et les
(Vj → Y)j sont un recouvrement ouvert de Y. Soit Y0j l’image inverse de X0i →֒ Xi
par une factorisation Vj → Xi. Par hypothèse, au-dessus du point x de X, Y0j et Vj
coïncident, de sorte que (Y0j )j est une famille d’ouverts de Y recouvrant la fibre Yx.
Leur réunion Y0 est un ouvert de Y, contenant cette fibre, et on vérifie aussitôt que
l’ouvert U = X − f(Y − Y0) de X convient. 
PROPOSITION 4.1.2. Soit (Xα)α∈A un système projectif filtrant de schémas nœthé-
riens affines à morphismes de transitions dominants. On suppose que la limite X =
limαXα est un schéma nœthérien irréductible sur lequel un nombre premier ℓ est in-
versible. Alors, toute famille altℓ ′-couvrante de X est dominée par l’image inverse d’une
famille altℓ ′-couvrante de l’un des Xα.
Démonstration. D’après le théorème 3.2.1, joint au fait que les diagrammes de
morphismes se descendent, il suffit de démontrer le théorème dans les cas par-
ticuliers suivants : la famille couvrante est constituée d’un unique morphisme
propre surjectif de degré générique premier à ℓ ou bien elle est finie, couvrante
pour la topologie étale complètement décomposée. Traitons le premier cas. D’après
[ÉGA IV 8.10.5] (vi, xii), tout morphisme propre et surjectif Y → X se descend en
un morphisme propre et surjectif Yα → Xα (α suffisamment grand). Vérifions
que l’on peut supposer Yα ∈ Ob alt/Xα. D’après [ÉGA IV 8.4.2], on peut suppo-
ser Xα irréductible et X → Xα maximalement dominant. Il en résulte, puisque la
flèche Ymd → Y est un isomorphisme, que le morphisme Y → Yα se factorise à
travers (Yα)md →֒ Yα. On peut donc supposer le morphisme Yα → Xα maxima-
lement dominant. Soit ηα le point générique de Xα. On doit vérifier que la fibre
générique (Yα)ηα est intègre, finie de degré premier à ℓ sur ηα. Cela résulte du fait
qu’elle l’est après changement de base par η → ηα, où η est le point générique
de X. Traitons maintenant le cas d’un recouvrement étale, complètement décom-
posé (Ui → X)i∈I (I fini). D’après [ÉGA IV 17.7.8] (ii) et [ÉGA IV 8.10.5] (vi),
cette famille provient d’une famille (Uiα → Xα)i∈I couvrante pour la topologie
étale d’un Xα, pour α suffisamment grand. D’après 2.2.5, si pour tout β ≥ α on
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note fβ le morphisme Xβ ×Xα
∐
iUiα → Xβ et πβ le morphisme X → Xβ, on a
X =
⋃
β≥α π
−1
β
(
cd(fβ)
)
. C’est une réunion croissante d’ouverts du compact Xcons ;
pour β assez grand on a donc X = π−1β
(
cd(fβ)
)
. Il résulte de [ÉGA IV 8.3.11] que
cd(fβ) = Xβ pour β assez grand : sur Xβ le recouvrement étale est donc complè-
tement décomposé. 
4.2. Caractérisation ponctuelle. Terminons par une caractérisation de la to-
pologie des altérations, semblable à la caractérisation de la topologie étale à l’aide
des anneaux locaux strictement henséliens.
THÉORÈME 4.2.1 ([Goodwillie & Lichtenbaum, 2001], 3.5). SoientX un schéma
nœthérien et Y un objet de alt/X. La flèche Y → X est couvrante pour la topologie des
altérations si et seulement si elle est valuativement surjective au sens suivant : tout mor-
phisme maximalement dominant Spec(V)→ X, où V est un anneau de valuation à corps
résiduel algébriquement clos se relève en un morphisme Spec(V)→ Y.
REMARQUE 4.2.2. On dispose d’un analogue du théorème 4.2.1, où l’on rem-
place le point générique géométrique η (resp. la condition que le corps des frac-
tions est algébriquement clos) par le quotient η/H oùH est un ℓ-Sylow deAut(κ(η)/κ(η))
(resp. la condition que le corps des fractions est parfait de groupe de Galois ab-
solu un pro-ℓ-groupe).
Démonstration. Montrons que la condition est nécessaire. D’après le théorème
précédent, on peut supposer Y → X propre et surjectif. (Le cas où Y est associé
à un recouvrement par des ouverts de Zariski est trivial car Spec(V) est local.)
Notons ηV le point générique de Spec(V). Le morphisme ηV → X se relève en
un morphisme (non unique) ηV → Y d’après le Nullstellensatz, car Y → X est
surjectif et κ(ηV) algébriquement clos. Il résulte du critère valuatif de propreté que
le morphisme ηV → Y s’étend en un X-morphisme Spec(V) → Y. (Remarquons
qu’il n’est pas nécessaire de supposer Spec(V)→ Xmaximalement dominant.)
Montrons que la condition est suffisante. On peut supposer pour simplifier
X affine intègre, de point générique noté η. On peut également supposer Y af-
fine, de sorte qu’il existe une immersion ouverte Y →֒ Y dans un schéma propre
et surjectif sur Y. Choisissons enfin un point générique géométrique η → X et
considérons l’espace de Zariski-Riemann ZRη(X), limite des espaces annelés X ′,
où X ′ est un schéma intègre, propre et surjectif, muni d’un X-morphisme η→ X ′.
On peut montrer qu’il est quasi-compact (cf. op. cit. ou [Zariski & Samuel, 1975],
chap. VI, th. 40 pour une variante) et que si X = Spec(A), l’application qui à un
anneau de valuation A ⊆ V ⊆ κ(η) associe le point de ZRη(X) correspondant par
le critère valuatif de propreté est une bijection.
Tout relèvement r : η → Y du point générique géométrique de X induit un X-
morphisme η→ Y donc unmorphisme continu πr : ZRη(X)→ Y, qui se factorise à
travers la composante irréductible de Y atteinte par r. Par hypothèse, les ouverts
π−1r (Y), pour r variable, recouvrent ZRη(X). Par quasi-compacité, il existe donc
un nombre fini de relèvements r1, . . . , rn : η → Y tels que ZRη → X se factorise
à travers la réunion des n ouverts images inverses de Y dans le X-schéma propre
et surjectif Z = Y ×X Y × · · · ×X Y (n fois). Par définition de l’espace de Zariski-
Riemann, cette factorisation entraîne que Z est la réunion de ces ouverts. Ainsi,
Y → X peut-être raffiné en un recouvrement par des ouverts de Zariski d’un
schéma propre et surjectif. CQFD. 
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4.3. Réduction des théorèmes d’uniformisation locale au cas hensélien. Rap-
pelons qu’un des objectifs de ce livre est de démontrer les théorèmes d’uniformi-
sation locale VII-1.1 et 0-2 dont nous reproduisons l’énoncé.
THÉORÈME 4.3.1 ([Gabber, 2005b], 1.1). Soient X un schéma nœthérien quasi-
excellent et Z un fermé rare de X. Il existe une famille finie de morphismes (Xi → X)i∈I,
couvrante pour la topologie des altérations et telle que pour tout i ∈ I on ait :
(i) le schéma Xi est régulier et connexe ;
(ii) l’image inverse de Z dans Xi est le support d’un diviseur à croisements nor-
maux stricts.
Par convention, l’ensemble vide est considéré comme un diviseur strictement
à croisements normaux : c’est une somme indexée par l’ensemble vide.
THÉORÈME 4.3.2 (op. cit., 1.3). Soient X un schéma nœthérien quasi-excellent, Z
un fermé rare de X et ℓ un nombre premier inversible sur X. Il existe une famille finie de
morphismes (Xi → X)i∈I , couvrante pour la topologie des ℓ ′-altérations et telle que pour
tout i ∈ I on ait :
(i) le schéma Xi est régulier et connexe ;
(ii) l’image inverse de Z dans Xi est le support d’un diviseur à croisements nor-
maux stricts.
Dans la fin de cet exposé, nous allons nous contenter de démontrer le fait
suivant.
PROPOSITION 4.3.3. Si l’un des théorèmes d’uniformisation est vrai pour tout schéma
X local nœthérien hensélien excellent normal (resp. pour tout schéma X local nœthérien
hensélien excellent normal de dimension au plus un entier d fixé), il est vrai en général
(resp. pour tout schéma nœthérien excellent de dimension finie inférieure ou égale à d).
La réduction au cas où X est local nœthérien complet est bien plus délicate ; elle
fait l’objet de l’exposé suivant.
Démonstration. Supposons le théorème 4.3.1 (resp. 4.3.2) démontré dans le cas
local hensélien excellent. Soit X un schéma nœthérien quasi-excellent et Z un
fermé rare. On peut supposer X normal intègre car le morphisme de normalisa-
tion est couvrant pour la topologie des ℓ ′-altérations et l’image inverse de Z reste
rare. Fixons x ∈ X. D’après [ÉGA IV 18.7.6] l’hensélisé X(x) de X en x est excellent
et Z(x) est un fermé rare de X(x). Il existe donc une famille finie de diagrammes
Y

Yi

oo
X(x) Xioo
dans alt/X(x), où Y est intègre, propre et surjectif (resp. et de degré générique pre-
mier à ℓ) sur X, (Yi → Y) est une famille couvrante pour la topologie de Zariski
(resp. complètement décomposée) et la famille (Xi → X) satisfait les conditions
(i-ii). Il résulte de la démonstration de la proposition 4.1.2 que cette famille de
diagrammes s’étend en famille du même type sur un voisinage étale complète-
ment décomposé U de x dans X. Il reste à vérifier que les propriétés (i) et (ii) sont
bien conservées. Si un morphisme T → X(x) de type fini, avec T régulier, est le
changement de base d’un morphisme V → U de type fini où U est un voisinage
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étale de x, le schéma V est régulier en les points de l’image du morphisme T → V .
(Un schéma local est régulier si et seulement si son hensélisé l’est.) En particulier,
V est régulier en les points de la fibre Vx. Le lieu régulier étant ouvert, on peut
supposer d’après 4.1.1—quitte à rétrécir le voisinageU de x—que V est régulier.
Enfin, il résulte de [ÉGA IV 19.8.1 (ii)] que la propriété d’être un diviseur à croi-
sements normaux stricts se descend si elle est satisfaite à la limite. On conclut par
compacité de X pour la topologie étale complètement décomposée, moins fine
que les topologies alt et altℓ ′ . Le cas respé de la proposition 4.3.3 est un corollaire
immédiat de la démonstration du cas non respé. 
EXPOSÉ III
Approximation
Luc Illusie et Yves Laszlo
1. Introduction
Onmontre ici comment ramener la preuve du théorème d’uniformisation (6.1)
au cas local, noethérien complet (6.2). On utilise pour cela le théorème de Popescu
(qui implique que les anneaux locaux noethériens, henséliens et excellents véri-
fient la propriété d’approximation d’Artin, cf. I-10.3) et des méthodes d’approxi-
mations de complexes de longueur 2 adaptées de [Conrad & de Jong, 2002] (cf.
section 4).
L’exposé oral donné par AlbanMoreau utilisait des résultats (dus à Ofer Gab-
ber) d’approximations de complexes plus forts que ceux utilisés ici (4.5). Une ver-
sion écrite de son exposé a été très utile pour la rédaction de ce texte : nous l’en
remercions. Nous remercions également Fabrice Orgogozo de nous avoir signalé
que l’énoncé [Conrad & de Jong, 2002, 3.1] suffisait pour les applications en vue.
2. Modèles et approximations à la Artin-Popescu
Soit A un anneau local noethérien, m son idéal maximal, A^ son complété. On
suppose A excellent et hensélien. Soit π : S^ = Spec(A^) → S = Spec(A) le mor-
phisme canonique. Pour tout n ≥ 0, on note
in : Sn →֒ S^
l’immersion fermée définie par d’idéal m^n+1 = mn+1A^ de A^. Le composé
πin : Sn → S^→ S
est l’immersion fermée Sn →֒ S définie par l’idéal mn+1.
DÉFINITION 2.1. Soient g : S^→ T et f : S→ T des morphismes de schémas et
n ∈ N. On dira que f et g sont (n+ 1)-proches si leurs restrictions fπin et gin à Sn
coïncident.
Si X est un S^-schéma, on note Xn le Sn-schéma X×S^ Sn → Sn.
Écrivons A^ comme limite inductive suivant un ensemble ordonné filtrant E de
A-algèbres de type fini Aα. On a des diagrammes commutatifs
(2.a) Sα = Spec(Aα)
tα

S^
sα
88rrrrrrrrrrrr π // S
avec tα de type fini et un isomorphisme S^ = lim←−Sα [ÉGA IV3 8.2.3].
DÉFINITION 2.2. Soit X un S^-schéma de type fini et h : X → Y un morphisme
de S^-schémas de type fini.
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Un modèle de X sur Sα est un diagramme cartésien
X //
f


Xα
fα

S^ // Sα
où Xα est de type fini sur Sα.
Un modèle de h sur Xα est un Sα-morphisme hα : Xα → Yα muni d’un
isomorphisme h ∼→ (hα)S^.
Des modèles de X sur Sα existent pourvu que α soit assez grand [ÉGA IV3
8.8.3]. De plus, si Xα, Xβ sont des modèles de X sur Sα, Sβ, il existe γ ≥ α, β et un
Sγ-isomorphisme
Xα ×Sα Sγ ∼−→ Xβ ×Sβ Sγ
(loc. cit.). De même, des modèles hα de h : X → Y sur Sα existent pourvu que
α soit assez grand et les images inverses de tels modèles hα, hβ sur Sγ sont Sγ-
isomorphes pour γ ≥ α, β assez grand.
Si T est un S-schéma et B une A-algèbre, on note T(B) = HomS(Spec(B), T)
l’ensemble des S-points de T à valeurs dans B. D’après le théorème de Popescu
[Popescu, 1986, 1.3], comme A est excellent et hensélien, il vérifie la propriété
d’approximation d’Artin, cf. I-10.3. Donc, comme Sα → S est de type fini, Sα(A)
est dense dans Sα(A^) (pour la topologie m-adique). Il existe donc, pour tout n ≥ 0
une section u : S → Sα de tα qui est n-proche de sα : S^ → Sα. On définit alors Xu
par le diagramme cartésien
(2.a) Xu //
fu


Xα
fα

S
u // Sα
Comme u est n-proche de sα, on a par définition l’égalité
uπin = sαin
de sorte la restriction de Xu → S à Sn s’identifie à Xn → Sn, autrement dit on a un
carré cartésien
(2.b) Xn //
fn


Xu
fu

Sn
in // S
Demême, si X, Y sont de type fini sur S^ et hα est un modèle de h ∈ HomS^(X, Y)
sur Sα, l’image inverse hu : Xu → Yu est un S-morphisme induisant la restriction
hn : Xn → Yn de h au dessus de Sn.
3. Approximations et topologie des altérations
Commençons par un rappel (cf. II-II) sur la topologie des altérations. Soit T un
schéma noethérien. La catégorie alt/T est la sous-catégorie pleine de la catégorie
des T -schémas dont les objets sont les T -schémas réduits de type fini X, dont tout
point maximal s’envoie sur un point maximal de T avec extension résiduelle finie.
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Notons que les morphismes de alt/T envoient point maximal sur point maximal.
On définit deux topologies sur alt/T .
(i) La topologie des altérations est la moins fine pour laquelle les familles sui-
vantes sont couvrantes
(a) les recouvrements ouverts de Zariski ;
(b) les morphismes propres et surjectifs .
Une famille couvrante pour la topologie des altérations sera dite alt-
couvrante.
(ii) Soit ℓ un nombre premier. La topologie des ℓ ′-altérations sur alt/T est la
moins fine pour laquelle les familles suivantes sont couvrantes
(a) les recouvrements étales de Nisnevich ;
(b) les morphismes propres surjectifs X ′ → X tels que pour tout point
maximal η de X, il existe un point maximal η ′ de X ′ au dessus de η
avec ℓ ne divisant pas deg(k(η ′)/k(η)).
Une famille couvrante pour la topologie des ℓ ′-altérations sera dite altℓ ′-
couvrante.
Pour tout T -schéma X dominant, on note Xr le sous-schéma fermé réduit de
X réunion des composantes irréductibles qui dominent une composante irréduc-
tible de T .
PROPOSITION 3.1. On reprend les notations de 2 : soitA un anneau local noethérien,
m son idéal maximal, A^ son complété. On suppose A excellent et hensélien. Soit π : S^ =
Spec(A^) → S = Spec(A) le morphisme canonique.Soit X → S^ un objet non vide de
alt/S^. Supposons de plus S intègre.
(i) Alors, il existe α0 ∈ E, n0 ∈ N tel que pour tout α ≥ α0, tout entier n ≥ n0,
toute section u : S → Sα de tα qui est n-proche de sα : S^ → Sα, tout modèle
(cf. 2.2) Xα de X sur Sα, Xu est à fibre générique finie et le morphisme composé
(Xu)r → Xu → S est un objet non vide de alt/S.
(ii) Supposons X → S^ alt-couvrant. Alors, il existe α0 ∈ E, n0 ∈ N tel que pour
tout α ≥ α0, tout entier n ≥ n0, toute section u : S → Sα de tα qui est
n-proche de sα : S^ → Sα, tout modèle Xα de X sur Sα, le morphisme composé
(Xu)r → Xu → S est alt-couvrant.
(iii) Supposons X→ S^ altℓ ′-couvrant. Alors, il existe α0 ∈ E, n0 ∈ N tel que pour
tout α ≥ α0, tout entier n ≥ n0, toute section u : S → Sα de tα qui est
n-proche de sα : S^ → Sα, tout modèle Xα de X sur Sα, le morphisme composé
(Xu)r → Xu → S est altℓ ′-couvrant.
Démonstration. Observons d’abord que, S étant hensélien et excellent, S^ est
intègre, cf. I-6.3.
Prouvons (i). Comme X → S^ est génériquement fini, il existe a ∈ A^ − {0} tel
que X soit fini, surjectif et libre de rang d > 0 au dessus de l’ouvert non vide
X− V(a). On peut choisir α0 assez grand de sorte que
• a provienne de aα ∈ Aα − {0} pour α ≥ α0 ;
• Xα → Sα soit fini, surjectif ([ÉGA IV3 8.10.5]) et libre de rang d sur Xα −
V(aα) (utiliser [ÉGA IV3 8.5.2]).
Choisissons alors un entier n tel que a 6∈ m^n+1. Pour tout α ≥ α0,m ≥ n, toute
section u qui estm-proche de tα,, on a
u∗(aα) 6∈ mn+1
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et donc u∗(aα) est non nul. Ceci assure que Xu est fini, surjectif et libre de rang d
au dessus de l’ouvert non vide S− V(u∗(aα)) image réciproque de de Sα − V(aα)
par u. Le premier point en découle.
Prouvons (iii) [La preuve de (ii) est en tout point similaire]. On suppose donc
que X → S^ est altℓ ′-couvrant. On sait (II-3.2.1) que X → S^ est dominé dans alt/S^
par un recouvrement standard
Y → X ′ → S^
avec
• Y → X ′ Nisnevich couvrant
• X ′ → S^ propre et surjectif dont la restriction à chaque composante ir-
réductible est dominante et génériquement, le degré générique de l’une
d’elles étant premier à ℓ.
Quitte à remplacer le schéma réduit X ′ par une composante convenable et Y
par le altℓ ′-recouvrement Nisnevich induit, on peut supposer X ′ intègre de degré
générique deg(X ′/S^) = δ premier à ℓ.
Soit η le point générique de S. La construction X 7→ Xr est fonctorielle pour
la sous-catégorie pleine des S-schémas X à fibre générique finie. Or, d’après (i),
pour des choix de modèles et de section u de tα convenables, on sait que Yu, X ′u et
Xu sont à fibre générique finie. On a donc une factorisation
(Yu)r //

(Xu)r

(X ′u)r
// S
Or, toujours d’après (i), on peut en outre supposer que (Yu)r, (X ′u)r et (Xu)r sont
des objets de alt/S. Pour conclure que (Xu)r → S est altℓ ′-couvrant, il suffit de
prouver que pour u convenable (Yu)r → S est altℓ ′-couvrant.
Tenant compte des propriétés de permanence usuelles des modèles [ÉGA IV3
8.8.3 et 8.10.5], la preuve de (i) assure que pour des modèles et u convenables
le X ′u → S est propre et surjectif et que sa fibre générique est de degré premier
à ℓ. Ceci assure que la restriction de X ′u → S à au moins une des composantes
réduites de X ′u dominant S est de degré premier à ℓ. Ainsi, (X
′
u)r → S est bien
altℓ ′-couvrant.
La propriété d’être un recouvrement Nisnevich (resp. propre et surjectif) étant
stable par changement de base, reste à prouver le lemme suivant.
LEMME 3.1.1. Il existe α0 tel que pour tout α ≥ α0, tout modèle Yα → X ′α → Sα de
Y → X ′ → S^ vérifie Yα → X ′α est Nisnevich couvrant.
Démonstration. Dire que Y → X ′ est Nisnevich couvrant, c’est dire qu’il est
lisse, quasi-fini et qu’on a une stratification
∅ = X ′0 ⊂ X ′1 · · · ⊂ X ′n = X ′
avec X ′i fermé de X
′ et Y/X ′ a une section au dessus de X ′i+1 − X
′
i . La conclu-
sion découle immédiatement de cette remarque et des propriétés de permanence
usuelles des modèles [ÉGA IV3 8.8.3 et 8.10.5] et [ÉGA IV4 17.7.8]. 

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Le but de ce qui suit est d’améliorer les résultats topologiques de la propo-
sition 3.1 en montrant que des épaississements convenables des cônes normaux
des fibres spéciales de X (resp. Xu) dans X (resp. Xu) sont isomorphes. Ceci per-
mettra de prouver des énoncés de stabilité de propriétés dans le passage de X à
Xu, en l’occurrence la dimension et la régularité (corollaire 5.4).
4. Gradués supérieurs et approximations de complexes
Soient I un idéal d’un topos annelé (X ,O), F un O-module de X et a un
entier ≥ 1. On pose In = O si n ≤ 0. On définit le module Z-gradué
gr
a
(F ) = ⊕
n∈Z
InF/In+aF
qui est donc la somme
gr
a
(F ) = F/IF ⊕ · · · ⊕F/IaF⊕ IF/Ia+1F ⊕ I2F/Ia+2F ⊕ · · ·
concentrée en degrés ≥ −(a− 1). C’est un O/Ia-module ; de plus, le produit
In ⊗ Im → In+m
induit une structure deO/Ia-algèbreZ-graduée sur gr
a
(O) et gr
a
(F ) est un gr
a
(O)-
module Z-gradué.
On s’intéresse ici au cas où X est le topos de Zariski d’un S-schéma X annelé
par son faisceau structural O et I = m^O .
REMARQUE 4.1. Le morphisme surjectif tautologique gr
a
(O)→ gr
1
(O) a pour
noyau J = Igr
a
(O). On a donc Ja = 0 (puisque J est un OXa−1-module) de sorte
que Ca(X) = Spec(gra(O)) est un épaississement d’ordre a − 1 du cône normal
Spec(gr
1
(O)).
DÉFINITION 4.2. SoientX, Y des S-schémas (resp. des S^-schémas). Un a-isomorphisme
X
∼→a Y est la donnée d’un S-isomorphisme φ : Xa−1 ∼→ Ya−1 et d’un isomor-
phisme de gr
a
(A)-algèbres graduées φ−1gr
a
(OY)
∼→ gr
a
(OX). On dit dans ce cas
que X, Y sont a-proches.
On identifiera alors leurs fibres spécialesX0, Y0 grâce à l’isomorphisme Xa−1
∼→
Ya−1.
4.3. On adapte ici le théorème 3.2 de [Conrad & de Jong, 2002] (et le lemme
clef 3.1 de loc. cit.). Commençons par une définition. Soient B un anneau noethé-
rien et I un idéal de B.
DÉFINITION 4.4. Soit f : M → N un morphisme de B-modules de type fini.
Un entier c ≥ 0 est une constante d’Artin-Rees de f si pour tout n ≥ c on a
InN ∩ Im(f) ⊂ In−cIm(f).
Le lemme d’Artin-Rees assure l’existence d’une constante d’Artin-Rees.
PROPOSITION 4.5. Soient (L•, d•L), (M
•, d•M) des complexes de B-modules libres de
type fini concentrés en degré [−2, 0] avec Li = Mi pour tout i. Soit c une constante
d’Artin-Rees pour d−2L et d
−1
L et n un entier ≥ c. Supposons H−1(L•) = 0 et
d•L = d
•
M mod I
n+1.
Alors :
(i) c est une constante d’Artin-Rees pour d−1M ;
40 III. APPROXIMATION
(ii) H−1(M•) = 0 ;
(iii) L’identité de L0 = M0induit un isomorphisme de gr
n+1−c(B)-modules
gr
n+1−c
(H0(L•))
∼→ gr
n+1−c
(H0(M•));
(iv) De plus, si L0 = M0 = B, l’isomorphisme précédent est un isomorphisme de
gr
n+1−c(B)-algèbres, autrement dit les algèbres H
0(L•) et H0(M•) sont (n +
1− c)-isomorphes.
Démonstration. Les deux premiers points sont prouvés dans le lemme 3.1 de
loc. cit.. Le dernier est trivial. Reste le point (iii).
Pourn = c, c’est le théorème 3.2 de loc. cit. dont on ne fait qu’adapter la preuve
dans le cas n > c. Soitm ∈ Z. On écrit dL, dM pour d−1L , d−1M . Pour δ = dL, dM, on a
grm
n+1−c(Coker(δ)) = I
mL0/(Im+n+1−cL0 + ImL0 ∩ Im(δ))
de sorte qu’il s’agit de montrer l’égalité
Im+n+1−cL0 + ImL0 ∩ Im(dL) = Im+n+1−cL0 + ImL0 ∩ Im(dM)
pour toutm ∈ Z. Soit x ∈ L−1 tel que dL(x) ∈ ImL0.
Supposonsm ≤ c. Comme
dL(x) − dM(x) ∈ In+1L0 etm ≤ c ≤ n,
on a dL(x) − dM(x) ∈ ImL0 de sorte que
dM(x) = dL(x) + dM(x) − dL(x) ∈ ImL0 ∩ Im(dM).
Comme n + 1 ≥ m+ n+ 1− c, on a également
dL(x) − dM(x) ∈ In+1L0 ⊂ Im+n+1−cL0
de sorte que
dL(x) = dL(x) − dM(x) + dM(x) ∈ Im+n+1−cL0 + ImL0 ∩ Im(dM)
et donc
Im+n+1−cL0 + ImL0 ∩ Im(dL) ⊂ Im+n+1−cL0 + ImL0 ∩ Im(dM).
Par symétrie des rôles de dL et dM, on a l’égalité cherchée dans ce cas.
Sim > c, le calcul est analogue. On a (4.4)
ImL0 ∩ Im(dL) ⊂ Im−cdL(L−1)
de sorte que
dL(x) = dL(x
′) avec x ′ ∈ Im−cL−1.
Comme dL − dM = 0 mod In+1, la matrice de dL − dM est à coefficients dans In+1
de sorte que
dL − dM ∈ In+1HomB(L−2, L−1).
On a donc
dL(x
′) − dM(x
′) ∈ In+1Im−cL0 = In+1+m−cL0.
Comme
dM(x
′) = dL(x
′) + dM(x
′) − dL(x
′) = dL(x) + dM(x
′) − dL(x
′),
on a d’une part
dM(x
′) ∈ (ImL0 + In+1+m−cL0) ∩ Im(dM)
n≥c⊂ ImL0 ∩ Im(dM),
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et, d’autre part,
dL(x) = dM(x
′) − dL(x
′) + dL(x
′)+ ∈ Im+n+1−cL0 + ImL0 ∩ Im(dM).
On conclut comme plus haut par symétrie. 
5. Modèles et a-isomorphismes
THÉORÈME 5.1 (Approximation). Soit A un anneau local noethérien, m son idéal
maximal, A^ son complété. On suppose A excellent et hensélien. Soit π : S^ = Spec(A^)→
S = Spec(A) le morphisme canonique. Soit X de type fini sur S. On se donne de plus
α0 ∈ E et un modèle (cf. 2.2)Xα0 deX sur Sα0 . Pour tout α ≥ α0 on note Xα = Xα×Sα0Sα
le modèle de X sur Sα déduit par changement de base. Il existe α1 ≥ α0 et des entiers
n0 ≥ c > 0 tels que pour tout n ≥ n0, α ≥ α1 et toute section u de tα qui est (n + 1)-
proche de sα, il existe un unique (n + 1 − c)-isomorphisme X
∼→n−c Xu au dessus de
l’isomorphisme Xn−c → (Xu)n−c déduit de (2.b).
DÉFINITION 5.2. Dans les conditions précédentes, on dit que (Xα, α, u) (ou, si
aucune conclusion n’est à craindre, Xu) est une approximation de X sur S (à l’ordre
n− c).
L’assertion « Il existe α0, un entier n0 tels que pour tout n ≥ n0, α ≥ α0 et toute
section u de tα qui est (n + 1)-proche de sα, Xu vérifie la propriété P » pourra
parfois être condensée en « Toute approximation Xu assez fine de X vérifie la
propriété P ». On emploiera une terminologie analogue pour les approximations
de S^-morphismes.
Démonstration. Deux (n + 1 − c)-isomorphismes diffèrent par un automor-
phisme
ι : gr
n+1−c(OX)
∼→ gr
n+1−c(OX)
de OXn−c-algèbres graduées. Il est en particulier OS-linéaire. Comme grn+1−c(OX)
est engendré sur gr
a
(OS) par OXn−c , l’automorphisme ι est l’identité. D’où l’uni-
cité.
On peut donc supposer X affine. Comme X est de type fini sur S^, X se plonge
dans l’espace affine
Am
S^
= Spec(A^[t])
de coordonnées t = (t1, · · · , tm) comme le sous-schéma fermé d’idéal
J = 〈P˜1, · · · , P˜N〉
où P˜i ∈ B = A^[t]. Choisissons une résolution partielle du B-module C = B/J par
des B-modules libres de type fini
(5.a) Ba R˜−→ Bb P˜=(P˜i)−−−→ B→ C→ 0
où R˜ est une matrice à coefficients dans B.
Pour α0 assez grand, P˜ et R˜ proviennent dematrices Pα0 , Rα0 à coefficients dans
Bα0 = Aα0[t] telles que PR = 0
de sorte que le fermé F de AmAα0 d’équations Pα0,1 = · · · = Pα0,N = 0 est un modèle
de X sur Sα0 . Comme rappelé dans la section 2, quitte à changer α0 en un indice
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plus grand, on peut supposer qu’on a F = Xα0 . Pour α ≥ α0, note Pα, Rα les
matrices à coefficients dans Bα déduites de Pα0 ,Rα0 par le morphisme
Bα0 = Aα0[t]→ Bα = Aα[t].
Pour tout α ≥ α0, les matrices à coefficients dans B déduites de Pα,Rα par le
morphisme
Bα0 = Aα0[t]→ B = A^[t]
sont les mêmes : on les note P, R.
On s’est ramené, pour α ≥ α0, au cas où
Xα = Spec(Cα) avec Cα = Bα/(Pα).
On dispose donc d’une part d’un complexe (en degrés [-2,0]) de Bα-modules
libres
Lα = (B
a
α
Rα−→ Bbα Pα=(Pi,α)−−−−−→ Bα)
avec H0(Lα) = Cα. Le complexe de B-modules libres de rang fini
L = B⊗Bα Lα = (Ba R−→ Bb P=1⊗Pα−−−−→ B)
est acyclique en degré −1 par construction.
REMARQUE 5.3. A priori, Lα n’a pas de raison d’être acyclique en degré −1,
même pour α grand.
D’autre part, la section u de tα est définie par un morphisme de A-algèbres
u∗ : Aα → A
de sorte que
u∗ mod mn+1 = s∗α mod m^
n+1,
où s∗α : Aα → A^ est défini par sα : S^ → Sα (2.a). Par action sur les coefficients des
polynômes, on obtient un morphisme d’anneau
u¯ : Bα = Aα[t]→ A[t]→ A^[t] = B
d’où un complexe
M = (Ba
u¯(R)−−→ Bb u¯(P)−−→ B)
Par construction, on a
L/mn+1L = M/mn+1M.
On choisit alors une constante d’Artin-Rees c pour Bb P−→ B et on invoque la
proposition 4.5 pour conclure. 
COROLLAIRE 5.4. Soient X, Y des S-schémas noethériens qui sont a-proches. Soit
x ∈ X0 = Y0.
(i) Si a ≥ 1, les dimensions de X et Y en x sont les mêmes.
(ii) Si a ≥ 2 et X régulier en x, alors Y régulier en x.
(iii) Supposons X → S^ de type fini et X régulier. Alors, il existe α0 ∈ E, n0 ∈ N
tels que pour tout α ≥ α0, tout entier n ≥ n0, toute section u de tα qui est n-
proche de sα : S^→ Sα, tout modèle Xα de X sur Sα, le schéma Xu soit régulier
dans un voisinage ouvert de la fibre spéciale.
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Démonstration. Par hypothèses, les cônes normaux de X0, Y0 dans X, Y sont S-
isomorphes. Comme la dimension de X en x est égale à celle de son cône normal
[Matsumura, 1989, 15.9], le premier point en découle.
Supposons maintenant queX, Y soient 2-proches. D’après (i), on sait queX et Y
ont même dimension en x. Comme X, Y sont 2-proches, X1 et Y1 sont isomorphes.
Puisque l’espace tangent de Zariski à X en un point de X0 ne dépend que de
son second voisinage infinitésimal X1, les k(x)-espaces vectoriels cotangents de
Zariski en x à X et Y sont isomorphes, d’où ii).
Pour le dernier point, il suffit d’invoquer les deux premiers et le théorème 5.1
pour conclure qu’une approximation assez fine est régulière au voisinage de la
fibre spéciale. Comme Xu est excellent (puisque de type fini sur S excellent), son
lieu régulier R est ouvert de sorte que R est un voisinage ouvert régulier de la
fibre spéciale. 
REMARQUE 5.5. O. Gabber sait généraliser la proposition 4.5 au cas où les
complexes envisagés sont seulement de type fini sur un anneau noethérien pour
obtenir les proximités de la cohomologie également en degré −2 (et pas seule-
ment en degré 0,−1). Il peut plus précisément montrer des énoncés de proxi-
mité pour les images, noyaux des différentiellesi. Gabber en déduit de nombreux
énoncés de permanence par approximation analogues au corollaire 5.4 . Notam-
ment, si X, Y sont a-proches pour a assez grand, alors X réduit (resp. normal) le
long de X0 entraîne Y réduit (resp. normal) le long de Y0. Cependant, plusieurs
questions naturelles restent suspens comme par exemple la permanence des pro-
priétés Sn, Rn.
6. Réduction au cas local noethérien complet
Rappelons l’énoncé du théorème d’uniformisation
THÉORÈME 6.1 (Uniformisation). Soient T un schéma noethérien quasi-excellent
et Z un fermé rare de T . Soit ℓ un nombre premier inversible sur T . Il existe une famille
finie de morphismes (Xi → T)i∈I et telle que pour tout i ∈ I on ait
(i) La famille finie de morphismes (Xi → T)i∈I est alt-couvrante (resp. altℓ ′-
couvrante) ;
(ii) Xi est régulier et connexe ;
(iii) l’image inverse de Z dans Xi est vide ou le support d’un diviseur à croisements
normaux stricts ;
Nous allons montrer l’énoncé de réduction suivant.
PROPOSITION 6.2. Si (6.1) est vrai pour tout T noethérien, local, complet, alors (6.1)
est vrai.
Démonstration. On peut d’abord supposer T local, excellent et hensélien (rap-
pelons (6.3) qu’un schéma local, hensélien et quasi-excellent est excellent).
En effet, supposons le théorème prouvé dans ce cas. D’après [ÉGA IV4 18.7.6],
l’hensélisé T(t) de T en t ∈ T est excellent et Z(t) est un fermé rare de T(t). On peut
alors trouver une famille finie (fi : Xi → T(t))i∈I vérifiant les 3 propriétés (i)-(iii) du
théorème. La famille fi est dominée par un recouvrement standard f : Y → T ′ →
iLa preuve de cette généralisation a été exposée par A. Moreau lors du séminaire sur les
travaux de Gabber.
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T(t) avec Y → T ′ Zariski (resp. Nisnevich) couvrant et T ′ → T propre et surjectif
(resp. propre et surjectif tels que pour tout point maximal η de T , il existe un point
maximal η ′ de T ′ au dessus de η avec ℓ ne divisant pas deg(k(η ′)/k(η))). D’après
[ÉGA IV3 8.2.2], les fi et f proviennent demorphismes f˜i : X˜i → T˜ où T˜ → T est un
voisinage Nisnevich étale de T en t. La topologie de Nisnevich étant moins fine
que les topologies alt et altℓ ′ (II-3.2.2 (ii)), les propriétés usuelles de passage à la
limite (3.1.1 et[ÉGA IV3 8.4.3], [ÉGA IV4 19.8.1]) permettent de conclure comme
plus haut.
Supposons donc T , schéma local, hensélien, excellent.
Quitte à remplacer S par la somme disjointe de ses composantes réduites, on
se ramène au cas où S est de plus intègre.
On peut supposer de plus S = Spec(A) normal intègre. En effet, comme A est
excellent, le morphisme de normalisation est fini de degré générique 1, donc est
alt-couvrant (resp. altℓ ′-couvrant). Comme A est local intègre et hensélien, A est
unibranche de sorte que le normalisé de A est local, donc intègre puisque normal
et est noethérien hensélien puisque fini sur A.
Comme A est excellent, la normalisation commute à la complétion (6.2) de
sorte que A^ est dès lors normal commeA, donc également intègre puisque normal
et local.
On peut donc supposer T = S avec S schéma local intègre, normal, hensélien
et excellent.
Comme S^ est plat sur S, l’image inverse Z^ de Z est encore un fermé rare de S^.
Choisissons une uniformisation
(X˜i → S^)i∈I ′
de (S^, Z^) comme dans 6.1. D’après 5.1, 3.1 et 5.4, on peut trouver un entier n ≥ 0,
des n-isomorphismes X˜i →n (X˜i)u de sorte que
a) chaque S-schéma (Xi)u est régulier le long de sa fibre spéciale (X˜i)0, donc
au voisinage (le lieu régulier étant ouvert puisque les schémas considérés sont
excellents).
b) la famille ((X˜i)u)r est alt-couvrante (resp. altℓ ′-couvrante).
D’après a), (X˜i)u est régulier au voisinage de la fibre spéciale et y est la réunion
disjointe de ses composantes connexes qui sont intègres. Ainsi, au voisinage de la
fibre spéciale, ((X˜i)u)r est schématiquement la réunion disjointe des composantes
de (X˜i)u dominant S. Comme tout voisinage ouvert de la fibre spéciale (X˜i)0 dans
((X˜i)u)r est alt-couvrant (resp. altℓ ′-couvrant) (II-4.1.1), la famille (Xi → S)i∈I des
composantes connexes de voisinages convenables des (X˜i)0 dans (X˜i)u, i ∈ I ′ vé-
rifie les conditions (i) et (ii).
Soit D ′ l’image inverse de Z^ dans X = ⊔i∈IXi qu’on peut supposer non vide.
Par hypothèse,D = D ′re´d est un diviseur à croisements normaux strict, c’est-à-dire
D =
∑
j∈JDj avec
DK = ∩j∈KDj
régulier de codimension card(J) pour toute partie K ⊂ J. Quitte à augmenter α,
on peut supposer que les Dj ont des modèles sur Sα, ces modèles induisant des
modèles des DJ. Comme u est une section de tα, le schéma Du réunion schéma-
tique des (Di)u est, topologiquement, l’image inverse de Z dans Xu. D’après 5.4,
on peut supposer que chaque (Du)K est régulier de codimension card(K) (par ca-
ténarité de Xi qui est excellent puisque de type fini sur S) de sorte que Du est un
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diviseur à croisements normaux stricts le long de la fibre spéciale. Les lieux régu-
liers de (Du)K et Xu étant ouverts, on peut supposer queDu est un diviseur à croi-
sements normaux stricts au voisinage de la fibre spéciale (caténarité de Xu). 

EXPOSÉ IV
Le théorème de Cohen-Gabber
Fabrice Orgogozo
1. p-bases et différentielles (rappels)
1.1. Définition et caractérisation différentielle.
1.1.1. Pour la commodité du lecteur, et pour fixer les notations, nous rap-
pelons ici quelques résultats bien connus dont nous ferons usage ci-après. Nous
conseillons au lecteur de ne s’y reporter qu’en cas de besoin.
DÉFINITION 1.1.2. Soient k un corps de caractéristique p > 0, K une extension
de k, et (bi)i∈I une famille d’éléments de K. On dit que les (bi) constituent une
p-base de K sur k (resp. sont p-libres sur k) si les monômes
∏
i b
n(i)
i (0 ≤ n(i) < p,
(n(i))i∈I de support fini) forment une base du k(Kp)-espace vectoriel K (resp. sont
linéairement indépendants sur k(Kp)).
Si k = Fp, on parle alors de p-base absolue, ou de p-base s’il n’y a pas d’am-
biguïté. Enfin, on appelle parfois p-monôme un produit comme ci-dessus. Un lien
entre cette notion et la structure des anneaux locaux complets ressort du théo-
rème suivant.
THÉORÈME 1.1.3 ([Bourbaki, A.C., V, §3, nº3, th. 1 b)]). SoientA un anneau local
séparé complet de caractéristique p > 0 et (βi)i∈I une famille d’éléments de A dont les
classes modulo l’idéal maximal mA forment une p-base du corps résiduel A/mA. Il existe
alors un unique corps de représentants de A contenant les éléments βi.
REMARQUE 1.1.4. On peut étendre de façon évidente la notion de p-base au
cas d’un anneau quelconque de caractéristique p > 0, cf. [ÉGA 0IV 21.1-4]. Nous
n’en aurons pas besoin.
1.1.5. On vérifie immédiatement que les (bi)i∈I forment une p-base deK sur k
si et seulement si, pour tout i ∈ I, l’élément bi n’appartient pas au sous-corps
k(Kp, (bj)j 6=i) de K. (Voir p. ex. [ÉGA 0IV 21.4.3].)
1.1.6. Pour toute extension de corps K/k, nous noterons dK/k la différentielle
K→ Ω1K/k.
PROPOSITION 1.1.7. Soient k un corps de caractéristique p > 0, et K une extension
de k. Une famille (bi)i∈I d’éléments de K est une p-base de K sur k si et seulement si les
différentielles dK/k(bi) forment une base du K-espace vectorielΩ1K/k.
Démonstration. Soit B = (bi)i∈I une p-base de K sur k. Tout morphisme (en-
sembliste) ∆ : B → K s’étend de manière unique en une k-dérivation D de K : il
suffit de poserD(bn11 · · ·bnrr ) =
∑
i nib
n1
1 · · ·bni−1i · · ·bnrr et de l’étendre par k(Kp)-
linéarité. Cela est équivalent au fait que les dK/k(bi) forment une base de Ω1K/k.
(Le fait que K soit un corps n’est pas utilisé dans cette implication.) Récipro-
quement, si les dK/k(bi) forment une base, on observe que les p-monômes sont
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k(Kp)-linéairement indépendants : dans le cas contraire on aurait, pour un indice
i convenable, bi ∈ Kp((bj)j 6=i), ce qui se traduirait par une relation linéaire entre
les différentielles. Soit B ′ une p-base de K sur k contenant les bi (loc. cit., 21.4.2) ;
d’après l’implication précédente, on a nécessairement B ′ = (bi)i∈I. 
COROLLAIRE 1.1.8. Soient k un corps de caractéristique p > 0, K une extension de
k. Un élément x de K appartient à k(Kp) si et seulement si dK/k(x) = 0.
1.1.9. Rappelons que le p-rang d’un corps est le cardinal d’une p-base abso-
lue (bien défini en vertu de ce qui précède). On vérifie immédiatement que ce
cardinal (fini ou non) est invariant par extension finie de corps.
1.2. Stabilisation.
LEMME 1.2.1 (cf. p. ex. [ÉGA 0IV 21.8.1]). Soient K un corps, k un sous-corps,
(kα)α∈I une famille de sous-corps de K telle que
⋂
kα = k et filtrante décroissante, c’est-
à-dire telle que pour toute paire d’indices α, β, il existe un indice γ tel que kγ ⊂ kα ∩ kβ.
Soient V un K-espace vectoriel, et (vi) (1 ≤ i ≤ n) une famille finie de vecteurs de V . Si
la famille (vi) est libre sur k, il existe un indice γ telle qu’elle soit aussi libre sur kγ.
LEMME 1.2.2. Soient K un corps de caractéristique p > 0, k un sous-corps et (Kα)α∈I
une famille filtrante décroissante de sous-corps contenants k. Les conditions suivantes
sont équivalentes :
(i)
⋂
α Kα(K
p) = k(Kp) ;
(ii) pour tout ensemble fini {b1, . . . , bn} ⊂ K, p-libre sur k, il existe un indice α
tel qu’il soit p-libre sur Kα ;
(iii) il existe une p-base de K sur k telle que tout sous-ensemble fini soit p-libre sur
un kα pour α convenable ;
(iv) le morphisme canonique Ω1K/k → limαΩ1K/Kα est injectif.
Démonstration. (i)⇒(ii) est une conséquence immédiate du lemme précédent.
(ii)⇒(iii) est trivial (toute p-base convient). (iii)⇒(iv) trivial (utiliser 1.1.7). Vé-
rifions (iv)⇒(i). Soit x /∈ k(Kp). D’après 1.1.8, dK/k(x) 6= 0 de sorte qu’il existe
α tel que dK/kα(x) soit également non nul. D’après loc. cit., cela entraîne que
x /∈ kα(Kp). 
On en déduit le lemme suivant, qui est un cas particulier de [ÉGA 0IV 21.8.5].
LEMME 1.2.3. Soient K un corps de caractéristique p, k un sous-corps et (Kα)α∈I
une famille filtrante décroissante de sous-corps de K contenant k telle que
⋂
α Kα(K
p) =
k(Kp). Pour toute extension finie L de K, on a également
⋂
α Kα(L
p) = k(Lp).
Démonstration. On se ramène immédiatement au cas où L/K est monogène.
Si L/K est (algébrique) séparable, la conclusion résulte immédiatement de l’exis-
tence des isomorphismes canoniquesΩ1L/k
∼→ Ω1K/k⊗KL,Ω1L/Kα ∼→ Ω1K/Kα⊗KL et du
critère (iv) ci-dessus. Dans le cas contraire, L = K(a), où b = ap ∈ K−Kp. On dis-
tingue naturellement deux cas. Premier cas : dK/k(b) = 0, c’est-à-dire b ∈ k(Kp).
Il en résulte que pour toute sous-extension M de L/k, on a l’égalité M(Lp) =
M(Kp, b) = M(Kp). Ainsi,⋂
α
Kα(L
p) =
⋂
α
Kα(K
p) = k(Kp) = k(Lp),
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et la conclusion résulte du critère (i) ci-dessus. Second cas : dK/k(b) 6= 0. On peut
alors compléter {b} en une p-base de K sur k, que l’on note (b, (bi)i∈I). La fa-
mille (a, (bi)i∈I) est alors une p-base de L sur k et on vérifie immédiatement le
critère (iii) ci-dessus : si (b, b1, . . . , bn) est p-libre sur kα, il en est de même de
(a, b1, . . . , bn). 
PROPOSITION 1.2.4 ([Matsumura, 1980b], §30, lemme 6). Soient K un corps de
caractéristique p > 0 et (Kα) une famille filtrante décroissante de sous-corps cofinis
— c’est-à-dire tels que les degrés [K : Kα] soient finis — telle que
⋂
α Kα = K
p. Alors,
pour toute extension finie L/K, il existe un indice β tel que pour tout sous-corps cofini
K′ ⊂ Kβ on ait :
rang
L
Ω1L/K′ = rangKΩ
1
K/K′ .
Démonstration. On souhaite se ramener au cas où L est monogène sur K. Pour
cela considérons une sous-K-extension M de L et posons Mα = Kα(Mp) ⊂ M.
Ce sont des sous-corps cofinis deM et, pour α, β et γ comme dans l’énoncé, on a
Mγ ⊂Mα∩Mβ. En vertu du lemme précédent, appliqué dans le cas particulier où
k = Kp, on a l’égalité
⋂
αMα = M
p. On se ramène au cas où L/M est monogène
(par récurrence) en remarquant également que les extensions Mα/Kα sont finies,
et que pour tout sous-corps K′ de K on aΩ1M/K′ = Ω
1
M/K′(Mp).
Supposons dorénavant l’extension L/K monogène. Si elle est (algébrique) sé-
parable, le théorème est trivial : on aΩ1L/K′
∼← Ω1K/K′ ⊗K L pour tout K′ ⊆ K. Sinon,
L = K(a), où ap = b ∈ K − Kp, et, pour chaque K′ ⊆ K, Ω1L/K′ est naturellement
isomorphe à (
Ω1K/K′/KdK/K′(b)
)⊗KL ⊕ LdL/K′(a).
De plus, dK/Kp(b) et dL/Lp(a) sont non nuls car b (resp. a) n’appartient pas à Kp
(resp. Lp). Puisque Kp =
⋂
Kα (resp. Lp =
⋂
Kα(L
p)) , il existe un β tel que
dK/Kβ(b) 6= 0 (resp. dL/Kβ(a) 6= 0). Il résulte de l’isomorphisme ci-dessus que pour
chaque K′ ⊆ Kβ, on a l’égalité rangLΩ1L/K′ = rangKΩ1K/K′ . CQFD. 
1.2.5. Rappelons enfin que si A et B sont deux anneaux linéairement topolo-
gisés ([ÉGA 0I 7.1.1]), et A → B un morphisme continu, le B-module Ω1B/A est un
B-module topologique, la topologie étant déduite de celle de B⊗A B par restriction
et passage au quotient ([ÉGA 0IV 20.4.3]). Le B-module sous-jacent ne dépend pas
des topologies de A et B. On note Ω̂1B/A son séparé complété ; il est isomorphe à
une limite de Ω1 de morphismes entre anneaux topologiques discrets (loc. cit.,
20.7.4). Pour tout B-module topologique L, le morphisme canonique induit par la
dérivation universelle est un isomorphisme :
Hom.contB(Ω1B/A, L)
∼→ De´r.contA(B, L).
Si B et L sont séparés et complets, le terme de gauche s’identifie canoniquement
à Hom.contB(Ω̂1B/A, L). Comme on le constate dans le cas particulier très simple
où A est un corps et B un anneau de séries formelles, le B-module Ω̂1B/A a des
propriétés de finitude bien plus remarquables que Ω1B/A (loc. cit., exemple 20.7.6
et prop. 20.7.5).
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2. Les théorèmes de Cohen-Gabber en caractéristique > 0
2.1. Le théorème de Cohen-Gabber non équivariant en caractéristique >
0. Le but de ce paragraphe est de démontrer la variante suivante du théorème
de structure des anneaux locaux nœthériens complets [ÉGA 0IV 19.8.8] (ii), dû à
Irving S. Cohen.
THÉORÈME 2.1.1 (théorème de Cohen-Gabber ; [Gabber, 2005a], lemme 8.1).
Soit A un anneau local complet nœthérien réduit, d’égale caractéristique p > 0, équi-
dimensionnel de dimension d et de corps résiduel k. Il existe un sous-anneau A0 de A,
isomorphe à k[[t1, . . . , td]], tel queA soit fini surA0, sans torsion et génériquement étale.
De plus, le morphismeA0 → A induit un isomorphisme sur les corps résiduels.
REMARQUES 2.1.2. Ce résultat apparaît explicitement comme hypothèse, pourA
intègre, dans [ÉGA 0IV 21.9.5]. L’expression « génériquement étale » signifie ici
qu’il existe un ouvert dense de Spec(A0) au-dessus duquel lemorphisme Spec(A)→
Spec(A0) est étale.
2.1.3. La démonstration du théorème, qui est une adaptation au cas non ir-
réductible de [Gabber, 2005a], occupe le reste de cette section. Nous supposerons
par la suite d > 0, sans quoi l’énoncé est évident. Dans les alinéas 2.1.4 à 2.1.11,
nous allons montrer qu’il existe un corps de représentants κ de A tel que le A-
module des formes différentielles complété Ω̂1A/κ soit de rang générique égal à d
sur chaque composante irréductible. En (2.1.12) nous verrons comment en dé-
duire rapidement le théorème.
2.1.4. Soit (bi)i∈E une p-base de k = A/mA. Choisissons des relèvements arbi-
traires βi des bi dans A. Rappelons qu’il existe un unique corps de représentants
κ ⊂ A contenant les βi et se surjectant sur k (cf. [Bourbaki, A.C., IX, §2, nº2, th.
1 a)]). Changer de corps de représentants revient donc à changer les βi. Fixons
également un système de paramètres τ1, . . . , τd de A ; nous ne le changerons qu’à
la fin de la démonstration (2.1.12).
2.1.5. Pour toute partie finie e ⊂ E, posons κe := κp(βi, i /∈ e) ⊂ κ. Les trois
propriétés suivantes sont évidentes :
pour toute partie finie e ⊂ E, [κ : κe] < +∞,
pour toutes parties finies e, e ′ ⊂ E, κe∪e ′ ⊂ κe ∩ κe ′ ,⋂
e⊂E
κe = κ
p.
2.1.6. Soient Spec(A) une composante irréductible de Spec(A), munie de la
structure réduite, et τ1, . . . , τd les images des τi dansA par la surjection canonique
A։ A. Considérons le diagramme d’anneaux :
κe[[τ1
p, . . . , τd
p]] //

κ[[τ1, . . . , τd]] //

A

Lκ,e // Lκ // L
où les flèches horizontales sont les homomorphismes canoniques, et les flèches
verticales les inclusions dans les corps de fractions respectifs. Les flèches hori-
zontales sont injectives et correspondent à des morphismes finis. Pour la seconde,
cela résulte du fait que le moduleA est quasi-fini ([ÉGA 0I 7.4.1]) sur κ[[τ1, . . . , τd]]
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donc de type fini car l’idéal (τ1, . . . , τd)A est un idéal de définition ([ÉGA 0I
7.4.4]). Enfin, les τi sont analytiquement indépendants sur κ : le sous-anneau
κ[[τ1, . . . , τd]] de A est bien un anneau de séries formelles ([ÉGA 0IV 16.3.10]).
On a observé ci-dessus que la famille des κe ⊂ κ, e ⊂ E, satisfait aux hypo-
thèses de la proposition 1.2.4. On vérifie immédiatement qu’il en est de même de
la famille des sous-corps Lκ,e de Lκ ; on a donc l’égalité
(2.a) rang
L
Ω1L/Lκ,e = rangLκΩ
1
Lκ/Lκ,e
,
dès que l’ensemble fini e est suffisamment grand.
Posons Rκ = κ[[τ1, . . . , τd]] et Rκ,e = κe[[τ1p, . . . , τdp]]. Le terme de gauche de
(2.a) est le rang générique du A-module Ω1
A/Rκ,e
, c’est-à-dire le rang de son ten-
sorisé avec L. Remarquons que d’après [ÉGA 0IV 21.9.4], Ω1A/Rκ,e s’identifie au
module A-module Ω̂1
A/κe
de formes différentielles complété. Le terme de droite
est quant à lui le rang du Rκ,e-module libre Ω1Rκ,e/Rκ . Ce dernier est égal à d +
rang
κ
Ω1κ/κe = d + |e| (où | − | désigne le cardinal d’un ensemble), de sorte que la
formule 2.a se réécrit :
(2.b) rang
A
Ω̂1
A/κe
= d+ |e|.
2.1.7. La proposition suivante va nous permettre de modifier le corps des
représentants de façon à pouvoir supposer e vide (de façon équivalente : κe = κ).
PROPOSITION 2.1.8. Il existe une partie finie e de E et des éléments β ′i, pour i ∈ e,
relevant les bi tels que, pour chaque composante irréductible intègre Spec(A) de Spec(A),
les conditions suivantes soient vérifiées :
(i) rang
A
Ω̂1
A/κe
= d+ |e|,
(ii) les images des dβ ′i dans Ω̂
1
A/κe
⊗A L, où L = Frac(A), sont L-linéairement
indépendantes.
L’égalité 2.a (et donc 2.b) étant valable, pour chaque composante irréductible,
dès que e est suffisamment grand, on peut choisir un tel ensemble qui convient
pour chacune d’entre elles. La propriété (i) en découle.
Pour démontrer la propriété (ii), nous utiliserons le lemme élémentaire sui-
vant.
LEMME 2.1.9. Soient A et L comme ci-dessus. Pour tout idéal non nul I de A,
l’ensemble des df ⊗A L, pour f ∈ I, est une famille génératrice du L-espace vectoriel
Ω̂1
A/κe
⊗A L.
Démonstration. Soient f0 ∈ I non nul, et ω0 = df0. Pour tout b ∈ A, d(bf0) =
bω0 + f0db. La famille des d(bf0) ⊗ 1 contient ω0 ⊗ 1 ; d’après la formule précé-
dente, le L-espace vectoriel qu’elle engendre contient donc les db⊗1 pour chaque
b ∈ A. 
Soit {p1, . . . , pc} l’ensemble des idéaux premiers minimaux de A. Pour chaque
j ∈ {1, · · · , c}, posons Aj = A/pj et Xj = Spec(Aj) la composante irréductible in-
tègre de X = Spec(A) correspondante. Notons pour tous i ∈ e et j ∈ {1, . . . , c},
βi,j l’image dans Aj de βi ∈ A. (Rappelons que les βi font partie d’une p-base de
κ ⊂ A.) Nous allons démontrer par récurrence sur j (0 ≤ j ≤ c) qu’il existe des
éléments {mi,j} dans mA, pour i ∈ e, tels que les images des éléments βi + mi,j
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dans chacun des anneaux A1, . . . , Aj aient des différentielles linéairement indé-
pendantes dans chacun des espaces vectorielsΩ1A1/Rκ,e⊗A1FracA1, . . .,Ω1Aj/Rκ,e⊗Aj
FracAj. Pour j = 0, cette condition est vide. Supposons l’assertion démontrée
pour un j ≤ c − 1 et montrons la pour j + 1. Quitte à remplacer βi par βi +mi,j,
on peut supposer que mi,j = 0 pour tout i ∈ e. L’anneau A étant réduit, les
pα forment une décomposition primaire réduite de (0), de sorte que l’idéal qj :=
p1 ∩ · · · ∩ pj (= Ker(A → A1 × · · · × Aj)) n’est pas contenu dans pj+1. Si j > 0,
notons Ij+1 son image dans A = Aj+1(= A/pj+1) ; c’est un idéal non nul. Si j = 0,
on considère mA. D’après (i), rangAΩ̂
1
A/κe
= d + |e| ≥ |e| ; d’autre part, la famille
d(Ij+1) est génératrice dans Ω̂1A/κe ⊗A L (où L = FracA).
LEMME 2.1.10. Soient V un espace vectoriel de dimension aumoinsn, b1, . . . , bn des
vecteurs de V et W une famille génératrice. Il existe une famille w1, . . . , wn d’éléments
deW ∪ {0} tels que les bi +wi soient linéairement indépendants.
Démonstration. Par récurrence immédiate sur n. 
Il existe donc des éléments m ′i,j+1 ∈ Ij+1, i ∈ e, tels que les différentielles
des éléments d((βi mod pj+1) +m ′i,j+1), i ∈ e, soient linéairement indépendantes
dans Ω̂1
A/κe
⊗A L.
Relevons lesm ′i,j+1 en des élémentsmi,j+1 de qj si j > 0, ou de mA si j = 0. Par
construction, ils satisfont la propriété escomptée au cran j+ 1.
2.1.11. Considérons le sous-corps κ ′ := κp(βi, i /∈ e;β ′i, i ∈ e) = κe(β ′i, i ∈
e) ⊂ A, où les β ′i (i ∈ e) sont comme en 2.1.8. Il s’envoie isomorphiquement sur
k = A/mA par réduction : son image contient kp et les images des βi (i /∈ e), β ′i
(i ∈ e), qui constituent une p-base de k. Des égalités 2.b et de la propriété (ii) de
2.1.8, on tire :
rang
A
Ω̂1
A/κ ′
= d,
pour toute composante irréductible intègre Spec(A) de X. Par la suite, nous note-
rons encore κ ce nouveau corps de représentants.
2.1.12. Le A-module Ω̂1A/κ étant de rang générique d sur chaque compo-
sante irréductible, on montre en procédant comme précédemment, qu’il existe
des éléments f1, . . . , fd de A tels que les d(fi mod pα) ⊗Aj FracAj forment une
base de Ω̂1Aj/κ ⊗Aj FracAj pour chaque composante irréductible Spec(Aj) de X.
Quitte à les multiplier individuellement par une puissance p-ième d’un élément
appartenant à mA −
⋃
j pj, on peut les supposer dans mA. Rappelons que l’on a
choisi un système de paramètres τ1, . . . , τd dans A, de sorte que le morphisme
Spec(A)→ Spec(k[[τ1, . . . , τd]]) soit fini.
Posons, pour i ∈ {1, . . . , d},
ti := τ
p
i (1+ fi).
Soient A0 le sous-anneau κ[[t1, . . . , td]] de A, X0 = Spec(A0). Le morphisme X →
X0 est fini : cela résulte du fait que les éléments 1 + fi sont des unités de A. Vé-
rifions qu’il est génériquement étale. L’anneau A étant nœthérien complet, le A-
module de type finiΩ1A/A0 est également complet et coïncide donc avec le module
des formes différentielles complété Ω̂1A/A0 . Les anneauxA0 etA étant métrisables,
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et tout sous-A-module de Ω̂1A/κ étant fermé, la suite
Ω̂1A0/κ⊗̂A0A→ Ω̂1A/κ → Ω̂1A/A0 = Ω1A/A0 → 0
est exacte ([ÉGA 0IV 20.7.17]). Il résulte de l’hypothèse sur les éléments fi et de la
formule
d(ti) = τ
p
i dfi
qu’au-dessus de chaque point maximal de X = Spec(A), la première flèche est
surjective. On en déduit que le A-moduleΩ1A/A0 est génériquement nul, CQFD.
2.2. Le théorème de Cohen-Gabber équivariant en caractéristique > 0.
2.2.1. Nous allons démontrer ici une généralisation du théorème 2.1.1 dans
le cas d’un anneau non nécessairement équidimensionnel, muni d’une action
d’un groupe fini.
THÉORÈME 2.2.2. SoientA un anneau local nœthérien complet réduit, de dimension
d, de corps résiduel κ etG un groupe fini agissant surA avec |G| inversible dans κ. Alors,
il existe un morphisme fini génériquement étale, G-équivariant, κ[[t1, . . . , td]] → A, où
κ→ A relève l’identité de κ et G agit trivialement sur les ti.
Commençons par une proposition.
PROPOSITION 2.2.3. SoitA un anneau muni d’une action d’un groupe finiG d’ordre
inversible sur A et soit B = FixG(A) le sous-anneau des invariants.
(i) L’anneau B est
(a) nœthérien si A l’est ;
(b) réduit si A l’est ;
(c) local d’idéal maximal m ∩ B si A est local d’idéal maximal m, de corps
résiduel isomorphe au sous-corps FixG(A/m) de κ = A/m.
(ii) Le morphisme Spec(A)→ Spec(B) = Spec(A)/G est
(a) fini si A est nœthérien ;
(b) génériquement étale si A est de plus réduit.
Démonstration. (i) Notons Tr lemorphismeB-linéaire Tr : A→ B, x 7→ 1
|G|
∑
g∈G g(x),
parfois appelé « opérateur de Reynolds ». Pour tout idéal I de B, on a IA ∩ B = I.
En effet, l’inclusion I ⊆ IA ∩ B est triviale et l’inclusion opposée résulte du fait
que si x ∈ IA ∩ B, sa « trace » x = Tr(x) appartient, par I-linéarité, à IB = I. On
en déduit immédiatement l’énoncé a). L’énoncé b) est trivial. Si A est local, on a
A − m = A×. Il résulte d’une part que G stabilise globalement m et d’autre part
que FixG(A) − FixG(m) = FixG(A)×. Ainsi, B est maximal d’idéal n = FixG(m).
Enfin, Le morphisme canonique B/n → FixG(κ) déduit de l’inclusion canonique
B/n → κ est un isomorphisme. En effet, si a ∈ A est un relèvement arbitraire
de λ ∈ FixG(κ), l’élément b = Tr(a) en est un relèvement G-équivariant. Ceci
achève la démonstration du c). (ii.a). Nous allons montrer que le morphisme en-
tier Spec(A) → Spec(B) est fini par réduction au cas bien connu où A est un
corps.
❧ Réduction au cas réduit. Soient N le nilradical de A et M = N ∩ B celui
de B. Pour chaque entier i ∈ N, le A/N-moduleNi/Ni+1 est de type fini, carA est
supposé nœthérien, et nul pour i≫ 0. Lemodule gr
N
(A) = ⊕n≥0Ni/Ni+1 est donc
de type fini sur gr0
N
(A) = A/N. Si ce dernier est de type fini sur B/M = gr0
M
(B), il
en est de même de gr
N
(A) sur gr
M
(B) et finalement ([Bourbaki, A.C., III, §2, nº9,
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cor. 1]) de A sur B, par complétude de l’anneau nœthérien B pour la topologie
M-adique.
❧ Réduction au cas d’un produit de corps. SupposonsA réduit et considérons
l’ensemble fini {pi}i∈I des idéaux premiers minimaux de A. Pour chaque i, qi =
pi ∩ B est un idéal premier minimal de B. Cela résulte du théorème de Cohen-
Seidenberg ([Bourbaki, A.C., V, §2, nº1, th. 1 et cor. 2]) et de la transitivité de
l’action de G sur les fibres de Spec(A) → Spec(B) (op. cit., n°2, th. 2). Soit FracA
(resp. FracB) l’anneau total des fractions deA (resp. B) ; c’est un produit de corps
dans lequel A (resp. B) s’injecte, isomorphe au semi-localisé de A en les {pi}i∈I
(resp. {qi}i∈I). Soit S = A −
⋃
i pi ; on a donc FracA = S
−1A. D’après (op. cit.,
§1, n°1, prop. 23), on a FixG(S−1A) = FixG(S)−1B, de sorte que FixG(FracA) =
FracB et A ⊗B FracB ∼= FracA. Supposons FracA fini sur FracB, de sorte qu’il
existe d’après l’isomorphisme précédent un nombre fini n d’éléments de A qui
engendrent FracA sur FracB. Observons que l’opérateur Tr : A → B définit, par
composition avec le produit, un accouplement A ⊗B A → B qui est parfait sur
les anneaux de fractions : on se ramène à montrer que si ei est un idempotent
correspondant au facteur Ki = FracA/pi de FracA, l’élément Tr(ei) est non nul ;
il est en effet égal à |Gi |
|G|
, où Gi est le stabilisateur de ei. Les n éléments ci-dessus
définissent donc un plongement AG-linéaire de A dans Bn. On peut conclure par
nœthérianité.
❧ Réduction au cas d’un corps. Soit donc A =
∏
i Ki un produit fini de corps
et posons X = Spec(A) =
∐
i ηi. Si X = X1
∐
X2, où X1 et X2 sont G-stables,
X/G = (X1/G)
∐
(X2/G) de sorte que l’on se ramène immédiatement au cas
où X/G est connexe, c’est-à-dire où l’action de G est transitive. Pour tout i, no-
tons Gi le groupe de décomposition correspondant. D’après le cas classique (cas
d’un corps), ηi → ηi/Gi est fini étale. Il en résulte que le morphisme X→∐ ηi/Gi
est fini. Enfin, puisque pour tout i, ηi/Gi
∼→ X/G (loc. cit., §2, n°2, prop. 4), le
résultat (ii.a) en découle.
L’énoncé (ii.b) est désormais évident. 
2.2.4. Soient A et G comme dans l’énoncé du théorème 2.2.2. Il résulte de la
proposition précédente l’on a l’égalité dim(B) = dim(A) < +∞, où l’on note B =
FixG(A). Nous noterons d leur dimension commune. Soit B/I le quotient maximal
d-équidimensionnel deB. D’après le théorème de Cohen-Gabber 2.1.1, il existe un
corps de représentants λ →֒ B/I et un système de paramètres t1, . . . , td de B/I tel
que λ[[t1, . . . , td]]→ B/I soit fini, génériquement étale. On peut relever l’inclusion
λ →֒ B/I en une inclusion λ →֒ B : cela résulte par exemple, en caractéristique
résiduelle positive (seul cas non trivial), de la correspondance entre sous-corps
de représentants et relèvements d’une p-base donnée du corps résiduel. Enfin,
on peut relever le système de paramètres de B/I en un système de paramètres
de B : cela résulte, par dévissage, du lemme suivant.
LEMME 2.2.5. SoientA։ B une surjection d’anneaux locaux nœthériens et b ∈ mB
un élément sécant pour B, c’est-à-dire tel que dim(B/b) = dim(B) − 1. Il existe un
relèvement de b dans A sécant pour A.
Pour des généralités sur les suites sécantes, voir par exemple op. cit., chap.
VIII, §3. n°2.
Démonstration. On se ramène immédiatement au cas où B = A/(f), f ∈ A.
Soit a ∈ A un relèvement arbitraire de b ; par hypothèse, on a dim(A/(f, a)) =
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dim(B)−1. Si dim(B) = dim(A)−1, on a nécessairement dim(A/a) = dim(A)−1
car la dimension chute d’au plus un par équation. Dans le cas contraire, f appar-
tient à la réunion
⋃n
i=1 pi, où les pi sont les idéaux premiers de A de cohauteur
dim(A). Supposons que f ∈ p1, . . . , pr, et seulement ces idéaux-ci. La conclusion
ne peut être mise en défaut que si a + (f) ⊆ ⋃ni=1 pi, c’est-à-dire si tous les relève-
ments de b sont non sécants. Pour chaque i ≤ r, on a a /∈ pi car f appartenant à pi,
on aurait dim(A/(f, a)) = dim(A). Il en résulte notamment que r 6= n. Il suffit
donc de montrer que l’hypothèse a + (f) ⊆ ⋃ni=r+1 pi est absurde. On aurait en
effet a+ fm = a+ f · fm−1 ∈ ⋃ni=r+1 pi pour toutm et finalement fm(1− fm−m ′) ∈ pi
pour deux entiersm > m ′ et un indice r + 1 ≤ i ≤ n. On en tire immédiatement
f ∈ pi, ce qui est contraire à l’hypothèse. 
2.2.6. L’extension κ/λ étant étale, car λ = FixG(κ), le morphisme κ → A/m
se relève uniquement en un λ-homomorphisme k → A ; ce morphisme est G-
équivariant. Le morphisme A/B étant fini, génériquement étale, ceci achève la
démonstration du théorème 2.2.2.
3. Autour du théorème de Epp
3.1. Énoncé (rappel).
3.1.1. Si X est un schéma réduit n’ayant qu’un nombre fini de composantes
irréductibles, nous noterons Xnorm. son normalisé ([ÉGA 2 6.3.6–8]).
THÉORÈME 3.1.2 (Helmut Epp, [Epp, 1973], théorème 1.9). Soit T → S un mor-
phisme local dominant de traits complets, de caractéristique résiduelle p > 0. Notons κS
et κT leurs corps résiduels respectifs. Supposons κS parfait et le sous-corps parfait maxi-
mal de κT algébrique sur κS. Il existe une extension finie de traits S ′ → S telle que le
produit fibré réduit normalisé
T ′ := (T ×S S ′)re´dnorm.
ait une fibre spéciale réduite au-dessus de S ′.
REMARQUE 3.1.3. En caractéristique mixte, le produit fibré T ×S S ′ est réduit.
En effet, le morphisme T ′ → S ′ (obtenu par changement de base d’un plat) est
plat, et S ′ est intègre si bien que l’anneau des fonctions de T ′ s’injecte dans l’an-
neau des fonctions de sa fibre générique. Il suffit donc de prouver que cette der-
nière est réduite. Or, en caractéristique nulle, toute extension de corps est sépa-
rable. On vérifie également sans difficulté que la conclusion du théorème est en-
core valable si l’on suppose seulement S complet, mais pas nécessairement T (cf.
loc. cit., §2).
3.2. Sorites.
3.2.1. Nous dirons qu’une extension de corps K/k de caractéristique p > 0
a la propriété de Epp si tout élément du sous-corps parfait maximal de K, Kp∞ :=
∩i≥0Kpn , est algébrique séparable sur k. Pour k parfait, c’est l’hypothèse faite sur
κT/κS dans 3.1.2. Dans ce court paragraphe, on rappelle quelques résultats élé-
mentaires de stabilité pour cette notion. Commençons par un lemme.
LEMME 3.2.2. Pour tout corps K d’exposant caractéristique p > 1, on a, dans une
clôture séparable K
se´p
de K,
(Kp
∞
)
se´p
= (K
se´p
)p
∞
.
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Démonstration. L’inclusion (Kp∞)se´p ⊂ (Kse´p)p∞ est évidente : Kp∞ est parfait
donc toute extension algébrique, en particulier sa clôture séparable (Kp∞)se´p , l’est
également. Comme cette dernière est contenue dansKse´p , elle est également conte-
nue dans son plus grand sous-corps parfait (K
se´p
)p
∞
.
Réciproquement, considérons x ∈ (Kse´p)p∞ , et notons, pour chaque entier n ≥
0, xn sa racine pn-ième dans K
se´p
et fn son polynôme minimal (unitaire). Compte
tenu d’une part de l’expression de fn en fonction des polynômes symétriques en
les conjugués galoisiens de xn et d’autre part de l’injectivité et de l’additivité de
l’élévation à la puissance pn-ième, on a l’égalité f0 = f
(pn)
n , où f
(pn)
n est le polynôme
obtenu à partir de fn en élevant les coefficients à la puissance pn-ième. Il en résulte
que les coefficients du polynôme minimal f0 de x appartiennent à Kp
∞
. 
PROPOSITION 3.2.3 (Cf. [Epp, 1973], §0.4). Soit k un corps d’exposant caractéris-
tique p.
(i) Soient L/K et K/k ayant la propriété de Epp. Alors, L/k a la propriété de Epp.
(ii) Toute extension finie de k a la propriété de Epp.
(iii) Si p > 1, pour tout entier naturel d, l’extension
(
Frac k[[x1, . . . , xd]]
)
/k a la
propriété de Epp.
(iv) Si p > 1, pour toute inclusion k ⊂ A, où A est un anneau local complet noe-
thérien intègre, induisant un isomorphisme sur les corps résiduels, l’extension
(FracA)/k a la propriété de Epp.
Démonstration. Supposons immédiatement p > 1 sans quoi (i) et (ii) sont tri-
viaux.
(i) Par hypothèse on a dans une clôture séparable de L l’inclusion Lp∞ ⊂ Kse´p .
Comme le corps Lp∞ est parfait, on en déduit que Lp∞ ⊂ (Kse´p)p∞ = (Kp∞)se´p ⊂ kse´p ,
où l’égalité résulte du lemme précédent.
(ii) Toute extension étale a tautologiquement la propriété de Epp. D’après (i),
il reste à considérer le cas d’une extension radicielle K/k. Si elle est de hauteur
≤ r, on a Kpr ⊂ k et en particulier Kp∞ ⊂ k ⊂ kse´p .
(iii) Soit A = k[[x1, . . . , xd]] et K son corps des fractions. Montrons que Kp
∞
=
kp
∞
. Comme K est contenu dans k((x1, . . . , xd−1))((xd)), on se ramène par récur-
rence au cas où d = 1. Tout élément non nul de k((t))p∞ a une valuation infini-
ment p-divisible donc nulle, de sorte que k((t))p
∞
− {0} est contenu dans k[[t]]×
et finalement dans kp
∞
par un calcul immédiat. (iv) Cela résulte des observations
précédentes et du théorème de structure de·Cohen. 
4. Le théorème de Cohen-Gabber en caractéristique mixte
4.1. Anneaux de Cohen et lissité formelle (rappels).
4.1.1. Pour la commodité du lecteur, nous énonçons quelques résultats, prin-
cipalement dus à Cohen. Pour les démonstrations, nous renvoyons à [Bourbaki,
A.C., IX, §2] et [ÉGA 0IV §19].
DÉFINITION 4.1.2 ([ÉGA 0IV 19.3.1]). Soit A un anneau topologique. Une A-
algèbre topologique B est dite formellement lisse si pour toute A-algèbre topolo-
gique discrète C, et tout idéal nilpotent I de C, tout A-morphisme continu u : B→
C/I se factorise en B v→ C ϕ։ C/I, où v est un A-morphisme continu et ϕ l’homo-
morphisme canonique.
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On dit aussi que A → B est un morphisme formellement lisse. La proposition
suivante énonce une propriété de relèvement un peu plus générale que celle de
la définition.
PROPOSITION 4.1.3 (loc. cit., 19.6.1). Soient A un anneau topologique, et B un A-
algèbre formellement lisse. Soient C une A-algèbre topologique, I un idéal de C vérifiant
les conditions suivantes :
(i) C est métrisable et complet ;
(ii) I est fermé et la suite (In)n∈N tend vers zéro.
Alors, tout A-morphisme continu u : B → C/I se factorise en B v→ C ։ C/I, où v est
un A-morphisme continu.
Les deux théorèmes suivants donnent deux critères importants de lissité for-
melle.
THÉORÈME 4.1.4 (loc. cit., 19.6.1). Une extension de corps munis de la topologie
discrète est formellement lisse si et seulement si l’extension est séparable.
THÉORÈME 4.1.5 (loc. cit., 19.7.1). Soient A,B deux anneaux locaux nœthériens,
m, n leurs idéaux maximaux respectifs et k = A/m le corps résiduel de A. Munissons A
et B respectivement des topologies m-adique et n-adique. Soit ϕ : A → B un morphisme
local, et posons B0 = B⊗A k. Les propriétés suivantes sont équivalentes :
(i) B est une A-algèbre formellement lisse ;
(ii) B est un A-module plat, et B0 munie de la topologie quotient est une k-algèbre
formellement lisse.
Le théorème suivant, joint au précédent, est à la base de la démonstration de
l’existence des anneaux de Cohen définis ci-après.
Dans les énoncés qui suivent, les anneaux locaux sont munis de la
topologie de l’idéal maximal.
THÉORÈME 4.1.6 (loc. cit., 19.7.2). Soient A un anneau local nœthérien, I un idéal
strict, A0 = A/I, B0 un anneau local nœthérien complet, A0 → B0 un morphisme local
formellement lisse. Il existe alors un anneau local nœthérien complet B, un morphisme
local A→ B faisant de B un A-module plat, et un A0-isomorphisme u : B⊗A A0 ∼→ B0.
DÉFINITION 4.1.7 (loc. cit., 19.8.4 et 5). On appelle anneau de Cohen un anneau
qui est soit un corps de caractéristique nulle, soit un anneau de valuation discrète
complet, de corps résiduel de caractéristique p > 0 et d’idéal maximal engendré
par p.
THÉORÈME 4.1.8 (Cohen, loc. cit., 19.8.6 et 21.5.3). (i) SoientW un anneau
de Cohen de corps résiduel K, C un anneau local nœthérien complet, et I un
idéal strict de C. Alors, tout morphisme local u : W → C/I se factorise en
W
v→ C → C/I, où v est local. De plus, la factorisation est unique si et
seulement siΩ1K = 0.
(ii) Soit K un corps. Il existe un anneau de CohenW de corps résiduel isomorphe
à K. Si W ′ est un second anneau de Cohen, de corps résiduel K′, tout iso-
morphisme u : K ∼→ K′ provient par passage au quotient d’un isomorphisme
v : W
∼→W ′.
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4.1.9. Rappelons que l’hypothèse Ω1K = 0 est équivalente au fait que K est
parfait s’il est de caractéristique > 0 ou bien est une extension algébrique deQ s’il
est de caractéristique nulle.
Signalons que si K est parfait de caractéristique p > 0, le morphisme v de (ii)
est unique. Dans ce cas, W est d’ailleurs isomorphe à l’anneau des vecteurs de
Witt sur K.
4.2. Le théorème de Cohen-Gabber en caractéristique mixte.
4.2.1. SoitA un anneau local nœthérien complet de caractéristique résiduelle
p > 0. Le schéma X = Spec(A) est de manière unique un Spec(Zp)-schéma. No-
tons Xp le sous-schéma fermé de X, fibre au-dessus du point fermé de Spec(Zp).
Nous dirons qu’un ouvert U ⊂ X est p-dense si U ∩ Xp est dense dans Xp.
THÉORÈME 4.2.2. Soit X = Spec(A) un schéma local nœthérien complet normal de
corps résiduel k, de dimension d ≥ 2 et de point générique de caractéristique nulle. Il
existe un morphisme fini surjectif X ′ → X, où X ′ est normal intègre de corps résiduel
k ′, et un morphisme fini surjectif X ′ → Spec(V[[t1, . . . , td−1]]), où V est un anneau de
valuation discrète de corps résiduel k ′, étale au-dessus d’un ouvert p-dense du but.
La suite de ce paragraphe est consacrée à la démonstration du théorème pré-
cédent.
4.2.3. Soit X comme dans l’énoncé. Considérons le sous-corps parfait maxi-
mal k0 = kp
∞ du corps résiduel k de A = Γ(X,OX) et notons W0 = W(k0)
l’anneau des vecteurs de Witt correspondant. Il résulte du théorème de Cohen
qu’il existe un unique morphisme X → S0 = Spec(W0) qui étende le morphisme
Spec(k)→ Spec(k0) entre les points fermés (4.1.8, (i)).
Pour tout point maximal p de la fibre spéciale Xp de ce morphisme, l’anneau
de valuation discrète Ap a pour corps résiduel FracA/p, où l’anneauA/p est local
nœthérien complet intègre de corps résiduel k. D’après 3.2.3 (i) & (iv), l’extension
Frac(A/p)/k0 a la propriété de Epp. De tels idéaux p étant en nombre fini et la
conclusion du théorème de Epp (3.1.2, 3.1.3) étant stable par changement de base
fini car c’est un résultat de lissité formelle, il existe donc un changement de base
fini S ′0 = Spec(W
′
0)→ S0 tel que la fibre spéciale du produit fibré normalisé X ′0 :=
(X×S0 S ′0)norm. = Spec(A ′0) soit réduite en ses points maximaux. (On utilise le fait
que les points maximaux de la fibre spéciale de X ′0 → S ′0 se trouvent au-dessus
des points maximaux de la fibre spéciale de X→ S0 ; cf. p. ex. [ÉGA 0IV 16.1.6].)
D’après le lemme suivant, la fibre spéciale du morphisme X ′0 → S ′0 est alors
réduite.
LEMME 4.2.4. Soit X un schéma nœthérien normal. Tout diviseur de Cartier effectif
génériquement réduit est réduit.
Démonstration. On peut supposer X affine égal à Spec(A) et le diviseur de Car-
tier effectif défini par une fonction f ∈ A. Soient a ∈ A et n ≥ 1 tels que an ∈ fA ;
on souhaite montrer que a ∈ fA. L’anneauA/f étant génériquement réduit, l’élé-
ment a/f de FracA appartient à Ap pour tout idéal premier p contenant f (un tel
idéal est de hauteur 1 s’il est minimal ([Bourbaki, A.C., VIII, §3, nº1 prop. 1])). Il
en est évidemment de même pour f /∈ p. L’anneau A étant normal, ⋂pAp = A
où p parcourt les idéaux de hauteur 1 (cf. loc. cit. VII, §1, n°7, th. 4) de sorte que
a/f ∈ A. CQFD. 
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4.2.5. Notons k ′0 le corps résiduel de W
′
0 , ̟
′ une uniformisante de W ′0, et
considérons une composante connexe X ′ = Spec(A ′) de X ′0 ; c’est un schéma fini
surjectif au-dessus de X. Soit k ′ son corps résiduel. L’inclusion k ′0 →֒ k ′ déduite
du morphisme X ′ → S ′0 est formellement lisse, car k ′0 est parfait, donc se relève
d’après 4.1.5 et 4.1.6 en un morphisme formellement lisseW ′0 → V où V est un an-
neau local complet nœthérien. Cet anneau est un anneau de valuation discrète.
L’anneauA ′/̟ ′ étant réduit, équidimensionnel de dimension d−1, de corps rési-
duel k ′, il existe d’après le théorème de Cohen-Gabber (2.1.1), un relèvement k ′0-
linéaire k ′ →֒ A ′/̟ ′ et des éléments x1, . . . , xd−1 dans l’idéal maximal de A ′/̟ ′
tels que le morphisme induit k ′′[[t1, . . . , td−1]]→ A ′′/̟ ′, envoyant l’indéterminée
ti sur xi, soit fini, génériquement étale en haut et en bas.
Par lissité formelle de W ′0 → V , le morphisme composé V → k ′ → A ′/̟ ′
se relève en un W ′0-morphisme V → A ′. En relevant les xi dans A ′, nous obte-
nons un morphisme V[[t1, . . . , td−1]] → A ′, fini injectif (cf. p. ex. [ÉGA 0IV 19.8.8
(démonstration)]), étale au-dessus du point générique de la fibre spéciale. CQFD.
4.3. Le théorème de Cohen-Gabber premier à ℓ en caractéristique mixte.
THÉORÈME 4.3.1. Soit X = Spec(A) un schéma local nœthérien complet normal de
dimension d ≥ 2, de corps résiduel k de caractéristique p > 0 et de point générique de
caractéristique nulle. Soit ℓ un nombre premier différent de p. Il existe alors :
(i) un schéma local nœthérien intègre normal Y muni d’une action d’un ℓ-groupe
fini H et un morphisme fini surjectif H-équivariant Y → X tel que le quo-
tient Y/H soit de degré (générique) premier à ℓ sur X ;
(ii) un anneau de valuation discrète complet V de même corps résiduel k′ que Y,
de caractéristique mixte, muni d’une action de H compatible avec son action
sur k′ ;
(iii) un morphisme local Y → Y ′ = Spec(V[[t1, . . . , td−1]]) qui soit fini, étale au-
dessus d’un ouvert p-dense de Y ′, et H-équivariant avec action triviale de H
sur les ti.
Cesmorphismes sont représentés dans le diagramme ci-dessous, où toutes les
flèches sont des morphismes finis surjectifs.
Spec(V[[t1, . . . , td−1]]) = Y ′ Y
p-génériquement étale
oo

// Y/H
ordre premier à ℓ
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
X
REMARQUE 4.3.2. Observons que les conditions (i) — (iii) sur les morphismes
Y → X et Y → Y′ n’entraînent pas que le schéma Y/H soit étale au-dessus d’un
ouvert p-dense de Spec(FixH(V)[[t1, . . . , td−1]]) = Y ′/H. Voici un exemple, dû à
Takeshi Saitô. Soient k un corps algébriquement clos de caractéristique p > 0,
W l’anneau des vecteurs de Witt sur k, ℓ un nombre premier différent de p, A =
W[[x, y]]/(xℓy − p). Soient W ′ = W[π]/(πℓ − p) et B le normalisé de A ⊗W W ′,
W ′-isomorphe àW ′[[x, z]]/(xz−π). Le groupeH = µℓ(k) agit sur B, via son action
sur W ′ : ζ · x = x et ζ · z = ζz. Le morphisme Y = Spec(B) → X = Spec(A)
défini par x 7→ x et y 7→ zℓ satisfait les propriétés du théorème car Y/H ∼→ X et
Y → Y ′ = Spec(W ′[[x]]), x 7→ x, est p-génériquement étale. Cependant, Y/H a une
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fibre spéciale isomorphe au schéma non réduit Spec
(
k[[x, y]]/(xℓ · y)). Elle n’est
donc pas étale au-dessus d’un ouvert dense de la fibre spéciale de Y′.
La suite de ce paragraphe est consacrée à la démonstration du théorème pré-
cédent. Notons que si la fibre spéciale Xp de X sur Spec(Zp) est réduite, ce théo-
rème— comme le précédent— résulte simplement du théorème 2.2.2, dans le cas
particulier où le groupe G est trivial : on peut prendre Y = X et H trivial.
4.3.3. Considérons à nouveau le sous-corps parfait maximal k0 du corps rési-
duel k deA etW0 = W(k0) →֒ A l’unique morphisme relevant l’inclusion k0 →֒ k.
SoitWν0 la clôture intégrale deW0 dans A.
LEMME 4.3.4. L’extensionWν0 /W0 est finie, totalement ramifiée.
Démonstration. Soit W ′/W0 une extension finie de traits, où W ′ est contenu
dans A. Le corps résiduel de W ′ est une extension finie de k0 ; c’est donc un
corps parfait, contenu dans k et contenant k0. Il est donc égal à k0 : l’extension
est totalement ramifiée. Le degré de l’extensionW ′/W0 est par conséquent égal à
son indice de ramification, qui est majoré par tout entier N tel que p appartienne
à mNA − m
N+1
A . Si W
′′ est tel que le degré de l’extension Frac(W ′′)/Frac(W0) soit
maximal, on a nécessairement W ′ ⊆ W ′′, comme on le voit immédiatement en
considérant la sous-extension composée, dans Frac(A), des corps des fractions.
Ainsi,Wν0 = W
′′ est fini surW0. 
4.3.5. D’après le théorème de Epp (3.1.2), il existe une extension finie d’an-
neaux de valuation discrète Wν0 → W ′0, que l’on peut supposer génériquement
galoisienne de groupe un groupe fini G, telle que la fibre spéciale sur W ′0 de la
normalisation A ′ deA⊗Wν
0
W ′0 soit réduite. Observons que l’anneauW
ν
0 étant inté-
gralement clos dansA, l’anneauA ′ est local. Notons kν0 (resp. k
′
0) le corps résiduel
deWν0 (resp.W
′
0) et k
′ le corps résiduel deA ′. Choisissons des anneaux de Cohen
I(k ′) et I(k ′G) relatifs aux corps k ′ et k ′G. Il existe un morphisme I(k ′G) → I(k ′)
relevant l’inclusion. Ce morphisme étant fini étale entre anneaux locaux com-
plets donc henséliens, l’action du quotient Gal(k ′/k ′G) de G sur k ′ se relève en
une action I(k ′G)-linéaire sur I(k ′) (cf. p. ex. [Serre, 1968], III, §5, th. 3). Le corps
k ′0 étant parfait, il existe d’après le théorème 4.1.8 un morphisme G-équivariant
W(k ′0) → I(k ′). Soient enfin V = W ′0 ⊗W(k ′0) I(k ′), ̟ une uniformisante de W ′0,
A ′ = A ′/̟A ′ et H un ℓ-Sylow de G. D’après le théorème 2.2.2, il existe un mor-
phisme fini, étale, H-équivariant, ϕ : k ′[[t1, . . . , td]] → A ′, où les ti s’envoient dans
A ′
H
. Le morphisme A ′H → A ′H étant surjectif — comme cela se voit en utilisant
la trace — on peut relever les images des ti en des x ′i dansA
′H. De plus, par lissité
formelle de V/W ′0, on peut relever k
′ → A ′ en un W ′0-morphisme ψ : V → A ′ :
cela résulte par exemple de [ÉGA 0IV 19.3.10]. En procédant cran par cran, et en
considérant des isobarycentres dans les espaces affines définis par le lemme bien
connu suivant, on constate qu’existe même un tel relèvement qui est H-invariant.
LEMME 4.3.6. Soit (A, I) → (B, J) un morphisme formellement lisse, où A (resp.
B) est muni de la topologie définie par son idéal I (resp. J). Soit C ։ C ′ une surjection
de A-algèbres, de noyau N tel que N 2 = IN = 0. Alors, l’ensemble des A-linéaires
relèvements d’un morphisme B→ C ′ à C est soit vide soit un torseur sous De´rA(B,N ).
4.3.7. Le X-schéma Y = Spec(A ′) est bien fini p-génériquement étale sur
Y ′ = Spec(V[[t1, . . . , td]]) si l’on envoie V dans A ′ par ψ comme ci-dessus et les
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variables ti sur les x ′i. Par construction Y est, génériquement sur X, galoisien de
groupe un sous-groupe de G ; son quotient Y/H est donc génériquement d’ordre
premier à ℓ. Ceci achève la démonstration du théorème.

EXPOSÉ V
Algébrisation partielle
Fabrice Orgogozo
1. Préparatifs (rappels)
1.1. Le théorème de préparation de Weierstraß. On trouvera dans [Bour-
baki, A.C., VII, §3, nº7-8] une démonstration du théorème suivant.
THÉORÈME 1.1.1. Soient A un anneau local séparé complet d’idéal maximal m, d >
0 un entier et f ∈ A[[X, T ]] une série formelle, où l’on pose X = (X1, . . . , Xd).
(i) Soit ρ un entier naturel tel que f soit ρ-régulière relativement à T , c’est-à-dire
congrue à (u ∈ A[[T ]]×) · T ρ modulo (m, X). Alors, pour tout g ∈ A[[X, T ]],
il existe un unique couple (q, r) ∈ A[[X, T ]]× A[[X]][T ] tel que g = qf + r et
deg
T
(r) < ρ. De plus, il existe un unique polynôme P = T ρ +
∑
i<ρ piT
i, où
les coefficients pi appartiennent à (m, X)A[[X]], et une unité u ∈ A[[X, T ]]×
tels que f = uP.
(ii) Si f est non nullemodulom, il existe un entier naturel ρ et un automorphisme
A[[T ]]-linéaire c de A[[X, T ]], tel que c(Xi) = Xi + TNi (Ni > 0) et la série
entière c(f) soit ρ-régulière.
1.1.2. Signalons que l’on peut satisfaire la condition (ii) simultanément pour
un nombre fini d’éléments : cf. loc. cit., n°7, lemme 2 où l’on considérera un pro-
duit (fini) de séries formelles.
Nous ferons usage de la propriété suivante des polynômes comme en (ii) ci-
dessus.
LEMME 1.1.3. Soient B un anneau local complet nœthérien et P ∈ B[X] un polynôme
de la forme Xρ +
∑
i<ρ biX
i, où bi ∈ mB et ρ > 0. Alors, le complété (P)-adique de B{X}
s’identifie à B[[X]].
Rappelons que B{X} désigne l’hensélisé en l’origine de l’anneau B[X]. Un po-
lynôme P comme ci-dessus est parfois dit de Weierstraß.
Démonstration. SoientN un entier naturel etQ = PN. Il résulte de 1.1.1 (i), que
l’anneau quotient B[[X]]/(Q) est isomorphe comme B-module à B[X]/(Xdeg(Q)) et
en particulier fini sur B. Par fidèle platitude du morphisme B{X} → B[[X]], on a
QB[[X]] ∩ B{X} = QB{X} de sorte que le B-morphisme B{X}/Q → B[[X]]/Q est
injectif. L’anneau B{X}/Q est donc également fini sur l’anneau complet B ; il est
donc isomorphe à son complété B[[X]]/Q. En faisant tendre N vers l’infini, on
en déduit que le séparé-complété (P)-adique de B{X} est donc isomorphe à celui
de B[[X]] ; ce dernier est isomorphe à B[[X]] puisque deg(P) > 0. 
1.2. Le théorème d’algébrisation d’Elkik.
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DÉFINITION 1.2.1. Une paire (Spec(C), V(J)) est dite hensélienne si pour tout
polynôme f ∈ C[T ], toute racine β de f dans C/J telle que f ′(β) soit une unité
de C/J se relève en une racine dans C.
1.2.2. Il résulte de [Crépeaux, 1967], prop. 2, (iii)⇒(i) et [Raynaud, 1970],
chap. XI, §2, prop. 1, 4)⇒1) (voir aussi [Gabber, 1992], déf. p. 59) que la définition
précédente est équivalente à la définition [ÉGA IV 18.5.5] (relèvement d’ouverts-
fermés). Remarquons que la notion de racine simple introduite dans la définition
est plus forte que celle de [Bourbaki, A., IV, §2, nº1 , déf. 1] et que le relèvement
ci-dessus est nécessairement unique. Notons également que l’idéal I est nécessai-
rement contenu dans le radical de Jacobson de l’anneau C.
LEMME 1.2.3. Soient C un anneau local hensélien d’idéal maximal m, et J ⊆ m un
idéal. La paire (Spec(C), V(J)) est hensélienne.
En particulier, pour B et P comme dans le lemme 1.1.3, la paire (Spec(B{X}), V(P))
est hensélienne.
Démonstration. Soient f et β comme ci-dessus. L’anneau C étant local hensé-
lien, l’image γ de β dans le corps résiduel C/m se relève en une racine α de P.
Notons β ′ son image dans C/J et vérifions que β = β ′. Remarquons tout d’abord
que puisque P ′(α) est une unité de C, P ′(β ′) est une unité de C/J. De plus,
l’égalité P(β) = P(β ′) + (β − β ′)P ′(β ′) + (β − β ′)2b où b ∈ B/J se réduit à
β − β ′ = (β − β ′)2 −b
P ′(β ′)
; si l’on pose x = β − β ′, on a donc x(1 − ax) = 0 pour
un a ∈ C/J. Comme x appartient à m (car β et β ′ ont pour image γ dans C/m), on
a x = 0. 
Terminons ces rappels par l’énoncé du théorème d’algébrisation de Renée El-
kik ([Elkik, 1973a], théorème 5).
THÉORÈME 1.2.4. Soient (X = Spec(A), Y = V(I)) une paire hensélienne avec
A nœthérien, et U le sous-schéma ouvert complémentaire de Y dans X. Notons XŶ le
complété de X le long de Y, Ŷ le fermé correspondant à Y et Û son complémentaire dans
XŶ . Le foncteur X
′ 7→ X ′ ×X XŶ induit une équivalence de catégories entre la catégorie
des X-schémas finis, étales sur U, et la catégorie des XŶ-schémas finis, étales sur Û.
2. Algébrisation partielle en égale caractéristique
2.1. Énoncé.
2.1.1. Soient A un anneau local nœthérien complet et {Ie}e∈E une collection
d’idéaux deA. On dit que la paire (A, {Ie}e∈E) est partiellement algébrisable s’il existe
un anneau local nœthérien complet B de dimension strictement inférieure à celle
de A, une B-algèbre de type fini C, un idéal maximal n au-dessus de l’idéal maxi-
mal de B, et un isomorphisme A ≃ Ĉn tel que les idéaux Ie (e ∈ E) proviennent
d’idéaux de Cn.
THÉORÈME 2.1.2. Soit A un anneau local nœthérien complet réduit d’égale caracté-
ristique qui ne soit pas un corps. Alors, A muni d’un ensemble fini quelconque d’idéaux
est partiellement algébrisable.
2.2. Démonstration.
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2.2.1. Soient X = Spec(A) et I1, . . . , In ⊆ A comme dans l’énoncé. Il résulte
de la définition 2.1.1 que si un idéal I de A est de la forme J1 ∩ · · · ∩ Jr et que les Ji
sont partiellement algébrisables, l’idéal I l’est également. D’après le théorème de
décomposition primaires des idéaux, on peut supposer les Ii primaires.
2.2.2. Notons k le corps résiduel de A et d > 0 sa dimension. D’après IV-
2.1.1 si X est équidimensionnel ou bien IV-2.2.2 (avec G = {1}) dans le cas gé-
néral, il existe un morphisme fini génériquement étale π : X → X0, où X0 =
Spec(k[[t1, . . . , td]]).
2.2.3. Soit I l’un des Ii. Deux cas se présentent.
(i) dim(A/I) = d. L’idéal I est donc un idéal premier minimal de A.
(ii) dim(A/I) < d. L’image de V(I) dans X0 est donc de dimension au plus
d − 1 donc contenue dans un fermé V(gI) où gI ∈ A0 = Γ(X0,OX0) − {0}.
Soient g =
∏
Ii
gIi où Ii ∈ {I1, . . . , In} parcourt le sous-ensemble des idéaux du
second type, et f ∈ A0− {0} telle que le lieu de ramification de π soit contenu dans
V(f). Posons h = gf. D’après 1.1.1 (ii) et (i), quitte à changer de base par un au-
tomorphisme (c’est-à-dire changer les coordonnées), on peut supposer que h est
un polynôme unitaire en td. Considérons le sous-anneau A˜0 = k[[t1, . . . , td−1]]{td}
de A0. Il est hensélien et contient h. D’après les lemmes 1.1.3 et 1.2.3, la paire
(X˜0 = Spec(A˜0), V(h)) est hensélienne. On est donc en mesure d’appliquer le
théorème 1.2.4 et d’en déduire qu’il existe un diagramme cartésien :
X

// X˜

X0 // X˜0
où la flèche verticale de gauche est, par hypothèse, étale hors deV(h) et les flèches
horizontales sont des morphismes de complétion (à la fois pour la topologie h-
adique et celle définie par leurs idéaux maximaux respectifs).
Les idéaux I du premier type (c’est-à-dire premier minimaux) se descendent
à X˜ d’après le lemme suivant.
LEMME 2.2.4. Soit B un anneau local hensélien quasi-excellent de complété noté B̂.
Tout idéal premier minimal de B̂ provient par image inverse d’un idéal premier minimal
de B.
Démonstration. Par restriction à l’adhérence du point générique du fermé, il
suffit de démontrer que le complété d’un intègre hensélien quasi-excellent est
intègre. Ce fait est bien connu et résulte d’ailleurs immédiatement du théorème
d’approximation de Popescu, appliqué à l’équation xy = 0. 
2.2.5. Quant aux idéaux I du second type, il suffit d’observer que chaque
V(I) est fini sur Spec(k[[t1, . . . , td−1]]), donc sur X˜, et d’appliquer le
LEMME 2.2.6. Soient B un anneau local nœthérien, J ⊆ mB un idéal, et B̂ le complété
J-adique de B. Tout quotient de B̂ fini sur B se descend à B.
2.2.7. Admettons momentanément ce lemme et achevons la démonstration
de 2.1.2. Comme on l’a vu, les idéaux I1, . . . , In proviennent d’idéaux de A˜. Cet
anneau est fini — donc a fortiori de présentation finie par nœthérianité — sur l’an-
neau k[[t1, . . . , td−1]]{td}. Ce dernier est l’hensélisé en l’origine de k[[t1, . . . , td−1]][td] ;
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il est isomorphe à la colimite filtrante d’anneaux de type fini sur k[[t1, . . . , td−1]][td]
donc sur l’anneau B = k[[t1, . . . , td−1]]. La conclusion résulte de [ÉGA IV 8.8.2] qui
assure l’existence d’une B-algèbre C comme en 2.1.1 dont proviennent les idéaux
Ii.
2.2.8. Revenons à la démonstration du lemme 2.2.6 ci-dessus. Soit I ⊆ B̂ tel
que B̂/I soit fini sur B. Quitte à remplacer B par B/Ker(B → B̂/I), c’est-à-dire
Spec(B) par l’image schématique de V(I), on peut supposer B → B̂/I injectif,
c’est-à-dire V(I) → Spec(B) schématiquement dominant. Le B-module B̂/I étant
fini, la topologie J-adique sur B̂/I induit la topologie J-adique sur B. Puisque
l’application B → B̂/I est injective, d’image dense, et continue, il en résulte que
B̂/I est le séparé-complété de B pour la topologie J-adique. On a donc I = (0) ; il se
descend tautologiquement à B.
3. Algébrisation partielle première à ℓ en caractéristique mixte
3.1. Énoncé.
THÉORÈME 3.1.1. Soient A un anneau local nœthérien complet normal de carac-
téristique mixte (0, p) de dimension d ≥ 2 et ℓ 6= p un nombre premier. Il existe un
morphisme injectif fini A → A ′ de degré générique premier à ℓ, où A ′ est un anneau
normal intègre dont toute famille finie d’idéaux est partiellement algébrisable.
REMARQUE 3.1.2. Signalons qu’il suffit pour démontrer XIII-1.1.1 d’établir la
variante affaiblie de l’énoncé précédent selon laquelle — en reprenant les nota-
tions de 2.1.1 — tout fermé rare de Spec(A ′) ≃ Spec(Ĉn) est ensemblistement
contenu dans l’image inverse d’un diviseur de Spec(Cn).
3.1.3. Reformulation géométrique. Soit X un schéma local nœthérien complet de
caractéristique mixte, de dimension d ≥ 2 et soit {Zi}i∈I une famille finie de fermés
de X. Pour tout nombre premier ℓ inversible sur X, il existe un diagramme
X X′
a //πoo Y
f

S
où :
• S est un schéma nœthérien régulier complet de caractéristique mixte et
de dimension d− 1 ;
• X′ est un schéma local normal ;
• π est un morphisme fini de degré générique premier à ℓ ;
• f est un morphisme de type fini ;
• a induit un isomorphisme entre X′ et le complété de Y en un point fermé
de la fibre spéciale de f,
et des fermés Fi de Y tels que π−1(Zi) = a−1(Fi) pour tout i ∈ I.
REMARQUE 3.1.4. Il découle de 2.1.2 que le résultat précédent est également
vrai en égale caractéristique, et que l’on peut alors supposer X = X′.
3.2. Démonstration.
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3.2.1. Soient X = Spec(A) de dimension d ≥ 2 et ℓ comme dans l’énoncé.
D’après le théorème IV-4.3.1, il existe un diagramme commutatif
V[[t1, . . . , td−1]] = B0 // B A
′ = FixH(B)oo
A
OO 88rrrrrrrrrrr
oùV est le spectre d’un anneau de valuation discrète complet d’idéalmaximalmV ,
etH est un ℓ-groupe agissant sur l’anneau normal B, son sous-anneau V , et trivia-
lement sur les variables ti (1 ≤ i ≤ d− 1). De plus, A→ A ′ est une injection finie
de rang générique premier à ℓ et π : Spec(B)→ Spec(B0) est fini, p-génériquement
étale.
3.2.2. Nous allons montrer que toute famille finie d’idéaux de A ′ est par-
tiellement algébrisable. Soit I ′1, · · · , I ′n une telle famille, que l’on peut supposer
constituée d’idéaux primaires (cf. §2).
3.2.3. Soit I ′ l’un des Ii. Deux cas se présentent.
(i) dim(A ′/I + p) = d − 1. Supposons I ′ 6= (0) et notons p l’idéal premier,
nécessairement de hauteur un, pour lequel I ′ est primaire. Par hypo-
thèse, l’idéal premier p contient p ; c’est un idéal premier minimal de
A ′/p. D’autre part, A ′ est normal car B l’est. Il résulte par exemple de
[Serre, 1965], chap. III, C, §1 que I ′ est une puissance symbolique de p,
c’est-à-dire l’image inverse dans A ′ d’une puissance de l’idéal (princi-
pal) pA ′p.
(ii) dim(A ′/(I + p)) < d − 1. L’image de V(I) dans Spec(VH[[t1, . . . , td−1]])
est donc contenu dans un fermé V(gI ′) où gI ′ ∈ VH[[t1, . . . , td−1]] est non
nulle modulo mVH .
Soient g =
∏
I ′i
gI ′i où I
′
i ∈ {I ′1, . . . , I ′n} parcourt le sous-ensemble des idéaux du
second type, et f ∈ V[[t1, . . . , td−1]] − mV telle que le lieu de ramification de π soit
contenu dans V(f). Posons h = gf. D’après le théorème de préparation (1.1.1) et
l’observation lui faisant immédiatement suite, on peut supposer que h est un po-
lynôme de Weierstraß en td−1, H-équivariant. (Rappelons que H agit trivialement
sur les variables). Comme en §2, le morphisme B0 → B se descend donc d’après
1.2.4 en un morphisme B˜0 → B˜, où B˜0 = V[[t1, . . . , td−2]]{td−1}. Le groupe H pré-
servant l’ouvertD(f) de Spec(B0), son action se descend. Le diagramme ci-dessus
se complète donc en un diagramme
V[[t1, . . . , td−2]]{td−1} = B˜0

// B˜

A˜ ′ = B˜Hoo

B0 // B A
′oo
où les flèches verticales sont les morphismes de complétion et les flèches horizon-
tales sont finies.
3.2.4. Les idéaux I ′ du second type se descendent de A ′ à A˜ ′ car A ′/I ′ est
fini sur VH[[t1, . . . , td−2]] donc a fortiori sur A˜ ′ (cf. 2.2.6). Quant aux idéaux du pre-
mier type (puissances symboliques), il suffit d’appliquer le lemme 2.2.4 à la paire
constituée de A˜ ′/p et de son complété A ′/p. Comme en §2, on utilise le fait que
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A˜ ′ soit fini — de type fini suffirait — sur VH[[t1, . . . , td−2]]{td−2} pour descendre,
par passage à la limite, les idéaux à un anneau de type fini sur VH[[t1, . . . , td−2]].
EXPOSÉ VI
Log régularité, actions très modérées
Luc Illusie
1. Log régularité
1.1. Pour le langage des log schémas nous renvoyons le lecteur à [Kato, 1988],
[Nizioł, 2006], [Gabber & Ramero, 2009]. Saufmention du contraire, les log struc-
tures considérées le seront au sens de la topologie étale. Un log schéma fin (resp.
fs, i. e. fin et saturé) [Kato, 1988] est un schéma muni d’une log structure admet-
tant localement (pour la topologie étale) une carte sur un monoïde fin (resp. fin
et saturé). On note en général MX le faisceau de monoïdes d’un log schéma X,
α : MX → OX le morphisme structural, et MX = MX/O∗X. Sauf mention du
contraire, les log schémas considérés sont supposés localement noethériens.
Dans ce qui suit, X désigne un fs log schéma.
1.2. Soient x un point géométrique de X, d’image x ∈ X, OX,x le localisé strict
de X en x. Notons Ix l’idéal de OX,x engendré par α(MX,x − O∗X,x), CX,x le sous-
schéma fermé de X(x) = SpecOX,x défini par Ix. CX,x est la trace sur X(x) de la strate
de X où le rang deM
gp
est égal à r(x) = rg(M
gp
X,x).
On dit que X est log régulier en x (ou x) si CX,x est régulier et de codimension
égale à r(x) (cette condition ne dépend que de x). On dit que X est log régulier
si X est log régulier en tout point. La définition analogue pour les log schémas
zariskiens est due à Kato [Kato, 1994]. La variante dans le cadre étale a été traitée
par Niziol [Nizioł, 2006]. Nous rappelons ci-après quelques propriétés de cette
notion.
1.3. X est log régulier en x si et seulement si X, muni de la log structure
Zariski MZarX := ε∗MX, où ε : Xe´t → XZar, est log régulier en x au sens de Kato
[Kato, 1994], ([Tsuji, 1997, 4.6], [Nizioł, 2006, 2.4]. En particulier, si X est log ré-
gulier en x, X est log régulier en toute générisation y de X ([Kato, 1994, 7.1]).
Si la log structure de X est triviale, X est log régulier si et seulement si X est
régulier au sens usuel.
1.4. Supposons X log régulier. Soit j : U →֒ X l’inclusion de l’ouvert de tri-
vialité de sa log structure. Alors U est un ouvert dense de X et on a
MX = OX ∩ j∗O∗U
([Nizioł, 2006, 2.6]).
Nous dirons qu’un couple (X, Z) formé d’un schéma X et d’un fermé Z est un
couple log régulier si, pour la log structure sur X définie parMX = OX∩ j∗O∗U, où j :
U →֒ X est l’ouvert complémentaire de Z, X est log régulier et Z est le complément
de l’ouvert de trivialité de sa log structure. La log structure précédente sur X sera
dite associée au couple (X, Z).
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1.5. Supposons X log régulier. Pour i ∈ N, soit X(i) l’ensemble des points x
de X tels que r(x) = i, avec la notation de 1.2. C’est une partie localement fermée,
sous-jacente à un sous-schéma régulier de X, de codimension i, dont la trace sur
X(x), en chaque point géométrique x localisé en x ∈ X(i), est CX,x. On dit que X(i)
est la strate de codimension i définie par le rang deM
gp
. La stratification par les X(i)
est appelée stratification par le rang de M
gp
, ou stratification canonique. Voici deux
exemples.
(i) Si X est un schéma noethérien régulier, muni de la log structure définie par
un diviseur à croisements normaux D, X(i) est l’ensemble des points où passent
exactement i branches deD, i. e. tels que le normalisé deD ait i points au-dessus
de x.
(ii) Si X est une variété torique sur un corps k, de tore T , munie de sa log
structure canonique, X est un log schéma log régulier, l’ouvert de trivialité de la
log structure est T , et X(i) est la réunion des orbites de T de codimension i.
1.6. Supposons X log régulier en x, image du point géométrique x, soient
P = MX,x, k = k(x). Notons que P est un monoïde fs saillant (i. e. tel que P∗ =
0). Soit X̂x le complété de X(x) au point fermé. Alors, d’après [Kato, 1994, 3.2], X
admet une carte modelée sur P en x, qui donne lieu à des isomorphismes
(i)
X̂x
∼→ Spec k[[P]][[t1, · · · , tn]]
si OX,x est d’égale caractéristique,
(ii)
X̂x
∼→ SpecC(k)[[P]][[t1, · · · , tn]]/(f)
si OX,x est d’inégale caractéristique (0, p), où C(k) est un anneau de Cohen pour
k, et f est congru à pmodulo l’idéal engendré par P − {0} et les ti.
1.7. Supposons X log régulier. Alors X est régulier en x, image de x, si et
seulement si Mx ≃ Nr ([Nizioł, 2006, 5.2], voir aussi [Vidal, 2001b, 1.8]). Il en
résulte que l’ensemble des points de régularité de X coïncide avec l’ensemble
des points de régularité du monoïde Mx, et en particulier est ouvert dans X
([Nizioł, 2006, 5.3]). Si X est log régulier et régulier, l’ouvert de trivialité de la
log structure est alors le complément d’un diviseur à croisements normaux.
1.8. Soit f : X→ Y un morphisme de log schémas fs. Si Y est log régulier et f
log lisse, X est log régulier.
L’analogue pour les log structures Zariski est [Kato, 1994, 8.2]. La démonstra-
tion de (loc. cit.) s’applique, mutatis mutandis, dans le cadre étale.
Le corollaire suivant jouera un rôle clé dans l’application des résultats de de
Jong à la démonstration du théorème d’uniformisation de Gabber. Rappelons
que, si S est un schéma, une courbe nodale f : C → S est un morphisme propre
et plat, purement de dimension relative 1, dont les fibres géométriques ont pour
seules singularités des croisements normaux.
PROPOSITION 1.9. Soit (Y, T) un couple log régulier (1.4). Soit f : X → Y une
courbe nodale, lisse au-dessus de Y − T . Soit D un diviseur effectif sur X, de support
contenu dans le lieu de lissité de f, et étale sur Y. Alors le couple (X, f−1(T) ∪D) est log
régulier, et pour les log structures associées, f est un morphisme de log schémas et est log
lisse.
2. REVÊTEMENTS KUMMER ÉTALES 71
La question est locale sur X et l’assertion est triviale sur l’ouvert de lissité de f
et sur f−1(Y − T). Soit x un point géométrique de non lissité de f, d’image y dans
Y. D’après [SGA7 XV 1.3.2] (voir aussi [de Jong, 1996, 2.23], on a
(1.a) OX,x ≃ OY,y{u, v}/(uv− h),
où OY,y{u, v} désigne le localisé strict de SpecOY,y[u, v] au point (u = v = 0) au-
dessus du point fermé de Y(y), et h est un élément de OY,y inversible sur Y − T ,
donc appartenant à MY,y (1.4). Soit c une carte locale de Y en y définie par une
section de MY,y → P := MY,y. Écrivons h = εa, avec ε ∈ O∗Y,y et a ∈ P. Soit Q le
monoïde fs défini par le carré cocartésien
N2 // Q
N
OO
// Z× P
g
OO
,
où la flècheN→ N2 (resp.N→ Z×P) est donnée par 1 7→ (1, 1) (resp. 1 7→ (1, a)).
Le carré
SpecOY,y[u, v]/(uv− h)
d //

SpecZ[Q]
SpecZ[g]

SpecOY,y
c ′ // SpecZ[Z× P]
,
où la flèche c ′ est donnée par c et Z → OY,y, 1 7→ ε, et d par (1, 0) 7→ u, (0, 1) 7→ v
sur N2 et c ′ sur Z × P, est cartésien. Comme c ′ est une carte de Y en y, d est
une carte en x de X muni de la log structure image inverse par f, i. e. définie par
OX∩O∗f−1(Y−T), et (c ′, d, g) est une carte de f. Comme g est injectif et Cokerggp ≃ Z,
f est log lisse en x, et le couple (X, f−1(T) ∪D) est log régulier en x.
2. Revêtements Kummer étales
Dans cette section et la suivante, nous aurons à considérer des action de groupes
sur des schémas ou des log schémas : sauf mention du contraire, il s’agira d’ac-
tions à droite.
2.1. Rappelons quelques définitions (cf. [Illusie, 2002, 3], [Stix, 2002, 3.1],
[Vidal, 2001a]). Un homomorphisme h : P → Q de monoïdes intègres est dit
de Kummer si h est injectif et, pour tout q ∈ Q, il existe n ≥ 1 et p ∈ P tel que
nq = h(p). On dit qu’un morphisme f : X → Y de fs log schémas est de Kummer
si, pour tout point géométrique x de X d’image y = f(x) dans Y, l’homomor-
phisme induit My → Mx est de Kummer. On dit qu’un morphisme f : X → Y
est Kummer étale si f est de Kummer et log étale. On dit que f est un revêtement
Kummer étale si f est de Kummer étale et le morphisme de schémas sous-jacent est
fini.
Le site Kummer étale d’un fs log schéma X est la catégorie des fs log schémas
de Kummer étales au-dessus de X munie de la topologie définie par les familles
surjectives de X-morphismes (lesquels sont automatiquement de Kummer étale).
Pour X connexe, les revêtements Kummer étales de X forment une catégorie ga-
loisienne, équivalente à la catégorie des représentations d’un groupe profini, le
groupe fondamental logarithmique de X, πlog1 (X, x), où x est un point géométrique loga-
rithmique de X, cf. (loc. cit.).
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2.2. Un morphisme f : X → Y de log schémas fs qui est déduit par chan-
gement de base par un morphisme strict g : Y → SpecZ[P] d’un morphisme
SpecZ[h] : SpecZ[Q] → SpecZ[P], où h : P → Q est un homomorphisme de
Kummer entre monoïdes fs tels que le conoyau de hgp soit annulé par un entier
n inversible sur Y, est un revêtement Kummer étale. On dit qu’un tel revêtement
est un revêtement Kummer étale standard.
Un revêtement Kummer étale standard f : X → Y comme ci-dessus est galoi-
siendans le sens suivant : le groupe diagonalisable (étale)G = Hom(Qgp/Pgp,GmY)
opère sur X par automorphismes de Y-log schémas, et le morphisme canonique
X×Y G→ X×Y X, (x, g) 7→ (x, xg),
où le produit au second membre est pris dans la catégorie des fs log schémas, est
un isomorphisme (cf. [Illusie, 2002, 3.2]).
Tout morphisme de Kummer étale est, localement pour la topologie étale, iso-
morphe à un revêtement Kummer étale standard (cf. [Stix, 2002, 3.1.4]). Plus pré-
cisément, si f : X→ Y est un morphisme de Kummer étale surjectif, avec X (resp.
Y) strictement local de point fermé x (resp. y), on a un carré cartésien
X
a //
f

SpecZ[Q]
SpecZ[h]

Y
b // SpecZ[P]
,
où a (resp. b) est une carte de X (resp. Y), et h : P → Q un morphisme de Kum-
mer tel que Cokerhgp soit annulé par un entier n inversible sur Y. Alors f est un
revêtement Kummer étale galoisien de groupe G = Hom(Cokerhgp, µn(k(y))).
2.3. Dans ce cas, l’action de G sur X peut se décrire de la manière suivante.
Soit C = Cokerhgp. La suite exacte
0→ Pgp → Qgp → C→ 0
donne, par application du dual de Cartier Hom(−,Gm), une suite exacte de groupes
diagonalisables
0→ Γ → TQ → TP → 0,
où TP (resp. TQ) est le tore sur Z dual de P (resp. Q), et G est la valeur du groupe
fini constant ΓY . Posons ZP = SpecZ[P], ZQ = SpecZ[Q]. L’accouplement cano-
nique
TP ⊗ Pgp → Gm
définit une famille de caractères
(χp : TP → Gm)p∈Pgp,
qui détermine l’action de TP sur ZP par
g.p = χp(g)p,
pour un point g de TP (à valeurs dans S), et p ∈ P, vu comme un point de ZP
à valeurs dans S. L’action de TQ sur ZQ est décrite de façon similaire, et la carte
a : X → ZQ est équivariante relativement aux actions de G et TQ sur X et ZQ
respectivement : pour g ∈ G et q ∈ Q,
(2.a) g.a∗(q) = χq(g)a∗(q),
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où a∗(q) ∈ MX,x est l’image de q par a. En particulier, G opère trivialement sur
MX,x = MX,x/O
∗
X,x.
Par ailleurs, P = Q ∩ Pgp, donc
P = {q ∈ Q; χq(g) = 1 ∀g ∈ G}.
Ainsi, Y est un quotient deX parG, en tant que log schéma, et en tant que schéma :
OY = (f∗OX)
G ; MY = (f∗MX)
G.
Supposons de plus Y log régulier, de sorte queX l’est également. AlorsG opère
librement au-dessus de l’ouvert (dense) de Y où la log structure est triviale, et fait
deX un revêtement étale galoisien de Y de groupeG. De plus,G opère trivialement
sur la strate CX,x (1.5). Pour le voir, on peut remplacer X (resp. Y) par son complété
en x (resp. y). On peut supposer de plus P saillant, i. e. P∗ = {0} (et même P =
MY,y). Alors Q est également saillant : on a Q = Q∗ ⊕ Q1 avec Q1 saillant, et
Q∗ ∩ P = {0}, donc comme Y ×SpecZ[P] SpecZ[Q1] est local, Q∗ = {0}. D’après 1.6,
la carte (h, a, b) de f permet d’identifier OY,y → OX,x à un homomorphisme de la
forme
k[[t1, · · · , tr]][[P]]→ k[[t1, · · · , tr]][[Q]],
dans le cas d’égale caractéristique (resp.
C[[t1, · · · , tr]][[P]]/(u)→ C[[t1, · · · , tr]][[Q]]/(u)
dans le cas d’inégale caractéristique (p, 0)), où k = k(x) = k(y) (resp. C est un
anneau de Cohen de k, et u est congru à p modulo l’idéal engendré par P − {0}
et les ti), les ti et u étant fixes par G. Les strates CX,x et CY,y sont respectivement
SpecB et SpecA, où A et B sont les réductions de OY,y et OX,x modulo les idéaux
engendrés par P − {0} et Q − {0}. Comme G opère par 2.a sur Q, G opère donc
trivialement sur CX,x, et f : X→ Y induit un isomorphisme CX,x ∼→ CY,y.
3. Actions très modérées
3.1. Soit X un log schéma fs, muni d’une action d’un groupe fini G. On se
propose de dégager des conditions suffisantes sur l’action deG pour que, lorsque
X est log régulier, le quotient de X par G existe comme log schéma et soit log
régulier.
On dit que G opère modérément sur X en un point géométrique x de X localisé
en x, si le stabilisateur Gx de x (groupe d’inertie en x) est d’ordre premier à la carac-
téristique de k(x). On dit que G opère modérément sur X si G opère modérément
en x pour tout x. Ces définitions ne font pas intervenir la log structure de X.
La définition et les résultats qui suivent sont dues à Gabber. On dit que G
opère très modérément sur X en x si les trois conditions suivantes sont satisfaites :
(i) G opère modérément en x ;
(ii) G opère trivialement surMX,x ;
(iii) Gx opère trivialement sur la strate CX,x (1.2).
On dit queG opère très modérément sur X si G opère très modérément sur X en
tout point géométrique.
Le résultat principal est le suivant :
THÉORÈME 3.2. Soit X un log schéma fs log régulier, muni d’une action d’un groupe
fini G. On suppose que G opère de façon admissible sur le schéma sous-jacent à X, libre-
ment sur un ouvert dense, et très modérément. Alors le quotient Y = X/G existe comme
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log schéma, est un log schéma fs log régulier, et la projection f : X→ Y est un revêtement
Kummer étale de groupe G.
Rappelons ([SGA1 V 1]) que dire que G opère de façon admissible signifie
que X est réunion d’ouverts affines stables parG, de sorte que le quotient X/G est
un schéma.
Compte tenu de 2.2, on en déduit :
COROLLAIRE 3.3. Sous les hypothèses de 3.2, pour tout point géométrique x de X
localisé en x, d’image y dans Y, le groupe d’inertie H = Gx en x est abélien, d’ordre
premier à la caractéristique de k(x). Le localisé strict X(x) est un revêtement Kummer
étale du localisé strict Y(y) de groupe H, et le revêtement Kummer étale Y(y) ×Y X induit
sur Y(y) s’en déduit par extension du groupe H à G.
3.4. Nous démontrerons un résultat plus précis que 3.2, pour lequel nous
aurons besoin de la notion suivante. Soient n un entier ≥ 1, G un groupe fini, et
Q un monoïde fs. Supposons donné un homomorphisme
χ : Gab ⊗Qgp → µn := µn(C), g⊗ q 7→ χq(g).
Soit Λ = Z[µn][1/n]. On déduit de χ une action de G sur le log schéma SpecΛ[Q],
caractérisée par
g.q = χq(g)q
pour g ∈ G, q ∈ Q.
Soit X un log schéma fs muni d’une action de G. Par une carte G-équivariante
de X modelée sur χ et Q, on entend un morphisme strict, G-équivariant
c : X→ SpecΛ[Q].
PROPOSITION 3.5. Soit X un fs-log schéma, muni d’une action d’un groupe fini G,
et soit x un point géométrique de X localisé en x. On note H = Gx le groupe d’inertie en
x.
(a) On suppose que les conditions (i) et (ii) de 3.1 sont vérifiées en x. Soit n l’ex-
posant de |H|. Il existe, localement pour la topologie étale au voisinage de x, une carte
H-équivariante de X modelée sur Q = Mx et un homomorphisme χ : Hab ⊗Qgp → µn.
(b) On suppose de plus que G agit très modérément en x, i. e. que H agit trivialement
sur la strate Cx(X). Alors, localement pour la topologie étale au voisinage de x et de son
image y dans Y, le quotient Y = X/H existe comme log schéma, et X est un Y-sous log
schéma fermé strict d’un revêtement Kummer étale standard de Y.
(c) Si, sous les hypothèses de (ii), X est supposé en outre log régulier, alors Y(y) est log
régulier, et X(x) est un revêtement Kummer étale standard de Y(y) de groupe H.
Sous les hypothèses de 3.2, le log schéma de schéma sous-jacent Y = X/G,
muni de la log structure MY = (f∗MX)G est log régulier, et s’identifie, par locali-
sation stricte en y au quotient Y(y) = X(x)/H. Le fait que G opère génériquement
librement implique la dernière assertion de 3.3, et 3.2 s’en déduit.
Par ailleurs, compte tenu de la description locale 2.3 des revêtements Kummer
étales standard, 3.5 implique :
COROLLAIRE 3.6. Sous les hypothèses de 3.5, si X est log régulier et si G agit très
modérément en x, alors G agit très modérément sur X dans un voisinage étale de x.
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3.7. Preuve de 3.5
(a) Considérons la suite exacte de groupes abéliens
(3.a) 0→ O∗X,x →MgpX,x →MgpX,x → 0.
Elle est H-équivariante, et si Q = Mx, Qgp est de type fini sans torsion. Choisis-
sons un scindage s : Qgp →MgpX,x de 3.a (comme suite exacte de groupes abéliens).
Comme H agit trivialement sur Qgp, on a, pour a ∈ Qgp et g ∈ H
g.s(a) = z(g, a)s(a)
avec z(g, a) ∈ O∗X,x. Pour g1, g2 dans H, on a
z(g1g2, a) = (g1z(g2, a)).z(g2, a),
en d’autres termes, g 7→ (a 7→ z(g, a)) est un 1-cocycle
z ∈ Z1(H,Hom(Qgp,O∗X,x)).
L’image [z] de z dans H1(H,Hom(Qgp,O∗X,x)) est la classe de cohomologie de 3.a.
Dans le carré commutatif de flèches canoniques
Z1(H,Hom(Qgp,O∗X,x)) //

Z1(H,Hom(Qgp, k(x)∗))

H1(H,Hom(Qgp,O∗X,x)) // H
1(H,Hom(Qgp, k(x)∗))
,
la flèche verticale de droite est (trivialement) un isomorphisme. Comme n est
premier à la caractéristique de k(x), z est l’unique relèvement de son image χ
dans Z1(H,Hom(Qgp, k(x)∗)), et la flèche horizontale inférieure est un isomor-
phisme, puisque (1 +mX,x)∗ est n-divisible. Identifiant Z1(H,Hom(Qgp, k(x)∗)) à
Hom(H,Hom(Qgp, k(x)∗)), on trouve ainsi un homomorphisme
χ : Hab ⊗Qgp → µn,
et la restriction de s à Q est, au voisinage de x, une carte H-équivariante a de X
modelée sur Q et χ.
(b) On peut remplacer X par son localisé strict X(x) et G par H. Le quotient
Y = X/G existe alors comme schéma, est strictement local, de point fermé y, avec
k(y) = k(x), et X→ Y est fini. Soit P ′ le sous-groupe deQgp défini par
P ′ = {q ∈ Qgp|χq(g) = 1 ∀g ∈ G}.
Il est d’indice fini, premier à la caractéristique de k(x). Soit
P = P ′ ∩Q.
La carte équivariante a : X → SpecΛ[Q] de (a) (où Λ = Z[µn][1/n]) définit, par
passage au quotient, un morphisme b : Y → SpecΛ[P]. Ce morphisme b définit
une log structure sur Y pour laquelle (f∗MX)G = MY (f : X → Y désignant la
projection), et une carte de f
(3.b) X //
f

SpecΛ[Q]

Y // SpecΛ[P]
,
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modelée sur l’homomorphisme de Kummer P ⊂ Q. Comme G agit trivialement
sur la strate Cx(X) = SpecOX,x/Ix, et queG est d’ordre premier à la caractéristique
de k(x), l’homomorphisme
OY,y(= O
G
X,x)→ OX,x/Ix(= (OX,x/Ix)G)
est surjectif, donc il en est de même de l’homomorphisme
k(y)[Q] = k(x)[Q]→ OX,x/mY,yOX,x.
Par Nakayama, il en résulte que le morphisme
(3.c) i : X→ Y ×SpecΛ[P] SpecΛ[Q]
déduit de 3.b est une immersion fermée stricte.
(c) Dans ce cas, la strate Cx(X) est régulière, et se projette isomorphiquement
sur Cy(Y). Comme rg(M
gp
x ) = rg(M
gp
y ) = codim(Cy(Y), Y(y)), Y est log régulier
en y, et l’immersion i est un isomorphisme, de sorte que X(x) est un revêtement
Kummer étale de Y(y) de groupe H.
4. Points fixes
4.1. Soit X un schéma noethérien séparé sur lequel opère un groupe fini G.
Pour chaque sous-groupe H de G, on note XH le schéma des points fixes de H.
C’est un sous-schéma fermé de X, représentant le foncteur S 7→ X(S)H, intersec-
tion des graphes des translations h : X→ X pour h ∈ H. En chaque point géomé-
trique x de XH d’image x, le sous-groupe d’inertie Gx de G contient H, et est égal
à H si et seulement si x appartient au sous-schéma (localement fermé)
XH = X
H − ∪H ′⊃H,H ′ 6=HXH ′ .
Pour g ∈ G, on a
gXH = XgHg
−1
,
et de même
gXh = XgHg−1
de sorte que la réunion XC (resp. XC) des XH (resp. XH) pour H dans une classe de
conjugaison C de sous-groupes de G est G-stable. Les XC, pour C parcourant les
classes de conjugaison de sous-groupes de G, forment une stratification de X par
des sous-G-schémas, avec la propriété que pour tout point géométrique x localisé
en XC, le groupe d’inertie Gx appartient à C. Nous appellerons cette stratification
la stratification par l’inertie.
Le but de ce numéro est de donner des exemples d’actions très modérées de
groupes finis G sur des log schéma log réguliers et réguliers X, où un raffinement
de la stratification par l’inertie est déduite de la stratification canonique d’un di-
viseur à croisements normaux G-stable.
Le résultat suivant est classique, nous en donnons une démonstration, faute
de référence.
PROPOSITION 4.2. Soit X un schéma noethérien régulier sur lequel opère un groupe
fini G de façon modérée 3.1. Alors le schéma des points fixes XG est régulier.
On peut supposer X local, X = SpecA, de sorte que XG = SpecAG, où AG est
l’algèbre des co-invariants A/I, I l’idéal engendré par les ga−a, pour g dansG et
a dans l’idéal maximalm deA. On peut supposer de plus queG est contenu dans
le groupe d’inertie au point fermé, sinon XG est vide. Comme X̂G = Spec A^/IA^ =
4. POINTS FIXES 77
(X^)G, on peut supposer Xlocal et complet. On démontre le lemme en linéarisant
l’action de G.
Supposons d’abord que G soit d’égale caractéristique p. Choisissons une base
t = (ti)1≤i≤r de l’espace cotangent T = m/m2 et des éléments xi dans m relevant
les ti. Choisissons un corps de représentants, noté encore k, de k dansA, et notons
ϕ : k[[T ]]→ A
l’homomorphisme envoyant ti sur xi. L’homomorphisme
f : k[[T ]]→ A
envoyant t sur le système
y = (1/card(G))
∑
g∈G
gϕg−1t
est G-équivariant. En outre, y est congru à x modulo m2, donc est un système
régulier de paramètres de A, et donc f est un isomorphisme. Par suite f induit un
isomorphisme
k[[T ]]G = k[[TG]]→ AG,
où TG est l’espace des co-invariants de G sur T , ce qui démontre le lemme dans ce
cas.
Supposons maintenant que A soit de caractéristique mixte (0, p). Soit C un
anneau de Cohen pour k. Choisissons un homomorphisme C→ A relevant C→
k. Comme G est d’ordre premier à p, il existe un unique C[G]-module V , libre
de type fini sur C, relevant T . Soit t = (ti)1≤i≤r une base de T , v = (vi) une
base de V relevant t. Comme plus haut, choisissons des relèvements xi dans m
des ti, qui forment donc une suite régulière de paramètres dans A. Prolongeons
l’homomorphisme C→ A en
ϕ : C[[V]]→ A
en envoyant vi sur xi. L’homomorphisme
f : C[[V]]→ A
envoyant v = (vi) sur
y = (1/card(G))
∑
g∈G
gϕg−1v
estG-équivariant, et y est congru à xmodulom2, donc est un système régulier de
paramètres de A. L’homomorphisme f est donc surjectif, et son noyau est défini
par un élément F congru à p modulo l’idéal engendré par les vi. Ainsi X est un
diviseur régulier G-équivariant dans X ′ = SpecC[[V]], d’équation F = 0. L’image
de F dans C[[VG]] est un paramètre régulier, donc, comme X ′G = SpecC[[VG]],
XG = X×X ′ X ′G est régulier.
COROLLAIRE 4.3. Soit X un schéma noethérien séparé, régulier, muni d’une action
modérée d’un groupe finiG. Alors la stratification de Xpar l’inertie est formée de schémas
réguliers.
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4.4. Sous les hypothèses de 4.3, soit Y un diviseur à croisements normaux
stricts G-stable, réunion de composantes irréductibles Yi, 1 ≤ i ≤ m. On munit
X de la log structure définie par Y. Rappelons (cf. [de Jong, 1996, 7.1]) qu’on dit
que Y est G-strict si la condition suivante est réalisée : pour tout i et pour tout
g ∈ G, si gYi ∩ Yi 6= ∅, alors gYi = Yi. Si Y est G-strict, alors la condition (ii)
de 3.1 est vérifiée en chaque point géométrique x de X. En effet, si (Di)1≤i≤r est
l’ensemble des branches de Y passant par x, alors gDi = Di pour tout i. Comme
M
gp
x = ⊕1≤i≤rZei, ei correspondant àDi, le groupe d’inertieGx opère trivialement
surM
gp
x . Rappelons également ([de Jong, 1996, 7.2]) qu’il existe une modification
G-équivariante canonique f : X˜→ X telle que f−1(Y)red soit G-strict.
COROLLAIRE 4.5. Supposons que Y soit G-strict, que G opère de façon modérée,
admissible et génériquement libre, et que la stratification canonique de X soit plus fine que
la stratification par l’inertie. Alors G opère très modérément sur X (et donc la conclusion
de 3.2 s’applique). Le groupe d’inertie le long de la strate X(i) (1.5 (i)) est constant, de
valeur Gi, avec rg(Gi) = codim(X(i), X). En particulier, G opère librement sur la strate
X(0) = X− Y.
4.6. Exemples.
(a) Soient k un corps algébriquement clos, n un entier ≥ 2 premier à la carac-
téristique résiduelle de k, G le groupe µn = µn(k). On fait opérer G sur X = A2k
par homothéties ((λ, x) 7→ λx pour λ ∈ G, x ∈ X(k)). La stratification par l’iner-
tie comporte deux strates, X − {0}, où G opère librement, et XG = {0}. La don-
née de deux droites Y1, Y2 telles que Y1 ∩ Y2 = {0} définit un diviseur à croise-
ments normaux G-strict Y = Y1 ∪ Y2, et le couple (X, Y) vérifie les conditions
de 4.5. Le choix de paramètres t1, t2 tels que Yi = V(ti) permet de définir une
carte équivariante 3.4 c : SpecZ[N2] ← X, ei 7→ ti, associée à l’homomorphisme
χ : G ⊗ Z2 → µn tel que χ(λ ⊗ ei) = λ. Le quotient X/G est le schéma torique
Speck[xn, xn−1y, · · · , xyn−1, yn].
Plus généralement, soient n un entier ≥ 1, G un groupe abélien d’ordre n,
S un schéma noethérien régulier au-dessus de SpecZ[1/n, µn], E un OS-module
localement libre de rang fini, muni d’une action linéaire de G, X le fibré vectoriel
V(E). Pour chaque caractère χ : G → µn, notons Lχ le G-OS-module correspon-
dant. L’homomorphisme canonique G-équivariant⊕
χ
Lχ ⊗ Eχ → E,
où Eχ = H omG(Lχ, E) et χ parcourt le groupe des caractères de G, est un isomor-
phisme. Il définit une décomposition G-équivariante
X
∼→ ⊕χXχ,
où Xχ = V(Eχ), muni de l’action de G à travers χ. En particulier, XG = X1, où
1 : G → µn est le caractère trivial. Supposons S local, S = SpecA. Pour chaque
χ ∈ Hom(G, µn), choisissons une base (ti)i∈Iχ de Hom(Eχ, A), de sorte que Xχ =
SpecA[(ti)i∈Iχ ], avec gti = χ(g)ti pour g ∈ G, i ∈ Iχ. Le couple formé de X et du
diviseur à croisements normaux (relatifs à S) Y =
∑
χ,i∈Iχ
Yi, où Yi = (ti = 0) pour
i ∈ Iχ, vérifie les conditions de 4.5 (et les vérifie d’ailleurs fibre à fibre).
(b) Soient k un corps algébriquement clos d’exposant caractéristique p, n un
entier ≥ 2 tel que (2n, p) = 1, G le groupe diédral Dn = 〈s, r : s2 = 1, rn =
1, srs = r−1〉. Soit ζ ∈ k une racine primitive n-ième de 1. Soit ρ : G → GL(E)
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la représentation de degré 2 induite du caractère χ de µn ⊂ G tel que χ(r) =
ζ : ρ(s) =
(
0 1
1 0
)
, ρ(r) =
(
ζ 0
0 ζ−1
)
. Soit X le G-schéma V(E) = Spec k[u, v],
s(u) = v, r(u) = ζu. Pour 0 ≤ i ≤ n − 1, notons Zi ⊂ X la droite v = ζiu, et
Z =
⋃
0≤i≤n−1 Zi. La stratification par l’inertie comporte n+ 2 strates : X−Z, où G
opère librement, Zi − {0} (0 ≤ i ≤ n − 1), où le groupe d’inertie est d’ordre 2 (de
générateur sri), et {0} = XG.
Pour n = 2,G = (Z/2Z)2, Z est un diviseur à croisements normaux G-strict, et
le couple (X, Y) vérifie les conditions de 4.5. Pour n > 2, Z n’est plus un diviseur
à croisements normaux, et l’inertie en {0} n’est plus abélienne. Soient f : X ′ → X
l’éclaté de {0} dans X, E = f−1(0) le diviseur exceptionnel, Z ′ =
⋃
0≤i≤n−1 Z
′
i le
transformé strict de Z. Alors G opère de façon naturelle sur X ′, la projection f est
G-équivariante, et Y ′ = f−1(Z) = E ∪ Z ′ est un diviseur à croisements normaux
G-strict. Le couple (X ′, Y ′) vérifie les conditions de 4.5. La stratification de X ′ par
l’inertie se compose des strates Z ′i, où l’inertie est un groupe à deux éléments,
et de X ′ − Z ′, où G opère librement. La stratification canonique associée à Y ′ la
raffine : X ′(0) = X ′ − Y ′, X ′(1) = Y ′ −
⋃
0≤i≤n−1(E ∩ Z ′i), X ′(2) =
⋃
0≤i≤n−1(E ∩ Z ′i).
4.7. La construction précédente, qui rend les inerties abéliennes, se généra-
lise. Soit X un schéma noethérien régulier, séparé, muni d’une action modérée
d’un groupe fini G, et soit Y un diviseur à croisements normaux G-strict. Si H
est un sous-groupe de G, XH est régulier (et séparé), donc il en est de même de
l’éclaté X ′ = E´clXH(X) de X le long de XH. Le normalisateur N = NG(H) de H
dans G stabilise XH, donc agit sur X ′, et le morphisme f : X ′ → X est équivariant
relativement à N → G. De plus, f−1(XH) est un diviseur régulier dans X ′. Si D
est une composante de Y, comme D est H-stable, D×X XH = DH est régulier, et le
transformé strict D˜ = E´clDH(D) est un diviseur régulier croisant f−1(XH) transver-
salement. Il s’ensuit que le transformé total réduit Y ′ = f−1(Y)red est un diviseur à
croisements normaux N-strict dans X ′.
PROPOSITION 4.8. Sous les hypothèses de 4.7, soit x un point géométrique de X en
lequel le groupe d’inertie Gx n’est pas abélien, et soit H le sous-groupe des commutateurs
(Gx, Gx). Alors Gx = NGx(H) agit sur X
′ = E´clXH(X), et en chaque point géométrique
y de X ′ au-dessus de x, le groupe d’inertie (Gx)y est strictement plus petit que Gx.
En effet, le point y correspond à une droite L dans la fibre en x du fibré normal
Tx/T
H
x de X
H dans X, où Tx = Tx(X). Supposons que y soit fixe sous Gx. Alors Gx
agit sur L par un caractère, donc H agit trivialement sur L. Or (Tx/THx )
H = 0,
contradiction. (Noter que cet argument montre en particulier que, si H 6= {1}, XH
est de codimension ≥ 2 dans X en x.)

EXPOSÉ VII
Démonstration du théorème d’uniformisation locale (faible)
Fabrice Orgogozo
1. Énoncé
L’objet de cet exposé est de démontrer le théorème II-4.3.1 (voir aussi 0-4),
dont nous rappelons l’énoncé ci-dessous :
THÉORÈME 1.1. Soient X un schéma nœthérien quasi-excellent et Z un fermé rare
de X. Il existe une famille finie de morphismes (Xi → X)i∈I, couvrante pour la topologie
des altérations et telle que pour tout i ∈ I on ait :
(i) le schéma Xi est régulier et connexe ;
(ii) l’image inverse de Z dans Xi est le support d’un diviseur à croisements nor-
maux stricts.
2. Réductions : rappel des résultats antérieurs
2.1. Réduction au cas local, normal de dimension finie. Nous avons vu en II-
4.3.3 qu’il suffit de démontrer le théorème lorsque le schéma X est local nœthé-
rien normal hensélien excellent. Faisons cette hypothèse supplémentaire. Un tel
schéma est nécessairement de dimension finie, que nous noterons ici d. De plus,
on a vu en loc. cit. que si le théorème est établi pour chaque schéma local nœ-
thérien hensélien excellent de dimension au plus d, il en est de même pour les
schémas nœthériens quasi-excellents de dimension au plus d.
2.2. Réduction au cas complet. Il résulte de la proposition III-6.2 qu’il suffit
de démontrer le théorème pour le schéma local nœthérien complet X̂, ce dernier
étant de même dimension que X et également normal.
2.3. Récurrence. Il résulte de ce qui précède que l’on peut supposer le schémaX
local nœthérien complet normal de dimension d et le théorème connu pour chaque
schéma nœthérien quasi-excellent de dimension au plus d − 1. Lorsque d = 1, le
théorème est bien connu ; nous supposerons dorénavant d ≥ 2.
3. Fibration en courbes et application d’un théorème de A. J. de Jong
3.1. Soit X = Spec(A) un schéma local nœthérien complet normal comme
en 2.3 et Z un fermé rare. Quitte à remplacer X (resp. Z) par un X-schéma fini
également local nœthérien normal excellent de dimension d (resp. par son image
inverse), on peut supposer d’aprèsV-3.1.3, qu’il existe un schéma local nœthérien
régulier S de dimension d − 1, un S-schéma de type fini dominant X′ intègre et
affine, un point fermé x′ de la fibre spéciale de f : X′ → S, et un fermé rare Z′ de X′
satisfaisant les conditions suivantes :
— le morphisme c induit un isomorphisme X ∼→ Spec(ÔX′,x′) ;
— l’image inverse c−1(Z′) de Z′ coïncide avec Z.
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X X′
S
c
f
3.2. Supposons l’existence d’une famille (X′i → X′) couvrante pour la to-
pologie des altérations (II-2.3) telle que chaque X′i soit régulier et chaque image
inverse Z′i de Z
′ dans X′i soit le support d’un diviseur à croisements normaux. Il
résulte de II-2.3.4 que la famille (Xi → X) obtenue par changement de base (plat)
X → X′ est également alt-couvrante. D’autre part, l’hypothèse d’excellence faite
sur les schémas garantit que le morphisme de complétion c est régulier (I-2.10).
La régularité d’un morphisme étant stable par changement de base localement
de type fini ([ÉGA IV2 6.8.3]), et préservant la régularité des schémas ([ÉGA IV2
6.5.2 (ii)]) il en résulte que chaque Xi est régulier. De même, l’image inverse Zi
de Z′i dans Xi —qui coïncide avec l’image inverse de Z dans Xi par le morphisme
évident — est le support d’un diviseur à croisements normaux pour chaque in-
dice i.
3.3. Quitte à remplacer X par X′, ce qui est licite d’après ce qui précède, nous
pouvons supposer le schéma X intègre de dimension d, équipé d’un morphisme
dominant de type fini f : X→ S où S est local nœthérien régulier de dimension d−
1. Quitte à compactifier f, on peut le supposer propre ; quitte à éclater, on peut
supposer que le fermé Z est un diviseur.
3.4. Nous sommes dans les conditions d’application du théorème [de Jong, 1997,
2.4], d’après lequel, quitte à altérer S et X, on peut supposer les faits suivants :
— le morphisme f est une courbe nodale ;
— le diviseur Z est contenu dans la réunion d’un diviseur D étale sur S,
contenu dans le lieu lisse de f, et de l’image inverse f−1(T) d’un fermé rare T
de S.
4. Résolution des singularités
4.1. Résolution des singularités de la base. Les altérations précédentes conduisent
à une situation où le schéma X n’est plus local (ni même affine) et le schéma S
n’est plus nécessairement régulier. Il est cependant excellent de dimension d − 1
donc justiciable de l’hypothèse de récurrence 2.3. Ainsi, on peut supposer que
la paire (S, T) est régulière, c’est-à-dire que le schéma S est régulier et que T est
un diviseur à croisements normaux. En effet, il en est ainsi localement pour la
topologie des altérations.
4.2. D’après VI-1.9, la paire (X,D ∪ f−1(T)) est log-régulière au sens de VI-
1.2. Observons qu’un diviseur contenu dans un diviseur à croisements normaux
est lui-même à croisements normaux. Ceci nous permet de supposer d’agran-
dir Z si nécessaire et auquel on applique alors le théorème suivant de Katô K.
([Kato, 1994, 10.3, 10.4]), complété par W. Nizioł ([Nizioł, 2006, 5.7]). (Voir aussi
[Gabber & Ramero, 2009, §5.6] et VIII-3.4.)
THÉORÈME 4.3. Soit (X, Z) une paire log-régulière, où X est un schéma nœthérien.
Il existe un schéma noethérien régulier Y, un diviseur à croisements normaux D ⊂ Y
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et un morphisme projectif birationnel π : Y → X tel que l’image inverse π−1(Z) soit
contenue dans D.

EXPOSÉ VIII
Gabber’s modification theorem (absolute case)
Luc Illusie and Michael Temkin i
In this exposé we state and prove Gabber’s modification theorem mentioned
in the introduction (see step (C)). Its main application is to Gabber’s refined – i.e.
prime to ℓ – local uniformization theorem. This is treated in exposé IX. A rela-
tive variant of the modification theorem, also due to Gabber, has applications to
prime to ℓ refinements of theorems of de Jong on alterations of schemes of finite
type over a field or a trait. This is discussed in exposé X. In §1, we state Gabber’s
modification theorem in its absolute form (Theorem 1.1). The proof of this theo-
rem occupies §§4–5. A key ingredient is the existence of functorial (with respect
to regular morphisms) resolutions in characteristic zero; the relevant material is
collected in §2. We apply it in §3 to get resolutions of log regular log schemes,
using the language of Kato’s fans and Ogus’s monoschemes. The main results,
on which the proof of 1.1 is based, are Theorems 3.3.15 and 3.4.15. §§2 and 3 can
be read independently of §§1, 4, 5.
We wish to thank Sophie Morel for sharing with us her notes on resolution of
log regular log schemes and Gabber’s magic box. They were quite useful.
1. Statement of the main theorem
THEOREM 1.1 (Gabber). Let X be a noetherian, qe, separated, log regular fs
log scheme (VI-1.2), endowed with an action of a finite group G. We assume that
G acts tamely (VI-3.1) and generically freely on X (i.e. there exists a G-stable,
dense open subset of X where the inertia groups Gx are trivial). Let Z be the
complement of the open subset of triviality of the log structure of X, and let T
be the complement of the largest G-stable open subset of X over which G acts
freely. Then there exists an fs log scheme X ′ and a G-equivariant morphism f =
f(G,X,Z) : X
′ → X of log schemes having the following properties:
(i) As a morphism of schemes, f is a projective modification, i.e. f is projective
and induces an isomorphism of dense open subsets.
(ii) X ′ is log regular and Z ′ = f−1(Z ∪ T) is the complement of the open subset
of triviality of the log structure of X ′.
(iii) The action of G on X ′ is very tame (VI-3.1).
When proving the theorem we will construct f(G,X,Z) that satisfies a few more
nice properties that will be listed in Theorem 5.6.1. We remark that Gabber also
proves the theorem, more generally, when X is not assumed to be qe. However,
the quasi-excellence assumption simplifies the proof so we impose it here. Most
of the proof works for a general noetherian X, so we will assume that X is qe only
when this will be needed in §5.
iThe research of M.T. was partially supported by the European Union Seventh Framework
Programme (FP7/2007-2013) under grant agreement 268182.
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1.2. (a) Note that we do not demand that f is log smooth. In general, it is
not. Here is an example. Let k be an algebraically closed field of characteristic
6= 2. Let G = {±1} act on the affine plane X = A2k, endowed with the trivial log
structure, by x 7→ ±x. Then X is regular and log regular, and T = {0}. The action
of G on X is tame, but not very tame, as G{0} (= G) does not act trivially on the
(only) stratum X of the stratification by the rank of Mgp/O∗. Let f : X ′ → X be
the blow up of T , with its natural action of G. Then the pair (X ′, Z ′ = f−1(T)) is
log regular, f is a G-equivariant morphism of log schemes, X ′ − Z ′ is at the same
time the open subset of triviality of the log structure and the largestG-stable open
subset of X ′ where G acts freely, and G acts very tamely on X ′. However, f is not
log smooth (the fiber of f at {0} is the line Z ′ with the log structure associated to
N→ O , 1 7→ 0, which is not log smooth over Spec kwith the trivial log structure).
(b) In the above example, let D1, D2 be distinct lines in X crossing at {0}, and
put the log structure M(D) on X defined by the divisor with normal crossings
D = D1 ∪ D2. Then X˜ = (X,M(D)) is log smooth over Spec k endowed with
the trivial log structure, and G acts very tamely on (X,M(D)) (VI-4.5). Moreover,
the modification f considered above underlies the log blow up f˜ : X˜ ′ → X˜ of X at
(the ideal in M(D)) of {0}. While f depends only on X, the log étale morphism
f˜ is not canonical, as it depends on the choice of D. However, one can recover f
from the canonical resolutions of toric singularities (discussed in the next section).
Namely, as G acts very tamely on X˜, the quotient Y˜ = X˜/G is log regular (VI-3.2):
Y˜ = Spec k[P], where P is the submonoid of Z2 generated by (2, 0), (1, 1) and (0, 2),
and the projection p : X˜ → Y˜ is a Kummer étale cover of group G, in particular is
a G-étale cover of V = p(U), where U = X −D. Let g : Y˜ ′ → Y˜ be the log blow up
of {0} = p({0}) in Y˜. We then have a cartesian diagram of log schemes
X˜ ′

// Y˜ ′
g

X˜
p // Y˜
,
where the horizontal maps are Kummer étale covers of group G. Now, as a mor-
phism of schemes, Y˜ ′ → Y˜ is the canonical resolution of Y˜, and the underlying
scheme X ′ of X˜ ′ is the normalization of Y˜ ′ in the G-étale cover p : U → V . This
observation, suitably generalized, plays a key role in the proof of 1.1.
2. Functorial resolutions
All schemes considered from now on will be assumed to be noetherian.
2.1. Towers of blow ups. In this section we review various known results on
the following related topics: blow ups and their towers, various operations on
towers, such as strict transforms and pushforwards, associated points of schemes
and schematic closure.
2.1.1. Blow ups. We start with recalling basic properties of blow ups; a good
reference is [Conrad, 2007, §1]. Let X be a scheme. By a blow up of X we mean a
triple consisting of a morphism f : Y → X, a closed subscheme V of X (the center),
and an X-isomorphism α : Y ∼→ Proj(⊕n∈NI n), where I = I (V) is the ideal of
V . We will write Y = BlV(X). When there is no risk of confusion we will omit V
and α from the notation. A blow up (f, V, α) is said to be empty if V = ∅. In this
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case, Y = X and f is the identity. The only X-automorphism of a blow up is the
identity. Also, it is well known that Y is the universal X-scheme such that V ×X Y
is a Cartier divisor (i.e. the ideal I OY is invertible).
2.1.2. Total and strict transforms. Given a blow up f : Y = BlV(X)→ X, there are
two natural ways to pullback closed subschemes i : Z→֒X. The total transform of
Z under f is the scheme-theoretic preimage ftot(Z) = Z ×X Y. The strict transform
fst(Z) is defined as the schematic closure of f−1(Z − V) ∼→ Z − V .
REMARK 2.1.3. (i) The strict transform depends on the centers and not only
on Z and the morphism Y → X. For example, ifD→֒X is a Cartier divisor then the
morphism BlD(X)→ X is an isomorphism but the strict transform of D is empty.
(ii) While ftot(Z)→ Z is just a proper morphism, the morphism fst(Z)→ Z can
be provided with the blow up structure because fst(Z) ∼→ BlV×XZ(Z) (e.g., if Z→֒V
then fst(Z) = ∅ = BlZ(Z)). Thus, the strict transform can be viewed as a genuine
blow up pullback of f with respect to i.
2.1.4. Towers of blow ups. Next we introduce blow up towers and study vari-
ous operations with them (see also [Temkin, 2011a, §2.2]). By a tower of blow ups
of Xwe mean a finite sequence of length n ≥ 0
X• = ( Xn
fn−1 // Xn−1 // · · · f0 // X0 = X )
of blow ups. In particular, this data includes the centers Vi→֒Xi for 0 ≤ i ≤
n− 1. Usually, we will denote the tower as X• or (X•, V•). Also, we will often use
notation Xn 99K X0 to denote a sequence of morphisms.
Ifn = 0 thenwe say that the tower is trivial. Note that themorphism Xn → X is
projective, and it is a modification if and only if the centers Vi are nowhere dense.
If X• is a tower of blow ups, we denote by (X•)c the contracted tower deduced
from X• by omitting the empty blow ups.
2.1.5. Strict transform of a tower. Assume that X = (X•, V•) is a blow up tower
of X and h : Y → X is a morphism. We claim that there exists a unique blow up
tower Y = (Y•,W•) of Y such that Yi → Y → X factors through Xi and Wi =
Vi ×Xi Yi. Indeed, this defines Y0,W0 and Y1 uniquely. Since V0 ×X Y1 = W0 ×Y0 Y1
is a Cartier divisor, Y1 → X factors uniquely through X1. The morphism Y1 → X1
uniquely definesW1 and Y2, etc. We call Y the strict transform of X with respect
to h and denote it hst(X ).
REMARK 2.1.6. The following observationmotivates our terminology: if h : Y →֒X
is a closed immersion then Yi →֒Xi is a closed immersion and Yi+1 is the strict trans-
form of Yi under the blow up Xi+1 → Xi.
2.1.7. Pullbacks. One can also define a naive base change of X with respect to
h simply as (Y•,W•) = X ×X Y. This produces a sequence of proper morphisms
Yn 99K Y0 and closed subschemes Wi→֒Yi for 0 ≤ i ≤ n − 1. If this datum is a
blow up sequence, i.e. Yi+1
∼→ BlWi(Yi), then we say that X ×X Y is the pullback of
X and use the notation h∗(X ) = X ×X Y.
REMARK 2.1.8. The pullback exists if and only if X ×X Y ∼→ hst(X ). Indeed,
this is obvious for towers of length one, and the general case follows by induction
on the length.
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2.1.9. Flat pullbacks. Blow ups are compatible with flat base changes h : Y → X
in the sense that BlV×XY(Y)
∼→ BlV(X)×XY (e.g. just compute these blow ups in the
terms of Proj). By induction on length of blow up towers it follows that pullbacks
of blow up towers with respect to flat morphisms always exist. One can slightly
strengthen this fact as follows.
REMARK 2.1.10. Assume that X• is a blow up tower of X and h : Y → X is a
morphism. If there exists a flat morphism f : X → S such that the composition
g : Y → S is flat and the blow up tower X• is the pullback of a blow up tower S•
then the pullback h∗(X•) exists and equals to g∗(S•).
2.1.11. Equivariant blow ups. Assume that X is an S-scheme acted on by a flat
S-group scheme G. We will denote by p,m : X0 = G×S X→ X the projection and
the action morphisms. Assume that V →֒X is a G-equivariant closed subscheme
(i.e., V ×X (X0;m) coincides with V0 = V ×X (X0;p)) then the action of G lifts to the
blow up Y = BlV(X). Indeed, the blow up Y0 = BlV0(X0) → X0 is the pullback of
Y → X with respect to bothm and p, i.e. there is a pair of cartesian squares
Y0
m ′

p ′

// X0
m

p

Y // X
So, we obtain an isomorphism Y0
∼→ G×S Y (giving rise to the projection p ′ : Y0 →
Y) and a group action morphism m ′ : Y0 → Y compatible with m. Furthermore,
the unit map e : X → X0 satisfies the condition of Remark 2.1.10 (with X = S),
hence we obtain the base change e ′ : Y → Y0 of e.
It is now straightforward to check that m ′ and e ′ satisfy the group action ax-
ioms, but let us briefly spell this out using simplicial nerves. The action of G on V
defines a cartesian sub-simplicial scheme Ner(G,V)→֒Ner(G,X). By the flatness
of G over S and Remark 2.1.10, BlNer(G,V)(Ner(G,X)) is cartesian over Ner(G),
hence corresponds to an action of G on BlV(X).
2.1.12. Flat monomorphism. Flat monomorphisms are studied in [Raynaud, 1968].
In particular, it is proved in [Raynaud, 1968, Prop. 1.1] that i : Y →֒X is a flat
monomorphism if and only if i is injective and for any y ∈ Y the homomorphism
OX,y → OX,x is an isomorphism. Moreover, it is proved in [Raynaud, 1968, Prop.
1.2] that in this case i is a topological embedding and OY = OX|Y. In addition to
open immersions, the main source of flat monomorphisms for us will be mor-
phisms of the form Spec(OX,x)→֒X and their base changes.
2.1.13. Pushouts of ideals. Let i : Y → X be a flatmonomorphism, e.g. Spec(OX,x)→֒X.
By the pushout U = i∗(V) of a closed subscheme V →֒Y we mean its schematic im-
age in X, i.e. U is the minimal closed subscheme such that V →֒X factors through
U. It exists by [ÉGA I 9.5.1].
LEMMA 2.1.14. The pushoutU = i∗(V) extends V in the sense thatU×XY = V .
Proof. By minimality of U, it suffices to show that V admits some extension to
a closed subscheme of X. Furthermore, it suffices to extend V to a neighborhood
X ′ of i(Y) because closed subschemes of X ′ can be extended to X by the schematic
image. Thus we can replace Xwith X ′, in particular, by [Raynaud, 1968, 1.5(i)] we
can assume that i : Y → X is affine. Then i is a limit of affine finite type morphisms
Xi → X by [ÉGA I 9.6.6], and by [ÉGA IV3 8.8.2 and 8.10.5(iv)] V is the preimage
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of a closed subscheme Vi →֒Xi for large enough i. We claim that the morphism
Y → Xi factors through a small enough neighborhood X ′ of i(Y). Indeed, by
quasi-compactness of Y it suffices to check that for any y ∈ Y the morphism
Spec(OX,y) → Xi factors through a neighborhood of y. Since Spec(OX,y) is the
limit of all affine neighborhoods of y the latter follows from [ÉGA IV3 8.13.2].
Having such a factoring Y → X ′ → Xi it remains to note that U is the preimage
of V ′ = Vi ×Xi X ′, hence U extends to V ′ in X ′, and as we observed earlier this
implies the lemma. 
2.1.15. Pushouts of blow up towers. Given a blow up f : BlV(Y) → Y and a flat
monomorphism i : Y →֒X we define the pushforward i∗(f) as the blow up along
U = i∗(V). Using Lemma 2.1.14 and flat pullbacks we see that i∗i∗(f) = f and
BlV(Y)→֒BlU(X) is a flat monomorphism. So, we can iterate this procedure to
construct pushforward with respect to i of any blow up tower Y• of Y. It will be
denoted (X•, U•) = i∗(Y•, V•).
REMARK 2.1.16. (i) Clearly, i∗i∗(Y•) = Y•.
(ii) In the opposite direction, a blow up tower (X•, U•) of X satisfies i∗i∗(X•) =
X• if and only if the preimage of Y in each center Ui of the tower is schematically
dense.
2.1.17. Associated points of a scheme. Recall that a point x ∈ X is called asso-
ciated if mx is an associated prime of OX,x, i.e. OX,x contains an element whose
annihilator is mx, see [ÉGA IV2 3.1.1]. The set of all such points will be denoted
Ass(X). The following result is well known but difficult to find in the literature.
LEMMA 2.1.18. Let i : Y →֒X be a flat monomorphism. Then the schematic im-
age of i coincides with X if and only if Ass(X) ⊆ i(Y).
Proof. Note that the schematic image of i can be described as Spec(F ), where
F is the image of the homomorphismφ : OX → i∗(OY). Thus, the schematic image
coincides with X if and only if Ker(φ) = 0.
If i(Y) omits a point x then anymx-torsion element s ∈ OX,x is in the kernel of
φx : OX,x → i∗(OY)x (we use that OY = OX|Y by §2.1.12 and since x is the support
of s, the restriction s|Y vanishes). So, if there exists x ∈ Ass(X) with x /∈ i(Y) then
Ker(φ) 6= 0.
Conversely, if the kernel is non-zero then we take x to be any maximal point
of its support and choose any non-zero s ∈ Ker(φx). In particular, s|Y∩Xx = 0
and hence x /∈ i(Y). For any non-trivial generalization y of x the image of s
in OX,y vanishes because Ker(OX,y → i∗(OY)y) = 0 by maximality of x. Thus,
x is the support of s, and hence s is annihilated by a power of mx. Since X is
noetherian, we can find amultiple of swhose annihilator ismx, thereby obtaining
that x ∈ Ass(X). 
2.1.19. Associated points of blow up towers. If (X•, V•) is a blow up tower of X
then by the set Ass(X•) of its associated points we mean the union of the images
of Ass(Vi) in X. Combining Remark 2.1.16(i) and Lemma 2.1.18 we obtain the
following:
LEMMA 2.1.20. Let i : Y →֒X be a flat monomorphism and let X• be a blow up
tower of X. Then i∗i∗(X•) = X• if and only if Ass(X•) ⊂ i(Y).
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2.2. Normalized blow up towers. For reduced schemes most of the notions,
constructions and results of §2.1 have normalized analogs. We develop such a
"normalized" theory in this section.
2.2.1. Normalization. The normalization of a reduced noetherian scheme X, as
defined in [ÉGA III 6.3.8], will be denoted Xnor. Recall that normalization is com-
patible with open immersions and for an affine X = Spec(A) its normalization is
Xnor = Spec(B) where B is the integral closure of A in its total ring of fractions
(which is a finite product of fields). The normalization morphism Xnor → X is
integral but not necessarily finite (since we do not impose the quasi-excellence
assumption on schemes).
2.2.2. Functoriality. Recall (see exposé II) that a morphism f : Y → X is called
maximally dominating if it takes generic points of Y to generic points of X. Normal-
ization is a functor on the category of reduced schemes with maximally dominat-
ing morphisms. Furthermore, it possesses the following universal property: any
maximally dominating morphism Y → Xwith normal Y factors uniquely through
Xnor. (Both claims are local on Y and X and are obvious for affine schemes.)
2.2.3. Normalized blow ups. By the normalized blow up of a reduced scheme X
along a closed subscheme V we mean the morphism f : BlV(X)nor → X. Note
that f is universally closed but does not have to be of finite type. As in the case
of usual blow ups, V is a part of the structure. In particular, BlV(X) has no X-
automorphisms and we can talk about equality of normalized blow ups (as op-
posed to an isomorphism).
PROPOSITION 2.2.4. (i) Keep the above notation. Then BlV(X)nor → X is the uni-
versal maximally dominating morphism Y → X such that Y is normal and V ×X Y is a
Cartier divisor.
(ii) For any blow up f : Y = BlV(X) → X its normalization fnor : Ynor → Xnor is the
normalized blow up along V ×X Xnor.
Proof. Combining the universal properties of blow ups and normalizations we
obtain (i), and (ii) is its immediate corollary. 
Towers of normalized blow ups and their transforms can now be defined sim-
ilarly to their non-normalized analogs.
2.2.5. Towers of normalized blow ups. A tower of normalized blow ups is a finite
sequence Xn 99K X0 of normalized blow ups with centers Vi→֒Xi for 0 ≤ i ≤ n−1.
The centers are part of the datum.
2.2.6. Normalization of a blow up tower. Using induction on length and Propo-
sition 2.2.4(ii), we can associate to a blow up tower X = (X•, V•) of a reduced
scheme X a normalized blow up tower X nor = (Y•,W•), where Y0 = X, Yi = Xnori
for i ≥ 1, andWi = Vi ×Xi Xnori . We call X nor the normalization of X .
2.2.7. Strict transforms. If X = (X•, V•) is a normalized blow up tower of X =
X0 and f : Y → X is a morphism then we define the strict transform fst(X ) as the
normalized blow up tower (Y•,W•) such that Y0 = Y andWi = Vi ×Xi Yi. Using
induction on the length and the universal property of normalized blow ups, see
2.2.4(i), one shows that such a tower exists and is the universal normalized blow
up tower of Y such that f = f0 extends to a compatible sequence of morphisms
fi : Yi → Xi.
2.2.8. Pullbacks. The strict transform fst(X ) as above will be called the pull-
back and denoted f∗(X ) if Yi
∼→ Xi ×X Y for any 0 ≤ i ≤ n.
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LEMMA 2.2.9. If f : Y → X is regular then any normalized blow up tower X
of X admits a pullback f∗(X ).
Proof. Blow ups are compatible with flat morphisms hence we should only
show that normalization is compatible with regular morphisms: if f : Y → X is a
regular morphism of reduced schemes then the morphism h : Ynor → Xnor ×X Y
is an isomorphism. Note that h is an integral morphism which is generically an
isomorphism and the target is normal because it is regular over a normal scheme,
see [Matsumura, 1980a, 21.E(iii)]. Hence h is an isomorphism. 
REMARK 2.2.10. Using [ÉGA IV2 6.14.1] instead of the reference in the proof,
one obtains that the claim of the lemma holds, more generally, whenever f is a
normal morphism (i.e. flat with geometrically normal fibres). We will use in the
sequel only the case when f is regular.
2.2.11. Fpqc descent of blow up towers. The classical fpqc descent of ideals (and
modules) implies that there is also an fpqc descent for blow up towers. Namely,
if Y → X is an fpqc covering and Y• is a blow up tower of Y whose both pullbacks
to Y ×X Y are equal then Y• canonically descends to a blow up tower of X because
the centers descend. In the same way, normalized blow up towers descend with
respect to quasi-compact surjective regular morphisms.
2.2.12. Associated points. The material of §§2.1.15–2.1.19 extends to normal-
ized blow up towers almost verbatim. In particular, if X = (X•, V•) is such
a tower then Ass(X ) is the union of the images of Ass(Vj) and for any flat
monomorphism i : Y →֒X (which is a regular morphism by §2.1.12) with a blow
up tower Y of Y we always have that i∗i∗Y = Y , and we have that i∗i∗X = X
if and only if Ass(X ) ⊂ i(Y).
2.3. Functorial desingularization. In this sectionwewill formulate the desin-
gularization result about toric varieties that will be used later in the proof of The-
orem 1.1. Then we will show how it is obtained from known desingularization
results.
2.3.1. Desingularization of a scheme. By a resolution (or desingularization) tower
of a scheme Xwe mean a tower of blow ups with nowhere dense centers X• such
that X = X0, Xn is regular and no fi is an empty blow up. For example, the trivial
tower is a desingularization if and only if X itself is regular.
2.3.2. Normalized desingularization. Wewill also consider normalized blow up
towers such that each center is non-empty and nowhere dense, X = X0 and Xn is
regular. Such a tower will be called a normalized desingularization tower of X.
REMARK 2.3.3. (i) For any desingularization tower X of X its normalization
X nor is a normalized desingularization tower of X.
(ii) Usually one works with non-normalized towers; they are subtler objects
that possess more good properties. All known constructions of functorial desin-
gularization (see below) produce blow up towers by an inductive procedure, and
one cannot work with normalized towers instead. However, it will be easier for
us to deal with normalized towers in log geometry because in this case one may
work only with fs log schemes.
2.3.4. Functoriality of desingularization. For concreteness, wewill consider desin-
gularizations in §2.3.4, but all what we say holds for normalized desingulariza-
tions too. Assume that a family S 0 of schemes is provided with desingulariza-
tions F (X) = X• for any X ∈ S 0. We say that the desingularization (family)
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F is functorial with respect to a family S 1 of morphisms between the elements
of S 0 if for any f : Y → X from S 1 the desingularization of X induces that of Y
in the sense that f∗F (X) is defined and its contraction coincides with F (Y) (so,
F (Y) = (Y ×X F (X))c). Note that we put the = sign instead of an isomorphism
sign, which causes no ambiguity by the fact that any automorphism of a blow up
is the identity as we observed above.
REMARK 2.3.5. (i) Contractions in the pulled back tower appear when some
centers of F (X) are mapped to the complement of f(Y) in X. In particular, if
f ∈ S 1 is surjective then the precise equality F (Y) = Y ×X F (X) holds.
(ii) Assume that X = ∪ni=1Xi is a Zariski covering and the morphisms Xi→֒X
and
∐n
i=1 Xi → X are inS 1. In general, one cannot reconstructF (X) fromF (Xi)’s
because the latter are contracted pullbacks and it is not clear how to glue them
with correct synchronization. However, all information about F (X) is kept in
F (
∐n
i=1 Xi). The latter is the pullback of F (X) hence we can reconstruct F (X) by
gluing the restricted blow up towers F (
∐n
i=1 Xi)|Xi . Note that F (
∐n
i=1 Xi)|Xi can
be obtained from F (Xi) by inserting empty blow ups, and these empty blow ups
make the gluing possible. This trick with synchronization of the towers F (Xi)
by desingularizing disjoint unions is often used in the modern desingularization
theory, and one can formally show (see [Temkin, 2011a, Rem. 2.3.4(iv)]) that such
approach is equivalent to the classical synchronization of the algorithm with an
invariant.
(iii) Assume that S 1 contains all identities IdX with X ∈ S 0 and a morphism
Y
∐
Z → X is in S 1 whenever its restrictions Y → X and Z → X are in S 1.
As an illustration of the above trick, let us show that even if f, g : Y → X are
in S 1 but not surjective, we have an equality F (X) ×X (Y, f) = F (X) ×X (Y, g)
of non-contracted towers. Indeed, set Y ′ = Y
∐
X and consider the morphisms
f ′, g ′ : Y ′ → X that agree with f and g andmap X by identity. ThenF (X)×X(Y ′, f ′)
and F (X)×X (Y ′, g ′) are equal because f ′ and g ′ are surjective, hence their restric-
tions onto Y are also equal, but these are precisely F (X) ×X (Y, f) and F (X) ×X
(Y, g).
2.3.6. Gabber’s magic box. Nowwe have tools to formulate the aforementioned
desingularization result.
THEOREM 2.3.7. Let S 0 denote the family of disjoint unions of affine toric
varieties overQ, i.e. X ∈ S 0 if it is of the form∐ni=1 Spec(Q[Pi]), where P1, . . . , Pn
are fs torsion free monoids. Let S 1 denote the family of smooth morphisms
f :
m∐
j=1
Spec(Q[Qj])→ n∐
i=1
Spec(Q[Pi])
such that for each 1 ≤ j ≤ m there exists 1 ≤ i = i(j) ≤ n and a homomorphism of
monoids φj : Pi → Qj so that the restriction of f onto Spec(Q[Qj]) factors through
the toric morphism Spec(Q[φj]). Then there exists a desingularization F on S 0
which is functorial with respect to S 1 and, in addition, satisfies the following
compatibility condition: if O1, . . . ,Ol are complete noetherian rings containing
Q, Z =
∐l
i=1 Spec(Oi), and g, h : Z → X are two regular morphisms with X ∈ S 0
then
(2.a) (Z, g)×X F (X) = (Z, h)×X F (X)
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Before showing how this theorem follows from known desingularization re-
sults, let us make few comments.
REMARK 2.3.8. (i) Gabber’s original magic box also requires that the centers
are smooth schemes. This (and much more) can also be achieved as will be ex-
plained later, but we prefer to emphasize the minimal list of properties that will
be used in the proof of Theorem 1.1.
(ii) It is very important to allow disjoint unions in the theorem in order to deal
with synchronization issues, as explained in Remark 2.3.5(ii). This theme will
show up repeatedly throughout the paper.
2.3.9. Desingularization of qe schemes overQ. Gabber’s magic box 2.3.7 is a par-
ticular case of the following theorem, see [Temkin, 2011a, Th. 1.2.1]. Indeed, due
to Remark 2.3.5(iii), functoriality with respect to regular morphisms implies (2.a).
THEOREM 2.3.10. There exists a desingularization algorithm F defined for all
reduced quasi-excellent schemes over Q and functorial with respect to all regular
morphisms. In addition, F blows up only regular centers.
REMARK 2.3.11. Although this is not stated in [Temkin, 2011a], one can strengthen
Theorem 2.3.10 by requiring that F blows up only regular centers contained in
the singular locus. An algorithm F is constructed in [Temkin, 2011a] from an
algorithm FVar that desingularizes varieties of characteristic zero, and one can
check that if the centers of FVar lie in the singular loci (of the intermediate vari-
eties) then the same is true for F . Let us explain how one can choose an appro-
priate FVar. In [Temkin, 2011a], one uses the algorithm of Bierstone-Milman to
construct F , see Theorem 6.1 and its Addendum in [Bierstone et al., 2011] for a
description of this algorithm and its properties. It follows from the Addendum
that the algorithm blows up centers lying in the singular loci until X becomes
smooth, and then it performs some additional blow ups to make the exceptional
divisor snc. Eliminating the latter blow ups we obtain a desingularization algo-
rithm FVar which only blows up regular centers lying in the singular locus.
It will be convenient for us to use the algorithm F from Theorem 2.3.10 in the
sequel. Also, to simplify the exposition we will freely use all properties of F but
the careful reader will notice that only the properties of Gabber’s magic box will
be crucial in the end. Also, instead of working with F itself we will work with its
normalization F nor which assigns to a reduced qe scheme overQ the normalized
blow up tower F (X)nor. It will be convenient to use the notation F˜ = F nor in the
sequel.
REMARK 2.3.12. (i) Since normalized blow ups are compatible with regular
morphisms, it follows from Theorem 2.3.10 that the normalized desingularization
F˜ is functorial with respect to all regular morphisms.
(ii) The feature which is lost under normalization (and which is not needed
for our purposes) is some control on the centers. The centers V˜i of F˜ (X) are
preimages of the centers Vi→֒Xi of F (X) under the normalization morphisms
Xnori → Xi, so they do not have to be even reduced. It will only be important that
V˜i’s are equivariant when a smooth group acts on X. In the original Gabber’s ar-
gument it was important to blow up only regular centers because they were not
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part of the blow up data, and one used that a regular center without codimen-
sion one components intersecting the regular locus is determined already by the
underlying morphism of the blow up.
2.3.13. Alternative desingularization inputs. For the sake of completeness, we
discuss how other algorithms could be used instead of F . Some desingulariza-
tion algorithms for reduced varieties overQ are constructed in [Bierstone &Milman, 1997],
[Włodarczyk, 2005] and [Kollár, 2007]. They all are functorial with respect to
equidimensional smooth morphisms (though usually one "forgets" to mention
the equidimensionality restriction). It is shown in [Bierstone et al., 2011, §6.3]
how to make the algorithm of [Bierstone &Milman, 1997] fully functorial by a
slight adjusting of the synchronization of its blow ups. There are also a few other
canonical constructions (e.g. due to Villamayor), which are probably functorial
with respect to equidimensional smooth morphisms too. All these algorithms
can be used to produce a desingularization of log regular schemes (see §3), so the
only difficulty is in establishing the compatibility (2.a).
For the algorithm of [Bierstone et al., 2011] it was shown by Bierstone-Milman
(unpublished, see [Bierstone et al., 2011, Rem. 7.1(2)]) that the induced desingu-
larization of a formal completion at a point depends only on the formal comple-
tion as a scheme. This is precisely what we need in (2.a).
Finally, there is a much more general result by Gabber, see Theorem 2.4.1,
whose proof uses Popescu’s theorem and the cotangent complex. It implies that,
actually, any desingularization of reduced varieties over Q which is functorial
with respect to smooth morphisms automatically satisfies (2.a). So, in principle,
any functorial desingularization of varieties over Q could be used for our pur-
poses. Since Gabber’s result and its proof are powerful and novel for the desin-
gularization theory (and were missed in [Bierstone et al., 2011], mainly due to a
not so trivial involvement of the cotangent complex), we include them in §2.4.
2.3.14. Invariance of the regular locus. Until the end of §2.3we consider only qe
schemes of characteristic zero, and our aim is to establish a few useful properties
of F (and F˜ ) that are consequences of the functoriality property F satisfies.
First, we claim that F does not modify the regular locus of X, and even slightly
more than that:
COROLLARY 2.3.15. All centers of F (X) and F˜ (X) sit over the singular locus
of X. In particular, X is regular if and only if F (X) is the trivial tower.
Proof. It suffices to study F . The claim is obvious for S = Spec(Q) because
S does not contain non-dense non-empty subschemes. By functoriality, F (T) is
trivial for any regular T of characteristic zero, because it is regular over S. Finally,
if T is the regular locus of X then F (T) = (F (X) ×X T)c and hence any center
Vi→֒Xi of F (X) does not intersect the preimage of T . 
2.3.16. Equivariance of the desingularization. It is well known that functorial
desingularization is equivariant with respect to any smooth group action (and,
moreover, extends to functorial desingularization of stacks). For the reader’s con-
venience we provide an elementary argument.
COROLLARY 2.3.17. Let S be a qe scheme over Q, G be a smooth S-group and
X be a reduced S-scheme of finite type acted on by G. Then the action of G on X
extends naturally to an action of G on F (X) and F˜ (X).
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Proof. Again, it suffices to study F . Let F (X) be given by Xn 99K X0 = X and
Vi→֒Xi for 0 ≤ i ≤ n − 1. By p,m : Y = G ×S X → X we denote the projection
and the action morphisms. Note that m is smooth (e.g. m is the composition
of the automorphism (g, x) → (g, gx) of G ×S X and p). Therefore, F (X) ×X
(Y;m) = F (Y) = F (X)×SG by Theorem 2.3.10 and Remark 2.3.5(i). In particular,
V0 ×X (Y;p) = V0 ×X (Y;m), i.e. V0 is G-equivariant. By §2.1.11, X1 inherits a G-
action. Then the same argument implies that V1 is G-equivariant and X2 inherits
a G-action, etc. 
2.4. Complements on functorial desingularizations. This section is devoted
to Gabber’s result on a certain non-trivial compatibility property that any functo-
rial desingularization satisfies. It will not be used in the sequel, so an uninterested
reader may safely skip it.
THEOREM 2.4.1. Assume that S is a scheme, S 0 is a family of reduced S-
schemes of finite type and S 1 is a family of morphisms between elements of S 0
such that if f : Y → X is smooth and X ∈ S 0 then Y ∈ S 0 and f ∈ S 1. Let F be a
desingularization on S 0 which is functorial with respect to all morphisms of S 1.
Then any pair of regular morphisms g : Z → X and h : Z → Y with targets in S 0
induces the same desingularization of Z; namely, F (X)×X Z = F (Y)×Y Z.
Note that the theorem has no restrictions on the characteristic (because no
such restriction appears in Popescu’s theorem). Before proving the theorem let
us formulate its important corollary, whose main case is when S = Spec(k) for a
field k and S 0 is the family of all reduced k-schemes of finite type.
COROLLARY 2.4.2. Keep the notation of Theorem 2.4.1. Then F canonically
extends to the family Ŝ 0 of all schemes that admit a regular morphism to a
scheme from S 0 and the extension is functorial with respect to all regular mor-
phisms between schemes of Ŝ 0.
The main ingredient of the proof will be the following result that we are going
to establish first.
PROPOSITION 2.4.3. Consider a commutative diagram of schemes
Z
g
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ h
❅
❅❅
❅❅
❅❅
❅
f

X
a
  ❅
❅❅
❅❅
❅❅
❅ Z
′g
′
oo h
′
// Y
b⑦⑦
⑦⑦
⑦⑦
⑦⑦
S
such that a and b are of finite type, g and h are regular and g ′ is smooth. Then h ′ is
smooth around the image of f.
For the proof we will need the following three lemmas. In the first one we
recall the Jacobian criterion of smoothness, rephrased in terms of the cotangent
complex.
LEMMA 2.4.4. Let f : X→ S be a morphism which is locally of finite presenta-
tion, and let x ∈ X. Then the following conditions are equivalent:
(i) f is smooth at x;
(ii) H1(LX/S ⊗L k(x)) = 0.
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In the lemma we use the convention Hi = H−i, and LX/S denotes the cotangent
complex of X/S.
Proof. (i)⇒ (ii) is trivial: as f is smooth at x, up to shrinking Xwemay assume
f smooth, then LX/S is cohomologically concentrated in degree zero and locally
free [Illusie, 1972, III 3.1.2]. Let us prove (ii)⇒ (i). We may assume that we have
a factorization
X
i //
f

Z
g
⑧⑧
⑧⑧
⑧⑧
⑧⑧
S
,
where i is a closed immersion of ideal I and g is smooth. Consider the standard
exact sequence
(∗) I/I2 → i∗Ω1Z/S → Ω1X/S → 0.
By the Jacobian criterion [ÉGA IV4 17.12.1] and [ÉGA 0IV 19.1.12], the smoothness
of f at x is equivalent to the fact that the morphism
(∗∗) (I/I2)⊗ k(x)→ Ω1Z/S ⊗ k(x)
deduced from the left one in (*) is injective. Now, (I/I2)⊗k(x) = H1(LX/Z⊗L k(x))
[Illusie, 1972, III 3.1.3], and (**) is a morphism in the exact sequence associated
with the triangle deduced from the transitivity triangle Li∗LZ/S → LX/S → LX/Z →
Li∗LZ/S[1] by applying ⊗Lk(x) :
H1(LX/S ⊗L k(x))→ H1(LX/Z ⊗L k(x))(= (I/I2)⊗ k(x))→ Ω1Z/S ⊗ k(x).
By (ii),H1(LX/S⊗Lk(x)) = 0, hence (**) is injective, which completes the proof. 
LEMMA 2.4.5. Consider morphisms f : X → Y, g : Y → S, h = gf : X → S, and
let x ∈ X, y = f(x) ∈ Y. Assume that
(i) H1(LX/S ⊗L k(x)) = 0
(ii) H2(LX/Y ⊗L k(x)) = 0.
Then H1(LY/S ⊗L k(y)) = 0. In particular, if g is locally of finite presentation
then g is smooth at y.
Proof. It is equivalent to show that H1(LY/S ⊗L k(x)) = 0, and this follows triv-
ially from the exact sequence
H2(LX/Y ⊗L k(x))→ H1(LY/S ⊗L k(x))→ H1(LX/S ⊗L k(x)).

LEMMA 2.4.6. Let f : X → S be a regular morphism between locally noe-
therian schemes. Then LX/S is cohomologically concentrated in degree zero and
H0(LX/S) = Ω
1
X/S is flat.
Proof. We may assume X = SpecB and S = SpecA affine. Then, by Popescu’s
theorem [Swan, 1998, 1.1], X is a filtering projective limit of smooth affine S-
schemes Xα = SpecBα. By [Illusie, 1972, II (1.2.3.4)], we have
LB/A = colimαLBα/A.
By [Illusie, 1972, III 3.1.2 and II 2.3.6.3], LBα/A is cohomologically concentrated
in degree zero and H0(LBα/A) = Ω
1
Bα/A
is projective of finite type over Bα, so the
conclusion follows. 
3. RESOLUTION OF LOG REGULAR LOG SCHEMES 97
Proof of Proposition 2.4.3. The question is local around a point y = f(x) ∈ Z ′,
x ∈ Z. In view of Lemma 2.4.4, by Lemma 2.4.5 applied to Z→ Z ′ → Y it suffices
to show that H1(LZ/Y ⊗L k(x)) = 0 and H2(LZ/Z ′ ⊗L k(x)) = 0. As Z is regular over
Y, the first vanishing follows from Lemma 2.4.6. For the second one, consider the
exact sequence
H2(LZ/X ⊗L k(x))→ H2(LZ/Z ′ ⊗L k(x))→ H1(LZ ′/X ⊗L k(x)).
By the regularity of Z/X and Lemma 2.4.6, H2(LZ/X ⊗L k(x)) = 0. As Z ′ is smooth
over X,H1(LZ ′/X⊗Lk(x)) = 0 by Lemma 2.4.4, which proves the desired vanishing
and finishes the proof. 
Proof of Theorem 2.4.1. Find finite affine coverings X = ∪iXi, Y = ∪iYi and Z =
∪iZi such that g(Zi) ⊆ Xi and h(Zi) ⊆ Yi. Set X ′ =
∐
i Xi, Y
′ =
∐
i Yi and Z
′ =∐
i Zi and let Z
′ → X ′ and Z ′ → Y ′ be the induced morphisms. It suffices to check
that F (X) ×X Z and F (Y) ×Y Z become equal after pulling them back to Z ′. So,
we should check that (F (X) ×X X ′) ×X ′ Z ′ coincides with (F (Y) ×Y Y ′) ×Y ′ Z ′.
The morphisms X ′ → X and Y ′ → Y are smooth and hence contained in S 1. So,
F (X) ×X X ′ = F (X ′) and similarly for Y. In particular, it suffices to prove that
F (X ′) ×X ′ Z ′ = F (Y ′) ×Y ′ Z ′. This reduces the problem to the case when all
schemes are affine, so in the sequel we assume that X, Y and Z are affine.
Next, note that it suffices to find factorizations g = g0f and h = h0f, where
f : Z → Z0 is a morphism with target in S 0 and g0 : Z0 → X, h0 : Z0 → X are
smooth. By Popescu’s theorem, one can write g : Z → X as a filtering projective
limit of affine smooth morphisms gα : Zα → X, α ∈ A. As Y is of finite type over
S, h will factor through one of the Zα’s ([ÉGA IV3 8.8.2.3]): there exists α ∈ A,
fα : Z → Zα, hα : Zα → Y such that g = gαfα, h = hαfα. By Proposition 2.4.3,
hα is smooth around the image of fα, so we can take Z0 to be a sufficiently small
neighborhood of the image of fα. 
3. Resolution of log regular log schemes
Unless said to the contrary, by log structure we mean a log structure with
respect to the étale topology. We will say that a log structure MX on a scheme X
is Zariski if ε∗ε∗MX
∼→ MX, where ε : Xe´t → X is the morphism between the étale
and Zariski sites. In this case, we can safely view the log structure as Zariski log
structure ε∗MX. A similar convention will hold also for log schemes.
3.1. Fans. Many definitions/constructions on log schemes are of "combinato-
rial nature". Roughly speaking, these constructions use only multiplication and
ignore addition. Naturally, there exists a category of geometric spaces whose
structure sheaves are monoids, and most of combinatorial constructions can be
described as "pullbacks" of analogous "monoidal" operations. The first definition
of such a category was done by Kato in [Kato, 1994]. Kato called his spaces fans to
stress their relation to the classical combinatorial fans obtained by gluing polyhe-
dral cones. For example, to any combinatorial fan C one can naturally associate a
fan F(C) whose set of points is the set of faces of C. The main motivation for the
definition is that fans can be naturally associated to various log schemes.
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It took some time to discover that fans are sort of "piecewise schemes" rather
than a monoidal version of schemes. A more geometric version of combinato-
rial schemes was introduced by Deitmar in [Deitmar, 2005]. He called them F1-
schemes, but we prefer the terminology of monoschemes introduced by Ogus in
his book in preparation [Ogus, 2012]. Note that when working with a log scheme
X, we use the sheafMX in some constructions and we use its sharpeningMX (see
§3.1.1) in other constructions. Roughly speaking, monoschemes naturally arise
when we work withMX while fans naturally arise when we work withMX.
In §3, we will show that: (a) a functorial desingularization of toric varieties
over Q descends to a desingularization of monoschemes, (b) to give the latter is
more or less equivalent to give a desingularization of fans, (c) desingularization
of fans can be used to induce a monoidal desingularization of log schemes, (d)
the latter induces a desingularization of log regular schemes, which (at least in
some cases) depends only on the underlying scheme.
In principle, we could work locally, using desingularization of disjoint unions
of all charts for synchronization. In this case, we could almost ignore the inter-
mediate categories by working only with fine monoids and blow up towers of
their spectra. However, we decided to emphasize the actual geometric objects
beyond the constructions, and, especially, stress the difference between fans and
monoschemes.
3.1.1. Sharpening. For a monoidM, byM× (orM∗) we denote the group of its
invertible elements, and its sharpeningM is defined asM/M×.
3.1.2. Localization. By localization of amonoidM along a subset Swemean the
universalM-monoidMS such that the image of S inMS is contained inM×S . IfM
is integral thenMS is simply the submonoidM[S−1] ⊆ Mgp generated byM and
S−1. IfM is a fine then any localization is isomorphic to a localization at a single
element f, and will be denotedMf.
3.1.3. Spectra of fine monoids. All our combinatorial objects will be glued from
finitely many spectra of fine monoids. Recall that with any fine monoid P one
can associate the set Spec(P) of prime ideals (with the convention that ∅ is also
a prime ideal) equipped with the Zariski topology whose basis is formed by the
sets D(f) = {p ∈ Spec(P)| f /∈ p} for f ∈ P, see, for example, [Kato, 1994, §9].
The structure sheaf MP is defined by MP(D(f)) = Pf, and the sharp structure
sheafMP = MP/M×P is the sharpening ofMP (we will see in Remark 3.1.4(iii) that
actuallyMP(D(f)) = Pf = Pf/(P×f ), i.e. no sheafification is needed).
REMARK 3.1.4. (i) Since P \ P× and ∅ are the maximal and the minimal prime
ideals of P, Spec(P) possesses unique closed and generic points s and η. The latter
is the only point whose stalkMP,η = Pgp is a group.
(ii) The set Spec(P) is finite and its topology is the specialization topology, i.e.
U is open if and only if it is closed under generalizations. (More generally, this
is true for any finite sober topological space, such as a scheme that has finitely
many points.)
(iii) A subset U ⊆ Spec(P) is affine (and even of the form D(f)) if and only if
it is the localization of Spec(P) at a point x (i.e. the set of all generalizations of x).
Any open covering U = ∪iUi of an affine set is trivial (i.e. U is equal to some Ui),
therefore any functor F (U) on affine sets uniquely extends to a sheaf on Spec(P).
In particular, this explains why no sheafification is needed when defining MP.
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Furthermore, we see that, roughly speaking, any notion/construction that is "de-
fined in terms of" localizations Xx and stalks Mx or Mx is Zariski local. This is
very different from the situation with schemes.
3.1.5. Local homomorphisms of monoids. AnymonoidM is local becauseM\M×
is its unique maximal ideal. A homomorphism f : M→ N of monoids is local if it
takes the maximal ideal ofM to the maximal ideal ofN. This happens if and only
if f−1(N×) = M×.
3.1.6. Monoidal spaces. Amonoidal space is a topological space X provided with
a sheaf of monoidsMX. Amorphism ofmonoidal spaces (f, f#) : (Y,MY)→ (X,MX)
is a continuous map f : Y → X and a homomorphism f# : f−1(MX)→MY such that
for any y ∈ Y the homomorphism of monoids f#y : MX,f(y) →MY,y is local.
REMARK 3.1.7. Strictly speaking one should have called the above category
the category of locally monoidal spaces and allow non-local homomorphisms in
the general category of monoidal spaces. However, we will not use the larger
category, so we prefer to abuse the notation slightly.
Spectra of monoids possess the usual universal property, namely:
LEMMA 3.1.8. Let (X,MX) be a monoidal space and P be a monoid.
(i) The global sections functor Γ induces a bijection between morphisms of
monoidal spaces (f, f#) : (X,MX) → (Spec(P),MP) and homomorphisms φ : P →
Γ(MX).
(ii) If MX has sharp stalks then Γ induces a bijection between morphisms of
monoidal spaces (f, f#) : (X,MX) → (Spec(P),MP) and homomorphisms φ : P →
Γ(MX).
Proof. (i) Let us construct the opposite map. Given a homomorphism φ, for
any x ∈ Xwe obtain a homomorphism φx : P→MX,x. Clearly,m = P \φ−1x (M×X,x)
is a prime ideal and hence φx factors through a uniquely defined local homomor-
phism Pm → MX,x. Setting f(x) = m we obtain a map f : X → Spec(P), and the
rest of the proof of (i) is straightforward.
If the stalks of MX are sharp then any morphism (X,MX) → (Spec(P),MP)
factors uniquely through (Spec(P),MP). Also, Γ(MX) is sharp, hence any homo-
morphism to it from P factors uniquely through P. Therefore, (ii) follows from
(i). 
3.1.9. Fine fans and monoschemes. A fine monoscheme (resp. a fine fan) is a
monoidal space (X,MX) that is locally isomorphic to AP = (Spec(P),MP) (resp.
AP = (Spec(P),MP)), where P is a fine monoid. We say that (X,MX) is affine if
it is isomorphic to AP (resp.f AP). A morphism of monoschemes (resp. fans) is a
morphism of monoidal spaces. A monoscheme (resp. a fan) is called torsion free
if it is covered by spectra of P’s with torsion free Pgp’s. It follows from Remark
3.1.4(iii) that this happens if and only if all groupsMgpX,x are torsion free.
REMARK 3.1.10. (i) Any fs fan is torsion free because if an fs monoid is torsion
free then so is any its localization. This is not true for general fine fans. For
example, if µ2 = {±1} then P = N ⊕ µ2 \ {(0,−1)} is a sharp monoid with Pgp =
Z⊕ µ2.
(ii) For any point x of a fine monoscheme (resp. fan) X the localization Xx
that consists of all generalizations of x is affine. In particular, by Remark 3.1.4(i)
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there exists a unique maximal point generalizing x, and hence X is a finite disjoint
union of irreducible components.
3.1.11. Comparison of monoschemes and fans. There is an obvious sharpening
functor (X,MX) 7→ (X,MX) from monoschemes to fans, and there is a natural
morphism of monoidal spaces (X,MX) → (X,MX). The sharpening functor loses
information, and one needs to know MgpX to reconstruct MX from MX as a fi-
bred product (see [Ogus, 2012, 2.1.8.3]). Actually, there are much more fans than
monoschemes. For example, the generic point η ∈ Spec(P) is open and MP,η is
trivial hence for any pair of fine monoids P and Q we can glue their sharpened
spectra along the generic points. What one gets is sort of "piecewise scheme" and,
in general, it does not correspond to standard geometric objects, such as schemes
ormonoschemes. We conclude that, in general, fans can be lifted tomonoschemes
only locally.
REMARK 3.1.12. As a side remark we note that sharpened monoids naturally
appear as structure sheaves of piecewise linear spaces (a work in progress of the
second author on skeletons of Berkovich spaces). In particular, PL functions can
be naturally interpreted as sections of the sharpened sheaf of linear functions on
polytopes.
3.1.13. Local smoothness. A local homomorphism of fine monoids φ : P → Q
is called smooth if it can be extended to an isomorphism P ⊕ Nr ⊕ Zs ∼→ Q. The
following lemma checks that this property is stable under localizations.
LEMMA 3.1.14. Assume that φ : P → Q is smooth and P ′, Q ′ are localizations
of P,Q such that φ extends to a local homomorphism φ ′ : P ′ → Q ′. Then φ ′ is
smooth.
Proof. Recall that P ′ = Pa for a ∈ P (notation of §3.1.2), and φ ′ factors through
the homomorphism φa : P ′ → Qa, which is obviously smooth. Therefore, replac-
ing φ with φa we can assume that P = P ′. Let b = (p, n, z) ∈ Q be such that
Q ′ = Qb. Then p ∈ P× because P → Q ′ is local, and hence Q ′ is isomorphic
to P ⊕ (Nr)n ⊕ Zs. It remains to note that any localization of Nr is of the form
Nr−t ⊕ Zt. 
3.1.15. Smoothness. The lemma allows to globalize smoothness: a morphism
f : Y → X of monoschemes is called smooth if the homomorphisms of stalksMX,f(y) →
MY,y are smooth. In particular, X is smooth if its morphism to Spec(1) is smooth,
that is, the stalksMX,x are of the formNr⊕Zs. In particular, a smoothmonoscheme
is torsion free.
Analogous smoothness definitions are given for fans. Moreover, in this case
we can consider only sharp monoids, and then the group component Zs is au-
tomatically trivial. It follows that we can rewrite the above paragraph almost
verbatim but with s = 0. Obviously, a morphism of monoschemes is smooth if
and only if its sharpening is a smooth morphism of fans.
REMARK 3.1.16. (i) Recall that any fine monoscheme X admits an open affine
covering X = ∪x∈X Spec(MX,x). It follows that a morphism of fine monoschemes
f : Y → X is smooth if and only if it is covered by open affine charts of the form
Spec(P ⊕Nr ⊕ Zs)→ Spec(P).
(ii) Smooth morphisms of fine fans admit a similar local description, and we
leave the details to the reader.
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3.1.17. Saturation. As usually, for a fine monoid P we denote its saturation
by Psat (it consists of all x ∈ Pgp with xn ∈ P for some n > 0). Saturation is
compatible with localizations and sharpening and hence extends to a saturation
functor F 7→ Fsat on the categories of fine monoschemes (resp. fine fans). We also
have a natural morphism Fsat → F, which is easily seen to be bijective. So, actually,
(F,MF)
sat = (F,MsatF ).
3.1.18. Ideals. A subsheaf of ideals I ⊆ MX on a monoscheme (X,MX) is
called a coherent ideal if for any point x ∈ X the restriction of I on Xx coincides
with IxMXx . (Due to Remark 3.1.4(iii) this means that I is coherent in the usual
sense, i.e. its restriction on an open affine submonoscheme U is generated by the
global sections overU.) Wewill consider only coherent ideals, so we will omit the
word "coherent" as a rule. An ideal I ⊆ MX is invertible if it is locally generated
by a single element.
3.1.19. Blow ups. Similarly to schemes, for any non-empty idealI ⊆ OX there
exists a universal morphism of monoschemes h : X ′ → X such that the pullback
ideal h−1I = IMX ′ is invertible. We call I the center of the blow up. (One
does not have an adequate notion of closed submonoscheme, so unlike blow ups
of the scheme it would not make sense that "V(I )" is the center.) An explicit
construction of X ′ copies its scheme analog: it is local on the base and for an
affine X = Spec(P)with an ideal I ⊆ P corresponding to I one glues X ′ from the
charts Spec(P[a−1I]), where a ∈ I and P[a−1I] is the submonoid of Pgp generated
by the fractions b/a for b ∈ I (see [Ogus, 2012, Ch. 2, §1.6] for details).
REMARK 3.1.20. Blow ups induce isomorphisms on the stalks of Mgp; this is
an analog of the fact that blow ups of schemes along nowhere dense subschemes
are birational morphisms.
3.1.21. Saturated blow ups. Analogously to normalized blow ups, one defines
saturated blow up of a monoscheme X along an ideal I ⊂MX as the saturation of
BlI (X). The same argument as for schemes shows that BlI (X)sat is the universal
saturated X-monoscheme such that the pullback of I is invertible.
3.1.22. Towers and pullbacks. Towers of (saturated) blow ups of a monoscheme
X are defined in the obvious way. Given such a tower X• with X = X0 and a
morphism f : Y → X we define the pullback tower Y• = f∗(X•) as follows: Y0 = Y
and Yi+1 is the (saturated) blow up of Yi along the pullback of the center Ii of
Xi+1 → Xi. Due to the universal property of (saturated) blow ups this definition
makes sense and Y• is the universal (saturated) blow up tower of Y that admits a
morphism to X• extending f.
REMARK 3.1.23. Unlike pullbacks of (normalized) blow up towers of schemes,
see §§2.1.7 and 2.2.8, we do not distinguish strict transforms and pullbacks. The
above definition of pullback covers our needs, and we do not have to study the
base change of monoschemes. For the sake of completeness, we note that fibred
products ofmonoschemes exist and in the affine case are defined by amalgamated
sums of monoids, see [Deitmar, 2005]. Also, it is easy to check that for a smooth
f (which is the only case we will use) one indeed has that f∗(X•) = X• ×X Y for
any (saturated) blow up tower X•. For blow ups one checks this with charts and
in the saturated case one also uses that saturation is compatible with a smooth
morphism f : Y → X, i.e. Ysat ∼→ Xsat ×X Y.
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3.1.24. Compatibility with sharpening. Ideals and blow ups of fans are defined
in the same way, but with MX used instead of MX (Kato defines their saturated
version in [Kato, 1994, 9.7]). Towers of blow ups of fans are defined in the obvious
way.
LEMMA 3.1.25. Let X = (X,MX) be a monoscheme, let (F,MF) = (X,MX) be
the corresponding fan and let λ : MX → MF denote the sharpening homomor-
phism.
(i) I 7→ λ(I ) induces a natural bijection between the ideals on X and on F.
(ii) Blow ups are compatible with sharpening, that is, the sharpening of BlI (X))
is naturally isomorphic to Blλ(I )(F). The same statement holds for saturated blow
ups.
(iii) Sharpening induces a natural bijection between the (saturated) blow up
towers of X and F.
Proof. (i) is obvious. (ii) is shown by comparing the blow up charts. Combin-
ing (i) and (ii), we obtain (iii). 
3.1.26. Desingularization. Using the above notions of smoothness and blow
ups, one can copy other definitions of the desingularization theory. By a desin-
gularization (resp. saturated desingularization) of a fine monoscheme X we mean a
blow up tower (resp. saturated blow up tower) Xn 99K X0 = X with smooth Xn.
By Remark 3.1.20, if X admits a desingularization then it is torsion free, and we
will later see that the converse is also true.
For concreteness, we consider below non-saturated desingularizations, but
everything extends to the saturated case verbatim. A family Fmono(X) of desin-
gularizations of torsion free monoschemes is called functorial (with respect to
smooth morphisms) if for any smooth f : Y → X the desingularization Fmono(Y)
is the contracted pullback of Fmono(X). The same argument as for schemes (see
Remark 2.3.5(ii)) shows that Fmono is already determined by its restriction onto
the family of finite disjoint unions of affine monoschemes.
The definition of a functorial desingularization F fan of fine torsion free fans
is similar. Since blow up towers and smoothness are compatible with the sharp-
ening functor, it follows that a desingularization of a monoscheme X induces a
desingularization of its sharpening. Moreover, any affine fan can be lifted to an
affine monoscheme and F fan is determined by its restriction onto disjoint unions
of affine fans, hence we obtain the following result.
THEOREM 3.1.27. The sharpening functor induces a natural bijection between
functorial desingularizations of fine torsion free monoschemes and functorial
desingularizations of fine torsion free fans. A similar statement holds for satu-
rated desingularizations.
REMARK 3.1.28. Similarly to the normalization of a desingularization tower,
to any desingularization F of monoschemes or fans one can associate a saturated
desingularization F sat: one replaces all levels of the towers, except the zero level,
with their saturations. In this case blow ups are replaced with saturated blow ups
along the pulled back ideals. If F is functorial with respect to all smooth mor-
phisms then the same is true for F sat. Indeed, for any smooth Y → X the centers
of F (Y), F sat(X) and F sat(Y) are the pullbacks of those of F (X). In addition, the
saturation construction is compatible with the bijections from Theorem 3.1.27 in
the obvious way.
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REMARK 3.1.29. In principle, (saturated) desingularization of fans ormonoschemes
can be described in purely combinatorial terms of fans and their subdivisions (e.g.
see [Kato, 1994, 9.6] or [Nizioł, 2006, §4]). However, it is not easy to construct a
functorial one directly. We will instead use a relation between monoschemes and
toric varieties to descend desingularization of toric varieties to monoschemes and
fans.
3.2. Monoschemes and toric varieties.
3.2.1. Base change from monoschemes to schemes. Let S be a scheme. The follow-
ing proposition introduces a functor frommonoschemes to S-schemes that can be
intuitively viewed as a base change with respect to a "morphism" S→ Spec(1).
PROPOSITION 3.2.2. Let S be a scheme and F be a monoscheme. Then there exists an
S-scheme X = S[F] with a morphism of monoidal spaces f : (X,OX) → (F,MF) such that
any morphism (Y,OY)→ (F,MF), where Y is an S-scheme, factors uniquely through f.
Proof. Assume, first, that F = Spec(P) is affine. By Lemma 3.1.8(i), to give a
morphism (Y,OY) → (F,MF) is equivalent to give a homomorphism of monoids
φ : P → Γ(OY), and the latter factors uniquely through a homomorphism of sheaves
of rings OS[P] → OY. It follows that S[F] = Spec(OS[P]) in this case. Since the
above formula is compatible with localizations by elements a ∈ P, i.e. S[Fa] ∼→
S[F]φ(a), it globalizes to the case of an arbitrary monoscheme. Thus, for a general
monoscheme F covered by Fi = Spec(Pi), the scheme S[F] is glued from S[Fi]. 
REMARK 3.2.3. Note that if S = Spec(R) and F = Spec(P) then S[F] = Spec(R[P]).
However, we will often consider an "intermediate" situation where S = Spec(R)
is affine and F is a general monoscheme. To simplify notation, we will abuse them
by writing R[F] instead of Spec(R[F]). Such "mixed" notation will always refer to
a scheme.
3.2.4. Toric schemes. If F is torsion free and connected then we call S[F] a toric
scheme over S. Recall that by Remark 3.1.10(ii), F possesses a unique maximal
point η = Spec(Pgp), where Spec(P) is any affine open submonoscheme. Hence
X = S[F] possesses a dense open subscheme T = S[η], which is a split torus over
S, and the action of T on itself naturally extends to the action of T on X.
REMARK 3.2.5. Assume that k is a field. Classically, a toric k-variety is de-
fined as a normal finite type separated k-scheme X that contains a split torus T as
a dense open subscheme such that the action of T on itself extends to the whole X.
If F is saturated then our definition above is equivalent to the classical one. How-
ever, we also consider non-normal toric varieties corresponding to non-saturated
monoids.
3.2.6. Canonical log structures. For any monoscheme F, the S-scheme X = S[F]
possesses a natural log structure induced by the universal morphism f : (X,OX)→
(F,MF). Namely, MX is the log structure associated with the pre-log structure
g−1MF → OXe´t , where g : (Xe´t,OXe´t) → (X,OX) → (F,MF) is the composition. We
callMX the canonical log structure of X = S[F].
REMARK 3.2.7. (i) The canonical log structure is Zariski, as ε∗MX coincides
with the Zariski log structure associated with the pre-log structure f−1MF → OX.
(ii) The log scheme (X = S[F],MX) is log smooth over the scheme S provided
with the trivial log structure. In particular, if S is regular and F is saturated then
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(X,MX) is fs and log regular. Without the saturation assumption we still have
that Xsat ∼→ S[Fsat] is log regular, hence X is log regular in the sense of Gabber (see
§3.5).
(iii) If η is the set of generic points of F then T = S[η] is the open subset of X
which is the triviality set of its log structure. However, the mapMX → OX ∩ j∗O×T
is not an isomorphism in general, as the case where T = SpecC[t, t−1] ⊂ X =
SpecC[t2, t3] already shows: the image of t2 + t3 in OX,{0} belongs to (j∗O×T ){0},
but does not belong to M{0} = tPO×X,{0}, where P is the (fine, but not saturated)
submonoid of N generated by 2 and 3. (We use that OX,{0} is strictly smaller than
its normalization C[t](t) = OX,{0}[t] and hence t
2+t3
t2
= 1 + t is not contained in
OX,{0}.)
3.2.8. Toric saturation. Saturation of monoschemes corresponds to normaliza-
tion of schemes. This will play an essential role later, since we get a combinatorial
description of the normalization.
LEMMA 3.2.9. If S is a normal scheme and F is a fine monoscheme then there
is a natural isomorphism S[F]nor ∼→ S[Fsat].
Proof. Note that f : Z[Fsat] → Spec(Z) is a flat morphism and its fibers are nor-
mal because they are classical toric varieties Fp[Fsat]. So, f × S : S[Fsat]→ S is a flat
morphism with normal fibers and normal target, and we obtain that its source is
normal by [Matsumura, 1980a, 21.E(iii)]. It remains to note that S[Fsat]→ S[F] is a
finite morphism inducing isomorphism of dense open subschemes S[Fgp], hence
S[Fsat] is the normalization of S[F]. 
REMARK 3.2.10. The same argument shows that if S is Cohen-Macaulay then
so is S[Fsat].
3.2.11. Toric smoothness. Next, let us compare smoothness of morphisms of
monoschemes as defined in §3.1.15 and classical smoothness of toric morphisms.
The following lemma slightly extends the classical result (e.g. see [Fulton, 1993,
§2.1]) that if P is fs and C[P] is regular then P ∼→ Nr ⊕ Zs.
LEMMA 3.2.12. Let f : F→ F ′ be a morphism of fine monoschemes and let S be
a scheme.
(i) If f is smooth then S[f] is smooth (as a morphism of schemes).
(ii) If F is torsion free and the morphism S[F]→ S is smooth then F is smooth.
Proof. Part (i) is obvious, so let us check (ii). We can also assume that F =
Spec(P) is affine. Also, we can replace S with any of its points achieving that
S = Spec(k). Then P is a fine torsion free monoid and k[P] ⊆ k[Pgp] ∼→ k[Zn].
It follows that X = Spec(k[P]) is an integral smooth k-variety of dimension n.
Note that Spec(k[Psat]) is a finite modification of X which is generically an iso-
morphism. Since X is normal we have that Spec(k[Psat]) ∼→ X, and it follows that
P is saturated. Now, P ∼→ P ⊕ Zl and hence X ∼→ Spec(k[P]) ×k Glm. Obviously,
Spec(k[P]) is smooth of dimension r = n− l and our task reduces to showing that
P
∼→ Nr.
Let m = P \ {1} be the maximal ideal of P. Then I = k[m] is a maximal
ideal of k[P] with residue field k. In particular, by k-smoothness of k[P] we have
that dimk(I/I2) = r. On the other hand, I = ⊕x∈mxk and I2 = ⊕x∈m2xk, hence
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I/I2
∼→ ⊕x∈m\m2xk and we obtain that m \ m2 consists of r elements t1, . . . , tr.
Note that these elements generate P as a monoid and hence they generate P
gp
as
a group. Since P
gp ∼→ Zr, the elements t1, . . . , tr are linearly independent in Pgp,
and we obtain that the surjection ⊕ri=1tNi → P is an isomorphism. 
REMARK 3.2.13. It seems very probable that, muchmore generally, f is smooth
whenever S[f] is smooth as a morphism of schemes and one of the following
conditions holds: (a) S has points in all characteristics, (b) the homomorphisms
M
gp
F ′,x ′ → MgpF,x induced by f have torsion free kernels and cokernels. We could
prove this either in the saturated case or under some milder but unnatural re-
strictions. The main ideas are similar but the proof becomes more technical. We
do not develop this direction here since the lemma covers our needs.
3.2.14. Toric ideals. Let F be a torsion free monoscheme, k be a field and X =
k[F]. For any ideal I on F one naturally defines an ideal k[I ] on X: in local
charts, an ideal I ⊆ P goes to the ideal Ik[P] = k[I] = ⊕a∈Iak in k[P]. We say that
J = k[I ] is a monoidal ideal on k[F]. Note that J determines I uniquely and,
actually, I = J ∩MX (this is obvious in local charts).
LEMMA 3.2.15. Assume that F is connected, η is its maximal point, X = k[F],
and T = k[η] is the torus of the toric scheme X. A coherent ideal J ⊆ MX is
T -equivariant if and only if it is monoidal.
Proof. Any monoidal ideal is obviously T -equivariant, so let us prove the in-
verse implication. The claim is local, so we should prove that any T -equivariant
ideal J ⊂ A = k[P] is of the form k[I] for an ideal I of P. Consider the coaction
homomorphism µ : A → A ⊗k k[Pgp] = B. The equivariance of J means that JB
(with respect to the embedding A→֒A ⊗k k[Pgp]) is equal to µ(J)B. In particular,
µ|J : J → JB = J ⊗k k[Pgp] induces a Pgp-grading on J compatible with the Pgp-
grading A = ⊕γ∈PAγ. Thus, J is a homogeneous ideal in A and, since A1 = k is a
field and each k-module Aγ is of rank one, we obtain that J = ⊕γ∈IAγ for a subset
I ⊆ P. Thus, J = k[I], and clearly I is an ideal. 
3.2.16. Toric blow ups. We will also need the well known fact that toric blow
ups are of combinatorial origin, i.e. they are induced from blow ups of monoschemes.
LEMMA 3.2.17. Assume that F is a torsion free monoscheme, I ⊆ MF is an
ideal, X = k[F], and J = k[I ]. Then there is a canonical isomorphism BlJ (X)
∼→
k[BlI (F)].
Proof. Assume first that F = Spec(P). Then I corresponds to an ideal I ⊆ P
and we can simply compare charts: BlI (F) is covered by the charts Spec(P[a−1I])
for a ∈ I, and, since I generates J, the charts k[a−1J] = k[P[a−1I]] cover BlJ(X). This
construction is compatible with localizations (P, I) 7→ (Pb, b−1I) hence it global-
izes to the case of a general fine monoscheme with an ideal. 
Using Lemma 3.2.9 we obtain a similar relation between saturated blow ups
and normalized toric blow ups.
COROLLARY 3.2.18. Keep notation of Lemma 3.2.17. Then BlJ (X)nor
∼→ k[BlI (F)sat].
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3.2.19. Desingularization of monoschemes. Let F be a torsion free monoscheme
and X = k[F] for a field k of characteristic zero (e.g. k = Q). Recall that the
normalized desingularization functor F˜ from §2.3.9 is compatible with the ac-
tion of any smooth k-group, hence the centers of F˜ (X) : Xn 99K X0 = X are T -
equivariant ideals. By Lemma 3.2.15, the blown up ideal of X0 is of the form
k[I ] for an ideal I ⊆ MF, hence X1 = k[F1] for F1 = BlI (F)sat by Lemma 3.2.18.
Applying this argument inductively we obtain that the entire normalized blow
up tower F˜ (X) descends to a saturated blow up tower of F, which we denote as
F˜mono(F) (in other words, F˜ (X) = k[F˜mono(F)]). Since Fn is smooth by Lemma
3.2.12(ii), the tower F˜mono(F) is a desingularization of F. Moreover, part (i) of the
same lemma implies that F˜mono is functorial with respect to smooth morphisms
of monoschemes. Namely, for any smooth morphism F ′ → F, F˜mono(F ′) is the
contracted pullback of F˜mono(F) (see §3.1.22). Summarizing, we have obtained:
THEOREM 3.2.20. Let k be a field and let F˜ be a normalized desingularization
of disjoint unions of toric k-varieties which is functorial with respect to smooth
morphisms. Then each normalized blow up tower F˜ (k[F]) is the pullback of
a uniquely defined saturated blow up tower of monoschemes F˜mono(F). This
construction produces a saturated desingularization of monoschemes which is
functorial with respect to smooth morphisms.
Combining theorems 3.1.27 and 3.2.20we obtain a functorial saturated desin-
gularization of fans that will be denoted F˜ fan.
REMARK 3.2.21. We will work with normalized and saturated desingulariza-
tions, so we formulated the theorem for F˜ . The same argument shows that F
induces desingularizations Fmono and F fan that are functorial with respect to all
smooth morphisms. Moreover, the descent from toric desingularization is com-
patible with normalization/saturation, i.e. F˜mono = (Fmono)sat and similarly for
fans.
3.3. Monoidal desingularization. In this section we will establish, what we
call, monoidal desingularization of fine log schemes (X,MX). This operation "re-
solves" the sheafMX but does not "improve" the log strata of X.
3.3.1. Log stratification. Using charts one immediately checks that for any fine
log scheme (X,MX) the function x 7→ rank(Mgpx ) is constructible. The correspond-
ing stratification of X, whose strata are the maximal locally closed subsets on
which this function is constant, will be called the log stratification (the analogous
stratification in VI-1.5was called canonical or stratification by rank).
3.3.2. Monoscheme charts of log schemes. A (global)monoscheme chart of a Zariski
log scheme (X,MX) is a morphism of monoidal spaces c : (X, ε∗MX) → (F,MF)
such that the target is a monoscheme and ε∗MX is isomorphic to the Zariski
log structure associated with the pre-log structure c−1MF → OX (obtained as
c−1MF → MX → OX). In particular, MX is the log structure associated with
(c ◦ ε)−1MF → OXe´t . We say that the chart is fine if (F,MF) is so. For example, any
toric scheme R[F], where F is a monoscheme, possesses a canonical chart R[F]→ F.
LEMMA 3.3.3. Let (X,MX) be a log scheme and let (F,MF) be a monoscheme.
Then any morphism of monoidal spaces f : (X,MX) → (F,MF) factors uniquely
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into the composition of a morphism of log schemes (X,MX) → Z[F] and the
canonical chart Z[F]→ F.
Proof. Note that (IdX, α) : (X,OX)→ (X,MX) is amorphism ofmonoidal spaces,
hence so is the composition h : (X,OX) → (F,MF). If F = Spec(P) then h is deter-
mined by the homomorphism P → Γ(OX) by Lemma 3.1.8. Since the latter fac-
tors uniquely into the composition of the homomorphism of monoids P → Z[P]
and the homomorphism of rings Z[P] → Γ(OX), we obtain a canonical factoring
X → Spec(Z[P]) → Spec(P). Furthermore, this affine construction is compatible
with localizations of P, hence it globalizes to the case when the monoscheme F is
arbitrary. 
REMARK 3.3.4. (i) Usually, one works with log schemes using local charts
(X,MX) → Spec(Z[P]). By Lemma 3.3.3 this is equivalent to working with affine
monoscheme charts.
(ii) In particular, any fine log scheme (X,MX) admits a fine monoscheme chart
étale-locally, i.e., there exists a strict (in the log sense) étale covering (Y,MY) →
(X,MX) whose source possesses a fine monoscheme chart. Similarly, any Zariski
fine log scheme admits a fine monoscheme chart Zariski locally.
3.3.5. Chart base change. Given a fine monoscheme chart (X,MX) → F and
a morphism of monoschemes F ′ → F we will write (X,MX) ×F F ′ instead of
(X,MX) ×Z[F] Z[F ′], where the second product is taken in the category of fine log
schemes. This notation is partially justified by the following result.
LEMMA 3.3.6. Keep the above notation and let (X ′,MX ′) = (X,MX)×F F ′.
(i) The morphism c ′ : (X ′,MX ′)→ F ′ is a monoscheme chart.
(ii) If (Y,MY) is a log scheme over (X,MX) and d : (Y,MY) → F is the induced
morphism of monoidal spaces, then any lifting of d to a morphism (Y,MY) → F ′
factors uniquely through c ′.
Proof. Strictness is stable under base changes, hence (X ′,MX ′)→ Z[F ′] is strict
and we obtain (i). The assertion of (ii) is a consequence of Lemma 3.3.3. 
3.3.7. Log ideals. By log ideal on a fine log scheme (X,MX) we mean any ideal
I ⊆MX that étale-locally on X admits a coherent chart as follows: there exists a
strict étale covering f : (Y,MY)→ (X,MX), a fine monoscheme chart c : (Y,MY)→
F and a coherent ideal IF ⊆MF such that f−1(I )MY = c−1(IF)MY.
3.3.8. Log blow ups. It is proved in [Nizioł, 2006, 4.2] that there exists a univer-
sal morphism f : (X ′,MX ′)→ (X,MX) such that the ideal f−1(I )MX ′ is invertible,
i.e. locally (in the étale topology) generated by one element. (We use here that,
unlike rings, any principal ideal aM of an integral monoidM is invertible in the
usual sense, i.e. M ∼→ aM asM-sets.) Actually, the formulation in [Nizioł, 2006]
refers only to saturated blow ups, but the proof deals also with the non-saturated
ones.
The construction of log blow us is standard and it also shows that they are
compatible with arbitrary strict morphisms. If (X,MX) and I admit a chart
F,J ⊆ MF then (X ′,MX ′) = (X,MX) ×F BlJ (F ′) is as required. If (Y,MY) →
(X,MX) is strict then F is also a chart of (Y,MY), hence the local construction is
compatible with strict morphisms. The general case now follows by descent be-
cause any fine log scheme admits a chart étale locally. We call f the log blow up of
(X,MX) along I and denote it LogBlI (X,MX) (it is called unsaturated log blow
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up in [Nizioł, 2006]). Log blow up towers are defined obviously. As usually, con-
traction of such a tower is obtained by removing all empty log blow ups (i.e. blow
ups along I = MX).
3.3.9. Saturated log blow ups. Saturated log blow up along a log ideal I is
defined as (LogBlI (X,MX))
sat. It satisfies an obvious universal property too. (It
is called log blow up in [Nizioł, 2006]). Towers of saturated log blow ups, their
pullbacks, and saturation of a tower of log blow ups are defined in the obvious
way.
3.3.10. Pullbacks. Let f : (Y,MY → (X,MX) be a morphism of log schemes. By
pullback of the log blow up LogBlI (X,MX) along a log ideal I ⊆ MX we mean
the log blow up LogBlJ (Y,MY), where J = f
−1(I )MY. This is the universal log
scheme over (Y,MY)whosemorphism to (X,MX) factors through LogBlI (X,MX).
The pullback of saturated blow ups is defined similarly, and these definitions
extend inductively to pullbacks of towers of (saturated) log blow ups.
3.3.11. Basic properties. Despite the similarity with usual blow ups of schemes,
log blow ups (resp. saturated log blow ups) have nice properties that are not
satisfied by usual blow ups. First, it is proved in [Nizioł, 2006, 4.8] that log blow
ups are compatible with any log base change f : Y → X, i.e. LogBl
f−1I (Y)
∼→
LogBlI (X)×XY for a monoidal idealI on X. In particular, saturated blow ups are
compatible with saturated base changes. Second, log blow ups (resp. saturated
log blow ups) are log étale morphisms because so are both saturation morphisms
and charts of the form Z[BlI (F)]→ Z[F].
3.3.12. Fan charts. A fan chart of a Zariski log scheme (X,MX) is a morphism
d : (X, ε∗MX) → (F,MF) of monoidal spaces such that the target is a fan and
d−1(MF)
∼→ ε∗MX. For example, for any monoscheme chart c : (X, ε∗MX) →
(F,MF), its sharpening c : (X, ε∗MX) → (F,MF) is a fan chart. Fan charts were
considered by Kato (e.g., in [Kato, 1994, 9.9]). They contain less information than
monoscheme charts, but "remember everything about ideals and blow ups" be-
cause there is a one-to-one correspondence between ideals and blow up towers of
MF andMF. Let us make this observation rigorous. For concreteness, we discuss
only non-saturated (log) blow ups, but everything easily extends to the saturated
case.
REMARK 3.3.13. (i) Assume that c : (X,MX) → (F,MF) is a fan chart. Any
ideal IF ⊆MF induces a log ideal I ⊂MX, which is the preimage of c−1(IF)MX
underMX → MX. We say that the blow up F ′ = Bl(IF) induces the log blow up
(X ′,MX ′) = LogBlI (X,MX) or that the latter log blow up is the pullback of Bl(IF).
Furthermore, (X ′,MX ′)→ F ′ is also a fan chart (see [Kato, 1994, 9.9], where the fs
case is treated), hence this definition iterates to a tower F• of blow ups of F. We
will denote the pullback tower of log blow ups as c∗(F•).
(ii) By a slight abuse of language, Kato and Niziol denote c∗(F•) as (X,MX)×F
F•. One should be very careful with this notation because, in general, there is
no morphism (X,MX) → F that lifts c. Also, one cannot define analogous "base
change" for an arbitrary morphism of fans F ′ → F. The reason is that there are
many "unnatural" gluings in the category of fans (e.g. along generic points), and
such gluings cannot be lifted to log schemes (and even to monoschemes).
(iii) For blow up towers, however, the base change notation is safe and agrees
with the base change from the monoschemes. Namely, if c is the sharpening of
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a monoscheme chart c : (X,MX) → (F,MF) then there exists a one-to-one corre-
spondence between blow up towers of the monoscheme F = (F,MF) and the fan
F = (F,MF), see Lemma 3.1.25. Clearly, the matching towers induce the same
log blow up tower of (X,MX). In particular, Fmono(F,MF) and F fan(F,MF) (see
Theorem §3.1.27) induce the same log blow up tower of (X,MX).
3.3.14. Monoidal desingularization of log schemes. Let (X,M) be a fine log scheme
and assume that (X,M) is monoidally torsion free in the sense that the groupsM
gp
x
are torsion free. By monoidal desingularization (resp. saturated monoidal desingu-
larization) of a fine log scheme (X,M) we mean a tower of log blow ups (resp.
tower of saturated log blow ups) (Xn,Mn) 99K (X0,M0) = (X,M) such that for
any geometric point x → Xn the stalk of Mn at x is a free monoid. A morphism
(Y,N) → (X,M) is called monoidally smooth if each induced homomorphism of
stalks of monoidsMx → Ny can be extended to an isomorphismMx ⊕Nr ∼→ Ny.
THEOREM 3.3.15. Let F˜ fan be a saturated desingularization of fine torsion
free fans which is functorial with respect to smooth morphisms. Then there ex-
ists unique saturated monoidal desingularization F˜ log(X,M) of monoidally tor-
sion free fine log schemes (X,M), such that F˜ log is functorial with respect to all
monoidally smooth morphisms and F˜ log(X,M) is the contraction of c∗(F˜ fan(F))
for any log scheme (X,M) that admits a fan chart c : (X,MX) → F. In the same
way, a functorial desingularization F fan induces a monoidal desingularization
F log.
REMARK 3.3.16. Since any monoscheme chart induces a fan chart, it then fol-
lows from Remark 3.3.13(iii) that F˜ log(X,M) is the contraction of d∗(F˜mono(F))
for any log scheme (X,M) that admits a monoscheme chart d : (X,MX)→ F.
Proof of Theorem 3.3.15. Both cases are established similarly, so we prefer to
deal with F fan (to avoid mentioning saturations at any step of the proof). By de-
scent, it suffices to show that the pullback from fans induces a functorial monoidal
desingularization of those fine log schemes that admit a global fan chart. Thus, if
F log exists then it is unique, and our aim is to establish existence and functoriality.
Both are consequences of the following claim: assume that f : (Y,MY) → (X,MX)
is a monoidally smooth morphism whose source and target admit fan charts
d : (Y,MY) → G and d ′ : (X,MX) → F, then contractions of d∗(F fan(G)) and
c∗(F fan(F)) are equal, where c = d ′ ◦ f : (Y,MY) → (X,MX) → F. Note that
d−1(MG)
∼→MY and the homomorphism c−1(MF) ∼→MY is smooth.
Choose a point y ∈ Y and consider the localizations Y ′ = Spec(OY,y), F ′ =
Spec(MF,c(y)) andG ′ = Spec(MG,d(y)) at y and its images in the fans. Sinceφ : MG,d(y) →
MY,y is an isomorphism and the homomorphism ψ : MF,c(y) →MY,y is smooth, we
obtain a factorization of ψ into a composition of a homomorphism λ : MF,c(y) →
MG,d(y) and φ, where λ is smooth. Set U = c−1(F ′) ∩ d−1(G ′). Then U is a neigh-
borhood of y, and c and d induce homomorphisms φU : MG,d(y) → MY(U) and
ψU : MF,c(y) → MY(U). Sine the monoids are fine, we can shrink U so that the
equality ψU = φU ◦ λ holds. It then follows from Lemma 3.1.8(ii) that c|U factors
into a composition of d|U and the smooth morphism Spec(λ) : G ′ → F ′.
By quasi-compactness of Y we can now find finite coverings Y = ∪ni=1Yi,
F = ∪ni=1Fi and G = ∪ni=1Gi, and smooth morphisms λi : Gi → Fi such that
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Yi is mapped to Fi and Gi by c and d, respectively, and the induced maps of
monoidal spaces ci : Yi → Fi and di : Yi → Gi satisfy ci = λi ◦ di. Set Y ′ =∐ni=1 Yi,
F ′ =
∐n
i=1 Fi, G
′ =
∐n
i=1Gi, c
′ : Y ′ → F and d ′ : Y ′ → G. By descent, it suffices to
check that contractions of c ′∗(F fan(F)) and d ′∗(F fan(G)) are equal. Since, the mor-
phism Y ′ → F factors through the surjective smooth morphism F ′ → F, and simi-
larly for G, these two pullbacks are equal to the contracted pullbacks of F fan(F ′)
and F fan(G ′), respectively. It remains to note that Y ′ → F ′ factors through the
smooth morphism
∐n
i=1 λi : G
′ → F ′. Hence F fan(G ′) is the contracted pullback
of F fan(F ′), and their contracted pullbacks to Y ′ coincide. 
3.4. Desingularization of log regular log schemes. In this section we will
see how saturated monoidal desingularization leads to normalized desingular-
ization of log regular log schemes. Up to nowwe freely considered saturated and
unsaturated cases simultaneously, and did not feel any essential difference. This
will not be the case in the present section because the notion of log regularity was
developed by Kato and Niziol in the saturated case. Gabber generalized the defi-
nition for non-saturated case and extended to that case all main results about log
regular log schemes. This was necessary for his original approach, but can be by
passed by use of saturated monoidal desingularization. So, we prefer to stick to
the saturated case and simply refer to all foundational results about log regular fs
log schemes to [Kato, 1994] and [Nizioł, 2006]. For the sake of completeness, we
will outline Gabber’s results about the general case in §3.5.
3.4.1. Conventions. Recall that Kato’s notion of log regular fs log schemes was
already used in exposé VI, §1.2. Throughout §3.4we assume that (X,MX) is a log
regular fs log scheme. Note that the homomorphism αX : MX → OX of Xe´t-sheaves
is injective by [Nizioł, 2006, 2.6], and actually MX = O×U ∩ OX, where U ⊆ X is
the triviality locus of MX. So, we will freely identify MX with a multiplicative
submonoid of OX.
3.4.2. Monoidal ideals. For any log ideal I ⊆ MX consider the ideal J =
α(I )OX it generates. We callJ amonoidal ideal and by a slight abuse of language,
we will write J = I OX.
LEMMA 3.4.3. Let X = (X,MX) be as in §3.4.1. The rules I 7→ I OX and K 7→
K ∩MX give rise to a one-to-one correspondence between log ideals I ⊆ MX
and monoidal ideals K ⊆ OX.
Proof. It suffices to show that any log idealI coincides with J = I OX∩MX.
The question easily reduces to the case when X admits a chart X → Spec(Z[P])
and I = IMX, J = JMX for ideals I ⊆ J of P. Assume that the lemma fails, i.e.
I ( J, and consider the exact sequence
(3.a) IZ[P] ⊗Z[P] OX → JZ[P] ⊗Z[P] OX → JZ[P]/IZ[P] ⊗Z[P] OX → 0
Since TorZ[P]1 (Z[P]/IZ[P],OX) = 0 by [Kato, 1994, 6.1(ii)], IZ[P] ⊗Z[P] OX = IOX and
similarly for J, and we obtain that the first morphism in the sequence (3.a) is
IOX → JOX. To obtain a contradiction, it suffices to show that JZ[P]/IZ[P] ⊗Z[P]
OX 6= 0. Note that Z[P]/mPZ[P] is a quotient of JZ[P]/Z[I], so it remains to note
thatmPOX 6= OX and hence Z[P]/mpZ[P]⊗Z[P] OX 6= 0. 
3.4.4. Interpretation of monoidal smoothness. Note that byVI-1.7 (X,MX) is monoidally
smooth if and only if X is regular and in this case the non-triviality locus ofMX is
a normal crossings divisor D.
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3.4.5. Saturated log blow ups of log regular log schemes. UsingKato’s Tor-independence
result [Kato, 1994, 6.1(ii)] Niziol proved in [Nizioł, 2006, 4.3] that saturated log
blow ups of (X,MX) are compatible with normalized blow ups along monoidal
ideals. Namely, if (Y,MY) = LogBlI (X,MX)
sat then Y ∼→ BlI OX(X)nor. We will also
need more specific results that showed up in the proof of loc.cit., so we collect
them altogether in the following lemma.
LEMMA 3.4.6. Let f : (X,MX) → (Y,MY) be a strict morphism of fs log regu-
lar log schemes, let I ⊆ MY be a log ideal and J = f−1IMX. Set (X ′,MX ′) =
LogBlJ (X,MX), (X
′′,MX ′′) = (X
′,MX ′)
sat, (Y ′,MY ′) = LogBlI (Y,MY) and (Y
′′,MY ′′) =
(Y ′,MY ′)
sat. Then
(i) The (saturated) log blow up of (X,MX) is compatible with (normalized)
blow up of X: X ′ ∼→ BlI OX(X) and X ′′ ∼→ BlI OX(X)nor.
(ii) The (normalized) blow up ofX alongJ is the pullback of the (normalized)
blow up of Y along I . In particular, X ′ ∼→ X×Y Y ′ and X ′′ ∼→ X×Y Y ′′.
Proof. All claims can be checked étale locally, hence we can assume that there
exists a chart g : (Y,MY)→ (Z[P], P) and I = g−1(I0)MX for an ideal I0 ⊆ P. Then
it suffices to prove (ii) for g and the induced chart g ◦ f of (X,MX). In particular,
this reduces the lemma to the particular case when X = Spec(A) and f is a chart
(X,MX)→ (Z[P], P). It is shown in the first part of the proof of [Nizioł, 2006, 4.3]
that
X ′
∼→ Proj(A⊗Z[P] (⊕∞n=0In0 )) ∼→ Proj(⊕∞n=0J n)
The first isomorphism implies that X ′ → X is the base change of Proj(⊕∞n=0In0 ) =
Y ′ → Y, and the second isomorphism means that X ′ ∼→ BlI OX(X). This establishes
the unsaturated and unnormalized part of the Lemma, and the second part fol-
lows in the same way from the second part of the proof of [Nizioł, 2006, 4.3]. 
REMARK 3.4.7. It follows from the lemma that the unsaturated log blow up
(X ′,MX ′) is log regular in the sense of Gabber, see §3.5. Thus, once log regularity
is correctly defined in full generality, it becomes a property preserved by log blow
ups (as it should be, since log blow ups are log smooth).
3.4.8. Desingularization of log regular log schemes. By Lemmas 3.4.3 and 3.4.6,
any saturated log blow up tower (Xn,Mn) 99K (X,MX) induces a normalized
blow up tower Xn 99K X, which completely determines it. Furthermore, by
§3.4.4, the first tower is a saturated monoidal desingularization if and only if
the second tower is a normalized desingularization. In particular, the saturated
monoidal desingularization F˜ log(X,MX) induces a normalized desingularization
of the scheme X that depends on (X,MX) and will be denoted F˜ (X,MX).
THEOREM 3.4.9. The saturated monoidal desingularization F˜ log (see Theo-
rem 3.3.15) gives rise to desingularization F˜ of log regular log schemes that pos-
sesses the same functoriality properties: if φ : (Y,MY) → (X,MX) is a monoidally
smooth morphism of log regular log schemes then F˜ (Y,MY) is the contraction of
φst(F˜ (X,MX)). Furthermore, if φ is strict then φst(F˜ (X,MX)) = F˜ (X,MX)×X Y.
Strictness of φ in the last claim is not needed. To remove it one should work
out the assertion of Remark 3.1.23.
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Proof. We should only establish functoriality. Let (X ′,MX ′) = LogBlI (X,MX)
sat
be the first saturated blow up of F˜ log(X,MX). SetJ = φ−1IMY , then (Y ′,MY ′) =
LogBlJ (Y,MY)
sat is the first saturated blow up of F˜ log(Y,MY) by functoriality of
F˜ log. By Lemma 3.4.6, X ′ = BlI OX(X)
nor and Y ′ = BlJ OY (Y)
nor, and using that
φ−1(I OX)OY = J OY we obtain that Y ′ is the strict transform of X ′. It remains to
inductively apply the same argument to the other levels of the towers. The last
claim follows from Lemma 3.4.6(ii). 
REMARK 3.4.10. The same results hold for (non-saturated) monoidal desingu-
larization, which induces a (usual) desingularization of log regular log schemes.
For non-saturated log regular log schemes (see §3.5) one should first establish
analogs of Lemmas 3.4.3 and 3.4.6 (where the input in the second one does not
have to be saturated). Then the same proof as above applies.
3.4.11. Canonical fans and associated points. By the canonical fan Fan(X) of (X,MX)
wemean the set of maximal points of the log stratification (i.e. the maximal points
of the log strata). Alternatively, Fan(X) can be described as in [Nizioł, 2006, §2.2]
as the set of points x ∈ X such thatmx coincides with the ideal Ix ⊆ Ox generated
by α(Mx −M×x ).
We provide F = Fan(X) with the induced topology and define MF to be the
restriction ofMX onto F. For example, for a toric k-variety X = Spec(k[Z]), where
Z is a monoscheme, (F,MF) is isomorphic to the sharpening of Z. More generally,
if log scheme (X,MX) is Zariski then (F,MF) is a fan and themap c : X→ F sending
any point to the maximal point of its log stratum is a fan chart of X. This follows
easily from the fact that such (X,MX) admits monoscheme charts Zariski locally.
REMARK 3.4.12. In general, (F,MF) does not have to be a fan, but it seems
probable that it can be extended to a meaningful object playing the role of alge-
braic spaces in the category of fans. We will not investigate this direction here.
LEMMA 3.4.13. Let X = (X,MX)) be an fs log regular log scheme with a
monoidal ideal I ⊆ OX. Then:
(i) The set of associated points of OX/I is contained in Fan(X).
(ii) The fans of BlI (X) and BlI (X)nor are contained in the preimage of Fan(X).
(iii) For any tower of monoidal blow ups (resp. normalized monoidal blow
ups) Xn 99K X, its set of associated points is contained in Fan(X).
Proof. (i) It suffices to check that any x ∈ X− Fan(X) is not an associated point
of OX/I . Since associated points are compatible with flat morphisms, we can
pass to the formal completion X̂x = Spec(ÔX,x). Let us consider first the more
difficult case when A = ÔX,x is of mixed characteristic (0, p). By VI-1.6, A
∼→
B/(f) where B = C(k)[[Q]][[t]], Q is a sharp monoid defining the log structure,
t = (t1, . . . , tn), and f ∈ B equals to p modulo (Q \ {1}, t). Note that n ≥ 1 as
otherwise Q \ {1} would generate the maximal ideal of A. In this case, x is the
log stratum of X̂x and hence x is the maximal point of its log stratum in Xx, which
contradicts that x /∈ Fan(X). The completion Î of I is of the form IA for an
ideal I ⊂ Q. We should prove that x ∈ X̂x is not an associated point of A/Î , or,
equivalently, depth(A/Î ) ≥ 1. Since B/(fB + ÎB) = A/Î , it suffices to show
that depth(B/ÎB) ≥ 2 and f is a regular element of B/ÎB.
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Regularity of f follows from the following easy claim by takingC = C(k), J = I
and R = QtN1 . . . t
N
n : ifC is a domain, R is a sharp monoid with an ideal J, f is an el-
ement of C[[R]]with a non-zero free term, and g ∈ C[[R]] satisfies fg ∈ JC[[R]] then
g ∈ JC[[R]]. Next, let us bound the depth ofB/Î B. In view of [Matsumura, 1980a,
21.C], depth is preserved by completions of local rings hence it suffices to show
that depth(Dr/IDr) ≥ 2, where D = C(k)[Q][t] and r = (mQ, p, t) is the ideal
generated by mQ = Q \ {1}, p and t. Note that D/ID
∼→ C(k)[t][Q \ I] as a
C(k)[t]-module, hence it is a flat C(k)[t]-module and the local homomorphism
C(k)[t](p,t) → Dr/IDr is flat. By [Matsumura, 1980a, 21.C], depth(Dr/IDr) ≥
depth(C(k)[t](p,t)) = n + 1 ≥ 2, so we have established the mixed characteris-
tic case. In the equal characteristic case we have that A = k[[Q]][[t]], and the same
argument shows that depth(A/Î ) ≥ depth(k[t](t)) = n ≥ 1.
To prove (ii) we should check that if x ∈ X−Fan(X) then no point of Fan(BlI (X))
sits over x. We will only check the mixed characteristic case since it is more diffi-
cult. As earlier, X̂x = Spec(A) where A = B/(f) and B = C(k)[[Q]][[t]]. Note that
ψ : X̂x → X is a flat strict morphism of log schemes. Hence ψ is compatible with
blow ups and it maps the fans of X̂x and BlÎ (X̂x) to the fans of Xx and BlI (X), re-
spectively. Therefore, we should only check that Fan(BlÎ (X̂x)) is disjoint from the
preimage of x. The latter blow up is covered by the charts Va = Spec(A[a−1Î ])
with a ∈ I. Set P ′ = Q[a−1I], B ′ = C(k)[[P ′]][[t1, . . . , tn]]/(f) and A ′ = B ′/(f)
(where f is as above). Then the mx-adic completion of Va is V̂a = Spec(A ′).
The ideal defining the closed point of Fan(V̂a) is generated by the maximal ideal
m ′ of P ′. This ideal does not contain any ti. Indeed, ti /∈ m ′B ′ + fB ′ because
ti /∈ fC(k)[[t1, . . . , tn]] as f − p ∈ (t1, . . . , tn). Thus, Fan(V̂a) is disjoint from the
preimage of x, and hence the same is true for Fan(Va). This proves (ii) in the non-
saturated case, and the saturated case is dealt with similarly but with P ′ replaced
by its saturation. Finally, (iii) follows immediately from (i) and (ii). 
3.4.14. Independence of the log structure. Dependence of F˜ (X,MX) on MX is
a subtle question. In this section we will use functoriality of F˜ to prove that
F˜ (X,MX) is independent of MX in characteristic zero (i.e., it is compatible with
any automorphism of X). This will cover our needs, but the restriction on the
characteristic will complicate our arguments later. Conjecturally, F˜ (X,MX) does
not depend onMX at all and the following result of Gabber supports this conjec-
ture: if P and Q are two fine sharp monoids and k[[P]] ∼→ k[[Q]] for a field k (of
any characteristic!) then P ∼→ Q. For completeness, we will give a proof of this in
§3.6.
THEOREM 3.4.15. Let F˜ be a functorial normalized desingularization of reg-
ular qe schemes of characteristic zero, and let F˜ (X,MX) be the normalized desin-
gularization of log regular log schemes it induces (see Theorem 3.4.9). Assume
that (X,MX) and (Y,MY) are saturated log regular log schemes such that there ex-
ists an isomorphism φ : Y ∼→ X of the underlying schemes. Assume also that the
maximal points of the strata of the stratifications of X and Y by the rank of M
gp
are of characteristic zero. Then F˜ (X,MX) and F˜ (Y,MY) are compatible with φ,
that is, F˜ (Y,MY) = φ∗(F˜ (X,MX)).
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Proof. We can check the assertion of the theorem étale locally. Namely, we
can replace X with a strict étale covering X ′ and replace Y with Y ′ = Y ×X X ′
with the log structure induced from Y. In particular, we can assume that the log
structures are Zariski, and so the canonical fans Fan(X) and Fan(Y) are defined.
Our assumption on themaximal points actuallymeans that Fan(X) is contained in
XQ = X⊗ZQ. By Lemma 3.4.13(iii) and §2.2.12, F˜ (X,M) is the pushforward of its
restriction onto XQ, and similarly for Y. So, it suffices to prove that the normalized
desingularizations of XQ and YQ are compatible with respect toφ⊗ZQ : XQ ∼→ YQ.
Thus, it suffices to prove the theorem for X and Y of characteristic zero, and, in
the sequel, we assume that this is the case.
To simplify notation we identify X and Y, and set NX = MY . It suffices to
check that the blow up towers F˜ (X,MX) and F˜ (X,NX) coincide after the base
change to each completion X̂x = Spec(ÔX,x) at a geometric point x. By VI-1.6,
we have that X̂x
∼→ Spec(k[[P]][[t1, . . . , tn]]), where P ∼→ MX,x, and the mor-
phism of fs log schemes (X̂x, P) → (X,MX) is strict. By Theorem 3.3.15 the con-
tracted pullback of F˜ (X,MX) to X̂x coincides with F˜ log(X̂x, P). In the same way,
the contracted pullback of F˜ (X,NX) coincides with F˜ log(X̂x, Q), where ÔX,x
∼→
Spec(k[[Q]][[t1, . . . , tm]]) (we use that k is isomorphic to the residue field of this
ring and hence depends only on the ring ÔX,x).
Let us now recall how F˜ log(X̂x, P) is constructed (Theorems 3.1.27, 3.2.20 and
3.3.15). We have the obvious strict morphism X̂x → Z := Spec(Q[P][t1, . . . , tn]),
hence F˜ log(X̂x, P) is the pullback of F˜ log(Z, P). The latter is the pullback of F˜mono(P) =
F˜ fan(P), which, in its turn, is induced from F˜ (Z). Therefore, F˜ (Z, P) = F˜ (Z)
and, by the functoriality of F˜ , its pullback to X̂x is F˜ (X̂x). The same argument
shows that F˜ (X̂x) is the contracted pullback of F˜ (X,NX).
In order to prove that F˜ (X,MX) = F˜ (X,NX) it only remains to resolve the
synchronization issues, i.e. to prove equality without contractions. For this one
should take the union S of the fans of (X,MX) and (X,NX), and consider the mor-
phism X̂S :=
∐
x∈S X̂x rather than the individual completions. The pullbacks of
F˜ (X,MX) and F˜ (X,NX) to X̂S have no empty blow ups because the fans contain
all associated points of the towers by Lemma 3.4.13(iii). Hence the same argu-
ment as above shows that they both coincide with F˜ (X̂S). 
REMARK 3.4.16. (i) Without taking the completion, F˜ (X) does not even have
to be defined as X may be non-qe. In order to pass to the completion we used
functoriality of the monoidal desingularization with respect to strict morphisms,
whichmay be very bad (e.g. non-flat) on the level of usualmorphisms of schemes.
Even when (X,M) is log regular, the formal completion morphism X̂x → X can
be non-regular in the non-qe case. However, one can show that it is regular over
the fan, and this is enough to relate the (log) desingularization of X and X̂x.
(ii) We used the very strong desingularization F˜ from Theorem 2.3.10. How-
ever, it is easy to see that only the properties listed in Theorem 2.3.7 were essen-
tial.
3.5. Complements on non-saturated log regular log schemes. For the sake
of completeness, we mention Gabber’s results on non-saturated log regular log
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schemes that will not be used. We only formulate results but do not give proofs.
Gabber defines a fine log scheme (X,MX) to be log regular if its saturation is log
regular in the usual sense. Assume now that (X,MX) is fine and log regular. The
key result that lifts the theory off the ground is that Kato’s Tor independence
extends to non-saturated log regular log schemes. Namely, if (X,MX) admits a
chartZ[P] and I ⊆ P is an ideal then TorZ[P]1 (OX,Z[P]/I) = 0. For fs log schemes this
is due to Kato, and Gabber deduces the general case using a non-flat descent. It
then follows similarly to the saturated case that if (Y,MY) = LogBlI (X,MX) then
Y
∼→ BlI OX(X) and (Y,MY) is log regular. In addition, one shows that (X,MX)
is saturated if and only if X is normal, and if (Y,MY) = (X,MX)sat then Y
∼→
Xnor. Using these foundational results on log regular fine log schemes one can
imitate the method of §3.4 to extend Lemma 3.4.13 to the non-saturated case. As
a corollary, one obtains an analog of Theorem 3.4.15 for F and F log.
3.6. Reconstruction of the monoid. This section will not be used in the se-
quel. Its aim is to prove that a fine torsion free monoid P can be reconstructed
from a ring A = k[[P]] where k is a field. The main idea of the proof is that an
isomorphism k[[P]] ∼→ A defines an action of the torus Spec(k[Pgp]) on A, and any
two maximal tori in Autk(A) are conjugate.
3.6.1. Automorphism groups of complete rings. Let k be a field and A be a com-
plete local noetherian k-algebra with residue field k. Let m denote the maximal
ideal and set An = A/mn+1. Consider the algebraic k-groups Gn = Autk(An),
i.e. Gn(B) = AutB(An ⊗k B) for any k-algebra B. They form a filtering projective
family . . .G2 → G1 → G0, which we call algebraic pro-group G•. Note that G•
induces a functor G(B) = limnGn(B) and G(k) = Autk(A).
REMARK 3.6.2. Gabber also considered more complicated filtering families,
but we stick to the simplest case we need.
3.6.3. Stabilization. We say that an algebraic pro-group G• is stable if the ho-
momorphismsGn+1 → Gn are surjective for large enough n. Any algebraic group
can be stabilized as follows. For each Gn and i ≥ 0 let Gn,i denote the image of
Gn+i in Gn. Then Gn,0 ⊇ Gn,1 ⊇ . . . is a decreasing sequence of algebraic sub-
groups of G, hence it stabilizes on a subgroup Gstn ⊆ Gn. The family Gst• with
obvious transition morphisms is an algebraic pro-subgroup of G•, and it is clear
from the definition thatGst• is stable. Note also thatG
st
• is isomorphic toG• at least
in the sense that G(B) ∼→ limnGstn(B) for any k-algebra B.
3.6.4. Maximal pro-tori. By a pro-torus T• in G• we mean a compatible family of
tori Tn→֒Gn for n ≫ 0, in the sense that πn(Tn+1) = Tn. It is called a torus if πn’s
are isomorphisms for n ≫ 0. A pro-torus is split or maximal split if so are Tn for
n≫ 0. Pro-tori T• and T ′• are conjugate if for n≫ 0 there exists a compatible family
of conjugations Gn → Gn taking Tn to T ′n.
PROPOSITION 3.6.5. Assume that k is a field, G• is a stable pro-algebraic k-group,
and T•, T ′• →֒G• are split pro-tori. If T• is maximal then T ′• is conjugate to a sub-pro-torus
of T•. In particular, any two maximal split pro-tori are conjugate.
Proof. It is a classical result that maximal split tori in algebraic k-groups are
conjugate. In particular, for each n we can move T ′n into Tn by a conjugation, and
the only issue is compatibility of the conjugations. Naturally, to achieve com-
patibility we should lift conjugations inductively from Gn to Gn+1. It suffices to
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prove that if πn is surjective and cn : Gn → Gn conjugates T ′n into Tn then it lifts
to cn+1 : Gn+1 → Gn+1 that conjugates T ′n+1 into Tn+1. By the stability assumption,
we can lift cn to a conjugation c ′ of Gn+1. It takes T ′n+1 to the subgroup H = KTn+1,
where K is the kernel of πn. Since maximal split tori in H are conjugate and con-
jugation by elements of Tn+1 preserves Tn+1, we can find a conjugation c ′′ by an
element of K that takes c ′(T ′n+1) to Tn+1. Then cn+1 = c
′′c ′ is a lifting of cn as
required 
COROLLARY 3.6.6. Let k be a field and let G• be an pro-algebraic k-group. If
T•, T
′
• ⊆ G• are stable pro-tori and T• is maximal as a split pro-torus of G•, then T ′•
is conjugate to a subtorus of T•.
Proof. Obviously, Tn, T ′n ⊆ Gstn for n≫ 0. So, T ′• is conjugate to a subtorus of T•
already inside of Gst by Proposition 3.6.5. 
3.6.7. Certain tori in Autk(A). Any isomorphism C[[P]] ∼→ A, where C is a com-
plete local k-algebra and P is a sharp fine monoid, induces an algebraic action of
the split torus TP = Spec(k[Pgp]) onA: a character χ : P → k acts on C trivially and
acts on p ∈ P by p 7→ χ(p)p (and the action of B-points χ : P → B is analogous).
Thus we obtain homomorphisms ψ : TP → G ′n which are injective for n > 0. In
particular, the image is a split torus ofG. Furthermore, we claim that ifC = k then
the torus is maximal (as a pro-torus). Indeed, if φ ∈ Autk(A) commutes with TP
then its action on k[[P]] preserves the TP-eigenspaces pk for p ∈ P and on each pk
it acts by multiplication by a number λ(p). Clearly, λ : P → k is a homomorphism
and we obtain that φ belongs to ψ(TP(k)) and corresponds to λ ∈ TP(k).
THEOREM 3.6.8. Assume that k is a field, P is a sharp fine monoid and A =
k[[P]]. If C is a complete local k-algebra,Q is a sharp fine monoid and C[[Q]] ∼→ A
then C ∼→ k[[R]] and P ∼→ Q × R for a sharp fine monoid R. In particular, P is
uniquely determined by A.
Proof. Consider G = Autk(A) with split tori TP, TQ→֒G corresponding to these
isomorphisms. By maximality of TP and Corollary 3.6.6 there exists a conjugation
of G that maps TQ into TP. This produces a new isomorphism C[[Q]]
∼→ A =
k[[P]] that respects the grading, i.e. each pk lies in some qC, and we obtain a
surjective map f : P→ Q, which is clearly a homomorphism. If C = k then f is an
isomorphism and we obtain that P is determined by A.
Set Rq =
∏
p∈f−1(q) pk. We have natural embeddings
∏
p∈f−1(q) pk→֒qC which
are all isomorphisms because A =
∏
q∈Q Rq is isomorphic to C[[Q]] =
∏
q∈Q qC.
In particular, for R = R1 we have that C =
∏
q∈R qk = k[[R]]. Therefore,
A
∼→ k[[R]][[Q]] ∼→ k[[R×Q]], and since the monoid is determined by Awe obtain
that P ∼→ Q× R. 
4. Proof of Theorem 1.1 – preliminary steps
The goal of §4 is to reduce the proof of Theorem 1.1 to the case when the
following conditions are satisfied: (1) X is regular, (2) the log structure is given by
an snc divisor Zwhich isG-strict in the sense that for any g ∈ G and a component
Zi either gZi = Zi or gZi ∩Zi = ∅, (3) G acts freely on X \Z and for any geometric
point x→ X the inertia group Gx is abelian.
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4.1. Plan. A general method for constructing a G-equivariant morphism f as
in Theorem 1.1 is to construct a tower ofG-equivariant morphisms of log schemes
X ′ = Xn 99K X0 = X, where the underlyingmorphisms of schemes are normalized
blow ups alongG-stable centers sitting over Z∪T , such that various properties of
the log scheme Xi with the action of G gradually improve to match all assertions
of the Theorem. To simplify notation, we will, as a rule, replace X with the new
log scheme after each step. The three conditions above will be achieved in three
steps as follows.
4.1.1. Step 1. Making X regular. This is achieved by the saturated log blow up
tower F˜ (X, Z) : X ′ 99K X from Theorem 3.4.9. In particular, the morphism X ′ → X
is even log smooth. In the sequel, we assume that X is regular, in particular, Z is a
normal crossings divisor byVI-1.7. We will call Z the boundary of X. In the sequel,
these conditions will be preserved, so let us describe an appropriate restriction on
further modifications.
4.1.2. Permissible blow ups. After Step 1 any modification in the remaining
tower will be of the form f : (X ′, Z ′)→ (X, Z) where X ′ = BlV(X), Z ′ = f−1(Z ∪ V)
and V has normal crossings with Z, i.e. étale locally on X there exist regular pa-
rameters t1, . . . , td such that Z = V(
∏l
i=1 ti) and V = V(ti1 , . . . , tim). We call such
modification permissible and a blow up f : X ′ → X is called permissible (with re-
spect to the boundary Z) if it underlies a permissible modification. Since there
is an obvious bijective correspondence between permissible modifications and
blow ups we will freely pass from one to another. Note that Z ′ = fst(Z) ∪ E ′,
where E ′ = f−1(V) is the exceptional divisor.
4.1.3. Permissible towers. A permissiblemodification tower (Xd, Zd) 99K (X0, Z0) =
(X, Z) is defined in the obvious way and we say that a blow up tower Xd 99K X is
permissible if it underlies such a modification tower. Again, we will freely pass
between permissible towers of these types. Note that Zi = Zsti ∪ Ei, where Zsti is
the strict transform of Z under hi : Xi 99K X and Ei is the exceptional divisor of hi
(i.e. the union of the preimages of the centers of hi).
REMARK 4.1.4. (i) Consider a permissible tower as above. It is well known
that for any i one has that Xi is regular, Zi is normal crossings and Ei is even snc.
For completeness, let us outline the proof. Both claims follow from the following:
if Z is snc then Zi is snc. Indeed, the claim about Ei follows by taking Z = ∅ and
the claim about Zi can be checked étale locally, so we can assume that Z is snc.
Finally, if Z is snc then Zi is snc by Lemma 4.2.9 below.
(ii) Permissible towers are very common in embedded desingularization be-
cause they do not destroy regularity of the ambient scheme and the normal cross-
ings (or snc) property of the boundary (or accumulated exceptional divisor). Even
when one starts with an empty boundary, a non-trivial boundary appears after
the first step, and this restricts the choice of further centers. Actually, any known
self-contained proof of embedded desingularization constructs a permissible res-
olution tower.
4.1.5. G-permissible towers. In addition, we will only blow up G-equivariant
centers V . So, f : X ′ = BlV(X) → X is G-equivariant and the exceptional divisor
E = f−1(V) is regular and G-equivariant and hence G-strict. Such a blow up (or
their tower) will be called G-permissible. It follows by induction that the excep-
tional divisor of such a tower is G-strict.
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4.1.6. Step 2. Making Z snc and G-strict. Consider the stratification of Z by
multiplicity: a point z ∈ Z is in Zn if it has exactly n preimages in the normaliza-
tion of Z. Note that {Zn} is precisely the log stratification as defined in §3.3.1. By
depth of the stratification we mean the maximal d such that Zd 6= ∅. In particular,
Zd is the only closed stratum. Step 2 proceeds as follows: Xi+1 → Xi is the blow
up along the closed stratum of Zsti .
REMARK 4.1.7. What we use above is the standard algorithm that achieves
the following two things: Z ′ is snc and Zst = ∅ (see, for example, [de Jong, 1996,
7.2]). Even when Z is snc, the second property is often used in the embedded
desingularization algorithms to get rid of the old components of the boundary.
4.1.8. Justification of Step 2. Since the construction is well known, we just sketch
the argument. First, observe that Zd has normal crossings with Z, that is, X ′ =
BlZd(X) → X is permissible. Thus, Z ′ is normal crossings and hence Zst is also
normal crossings. A simple computation with blow up charts shows that the
depth of Zst is d − 1 (for example, one can work étale-locally, and then this fol-
lows from Lemma 4.2.8 below). It follows by induction that the tower produced
by Step 2 is permissible, of length d and with Zstd = ∅. So, Zd = Ed is snc by
Remark 4.1.4 and G-strict by §4.1.5.
4.1.9. Step 3. Making the inertia groups abelian and the action of G on X \ Z free.
Recall (VI-4.1) that the inertia strata are of the form XH = XH \ ∪H(H ′XH ′ . Step
3 runs analogously to Step 2, but this time we will work with the inertia strat-
ification of X instead of the log stratification, and will have to apply the same
operation a few times. Let us first describe the blow up algorithm used in this
step; its justification will be given in §4.2.
Let f{XH} : X ′ 99K X denote the following blow up tower. First we blow up the
union of all closed strata XH. In other words, V0 is the union of all non-empty
minimal XH, i.e. non-empty XH that do not contain XK with ∅ ( XK ( XH. Next,
we consider the family of all strict transforms of XH and blow up the union of the
non-empty minimal ones, etc. Obviously, the construction is G-equivariant. We
will prove in Proposition 4.2.11 that f{XH} is permissible of length bounded by the
length of the maximal chains of subgroups. Also, we will show in §4.2.13 that
f{XH} decreases all non-abelian inertia groups, so the algorithm of Step 3 goes as
follows: until all inertia groups become abelian, apply f{XH} : X ′ 99K X (i.e. replace
(X, Z)with (X ′, Z ′)).
4.2. Justification of Step 3.
4.2.1. Weakly snc families. Assume that X is regular, Z→֒X is an snc divisor, and
{Xi}i∈I is a finite collection of closed subschemes of X. For any J ⊆ Iwe denote by
XJ the scheme-theoretic intersection ∩j∈JXj. The family {Xi} is called weakly snc if
each Xi is nowhere dense and XJ is regular. The family {Xi} is called weakly Z-snc
if it is weakly snc and each XJ has normal crossings with Z. In particular, {Xi}i∈I
is weakly snc (resp. weakly Z-snc) if and only if the family {XJ}∅6=J⊆I is weakly snc
(resp. weakly Z-snc).
REMARK 4.2.2. (i) Here is a standard criterion of being an snc divisor, which
is often taken as a definition. LetD→֒X be a divisor with irreducible components
{Di}i∈I. Then D is snc if and only if it is weakly snc and each irreducible compo-
nent of DJ is of codimension |J| in X.
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(ii) The condition on the codimension is essential. For example, xy(x+ y) = 0
defines a weakly snc but not snc divisor in A2k = Spec(k[x, y]).
(iii) The criterion from (i) implies that if X is qe then the snc locus ofD is open
– it is the complement of the union of singular loci of DJ’s. (Note that this makes
sense for all points of X becauseD is snc at a point x ∈ X \D if and only if X = D∅
is regular at x.)
LEMMA 4.2.3. Let (X, Z) and G be as achieved in Step 2. Then the family
{XH}16=H⊆G is weakly Z-snc.
Proof. Recall that for any subgroup H ⊆ G the fixed point subscheme XH is
regular by Proposition VI-4.2, and XH is nowhere dense for H 6= 1 by generic
freeness of the action of G. Since for any pair of subgroups K,H ⊆ G we have
that XH ×X XK = XKH, the family is weakly snc. It remains to show that Y = XH
has normal crossings with Z. Note that it is enough to consider the case when
X is local with closed point x and G = H. The cotangent spaces at x will be
denoted T ∗X = mX,x/m2X,x, T
∗Y, etc. Their dual spaces will be called the tangent
spaces, and denoted TX, TY, etc. Let φ∗ : T ∗X։T ∗Y denote the natural map and
let φ : TY →֒TX denote its dual. We will systematically use without mention that
|G| is coprime to chark(x), in particular, the action of G on T ∗X is semi-simple.
The proof of VI-4.2 also shows that for any point x ∈ XH, the tangent space
Tx(X
H) is isomorphic to (TxX)H. In particular, TY
∼→ (TX)G and hence φ∗ maps
(T ∗X)G ⊂ T ∗X isomorphically onto T ∗Y. Therefore,U = Ker(φ∗) is theG-orthogonal
complement to (T ∗X)G, i.e. the onlyG-invariant subspace such that (T ∗X)G⊕U ∼→
T ∗X. Let Zi = V(ti), 1 ≤ i ≤ n be the components of Z and let dti ∈ T ∗X denote
the image of ti. By Z-strictness of G, each line Li = Span(dti) is G-invariant, so G
acts on dti by a character χi. Without restriction of generality, χ1, . . . , χl for some
0 ≤ l ≤ n are the only trivial characters. In particular, L = Span(dt1, . . . , dtn) is
the direct sum of LG = Span(dt1, . . . , dtl) and itsG-orthogonal complement L∩U,
which (by uniqueness of the complement) coincides with Span(dtl+1, . . . , dtn).
Complete the basis of L to a basis {dt1, . . . , dtn, e1, . . . , em} of T ∗X such that {dtl+1, . . . , dtn, e1, . . . , er
for some r ≤ m is a basis of U and choose functions s1, . . . , sm on X so that
dsj = ej and s1, . . . , sr vanish on Y. Clearly, t1, . . . , tn, s1, . . . , sm is a regular
family of parameters of OX,x, so the lemma would follow if we prove that Y =
V(tl+1, . . . , tn, s1, . . . , sr).
Since Y is regular andKer(φ∗) is spanned by the images of tl+1, . . . , tn, s1, . . . , sr,
we should only check that these functions vanish on Y. The sj’s vanish on Y by
the construction, so we should check that ti vanishes on Y whenever l < i ≤ n.
Using the functorial definition from VI-4.1 of the subscheme of fixed points, we
obtain that ZGi = Zi×XXG, hence Zi×X Y is regular byVI-4.2. However, TY is con-
tained TZi, which is the vanishing space of dti, hence we necessarily have that
Y →֒Zi. 
4.2.4. Snc families. A family of nowhere dense closed subschemes {Xi}i∈I is
called snc (resp. Z-snc) at a point x if X is regular at x and there exists a regular
family of parameters tj ∈ OX,x such that in a neighborhood of x each Xi (resp. and
each irreducible component Zk of Z) passing through x is given by the vanishing
of a subfamily tj1 , . . . , tjl. Note that the family {Xi}i∈I is Z-snc if and only if the
union {Xi} ∪ {Zk} is snc. A family is snc if it is so at any point of X (in particular, X
is regular).
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REMARK 4.2.5. (i) It is easy to see that the family {XH}H⊆G is snc whenever G
is abelian. Indeed, it suffices to show that for any point x there exists a basis of
TxX such that each Tx(XH) is given by vanishing of some of the coordinates. But
this is so because the action of G on TxX is (geometrically) diagonalizable and
Tx(X
H) = (TxX)
H. In general, the family {XH}H⊆G does not have to be snc, as the
example of a dihedral group Dn with n ≥ 3 acting on the plane shows.
(ii) If Z→֒X is an snc divisor with components Zi and V →֒X is a closed sub-
scheme then the family {Zi, V} is snc if and only if V has normal crossings with
Z.
The transversal case of the following lemma can be deduced from [ÉGA IV4
§19.1], but we could not find the general case in the literature (although it seems
very probable that it should have appeared somewhere).
LEMMA 4.2.6. Any weakly snc family with |I| = 2 is snc.
Proof. We should prove that if X = Spec(A) is a regular local scheme and
Y, Z are regular closed subschemes such that T = Y ×X Z is regular then there
exists a regular family of parameters t1, . . . , tn ∈ A such that Y and Z are given
by vanishing of some set of these parameters. Let m be the maximal ideal of A,
and let I, J and K = I + J be the ideals defining Y, Z and T , respectively. By
T ∗X = m/m2, T ∗Y, etc., we denote the cotangent spaces at the closed point of
X. Note that I/mI ∼→ Ker(T ∗X → T ∗Y), and similar formulas hold for J/mJ and
K/mK. Indeed, we can choose the parameters so that Y = V(t1, . . . , tl) and then
the images of t1, . . . , tl form a basis both of I/mI and Ker(T ∗X→ T ∗Y).
Now, let us prove the lemma. Assume first that Y and Z are transversal,
i.e. T ∗X→֒T ∗Y ⊕ T ∗Z. Choose elements t1, . . . , tl+k such that Y = V(t1, . . . , tl),
Z = V(tl+1, . . . , tl+k), l = codim(Y) and k = codim(Z). Then the images dti ∈ T ∗X
of ti are linearly independent because dt1, . . . , dtl span Ker(T ∗X → T ∗Y) and
dtl+1, . . . , dtl+k span Ker(T ∗X → T ∗Z). Hence we can complete ti’s to a regu-
lar family of parameters by choosing tl+k+1, . . . , tn such that dt1, . . . , dtn is a basis
of T ∗X. This proves the transversal case, and to establish the general case it now
suffices to show that if Y and Z are not transversal then there exists an element
t1 ∈ m \m2 which vanishes both on Y and Z. (The we can replace X with X1 =
V(t1) and repeat this process until Y and Z are transversal in Xa = V(t1, . . . , ta).)
Tensoring the exact sequence 0→ I ∩ J→ I⊕ J→ K→ 0with A/mwe obtain an
exact sequence
(I ∩ J)/m(I ∩ J)→ I/mI⊕ J/mJ φ→ K/mK→ 0
The failure of transversality is equivalent to non-injectivity of φ, hence there ex-
ists an element f ∈ I ∩ Jwith a non-zero image in I/mI⊕ J/mJ. Thus, f ∈ m \m2
and we are done. 
4.2.7. Blowing up the minimal strata of a weakly snc family. Given a weakly snc
family {Xi}i∈I, we say that a scheme XJ with J ⊆ I is minimal if it is non-empty
and any XJ ′ ( XJ is empty. Also, we will need the following notation: if Z→֒X is
a closed subscheme and D→֒X is a Cartier divisor with the corresponding ideals
IZ,ID ⊂ OX, then Z +D is the closed subscheme defined by the ideal IZID.
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PROPOSITION 4.2.8. Assume that X is regular, Z→֒X is an snc divisor with irre-
ducible components Z1, . . . , Zl, and {Xi}i∈I is a Z-snc (resp. weakly Z-snc) family of sub-
schemes. Let V be the union of all non-empty minimal subschemes XJ, f : X ′ = BlV(X)→
X, X ′i = f
st(Xi) and Z ′ = f−1(Z ∪ V). Then
(i) X ′ is regular and Z ′ is snc.
(ii) The family {X ′i}i∈I is Z
′-snc (resp. weakly Z ′-snc).
(iii) For any J ⊆ I, the scheme-theoretical intersection X ′J = ∩j∈JX ′j coincides with
fst(XJ).
(iv) For any J ⊆ I the total transform XJ×X X ′ is of the form X ′J+D ′J whereD ′J is the
divisor consisting of all connected components of E ′ = f−1(V) contained in f−1(XJ).
Proof. We start with the following lemma.
LEMMA 4.2.9. Assume that X is regular, Z is an snc divisor and V →֒Y are
closed subschemes having normal crossings with Z. Let f : X ′ → X be the blow
up along V , Y ′ = fst(Y), Z ′ = f−1(Z ∪ V), and E ′ = f−1(V). Then Z ′ is snc, Y ′ has
normal crossings with Z ′ and Y ×X X ′ = Y ′ + E ′.
Proof. The proof is a usual local computation with charts. Take any point u ∈
V and choose a regular family of parameters t1, . . . , tn at u such that Y (resp. V ,
resp. Z) are given by the vanishing of t1, . . . , tm (resp. t1, . . . , tl, resp.
∏
i∈I ti),
where 0 ≤ m ≤ l ≤ n and I ⊆ {1, . . . , n}. Locally over u the blow up is covered
by l charts, and the local coordinates on the i-th chart are t ′j such that t
′
j = tj for
j > l or j = i and t ′j =
tj
ti
otherwise. On this chart, Y ×X X ′ (resp. Y ′, resp. E ′,
resp. Z ′) is given by the vanishing of t1, . . . , tm (resp. t ′1, . . . , t
′
m, resp. t
′
i, resp.∏
j∈I∪{i} t
′
j), hence the lemma follows. 
The lemma implies (i). In addition, it follows from the lemma that fst(XJ) has
normal crossings with Z ′ and XJ ×X X ′ = fst(XJ) + D ′J. Thus, (iii) implies (iv),
and (iii) implies (ii) in the case when the family {Xi}i∈I is weakly Z-snc. Note also
that if this family is Z-snc then locally at any point x ∈ X there exists a family of
regular parameters t = {t1, . . . , tn} such that each XJ and each component of Z is
given by the vanishing of a subfamily of t locally in a neighborhood of x. Then
the same local computation as was used in the proof of Lemma 4.2.9 proves also
claims (ii) and (iii) of the proposition. So, it remains to prove (iii) when the family
is weakly snc. It suffices to prove that if (iii) holds for XJ and XK then it holds for
XJ∪K. Moreover, (iii) does not involve the boundary so we can assume that Z = ∅.
It remains to note that {XJ, XS} is an snc family by Lemma 4.2.6, hence our claim
follows from the snc case. 
4.2.10. Blow up tower of a weakly Z-snc family. Let X be a regular scheme, Z be
an snc divisor and {Xi}i∈I be a weakly Z-snc family. By the blow up tower f{Xi} of
{Xi}we mean the following tower: the first blow up h1 : X1 → X0 = X is along the
union of all non-empty minimal schemes of the form XJ for ∅ 6= J ⊆ I, the second
blow up is along the union of all non-empty minimal schemes of the form hst1 (XJ)
for ∅ 6= J ⊆ I, etc.
PROPOSITION 4.2.11. Keep the above notation. Then the tower f{Xi} is permissible
with respect to Z and its length equals to the maximal length of chains ∅ 6= XJ1 ( · · · (
XJd with ∅ 6= Jd ( · · · ( J1 ⊆ I. Furthermore, the strict transform of any scheme XJ is
empty and the total transform of XJ is a Cartier divisor.
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Proof. The claim about the length is obvious. Let f{Xi} : Xd 99K X0 = X and let
hn : Xn 99K X0 = X be its n-th truncation. For each i ∈ I set Xn,i = hstn(Xi) and
for each J ⊆ I set Xn,J = ∩i∈JXn,i. Using Proposition 4.2.8 and straightforward
induction on length, we obtain that the family {Xn,i}i∈I is weakly Zn-snc, Xn,J =
hstn(XJ), the blow up Xn+1 → Xn is along the union of non-empty minimal Xn,J’s,
and XJ ×X Xn = Xn,J + DJ,n, where DJ,n is a divisor. So, the tower is permissible,
and since Xd,J = ∅we also have that XJ ×X Xd is a divisor. 
REMARK 4.2.12. Wewill not need this, but it is easy to deduce from the propo-
sition that on the level of morphisms the modifications Xd → X is isomorphic to
the blow up along
∏
∅6=J⊆I IXJ .
4.2.13. Justification of Step 3. The blow up tower f{XH} : X ′ 99K X from Step 3 is
G-equivariant in an obvious way, and it is permissible by Proposition 4.2.11. In
addition, Z ′ = f−1(Z)∪f−1(∪16=H⊆GXH) and, sinceG acts freely onX ′\f−1(∪16=H⊆GXH) ∼→
X \ ∪16=H⊆GXH, it also acts freely on X ′ \ Z ′. It remains to show that applying f{XH}
we decrease all non-abelian inertia groups. Namely, for any x ′ ∈ X ′ mapped to
x ∈ Xwe want to show that eitherGx is abelian or the inclusion Gx ′ ( Gx is strict.
Let H ⊆ G be any non-abelian subgroup with commutator K = [H,H]. Since
XK ×X X ′ is a divisor by Proposition 4.2.11, the universal property of blow ups
implies that X ′ → X factors through Y = BlXK(X). On the other hand, it is proved
in VI-4.7 that Y → X is an H-equivariant blow up, and if a geometric point x→ X
with Gx = H lifts to a geometric point y→ Y then Gy ( H. Therefore, the same is
true for the G-equivariant modification X ′ → X, and we are done.
5. Proof of Theorem 1.1 – abelian inertia
5.1. Conventions. Throughout §5 we assume that (X, Z) and G satisfy all
conditions achieved at Steps 1, 2, 3, and our aim is to construct a modification
f(G,X,Z) : X
′ → X as in Theorem 1.1. Unless specially mentioned, we do not assume
that X is qe. This is done in order to isolate the only place where this assumption
is needed (existence of rigidifications).
5.2. Outline of our method and other approaches.
5.2.1. Combinatorial nature of the problem. On the intuitive level it is natural to
expect that "everything relevant to our problem" should be determined by the
following "combinatorial" data: the log structure of X, the inertia stratification
of X by XH := XH \ ∪H ′(HXH ′ and the representations of the inertia groups on
the tangent spaces (which are essentially constant along XH). This combinatorial
nature is manifested in both approaches to the problem that we describe below.
5.2.2. Combinatorial algorithm. Themost natural approach is to seek for a "com-
binatorial algorithm" that iteratively blows up the closures of log-inertia strata (i.e.
intersections of a log stratum with an inertia stratum) or some generalization
thereof. Actually, our (very simple) algorithms in §4 were of this type. The algo-
rithm should be governed by a combinatorial data, such as the number of compo-
nents of Z through a point x and the history of their appearance (similarly to the
desingularization algorithms), the representation of Gx on Tx plus some history
(e.g. representation of Gx on the tangent spaces to the components of Z), etc.
It is natural to expect that building such an algorithm would lead to a rela-
tively simple proof of Theorem 1.1. In particular, it would be non-sensitive to
quasi-excellence issues. Unfortunately, despite partial positive results, we could
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not construct such an algorithm. Thus, the question whether such an algorithm
exists remains open.ii
5.2.3. Our method. A general plan of our method is as follows. In §5.3we will
show that such a modification f exists étale-locally on the base if X is qe. A priori,
our construction will be canonical up to an auxiliary choice, but then we will
prove in §5.5 that actually it is independent of the choice and hence descends to a
modification f as required. To prove independence we will show in §5.4 that the
construction is functorial with respect to strict inert morphisms (i.e. morphisms
that preserve both the log and the inertia structures, see §5.3.6). The latter is a
manifestation of the "combinatorial nature" of our algorithm.
5.3. Local construction.
5.3.1. Very tame action and Zariski topology. Note that the log structure on (X, Z)
is Zariski since Z is snc. Thus, it will be convenient to describe very tame action
in terms of Zariski topology. We say that the action of G is very tame at a point
x ∈ X if for any geometric point x over x the action is very tame at x. Since the
log structure is Zariski, the Gx-equivariant log scheme Spec(OX,x) is independent
of the choice of x up to an isomorphism. In particular, the action is very tame at
x if and only if it is very tame at a single geometric point x above x.
LEMMA 5.3.2. Assume that (G,X, Z) is as in §5.1, x ∈ X is a point, and T is the
set of points of X at which the action is very tame. Then
(i) T is open,
(ii) x ∈ T if and only if locally at x the log stratification of X is finer than the
inertia stratification (i.e. any log stratum is contained in an inertia stratum).
Proof. Choose a geometric point x above x. If x ∈ T then by Corollary VI-3.6
the action is very tame on a suitable étale neighborhood X ′ of x. The image of
X ′ in X is an open neighborhood of x which is contained in T . Thus, T is open.
To prove the second claim we note that the conditions (i) and (ii) from VI-3.1
are automatically satisfied at x. Indeed, (i) is satisfied because the action is tame
by assumption of 1.1 and (ii) is satisfied because Z is snc and G-strict. Since log
and inertia stratifications are compatible with the strict henselization morphism,
condition (iii) from VI-3.1 is satisfied at x if and only if the log stratification is
finer than the inertia stratification at x. This proves (ii). 
5.3.3. Admissibility. In the sequel, by saying that X is admissiblewe mean that
the action of G on X is admissible in the sense of [SGA1 V 1.7] (e.g. X is affine).
This is needed to ensure that X/G exists as a scheme. An alternative would be to
allow X/G to be an algebraic space (and (X/G, Z/G) to be a log algebraic space).
5.3.4. Rigidification. By a rigidification of X we mean a G-equivariant normal
crossings divisor Z that contains Z and such that the action ofG on the log regular
log scheme X = (X, Z) is very tame. If Z is snc then we say that the rigidification
is strict. Sometimes, by a rigidification of X = (X, Z)we will mean the log scheme
X itself. Our construction of a modification f uses a rigidification, so let us first
establish local results on existence of the latter.
iiF. Pop told to the second author that he has a plan of constructing such a combinatorial
algorithm.
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LEMMA 5.3.5. Let X, Z,G be as in §5.1. Assume that X = Spec(A) is a local
scheme with closed point x, G = Gx, and µN ⊂ A, where N is the order of G.
Then X possesses a strict rigidification.
Proof. Choose t1, . . . , tn ∈ A such that Zi = (ti) are the components of Z. By
G-strictness of Z, for any g ∈ G we have that Zi = (gti) locally at x, in particular,
the tangent space to each Zi at x is G-invariant. Now, we can use averaging by
the G-action to make the parameters G-equivariant. Namely, G acts on dti by a
character χi and replacing ti with 1|G|
∑
g∈G
gti
χi(g)
we do not change dti and achieve
that gti = χi(g)ti.
The action of G on the cotangent space at x is diagonalizable because G is
abelian and µN ⊂ k(x). In particular, we can complete the family dt1, . . . , dtn
to a basis dt1, . . . , dtl such that ti ∈ OX,x and G acts on each dti by a character
χi. Then t1, . . . , tl is a regular family of parameters of OX,x and using the same
averaging procedure as above we can make them G-equivariant. Take now Z to
be the union of all divisors (ti) with 1 ≤ i ≤ l. The action of G on (X, Z) is very
tame at x because it is the only point of its log stratum. So, it remains to use
Lemma 5.3.2. 
5.3.6. Inert morphisms. Let (X, Z) andG be as in §5.1. Our next aim is to find an
étale cover f : (Y, T)→ (X, Z) which "preserves" the log-inertia structure of (X, Z)
and such that (Y, T) admits a rigidification. The condition on the log structure is
obvious: we want f to be strict, i.e. f−1(Z) = T . Let us introduce a restriction
related to the inertia groups.
Assume that (Y, T)with an action ofH is another such triple, and let λ : H→ G
be a homomorphism. A λ-equivariant morphism f : (Y, T)→ (X, Z) will be called
inert if for any point y ∈ Y with x ∈ X the induced homomorphism of inertia
groups Gy → Gx is an isomorphism. In particular, the inertia stratification of Y is
the preimage of the inertia stratification of X.
LEMMA 5.3.7. Let X, Z andG be as above, and assume that X is qe. Then there
exists a G-equivariant surjective étale inert strict morphism h : (Y, T) → (X, Z)
such that Y is affine and (Y, T) possesses a strict rigidification.
Proof. First, we note that the problem is local on X. Namely, it suffices for
any point x ∈ X to find a Gx-equivariant étale inert strict morphism h : (Y, T) →
(X, Z) such that Y is affine, x ∈ h(Y), any point x ′ ∈ h(Y) satisfies Gx ′ ⊆ Gx, and
(Y, T) admits a strict rigidification. Indeed, h can be extended to a G-equivariant
morphism Y ×X (X × G/Gx) =
∐
g∈G/Gx
Yg → X, where each Yg is isomorphic to
Y and the morphism Yg → X is obtained by composing Y → X with g : X → X.
Clearly, the latter morphism is étale, inert, and strict, and by quasi-compactness
of X we can combine finitely many such morphism to obtain a required cover of
(X, Z).
Now, fix x ∈ X and consider the Gx-invariant neighborhood X ′ = X \∪H*GxXH
of x. We will work over X ′, so the condition Gx ′ ⊆ Gx will be automatic. Let
N be the order of Gx, and consider the Gx-equivariant morphism f : Y = X ′ ×
Spec(Z[ 1
N
, µN])→ X (with Gx acting trivially on the second factor). Let T = f−1(Z)
and let y be any lift of x. It suffices to show that (Y, T) admits a rigidification in an
affine Gx-invariant neighborhood of y (such neighborhoods form a fundamental
family of neighborhoods of y). By Lemma 5.3.5, the localization Yy = Spec(OY,y)
with the restriction Ty of T possesses a strict rigidification Ty. Clearly, Ty extends
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to a divisor T with T →֒T →֒Y and we claim that it is a rigidification in a neighbor-
hood of y. Indeed, T is snc at y, hence it is snc in a neighborhood of y by Remark
4.2.2, and it remains to use Lemma 5.3.2. 
5.3.8. Main construction. Assume, now, that X = (X, Z) is admissible and ad-
mits a rigidification Z. We are going to construct a G-equivariant modification
f(G,X,Z,Z) : (X
′, Z ′)→ (X, Z)
such that G acts very tamely on the target and f(G,X,Z,Z) is independent of the
rigidification. The latter is a subtle property (missing in the obvious modification
(X, Z)→ (X, Z)), and it will take us a couple of pages to establish it.
The quotient log scheme Y = (Y, T) = (X/G, Z/G) is log regular by Theorem
VI-3.2, hence by Theorem 3.3.15 there exists a functorial saturated log blow up
tower h = F˜ log(Y) : Y
′
= (Y ′, T
′
) → Y with a regular and log regular source. Let
f : X
′
= (X ′, Z
′
) → X be the pullback of h (as a saturated log blow up tower, see
§3.3.10), then α ′ : X
′ → Y ′ is a Kummer étale G-cover because α : X → Y is so by
VI-3.2 as the square
(X ′, Z
′
)
α ′

f // (X, Z)
α

(Y ′, T
′
)
h // (Y, T)
is cartesian in the category of fs log scheme.
Since G acts freely on U = X − Z, V = U/G is regular and T |V is snc. In
particular, h is an isomorphism over V and hence f is an isomorphism over U.
We claim that the Weil divisor T = Z/G of Y is Q-Cartier (it does not have to be
Cartier, as the orbifold case with X = A2, Z = A1 and G = {±1} shows). Indeed, it
suffices to check this étale-locally at a point y ∈ Y. In particular, we can assume
that µN ⊂ OY,y, where N = |G|. Then, as we showed in the proof of Lemma 5.3.5,
Z can be locally defined by equivariant parameters, in particular, Z = V(f)where
G acts on f by characters. Therefore, fN is G-fixed, and we obtain that T is the
reduction of the Cartier divisor C of Y given by fN = 0. (The same argument
applied to T ×Y X shows that NT is Cartier, so T isQ-Cartier.) So, C ′ = C×Y Y ′ is
a Cartier divisor whose reduction is T ′ = h
−1
(T). Since Y ′ is regular and T ′ lies in
the snc divisor T
′
, we obtain that T ′ is itself an snc divisor.
Let Z ′ denote the divisor α ′−1(T ′) = f
−1
(Z). Since X ′ → Y ′ is étale over V =
Y ′ − T ′, the morphism of log schemes (X ′, Z ′) → (Y ′, T ′) is a Kummer étale G-
cover. This follows from a variant of the classical Abhyankar’s lemma (IX 2.1),
which is independent of the results of the present exposé.
In particular, X ′ = (X ′, Z ′) is log regular and it follows that the action of G on
X ′ is very tame. We define f(G,X,Z,Z) to be the modification X
′ → X.
REMARK 5.3.9. (i) Note that X ′ → X satisfies all conditions of Theorem 1.1
because the action is very tame andG acts freely on X ′ \ f−1(Z). So, we completed
the proof in the case when (X, Z) admits a rigidification Z. Our last task will be
to get rid of the rigidification.
(ii) The only dependence of our construction on the rigidification is when we
construct the resolution of (Y, T). Conjecturally, it depends only on the scheme
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Y, and then (Y ′, T ′), and hence also (X ′, Z ′), would depend only on (X, Z). Recall
that we established in Theorem 3.4.15 the particular case of this conjecture when
all maximal points of the log strata of (Y, T) are of characteristic zero. Hence
independence of the rigidification is unconditional in this case, and, fortunately,
this will suffice.
5.3.10. Finer structure of f(G,X,Z,Z). Obviously, the saturated log blow up tower
f : (X ′, Z
′
) → (X, Z) depends on the rigidification, and this is the reason why we
prefer to consider the modification f(G,X,Z,Z) : (X
′, Z ′) → (X, Z) instead. However,
there is an additional structure on f(G,X,Z,Z) that has a chance to be independent of
Z, andwhich should be taken into account. By §3.4.8, the modification of schemes
f : X ′ → X has a natural structure of a normalized blow up tower X• with X = X0
and X ′ = Xn. Note also that the tower contains no empty blow ups because this
is true for F˜ log(X/G, Z/G) and f(G,X,Z,Z) is its strict transform with respect to the
surjective morphism X→ X/G.
Note also that the log structure on (X ′, Z ′) is reconstructed uniquely from f
because Z ′ = f−1(Z) and (X ′, Z ′) is saturated and log regular. Therefore, it is
safe from now on to view f(G,X,Z,Z) as a normalized blow up tower of X, but the
modification of log schemes (X ′, Z ′)→ (X, Z)will also be denoted as f(G,X,Z,Z).
REMARK 5.3.11. Although we do not assume that X is qe, all normalizations
in the tower f(G,X,Z,Z) are finite. This happens because they underly saturations of
fine log schemes, which are always finite morphisms.
5.4. Functoriality. Clearly, the construction of f depends canonically on (G,X, Z, Z),
i.e. is compatible with any automorphism of such quadruple. Our next aim
is to establish functoriality with respect to strict inert λ-equivariant morphisms
φ : (H, Y, T, T) → (G,X, Z, Z) (i.e. morphisms that "preserve the combinatorial
structure"). For this one has first to study the quotient morphism of log schemes
φ˜ : (Y/H, T/H)→ (X/G, Z/G).
5.4.1. Log structure of the quotients. Recall the following facts from Proposition
VI-3.5(b) and its proof. Assume that X = (X,MX) is an fs log scheme provided
with a very tame action of a group G. After replacing Xwith its strict localization
at a geometric point x, it admits an equivariant chart X → Spec(Λ[Q]), where
Λ = Z[1/N, µN] for the order N of Gx, Q is an fs monoid and the action of Gx is
via a pairing χ : Gx ⊗ Q → µN. Moreover, if P ⊆ Q is the maximal submonoid
with χ(Gx ⊗ P) = 1 then Spec(Λ[Q])→ Spec(Λ[P]) is a chart of X → X/Gx. Now,
let us apply this description to the study of φ˜.
PROPOSITION 5.4.2. Assume that fs log schemes X, Y are provided with admissible
very tame actions of groups G and H, respectively, λ : H → G is a homomorphism,
and φ : Y → X is a strict inert λ-equivariant morphism. Then the quotient morphism
φ˜ : Y/H→ X/G is strict.
Proof. Fix a geometric point y of Y and let x be its image in X. It suffices
to show that φ˜ is strict at the image of y in Y/H. The morphism Y/Hy → Y/H
is strict (and étale) over the image of y, and the same is true for X. Therefore
we can replace H and G with Hy
∼→ Gx, and then we can also replace X and Y
with their strict localizations at x and y. Now, the morphism X → X˜ = X/Gx
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admits an equivariant chart h : Spec(Λ[Q])→ Spec(Λ[P]) as explained before the
proposition. Since φ is strict, the induced morphism Y → Spec(Λ[Q]) is also a
chart and hence h is also a chart of Y → Y/Gy. Thus, φ˜ is strict. 
5.4.3. An application to functoriality of f•. Assume that (G,X, Z, Z) is as earlier,
and let (H, Y, T, T) be another such quadruple (i.e. (Y, T) with the action of H sat-
isfies conditions of Steps 1, 2, 3 and (Y, T) is its rigidification).
COROLLARY 5.4.4. Assume that λ : H→ G is a homomorphism and φ : Y → X
is a λ-equivariant inert morphism such that T = Z ×X Y and T = Z ×X Y. Then
f• is compatible with φ in the sense that f(H,Y,T,T ) is the contraction of φ
st(f(G,X,Z,Z)).
In addition, φst(f(G,X,Z,Z)) = f(G,X,Z,Z) ×X Y.
Proof. The morphism ψ : (Y, T) → (X, Z) is strict, hence the morphism of quo-
tients is strict by Proposition 5.4.2, and by functoriality of saturated monoidal
desingularization we obtain that F˜ log(Y/H, T/H) is the contracted pullback of
F˜ log(X/G, Z/G). So, both f(H,Y,T,T ) and f(G,X,Z,Z) are obtained as the contraction of
the strict transform of F˜ log(X/G, Z/G). The first claim of the Corollary follows.
Furthermore, f(G,X,Z,Z) underlies a log blow up tower of (X, Z) which is the
strict transform of F˜ log(X/G, Z/G), and the same is true for f(H,Y,T,T ). Since ψ is
strict it follows from Lemma 3.4.6(ii) that the strict transform is a pullback, i.e.
φst(f(G,X,Z,Z)) = f(G,X,Z,Z) ×X Y. 
5.4.5. Localizations and completions. In particular, it follows that the construc-
tion of f• is compatible with localizations and completions. Namely, if x ∈ X is
a point, Xx = Spec(OX,x), Zx = Z ×X Xx and Zz = Z ×X Xx, then f(Gx,Xx,Zz ,Zx) is
the contraction of f(G,X,Z,Z) ×X Xx. Similarly, if X̂x = Spec(ÔX,x), Ẑx = Z ×X X̂x and
Ẑx = Z×X X̂x, then f(Gx,X̂x,Ẑx,Ẑx) is the contraction of f(G,X,Z,Z) ×X X̂x.
5.5. Globalization. To complete the proof of Theorem 1.1 it suffices to show
that f(G,X,Z,Z) is independent of Z, and hence the local constructions glue to a
global normalized blow up tower. The main idea is to simultaneously lift two
rigidifications to characteristic zero and apply Theorem 3.4.15.
5.5.1. Independence of rigidification. We start with the case of complete local
rings. Then the problem is solved by lifting to characteristic zero and referencing
to 3.4.15. The general case will follow rather easily.
LEMMA 5.5.2. Keep assumptions on (X, Z) and G as in §5.1 and assume, in
addition, that X =
∐m
i=1 Spec(Ai) where each Ai is a complete noetherian regular
local ring with a separably closed residue field. Then for any pair of rigidifica-
tions Z and Z
′
the equality f(G,X,Z,Z) = f(G,X,Z,Z ′) holds.
Proof. Almost the whole argument runs independently on each irreducible
component, so assume first that X = Spec(A) is irreducible. By Remark 5.3.9(ii),
it suffices to consider the case when char(k) = p > 0, so let C(k) be a Cohen
ring of k. Note that we can work with H = Gx instead of G because f(H,X,Z,Z) =
f(G,X,Z,Z) by Corollary 5.4.4. Since H acts trivially on k, for any element t ∈ A
its H-averaging is an element of AH with the same image in the residue field.
Hence k is the residue field of AH and the usual theory of Cohen rings provides a
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homomorphismC(k)→ AH that liftsC(k)→ AH/mAH . Note that Z and Z ′ are snc
because each Ai is strictly henselian. Using averaging on the action of H again,
we can find regular families of H-equivariant parameters z = (z1, . . . , zd) and
z ′ = (z ′1, . . . , z
′
d) such that Z = V(
∏l
i=1 zi), z
′
i = zi for 1 ≤ i ≤ l, Z = V(
∏n
i=1 zi)
and Z
′
= V(
∏n ′
i=1 z
′
i). Explicitly, the action on zi (resp. z
′
i) is by a character χi : H→
k(x)× (resp. χ ′i : H→ k(x)×).
Since the image of z is a basis of the cotangent space at x, we obtain a surjective
homomorphism f : B = C(k)[[t1, . . . , td]] → A taking ti to zi. Provide B with the
action of H which is trivial on C(k) and acts on ti via χi, in particular, f is H-
equivariant. Let us also lift each z ′i to an H-equivariant parameter t
′
i ∈ B. For
i ≤ lwe take t ′i = ti, and for i > lwe first choose any lift and then replace it with
its χi-weighted H-averaging. Consider the regular scheme Y = Spec(B) with H-
equivariant snc divisors T = V(
∏l
i=1 zi), T = V(
∏n
i=1 zi) and T
′
= V(
∏n ′
i=1 z
′
i).
SinceH acts vary tamely on (X, Z), it acts trivially onV(z1, . . . , zn) = Spec(k[[zn+1, . . . , zd]])
andwe obtain that χi = 1 for i > n. Therefore,H also acts trivially on Spec(B/(t1, . . . , tn)) =
Spec(C(k)[[tn+1, . . . , td]]) and we obtain that the action on (Y, T) is very tame.
Since the closed immersion j : X→ Y is H-equivariant and strict, and Z = T ×Y X,
Corollary 5.4.4 implies that f• is compatible with j, i.e., f(H,X,Z,Z) is the contracted
strict transform of f(H,Y,T,T ). The same argument applies to the rigidifications Z
′
and T
′
, so it now suffices to show that f(H,Y,T,T ) = f(H,Y,T,T ′). For this we observe that
maximal points of log strata of the log schemes (Y/H, T/H) and (Y/H, T
′
/H) are
of characteristic zero, hence the latter equality holds by Theorem 3.4.15.
Finally, let us explain how one deals with the case of m > 1. First one finds
an H-equivariant strict closed immersion i : X → Y such that Z and Z ′ extend
to rigidifications T and T
′
of (Y, T), and the maximal points of the log strata of
(Y/H, T/H) and (Y/H, T
′
/H) are of characteristic zero. For this we apply inde-
pendently the above construction to the connected components of X. Once i is
constructed, the same reference to 3.4.15 shows that f(H,Y,T,T ) = f(H,Y,T,T ′) and hence
f(H,X,Z,Z) = f(H,X,Z,Z ′) 
COROLLARY 5.5.3. Let (X, Z) andG be as in §5.1 and assume that the action is
admissible. Then for any choice of rigidifications Z andZ
′
we have that f(G,X,Z,Z) =
f
(G,X,Z,Z
′
)
.
Proof. For a point x ∈ X let Ô shX,x denote the completion of the strict henseliza-
tion of OX,x. It suffices to check that for any point x the normalized blow up
towers f(G,X,Z,Z) and f(G,X,Z,Z ′) pull back to the same normalized blow up towers
of X̂shx = Spec(Ô
sh
X,x) (with respect to the morphism X̂
sh
x → X). Indeed, any nor-
malized blow up tower X = (X•, V•) is uniquely determined by its centers Vi.
For each i the morphism Yi =
∐
x∈X Xi ×X X̂shx → Xi is faithfully flat, hence Vi is
uniquely determined by Vi ×Xi Yi, which is the center of X ×X
∐
x∈X X̂
sh
x .
By §5.4.5, f(Gx,X̂shx ,Z×XX̂shx ,Z×XX̂shx ) is the contracted pullback of f(G,X,Z,Z), and an
analogous result is true for f
(G,X,Z,Z
′
)
. Thus the contracted pullbacks are equal by
Lemma 5.5.2. We have, however, to worry also for the synchronization, i.e. to
establish equality of non-contracted pullbacks. For this we will use the following
trick. The towers f(G,X,Z,Z) and f(G,X,Z,Z ′) are of finite length, hence there exists a
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finite subset S ⊂ X such that the image of any center of either of these towers
has a non-empty intersection with S. Set X̂shS =
∐
s∈S X̂
sh
s , then the pullbacks of
f(G,X,Z,Z) and f(G,X,Z,Z ′) to X̂
sh
S are already contracted. Now, in order to compare
the pullbacks to X̂shx , consider the pullbacks to X̂
sh
x
∐
X̂shS . They are contracted,
so Lemma 5.5.2 (which covers disjoint unions) implies that these pullbacks are
equal. Restricting them onto X̂shx we obtain equality of non-contracted pullbacks
to X̂shx . 
REMARK 5.5.4. (i) The above corollary implies that the modification f(G,X,Z,Z)
depends only on (G,X, Z), so it will be denoted f(G,X,Z) in the sequel. At this stage,
f(G,X,Z) is defined only when X is admissible and (X, Z) admits a rigidification.
(ii) Corollaries 5.4.4 and 5.5.3 imply that f(G,X,Z) is functorial with respect to
equivariant strict inert morphisms.
5.5.5. Theorem 1.1 – end of proof for. Let X = (X, Z) be as assumed in §5.1, and
suppose that X is qe. By Lemma 5.3.7 there exists a surjective étale inert strict
morphism h : X0 → X such that X0 is affine and possesses a rigidification. Then
X1 = X0 ×X X0 is affine and also admits a rigidification (e.g. the preimage of
that of X0 by one of the canonical projections). By Remark 5.5.4(i), X0 and X1
possess normalized blow up towers f(G,X0,Z0) and f(G,X1,Z1), which are compatible
with both projections X1 → X0 by Remark 5.5.4(ii). It follows that f(G,X0,Z0) is
induced from a unique normalized blow up tower of X that we denote as f(G,X,Z).
This modification satisfies all assertions of Theorem 1.1 because f(G,X0,Z0) does so
by Remark 5.3.9(i).
5.6. Additional properties of f(G,X,Z). Finally, let us formulate an addendum
to Theorem 1.1 where we summarize additional properties of the constructed
modification of (X, Z). At this stage we drop any assumptions on (X, Z) beyond
the assumptions of 1.1. By f(G,X,Z) we denote below the entire modification from
Theorem 1.1 that also involves the modifications of Steps 1, 2, 3.
THEOREM 5.6.1. Keep assumptions of Theorem 1.1. In addition to assertions
of the theorem, the modifications f(G,X,Z) can be constructed uniformly for all
triples (G,X, Z) such that the following properties are satisfied:
(i) Each f(G,X,Z) is provided with a structure of a normalized blow up tower
and its centers are contained in the preimages of Z ∪ T .
(ii) For any homomorphism λ : H → G the construction is functorial with
respect to λ-equivariant inert strict morphisms (Y, T)→ (X, Z).
Proof. The total modification f(G,X,Z) is obtained by composing four modifica-
tions f1, f2, f3 and f4: the modifications from Steps 1, 2, 3 and the modification we
have constructed in §5. Recall that f1 and f4 are constructed as normalized blow
up towers. Modifications f2 and f3 are permissible blow up towers, hence they
are also normalized blow up towers with the same centers. This establishes the
first part of (i).
Claim (ii) follows from the following functorialities: f1 and f2 are functorial
with respect to all strict morphisms, f3 is functorial with respect to all inert mor-
phisms, and f4 is functorial with respect to strict inert morphisms. To prove the
second part of (i) we use (ii) to restrict f(G,X,Z) onto U = X \ Z ∪ T . Then U is a
regular scheme with a trivial log structure which is acted freely by G. It follows
from the definitions of f1, f2, f3 and f4 that they are trivial for such U. So, f(G,U,∅)
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is the trivial tower, and hence all centers of f(G,X,Z) are disjoint from the preimage
of U. 
EXPOSÉ IX
Uniformisation locale première à ℓ
Luc Illusie
1. Rappel de l’énoncé et premières réductions
Rappelons l’énoncé du théorème d’uniformisation locale première à ℓ (II-4.3.1,
III-6.1) :
THÉORÈME 1.1. Soient X un schéma noethérien quasi-excellent, Z un fermé rare
de X et ℓ un nombre premier inversible sur X. Il existe une famille finie de morphismes
(pi : Xi → X)i∈I, couvrante pour la topologie des ℓ ′-altérations et telle que, pour tout
i ∈ I :
(i) Xi soit régulier et connexe,
(ii) p−1i (Z) soit le support d’un diviseur à croisements normaux stricts.
Le premier ingrédient essentiel de la démonstration de 1.1 est le résultat sui-
vant, forme faible d’un résultat de de Jong [de Jong, 1997, 2.4] :
THÉORÈME 1.2. Soient f : X → Y un morphisme propre de schémas noethériens
excellents intègres, et Z un sous-schéma fermé rare de X. Soit η le point générique de Y.
On suppose que Xη est lisse, irréductible et de dimension 1, et que Zη est étale. Il existe
alors un groupe fini G, un diagramme commutatif de G-schémas
X ′
a //
f ′

X
f

Y ′
b // Y
,
un diviseur effectif G-équivariant D dans X ′, et un fermé rare G-équivariant T ′ de Y ′
possédant les propriétés suivantes :
(i) f ′ est projectif ;
(ii) G agit trivialement sur X et Y, librement sur Y ′ − T ′ ;
(iii) a et b sont des altérations projectives génériquement étales, et Y ′/G → Y (resp.
X ′/G→ X) induit un isomorphisme en η (resp. au point générique de Xη) ;
(iv) f ′ est une courbe nodale, lisse hors de T ′ ;
(v) D est étale sur Y ′, et contenu dans le lieu lisse de f ′ ;
(vi) Z ′ := a−1(Z) est contenu dans D ∪ f ′−1(T ′).
Rappelons que dire que f ′ est une courbe nodale signifie que f ′ est plat, à
fibres géométriques connexes de dimension 1, ayant pour seules singularités des
points quadratiques ordinaires.
Il suffit en effet d’appliquer (loc. cit.) au couple (f, Z), avec le groupe G de
(loc. cit.) égal à {1}. Les hypothèses faites sur Xη et Zη assurent que (f, Z) vérifie la
condition (2.1.1) de [de Jong, 1997], et donc que le couple (a, b) vérifie (2.2.1) et
(2.2.5) de (loc. cit.) ;ce qui implique (iii). Le fermé T ′ est donné par le fermé noté
D dans (loc. cit., 2.5), éventuellement agrandi pour que G opère librement sur
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Y ′ − T ′. Noter que, si Y est séparé, il en est de même de Y ′, et (ii) entraîne que G
opère fidèlement sur X ′ et Y ′.
1.3. Les premières réductions de la démonstration de 1.1 sont analogues à
celles de la démonstration du théorème d’uniformisation locale faible. Il suffit
de prouver 1.1 pour X de dimension finie. On raisonne par récurrence sur la di-
mension de X. Le théorème est connu en dimension ≤ 1 (normalisation). Soit d
un entier ≥ 2. Supposons le théorème établi en dimension < d. D’après (III-6.2),
on peut supposer X local noethérien complet, et même normal. D’après V-3.1.3,
quitte à faire une extension finie de X de degré générique premier à ℓ, on peut
supposer qu’il existe un diagramme
X
g // X ′
f

Y
,
avec Y local noethérien régulier complet de dimension d − 1 et f de type fini, à
fibres de dimension 1, et un point fermé x ′ de X ′ et un fermé rare Z ′ de X ′ tels que
f(x ′) soit le point fermé de Y, g induise un isomorphisme de X sur le complété
de X ′ en x ′, et qu’enfin Z = g−1(Z ′). Comme X ′ est excellent, g est régulier. Le
changement de base par g préserve régularité, diviseurs à croisements normaux,
et familles couvrantes pour la topologie des ℓ ′-altérations (II-2.3). On peut donc
remplacer X par X ′, donc, quitte à changer les notations, supposer X de dimen-
sion d, muni d’un morphisme de type fini f : X → Y, à fibres de dimension 1.
Le problème étant local pour la topologie des ℓ ′-altérations, donc a fortiori pour
la topologie de Zariski, on peut supposer X affine. Compactifiant f, on se ramène
à supposer f propre. Quitte à éclater dans X un sous-schéma fermé ayant Z pour
espace sous-jacent, on peut supposer que Z est un diviseur dansX. Le morphisme
f n’est plus nécessairement une courbe relative, mais sa fibre générique reste de
dimension 1. Soit η le point générique de Y. D’après ([ÉGA IV 4.6.6]) il existe une
extension radicielle finie η ′ de η telle que (Xη ′)red soit géométriquement réduit, et
(Zη ′)red étale sur η ′. Quitte à remplacer Y par son normalisé dans η ′, X par son
normalisé dans le corps des fractions de (Xη ′)red, et Z par son image inverse ré-
duite, on peut donc supposer que Xη est lisse et que Zη est étale. Le schéma Y
n’est plus nécessairement régulier, mais reste affine, normal, intègre et excellent.
Considérons la factorisation de Stein X
f1 // Y1
q // Y de f : q est fini surjec-
tif, génériquement étale, f1 est propre et surjectif, et ses fibres géométriques sont
connexes. Comme f1∗OX = OY1 et que X est intègre, Y1 est intègre également.
Quitte à remplacer Y par Y1 (et f par f1), on peut donc supposer que la fibre gé-
nérique de f est lisse, géométriquement connexe, et que Zη est étale. On se trouve
alors dans la situation de 1.2, avec Z un diviseur, et Y affine.
1.4. Appliquons 1.2 à la situation que nous venons d’obtenir. D’après (iii),
le morphisme X ′/G → X est altℓ ′ couvrant. Remplaçant X par X ′/G, Z par son
image inverse, et Y par Y ′/G, et changeant les notations, on peut donc supposer
que X = X ′/G, Y = Y ′/G. Noter que, comme Y est affine et b, f ′ projectifs, les
actions de G sur X ′ et Y ′ sont admissibles, et X ′/G et Y ′/G sont encore intègres et
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excellents. Soit H un sous-groupe de ℓ-Sylow de G. Considérons la factorisation
X ′
a1 //
f ′

X ′/H
a2 //

X
f

Y ′
b1 // Y ′/H
b2 // Y
.
Comme a2 est altℓ ′-couvrant, on peut (utilisant l’admissibilité de l’action de H)
remplacer X par X ′/H, Z par son image inverse dans X ′/H, Y par Y ′/H, et enfin G
par H, de sorte qu’on peut supposer que G est un ℓ-groupe.
Appliquons l’hypothèse de récurrence au couple (Y = Y ′/G, T := T ′/G). Il
existe une famille finie altℓ ′-couvrante(Yi → Y)i∈I, avec Yi régulier connexe, et
(l’espace sous-jacent à) Ti = Yi ×Y T le support d’un diviseur à croisements nor-
maux stricts. Pour chaque i ∈ I, soient Y ′i le normalisé d’une composante de
Y ′ ×Y Yi et Gi ⊂ G le groupe de décomposition de Yi. Remplaçant Y par Yi, Y ′ par
Y ′i , G par Gi, et les autres données par leurs images inverses par Yi → Y, Y ′i → Y ′,
et travaillant séparément sur chaque Yi, on se ramène à supposer que, dans le
diagramme de 1.2, on a les propriétés additionnelles suivantes :
(*) Y = Y ′/G est affine, régulier, connexe, T = T ′/G est un diviseur à croise-
ments normaux stricts dans Y, Y ′ − T ′ = Y ′ ×Y (Y − T) est un revêtement étale
galoisien de Y − T de groupe G, Y ′ est le normalisé de Y dans Y ′ − T ′, X = X ′/G.
2. Log régularité, fin de la démonstration
Nous aurons besoin du résultat suivant, cas particulier d’un théorème de
Fujiwara-Kato [Fujiwara & Kato, 1995, 3.1] :
PROPOSITION 2.1. Soient Y un schéma noethérien régulier, T ⊂ Y un diviseur à
croisements normaux stricts, V = Y − T . Munissons Y de la log structure telle que le
couple (Y, T) soit log régulier (VI-1.4). Alors :
(i) Le foncteur de restriction de la catégorie des revêtements Kummer étales de Y dans
celle des revêtements étales de V modérément ramifiés le long de T est une équivalence de
catégories.
(ii) Si Y ′ est un revêtement Kummer étale de Y, Y ′ est le normalisé de Y dans Y ′×Y V .
(iii) Si V ′ est un revêtement étale de V , modérément ramifié le long de T , il existe
une unique log structure fs sur le normalisé Y ′ de Y dans V ′ faisant de Y ′ un revêtement
Kummer étale de Y.
Il suffit de prouver (i) et (ii). La question est locale pour la topologie étale
sur Y. On peut donc supposer Y strictement local, Y = SpecA, de point fermé
y = Speck, et T =
∑
1≤i≤r div(ti), où les ti font partie d’un système régulier
de paramètres de A. Le log schéma Y admet la carte My = Nr → A, ei 7→ ti.
D’après le théorème de structure locale des revêtements Kummer étales (VI 2.2),
tout revêtement Kummer étale Y ′ de Y est somme de revêtements Kummer étale
standard, de la forme Z = Y ×SpecZ[Nr ] SpecZ[Q], où Nr → Q est un morphisme
de Kummer tel que nQ ⊂ Nr pour un entier n premier à la caractéristique de k.
On a donc Q = Nr ∩ L, pour un sous-groupe L de Zr tel que n[Zr : L] = 0, et
Z = (SpecA[x1, · · · , xr]/(xn1 − t1, · · · , xnr − tr))G, où G = Hom(Zr/L,Q/Z) est un
sous-groupe de µrn opérant sur SpecA[x1, · · · , xr]/(xn1 − t1, · · · , xnr − tr) de la ma-
nière naturelle. Il en résulte que Z est le normalisé de Y dans le revêtement étale
Z ×Y V de V . On en déduit (ii), et la pleine fidélité en (i), par la considération de
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graphes de morphismes entre revêtements Kummer étales de Y. L’essentielle sur-
jectivité découle du lemme d’Abhyankar ([SGA1 XIII 5.3]) donnant la structure
du groupe fondamental modéré deV , qui implique que le normalisé de Y dans un
revêtement étale modéré connexe de V est de la forme Z décrite précédemment.
2.2. Partons de la situation obtenue à la fin de 1.4. D’après 2.1, compte tenu
de (*), il existe sur Y ′ une unique log structure faisant de Y ′ un revêtement Kum-
mer étale de Y (muni de la log structure définie par T ), galoisien de groupe G. En
particulier, le couple (Y ′, T ′) est log régulier. D’après (VI-1.9), le couple (X ′, f ′−1(T ′)∪
D) est log régulier, et pour la log structure correspondante sur X ′, f ′ est log
lisse. De plus, l’image inverse Z ′ de Z dans X ′ est un diviseur contenu dans
D ′ = f ′−1(T ′) ∪D.
L’action deG sur X ′ est modérée (G est un ℓ-groupe), mais pas nécessairement
très modérée (VI-3.1). Si elle l’était, le couple (X = X ′/G,D ′/G) serait alors log
régulier (VI-3.2), et l’on pourrait terminer la démonstration de 1.1 comme dans
(VII-4), à l’aide de la résolution des singularités des couples log réguliers. On se
ramène à ce cas grâce au théorème de modification (VIII-1.1), dont nous rappe-
lons l’énoncé :
THÉORÈME 2.3. Soit (X, Z) un couple log régulier (VI-1.4), muni d’une action d’un
groupe fini G. On suppose que X est noethérien, séparé, et que l’action de G sur X est
modérée et génériquement libre. Soit T le complément du plus grand ouvert G-stable
de X où G opère librement. Il existe alors une modification projective G-équivariante
f : X ′ → X telle que, si Z ′ = f−1(Z∪ T), le couple (X ′, Z ′) soit log régulier, et l’action de
G sur X ′ très modérée.
2.4. Le couple (X ′, D ′) de 2.2 vérifie les hypothèses sur (X, Z) de 2.3 : (X ′, D ′)
est log régulier, X ′ est séparé (car projectif sur Y), l’action deG sur X ′ est modérée,
et libre sur X ′ − f ′−1(T ′), en particulier génériquement libre. De plus, l’action de
G sur X ′ est admissible. Il existe donc un diagramme commutatif G-équivariant
(X ′′, D ′′) //
p

(X ′′/G,D ′′/G)
q

(X ′, D ′) // (X,D) = (X ′/G,D ′/G)
,
où les flèches horizontales sont les projections canoniques, p est une modification
projective (G-équivariante), (X ′′, D ′′) est log régulier, avec X ′′ − D ′′ ⊂ p−1(X ′ −
D ′), et l’action de G sur (X ′′, D ′′) est très modérée. D’après (VI 3.2), le couple
(X ′′/G,D ′′/G) est donc log régulier. Appliquons à ce couple le théorème de désin-
gularisation de Kato-Niziol ([Kato, 1994, 10.3, 10.4], [Nizioł, 2006, 5.7], [Gabber & Ramero, 2009,
4.5]) : il existe un log éclatement e : X˜ → X ′′/G, avec X˜ régulier, et un diviseur
à croisements normaux stricts D˜ tels que X˜ − D˜ ⊂ e−1(X ′′/G − D ′′/G). Alors
Z˜ := (qe)−1(Z) a pour support un diviseur contenu dans D˜, donc strictement à
croisement normaux. Comme q est une modification, qe en est une également, et
1.1 est démontré.
EXPOSÉ X
Gabber’s modification theorem (log smooth case)
Luc Illusie and Michael Temkini
In this chapter we state and prove a variant of the main theorem of VIII (see
VIII-1.1) for schemes Xwhich are log smooth over a base S with trivial G-action.
See 1.1 for a precise statement. The proof is given in §1 and in the remaining part
of the exposé we deduce refinements of classical theorems of de Jong, for schemes
of finite type over a field or a trait, where the degree of the alteration is made
prime to a prime ℓ invertible on the base. Sections 2 and 3 are independent and
contain two different proofs of such a refinement, so let us outline the methods
briefly.
For concreteness, assume that k is a field, S = Spec(k), and X is a separated
S-scheme of finite type. Two methods to construct regular l ′-alterations of X are:
(1) use a pluri-nodal fibration to construct a regular G-alteration X ′ → X and then
factor X ′ by an l-Sylow subgroup ofG, and (2) construct a regular l ′-alteration by
induction on dim(S) so that one factors by an l-Sylow subgroup at each step of the
induction. The first approach is presented in §2. It is close in spirit to the approach
of [de Jong, 1997] and its strengthening by Gabber-Vidal, see [Vidal, 2004a, §4].
The weak point of this method is that one uses inseparable Galois alterations. In
particular, even when k is perfect, one cannot obtain a separable alteration of S.
In order to deal with the latter case, Gabber suggested to try the second ap-
proach, which is close in spirit to the original de Jong’s method of [de Jong, 1996].
Note that the results of [de Jong, 1996] do not provide equivariant alterations,
which was the main reason to switch to the method of [de Jong, 1997]. However,
the recent work [Temkin, 2010] resolves this issue, and Gabber’s idea was to use
[Temkin, 2010] instead of [de Jong, 1996]. This approach is realized in §3 (which
is due to the second author) and it outperforms the method of §2 when k is per-
fect. Moreover, developing this method the second author discovered Theorem
3.5 that generalizes Gabber’s theorems 2.1 and 2.4 to the case of a general base
S satisfying a certain resolvability assumption (see §3.3). In addition, if S is of
characteristic zero then the same method allows to use modifications instead of
l ′-alterations, see Theorem 3.9. As an application, in Theorem 3.10we generalize
Abramovich-Karu’s weak semistable reduction theorem. Finally, we minimize
separatedness assumptions in §3, and for this we show in §3.1 how to weaken
the separatedness assumptions in Theorems VIII-1.1 and 1.1.
1. The main theorem
THEOREM 1.1 (Gabber). Let f : X → S be an equivariant log smooth map
between fs log schemes endowed with an action of a finite group G. Assume that
:
iThe research of M.T. was partially supported by the European Union Seventh Framework
Programme (FP7/2007-2013) under grant agreement 268182.
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(i) G acts trivially on S ;
(ii) X and S are noetherian, qe, separated, log regular, and f defines a map of
log regular pairs (X, Z)→ (S,W) ;
(iii) G acts tamely and generically freely on X.
Let T be the complement of the largest open subset of X over which G acts
freely. Then there exists an equivariant projective modification h : X ′ → X such
that, if Z ′ = h−1(Z∪T), the pair (X ′, Z ′) is log regular, the action ofG on X ′ is very
tame, and (X ′, Z ′) is log smooth over (S,W) as well as the quotient (X ′/G, Z ′/G)
when G acts admissibly on X.
REMARK 1.1.1. (a) In the absence of the hypothesis (i) it may not be possible
to find a modification h satisfying the properties of 1.1, as the example at the end
of VIII-1.2 shows.
(b) By [Kato, 1994, 8.2] the log smoothness of f and the log regularity of S
imply the log regularity of X. Conversely, according to Gabber (private com-
munication), if X is log regular and f is log smooth and surjective, then S is log
regular.
(c) We will deduce Theorem 1.1 from Theorem VIII-1.1. Recall that in the lat-
ter theorem we assumed that X is qe, though Gabber has a subtler argument
that works for a general X. This forces us to assume that S (and hence X) is
qe in Theorem 1.1. However, our argument also shows that once one removes
the quasi-excellence assumption from VIII-1.1, one also obtains the analogous
strengthening of Theorem 1.1.
For the proof of 1.1 we will use the following result on the local structure of
equivariant log smooth maps.
PROPOSITION 1.2. (Gabber’s preparation lemma). Let f : X → Y be an equivariant
log smooth map between fine log schemes endowed with an action of a finite group G.
Let x be a geometric point of X, with image y in Y. Assume that G is the inertia group
at x and is of order invertible on Y. Assume furthermore that G acts trivially on Mx
and Myii and we are given an equivariant chart a : Y → Spec Λ[Q] at y, modeled
on some pairing χ : Gab ⊗ Qgp → µ = µN(C) (in the sense of (VI-3.4)), where Q
is fine, Λ = Z[1/N, µ], with N the exponent of G. Then, up to replacing X by an
étale equivariant neighborhood of x, there is an equivariant chart b : X → Spec Λ[P]
extending a, such that Qgp → Pgp is injective, the torsion of its cokernel is annihilated
by an integer invertible onX, and the resulting map b ′ : X→ X ′ = Y×Spec Λ[Q]Spec Λ[P]
is smooth. Moreover, up to further shrinking X around x, b ′ lifts to an equivariant étale
map c : X → X ′ ×Spec Λ Spec SymΛ(V), where V is a finitely generated projective Λ-
module equipped with a G-action. If X, Y, and Q are fs, with Q sharp, then P can be
chosen to be fs with its subgroup of units P∗ torsionfree.
Proof of 1.2. This is an adaptation of the proof of [Kato, 1988, 3.5] to the equi-
variant case. Consider the canonical homomorphism of loc. cit.
(1) k(x)⊗OX,x Ω1X/Y,x → k(x)⊗Z MgpX/Y,x
sending 1⊗ dlogt to the class of 1⊗ t, where
M
gp
X/Y,x = M
gp
X,x/(O
∗
X,x + Imf
−1(MgpY,y)).
iiIfM is the sheaf of monoids of a log scheme,M denotes, as usual, the quotientM/O∗.
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It is surjective, and as G fixes x, it is G-equivariant. As G is of exponent invert-
ible in k(x) and acts trivially on the right hand side, (1) admits a G-equivariant
decomposition
(2) k(x)⊗OX,x Ω1X/Y,x = V0 ⊕ (k(x)⊗Z M
gp
X/Y,x),
where V0 is a finite dimensional k(x)-vector space, endowed with an action of
G. Let (ti)1≤i≤r be elements of Mgpx such that the classes of 1 ⊗ ti form a basis
of k(x) ⊗Z MgpX/Y,x. Let Z be the free abelian group with basis (ei)1≤i≤r, and h :
Z → Mgpx the homomorphism sending ei to ti. As G acts trivially onMgpx , by the
method of (VI-3.7) we get characters
ψi : G→ µ
such that gh(ei) = ψi(g)h(ei). As in the proof of [Kato, 1988, 3.5], consider the
homomorphism
u : Z⊕Qgp →Mgpx
defined by h on Z and the composition Qgp →Mgpy → Mgpx on the second factor.
We have
gu(a) = ψ(g⊗ a))u(a)
for some homomorphism
ψ : Gab ⊗ (Z⊕Qgp)→ µ
extending χ and such thatψ(g⊗ei))u(ei) = ψi(g)h(ei). As in loc. cit., if u denotes
the composition
u : Z⊕Qgp →Mgpx →Mgpx (= Mgpx /O∗x )
we see that k(x)⊗u is surjective, hence the cokernel C of u is killed by an integer
m invertible in k(x). Using that O∗X,x is m-divisible, one can therefore choose
elements ai ∈ Mgpx and bi ∈ Z ⊕ Qgp (1 ≤ i ≤ n) such that the images of ai
generate M
gp
x and a
m
i = u(bi). Let E be the free abelian group with basis ei
(1 ≤ i ≤ n), and let F be the abelian group defined by the push-out diagram
(3) E
m //

E

Z⊕Qgp w // F
,
where the left vertical arrow sends ei to bi. The lower horizontal map is injective
and its cokernel is killed bym. The relation ami = u(bi) implies that u extends to
a homorphism
v : F→Mgpx
whose composition v : F → Mgpx → Mgpx is surjective. Associated with v is a
morphism
ϕ : Gab ⊗ F→ µ
extending ψ, such that gv(a) = ϕ(g ⊗ a)v(a) for a ∈ F. Let P := v−1(Mx) ⊂
F. Then P is a fine monoid containing Q, Pgp = F, and v sends P to Mx. By
[Kato, 1988, 2.10], using the (G-equivariant) isomorphism H om(Λ[P],MX)x
∼→
Hom(Λ[P],MX,x), up to shrinking X at x, the equivariant map
Λ[P]→Mx
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defined by (v, ϕ) extends to an equivariant chart
b : X→ Spec Λ[P]
extending the chart a : Y → Spec Λ[Q]. The homomorphism Qgp → Pgp is injec-
tive, and the torsion part of its cokernel, which is the same as the torsion part of
the cokernel of w : Z⊕Qgp → F in (3), is killed bym. Consider the resulting map
b ′ : X→ X ′ = Y ×Spec Λ[Q] Spec Λ[P].
This map is strict. Showing that the underlying schematic map is smooth at x is
equivalent to showing that b ′ is log smooth at x. To do this, as X and X ′ are log
smooth over Y, by the jacobian criterion [Kato, 1988, 3.12] it suffices to show that
the map
k(x)⊗Ω1X ′/Y → k(x)⊗Ω1X/Y
induced by b ′ is injective. We have
k(x)⊗Ω1X ′/Y = k(x)⊗ Pgp/Qgp = k(x) ⊗ Z
(the last equality by the fact that F/(Z⊕Qgp) is killed bym), and by construction
(cf. (2)), we have
k(x)⊗ Z = k(x)⊗MgpX/Y,x,
which by the map induced by b ′ injects into k(x) ⊗Ω1X/Y .
Let us now prove the second assertion. For this, as b ′ is strict, we may forget
the log structures of X and X ′, and by changing notations, we may assume that
X ′ = Y and the log structures of X and Y are trivial. In particular, we have
k(x)⊗Ω1X/Y = V0,
with the notation of (2). As the question is étale local on X, and closed points are
very dense in the fiber Xy, in particular, any point has a specialization at a closed
point of Xy, we may assume that x is localized at a closed point of Xy, and even,
up to base changing Y by a finite radicial extension, that x is a rational point of
Xy. We then have
(4) k(x) ⊗Ω1X/Y = mx/(m2x +myOx),
where m denotes a maximal ideal. By [Serre, 1978, 12 2.3, 13 14.4] there is a
finitely generated projective Λ[G]-module V such that V0 = k(x) ⊗ V . The ho-
momorphism V → mx/(m2x +myOx) therefore lifts to a homomorphism of Λ[G]-
modules
(5) V → mx,
inducing an isomorphism k(x) ⊗ V → k(x) ⊗ Ω1X/Y . By the jacobian criterion, it
follows that the (G-equivariant) map
X→ Y ×Spec Λ Spec SymΛ(V)
is étale at x.
Let us prove the last assertion. First of all, as Mx is fs, v : P → Mx factors
through the saturation Psat of P in Pgp, so we may assume that P is fs. Then
(cf.[Gabber & Ramero, 2009, 5.3.42]) we have a split exact sequence
0→ H→ P → P0 → 0
with P∗0 torsionfree and H a finite group. As Q is fs and sharp, Q
gp is torsionfree,
so the composition Qgp → Pgp → Pgp0 is still injective, as well as the composition
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H→ Pgp → (Pgp/Qgp), hence H is contained in the torsion part of (Pgp/Qgp), and
we have an exact sequence
0→ H→ (Pgp/Qgp)tors → (Pgp0 /Qgp)tors → 0,
where the subscript tors denotes the torsion part. Thus (Pgp0 /Q
gp)tors is killed by
an integer invertible on X. AsMx is torsionfree, the composition P → Mx → Mx
factors through P0, into a map v0 : P →Mx. Consider the diagram
Mx

//Mgpx

P0
v0 //Mx //M
gp
x
,
where the square is cartesian. As Pgp0 is torsionfree, the map P
gp
0 → Mgpx defined
by the lower row admits a lifting s : Pgp0 → Mgpx , sending P0 to Mx. As v is a
chart, P/v−1(O∗x ) → Mx is an isomorphism, and since H is contained in v−1(O∗x),
P0/s
−1(O∗x ) → Mx is an isomorphism as well, hence s is a chart at x. Associated
with s is a homomorphism
ϕ0 : G
ab ⊗ Pgp0 → µ
and the map
b0 : X→ Spec Λ[P0]
defined by the pair (s, ϕ0) is an equivariant chart of X at x (extending a). 
Proof of 1.1 (beginning).
The strategy is to check that, at each step of the proof of the absolute modi-
fication theorem (VIII-1.1), the log smoothness of X/S is preserved, and, at the
end, that of the quotient (X/G)/S as well. For some of them, this is trivial, as the
modifications performed are log blow ups. Others require a closer inspection.
1.3. Preliminary reductions. We may assume that conditions (1) and (2) at the
beginning of (VIII-4) are satisfied, namely :
(1)X is regular,
(2) Z is a G-strict snc divisor in X.
Indeed, these conditions are achieved byG-equivariant saturated log blow up
towers (VIII-4.1.1, VIII-4.1.6).
We will now exploit Gabber’s preparation lemma 1.3 to give a local picture of
f displaying both the log stratification and the inertia stratification of X. We work
étale locally at a geometric point x in X with image s in S. Up to replacing G by
the inertia group Gx at x, we may assume that G = Gx.
We now apply 1.3. Let N be the exponent of G. Assume S strictly local at s.
We may replace Λ = Z[1/N, µ] by its localization at the (Zariski) image of s, so
that Λ is either the cyclotomic field Q(µ) or its localization at a finite place of its
ring of integers, of characteristic p = char(k(s)) not dividing n. Choose a chart
a : S→ Spec Λ[Q]
with Q fs and the inverse image of O∗S,s in Q equal to {1}, so that Q is sharp and
Q
∼→ Ms. Let C denote k(s) if OS,s contains a field, and a Cohen ring of k(s)
otherwise. Let (yi)1≤i≤m be a family of elements of ms such that the images of
the yi’s in OS,s/Is form a regular system of parameters, where Is = I(s,Ms) is the
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ideal generated by the image of Ms − O∗S,s by the canonical map α : Ms → OS,s.
By [Kato, 1994, 3.2], the chart a extends to an isomorphism
(1.a) C[[y1, · · · , ym]][[Q]])/(g) ∼→ ÔS,s,
where g ∈ C[[y1, · · · , ym]][[Q]] is 0 if k(s) contains a field, and congruent to p =
char(k(s)) > 0modulo the ideal generated byQ− {1} and (y1, · · · , ym) otherwise.
By 1.3, up to shrinking X around x, we can find a G-equivariant commutative
diagram (with trivial action of G on the bottom row)
(1.b) X
❂
❂❂
❂❂
❂❂
❂❂
c // X ′

b // Spec (Λ[P]⊗Λ SymΛ(V))

S
a // Spec Λ[Q]
,
where :
(i) the square is cartesian ;
(ii) a, b, and c are strict, where the log structure on Spec Λ[Q] (resp. Spec (Λ[P]⊗Λ
Sym
Λ
(V))) is the canonical one, given by Q (resp. P) ; P is an fs monoid, with P∗
torsionfree ; G acts on Λ[P] by g(λp) = λχ(g, p)p, for some homomorphism
χ : Gab ⊗ Pgp → µ
(iii) V is a free, finitely generated Λ-module, equipped with a G-action ;
(iv) the right vertical arrow is the composition of the projection onto the fac-
tor Spec Λ[P] and Spec Λ[h], for a homomorphisme h : Q → P such that hgp is
injective and the torsion part of Cokerhgp is annihilated by an integer invertible
on X ;
(v) c is étale.
(vi) Consider the map
v : P →Mx
defined by the chart X→ Spec Λ[P] induced by bc. Up to localizing on X ′ around
x, we may assume that v factors through the localization P(p) of P at the prime
ideal p complementary of the face v−1(O∗X,x). Replacing P by P(p), P decomposes
into
(1.c) P = P∗ ⊕ P1,
with P∗ = v−1(O∗X,x) free finitely generated over Z, and P1 sharp, and the image of
x by bc into the factor Spec Λ[P] is the rational point at the origin. Then v induces
an isomorphism P1
∼→ Mx. By the assumptions (1), (2), we have Mx ∼→ Nr. One
can therefore choose (ei ∈ P1) (1 ≤ i ≤ r) forming a basis of P1. Then v(ei) =
ti ∈ Mx ⊂ OX,x is a local equation for a branch Zi of Z at x, (Zi)1≤i≤r is the set of
branches of Z at x, and G acts on ti through the character χi = χ|Zei : G→ µ.
Furthermore :
(vii) The square in (1.b) is tor-independent.
Indeed, by the log regularity of S and the choice of the chart a, we have, by
[Kato, 1994, 6.1], TorZ[Q]i (OS,s,Z[P]) = 0 for i > 0.
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Though this will not be needed, one can describe the local structure of (1.b)
more precisely as follows. Let
(1.d) Y := Spec (Λ[P]⊗Λ SymΛ(V)) = Spec (Λ[P∗]⊗Λ Λ[P1]⊗Λ SymΛ(V))
and let Y ′ := Spec C[[y1, · · · , ym]][[Q]]×SpecΛY, with the notation of 1.a. Replacing
X ′ by its strict localization at x we may assume that X = X ′. Then the completion
of X at x is either isomorphic to the completion of Y ′ at x, or a regular divisor in
it, defined by the equation g ′ = 0, where g ′ is the image of g in ÔY ′,x, with the
notation of 1.a.
1.4. Step 3 and log smoothness (beginning). We will now analyze the modifica-
tions performed in the proof of Step 3 in VIII-4.1.9, VIII-4.2.13. The permissible
towers used in loc. cit. are iterations of operations of the form : for a subgroup H
ofG, blow up the fixed point (regular) subscheme XH, and replace Z by the union
of its strict transform Zst and the exceptional divisor E. Though such a blow up is
not a log blow up in general, we will see that it still preserves the log smoothness
of X over S.
We work étale locally around x, so we can assume X = X ′ in 1.b. We then have
a cartesian square
(1.a) XH b
H
//
f

YH

X
b // Y
,
with Y as in (1.d). We also have cartesian squares
(1.b) Z b //
f

T

X
b // Y
,
where T ⊂ Y is the snc divisor∑ Ti, Ti defined by the equation ei ∈ P1 (1.c), and
(1.c) Z×X XH //

T ×Y YH

X // Y
.
LEMMA 1.5. The squares (1.a), (1.b), and (1.c) are tor-independent.
Proof. For (1.b), this is because Z (resp. T ) is a divisor with normal crossings
in X (resp. Y) (cf. [SGA6 VII 1.2]). For (1.a), as the square (1.b) is tor-independent
(by 1.3 (vii)), it is enough to show that the composite (cartesian) square
(1.a) XH

// YH

S // Spec Λ[Q]
is tor-independent. We have a decomposition
(1.b) YH = (Spec Λ[P∗])H × (Spec Λ[P1])H × (Spec SymΛ(V))H,
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(products taken over Spec Λ), and the map to Spec Λ[Q] is the composition of
the projection onto (Spec Λ[P∗])H× (Spec Λ[P1])H and the canonical map induced
by Spec Λ[Q]→ Spec Λ[P], which factors through the fixed points of H, G acting
trivially on the base. Let us examine the three factors.
(a) We have
(Spec Sym
Λ
(V))H = Spec Sym
Λ
(VH),
where VH is the module of coinvariants, a free module of finite type over Λ, as
H is of order invertible in Λ. Therefore Spec Λ[Q]×Spec Λ (Spec SymΛ(V))H is flat
over Spec Λ[Q], and its enough to check that (Spec Λ[P∗])H × (Spec Λ[P1])H is
tor-independent of S over Spec Λ[Q].
(b) The restriction to P∗ = v−1(O∗X,x) of the 1-cocycle z(v) ∈ Z1(H,Hom(P, k(x)∗)
associated with v : P →Mx (hv(a) = z(v)(h, a)v(a) for h ∈ H, a ∈ P, see the proof
of 1.2 and (VI-3.7)) is a 1-coboundary, hence trivial, as B1(H,Hom(P, k(x)∗) = 0.
Therefore
(Spec Λ[P∗])H = Spec Λ[P∗].
(c) Recall that
P1 = ⊕1≤i≤rNei,
with ei sent by v to a local equation of the branch Zi of Z, and that G acts on
Λ[Nei] through the character χi : G→ µ. Let A ⊂ {1, · · · , r} be the set of indices i
such that χi|H is trivial. Then
(Spec Λ[P1])H = Spec Λ[⊕i∈ANei].
Let I be the ideal of P generated by {ei}i /∈A. It follows from (b) and (c) that
(Spec Λ[P])H = Spec Λ[P]/(I),
where (I) is the ideal ofΛ[P] generated by I. By [Kato, 1994, 6.1], TorΛ[Q]i (OS, Λ[P]/(I)) =
0 for i > 0, and therefore (1.a), hence (1.a) is tor-independent. It remains to
show the tor-independence of (1.c). For this, again it is enough to show the tor-
independence of
(1.c) Z×X XH //

T ×Y YH

S // Spec Λ[Q]
.
By (a), (b), (c), we have
T ×Y YH =
∑
i∈A
Spec Λ[P]/(Ji)× Spec SymΛ(VH),
where Ji ⊂ P is the ideal generated by ei ∈ P1, and (Ji) the ideal generated by Ji in
Λ[P]. The desired tor-independence follows from the vanishing of TorΛ[Q]i (OS, Λ[P]/(JB)),
where for a subset B of A, JB denotes the ideal generated by the ei’s for i ∈ B.
LEMMA 1.6. Consider a cartesian square
(1.a) V ′

// V

X ′
g // X
,
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where the right vertical arrow is a regular immersion. If (1.a) is tor-independent,
then the left vertical arrow is a regular immersion, and
BlV ′(X ′) = X ′ ×X BlV(X).
LetW → X be a second regular immersion, such that V ×X W → W is a regular
immersion, and letW ′ = X ′ ×X W. If moreover the squares
(1.b) V ′

// V

X ′
g // X
,
and
(1.c) V ′ ×X ′ W ′

// V ×X W

X ′
g // X
,
are tor-independent, then the left vertical arrows are regular immersions, and
W ′st = X ′ ×X Wst,
where Wst (resp. W ′st) is the strict transform of W (resp. W ′) in BlV(X) (resp.
BlV ′(X ′)).
Proof. Let I (resp. I ′) be the ideal of V (resp. V ′) in X (resp. X ′). By the tor-
independence of (1.a), if u : E → I is a local surjective regular homomorphism
[SGA6 VII 1.4], the Koszul complex g∗K(u) is a resolution of OV ′ , hence V ′ → X ′
is a regular immersion. Moreover, by [SGA6 VII 1.2], for any n ≥ 0, the natural
map g∗In → I ′n is an isomorphism, and therefore BlV ′(X ′) = X ′ ×X BlV(X). The
tor-independence of (1.b) and (1.c) imply that of
V ′ ×X ′ W ′ //

V ×X W

W ′ //W
.
The second assertion then follows from the first one and the formulas (VIII-2.1.3
(ii))
Wst = BlV×XWW,
W ′st = BlV ′×X ′W ′W
′.
1.7. Step 3 and log smoothness (end). As recalled at the beginning of 1.4, we
have to show that, if H is a subgroup of G, then the log regular pair (X1, Z1) is log
smooth over S, where X1 := BlXH(X) and Z1 is the snc divisor Zst ∪ E, Zst (resp. E)
denoting the strict transform of Z (resp. the exceptional divisor) in the blow-up
h : X1 → X.
The question is again étale local above X around x, so we may assume that
X = X ′ and we look at the cartesian square (1.b)
X //

Y

S // Spec Λ[Q]
,
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with Y as in (1.d), and the associated cartesian squares (1.a), (1.b), and (1.c).
Claim. We have
(1.a) BlXH(X) = X×Y BlYH(Y),
(1.b) Zst = X×Y T st.
Proof. In view of 1.5 and 1.6, (1.a) follows from the fact that the immersion
YH → Y is regular. For (1.b) recall that
T = T0 ×Spec Λ Spec SymΛ(V),
where T0 ⊂ Spec Λ[P] is the snc divisor
T0 =
∑
1≤i≤r
div(zi)
with zi ∈ Λ[P] the image of ei ∈ P1 as in 1.c. Hence
(1.c) T =
∑
1≤i≤r
Ti,
where Ti = div(zi)×Spec Λ SymΛ(V), and T st =
∑
1≤i≤r T
st
i . We have (1.b)
YH = (Spec Λ[P])H × Spec Sym
Λ
(VH),
with (Spec Λ[P])H defined by the equations (zi = 0)i /∈A, with the notations of 1.5
(c). In particular, the immersion YH ×Y Zi → Zi is regular, hence, by 1.6, we have
Zsti = X×Y T sti , hence (1.b), which finishes the proof of the claim.
Since the map S → Spec Λ[Q] is strict, in order to prove the desired log
smoothness, wemay, by this claim, replace the triple (X, XH, Z) over S by (Y, YH, T)
over Spec Λ[Q]. We choose coordinates on P∗, P1 = Nr, V :
P∗ = ⊕1≤i≤tZfi, P1 = ⊕1≤i≤rNei, V = ⊕1≤i≤sΛyi
Λ[P] = Λ[u±11 , · · · , u±1t , z1, · · · , zr], SymΛ(V) = Λ[y1, · · · , ys],
with ui (resp. zi) the image of fi (resp. ei) in Λ[P], in such a way that
Λ[P]H = Λ[u±11 , · · · , u±1t , zm+1, · · · , zr],
i. e. is defined inΛ[P] by the equations (z1 = · · · = zm = 0, for somem, 1 ≤ m ≤ r,
and
Λ[VH] = Λ[yn+1, · · · , ys],
i. e. is defined in Λ[V] by the equations y1 = · · · = yn = 0 for some n, 1 ≤ n ≤ s.
Then
YH ⊂ Y = Spec Λ[u±11 , · · · , u±1t , z1, · · · , zr, y1, · · · , ys]
is defined by the equations
z1 = · · · = zm = y1 = · · · = yn = 0.
Then
Y ′ := BlYH(Y)
is covered by affine open pieces :
Ui = Spec Λ[(u±1j )1≤j≤t, z
′
1, · · · , z ′i−1, zi, z ′i+1, · · · , z ′m, zm+1, · · · , zr, y ′1, · · · , y ′n, yn+1, · · · , ys]
(1 ≤ i ≤ m), with Ui → Y given by zj → ziz ′j for 1 ≤ j ≤ m, j 6= i, yj → ziy ′j ,
1 ≤ j ≤ n, and the other coordinates unchanged, and
Vi = Spec Λ[(u±1j )1≤j≤t, z
′
1, · · · , z ′m, zm+1, · · · , zr, y ′1, · · · , y ′i−1, yi, y ′i+1, · · · , y ′n, yn+1, · · · , ys]
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(1 ≤ i ≤ n), with Vi → Y given by zj 7→ yiz ′j for 1 ≤ j ≤ m, yj 7→ yiy ′j , 1 ≤ j ≤ n,
j 6= i, and the other coordinates unchanged. Recall that Y has the log structure
defined by the log regular pair (Y, T), where T is the snc divisor
T = (z1 · · · zr = 0),
and Y ′ is given the log structure defined by the log regular pair (Y ′, T ′), where T ′
is the snc divisor
T ′ = F ∪ T st,
where F is the exceptional divisor of the blow up of YH and T st the strict transform
of T . Consider the canonical morphisms
Y ′
b // Y
g // Σ := Spec Λ[Q] .
They are both morphisms of log schemes. The morphism g is given by the homo-
morphism of monoids γ : Q→ P, i. e.
q ∈ Q 7→ (γ1(q), · · · , γt(q), γt+1(q), · · · , γt+r(q), 0, · · · , 0) ∈ Λ[u±11 , · · · , u±1t , z1, · · · , zr, y1, · · · , ys].
The blow up b has been described above in the various charts. Note that b is not
log étale, or even log smooth, in general. However, the composition gb : Y ′ → Σ
is log smooth. We’ll check this on the charts (Ui), (Vi).
(a) Chart of type Ui. We have F = (zi = 0), T st = (
∏
1≤j≤r,j 6=i z
′
i = 0). Hence the
log strucure of Ui is given by the canonical log structure of Λ[Nr] in the decom-
position
Ui = Spec Λ[Zt]× Spec Λ[Nr]× Spec Λ[y ′1, · · · , y ′n, yn+1, · · · , ys]
with the basis element ek ofNr sent to the k-th place in (z ′1, · · · , z ′i−1, zi, z ′i+1, · · · , z ′m, zm+1, · · · , zr)
(and the basis element fk of Zt sent to uk), the third factor having the trivial log
structure. Checking the log smoothness of gb : Ui → Σ amounts to checking the
log smoothness of its factor Spec Λ[P]→ Σ = Spec Λ(Q), which is defined by the
composition of homomorphisms of monoids
Q
γ // Zt ⊕Nr Id⊕β // Zt ⊕Nr ,
where β is the homomorphism Nr → Nr sending ej to ej + ei for 1 ≤ j ≤ m, j 6= i,
ei to ei, and ej to ej for m + 1 ≤ j ≤ r. Recall ((1.b), (iv)) that γgp is injective and
the torsion part of its cokernel is invertible in Λ. As βgp is an isomorphism, the
same holds for the composition (Id⊕ β)γ, hence gb : Ui → Σ is log smooth.
(b) Chart of type Vi. We have F = (yi = 0), T st =
∏
1≤j≤m z
′
j
∏
j≥m+1 zi. Hence
the log structure of Vi is given by the canonical log structure of Λ[Nr+1] in the
decomposition
Vi = Spec Λ[Zt]× Spec Λ[Nr+1]× Spec Λ[(y ′j)1≤j≤n,j 6=i, yn+1, · · · , ys]
with the basis element ek ofNr+1 sent to the k-th place in (z ′1, · · · , z ′m, zm+1, · · · , zr)
if k ≤ r, and er+1 sent to yi (and the basis element fk of Zt sent to ui), the third
factor having the trivial log structure. Again, Checking the log smoothness of
gb : Vi → Σ amounts to checking the log smoothness of its factor Spec Λ[Zt] ×
Spec Λ[Nr+1] → Spec Λ(Q). This factor is defined by the composition of homo-
morphisms of monoids
Q
γ // Zt ⊕Nr Id⊕β// Zt ⊕Nr+1
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where β : Nr → Nr+1 sends ej to ej+er+1 for 1 ≤ j ≤ m, and to ej form+1 ≤ j ≤ r.
Then βgp is injective, and its cokernel is isomorphic to Z, hence (βγ)gp is injective,
and we have an exact sequence
0→ Cokerγgp → Coker (βγ)gp→ Z→ 0.
In particular, the torsion part of Coker(βγ)gp is isomorphic to that of Cokerγgp,
hence of order invertible in Λ, which implies that gb : Vi → Σ is log smooth.
This finishes the proof that Step 3 preserves log smoothness.
1.8. End of proof of 1.1. Wemay now assume that in addition to conditions (1)
and (2) of 1.3, condition (3) is satisfied as well, namely
(3) G acts freely on X − Z (i. e. Z = Z ∪ T in the notation of 1.1 or (VIII-1.1)), and,
for any geometric point x→ X, the inertia group Gx is abelian.
We have to check :
Claim. If f(G,X,Z) : (X ′, Z ′)→ (X, Z) is the modification of (VIII-5.4.4), then (X ′, Z ′)
and (X ′/G, Z ′/G) are log smooth over S.
Working étale locally around a geometric point x of X, we will first choose a
strict rigidification (X, Z) of (X, Z) such that (X, Z) is log smooth over S. We will
define (X, Z) as the pull-back by S → Σ = Spec Λ[Q] of a rigidification (Y, T) of
(Y, T)which is log smooth over Σ, with the notation of (1.d). Using that G (= Gx)
is abelian, one can decompose V into a sum of G-stable lines, according to the
characters of G :
V = ⊕1≤i≤sΛyi
with G acting on Λyi through a character χi : G→ µN, i. e. gyi = χi(g)yi. We de-
fine T to be the divisor z1 · · · zry1 · · ·ys = 0 in Y = Spec Λ[u±11 , · · · , u±1t , z1, · · · , zr, y1, · · · , ys].
The action ofG on (Y, T) is very tame at x because the log stratum at x is Spec Λ[u±11 , · · · , u±1t ],
hence very tame in a neighborhood of x by (VIII-5.3.2) (actually on the whole of
Y, cf. (VIII-4.5, VIII-4.6(a)). On the other hand, (Spec Λ[y1, · · · , ys], y1 · · ·ys = 0)
is log smooth over Spec Λ, and as Spec Λ[P] is log smooth over Σ, (Y, T) is log
smooth over Σ. Since f(G,X,Z) is compatible with base change by strict inert mor-
phisms, it is enough to check that if f(G,Y,T) = f(G,Y,T,T ) : (Y
′, T ′) → (Y, T) is the
modification of (VIII-5.4.4) then (Y ′, T ′) is log smooth over Σ. Recall (VIII-5.3.8)
that we have a cartesian G-equivariant diagram
(1.a) (Y ′, T ′) h
′
//
α ′

(Y, T)
α

(Y ′1, T
′
1)
h1 // (Y1, T1)
,
where the horizontal maps are the compositions of saturated log blow up towers,
and the vertical ones Kummer étale G-covers. From (1.a) is extracted the relevant
diagram involving h := f(G,Y,T,T ),
(Y ′, T ′)
β

h // (Y, T)
(Y ′1, T
′
1)
,
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where T ′1 = h
−1
1 (T1), with T1 = T/G, T
′ = α ′−1(T ′1), and h (resp. β) is the restriction
of h ′ (resp. α ′) over (Y, T) (resp. (Y ′1, T
′
1)). In particular, β is a Kummer étale
G-cover (as Kummer étale G-covers are stable under any fs base change). As G
acts trivially on S, this diagram can be uniquely completed into a commutative
diagram
(1.b) (Y ′, T ′)
β

h // (Y, T)
f

(Y ′1, T
′
1)
g // Σ
.
Here f is log smooth and β is a Kummer étale G-cover. Though h ′ and h1 are log
smooth, h and h1 are not, in general. However, it turns out that :
(*) g : (Y ′1, T
′
1)→ Σ, hence gβ = fh : (Y ′, T ′)→ Σ, are log smooth,
which will finish the proof of the claim, hence of 1.1. We first prove
(**)With the notation of (1.b), (Y1, T1) is log smooth over Σ.
Let us write Y = Spec Λ[P], with
(1.c) P = P ×Ns = Zt ×Nr ×Ns.
As G acts very tamely on (Y, T), the quotient pair (Y1 = Y/G, T1 = T/G) is log
regular. More precisely, by the calculation in (VI-3.5(b)), this pair consists of the
log scheme Y1 = Spec Λ[R]with its canonical log structure, where
R = Ker(P
gp → Hom(G, µN)) ∩ P,
P
gp → Hom(G, µN) being the homomorphism defined by the pairing χ : G ⊗
P
gp → µN. The inclusion R ⊂ P is a Kummer morphism, and Pgp/Rgp is annihi-
lated by an integer invertible in Λ. As Qgp → Pgp is injective, with the torsion
part of its cokernel annihilated by an integer invertible in Λ, the same is true of
Qgp → Pgp, hence of Qgp → Rgp. Thus (Y1, T1) = Spec Λ[R] is log smooth over Σ.
Finally, let us prove (*). It is enough to work locally on Y ′1 so we can replace
the log blow up sequence (Y ′1, T
′
1) → (Y1, T 1) with an affine chart (i.e. we replace
the first log blow up with a chart, then do the same for the second one, etc.). Then
Y ′1 = SpecΛ[R
′
], and R
gp ∼→ R ′gp by VIII-3.1.19. Note that R ′ ∼→ Za × Nb where
D1, . . . , Db are the components of T
′
1. We can assume that D1, . . . , Dc ⊆ T ′1 and
Dc+1, . . . , Db are not contained in T ′1 . Let R
′ ∼→ Za × Nc denote the submonoid
R
′
that defines the log structure of (Y ′1, T
′
1). Note that R
′ consists of all elements
g ′ ∈ R ′ such that (g ′ = 0) ⊆ T ′1 (as a set). Also, by ν : R → R ′ we will denote the
homomorphism that defines (Y ′1, T
′
1)→ (Y1, T 1).
We showed in VIII-5.3.8 that T1 = T/G is a Q-Cartier divisor in Y1 and ob-
served that therefore T ′1 is a Cartier divisor in Y
′
1. Note that the inclusion R ⊂ R,
where
R = Ker(Pgp → Hom(G, µN)) ∩ P
defines a log structure on Y1. Denote the corresponding log scheme (Y1, T1). We
obtain the following diagram of log schemes (on the left). The corresponding di-
agram of groups is placed on the right; we will use it to establish log smoothness
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of g. Existence of dashed arrows requires an argument; we will construct them
later.
(1.d) (Y ′1, T
′
1)

h1 // (Y1, T 1)
 ""❉
❉❉
❉❉
❉❉
❉❉
❉
R
′gp
R
gp∼
νgp
oo
(Y ′1, T
′
1)
//❴❴❴ (Y1, T1) // Σ R
′gp
?
OO
Rgp? _oo❴ ❴ ❴
?
OO
Qgpoo
aa❇❇❇❇❇❇❇❇❇
Part (ii) of the following remark clarifies the notation (Y1, T1). It will not be
used so we only sketch the argument.
REMARK 1.9. (i) Note that (Y1, T1)may be not log smooth over Σ. For example,
even when Σ is log regular, e.g. Speck with trivial log structure, (Y1, T1) does not
have to be log regular, as T1 may even be non-Cartier. Nevertheless, as h1 is log
smooth (even log étale), (Y ′1, T
′
1) is log smooth over Σ. Moreover, Y
′
1 is regular, and
T ′1 an snc divisor in it.
(ii) Although T1 may be bad, one does have that RO×Y1 = OY1 ∩ i∗O×Y1\T1 for the
embedding i : Y1 \ T1→֒Y1. This can be deduced from the formulas for R and R
and the fact that RO×Y1 = OY1 ∩ j∗O×Y1\T1 by log regularity of (Y1, T 1).
Note that Q → P factors through P, hence Q → R factors through R = R ∩ P.
It follows from (1.c) that P consists of all elements f ∈ P whose divisor (f = 0) is
contained in T (as a set). Therefore g ∈ R lies in R if and only if (g = 0) ⊆ T1 (as
a set). This fact and the analogous description of R ′ observed earlier imply that
ν : R→ R ′ takes R to R ′. Thus, we have established the dashed arrows in (1.d).
Let ϕ : Q → R ′ be the homomorphism defining the composition (Y ′1, T ′1) →
(Y1, T1) → Σ. Since the latter is log smooth, ϕ is injective, and the torsion part of
Coker(ϕgp) is annihilated by an integerm invertible inΛ. Note that Rgp→֒R ′gp→֒R ′gp,
and therefore we also have that Qgp→֒R ′gp and the torsion of its cokernel is anni-
hilated bym. Therefore, (Y ′1, T
′
1) is log smooth over Σ, which finishes the proof of
(*), hence of 1.1.
REMARK 1.10. In the proof of (*) above, we first proved that g is log smooth,
and deduced that gβ is, too. In fact, as β is a Kummer étale G-cover, the log
smoothness of gβ implies that of g. More generally, we have the following de-
scent result, due to Kato-Nakayama ([Nakayama, 2009, 3.4]) :
THEOREM 1.11. Let X ′
g // X
f // Y be morphisms of fs log schemes. If g is
surjective, log étale and exact, and fg is log smooth, then f is log smooth.
The assumption on g is equivalent to saying that g is a Kummer étale cover
(cf. [Illusie, 2002, 1.6]).
2. Prime to ℓ variants of de Jong’s alteration theorems
Let X be a noetherian scheme, and ℓ be a prime number. A morphism h : X ′ →
X is called an ℓ ′-alteration if h is proper, surjective, generically finite, maximally
dominating (i.e., (II-1.1.2) sends each maximal point to a maximal point) and the
degrees of the residual extensions k(x ′)/k(x) over each maximal point x of X are
prime to ℓ. The next theorem was stated in (Introduction 0.3 (1)) :
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THEOREM 2.1 (Gabber). Let k be a field, ℓ a prime number different from the
characteristic of k, X a separated and finite type k-scheme, Z ⊂ X a nowhere
dense closed subset. Then there exists a finite extension k ′ of k, of degree prime
to ℓ, and a projective ℓ ′-alteration h : X˜ → X above Spec k ′ → Spec k, with X˜
smooth and quasi-projective over k ′, and h−1(Z) is the support of a relative, strict
normal crossings divisor.
Recall that a relative, strict normal crossings divisor in a smooth scheme T/S is
a divisor D =
∑
i∈IDi, where I is finite, Di ⊂ T is an S-smooth closed subscheme
of codimension 1, and for every subset J of I the scheme-theoretic intersection
∩i∈JDi is smooth over S.
Wewill need the following variant, due to Gabber-Vidal (proof of [Vidal, 2004b,
4.4.1]), of de Jong’s alteration theorems [de Jong, 1997, 5.7, 5.9, 5.11], cf. [Zheng, 2009,
3.8] :
LEMMA 2.2. Let X be a proper scheme over S = Spec k, normal and geometri-
cally reduced and irreducible, Z ⊂ X a nowhere dense closed subset. We assume
that a finite group H acts on X → S, faithfully on X, and that Z is H-stable. Then
there exists a finite extension k1 of k, a finite group H1, a surjective homomor-
phism H1 → H, and an H1-equivariant diagram with a cartesian square (where
S = Spec k, S1 = Spec k1)
(2.a) X

X1

boo X2
aoo
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
S S1oo
satisfying the following properties :
(i) S1/Ker(H1 → H)→ S is a radicial extension ;
(ii) X2 is projective and smooth over S1 ;
(iii) a : X2 → X1 is projective and surjective, maximally dominating and
generically finite and flat, and there exists an H1-admissible dense open sub-
set W ⊂ X2 over a dense open subset U of X, such that if U1 = S1 ×S U and
K = Ker(H1 → Aut(U1)), W → W/K is a Galois étale cover of group K and the
morphismW/K→ U1 induced by a is a universal homeomorphism ;
(iv) (ba)−1(Z) is the support of a strict normal crossings divisor in X2.
Proof. We may assume X of dimension d ≥ 1. We apply [Vidal, 2004b, 4.4.3]
to X/S, Z, and G = H. We get the data of (loc. cit.), namely an equivariant finite
extension of fields (S1, H1) → (S,H) such that S1/Ker(H1 → H) → S is radicial,
an H1-equivariant pluri-nodal fibration (Yd → · · · → Y1 → S1, {σij}, Z0 = ∅), and
an H1-equivariant alteration a1 : Yd → X over S, satisfying the conditions (i), (ii),
(iii) of (loc. cit.) (in particular a−11 (Z) ⊂ Zd). Then, as in the proof of [Vidal, 2004b,
4.4.1], successively applying [Vidal, 2004b, 4.4.4] to each nodal curve fi : Yi →
Yi−1, one can replace Yi by an H1-equivariant projective modification Y ′i of it such
that Y ′i is regular, and the inverse image Z
′
i of Zi := ∪jσij(Yi−1) ∪ f−1i (Zi−1) in Y ′i
is an H1-equivariant strict snc divisor. Then, X2 := Y ′d is smooth over S1 and Z
′
d
is a relative snc divisor over S1. This follows from the analog of the remark fol-
lowing [Vidal, 2004b, 4.4.4] with “semistable pair over a trait" replaced by “pair
consisting of a smooth scheme and a relative snc divisor over a field". In partic-
ular, (ba)−1(Z)red is a subdivisor of Z ′d, hence an snc divisor. After replacing H1
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by H1/Ker(H1 → Aut(X2)) the open subsets U and V of (iii) are obtained as at the
end of the proof of [Vidal, 2004b, 4.4.1].
2.3. Proof of 2.1. There are three steps.
Step 1. Preliminary reductions. ByNagata’s compactification theorem [Conrad, 2007],
there exists a dense open immersion X ⊂ Xwith X proper over S. Up to replacing
X by X and Z by its closure Z, we may assume X proper over S. By replacing
X by the disjoint sum of its irreducible components, we may further assume X
irreducible, and geometrically reduced (up to base changing by a finite radicial
extension of k). Up to blowing up Z in X me may further assume that Z is a
(Cartier) divisor in X. Finally, replacing X by its normalization X ′, which is finite
over X, and Z by its inverse image in X ′, we may assume X normal.
Step 2. Use of 2.2. Choose a finite Galois extension k0 of k such that the irre-
ducible components of X0 = X×S S0 (S0 = Spec k0) are geometrically irreducible.
Let G = Gal(k0/k) and H ⊂ G the decomposition subgroup of a component Y0
of X0. We apply 2.2 to (Y0/S0, Z0 ∩ Y0), where Z0 = S0 ×S Z. We find a surjection
H1 → H and an H1-equivariant diagram of type 2.a :
(2.a) Y0

Y1

b ′oo Y2
a ′oo
⑦⑦
⑦⑦
⑦⑦
⑦
S0 S1oo
,
satisfying conditions (i), (ii), (iii), (iv) with S replaced by S0, and X2 → X1 → X
by Y2 → Y1 → Y0. As G transitively permutes the components of X0, X0 is, as a
G-scheme over S0, the contracted product
X0 = Y0 ×H G,
i. e. the quotient of Y0 × G by H acting on Y0 on the right and on G on the left
(cf. proof of VIII-5.3.7), and similarly Z = Z0 ×H G. Choose an extension of the
diagram H1
u // H
i // G into a commutative diagram of finite groups
H1
u

i1 // G1
v

H
i // G
with i1 injective and v surjective (for example, take i1 to be the graph of iu and v
the projection). Define
X1 := Y1 ×H1 G1, X2 := Y2 ×H1 G1.
Then (2.a) extends to a G1-equivariant diagram of type 2.a
(2.b) X0

X1

boo X2
aoo
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
S0 S1oo
,
satisfying again (i), (ii), (iii), (iv). In particular, the composition h : X2 → X1 →
X0 → X is an alteration above the composition S1 → S0 → S, X2 is projective and
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smooth over S1, and h−1(Z) is the support of an snc divisor. However, as regard
to 2.1, the diagram
X

X2
hoo

S S1oo
deduced from (2.b) has two defects :
(a) the extension S1 → S is not necessarily of degree prime to ℓ,
(b) the alteration h is not necessarily an ℓ ′-alteration.
We will first repair (a) and (b) at the cost of temporarily losing the smoothness
of X2/S1 and the snc property of h−1(Z). By (i), S1/Ker(G1 → G)→ S0 is a radicial
extension, hence S1/G1 → S = S0/G is a radicial extension, too. Similarly, by (iii),
X2/G1 → X is an alteration over S1/G1 → S, which is a universal homeomorphism
over a dense open subset. Now let L be an ℓ-Sylow subgroup of G1. Then S1/L→
S1/G1 is of degree prime to ℓ, and X2/L → X2/G1 is a finite surjective morphism
of generic degree prime to ℓ. Let S ′ := Spec k ′ = S1/L, X ′ = S ′ ×S X. We get a
commutative diagram with cartesian square
(2.c) X

X ′

oo X2/Loo
}}③③
③③
③③
③③
X2oo
}}③③
③③
③③
③③
③
S S ′oo S1oo
,
where S ′ → S is an extension of degree prime to ℓ, S1 → S ′ a Galois extension of
group L,
h2 : X2/L→ X
an ℓ ′-alteration, X2/S1 is projective and smooth, and if now h denotes the compo-
sition X2 → X, Z1 := h−1(Z) is an snc divisor in X2. If X2/L was smooth over S ′
and Z1/L an snc divisor in X2/L, we would be finished. However, this is not the
case in general. We will use Gabber’s theorem 1.1 to fix this.
Step 3. Use of 1.1. Let Y be a connected component of X2, (Z1)Y = h−1(Z) ∩ Y,
D the stabilizer of Y in L, I ⊂ D the inertia group at the generic point of Y. Then
D acts on Y through K := D/I, and this action is generically free. As Y is smooth
over S1 and (Z1)Y is an snc divisor in Y, (Y, (Z1)Y) makes a log regular pair, log
smooth over S1, hence over S ′ = S1/L (equipped with the trivial log structure).
We have a K-equivariant commutative diagram
(2.d) (Y/K, (Z1)Y/K)

(Y, (Z1)Y)oo
f
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
S ′
,
where K acts trivially on S ′, and f is projective, smooth, and log smooth (S ′ having
the trivial log structure). We now apply 1.1 to (f : (Y, (Z1)Y) → S ′ = (S ′, ∅), K),
which satisfies conditions (i) - (iii) of (loc. cit.). We get a D-equivariant projective
modification g : Y1 → Y (D acting through K) and a D-strict snc divisor E1 on Y1,
containing Z1 := g−1((Z1)Y) as a subdivisor, such that the action ofD on (Y1, E1) is
very tame, and (Y1, E1) and (Y1/D, E1/D) are log smooth over S ′. Pulling back g
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to the orbit Y×DL of Y under L, i. e. replacing g by g×DL, and working separately
over each orbit, we eventually get an L-equivariant commutative square
(2.e) (Y2/L, E2/L)
v

(Y2, E2)oo
u

(X2/L, Z1/L) (X2, Z1)oo
,
where u, v are projective modifications (and Z1 = h−1(Z), Z1/L = h−12 (Z) as
above), with the property that the pair (Y2/L, E2/L) is an fs log scheme log smooth
over S ′ (= S1/L), and v−1(h−12 (Z)) ⊂ E2/L). Letw : (X˜, E˜)→ (Y2/L, E2/L) be a pro-
jective, log étale modification such that X˜ is regular, and E˜ = w−1(E2/L) is an snc
divisor in X˜. For example, one can take for w the saturated monoidal desingu-
larization F˜ log of (VIII-3.4.9). We then apply 1.2 to the log smooth morphism
X˜ → S ′. By a special case of the (1.b), with Q = {1}, G = {1}, as P∗ is torsion free,
X˜ is not only regular, but smooth over S ′, and E˜ a relative snc on X˜. Let
h˜ : X˜→ X
be the composition
X˜
w // Y2/L
v // X2/L
h2 // X .
This is a projective ℓ ′-alteration, and it fits in the commutative diagram
X

X˜
h˜oo

S S ′oo
,
where S ′ is an extension of S of degree prime to ℓ, X˜ is projective and smooth over
S ′, and h˜−1(Z)red is a sub-divisor of the S ′-relative snc divisor E˜, hence a relative
snc divisor as well. This finishes the proof of 2.1.
Recall now the theorem stated in (Introduction 0.3 (2)) :
THEOREM 2.4 (Gabber). Let S be a separated, integral, noetherian, excellent,
regular scheme of dimension 1, with generic point η, X a scheme separated, flat
and of finite type over S, ℓ a prime number invertible on S, Z ⊂ X a nowhere dense
closed subset. Then there exists a finite extension η ′ of η of degree prime to ℓ and
a projective ℓ’-alteration h : X˜ → X above S ′ → S, where S ′ is the normalization
of S in η ′, with X˜ regular and quasi-projective over S ′, a strict normal crossings
divisor T˜ on X˜, and a finite closed subset Σ of S ′ such that :
(i) outside Σ, X˜ → S ′ is smooth and T˜ → S ′ is a relative divisor with normal
crossings ;
(ii) étale locally around each geometric point x of X˜s ′ , where s ′ = Spec k ′
belongs to Σ, the pair (X˜, T˜) is isomorphic to the pair consisting of
X ′ = S ′[u±11 , · · · , u±1s , t1, · · · , tn]/(ub11 · · ·ubss ta11 · · · tarr − π),
T ′ = V(tr+1 · · · tm) ⊂ X ′
around the point (ui = 1), (tj = 0), with 1 ≤ r ≤ m ≤ n, for positive integers
a1, · · · , ar, b1, · · · , bs satisfying gcd(p, a1, · · · , ar, b1, · · · , bs) = 1, p the character-
istic exponent of k ′, π a local uniformizing parameter at s ′ ;
(iii) h˜−1(Z)red is a sub-divisor of ∪s ′∈Σ(X˜s ′)red ∪ T˜ .
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The proof follows the same lines as that of 2.1. We need again a Gabber-Vidal
variant of de Jong’s alteration theorems (cf. [Zheng, 2009, 3.8]). This is essentially
[Vidal, 2004b, 4.4.1]), except for the additional data of Z ⊂ X and the removal of
the hypothesis that S is a strictly local trait :
LEMMA 2.5. Let X be a normal, proper scheme over S, whose generic fiber is
geometrically reduced and irreducible, Z ⊂ X a nowhere dense closed subset. We
assume that a finite groupH acts on X→ S, faithfully on X, and that Z isH-stable.
Then there exists a finite group H1, a surjective homomorphism H1 → H, and an
H1-equivariant diagram with a cartesian square
(2.a) X

X1

boo X2
aoo
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
S S1oo
,
satisfying the following properties :
(i) S1 → S is the normalization of S in a finite extension η1 of η such that
η1/(Ker(H1 → H)→ η is a radicial extension (where η is the generic point of S) ;
(ii) X2 is projective and strictly semistable over S1 (i. e. is strictly semistable
over the localizations of S1 at closed points [de Jong, 1996, 2.16]) ;
(iii) a : X2 → X1 is projective and surjective, maximally dominating and
generically finite and flat, and there exists an H1-admissible dense open subset
W ⊂ X2η1 over a dense open subset U of Xη, such that if U1 = η1 ×η U and
K = Ker(H1 → Aut(U1)), W → W/K is a Galois étale cover of group K and the
morphismW/K→ U1 induced by a is a universal homeomorphism ;
(iv) (ba)−1(Z) is the support of a strict normal crossings divisor in X2, and
(X2, (ba)
−1(Z)) is a strict semistable pair over S1 (i. e. over the localizations of S1
at closed points [de Jong, 1996, 6.3]).
Note that (ii) and (iv) imply that there exists a finite closed subset Σ of S1
such that, outside Σ, the pair (X2, (ba)−1(Z)) consists of a smooth morphism and
a relative strict normal crossings divisor.
Proof. Up to minute modifications the proof is the same as that of 2.2. We
may assume the generic fiber Xη of dimension d ≥ 1. We apply [Vidal, 2004b,
4.4.3] to X/S, Z, and G = H. We get the data of (loc. cit.), namely an equivari-
ant finite surjective morphism (S1, H1) → (S,H), with S1 regular (hence equal
to the normalization of S in the extension η1 of the generic point η of S) such
that η1/Ker(H1 → H) → η is radicial, an H1-equivariant pluri-nodal fibration
(Yd → · · ·→ Y1 → S1, {σij}, Z0), and an H1-equivariant alteration a1 : Yd → X over
S, satisfying the conditions (i), (ii), (iii) of (loc. cit.) (in particular a−11 (Z) ⊂ Zd).
Then, as in the proof of [Vidal, 2004b, 4.4.1], successively applying [Vidal, 2004b,
4.4.4] to each nodal curve fi : Yi → Yi−1, one can replace Yi by an H1-equivariant
projective modification Y ′i of it such that Y
′
i is regular, and the inverse image of
Zi := ∪jσij(Yi−1) ∪ f−1i (Zi−1) in Y ′i is an H1-equivariant strict snc divisor. Then,
by the remark following [Vidal, 2004b, 4.4.4] X2 := Y ′d is strict semistable over
S1 and (X2, Zd) is a strict semistable pair over S1. In particular, (ba)−1(Z)red is a
subdivisor of Zd, hence an snc divisor, and (X2, (ba)−1(Z))red is a strict semistable
pair over S1. The open subsets U and V of (iii) are constructed as at the end of the
proof of [Vidal, 2004b, 4.4.1].
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2.6. Proof of 2.4. It is similar to that of 2.1. There are again three steps. We
will indicate which modifications should be made.
Step 1. Preliminary reductions. Up to replacing X by the disjoint union of the
schematic closures of the reduced components of its generic fiber, and working
separately with each of them, we may assume X integral (and Xη 6= ∅). Applying
Nagata’s compactification theorem, we may further assume X proper and inte-
gral. Base changing by the normalization of S in a finite radicial extension of η
and taking the reduced scheme, we reduce to the case where, in addition, Xη is
irreducible and geometrically reduced. Then we blow up Z in X and normal-
ize as in the previous step 1. Here we used the excellency of S to guarantee the
finiteness of the normalizations.
Step 2. Use of 2.5. Let S0 be the normalization of S in a finite Galois extension
η0 of η such that the irreducible components of the generic fiber of X0 = X ×S S0
(S0 = Spec k0) are geometrically irreducible. Let G = Gal(η0/η) and H ⊂ G the
decomposition subgroup of a component Y0 of X0. We apply 2.5 to (Y0/S0, Z0∩Y0),
where Z0 = S0×S Z. We find a surjection H1 → H and an H1-equivariant diagram
of type (2.a) satisfying conditions (i), (ii), (iii), (iv) with S replaced by S0, and
X2 → X1 → X by Y2 → Y1 → Y0. We then, as above, extend H1 → H to a surjection
G1 → G and obtain a G1-equivariant diagram of type (2.a)
(2.a) X0

X1

boo X2
aoo
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
S0 S1oo
,
satisfying again (i), (ii), (iii), (iv). In particular, the composition h : X2 → X1 →
X0 → X is an alteration above the composition S1 → S0 → S, X2 is projective over
S1, with strict semistable reduction, and h−1(Z) is the support of an snc divisor
forming a strict semistable pair with X2/S1. It follows from (i) that S1/G1 → S =
S0/G is generically radicial, and by (iii) that X2/G1 → X is an alteration over
S1/G1 → S, which is a universal homeomorphism over a dense open subset. As
above, choose an ℓ-Sylow subroup L of G1. Then S1/L is regular, S1/L → S1/G1
is finite surjective of generic degree prime to ℓ, and X2/L → X2/G1 is a finite
surjective morphism of generic degree prime to ℓ. Putting S ′ = S1/L, X ′ = S ′×SX,
we get a commutative diagram with cartesian square
(2.b) X

X ′

oo X2/Loo
}}③③
③③
③③
③③
X2oo
}}③③
③③
③③
③③
③
S S ′oo S1oo
,
where S ′ is regular, S ′ → S is finite surjective of generic degree prime to ℓ, S1 → S ′
generically étale of degree the order of L,
h2 : X2/L→ X
an ℓ ′-alteration, X2/S1 is projective and strictly semistable, and if h denotes the
composition X2 → X, Z1 := h−1(Z)red is an snc divisor in X2, forming a strictly
semistable pair with X2/S1.
Step 3. Use of 1.1. Defining Y, (Z1)Y , I ⊂ D, K = D/I as in the former step
3, K acts generically freely on Y. As the pair (Y, (Z1)Y) is strictly semistable over
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S1, there exists a finite closed subset Σ1 of S1 such that (Y, YΣ1 ∪ (Z1)Y) forms a
log regular pair, log smooth over S1 equipped with the log structure defined by
Σ1. As S1 → S ′ = S1/L is Kummer étale, (Y, (YΣ ′)red ∪ (Z1)Y) (where Σ ′ is the
inverse image of Σ1) is also log smooth over S ′ (equipped with the log structure
given by Σ ′), and we get a K-equivariant commutative diagram (2.d), with trivial
action of K on S ′ and f projective and log smooth over S ′. We then apply 1.1 to
f : (Y, (YΣ ′)red ∪ (Z1)Y)→ S ′, and the proof runs as above. We get a D-equivariant
projective modification g : Y1 → Y (D acting through K) and aD-strict snc divisor
E1 on Y1, containing (g−1((Z1)Y) ∪ (Y1)Σ ′)red as a subdivisor, such that the action
of D on (Y1, E1) is very tame, and (Y1, E1) and (Y1/D, E1/D) are log smooth over
S ′. After extending from D to L we get an L-equivariant commutative square
of type (2.e), with (Y2/L, E2/L) log smooth over S ′ (= S1/L), and (v−1(h−12 (Z)) ∪
(Y2/L)Σ ′)red ⊂ E2/L. As above, we take a projective, log étale modification such
that X˜ is regular, and E˜ = w−1(E2/L) is an snc divisor in X˜.
We now apply 1.2 to the log smooth morphism (X˜, E˜) → S ′. It’s enough to
work étale locally on X˜ around some geometric point x of X˜s ′ , with s ′ ∈ Σ ′. We
replace S ′ by its strict localization at the image of x, and consider (1.b), with Q =
N, G = {1}, Λ = Z(p) if p > 1 and Q otherwise, and the chart a : N → MS ′ , 1 7→
π, π a uniformizing parameter of S ′. In (1.c) we have P∗ = Zµ, P1 = Nν, for
nonnegative integers µ, ν, hence
P = Zν ⊕Nµ.
Let ((bi), (ai) be the image of 1 ∈ N in P in the above decomposition, and let
(a1, · · · , ar), (b1, · · · , bs) be the sets of those ai’s and bi’s which are 6= 0. We may
assume bi > 0 if bi 6= 0. As the torsion part of Coker(Z → Pgp) is annihilated by
an integer invertible on X˜, we have gcd(p, a1, · · · , ar, b1, · · · , bs) = 1, where p is
the characteristic exponent of k. We have P = Zs ⊕Nr ⊕ Zν−s ⊕Nµ−r. Choosing a
basis of V , we get that étale locally around x, X˜ is given by a cartesian square
X˜

// Spec Λ[u±11 , · · · , u±1s , t1, · · · , tn]

S ′ // Spec Λ[z]
with x going to the point (ui = 1), (tj = 0), and z 7→ π, z 7→ ub11 · · ·ubss ta11 · · · tarr , in
other words,
X˜ = S ′[u±11 , · · · , u±1s , t1, · · · , tn]/(ub11 · · ·ubss ta11 · · · tarr − π),
Finally, E˜ is the union of the special fiber X˜s ′ and a horizontal divisor T˜ , étale
locally given by the equation tr+1 · · · tm = 0, for an integer m such that 1 ≤ r ≤
m ≤ n. As h˜−1(Z)red is a sub-divisor of (X˜s ′)red ∪ T˜ , this finishes the proof of 2.4.
3. Resolvability, log smoothness, and weak semistable reduction
3.1. Elimination of separatedness assumptions. The main aim of §3.1 is to
weaken the separatedness assumptions in Theorems VIII-1.1 and 1.1. We start
with an example showing how things can go wrong without such an assump-
tion. Recall, see VI-4.1, that if a finite group G acts on a scheme X then the fixed
point subscheme XG is the intersection of graphs of the translations g : X→ X. In
particular, XG is closed whenever X is separated.
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EXAMPLE 3.1.1. Let G = {1, σ} be a cyclic group of order two. Consider an
affine planeA2k = Spec(k[x, y]) over a field k of characteristic different from 2 and
let X be the affine plane with doubled origin, i.e., X is glued from two copies of
A2k along U = A
2
k \ {0}. We provide U with the action of G by the rules σx = x
and σy = −y, and extend this action to X so that σ intertwines the origins. Then
XG is the closed subscheme of U given by y = 0. In particular, it is not closed in
X, and the inertia stratification (used in the proof of Theorem VIII-1.1) does not
make sense. Note that the closure Z of XG is an affine line with doubled origin
on which G acts by permuting the origins. For any G-equivariant modification
Y → X the proper transform of Z is a modification of Z and hence is isomorphic
to Z. Thus, YG contains the generic point of Z but not its origins, and we obtain
that YG is not closed. Therefore, the action on Y is not very tame for any choice
of a log structure, and we obtain that the assertion of Theorem VIII-1.1 fails for
such (G,X, Z = ∅).
3.1.2. Inertia specializing actions. Example 3.1.1 motivates the following defi-
nition: an action of a finite group G on a scheme X is inertia specializing if for any
point x ∈ X with a specialization y ∈ X one has that Gx ⊆ Gy. Since a sub-
scheme of X is closed if and only if it is closed under specializations, we obtain
the following result.
LEMMA 3.1.3. An action ofG on X is inertia specializing if and only if for each
subgroup H ⊆ G the subscheme XH is closed.
REMARK 3.1.4. (i) A large class of examples of inertia specializing actions can
be described as follows. The following conditions are equivalent and imply that
the action is inertia specializing: (a) any G orbit is contained in an open sepa-
rated subscheme of X, (b) X admits a covering by G-equivariant separated open
subschemes Xi. In particular, any admissible action is inertia specializing.
(ii) If (G,X, Z) is as in Theorem VIII-1.1, but instead of separatedness of X
one only assumes that it possesses a covering by G-equivariant separated open
subschemes Xi, then the assertion of the theorem still holds true. Indeed, the
theorem applies to theG-equivariant log schemes (Xi, Zi = Z|Xi), and by Theorem
VIII-5.6.1 the modifications f(G,Xi,Zi) agree on the intersections and hence glue to
a required modification f(G,X,Z) of X.
A quick analysis of the proof of VIII-1.1 is required to obtain the following
stronger result.
THEOREM 3.1.5. (i) Theorem VIII-1.1 and its complementVIII-5.6.1 hold true
if the assumption that X is separated is weakened to the assumption that the
action of G on X is inertia specializing.
(ii) Theorem 1.1 holds true if the assumptions that X and S are separated are
replaced with the single assumption that the action of G on X is inertia specializ-
ing.
Proof. The proof of VIII-1.1 in the general (i.e. not necessarily qe) case runs
as follows. First, for any point x ∈ X and localizations Xx and Zx one constructs
fx = f(Gx,Xx,Zx). This stage does not use any separatedness assumption. Second,
for any specialization y of x one shows that after eliminating empty normalized
blow ups, the restriction fy|Xx coincides with fx. For this stage to work we only
need that Gx ⊆ Gy, i.e. the assumption that the action is inertia specializing is
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precisely what one uses. The third stage is to show that the family fy forms an
atomic normalized blow up tower and hence descends to a normalized blow up
tower f(G,X,Z). It uses the log-inertia stratification in order to control the associ-
ated points of the normalized blow up towers fx. Since the inertia stratification
is well defined for inertia specializing actions, the log-inertia stratification is well
defined too, and this stage works fine. Finally, the last stage is to uniformly bound
the normalization threshold of f(G,X,Z) in terms of the combinatorial datum. The
argument is local and the combinatorial datum involves only the log-inertia strat-
ification and the size of G. Hence this stage also extends to our case without any
changes.
The proof of Theorem 1.1 runs as follows. One considers the modification
f(G,X,Z) from VIII-1.1 and checks that it satisfies the additional properties asserted
by 1.1. This check is local on X and hence applies to non-separated schemes as
well. Since by part (i) of 3.1.5, f(G,X,Z) is well defined whenever G acts inertia
specializing on X, we obtain (ii). 
3.1.6. Pseudo-projectivemorphisms and non-separated Chow’s lemma. We conclude
§3.1with recalling a non-separated version of Chow’s lemma due to Artin-Raynaud-
Gruson. It will be needed to avoid unnecessary separatedness assumptions in the
future. We prefer to use the following non-standard terminology: a finite type
morphism f : X → S is pseudo-projective if it can be factored into a composition of
a local isomorphism X → X (i.e. X admits an open covering X = ∪iXi such that the
morphisms Xi → X are open immersions) and a projective morphism X→ S.
REMARK 3.1.7. (i) We introduce pseudo-projective morphisms mainly for ter-
minological convenience. Although pseudo-projectivity is preserved by base changes,
it can be lost under compositions. Moreover, even if X is pseudo-projective over
a field k, its blow up X ′ does not have to be pseudo-projective over k (thus giv-
ing an example of a projective morphism f : X ′ → X and a pseudo-projective one
X → Spec(k) so that the composition is not pseudo-projective). Indeed, let X be
an affine plane with a doubled origin {o1, o2}, and let X ′ be obtained by blowing
up o1. By η we denote the generic point of C1 = f−1(o1). The ring Spec(OX ′,η)
is a DVR and its spectrum has two different k-morphisms to X ′: one takes the
closed point to η and another one takes it to o2. It then follows from the valuative
criterion of separatedness that any k-morphism g : X ′ → Y with a separated tar-
get takes o2 and η to the same point of Y. In particular, such g cannot be a local
isomorphism, and hence X ′ is not pseudo-projective over k.
(ii) Note that a morphism f is separated (resp. proper) and pseudo-projective
if and only if it is quasi-projective (resp. projective). So, the following result
extends the classical Chow’s lemma to non-separated morphisms.
PROPOSITION 3.1.8. Let f : X → S be a finite type morphism of quasi-compact and
quasi-separated schemes, and assume that X has finitely many maximal points. Then
there exists a projective modification g : X ′ → X (even a blow up along a finitely generated
ideal with a nowhere dense support) such that the morphism X ′ → S is pseudo-projective.
Proof. As a simple corollary of the flattening theorem, it is proved in [Raynaud & Gruson, 1971,
5.7.13] that there exists a modification X ′ → X such that X ′ → S factors as a com-
position of an étalemorphism X ′ → X that induces an isomorphism of dense open
subschemes and a projective morphism X → S. (In loc.cit. one works with alge-
braic spaces and assumes that f is locally separated, but the latter is automatic for
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any morphism of schemes.) Our claim now follows from the following lemma
(which fails for locally separated morphisms between algebraic spaces). 
LEMMA 3.1.9. Assume that φ : Y → Z is an étale morphism of schemes that
restricts to an open embedding on a dense open subscheme Y0→֒Y. Then φ is a
local isomorphism.
Proof. Let us prove that if, in addition, φ is separated then φ is an open im-
mersion. Since Y possesses an open covering by separated subschemes, this will
imply the lemma. The diagonal ∆φ : Y → Y ×Z Y is an open immersion, and by
the separatedness of φ, it is also a closed immersion. Thus, Y is a connected com-
ponent of Y ×Z Y, and since both Y and Y ×Z Y have dense open subschemes
that map isomorphically onto Y0, ∆φ is an isomorphism. This implies that φ
is a monomorphism, but any étale monomorphism is an open immersion by
[Grothendieck, 1967, 17.9.1]. 
3.2. Semistable curves and log smoothness.
3.2.1. Log structure associated to a closed subset. Let S be a reduced scheme. Any
closed nowhere dense subsetW ⊂ S induces a log structure j∗O∗U∩OS→֒OS, where
j : U→֒S is the embedding of the complement of W. The associated log scheme
will be denoted (S,W). By VI-1.4, any log regular log scheme is of the form
(S,W), whereW is the non-triviality locus of the log structure.
3.2.2. Semistable relative curves. Following the terminology of [Temkin, 2010],
by a semistable multipointed relative curve over a scheme S we mean a pair
(C,D), where C is a flat S-scheme of relative dimension one and with fibers hav-
ing only ordinary nodes as singularities, and D→֒C is a closed subscheme which
is étale over S and disjoint from the singular locus of C → S. We do not assume
C to be neither proper nor even separated over S.
PROPOSITION 3.2.3. Assume that (S,W) is a log regular log scheme and (C,D) is
a semistable multipointed relative S-curve such that the morphism f : C → S is smooth
over S\W. Then the morphism of log schemes (C,D∪f−1(W))→ (S,W) is log smooth.
Proof. If C is proper over S then this claim is nothing else than VI-1.9. More-
over, the proof of VI-1.9. is local on C, hence it applies to our case as well. 
3.3. l ′-resolvability.
3.3.1. Alterations. Assume that S ′ and S are reduced schemes with finitely
many maximal points and let η ′ ⊆ S ′ and η ⊆ S denote the subschemes of max-
imal points. Let f : S ′ → S be an alteration, i.e. a proper, surjective, generically
finite, and maximally dominating morphism. Recall that f is an l ′-alteration if
([k(x) : k(f(x))], l) = 1 for any x ∈ η ′. We say that f is separable if k(η ′) is a separa-
ble k(η)-algebra (i.e. η ′ → η has geometrically reduced fibers). If, in addition, S ′
and S are provided with an action of a finite group G such that f isG-equivariant,
the action on S is trivial, the action on η ′ is free, and η ′/G ∼→ η, then we say that f
is a separable Galois alteration of group G, or just separable G-alteration.
REMARK 3.3.2. We add the word "separable" to distinguish our definition
from Galois alterations in the sense of de Jong (see [de Jong, 1996]) or Gabber-
Vidal (see [Vidal, 2004a, p. 370]). In the latter cases, one allows alterations that
factor as S ′ → S ′′ → S, where S ′ → S ′′ is a separable Galois alteration and S ′′ → S
is purely inseparable.
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3.3.3. Universal l ′-resolvability. Let X be a noetherian scheme and let l be a
prime invertible on X. Assume that for any alteration Y → X and nowhere dense
closed subset Z ⊂ Y there exists a surjective projective morphism f : Y ′ → Y such
that Y ′ is regular and Z ′ = f−1(Z) is an snc divisor. (By a slight abuse of language,
by saying that a closed subset is an snc divisor wemean that it is the support of an
snc divisor.) If, furthermore, one can always choose such f to be a modification,
separable l ′-alteration, l ′-alteration, or alteration, then we say that X is universally
resolvable, universally separably l ′-resolvable, universally l ′-resolvable, or universally
Q-resolvable, respectively.
REMARK 3.3.4. (i) Due to resolution of singularities in characteristic zero, any
qe scheme over Spec(Q) is universally resolvable for any l. This is essentially due
to Hironaka, [Hironaka, 1964], though an additional work was required to treat
qe schemes that are not algebraic in Hironaka’s sense, see [Temkin, 2008b] for the
noetherian case and [Temkin, 2011b] for the general case.
(ii) It is hoped that all qe schemes admit resolution of singularities (in particu-
lar, are universally resolvable). However, we are, probably, very far from proving
this. Currently, it is known that any qe scheme of dimension at most two admits
resolution of singularities (see [Cossart et al., 2009] for a modern treatment). In
particular, any qe scheme of dimension at most two is universally resolvable.
(iii) One can show that any universally Q-resolvable scheme is qe, but we
prefer not to include this proof here, and will simply add quasi-excellence as-
sumption to the theorems below.
(iv) On the negative side, we note that there exist regular (hence resolvable)
but not universally Q-resolvable schemes X. They can be constructed analo-
gously to examples from I-11.5. For instance, there exists a discretely valued
field K whose completion K̂ contains a finite purely inseparable extension K ′/K
(e.g. take an element y ∈ k((x)) which is transcendental over k(x) and set K =
k(x, yp) ⊂ K ′ = k(x, y) ⊂ k((x)) with the induced valuation). The valued ex-
tension K ′/K has a defect in the sense that eK ′/K = fK ′/K = 1. In other words, the
DVR’sA ′ andA of K ′ and K, have the same residue field and satisfymA ′ = mAA ′.
Since A ′ is A-flat, it cannot be A-finite. On the other hand, A ′ is the integral clo-
sure ofA in K ′, and we obtain thatA is not qe. In addition, although X = Spec(A)
is regular, any X-finite integral scheme X ′ with K ′ ⊆ k(X ′) possesses a non-finite
normalization and hence does not admit a desingularization. Thus, X is not uni-
versallyQ-resolvable.
Our main goal will be to show that universal l ′-resolvability of a qe base
scheme S is inherited by finite type S-schemes whose structure morphism X→ S
is maximally dominating (see Theorem 3.5 below, where a more precise result
is formulated). The proof will be by induction on the relative dimension, and
the main work is done when dealing with the case of generically smooth relative
curves.
THEOREM 3.4. Let S be an integral, noetherian, qe scheme with generic point
η = Spec(K), let f : X → S be a maximally dominating (II-1.1.2) morphism of
finite type, and let Z ⊂ X be a nowhere dense closed subset. Assume that S is
universally l ′-resolvable (resp. universally separably l ′-resolvable), Xη = X ×S η
is a smooth curve over K, and Zη = Z ×S η is étale over K. Then there exist
a projective l ′-alteration (resp. a separable projective l ′-alteration) a : S ′ → S,
a projective modification b : X ′ → (X ×S S ′)pr, where (X ×S S ′)pr is the proper
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transform of X, i.e. the schematic closure of Xη ×S S ′ in X×S S ′,
X ′
b//
f ′
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱ (X×S S ′)pr   // X×S S ′

// X
f

S ′
a // S
and divisors W ′ ⊂ S ′ and Z ′ ⊂ X ′ such that S ′ and X ′ are regular,W ′ and Z ′ are
snc, the morphism f ′ : X ′ → S ′ is pseudo-projective (§3.1.6), (X ′, Z ′)→ (S ′,W ′) is
log smooth, and Z ′ = c−1(Z) ∪ f ′−1(W ′), where c denotes the alteration X ′ → X.
We also note if f is separated (resp. proper) then f ′ is even quasi-projective
(resp. projective) by Remark 3.1.7(ii).
Proof. It will be convenient to represent Z as Zh ∪ Zv, where the horizontal
component Zh is the closure of Zη and the vertical component Zv is the closure
of Z \ Zh. The following observation will be used freely: if a1 : S1 → S is a (resp.
separable) projective l ′-alteration with an integral S1 and b1 : X1 → (X×S S1)pr is a
projective modification, then it suffices to prove the theorem for f1 : X1 → S1 and
the preimage Z1 ⊂ X1 of Z (note that the generic fiber of f1 is smooth because it
is a base change of that of f). So, in such a situation we can freely replace f by
f1, and Z will be updated automatically without mentioning, as a rule. We will
change S and X a few times during the proof. We start with some preliminary
steps.
Step 1. We can assume that f is quasi-projective. By Proposition 3.1.8, replacing
X with its projective modification we can achieve that f factors through a local
isomorphism X → X, where X is S-projective. Let X1 ⊆ X be the image of X.
Then the induced morphism X1 → S is quasi-projective and with smooth generic
fiber. If the theorem holds for f1 and the image Z1 ⊂ X1 of Z, i.e., there exist
a : S ′ → S and b1 : X ′1 → (X1 ×S S ′)pr that satisfy all assertions of the theorem,
then the theorem also holds for f and Z because we can keep the same a and take
b = b1×X1X. This completes the step, and in the sequel we assume that f is quasi-
projective. As we will only use projective modifications b1 : X1 → (X×S S1)pr, the
quasi-projectivity of f will be preserved automatically.
Step 2. We can assume that f and Zh → S are flat. Indeed, due to the flattening
theorem of Raynaud-Gruson, see [Raynaud & Gruson, 1971, 5.7.9], this can be
achieved by replacing Swith an appropriate projective modification S ′, replacing
X with the proper transform, and replacing Z with its preimage. From now on,
the proper transforms of Xwill coincide with the base changes.
Step 3. Use of the stable modification theorem. By the stable modification theo-
rem [Temkin, 2010, 1.5 and 1.1] there exist a separable alteration a : S → S with
an integral S and a projective modification X → X ×S S such that (X, Zh) is a
semistable multipointed S-curve (see §3.2.2), where Zh ⊂ X is the horizontal part of
the preimage Z of Z. Enlarging Swe can assume that it is integral and normal.
X
f ""❊
❊❊
❊❊
❊❊
❊❊
❊
// X×S S

// X
f

S
a // S
Step 4. We can assume that a is a separable projective G-alteration, where G is
an l-group. Since semistable multipointed relative curves are preserved by base
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changes, we can just enlarge S by replacing it with any separable projective Galois
alteration that factors through S. Once S → S is Galois, let G denote its Galois
group and let G ⊆ G be any Sylow l-subgroup. Since S → S/G is a separable
G-alteration and S/G→ S is a separable projective l ′-alteration, we can replace S
with S/G, replace X with X ×S (S/G), and update Z accordingly, accomplishing
the step.
Step 5. The action of G on X ×S S via S lifts equivariantly to X. In particular, f
becomes G-equivariant and X → X becomes a separable projective G-alteration. This
follows from [Temkin, 2010, 1.6].
Step 6. The action of G on X is inertia specializing. Indeed, any covering of X by
separated open subschemes induces a covering of X by G-equivariant separated
open subschemes. So, it remains to use Remark 3.1.4(i).
Step 7. We can assume that S → S is finite. By Raynaud-Gruson there exists a
projective modification S ′ → S such that the proper transform S ′ of S is flat over
S ′. Let η denote the generic point of S and S ′ and let η ′ denote the generic point
of S and S
′
. Since the morphisms S×S S ′ → S ′ and η ′ → η are G-equivariant and
S
′
is the schematic closure of η ′ in S×S S ′, we obtain that the morphism S ′ → S ′ is
a separable projective G-alteration. Replacing S→ S with S ′ → S ′, and updating
X and X accordingly, we achieve that S → S becomes flat, and hence finite. All
conditions of steps 1–6 are preserved with the only exception that Smay be non-
normal. So, we replace S with its normalization and update X. This operation
preserves the finiteness of S→ S, so we complete the step.
Step 8. Choice of W. Fix a closed subset W ( S such that S → S is étale over
S \W, f(Zv) ⊆ W, where Zv is the vertical part of Z and W = a−1(W), and f is
smooth over S \W.
Step 9. We can assume that S is regular and W is snc. Indeed, by our assump-
tions on S there exists a projective l ′-alteration (resp. a separable projective l ′-
alteration) a : S ′ → S such that S ′ is regular and a−1(W) is snc. Choose any preim-
age of η in S ′ ×S S and let S ′ be the normalization of its closure. Then S ′ → S ′
is a separable projective Galois alteration with Galois group G ′ ⊆ G, so we can
replace S, S, G and X with S ′, S
′
, G ′ and X ×S S ′, respectively, and update W, W
and Z accordingly (i.e. replace them with their preimages). Note that step 9 is the
only step where a non-separable alteration of Smay occur.
Step 10. The morphism (S,W) → (S,W) is Kummer étale. Indeed, S → S is an
étale G-covering outside ofW, and S is the normalization of S in this covering, so
the assertion follows from IX-2.1.
Consider the G-equivariant subscheme T = Z ∪ f−1(W) of X. The morphism
(X, T) → (S,W) is log smooth by Proposition 3.2.3, hence so is the composition
(X, T) → (S,W) and we obtain that (X, T) is log regular. The group G acts freely
on S \W and hence also on X \ T . Also, its action on X is tame and inertia special-
izing (step 6), hence we can apply Theorem 1.1 to (X, T) → (S,W). As a result,
we obtain a projective G-equivariant modification (X
′
, T
′
) → (X, T) such that T ′
is the preimage of T , G acts very tamely on (X
′
, T
′
), and (X ′, Z ′) = (X
′
/G, T
′
/G) is
log smooth over (S,W) (the quotient exists as a scheme as f is quasi-projective by
Step 1 and the morphisms S → S and X ′ → X → X ×S S are projective). Clearly,
X ′ is a projective modification of X and Z ′ is the union of the preimages ofW and
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Z, hence it only remains to achieve that X ′ is regular and Z ′ is snc. For this it suf-
fices to replace (X ′, Z ′)with its projective modification F˜ log(X ′, Z ′) introduced in
VIII-3.4.9. 
REMARK 3.4.1. It is natural to compare Theorem 3.4 and the classical de Jong’s
result recalled in IX-1.2. The main differences are as follows.
(i) One considers non-proper relative curves in 3.4, and this is the only point
that requires to use the stable modification theorem instead of de Jong’s result.
The reason is that although the problem easily reduces to the case of a quasi-
projective f (see Step 2), one cannot make f projective, as the compactified generic
fiber Xη does not have to be smooth (i.e. geometrically regular) at the added points.
(ii) One uses l ′-alterations in 3.4. This is more restrictive than in IX-1.2, but
the price one has to pay is that the obtained log smooth morphism (X ′, Z ′) →
(S ′,W ′) does not have to be a nodal curve (e.g. X ′ → S ′ may have non-reduced
fibers). The construction of such b : X ′ → X involves a quotient by a Sylow sub-
group, and is based on Theorem 1.1. (Note also that it seems probable that in-
stead of 1.1 one could use a torification argument of Abramovich-de Jong, see
[Abramovich & de Jong, 1997, §1.4.2].)
Now, we are going to use Theorem 3.4 to prove the main result of §3.
THEOREM 3.5. Let f : X → S be a maximally dominating (II-1.1.2) morphism
of finite type between noetherian qe schemes, let Z ⊂ X be a nowhere dense
closed subset, and assume that S is universally l ′-resolvable, then:
(i) X is universally l ′-resolvable.
(ii) There exist projective l ′-alterations a : S ′ → S and b : X ′ → X with regular
sources, a pseudo-projective (§3.1.6) morphism f ′ : X ′ → S ′ compatible with f
X ′
f ′

b // X
f

S ′
a // S
and snc divisors W ′ ⊂ S ′ and Z ′ ⊂ X ′ such that Z ′ = b−1(Z) ∪ f ′−1(W ′) and the
morphism (X ′, Z ′)→ (S ′,W ′) is log smooth.
(iii) If S = Spec(k), where k is a perfect field, then one can achieve in addition
to (ii) that a is an isomorphism and the alteration b is separable. In particular, X
is universally separably l ′-resolvable in this case.
Proof. Note that (i) follows from (ii) because any alteration X1 of X is also of
finite type over S, so we can apply (ii) to X1 as well. Thus, our aim is to prove (ii)
and its complement (iii). We will view Z both as a closed subset and a reduced
closed subscheme. We start with a few preliminary steps, that reduce the theorem
to a special case. We will tacitly use that if S1 → S and X1 → X are projective l ′-
alterations, separable in case (iii), and f1 : X1 → S1 is compatible with f, then it
suffices to prove the theorem for f1 and the preimage Z1 ⊂ X1 of Z. So, in such
situation we can freely replace f with f1, and Z will be updated automatically
without mentioning, as a rule.
Step 1. We can assume that X and S are integral and normal. For a noetherian
scheme Y let Nor(Y) denote the normalization of its reduction. Since f is maxi-
mally dominating, it induces a morphism Nor(f) : Nor(X)→ Nor(S), and replac-
ing f with Nor(f) we can assume that S and X are normal. Since we can work
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separately with the connected components, we can now assume that S and X are
integral.
Step 2. We can assume that f is projective. By Proposition 3.1.8 there exists a
projective modification X1 → X such that the morphism X1 → S factors into a
composition of a local isomorphism X1 → X and a projective morphism f : X →
S. Replacing X with X1 we can assume that X itself admits a local isomorphism
g : X→ Xwith an S-projective target. Let Z be the closure of g(Z). Then it suffices
to solve our problem for f and Z, as the corresponding alteration of Xwill induce
an alteration of X as required. Thus, replacing X and Z with X and Z, we can
assume that f is projective.
Step 3. It suffices to find f ′ which satisfies all assertions of the theorem except the
formula for Z ′, while the latter is weakened as b−1(Z) ∪ f ′−1(W ′) ⊆ Z ′. Given such an
f ′ note that Z ′′ = b−1(Z)∪ f ′−1(W ′) is a subdivisor of Z ′, hence it is an snc divisor
too. We claim that X ′, Z ′′, S ′,W ′ satisfy all assertions of the theorem, and the only
thing one has to check is that the morphism (X ′, Z ′′) → (S ′,W ′) is log smooth.
The latter follows from Lemma 3.5.2whose proof will be given below.
Step 4. In the situation of (iii) we can assume that the field k is infinite. Assume
that S = Spec(k) where k is a finite field and fix an infinite algebraic l ′-prime
extension k/k (i.e. it does not contain the extension of k of degree l). We claim that
it suffices to prove (ii) and (iii) for S = Spec(k) and the base changes X = X ×S S
and Z = Z×S S. Indeed, assume that a : X ′ → X is a separable l ′-alteration with a
regular source and such that Z
′
= a−1(Z) is an snc divisor (obviously, we can take
S
′
= S andW
′
= ∅). Since S = limiSi where Si = Spec(ki) and ki/k run over finite
subextensions of k/k, [Grothendieck, 1966, 8.8.2(ii)] implies that there exists i
and a finite type morphism X ′i → Xi = X ×S Si such that X ′ ∼→ X ′i ×Si S. For any
finite subextension ki ⊆ kj ⊂ k set X ′j = X ′i×Si Sj and Xj = Xi×Si Sj, and let Z ′j ⊂ X ′j
be the preimage of Z. Then it follows easily from [Grothendieck, 1966, 8.10.5]
and [Grothendieck, 1967, 17.7.8] that X ′j → Xj is an l ′-alteration and X ′j → Sj is
smooth for large enough kj. In the same manner one achieves that Z ′j is an snc
divisor. Now, it is obvious that (X ′j , Z
′
j) → (S, ∅) is log smooth and X ′j → Xj → X
is an l ′-alteration.
Now we are in a position to prove the theorem. We will use induction on
d = tr.deg.(k(X)/k(S)), with the case of d = 0 being obvious. Assume that d ≥ 1
and the theorem holds for smaller values of d.
Step 5. Factorizing f through a relative curve. After replacing X by a projective
modification we can factor f through an integral scheme Y such that g : X → Y
is maximally dominating, h : Y → S is projective, and tr.deg.(k(X)/k(Y)) = 1.
Indeed, one can obviously construct such a rational map h ′ : X 99K Y evenwithout
modifying X (i.e. h ′ is well defined on a non-empty open subscheme U ⊆ X). Let
X ′ be the schematic image of the morphismU→֒X×Y. Then X ′ → X is a projective
modification (an isomorphism overU), and themorphism X ′ → S factors through
Y.
Let η = Spec(k(Y)) denote the generic point of Y, Xη = X×Y η and Zη = Z×Y η.
If k is an infinite perfect field and S = Spec(k) then a Bertini type argument
from the end of proof of [de Jong, 1996, 4.11] implies that we can choose Y so
that Xη and Zη are smooth over η. (One assumes that k is algebraically closed
in [de Jong, 1996], but to use Bertini’s theorem one only needs that k is perfect
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and infinite.) In the general case, we can achieve that Xη and Zη are smooth at
cost of a purely inseparable alteration of Y. Indeed, pick up any finite purely
inseparable extension K/k(Y) such that ZK = Nor(Z ×η Spec(K)) (i.e. just the
reduction) and XK = Nor(X ×η Spec(K)) are smooth, extend K to a projective
alteration Y ′ → Y, and replace Y and Xwith Y ′ and the schematic closure of XK in
X×Y Y ′, respectively.
Step 6. Use of Theorem 3.4. So far, we have constructed the right column of the
following diagram
(X ′, Z ′)
f ′
!!❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
F˜ log(L,ML) // (L,ML) //
g ′


(X ′′, Z ′′)
g ′′

b ′′ // X
g

f

(Y ′, V ′)
c ′ //
h ′

(Y ′′, V ′′)
c ′′ //
h ′′

Y
h

(S ′,W ′)
a // S S
By Theorem 3.4 there exists a projective l ′-alteration c ′′ : Y ′′ → Y with regular
source, a projective modification X ′′ → (X×Y Y ′′)pr with regular source, a projec-
tive morphism g ′′ : X ′′ → Y ′′ compatible with g, and snc divisors V ′′ ⊂ Y ′′ and
Z ′′ ⊂ X ′′ such that (X ′′, Z ′′) → (Y ′′, V ′′) is log smooth and b ′′−1(Z) ⊆ Z ′′. In case
(iii), Y is universally separably l ′-resolvable by the induction assumption, hence
we can take c ′′ to be separable, and then b ′′ : X ′′ → X is also separable. In addi-
tion, by the induction assumption applied to h ′′ : Y ′′ → S ′ and V ′′ ⊂ Y ′′ there exist
projective l ′-alterations a : S ′ → S and c ′ : Y ′ → Y ′′ with regular sources and snc
divisors W ′ ⊂ S ′ and V ′ ⊂ Y ′ and a projective morphism h ′ : Y ′ → S ′ compati-
ble with h ′′ such that (Y ′, V ′) → (S ′,W ′) is log smooth, c ′−1(V ′′) ⊆ V ′, and c ′ is
separable if the assumption of (iii) is satisfied.
Set (L,ML) = (X ′′, Z ′′) ×fs(Y ′′,V ′′) (Y ′, V ′), where the product is taking place in
the category of fs log schemes. To simplify notation we will write Psat instead
of (Pint)sat for monoids and log schemes. Recall that (L,ML) = (F,MF)sat, where
(F,MF) is the usual log fibered product, and F = X ′′ ×Y ′′ Y ′ by [Kato, 1988, 1.6].
Furthermore, we have local Zariski charts for c ′ and g ′′ modeled, say, on Pi → P ′i
and Pi → Qi. Hence (F,MF) is a Zariski log scheme with charts modeled on
Ri = P
′
i ⊕Pi Qi, and (L,ML) is a Zariski log scheme with charts modeled on Rsati .
Furthermore, the saturation morphism L → F is finite hence the composition
L → F → X ′′ is projective. The morphism g ′ : (L,ML) → (Y ′, V ′) is a saturated
base change of the log smooth morphism g ′′ : (X ′′, Z ′′) → (Y ′′, V ′′), hence it is log
smooth. As (Y ′, V ′) is log regular, (L,ML) is also log regular. Applying to (L,ML)
the saturated monoidal desingularization functor F˜ log from VIII-3.4.9we obtain
a log regular Zariski log scheme (X ′, Z ′) with a regular X ′. Then Z ′ is a normal
crossings divisor, which is even an snc divisor since the log structure is Zariski.
We claim that (X ′, Z ′) and (S ′,W ′) are as asserted by the theorem except of the
weakening dealt with in Step 3. Indeed, the morphism (X ′, Z ′) → (S ′,W ′) is log
smooth because it is the composition (X ′, Z ′) → (L,ML) → (Y ′, V ′) → (S ′,W ′)
of log smooth morphisms. The preimage of Z in X ′′ is contained in Z ′′, which is
the non-triviality locus of the log structure of (X ′′, Z ′′), hence its preimage in X ′ is
also contained in the non-triviality locus of the log structure of (X ′, Z ′), which is
Z ′. Clearly, Z ′ also contains the preimage of W ′. By the construction, S ′ → S is
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a projective l ′-alteration, and it remains to check that X ′ → X is also a projective
l ′-alteration. Since F˜ log(L,ML) is a saturated log blow up tower and (L,ML) is
log regular, the underlying morphism of schemes X ′ → L is a projective mod-
ification by VIII-3.4.6(i). The projective morphism L → X ′′ is an l ′-alteration
because generically (where the log structures are trivial) it is a base change of
the projective l ′-alteration Y ′ → Y ′′. And X ′′ → X is a projective l ′-alteration by
the construction. It remains to recall that in the situation of (iii) the alterations
c ′ : Y ′ → Y ′′ and b ′′ : X ′′ → X are separable, hence so are (L,ML) → X ′′ and the
total composition X ′ → X. 
REMARK 3.5.1. The only place where inseparable alterations are used is the
argument at step 5, where we had to choose an inseparable extension K/k(Y)
when Xη or Zη is not geometrically regular.
LEMMA 3.5.2. Assume that S and X are regular schemes, W ⊂ S and Z ⊂ X
are snc divisors, and f : X → S is a morphism such that f−1(W) ⊆ Z and the
induced morphism of log schemes h : (X, Z) → (S,W) is log smooth. Then for
any intermediate divisor f−1(W) ⊆ Z ′ ⊆ Z the morphism h ′ : (X, Z ′) → (S,W) is
log smooth.
Proof. We can work locally at a geometric point x → X. Let x ∈ X and s ∈ S
be the images of x, and let q1, . . . , qr ∈ OS,s define the irreducible components of
W through s. Set Q = ⊕ri=1qNi . Shrinking S we obtain a chart c : S → Spec(Z[Q])
of (S,W). By Proposition 1.2 applied to c, h, and G = 1, after localizing X along x
one can find an fs chart of h consisting of c, X→ Spec(Z[P]), and φ : Q→ P such
that the morphism X → S ×Spec(Z[Q]) Spec(Z[P]) is smooth, P∗ is torsion free, φ is
injective, and the torsion of Coker(φgp) is annihilated by an integer n invertible
on S.
Let p1, . . . , pt ∈ OX,x define the irreducible components of Z through x. Our
next aim is to adjust the chart similarly to 1.b(vi) to achieve that P ∼→ N = ⊕tj=1pNj .
Note that MX,x
∼→ N, where MX→֒OX is the log structure of (X, Z). The ho-
momorphism ψ : P → MX,x factors through the fs monoid R = P[T−1] where
T = ψ−1(M∗X,x). Clearly, R
∗ is torsion free, R ∼→ N, and shrinking X around x
we obtain a chart X → Spec(Z[R]). Since Spec(Z[R]) is open in Spec(Z[P]) the
morphism X → S ×Spec(Z[Q]) Spec(Z[R]) is smooth. So, we can replace P with R
achieving that P ∼→ N, and hence P ∼→ Nt ⊕ Zu.
Without restriction of generality Z ′ is defined by the vanishing of
∏t ′
j=1 pj for
t ′ ≤ t. Since f−1(W) ⊆ Z ′, the image of Q in P is contained in P ′ = ⊕t ′j=1pNj .
Hence φ factors through a homomorphism φ ′ : Q→ P ′ = P ′ ⊕ P∗, and we obtain
a chart of h ′ consisting of c, X → Spec(Z[P ′]), and φ ′. By [Kato, 1994, 3.5,3.6], to
prove that h ′ is log smooth it remains to observe that φ ′ is injective, the torsion
of Coker(φ ′gp) is annihilated by n, and the morphism
X→ S×Spec(Z[Q]) Spec(Z[P])→ S×Spec(Z[Q]) Spec(Z[P ′])
is smooth because Spec(Z[P])→ Spec(Z[P ′]) is so. 
3.5.3. Comparison with Theorems 2.1 and 2.4. Theorems 2.1 and 2.4 follow by
applying Theorem 3.5(ii) to X → S and Z (where one takes S = Spec(k) in 2.1).
Indeed, the main part of the proofs of 2.1 and 2.4 was to construct l ′-alterations
X ′ → X and S ′ → S with regular sources, snc divisors Z ′ ⊂ X ′ and W ′ ⊂ S ′,
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and a log smooth morphism f ′ : (X ′, Z ′) → (S ′,W ′) compatible with f. Then, in
the last paragraphs of both proofs, Proposition 1.2 was used to obtain a more
detailed description of X ′, Z ′, and f ′. In particular, for a zero-dimensional base
this amounted to saying that X ′ is S-smooth and Z ′ is relatively snc over S, and
for a one-dimensional base this amounted to the conditions (i) and (ii) of 2.4.
Conversely, Theorem 2.1 (resp. 2.4) implies assertion (ii) of Theorem 3.5 un-
der the assumptions of 2.1 (resp. 2.4) on X and S. Moreover, the non-separated
Chow’s lemma could be used in their proofs as well, so the separatedness as-
sumption there could be easily removed. In such case, Theorems 2.1 and 2.4
would simply become the low dimensional (with respect to S) cases of Theo-
rem 3.5(ii) plus an explicit local description of the log smooth morphism f ′. The
strengthening 3.5(iii), however, was not achieved in 2.1, and required a different
proof of the whole theorem.
3.6. Saturation. In Theorems 3.4 and 3.5we resolve certainmorphisms f : X→
S with divisors Z ⊂ X by log smooth morphisms f ′ : (X ′, Z ′) → (S ′,W ′). How-
ever, as we insisted to use only l ′-alterations and to obtain regular X ′ and snc Z ′,
we had to compromise a little on the "quality" of f ′. For example, our f ′ may have
non-reduced fibers. Due to de Jong’s theorem, if the relative dimension is one,
then one can make f ′ a nodal curve. We will see that a similar improvement of
f ′ is possible in general if one uses arbitrary alterations and allows non-regular
X ′. The procedure reduces to saturating f ′ and is essentially due to Tsuji and
Illusie-Kato-Nakayama.
3.6.1. Saturated morphisms. Recall that a homomorphism P → Q of fs (resp.
fine) monoids is saturated (resp. integral) if for any homomorphism P → P ′ with
fs (resp. fine) target the pushoutQ⊕P P ′ is fs (resp. fine). A morphism of fs (resp.
fine) log schemes f : (Y,MY) → (X,MX) is saturated (resp. integral) if so are the
homomorphismsMX,f(y) →MY,y.
REMARK 3.6.2. (i) Integral morphism were introduced already by Kato in
[Kato, 1988, §4]. Kato also introduced the notion of saturated morphisms, which
was first seriously studied by Tsuji in [Tsuji, 1997]. Actually, one can define sat-
urated morphisms for arbitrary fine log schemes, but the definition is more in-
volved than we use. For fs log schemes our definition coincides with the usual
one due to [Tsuji, 1997, II 2.13(2)].
(ii) The following two basic properties of saturated morphisms follow from
the definition: (a) a composition of saturated morphisms between fs log schemes
is saturated, (b) if f : Y → X is a saturated morphism between fs log schemes,
then, for any morphism of fs log schemes Y ′ → Y, the base change f ′ : Y ′ → X ′ of
f in the category of log schemes is a saturated morphism of fs log schemes. (Also,
it is proved in [Tsuji, 1997, II 2.11] that analogous properties hold for saturated
morphisms between arbitrary integral log schemes.)
(iii) Let f : Y → X be a morphism of fs log schemes. It is shown in [Tsuji, 1997,
II 3.5] that if f can be modeled on charts corresponding to saturated homomor-
phisms of fs monoids Pi → Qi then f is saturated. Let us remark that the converse
is also true: if f is saturated then it can be modeled on charts corresponding to
Pi → Qi as above.
3.6.3. Integrality and saturatedness for log smooth morphisms. We recall the fol-
lowing result that relates the notions of integral and saturated morphisms to cer-
tain properties of the underlying morphisms of schemes.
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PROPOSITION 3.6.4. Let f : (Y,MY)→ (X,MX) be a log smooth morphism between
fs log schemes.
(i) If f is integral then Y → X is flat.
(ii) Assume that f is integral. Then f saturated if and only if Y → X has reduced
fibers.
Proof. The first claim is proved in [Kato, 1988, 4.5] and the second one is proved
in [Tsuji, 1997, II 4.2]. 
Sometimes one can also go in the opposite direction: from flatness to integral-
ity.
PROPOSITION 3.6.5. Let f : (Y,MY)→ (X,MX) be a log smooth morphism between
fs log schemes and assume that the morphism Y → X is flat, then f is integral.
Proof. It suffices to show that if y → Y is a geometric point and x = f(y)
then the homomorphism φ : MX,x → MY,y is integral. By Proposition 1.2 and the
argument in 1.3(vi), localizing X and Y along these points we can assume that f
is modeled on a chart Y0 = Spec(Z[P]) → X0 = Spec(Z[Q]) corresponding to a
homomorphism φ : Q→ P so that the morphism g : Y → Z = X ×X0 Y0 is smooth
(in particular, flat), and φ has the following properties: Q = MX,x, P is fs, P∗ is
torsion free, the composition Q → P → P = P/P∗ coincides with φ, the kernel of
φgp is finite, killed by an integer invertible at x, as well as the torsion part of its
cokernel (but we will not need these last two properties). Since Q is sharp and
saturated, Qgp is torsion free, so φ is injective. We claim that φ is is integral if
and only if φ is integral. To see this note that if Q → R is a homomorphism of
monoids, then R⊕Q P is isomorphic to the quotient of R⊕Q P by the image of P∗,
and hence either both pushouts are integral or neither of them is integral. Thus,
we need only prove that φ is integral.
Note that the morphism h : Z → X is flat at the (Zariski) image z ∈ Z of y be-
cause f and g are flat. Set x = h(z) and k = k(x), then the fiber hx : Spec(k[P])→
Spec(k[Q]) of h over x is flat at z. In other words, if I ⊂ k[P] is the ideal corre-
sponding to z then the homomorphism k[Q] → k[P]I is flat. The preimage of my
under Z[P]→ OY,y contains the setmP = P \ P∗, hencemP ⊂ I and we obtain that
I contains J = k[mP]. Note that the ideal J is prime as k[P]/J
∼→ k[P∗] is a domain
due to P∗ being torsion free. Thus, the localization k[P]J makes sense, and we
obtain a flat homomorphism ψ : k[Q]→ k[P]J.
It is proved in [Kato, 1988, 4.1], that if the homomorphisms K[φ] : K[Q]→ K[P]
are flat for any field K then φ is integral. The proof consists of two parts. First
one checks that φ is injective, which is automatic in our case. This is the only
argument in loc.cit. where a playwith different fields is needed. We claim that the
second part of the proof of the implication (iii) =⇒ (v) in [Kato, 1988, 4.1] works
fine with a single field k, and, moreover, it suffices to only use that k[Q] → k[P]J
is flat. Let us indicate how the argument in loc.cit. should be adjusted.
Assume that, as in the proof of [Kato, 1988, 4.1], we are given a1, a2 ∈ Q and
b1, b2 ∈ P such that φ(a1)b1 = φ(a2)b2. Let S be the kernel of the homomorphism
of k[Q]-modules k[Q]⊕ k[Q]→ k[Q] given by (x, y) 7→ a1x−a2y. By the flatness,
the kernel of k[P]J ⊕ k[P]J → k[P]J, (x, y) 7→ φ(a1)x − φ(a2)y is generated by
the image of S. Hence there exist representations b1 =
∑r
i=1φ(ci)
fi
s
and b2 =∑r
i=1φ(di)
fi
s
with ci, di ∈ k[Q], fi ∈ k[P], s ∈ k[P] \ J, and a1ci = a2di. Moreover,
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multiplying s and fi’s by an appropriate unit u ∈ P∗ we can assume that s = 1+s ′
for s ′ ∈ Span
k
(P\{1}). Then b1+
∑
1≤α≤m λαtα =
∑
1≤i≤rφ(ci)fi, with λα ∈ k∗, and
the tα ∈ P pairwise distinct and distinct from b1, so we see that there exist a3 ∈ Q,
b ∈ P, and 1 ≤ i ≤ r, such that a3 appears in ci, b appears in fi, and b1 = φ(a3)b.
The remaining argument copies that of the loc.cit. verbatim, and one obtains in
the end that φ satisfies the condition (v) from [Kato, 1988, 4.1]. Thus, φ is integral
and we are done. 
Before going further, let us discuss an incarnation of saturated morphisms in
(more classical) toroidal geometry.
REMARK 3.6.6. In toroidal geometry an analog of saturated morphisms was
introduced by Abramovich and Karu in [Abramovich & Karu, 2000]. In the lan-
guage of log schemes toroidal morphisms can be interpreted as log smooth mor-
phisms f : (X, Z) → (S,W) between log regular schemes (with the toroidal struc-
ture given by the triviality loci of the log structures). If f is a toroidal morphism
as above then Abramovich-Karu called it weakly semistable when the following
conditions hold: S is regular, f is locally equidimensional, and the fibers of f are
reduced. Furthermore, they remarked that the equidimensionality condition is
equivalent to flatness of f whenever S is regular, see [Abramovich & Karu, 2000,
4.6]. Thus, the weak semistability condition is nothing else but saturatedness of
f and regularity of the target. In particular, saturated log smooth morphisms be-
tween log regular log schemes may be viewed as the generalization of weakly
semistable morphisms to the case of an arbitrary log regular (or toroidal) base.
Now, we are going to prove the main result of §3.6.
THEOREM 3.7. Assume that f : (X, Z) → (S,W) is a log smooth morphism
such that (S,W) is log regular and S is universally Q-resolvable (§3.3.3). Then
there exists an alteration h : S ′ → S such that S ′ is regular,W ′ = g−1(W) is an snc
divisor, and the fs base change f ′ : (X ′, Z ′)→ (S ′,W ′) is a saturated morphism.
Recall that (X ′, Z ′) = (X, Z) ×fs(S,W) (S ′,W ′) and f ′ is log smooth because the
saturation morphism is log smooth.
Proof. By VIII-3.4.9, applying to (S,W) an appropriate saturated log blow up
tower and replacing (X, Z)with the fs base change we can achieve that S is regular
andW is normal crossings. By an additional sequence of log blow upswe can also
make W snc (see VIII-4.1.6), so (S,W) becomes a Zariski log scheme. Now, we
can étale-locally cover f by charts fi : (Xi, Zi)→ (Si,Wi)modeled on Pi → Qi such
that Si are open subschemes in S. By [Illusie et al., 2005, A.4.4, A.4.3], for each i
there exists a morphism hi : (S ′i,W
′
i )→ (Si,Wi) such that hi is a composition of a
Kummer morphism and a log blow up, and the fs base change of fi is saturated.
(Although the proof in loc.cit. is written in the context of log analytic spaces, it
translates to our situation almost verbatim. The only changes are that we have to
distinguish étale and Zariski topology on the base (in order to construct log blow
ups), and hi does not have to be log étale as there might be inseparable Kummer
morphisms.)
Note thatW ′i = h
−1
i (Wi). In addition, S
′
i → Si is a projective alteration byVIII-
3.4.6. Extend each hi to a projective alteration gi : Ti → S, and let h : S ′ → S be a
projective alteration that factors through each Ti. By the universalQ-resolvability
assumptionwe can enlarge S ′ so that it becomes regular and Z ′ = h−1(Z) becomes
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snc. We claim that h is as claimed. It suffices to check that the fs base change of
each morphism f ′i : (Xi, Zi) → (S,W) is saturated. However, already the fs base
change of f ′i to (Ti, g
−1
i (W)) is saturated by the construction, hence so is its further
base change to (S ′,W ′). 
REMARK 3.7.1. Our proof is an easy consequence of [Illusie et al., 2005, A.4.4
and A.4.3]. The first cited result shows that (locally) any log smooth morphism
can be made exact by an appropriate log blow up of the base. This result is
somewhat analogous to the flattening theorem of Raynaud-Gruson. The second
cited result shows that by a Kummer extension of the base one can (locally) sat-
urate an exact log smooth morphism. It is somewhat analogous to the reduced
fiber theorem of Bosch-Lütkebohmert-Raynaud ([Bosch et al., 1995]) which im-
plies that if f : Y → X is a finite type morphism between reduced noetherian
schemes then there exists an alteration X ′ → X such that the normalized base
change f ′ : Nor(Y×XX ′)→ X ′ has reduced fibers. Although the proof of the latter
is far more difficult.
3.8. Characteristic zero case. Theorem 3.5 can be substantially strengthened
when S is of characteristic zero, i.e., the morphism S → Spec(Z) factors through
Spec(Q).
THEOREM 3.9. Assume that S is a reduced, noetherian, qe scheme of charac-
teristic zero, f : X → S is a maximally dominating morphism of finite type with
reduced source, and Z ⊂ X is a nowhere dense closed subset. Then there exist
projective modifications a : S ′ → S and b : X ′ → Xwith regular sources, a pseudo-
projective morphism f ′ : X ′ → S ′ compatible with f, and snc divisorsW ′ ⊂ S ′ and
Z ′ ⊂ X ′ such that Z ′ = b−1(Z)∪ f ′−1(W ′) and the morphism (X ′, Z ′)→ (S ′,W ′) is
log smooth.
Proof. The proof is very close to the proof of Theorem 3.5, so we will just say
which changes in that proof should be made. First, we note that any S-scheme Y
of finite type is noetherian and qe. Thus, if Y is reduced and T ⊂ Y is a nowhere
dense closed subset then the pair (Y, T) can be desingularized by [Temkin, 2008b]
in the following sense: there exists a projective modification h : Y ′ → Y with reg-
ular source and such that h−1(T) is an snc divisor. This result replaces the l ′-
resolvability assumption in Theorem 3.5, and it allows to apply the proof of that
theorem to our situation with the only changes that one always uses projective
modifications instead of projective l ′-alterations, and Theorem 3.4 is replaced
with Lemma 3.9.1 below. (Note that Lemma 3.9.1 is weaker than Theorem 3.9,
while Theorem 3.4 does not follow from Theorem 3.5.) 
LEMMA 3.9.1. Let S be an integral, noetherian, qe scheme with generic point
η = Spec(K), let f : X → S be a maximally dominating morphism of finite type,
and let Z ⊂ X be a nowhere dense closed subset. Assume that Xη = X ×S η is a
smooth curve over K, and Zη = Z×S η is étale over K. Then there exist projective
modifications a : S ′ → S and b : X ′ → Xwith regular sources, a pseudo-projective
morphism f ′ : X ′ → S ′ compatible with f and snc divisors W ′ ⊂ S ′ and Z ′ ⊂ X ′
such that Z ′ = b−1(Z) ∪ f ′−1(W ′) and the morphism (X ′, Z ′) → (S ′,W ′) is log
smooth.
Proof. The proof copies the proof of Theorem 3.4with the only difference that
instead of an l-Sylow subgroup G ⊆ G one simply takes G = G. The latter is
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possible because the schemes are of characteristic zero and hence any action of G
is tame. 
Combining Theorem 3.9 and 3.7 we obtain the following weak semistable re-
duction theorem.
THEOREM 3.10. Assume that S is a reduced, noetherian, qe scheme of charac-
teristic zero, f : X → S is a maximally dominating morphism of finite type with
reduced source, and Z ⊂ X is a nowhere dense closed subset. Then there exists
an alteration S ′ → S, a modification X ′ → X×S S ′ of the proper transform of X, a
pseudo-projective morphism f ′ : X ′ → S ′ compatible with f, and divisorsW ′ ⊂ S ′
and Z ′ ⊂ X ′ such that S ′ is regular, W ′ is snc, Z ′ = b−1(Z) ∪ f ′−1(W ′), and the
morphism (X ′, Z ′)→ (S ′,W ′) is log smooth and saturated (i.e. X ′ → S ′ is weakly
semistable).
REMARK 3.10.1. (i) In the case when X and S are integral proper varieties over
an algebraically closed field k of characteristic zero, this theorem becomes the
weak semistable reduction theorem of Abramovich-Karu. Our proof has many
common lines with their arguments. In particular, the first step of their proof was
to make f toroidal, and it was based on de Jong’s theorem. (Note also that in a
recent work [Abramovich et al., 2010] of Abramovich-Denef-Karu, the toroidal-
ization theorem was extended to separated schemes of finite type over an arbi-
trary ground field of characteristic zero.) Our Theorem 3.9 can be viewed as a
generalization of the toroidalization theorem of Abramovich-Karu.
(ii) The second stage in the proof of the weak semistable reduction theorem of
Abramovich-Karu (the combinatorial stage) is analogous to Theorem 3.7. It ob-
tains as an input a toroidal morphism f : (X, Z)→ (S,W) between proper varieties
of characteristic zero and outputs an alteration h : S ′ → S such that S ′ is regular,
W ′ = h−1(W) is snc, and the saturated base change of f is weakly semistable.
The proof is similar to the arguments used in the proofs of [Illusie et al., 2005,
A.4.4 and A.4.3]. First, one constructs a toroidal blow up of the base that makes
the fibers equidimensional (i.e. makes the log morphism integral), and then an
appropriate normalized finite base change is used to make the fibers reduced.
EXPOSÉ XI
Produits orientés
Luc Illusie
On fixe un univers U . Sauf mention du contraire, les sites (resp. topos) consi-
dérés seront des U -sites (resp. topos), et « petit » signifiera U -petit.
1. Construction des produits orientés
La construction suivante est due à Deligne [Laumon, 1983] :
1.1. Soient f : X→ S, g : Y → S des morphismes de topos. On suppose que X,
Y, S ont des sites de définition C1, C2, D, admettant des limites projectives finies,
et associés à des prétopologies, et que f∗, g∗ prolongent des foncteurs continus
entre sites, et commutant aux limites projectives finies. Soit C le site suivant :
(i) C est la catégorie des couples de morphismes U → V ← W au-dessus de
X → S ← Y, où U → V (resp. V ← W) désigne un morphisme U → f∗V (resp.
g∗V ←W) de C1 (resp. C2) et V est un objet de D.
(ii) C est muni de la topologie définie par la prétopologie engendrée par les
familles couvrantes (Ui → Vi ←Wi)→ (U→ V ←W) (i ∈ I) du type suivant :
(a) Vi = V ,Wi = W pour tout i, et la famille (Ui → U) est couvrante ;
(b) Ui = U, Vi = V pour tout i, et la famille (Wi →W) est couvrante ;
(c) (U ′ → V ′ ← W ′) → (U → V ← W), où U ′ = U etW ′ → W est déduit par
changement de base d’un morphisme V ′ → V de D.
On note C˜ le topos des faisceaux sur C.
LEMME 1.2. Soit F un préfaisceau surC. Pour que F soit un faisceau il faut et il suffit
que les deux conditions suivantes soient vérifiées :
(i) pour toute famille couvrante (Zi → Z) de C du type (a) ou (b), la suite F(Z) →∏
i∈I F(Zi)⇒
∏
(i,j)∈I×I F(Zi ×Z Zj) est exacte ;
(ii) pour toute famille couvrante (U ′ → V ′ ← W ′) → (U → V ← W) du type (c),
l’application
F(U→ V ←W)→ F(U ′ → V ′ ←W ′)
est bijective. En particulier, si l’on note (−)a le foncteur faisceau associé, pour toute fa-
mille couvrante (Z ′ → Z) du type (c), le morphisme de faisceaux associés Z ′a → Za est
un isomorphisme.
La nécessité est triviale pour (i), et pour (ii), il suffit d’observer que le mor-
phisme diagonal
(U→ V ′ ←W ′)→ (U→ V ′ ×V V ′ ←W ′ ×W W ′)
est un morphisme couvrant (du type (c)), qui égalise la double flèche
(U→ V ′ ×V V ′ ←W ′ ×W W ′)⇒ (U→ V ′ ←W ′).
Pour la suffisance, on note que les familles couvrantes (Zi → Z) de type (a), (b),
ou (c) sont stables par changement de base Z ′ → Z, et on applique [SGA4 II 2.3].
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1.3. Notons eX (resp. eY, eS) l’objet final de C1 (resp. C2, D). On a des projec-
tions naturelles
p1 : C˜→ X, p2 : C˜→ Y
données par
p∗1(U) = (U→ eS ← eY), p∗2(W) = (eX → eS ←W).
On a par ailleurs un morphisme canonique
τ : gp2 → fp1
donné par le morphisme de foncteurs τ : (gp2)∗ → (fp1)∗ défini de la façon sui-
vante : pour un faisceau F sur C, et un objet V de S,
τ : ((gp2)∗F)(V)→ ((fp1)∗F)(V)
est le composé
F(eX → eS ← g∗V)→ F(f∗V → V ← g∗V)→ F(f∗V → eS ← eY),
où la première flèche est induite par la localisation (f∗V → V ← g∗V) → (eX →
eS ← g∗V), et la seconde est l’inverse de l’isomorphisme donné par 1.2, relative-
ment au morphisme de type (c) (f∗V → V ← g∗V → (f∗V → eS ← eY).
THÉORÈME 1.4. Soit T un topos muni de morphismes a : T → X, b : T → Y et d’un
morphisme t : gb→ fa. Il existe alors un triplet (h : T → C˜, α : p1h ∼→ a, β : p2h ∼→ b,
unique à isomorphisme unique près, tel que le composé
gb
β−1 // gp2h
τ // fp1h
α // fa
soit égal à t.
Nous aurons besoin, pour la démonstration, du lemme suivant :
LEMME 1.5. Soit Z = (U → V ← W) un objet de C. Avec la notation de 1.2, le
carré suivant est cartésien :
(1.a) Za

// (p∗2W)
a
v

(p∗1U)
a u // ((gp∗2)V)
a
.
Dans ce carré, v et les flèches issues de Za sont les flèches évidentes, et u est la flèche
composée
(p∗1U)
a // ((fp1)
∗V)a
τ // ((gp∗2)V)
a ,
où τ est le composé
(f∗V → eS ← eY)a r−1 // (f∗V → V ← g∗V)a // (eX → eS ← g∗V)a ,
r désignant l’isomorphisme (f∗V → V ← g∗V)a ∼→ (f∗V → eS ← eY)a de 1.2.
1. CONSTRUCTION DES PRODUITS ORIENTÉS 173
Soit z : Z → Z ′ = (f∗V → V ← g∗V) la projection canonique. Le composé
Z → p∗1U → (fp1)∗V se factorise à travers z. Par suite, et par définition de τ, le
diagramme
Za
z //

Z ′a
r
 ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
(p∗1U)
a // ((fp∗1)V)
a τ // ((gp2)
∗V)a
est commutatif. Comme le composé Z → p∗2W → (gp2)∗W se factorise aussi à
travers z, le carré 1.a est donc commutatif. Celui-ci est le pourtour du diagramme
suivant, où les flèches autres que τ sont les flèches évidentes :
(f∗U→ V → g∗W)a //

(f∗V → V ← g∗W)a //

(eX → eS ← g∗W)a

(f∗U→ V → g∗V)a //

(f∗V → V ← g∗V)a //
r

(eX → eS ← g∗V)a
Id

(f∗U→ eS ← eY)a // (f∗V → eS ← eY)a τ // (eX → eS ← g∗V)a
.
Chacun des carrés qui le composent est cartésien. Il en est donc de même de 1.a.
1.6. Prouvons 1.4. On peut supposer que a et b sont donnés par des mor-
phismes de sites, la topologie du site de définition de T étant moins fine que
la topologie canonique (d’après [SGA4 IV 4.9.4], on pourrait prendre T lui-même
comme site de définition, avec sa topologie canonique). Par 1.5 l’unicité est claire :
pour Z = (U→ V ←W) dans C, on doit avoir
(1.a) h∗Z = a∗U×(gb)∗V b∗W,
où a∗U → (gb)∗V est le composé a∗U // (fa)∗V t // (gb)∗V . Les isomor-
phismes α et β sont alors tautologiques, nous les négligerons dans le reste de la
démonstration. Vérifions que le foncteur h∗ donné par 1.a définit un morphisme
de topos h vérifiant la propriété énoncée en 1.4. Comme h∗ commute aux limites
projectives finies, pour vérifier que h∗ induit un morphisme de topos, il suffit
de vérifier que h∗ est continu ([SGA4 IV 4.9.1, 4.9.2]). Il est trivial que h∗ trans-
forme familles couvrantes du type (a) ou (b) en familles couvrantes. Par ailleurs,
si (U ′ → V ′ ← W ′) → (U → V ← W) est une famille couvrante du type (c), le
carré
b∗W ′ //

b∗W

(gb)∗V ′ // (gb)∗V
est cartésien, et par suite
a∗U×(gb)∗V ′ b∗W ′ → a∗U×(gb)∗V b∗W
est un isomorphisme. Il reste à vérifier que τ induit t. Mais par définition, le mor-
phisme de faisceaux défini par h∗(τ) appliqué à V est le composé
((fa)∗V)a
r−1 // ((fa)∗V ×(gb)∗V (gb)∗V)a // ((gb)∗V)a ,
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donc est égal à celui défini par t appliqué à (fa)∗V , ce qui achève la démonstra-
tion.
DÉFINITION 1.7. Le topos C˜ construit en 1.1 s’appelle le produit orienté (gauche)
de X et Y au-dessus de S, et se note X
←×SY. Les morphismes du diagramme
X
←×SY
p1
}}④④
④④
④④
④④
④
p2
!!❈
❈❈
❈❈
❈❈
❈❈
X
f
""❋
❋❋
❋❋
❋❋
❋❋
❋ Y
g
||①①
①①
①①
①①
①①
S
sont reliés par la 2-flèche τ : gp2 → fp1. Il découle de 1.4 que le quadruplet
(X
←×SY, p1, p2, τ) est indépendant (à isomorphisme unique près) du choix des sites
de définition C1, C2,D.
On définit de même le produit orienté droit X
→×S Y, avec ses projections cano-
niques p1 : X
→×S Y → X, p2 : X →×S Y → Y et la 2-flèche τ ′ : fp1 → gp2, qui possède
la propriété universelle de 1.4, avec X et Y échangés.
1.8. Désignons par pt un topos ponctuel (catégorie des faisceaux d’ensembles
sur un espace réduit à un point). Soient x : pt → X, y : pt → Y des points de X
et Y respectivement, et u : gy→ fx une 2-flèche. Par 1.4, le triplet (x, y, u) définit
un point z : pt → X←×SY tel que p1z ≃ x, p2z ≃ y. Ce point sera noté (x, y, u) (ou
parfois (x, y) s’il n’y a pas de confusion à craindre). Tout point de X
←×SY est de
cette forme.
1.9. Considérons un diagramme de 1-morphismes de topos
(1.a) X ′ f
′
//
u

S ′
h

Y ′
g ′oo
v

X
f // S Y
goo
et des 2-flèches a : hf ′ → fu, b : gv → hg ′. Notons T = X←×SY, T ′ = X ′←×S ′Y ′,
p1 : T → X, p2 : T → Y, p ′1 : T ′ → X ′, p ′2 : T ′ → Y ′ les projections canoniques,
τ : gp2 → fp1, τ ′ : g ′p ′2 → f ′p ′1 les 2-flèches canoniques. Considérons la 2-flèche
composée
c : gvp ′2
b // hg ′p ′2
τ ′ // hf ′p ′1
a // fup ′1 .
D’après 1.4, c définit un diagramme de 1-morphismes
(1.b) X ′
u

T ′
t

p ′1oo
p ′2 // Y ′
v

X T
p1oo p2 // Y
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et des 2-isomorphismes α : p1t
∼→ up ′1, β : p2t ∼→ vp ′2 rendant commutatif le carré
(1.c) gp2t
τ //
β

fp1t
α

gvp ′2
aτ ′b // fup ′1
.
On dit que le triplet (t, α, β) (ou simplement t : T ′ → T ) de 1.b est déduit de 1.a
par fonctorialité. On notera
t = u
←×hv.
On a une compatibilité évidente pour un composé de deux données 1.a.
1.10. Voici quelques exemples.
(a) Dans la situation de 1.4, le triplet (a, b, t) définit un diagramme de type 1.a
T
a

Id // T
fa

T
Idoo
b

X
f // S Y
goo
,
avec t : gb→ fa, d’où un morphisme
a
←×fab : T
←×TT → X←×ST.
Par ailleurs, d’après 1.4, les flèches identiques de T définissent un morphisme
canonique, dit diagonal
∆ : T → T←×TT.
La 1-flèche h de 1.4 est la composée
h = (a
←×fab)∆ : T → X←×SY.
En particulier, prenant pour T un topos ponctuel, de sorte que ∆ est un isomor-
phisme, on a, avec les notations de 1.8
(x, y, u) = x
←×fxy : pt→ X←×SY.
(b) Dans la situation de 1.7, soient X ′, S ′, Y ′ des objets de X, S, Y respective-
ment, et f ′ : X ′ → S ′, (resp. g ′ : Y ′ → S ′) une flèche au-dessus de f (resp. g),
i. e. une flèche f ′ : X ′ → f∗(S ′), (resp. g ′ : Y ′ → g∗(Y ′)). Notons X ′←×S ′Y ′ l’ob-
jet (X ′ → S ′ ← Y ′) = p∗1(X ′) ×(gp2)∗(S ′) p∗2Y ′ de X←×SY, cf. 1.5, On en déduit un
diagramme 2-commutatif de1- flèches naturelles
(1.a) (X
←×SY)
/(X ′
←
×S ′Y
′)
xxrrr
rr
rr
rr
rr
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲
X/X ′ //

S/S ′

Y/Y ′oo

X // S Yoo
,
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où la notation (−)/− désigne un topos localisé. D’après 1.4, la partie supérieure
de 1.a définit un 1-morphisme
(1.b) m : (X
←×SY)/(X ′←×S ′Y ′) → X/X ′←×S/S ′Y/Y ′ .
Il résulte de 1.a quem est une équivalence, par laquelle, dans la suite, nous iden-
tifierons les deux membres. D’autre part, les carrés 2-commutatifs de 1.a défi-
nissent, d’après 1.9, une flèche de fonctorialité
X/X ′
←×S/S ′Y/Y ′ → X←×SY,
Celle-ci, ou son composé avecm,
(1.c) (X
←×SY)/(X ′←×S ′Y ′) → X←×SY
s’appelle flèche de localisation.
PROPOSITION 1.11. Supposons que X ′ soit l’objet final de X et que g ′ soit cartésien
au-dessus de g, i. e. g ′ : Y ′ ∼→ g∗(S ′). Alors la flèche 1.c est une équivalence.
En effet, avec les notations de 1.a, il résulte de 1.2 que la flèche eX
←×S ′Y ′ →
eX
←×eSeY de X
←×SY est un isomorphisme.
1.12. Considérons en particulier le cas où S = Y est un schéma muni de la
topologie étale, g = Id et f : X → S = Y est l’inclusion d’un sous-schéma fermé
de Y. Le topos T = X
←×YY joue le rôle d’un voisinage tubulaire étale de Y dans X.
Les points de T sont les triplets (x, y, t), où x (resp. y) est un point géométrique
de X (resp. Y) et t : y → x une flèche de spécialisation (cf. ([SGA4 VIII 7.9]).
En d’autres termes, (x, y, t) est la donnée d’un point géométrique x de X, d’une
générisation y0 du point fermé (noté encore par abus x) du localisé strict X(x) de
X en x et d’un point géométrique de X(x) localisé en y0, ou encore d’une extension
séparablement close y→ y0 du point générique de {y0}. Par ailleurs, si v : Y ′ → Y
est un voisinage étale de X dans Y, i. e. un diagramme commutatif
Y ′
v

X
??⑦⑦⑦⑦⑦⑦⑦⑦
// Y
,
où v est étale, alors, d’après 1.11 le morphisme canonique
X
←×Y ′Y ′ → X←×YY
est une équivalence. Ainsi, T ne dépend que du hensélisé de X le long de Y
(lorsque celui-ci est défini, en particulier, pour Y affine, cf. [Raynaud, 1970]). Nous
verrons au numéro suivant et dans l’exposé XII d’autres propriétés de T précisant
cette analogie avec un voisinage tubulaire.
2. Tubes et changement de base
2.1. Soit (S, s) un topos ponctué, i. e. un couple formé d’un topos S et d’un
point s : pt → S de S. Si (S, s) et (T, t) sont des topos ponctués, un morphisme
(ponctué) de (S, s) dans (T, t) est un couple (f, a) d’un morphisme f : S → T et
d’une 2-flèche a : fs→ t. Une 2-flèche c : (f, a)→ (g, b) est une 2-flèche c : f→ g
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telle que b(cs) = a. Si (S, s) est un topos ponctué, on note F 7→ Fs = s∗F le foncteur
fibre en s.
Rappelons qu’un topos ponctué (S, s) est dit local de centre s ([SGA4 VI 8.4.6])
si, pour tout objet F de S, la flèche naturelle Γ(S, F) → Fs est bijective. Un mor-
phisme (f, a) : (S, s)→ (T, t) de topos ponctués est dit local si la 2-flèche a : fs→ t
est un isomorphisme.
2.2. La construction qui suit est due à Gabber. Soit (S, s) un topos local de
centre s. Notons ε : S → pt la projection. Par définition la flèche canonique ε∗ →
s∗ est un isomorphisme. On en déduit un isomorphisme
(2.a) ε∗ε∗
∼→ (sε)∗.
La flèche d’adjonction ε∗ε∗ → Id s’identifie donc, par 2.a, à unmorphisme (sε)∗ →
Id, i. e. à une 2-flèche
(2.b) cs : Id→ sε
entre les 1-morphismes Id : S→ S et sε : S→ S. Si F est un objet de S, (sε)∗F est le
faisceau constant sur S de valeur Fs = ε∗F = Γ(S, F). SiU est un objet connexe de S,
le morphisme (sε)∗F→ F induit sur Γ(U,−) le morphisme de restriction Γ(S, F)→
Γ(U, F). Le composé css : s → s est l’identité : (sε)∗F → F induit l’identité sur les
fibres en s.
Soient f : X → S, g : Y → S des morphismes de topos, x : pt → X un point de
X, s = fx : pt→ S son image dans S. Le diagramme
(2.c) pt Id //
x

pt
s

Y
εgoo
Id

X
f // S Y
goo
,
(où le carré de gauche est 2-commutatif) et la 2-flèche
(2.d) csg : g→ sεg
sont une donnée de type 1.a. Pour un objet F de S, (sεg)∗F est le faisceau constant
sur Y de valeur Fs = Γ(S, F), et la flèche (sεg)∗F→ g∗F est la composée Γ(S, F)Y →
Γ(Y, g∗F)y → g∗F. Notons que, par 1.4, le produit orienté pt←×ptY s’identifie cano-
niquement à Y, avec p1 = Id : Y → Y. De 2.c et 2.d on déduit donc un diagramme
de type 1.b :
(2.e) pt
x

Y
σ

εgoo Id // Y
Id

X X
←×SYp1oo p2 // Y
,
en d’autres termes, une section σ : Y → X←×SY de p2 telle que p1σ = xεg. On
peut voir cette section comme étant définie, via 1.4 par le couple de morphismes
xεg : Y → X, Id : Y → Y et la 2-flèche csg : g → fxεg = sεg. On dit que σ
est la section canonique définie par le point x. Par composition avec p2∗, la flèche
d’adjonction Id→ σ∗σ∗ donne une flèche canonique
(2.f) γ : p2∗ → σ∗.
Le résultat suivant est dû à Gabber :
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PROPOSITION 2.3. Soient f : (X, x) → (S, s) un morphisme local de topos locaux
(fx = s), et g : Y → S un morphisme de topos. Soit y : pt→ Y un point de Y. Pour tout
objet F de X
←×SY, γ (2.f) induit un isomorphisme
γy : (p2∗F)y
∼→ (σ∗F)y.
Soit t = σy : pt → T le point de T = X←×SY image de y par σ. Ce point est
défini (cf. 1.4) par le triplet (x, y, u), où u : gy → fx = fxεgy = sεgy = s est
déduit de 2.d. On a (σ∗F)y = Ft. Par définition,
Ft = colimzF(U→ V ←W),
où z : pt → (U → V ← W) parcourt les voisinages de t dans T . Comme X et
S sont locaux, les voisinages de t de la forme σw : pt → (eX → eS ← W), où
w : pt→W est un voisinage de y dans Y forment un système cofinal. Donc
Ft = colimwF(eX → eS ←W),
où z = σw : pt → (eX → eS ← W) parcourt les voisinages précédents, avec
U = eX, V = eS. Par ailleurs,
(p2∗F)y = colimwF(eX → eS ←W),
où w : pt→W parcourt les voisinages de y dans Y. La flèche γy est la restriction
naturelle. C’est donc un isomorphisme.
COROLLAIRE 2.3.1. Sous les hypothèses de 2.3, si S a assez de points, en particulier,
si S est localement cohérent ([SGA4 VI 9.0]), γ (2.f) est un isomorphisme.
Il est plausible que l’hypothèse d’existence d’assez de points soit superflue.
Celle-ci sera cependant satisfaite dans les applications que nous avons en vue.
COROLLAIRE 2.3.2. Sous les hypothèses de 2.3, supposons Y local de centre y. Alors
X
←×SY est local de centre σ(y).
En effet, on a alors (p2∗F)y = Γ(Y, p2∗F) = Γ(X
←×SY, F), et γy s’identifie à la
restriction Γ(X
←×SY, F)→ Fσ(y).
Notons que, si f : X → S est un morphisme local de schémas strictement
locaux, g : Y → S un morphisme de schémas strictement locaux, le produit fibré
schématique X ×S Y n’est pas en général strictement local, ni même local, même
si g est local.
Le résultat ci-après est dû également à Gabber :
THÉORÈME 2.4. Soient f : X→ S, g : Y → S des morphismes de topos, T = X←×SY,
p1 : T → X, p2 : T → Y les projections canoniques, τ = gp2 → fp1 la 2-flèche canonique.
On suppose X, Y, S cohérents et f, g cohérents ([SGA4 VI 2.3,2.4.5,3.1]). Soit Λ un
anneau. Alors, pour tout F ∈ D+(Y,Λ), la flèche de changement de base, déduite de τ,
(2.a) f∗Rg∗F→ Rp1∗p∗2F
est un isomorphisme (de D+(X,Λ)).
Nous aurons besoin du lemme suivant, qui généralise [Orgogozo, 2006, 9.1] :
LEMME 2.5. Sous les hypothèses de 2.4, T est cohérent, et les projections p1, p2 sont
des morphismes cohérents.
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Le topos X (resp. Y, resp. S) admet une (petite) famille génératrice C1 (resp. C2,
resp.D) formée d’objets cohérents, stable par limites projectives finies ([SGA4 VI 2.4.5]).
Comme f et g sont cohérents, f∗V (resp. g∗V) est cohérent siV est dansD ([SGA4 VI 3.2]).
La sous-catégorie pleine de X (resp. Y, resp. S correspondante, munie de la topo-
logie induite, est un site de définition de X (resp. Y, resp. S). Soit C la catégo-
rie définie comme en 1.1, munie de la topologie définie par la prétopologie en-
gendrée par les familles finies de type (a) et (b) et les familles de type (c). Elle
est stable par limites projectives finies, et est un site de définition de T . Il suffit
donc de montrer que tout objet de C est quasi-compact ([SGA4 VI 2.4.5]). Pour
cela, notons P la prétopologie définie en 1.1. Décrivons P . Pour chaque objet
Z = (U → V ← W) de C, notons Cov(Z) l’ensemble des familles (Zi → Z)i∈I
obtenues par composition d’un nombre fini de familles de type (c) et de familles
(finies) de type (a) et (b). En particulier, l’ensemble I est fini. Par définition, la
donnée des Cov(Z) vérifie les axiomes PT0, PT2 et PT3 de [SGA4 II 1.3]. L’axiome
PT1 (stabilité par changement de base) est également vérifié, les familles de type
(c), ainsi que les familles finies de type (a) (resp. (b)) étant stables par changement
de base, et le changement de base commutant à la composition des familles. La
donnée des Cov(Z) est donc une prétopologie, et par définition, c’est la prétopo-
logie P . Comme les familles appartenant à Cov(Z) sont finies, tout objet de C est
automatiquement quasi-compact, comme annoncé. La cohérence des projections
p1 et p2 en découle.
REMARQUE 2.6. Gabber sait montrer que la conclusion de 2.5 vaut sous les
seules hypothèses que X, Y, S et g sont cohérents. Nous n’aurons pas besoin de
cette généralisation.
2.7. Prouvons 2.4. Comme X est cohérent, donc possède assez de points, il
suffit de vérifier que, pour tout point x : pt→ X de X, la fibre en x de 2.a
(2.a) (f∗Rg∗F)x → (Rp1∗p∗2F)x
est un isomorphisme. Soit s : pt → S l’image de x par f. Soit X(x) (resp. S(s)) le
localisé de X (resp. S) en x (resp. s). Rappelons ([SGA4 VI 8.4.2]) que X(x) (resp.
Y(y)) (noté Locx(x) (resp. Locs(S)) dans loc. cit.) est la limite projective
X(x) = LimtopU∈Vois(x)X/U,
(resp.
S(s) = LimtopV∈Vois(s)S/V),
où U (resp. V) parcourt la catégorie cofiltrante Vois(x) (resp. Vois(s))des voisi-
nages de x (resp. s) dans X (resp. S). Comme X (resp. S) est cohérent, on peut
d’ailleurs se borner aux U (resp. V) qui sont cohérents, les morphismes de tran-
sition étant alors automatiquement cohérents. C’est ce que nous ferons dans la
suite, notant encore Vois(x) (resp. Vois(s)) la sous-catégorie pleine formée des U
(resp. V) cohérents. Le topos X(x) (resp. S(s)) est un topos local, au-dessus de X
(resp. S), dont l’image du centre est x (resp. s) ([SGA4 VI 8.4.6]). Le morphisme f
induit un morphisme local f(x) : X(x) → S(s). Définissons de même
T(x) = LimtopU∈Vois(x)T/p∗1U,
Y(s) = LimtopV∈Vois(s)Y/g∗V),
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de sorte qu’on obtient un carré
(2.b) T(x)
p1

p2 // Y(s)
g

X(x)
f // S(s)
,
avec une 2-flèche τ : gp2 → fp1. Par la compatibilité de la formation des produits
orientés à la localisation (1.b), la flèche
(2.c) T(x) → X(x)←×S(s)Y(s),
déduite de ce carré par 1.4 est une équivalence. D’après 2.5, les topos X/U, S/V ,
T/p∗1U, Y/g∗V sont cohérents, les flèches de transition des systèmes projectifs X/U,
S/V sont cohérents, et les morphismes g : Y/g∗V → S/V , p1 : T/p∗
1
U → X/U sont
cohérents. On est donc dans les conditions d’application de [SGA4 VI 8.7.3], qui,
compte tenu de ce que S(s) et X(x) sont locaux, implique que les flèches canoniques
(2.d) (Rg∗F)s → RΓ(S(s), Rg∗F)→ RΓ(Y(s), F),
(2.e) (Rp1∗p∗2F)x → RΓ(X(x), Rp1∗p∗2F)→ RΓ(T(x), p∗2F)
sont des isomorphismes. Avec les identifications 2.c, 2.d et 2.e, la flèche 2.a s’iden-
tifie à la fibre en x de la flèche de changement de base (déduite de τ) du carré 2.b.
Cette flèche s’écrit
(2.f) RΓ(Y(s), F)→ RΓ(T(x), p∗2F).
On a :
(*) : La flèche 2.f s’identifie canoniquement à la flèche de fonctorialité définie par p2.
Pour le vérifier, on peut supposer S et X locaux, de centres respectifs s et x, et
f local. Par définition, 2.f est la flèche composée
RΓ(S, Rg∗F)
2.f //
α

RΓ(T, p∗2F)
RΓ(S, Rg∗Rp2∗p
∗
2F)
RΓ(S,τ)
// RΓ(S, Rf∗Rp1∗p
∗
2F)
β
OO
,
où la flèche α est définie par la flèche d’adjonction adj : F→ Rp2∗p∗2F (et donc est
la flèche de fonctorialité RΓ(Y, F) → RΓ(T, p∗2F) définie par p2), et β est l’isomor-
phisme canonique de transitivité relatif à fp1 : T → S. Or, par définition de τ (1.3),
pour tout faisceau G sur T , la flèche
Γ(S, τ) : Γ(S, (gp2)∗G)→ Γ(S, (fp1)∗G)
est l’identité. Il en est donc de même de la flèche horizontale inférieure du dia-
gramme ci-dessus, ce qui prouve (*). Il reste à prouver que 2.f est un isomor-
phisme. En fait, la flèche
(2.g) adj : F→ Rp2∗p∗2F
est un isomorphisme. Pour le voir, il suffit d’observer que, compte tenu de la
description de γ donnée en 2.3.2, le composé
F
adj// Rp2∗p
∗
2F
γ // σ∗p∗2F = F ,
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où σ est la section de p2 définie en 2.e et γ l’isomorphisme de 2.3.1, est l’identité.
Ceci achève la démonstration de 2.4.
REMARQUES 2.8. ((1)) Supposons que les données de 2.4 proviennent de
morphismes de schémas, munis de la topologie étale, avec X, S, Y cohé-
rents et f et g cohérents. Les points x, s sont des points géométriques, et
les localisés X(x), S(s) des localisés stricts. Si f est une immersion fermée,
la flèche d’adjonction 2.g est un isomorphisme (on peut en effet suppo-
ser S strictement local, et il en et alors demême deX). Supposons de plus
que Y = S, g = IdS comme en 1.12. On a vu en loc. cit. que T = X
←×SS joue
le rôle d’un voisinage tubulaire de X dans S. Soient j : S∗ = S − X → S
l’ouvert complémentaire de X, et T ∗ = X
←×SS∗ = T/(eX→eS←S∗) le topos
induit. Alors T ∗ joue le rôle d’un voisinage tubulaire épointé de X dans S :
pour F ∈ D+(S∗, Λ), on a, par 2.4,
f∗Rj∗F
∼→ Rp1∗p∗2F.
((2)) Sans l’hypothèse de cohérence sur g, la conclusion de 2.4 peut être en
défaut, comme le montre l’exemple suivant, dû à Gabber. Soient X un
espace topologique connexe, non vide, i : Y → X l’inclusion d’un fermé
non vide distinct de X, j : U = X − Y → X l’inclusion de l’ouvert com-
plémentaire. Alors i∗j∗Z est non nul. Mais, si tout point de U a un voisi-
nage dont l’adhérence dansX ne rencontre pas Y, alors le produit orienté
Y
←×XU est vide. C’est le cas par exemple, si X est le segment [0, 1] et Y le
point {0}.
((3)) Sous les hypothèses de 2.4, on montre de manière analogue que :
(a) Pour tout faisceau d’ensembles F sur Y, la flèche de changement de
base
f∗g∗F→ p1∗p∗2F
est un isomorphisme.
On peut espérer des variantes non abéliennes supérieures :
(b) Pour tout faisceau en groupes F sur Y, la flèche de changement de
base
f∗R1g∗F→ R1p1∗p∗2F,
est un isomorphisme (de faisceaux d’ensembles pointés).
(c) Plus généralement, pour tout champ F sur Y, la flèche de change-
ment de base
f∗g∗F→ p1∗p∗2F
est une équivalence.
La vérification de (b) et (c) semble requérir, outre les techniques de
réduction des champs aux gerbes de [Giraud, 1971, III 2.1.5], des résul-
tats de passage à la limite pour la cohomologie non abélienne analogues
à ceux de [SGA4 VI 8.7], pour lesquels nous ne connaissons pas de ré-
férence.
((4)) Gabber sait démontrer la généralisation suivante de 2.4. Soient f : X →
S, g : Y → S des morphismes de topos, T = X←×SY. On suppose que
Y et S sont localement cohérents, et que, pour tout objet cohérent algé-
brique V de S, g∗V est cohérent algébrique ([SGA4 VI 2.1,2.3]). Alors,
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pour tout F ∈ D+(Y,Λ), la flèche de changement de base 2.a est un iso-
morphisme, et on devrait avoir des résultats analogues dans le cas non
abélien, comme en (3) (a), (b), (c) ci-dessus. Gabber déduit ces résultats
d’un théorème général de changement de base pour certains topos fi-
brés.
3. Produits fibrés
Les compléments donnés dans ce numéro et le suivant ne seront pas utilisés
dans le reste du volume.
3.1. Les produits fibrés de topos ont été construits par Giraud [Giraud, 1972,
3.4]. La construction suivante est due à Gabber. Soient f : X → S, g : Y → S des
morphismes de topos comme en 1.1. Soit D le site suivant :
((i)) La catégorie sous-jacente à D est la catégorie C considérée en 1.1 (i).
((ii)) D est munie de la topologie définie par la prétopologie engendrée par
les familles couvrantes (Ui → Vi ← Wi) → (U → V ← W) (i ∈ I) de la
forme (a), (b), (c) de 1.1 (ii) et de la forme
(d) (U ′ → V ′ ← W ′) → (U → V ← W), où W ′ = W et U ′ → U
est déduit par changement de base d’un morphisme V ′ → V du site de
définition de S.
En d’autres termes, la topologie sur D est la borne supérieure des topologies
sur C définissant les produits orientés X
←×SY et X
→×S Y.
D’après 1.2, pour qu’un préfaisceau F sur D soit un faisceau, il faut et il suffit
que F vérifie les conditions d’exactitude habituelles relatives aux familles cou-
vrantes de type (a) et (b), et que, pour toute famille couvrante Z ′ → Z de type (c)
ou (d), F(Z)→ F(Z ′) soit un isomorphisme.
Soit D˜ le topos des faisceaux surD. On a des projections naturelles
p1 : D˜→ X, p2 : D˜→ Y
données par les mêmes formules qu’en 1.3, et la construction de τ en (loc. cit.)
donne un isomorphisme
(3.a) ε : gp2
∼→ fp1.
THÉORÈME 3.2. Soit T un topos muni de morphismes a : T → X, b : T → Y et
d’un isomorphisme t : gb ∼→ fa. Il existe alors un triplet (h : T → D˜, α : p1h ∼→ a, β :
p2h
∼→ b, unique à isomorphisme unique près, tel que le composé
gb
β−1 // gp2h
ε // fp1h
α // fa
soit égal à t.
La démonstration est analogue à celle de 1.4. Le foncteur h∗ est encore donné
par la formule 1.a. Comme t est un isomorphisme, on a
a∗U×(gb)∗V b∗W = a∗U×(fa)∗V b∗W,
où b∗V → (fa)∗V est le composé b∗V // (gb)∗V t−1 // (fa)∗V . Il s’ensuit que
h∗ transforme famille couvrante de type (d) en famille couvrante, et l’on conclut
comme dans 1.6.
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DÉFINITION 3.3. Le topos D˜ s’appelle produit fibré de X et Y au-dessus de S, et se
note X×S Y. Les morphismes du diagramme
X×S Y
p1
{{①①
①①
①①
①①
① p2
##❋
❋❋
❋❋
❋❋
❋❋
X
f
##●
●●
●●
●●
●●
● Y
g
{{✇✇
✇✇
✇✇
✇✇
✇✇
S
sont reliés par le 2-isomorphisme ε : gp2 → fp1.
EXEMPLES 3.4. ((1)) Espaces topologiques. Soient f : X → S, g : Y → S des
applications continues entre espaces topologiques. Alors le topos X˜×S Y
des faisceaux sur le produit fibré usuel X×SY représente le produit fibré
X˜×S˜ Y˜ : le morphisme naturel X˜×S Y → X˜×S˜ Y˜ est une équivalence. On
définit en effet un quasi-inverse en observant que les ouverts de X ×S Y
de la forme U×V W forment une base.
((2)) Schémas. Soient f : X → S, g : Y → S des morphismes de schémas.
Désignons par l’indice zar (resp. e´t) le topos zariskien resp. étale) as-
socié. Du fait de (1), le morphisme naturel (X ×S Y)zar → Xzar ×Szar Yzar
n’est pas une équivalence en général. De même, le morphisme naturel
(X ×S Y)e´t → Xe´t ×Se´t Ye´t n’est pas une équivalence en général, même si
X, Y, S sont les spectres de corps : si S = Speck, Se´t est équivalent au to-
pos classifiant BG du groupe profini G = Gal(k/k), où k est une clôture
séparable de k, et la formation de BG commute aux produits fibrés.
4. Topos évanescents et co-évanescents
4.1. Soient f : X → S, g : Y → S des morphismes de topos comme en 1.1. Le
produit orienté
(4.a) X
←×SS,
où S → S est le morphisme identique, s’appelle le topos évanescent de f. Il est
étudié dans [Laumon, 1983] et [Orgogozo, 2006]. Le produit orienté
(4.b) S
←×SY,
où S → S est le morphisme identique, joue un rôle important dans les travaux
de Faltings sur les théorèmes de comparaison p-adiques et la correspondance de
Simpson p-adique (topos de Faltings) (cf. [Faltings, 2002], [Faltings, 2005], [Abbes & Gros, 2011a],
[Deligne, 1995], [Abbes & Gros, 2011b]). On propose ici de l’appeler topos co-
évanescent de g. Du topos évanescent de IdS,
(4.c)
←−
S = S
←×SS,
qui est aussi le topos co-évanescent de IdS, les produits orientés X
←×SY se dé-
duisent par changement de base. Considérons en effet le produit fibré itéré
(4.d) Z = X×S←−S ×S Y,
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où la flèche de gauche (resp. droite) de
←−
S vers S est p1 (resp. p2). On a des projec-
tions naturelles q1 : Z → X, q2 : Z → Y et m : Z → ←−S , avec des isomorphismes
p1m
∼→ fq1, gq2 ∼→ p2m. Par composition avec la flèche structurale τ : p2 → p1 de←−
S , on en déduit une flèche z : gq2 → fp1. D’après1.4, le triplet (q1, q2, z) définit
donc une flèche
(4.e) h : Z→ X←×SY
et des isomorphismes p1h
∼→ q1, p2h ∼→ q2, par lesquels z s’identifie à τh, où p1,
p2 désignent les projections canoniques de X
←×SY sur X et Y.
PROPOSITION 4.2. Le morphisme h (4.e) est un isomorphisme. En particulier, il
définit des isomorphismes canoniques
(4.a) X×S←−S ∼→ X←×SS,
(4.b)
←−
S ×S Y ∼→ S←×SY.
Il suffit de montrer que Z, muni de (q1, q2, z) vérifie la propriété universelle
du produit orienté. Soit T un topos muni de morphismes a : T → X, b : T → Y,
et d’une 2-flèche t : gb → fa. Par la propriété universelle de ←−S , on en déduit
d’abord un unique triplet, formé d’un morphisme k : T →←−S et d’isomorphismes
p1k → fa, p2k → gb tels que t = τk modulo ces identifications. Puis, par la pro-
priété universelle des produits fibrés, on en déduit un unique quadruplet formé
d’un morphisme s : T → Z et d’isomorphismes ms ∼→ k, q1s ∼→ a, q2s ∼→ b tel
que zs = tmodulo ces identifications.
4.3. Soit f : X → S un morphisme de topos. D’après 1.4, les morphismes IdX
et f définissent un morphisme
(4.a) Ψ : X→ X←×SS
tel que
(4.b) p1Ψ = IdX, p2Ψ = f, τΨ = Idf,
où τ : p2 → fp1 est la 2-flèche structurale de X←×SS :
(4.c) X
Ψ
IdX
}}④④
④④
④④
④④
④④
f
!!❈
❈❈
❈❈
❈❈
❈❈
❈
X
f
!!❈
❈❈
❈❈
❈❈
❈❈
❈ X
←×SSp1oo p2 // S
IdS}}④④
④④
④④
④④
④④
S
Le foncteur Ψ∗ s’appelle foncteur cycles proches. Pour un objet (U → V ← W)
du site C définissant X
←×SS, on a Ψ∗(U → V ← W) = U ×V W, où U ×V W :=
U×f∗(V)f∗W. SiΛ est un anneau et F ∈ D+(X,Λ), le complexe RΨ∗F ∈ D+(X
←×SS,Λ)
(noté aussi RΨF) s’appelle complexe des cycles proches (de f relatif à F).
L’identité p1∗Ψ∗ = Id définit, par adjonction, un morphisme canonique
(4.d) p∗1 → Ψ∗.
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Pour F ∈ D+(X,Λ), le cône du morphisme p∗1F → RΨF qui s’en déduit s’appelle
le complexe des cycles évanescents (de f relatif à F) et se note RΦF. Dans le cas des
schémas (munis de la topologie étale), ces foncteurs, qui généralisent les foncteurs
RΨ et RΦ de Grothendieck ([SGA7 I, XIII )], sont étudiés dans [Laumon, 1983] et
[Orgogozo, 2006].
Considérons le morphisme de changement de base
(4.e) p1∗ → Ψ∗
déduit de l’identité p1Ψ = IdX, en d’autres termes, le morphisme déduit, par
application de p1∗, de la flèche d’adjonction Id → Ψ∗Ψ∗, compte tenu de ce que
p1∗Ψ∗ = Id. Le résultat suivant est donné sans démonstration dans [Laumon, 1983] :
PROPOSITION 4.4. Le morphisme 4.e est un isomorphisme.
On va définir un morphisme
(4.a) Ψ∗ → p1∗,
dont on montrera qu’il est inverse de 4.e. Pour cela, on définit un morphisme
(4.b) Id→ Ψ∗p1∗
de la façon suivante. Pour un faisceau F sur X
←×SS et un objet Z = (U→ V ←W)
du site C de 1.1, la flèche F(Z)→ (Ψ∗p1∗F)(Z) est la composée
(4.c) F(Z)→ F(U×f∗V f∗W →W ←W)→ F(U×f∗V f∗W → eS ← eS),
où W → W est l’identité, la première flèche est la restriction et la seconde, l’in-
verse de l’isomorphisme relatif au recouvrement de type (c)
(U×f∗V f∗W →W ←W)→ (U×f∗V f∗W → eS ← eS).
Le morphisme 4.a est adjoint de 4.b. Notons u (resp. v) le morphisme 4.e (resp.
4.a). On va montrer que u et v sont inverses l’un de l’autre. L’argument qui suit
est dû à Orgogozo. Il s’agit de montrer que, pour tout faisceau F sur X
←×SS et
tout faisceau G sur X, les applications α(F, G) = Hom(u(F), G) : Hom(Ψ∗F, G) →
Hom(p1∗F, G) et β(F, G) = Hom(v(F), G) : Hom(p1∗F, G) → Hom(Ψ∗F, G) sont
inverses l’une de l’autre.
L’application
α(F, G) : Hom(Ψ∗F, G) = Hom(F, Ψ∗G)→ Hom(p1∗F, G)
envoie a : F → Ψ∗G sur p1∗a : p1∗F → p1∗Ψ∗G = G. L’application a est la donnée
d’une famille compatible d’applications a(U→V←W) : F(U → V ← W) → G(U ×V
W), pour (U → V ← W) parcourant les objets de C, “compatible" voulant dire
compatible aux flèches de restriction. L’application α(a) est la famille a(U→eS←eS) :
F(U→ eS ← eS)→ G(U), U parcourant les objets de X.
L’application
β(F, G) : Hom(p1∗F, G)→ Hom(Ψ∗F, G) = Hom(F, Ψ∗G)
envoie b : p1∗F → G sur le composé F → Ψ∗p1∗F → Ψ∗G, où la première flèche
est 4.b et et la seconde Ψ∗b. L’application β(b) est la famille β(b)(U→V←W) : F(U→
V ←W)→ G(U×V W) est la composée de 4.c et de
(Ψ∗b)(U×VW → eS ← eS) : F(U×VW → eS ← eS) = (p1∗F)(U×VW)→ G(U×VW).
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Pour chaque a : F→ Ψ∗G, on a un diagramme commutatif
F(U→ V ←W)

a(U→V←W) // G(U×V W)
F(U×V W →W ←W) // F(U×V W → eS ← eS)
a(U×VW→eS←eS)
OO
,
où la flèche horizontale inférieure est l’isomorphisme figurant dans 4.c. Dans ce
diagramme, le composé des flèches autres que la flèche horizontale supérieure est
βα(a)(U→V←W), donc βα = Id. La vérification de αβ = Id est triviale également.
REMARQUE 4.5. Lorsque les topos X et S sont localement cohérents, donc en
particulier dans le cas des schémas, on peut prouver 4.4 plus simplement, en
se ramenant au cas local. Comme X a assez de points, il suffit de montrer que,
pour tout point x : pt → X, et tout faisceau F sur X←×SS, la fibre en x de 4.e, est
un isomorphisme. Quitte à remplacer X par son localisé en x (cf. 1.a), on peut
supposer X local de centre x. Soit s : pt→ S l’image de x par f. Soit F un faisceau
sur T = X
←×SS. On doit montrer que
(p1∗F)x = Γ(T, F)→ (Ψ∗F)x = F(x,s)
est un isomorphisme. Soient S(s) le localisé de S en s et T(s) = T
←×S(s)S(s). D’après
les résultats de passage à limite invoqués dans 2.7, on a
Γ(T(s), F) = colimΓ(TU, F),
où U parcourt les voisinages cohérents de s et TU = X
←×S/US/U. D’après 1.11, les
flèches de restriction Γ(T, F) → Γ(TU, F) sont des isomorphismes. On peut donc
supposer S local de centre s. D’après 2.3.2, T est alors local, de centre (x, s), et
Γ(T, F) = F(x,s) = (Ψ
∗F)x.
4.6. Soit g : Y → S un morphisme de topos. Les faisceaux sur le topos co-
évanescent T = S
←×SY (4.b ont une description simple, due à Deligne [Deligne, 1995].
Pour un faisceau F sur T , la flèche de restriction F(U → V ← W) → F(U → U →
U ×V W) est un isomorphisme. Cela suggère de considérer le site C0 suivant. La
catégorie C0 est celle des flèches (V ← W) au-dessus de f : Y ← S, i. e. des
flèches W → g∗V de Y. On munit C0 de la topologie définie par la prétopologie
engendrée par les familles couvrantes des types (a) et (b) ci-après :
(a) (V ←Wi)i∈I → (V ←W), où la famille (Wi →W)i∈I est couvrante,
(b) (Vi ← Wi)i∈I → (V ← W), où la famille (Vi → V)i∈I est couvrante, et
Wi = Vi ×V W.
On montre ([Abbes & Gros, 2011b, 4.10]) que C0 est un site de définition de
T . Un objet F de S
←×SY, décrit comme un faisceau sur C0, s’interprète comme la
donnée d’une famille de faisceaux FV : W 7→ F(V ← W) sur g∗V et de flèches de
restriction FV → jV ′V∗FV ′ pour V ′ → V , définissant jV ′V : g∗V ′ → g∗V , satisfaisant
la condition de descente que, pour une famille couvrante (Vi → V)i∈I, la suite
FV →∏
i
jViV∗FVi ⇒
∏
ii ′
jVii ′V∗FVii ′
4. TOPOS ÉVANESCENTS ET CO-ÉVANESCENTS 187
soit exacte, où Vii ′ = Vi ×V Vi ′ . D’après 1.4, les morphismes g : Y → S et IdY
définissent un morphisme
(4.a) Ψ : Y → S←×SY
tel que
(4.b) p1Ψ = g, p2Ψ = IdY, τΨ = Idg,
où τ : gp2 → p1 est la 1-flèche structurale de S←×SY :
(4.c) Y
Ψ
g
}}④④
④④
④④
④④
④④ IdY
!!❈
❈❈
❈❈
❈❈
❈❈
❈
S
IdS !!❈
❈❈
❈❈
❈❈
❈❈
❈ S
←×SYp1oo p2 // Y
g
}}④④
④④
④④
④④
④④
S
.
Le foncteur Ψ∗, qu’on pourrait appeler foncteur cycles co-proches, se comporte de
manière très différente du foncteur cycles proches de 4.a. En effet, de l’identité
p2Ψ = IdY on déduit, par adjonction, un morphisme canonique
(4.d) p∗2 → Ψ∗,
analogue de 4.d, et l’on a :
PROPOSITION 4.7. Le morphisme 4.d est un isomorphisme.
En particulier, le foncteur Ψ∗ est exact. Ici, c’est la flèche de changement de base,
déduite de l’identité p2Ψ = IdY ,
(4.a) p2∗ → Ψ∗,
analogue de 4.e, qui n’est pas, en général, un isomorphisme. On peut donner de
4.7 une démonstration analogue à celle de 4.4. Il est plus simple de déduire ce
résultat des descriptions explicites suivantes des foncteurs p∗1, p
∗
2, Ψ et du mor-
phisme τ. Ces descriptions sont dues à Deligne [Deligne, 1995].
4.8. (a) Description de p∗1. On a p
∗
1V = (V ← g∗V) (l’objet (V → eS ← eY) de
C correspondant à l’objet (V ← g∗V) de C0). Si F est un faisceau sur S, p∗1F est le
faisceau associé au préfaisceau dont la valeur en (V ←W) est la limite inductive
des F(V ′) suivant la catégorie des flèches (V ←W)→ p∗1V ′. Cette catégorie ayant
(V ←W)→ (V ← g∗V) pour objet initial, cette limite est égale à F(V). En d’autres
termes, p∗1F est le faisceau associé au préfaisceau dont la valeur en (V ← W) est
F(V). Dans la description donnée plus haut d’un faisceau sur S
←×SY en termes
d’une famille de faisceaux sur les g∗V , p∗1F est la famille des faisceaux constants
GV sur g∗V de valeur F(V).
(b) Description de p∗2. On a p
∗
2W = (eS ← W). Si F est un faisceau sur Y, p∗2F
est le faisceau associé au préfaisceau dont la valeur en (V ← W) est la limite
inductive des F(W ′) suivant la catégorie des flèches (V ← W) → p∗2W ′. Cette
catégorie ayant (V ← W) → (eS ← W) pour objet initial, cette limite est égale à
F(W). En d’autres termes, p∗2F est la famille des faisceaux HV sur g
∗V , où HV est
le faisceauW 7→ F(W).
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(c) Description de τ. Si F est un faisceau sur S, le morphisme τ : p∗1F → (gp2)∗F
est déduit du morphisme de préfaisceaux qui, pour (V ← W) dans C0, envoie
F(V) dans (gp2)∗F(V ← W) = (g∗F)(W) par le morphisme composé F(V) →
(g∗F)(g∗V) → (g∗F)(W). On le voit à l’aide de (a) et (b), en explicitant le mor-
phisme (fp1)∗ → (gp2)∗ adjoint du morphisme τ décrit en 1.3.
(d) Description de Ψ∗. Si F est un faisceau sur Y, et (U → V ← W) un objet de
C, on a (Ψ∗F)(U→ V ←W) = F(U×VW. Dans la description de S←×SY à l’aide du
site C0, on a donc
(Ψ∗F)(V ←W) = F(W).
Compte tenu de (b), on a donc
Ψ∗F = p
∗
2F
Cette identification est celle donnée par 4.d, ce qui prouve 4.7.
Notons encore que les points de T = S
←×SY sont les flèches s ← y, où s (resp.
y) est un point de S (resp. Y), et que, pour un faisceau F sur Y, si (s ← y) est un
point de T , on a
(p∗2F)(s←y) = Fy = (Ψ∗F)(s←y).
REMARQUE 4.9. Comme l’observe Gabber, l’isomorphisme 4.d implique le
théorème de changement de base 2.4 pour X = S, f = IdS sans hypothèse de
cohérence sur S, Y, et g.
EXPOSÉ XII
Descente cohomologique orientée
Fabrice Orgogozo
1. Acyclicité orientée des morphismes propres
1.1. L’objet de cette section est de démontrer le théorème 1.2.1 ci-dessous, qui
généralise l’invariance par éclatement admissible du voisinage tubulaire défini à
l’aide du produit fibré orienté (cf. XI-1.7 et XI-2.8). Avant d’énoncer le théorème,
fixons quelques notations. On considère un schéma S cohérent, g : Y → S, π :
S′ → S, et a : X → S′ des morphismes de schémas avec π propre et a cohérent. À
ces données sont associés :
• le morphisme composé b = π ◦ a ;
• le morphisme g′ : Y′ → S′ déduit de g par le changement de base π, où
Y′ = Y ×S S′, et le morphisme de projection ρ : Y′ → Y ;
• les topos T = Y←×SX et T ′ = Y ′
←×S ′X tels que définis en loc. cit. par pro-
duits orientés des topos étales associés aux schémas considérés, ainsi
enfin que le morphisme ←−ρ : T ′ → T déduit par fonctorialité des mor-
phismes ρ et π (XI-1.9).
Y
g

Y ′
g ′

ρoo T ′ = Y ′
←×S ′X
←−ρ

S S ′
π
oo X
a
oo
b
gg T = Y
←×SX
1.2. Énoncés.
THÉORÈME 1.2.1. Sous les hypothèses du 1.1, le morphisme←−ρ est acyclique pour les
faisceaux de torsion : pour tout entier n ≥ 1 et tout objetK deD+(T,Z/n), le morphisme
d’adjonction K → R←−ρ ∗←−ρ ∗K est un isomorphisme.
THÉORÈME 1.2.2. Sous les hypothèses du 1.1, le morphisme←−ρ est 1-acyclique pour
tout champ ind-fini C sur T , le 2-morphisme d’adjonction C → ←−ρ ∗←−ρ ∗C est une équi-
valence de catégories.
1.3. Démonstrations.
1.3.1. Réductions. Soit K comme dans l’énoncé 1.2.1. Notons K ′ son image
inverse←−ρ ∗K sur T ′. Le topos T est cohérent, cf. XI-2.5. Il a donc assez de points
([SGA4 VI 9.0]) et ceux-ci sont comme décrits en XI-1.8, c’est-à-dire associés
à une paire de points (géométriques) (y, x) de Y et X et à une spécialisation
b(x)  g(y). En calculant la fibre du morphisme K → R←−ρ ∗←−ρ ∗K en un tel
point, on vérifie comme en XI-2.4 que l’on peut supposer Y, X, S et g locaux (pour
la topologie étale), de sorte que le topos T l’est également (cf. XI-2.1, XI-2.3.2).
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Sous ces hypothèses supplémentaires, il nous faut montrer que le morphisme
d’adjonction (image inverse)
α : RΓ(T,K )→ RΓ(T ′,K ′)
est isomorphisme. Considérons les projections p ′1, p1, p2 et p
′
2 telles que ci-dessous :
Y ′
ρ

T ′ = Y ′
←×S ′X
p ′1oo
←−ρ

p ′2
$$■
■■
■■
■■
■■
■■
■
Y T = Y
←×SXp1oo p2 // X
de sorte qu’on a en particulier l’égalité tautologique RΓ(T ′,K ′) = RΓ(Y ′,Rp ′1∗K
′).
1.3.2. Cas où le complexe K provient du schéma X. Supposons qu’il existe un
complexe G ∈ D+(X,Z/n) tel que
K = p∗2G .
Par commutativité du triangle de droite ci-dessus, on a égalementK ′ = p ′2
∗G . Le
but RΓ(Y ′, Rp ′1∗K
′) dumorphisme d’adjonction α est donc le complexe RΓ(Y ′,Rp ′1∗p
′
2
∗G ),
lui-même isomorphe, d’après XI-2.4 à RΓ(Y ′, g ′∗Ra∗G ). Par propreté de a et le
théorème de changement de base propre, le morphisme d’adjonction
RΓ(Y, g∗Rπ∗Ra∗G )→ RΓ(Y,Rρ∗g ′∗Ra∗G ) = RΓ(Y ′, g ′∗Ra∗G )
est un isomorphisme. Les schémas Y et S étant locaux pour la topologie étale et g
étant un morphisme local, on a successivement RΓ(Y, g∗Rπ∗Ra∗G ) = RΓ(S,Rb∗G )
et RΓ(S,Rb∗G ) = Gx, où x est le point de X évident. Enfin, le topos T et le mor-
phisme p2 étant locaux également, on a Gx = RΓ(T,K ) = Kt. Nous avons exprimé
la flèche α comme composée de morphismes d’adjonction qui sont des isomor-
phismes. CQFD.
1.3.3. Cas général. On ne suppose dorénavant plus que K se descend à X.
Considérons cependant le complexe G = σ∗K , où σ est la section dumorphisme p2
définie en XI-2.2. (SiK se descend, on retrouve le complexe G ci-dessus.) D’après
XI-2.3, le morphisme d’adjonction Rp2∗K → σ∗K est un isomorphisme, de sorte
que la source Kt = RΓ(T,K ) = RΓ(X,Rp2∗K ) du morphisme d’adjonction α est
isomorphe à RΓ(X,G ) = Gx =
←−
G t où l’on pose
←−
G = p2∗G . En d’autre termes, la
coünité
←−
G → K de l’adjonction induit un isomorphisme sur les sections globales
du topos local T = Y
←×SX. D’après ce qui précède (cas où K se descend), le mor-
phisme d’adjonction RΓ(T,
←−
G )→ RΓ(T ′,←−G ′) est un isomorphisme, où←−G ′ désigne
le tiré en arrière par p ′1 de
←−
G sur le topos T ′. Il serait donc suffisant de montrer
que le morphisme c : Rp ′1∗
←−
G ′ → Rp ′1∗K ′ est un isomorphisme car en appliquant
le foncteur RΓ(Y ′,—) on obtient le morphisme RΓ(T ′,
←−
G ′) → RΓ(T ′,←−K ′) déduit
de la coünité. Par propreté de π donc de Y′ sur Y, il suffit même de montrer que
la restriction de c à la fibre spéciale Y′y est un isomorphisme. C’est ce que nous
allons vérifier. (On utilise ici le théorème de changement de base propre pour
les faisceaux de torsion.) Soient donc y ′ un point (« géométrique ») de Y ′y, s
′ son
image dans S ′ et calculons la fibre en y ′ du morphisme c. Notons Y′′ et S′′ les lo-
calisés Y ′(y ′) et S
′
(s ′) ainsi que X
′′ le produit fibré X×S′ S′′. La fibre en y′ d’une image
directe par p′1 s’identifie à la cohomologie du topos T
′′ = Y′′
←×S′′X′′ (à valeurs dans
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le tiré en arrière). Si σ′′ désigne la section canonique (XI-2.2) de la seconde projec-
tion p′′2 : T
′′ → X′′, on a un isomorphisme canonique (XI-2.3)
RΓ(T ′′,−) = RΓ(X′′, σ′′∗−).
Il en résulte qu’il suffit de montrer que la coünité
←−
G ′′ → K ′′ devient un iso-
morphisme après application du foncteur σ′′, où l’on note K ′′ et
←−
G ′′ les tirés en
arrière sur T ′′. Ceci résulte immédiatement de la transitivité des images inverses
et de l’égalité σp2pσ′′ = pσ′′ où p désigne le morphisme T ′′ → T . Cette égalité
résulte à son tour du fait que le morphisme Y′′ → Y est local.
1.3.4. Cas non abélien. La démonstration est identique. Pour le théorème de
changement de base propre non abélien, on fait appel à [Giraud, 1971, VII.2.2.2].
Signalons que, comme signalé en XI-2.8 (3) nous n’avons pas connaissance d’une
référence publiée permettant de justifier le passage à la limite nécessaire au calcul
des fibres.
2. Descente cohomologique orientée
2.1. Topologie orientée des altérations.
2.1.1. Soient S un schéma nœthérien et B la catégorie des diagrammes de
schémas nœthériens X f→ S g← Y et des morphismes rendant les carrés commu-
tatifs. Considérons le pseudo-foncteur de B vers la 2-catégorie des topos, qui en-
voie l’objet précédent sur le produit fibré orienté Y
←×SX, où l’on note abusivement
Y pour Ye´t, etc. Remarquons que les limites finies (resp. les coproduits) existent
(resp. existent et sont disjoints, universels) dans la catégorie B ; ils se calculent
« terme à terme ». Par exemple, le produit fibré de X1 → S1 ← Y1 et X2 → S2 ← Y2
au-dessus de X→ S← Y est (X1 ×X X2)→ (S1 ×S S2)← (Y1 ×Y Y2).
2.1.2. On considère la topologie orientée des altérations surB engendrée par
les familles ci-dessous :
((i))
(
(X → S ← Yi) → (X → S ← Y))i∈I, où (Yi → Y)i∈I est une famille
alt-couvrante ;
((ii))
(
(Xi → S ← Y) → (X → S ← Y))i∈I, où (Xi → X)i∈I est une famille
alt-couvrante ;
((iii))
(
(X ×S Si → Si ← Y ×S Si) → (X → S ← Y))i∈I, où (Si → S)i∈I est une
famille alt-couvrante ;
((iv))
(
(X → S ′ ← Y ×S S ′) → (X → S ← Y)), où S ′ → S est un morphisme
propre ;
((v))
(
(X ×S S ′ → S ′ ← Y) → (X → S ← Y)), où S ′ → S est un morphisme
étale.
Remarquons que les propriétés des familles de morphismes (i-v) sont stables
par changement de base dans la catégorie B.
2.2. Énoncés.
THÉORÈME 2.2.1. Soit (X• → S• ← Y•) → (X → S ← Y) un hyperrecouvrement
pour la topologie orientée des altérations, c’est-à-dire un objet simplicial de B au-dessus
de (X→ S← Y) tel que pour tout entier i ≥ 0, le morphisme canonique (Xi+1 → Si+1 ←
Yi+1) → (cosqi(X• → S• ← Y•))i+1 de la catégorie B soit couvrant pour la topologie
orientée des altérations. Sous cette hypothèse, et si l’on note←−ε : T• = Y•←×S•X• → T =
Y
←×SX le morphisme d’augmentation, on a les résultats de descente suivants :
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((i)) pour tout complexe de torsion borné inférieurement K sur Y
←×SX, le mor-
phisme d’adjonction K → R←−ε ∗←−ε ∗K est un isomorphisme.
((ii)) pour tout champC ind-fini sur Y
←×SX, le morphisme d’adjonctionC →←−ε ∗←−ε ∗C
est une équivalence.
2.2.2. En d’autres termes, le morphisme ←−ε est de descente cohomologique
pour les faisceaux de torsion et les champs ind-finis. Pour le sens à donner à
l’énoncé (ii), on renvoie à [Giraud, 1971] (spécialement chap. VII, §2.2) et [Orgogozo, 2003],
§2.
2.2.3. La principale application que nous ferons du théorème précédent est
la formule de changement de base suivante.
THÉORÈME 2.2.4. Soient X f→ S g← Y un diagramme de schémas nœthériens et
ε : S• → S un hyperrecouvrement pour la topologie des altérations. Notons f• : X• =
X ×S S• → S• et g• : Y• = X ×S S• → S• (resp. εY : Y• = Y ×S S• → Y) les
hyperrecouvrements pour la topologie des altérations (resp. pour la topologie orientée des
altérations) qui s’en déduisent.
((i)) Pour tout complexe de torsion borné inférieurement K sur X, le morphisme
g∗Rf∗K → RεY∗(g•∗Rf•∗K|X•)
est un isomorphisme.
((ii)) Pour tout champ ind-fini C sur X, le morphisme
g∗f∗C → εY∗(g•∗f•∗C|X•)
est un isomorphisme.
2.3. Démonstration du théorème 2.2.1. Nous commençons par démontrer
le (i). Pour la variante non abélienne (ii), cf. 2.3.8.
2.3.1. Réductions. D’après la théorie générale de la descente— cf. p. ex. [Deligne, 1974,
5.3.5] —, il suffit de démontrer le théorème pour les hyperrecouvrements corres-
pondant à un 0-cosquelette associé à une des familles de morphismes du type (i)
à (v) (2.1.2). De plus, et pour la même raison, on peut se contenter du cas par-
ticulier où les familles alt-couvrantes apparaissant dans la description de recou-
vrement sont, soit un recouvrement ouvert de Zariski, soit un morphisme propre
et surjectif. Il suffit donc de démontrer les cinq propositions suivantes, où l’on
fixe un objet (X f→ S g← Y) de B. Rappelons que f est automatiquement co-
hérent. Dans les paragraphes ci-dessous, on reprend les notations de l’énoncé.
En particulier, on note T le topos Y
←×SX, on fixe un entier n ≥ 1, un complexe
K ∈ Ob D+(T,Z/n) et on note←−ε le morphisme du topos simplicial T• vers T . On
veut montrer que la flèche d’adjonction
α : K → R←−ε ∗←−ε ∗K = R←−ε ∗K•
est un isomorphisme.
2.3.2. Famille de type (i) : (X → S ← Y′) → (X → S ← Y). Soit Y ′ → Y un
morphisme couvrant pour la topologie de Zariski ou bien propre et surjectif, et
Y• = cosqY0(Y
′) son cosquelette. Par passage aux fibres, on peut supposer les sché-
mas X, Y et S ainsi que morphisme g : Y → S locaux. Comme on l’a déjà dit, le
topos T est alors un topos local. Si Y ′ → Y est Zariski couvrant, il possède alors
une section. Il en est donc de même dumorphisme T ′ = Y′
←×SX→ T , auquel cas le
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résultat est connu (cf. [SGA4 V bis 3.3.1]). Supposons donc le morphisme Y ′ → Y
propre et surjectif. La flèche α s’identifie au morphisme
Kt = RΓ(T,K )→ RΓ(T•,K•) = RΓ(Y•,Rp1•∗K•).
Reprenons les notations de 1.3.1. Par descente cohomologique classique, l’adjonc-
tion Kt = RΓ(Y,Rp1∗K ) → RΓ(Y•, (Rp1∗K )•)) est un isomorphisme. Par pro-
preté de ρ : Y′ → Y, il nous suffit de montrer que la restriction au-dessus de y de
l’adjonction
β : (Rp1∗K )• → Rp1•∗K•
est un isomorphisme. En effet, le théorème de changement de base propre nous
dit que la source et le but de α se calculent par restriction aux fibres spéciales.
Que βy soit un isomorphisme résulte immédiatement du lemme ci-dessous (i),
appliqué aux schémas Z = Yi.
LEMME 2.3.3. Soient X→ S, Y → S et Z→ S des morphismes cohérents.
((i)) Soit γ : Z → Y un morphisme cohérent. Notons ←−γ : Z←×SX → Y←×SX le
morphisme induit. Le morphisme d’adjonction
γ∗
(
RpY1 ∗K
)→ RpZ1 ∗←−γ ∗K
est un isomorphisme en tout point de Zy.
((ii)) Soit δ : Z → X un morphisme cohérent. Notons ←−δ : Y←×SZ → Y←×SX le
morphisme induit. Le morphisme d’adjonction
δ∗
(
RpX2 ∗K
)→ RpZ2 ∗←−δ ∗K
est un isomorphisme en tout point de Z.
Démonstration. (i) Si γ est unmorphisme local de schéma locaux, lemorphisme←−γ
est un morphisme local de topos locaux. La conclusion en résulte par passage aux
fibres en observant que Z(z) → Y est local si z est un point (géométrique) localisé
sur Zy. (ii) Même argument : pour tout point (géométrique) z de Z, d’image x
par δ, le morphisme Y
←×SZ(z) → Y←×SX(x) est un morphisme local de topos lo-
caux. 
2.3.4. Famille de type (ii) : (X′ → S← Y)→ (X→ S← Y). Quitte à remplacer p1
par p2 et utiliser le (ii) du lemme ci-dessus, la même démonstration s’applique.
Notons le théorème de changement de base propre n’apparaît pas directement
ici mais est néanmoins utilisé dans la démonstration du théorème de descente
classique pour X• → X.
2.3.5. Famille de type (iii) : (X′ = X×S S′ → S′ ← Y′ = Y ×S S′)→ (X→ S← Y).
Notons S• = cosqS0(S
′) le cosquelette du morphisme S′ → S et X•, Y• les schémas
simpliciaux qui s’en déduisent. Par localisation, on se ramène au cas où S est
local de sorte que le cas de la topologie de Zariski est un corollaire de l’existence
d’une section au morphisme S ′ → S. Supposons donc S ′ → S propre et surjectif
et factorisons←−ε en
Y•
←×S•X• ϕ→ Y←×SX• π→ Y←×SX.
On a vu en 2.3.4 que le morphisme K → Rπ∗π∗K est un isomorphisme. D’autre
part, il résulte du théorème 1.2.1 et du fait que les images directes se calculent cran
par cran que pour tout complexe G• ∈ D+(Y
←×SX•,Z/n) sur Y
←×SX• —par exemple
π∗K — le morphisme d’adjonction G• → Rϕ∗ϕ∗G• est un isomorphisme. Le ré-
sultat en découle.
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2.3.6. Famille de type (iv) : (X → S ′ ← Y′ = Y ×S S ′) → (X → S ← Y). On
suppose ici que le morphisme X → S se factorise à travers un morphisme propre
S′ → S, et on définit S• et Y• comme ci-dessus. Remarquons que pour chaque
entier i ≥ 0, le topos Yi
←×SiX est le topos associé au produit fibré itéré dans la
catégorie B du morphisme (X → S ′ ← Y′) → (X → S ← Y). Factorisons le
morphisme←−ε : Y•←×S•X→ Y←×SX en
Y•
←×S•X ϕ→ (Y←×SX)const π→ Y←×SX,
où (Y
←×SX)const est le topos simplicial constant. Il résulte du théorème 1.2.1 appli-
qué pour chaque i aux morphismes a : X
diag→ Si et b : Si → S que l’adjonction
Id→ Rϕ∗ϕ∗ est un isomorphisme. On s’est donc ramené au cas trivial où S ′ = S.
2.3.7. Famille de type (v) : (X′ = X ×S S ′ → S ′ ← Y) → (X → S ← Y). On
suppose ici que le morphisme Y → S se factorise à travers un morphisme étale
S′ → S. Notons à nouveau S• le 0-cosquelette de ce morphisme et X• = X ×S S•
le schéma simplicial qui s’en déduit. Comme ci-dessus, notons que pour chaque
entier i ≥ 0 le topos Y←×SiXi est le topos associé au produit fibré itéré dans la
catégorie B du morphisme (X′ → S ′ ← Y)→ (X→ S← Y). Pour montrer que la
flèche d’adjonction α : K → R←−ε ∗←−ε ∗K est un isomorphisme, on peut supposer
— par passage aux fibres — que le schéma S est strictement hensélien de sorte
que le morphisme S ′ → S, et par conséquent (X×S S ′ → S ′ ← Y)→ (X→ S← Y),
aient une section. Le résultat est alors évident.
2.3.8. Variante non abélienne. Modulo la difficulté signalée ci-dessus (1.3.4), il
suffit de remplacer les références [Deligne, 1974, 5.3.5] et [SGA4 V bis 3.3.1] par
[Orgogozo, 2003, 2.5,2.8].
2.4. Démonstration du théorème 2.2.4.
2.4.1. Cas des complexes. Soit K un complexe sur X comme dans l’énoncé, et
notons
←−
K son image inverse par la seconde projection p2 : Y
←×SX → X. Il résulte
du théorème 2.2.1 (i) que l’adjonction α : K → R←−ε ∗←−ε ∗K est un isomorphisme.
(On rappelle que←−ε désigne le morphisme d’augmentation Y•←×S•X• → Y←×SX.)
D’autre part, on a la chaîne d’isomorphismes :
g∗Rf∗K
∼→ Rp1∗←−K
Rp1∗α : Rp1∗
←−
K
∼→ Rp1∗R←−ε ∗←−ε ∗←−K
Rp1∗R
←−ε ∗←−ε ∗←−K = RεY∗Rp1•∗←−K •, où←−K • =←−ε ∗←−K
RεY∗Rp1•∗
←−
K •
∼← RεY∗g∗•Rf•∗←−K •
Les premier et dernier isomorphismes résultent de XI-2.4 et le troisième de la
fonctorialité des images directes.
2.4.2. Cas des champs. Même démonstration.
EXPOSÉ XIII
Le théorème de finitude
Fabrice Orgogozo
1. Introduction
1.1. L’objet de cet exposé est de démontrer le théorème suivant (0-1).
THÉORÈME 1.1.1. Soient X un schéma nœthérien quasi-excellent (I-2.10), f : Y →
X un morphisme de type fini, n ≥ 1 un entier inversible sur X et F un faisceau construc-
tible de Z/n-modules sur Y. Alors :
((i)) Pour tout entier q ≥ 0 le faisceau Rqf∗F est constructible.
((ii)) Il existe un entierN tel que Rqf∗F = 0 pour q ≥ N.
1.1.2. De façon équivalente, le morphisme Rf∗ : D+(Ye´t,Z/n)→ D+(Xe´t,Z/n)
induit un morphisme Dbc(Ye´t,Z/n) → Dbc(Xe´t,Z/n) entre les sous-catégories de
complexes à cohomologie bornée et constructible.
1.2. Remarques.
1.2.1. Organisation de l’exposé. L’énoncé ci-dessus est la conjonction d’un ré-
sultat de constructibilité (i) et d’un résultat d’annulation (ii). Dans le §2, nous pré-
sentons une démonstration de la constructibilité qui ne requiert pas la forme forte
du théorème d’uniformisation mais seulement la forme faible (VII-1.1). Les in-
grédients clefs supplémentaires sont le théorème de pureté absolu, le théorème
de constructibilité générique (dû à P. Deligne) et la descente cohomologie orien-
tée. Au paragraphe 2.3, nous donnons une démonstration de résultat d’annula-
tion pour les schémas de dimension finie, qui complète la démonstration du théo-
rème 1.1.1 pour ces schémas. Le cas général est traité en §3, en s’appuyant sur le
théorème d’uniformisation premier à ℓ (IX-1.1), où ℓ est un nombre premier divi-
sant n. Enfin, nous étendons ce résultat d’abord au cas des coefficients ℓ-adiques,
où ℓ est un nombre premier inversible sur les schémas considérés, puis au cas des
champs (comme coefficients).
1.2.2. Terminologie et notations. Nous dirons d’un complexeK ∈ Ob D+(Ye´t, Λ),
où Λ est un anneau fini, est constructible s’il appartient à Ob Dbc(Ye´t, Λ), c’est-à-
dire si ses faisceaux de cohomologie sont constructibles, nuls en grands degrés.
Lorsque n ≥ 1 est fixé et que cela ne semble pas créer de confusion nous no-
tons Λ l’anneau Z/n. De même, un complexe K sur un schéma X étant donné,
nous noterons souvent encore K ses images inverses sur différents X-schémas.
2. Constructibilité via l’uniformisation locale faible
Dans cette section, on démontre 1.1.1 (i), dont on reprend les notations.
2.1. Réductions. Les réductions suivantes sont classiques : cf. p. ex. [SGA4XVI 4.5].
195
196 XIII. LE THÉORÈME DE FINITUDE
2.1.1. Réduction au cas où le faisceauF est constant. D’après [SGA4 IX 2.14 (ii)],
le faisceau F s’injecte dans une somme finie G =
⊕
i∈I gi∗Ci d’images directes
par des morphismes finis gi de faisceaux en Z/n-modules constants construc-
tibles Ci. On peut supposer F = G . Cela résulte d’une part du fait qu’un sous-
quotient d’un faisceau constructible est constructiblei et d’autre part de la suite
exacte longue de cohomologie associée au triangle
Rf∗F → Rf∗G → Rf∗(G /F ) +1→ .
Enfin, on peut supposer F constant constructible car on peut supposer l’en-
semble I être un singleton et l’égalité Rf∗(g∗C) = R(f ◦ g)∗g, où g est un mor-
phisme fini, nous permet de supposer g = Id. Décomposant n en produit, on
se ramène au cas où F est un faisceau constant Fℓ, le nombre premier ℓ étant
inversible sur X (cf. p. ex. [SGA4 12 [Th. finitude] 2.2 b)]).
2.1.2. Réduction au cas où le morphisme f est une immersion ouverte. Un faisceau
sur le schéma nœthérien donc cohérent X étant constructible si et seulement si
il l’est localement pour la topologie de Zariski ([SGA4 IX 2.4 (i)]), on peut sup-
poser X affine. On utilise ici le fait trivial que la formation des images directes
commute au changement de base par un ouvert de Zariski. On peut également
supposer Y affine ; cela résulte par exemple de l’analogue faisceautique
Ep,q1 = R
qfp ∗ (F|Yp)⇒ Rp+qf∗F
de la suite spectrale de Leray ([Deligne, 1974], 5.2.7.1), où les fp : Yp → X sont
déduits de f et d’un hyperrecouvrement Zariski Y• → Y. Le morphisme f : Y → X
est alors affine donc quasi-projectif, et le théorème de constructibilité étant connu
pour les morphismes propres ([SGA4 XIV 1.1]), on peut supposer que f est
une immersion ouverte dominante. (On pourrait également utiliser le théorème de
compactification de Nagata.) Conformément à l’usage, nous noterons dorénavant
j : U→ X le morphisme f.
2.2. Fin de la démonstration du théorème 1.1.1 (i).
2.2.1. Soit q ≥ 0 un indice pour lequel on souhaite montrer que le faisceau
Rqj∗Fℓ est constructible. On rappelle que j est une immersion ouverte U →֒ X
et ℓ est un nombre premier inversible sur X. Il résulte du critère de constructibi-
lité [SGA4 IX 2.4.(v)] qu’il suffit de démontrer que pour toute immersion fermée
g : Z →֒ X, le faisceau g∗Rqj∗Fℓ est constructible sur un ouvert dense de Z. Le théo-
rème d’uniformisation locale (VII-1.1), joint à la méthode classique de construc-
tion d’hyperrecouvrements ([Deligne, 1974], §6.2), a pour corollaire immédiat le
fait suivant.
THÉORÈME 2.2.2. Il existe un hyperrecouvrement pour la topologie des altérations
ε• : X• → X satisfaisant les conditions suivantes :
((i)) pour chaque i ≤ q+ 1, le schéma Xi est régulier connexe,
((ii)) pour chaque i ≤ q+ 1, l’image inverse Ui de U dans Xi est le complémentaire
du support d’un diviseur strictement à croisements normaux,
iPour le voir, on peut utiliser le fait qu’un faisceau est constructible si et seulement si il est
nœthérien, cf. [SGA4 IX 2.9 (i)].
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2.2.3. Notons Z•, g• et j• le schéma et les morphismes simpliciaux qui se
déduisent de Z, g et j respectivement par le changement de base X• → X. Il ré-
sulte du théorème de pureté absolue (XVI-3.1.1) que le complexe g∗•Rj•∗Λ sur
Y• est à cohomologie constructible en degré ≤ q + 1. Par ailleurs, il résulte du
théorème de constructibilité générique [SGA4 12 [Th. finitude] 1.9 (i)] — appliqué
aux morphismes εp : Zp → Z et aux complexes g∗pRjp∗Fℓ — et de la suite spec-
trale rappelée ci-dessus qu’il existe un ouvert dense de Z au-dessus duquel le
tronqué en degrés inférieurs ou égaux à q de l’image directe RεZ•∗
(
g∗•Rj•∗Fℓ
)
est
constructible. D’après XII-2.2.4 (i) cette image directe est isomorphe à g∗Rj∗Fℓ. Le
faisceau g∗Rj∗Fℓ est donc constructible sur un ouvert dense de Z. CQFD.
2.3. Compléments.
THÉORÈME 2.3.1. Soient S un schéma nœthérien, f : X→ Y un morphisme de type
fini entre S-schémas de type fini et n un entier inversible sur S. Supposons l’une des deux
conditions suivantes satisfaite :
((i)) le schéma S est de dimension 1 ;
((ii)) le schéma S est local de dimension 2.
Alors, pour faisceau de Z/n-modules constructible F sur X les faisceaux image di-
recte Rqf∗F sont constructibles et nuls pour q≫ 0.
REMARQUE 2.3.2. On verra en XIX-2.2 qu’il existe un contre-exemple à la
constructibilité lorsque S est nœthérien de dimension 2 (non local). Ceci résulte
de l’existence d’une surface régulière et d’un diviseur possédant une infinité de
points doubles. Il serait intéressant de construire un contre-exemple à l’énoncé de
constructibilité précédent lorsque S est local (nœthérien) de dimension 3, ou bien
de montrer qu’il n’en existe pas.
Esquisse de démonstration. (i) D’après le théorème de constructibilité générique
([SGA4 12 [Th. finitude] 1.9 (i)]), il existe un ouvert dense de S au-dessus du-
quel le résultat est acquis. On peut donc supposer le schéma S local. Il est éga-
lement loisible de le supposer strictement hensélien. Par restriction à ses compo-
santes irréductibles, on peut finalement supposer S local intègre (de dimension 1).
Soit S′ → S le morphisme de normalisation. C’est un homéomorphisme universel
de sorte que l’on peut remplacer S par S′. Or, ce dernier schéma est nœthérien
régulier, de dimension 1. La conclusion résulte alors du théorème de construc-
tibilité [SGA4 12 [Th. finitude] 1.1] et du théorème de finitude de la dimension
cohomologique [SGA4 X 3.2, 4.4]. (Voir aussi [Illusie, 2003, 2.4] et XVIII-1.1.)
(ii) Soit s le point fermé de S. Le schéma S− {s} étant de dimension 1 le résultat
est acquis au-dessus ce cet ouvert. Soit F un Z/n-Module constructible sur X et
considérons un triangle distingué
K → F → Rj∗j∗F ,
où j est l’immersion ouverte X − Xs →֒ X. Notons que K est à support dans Xs
et constructible si Rj∗j∗F . Appliquant le foncteur Rf∗ au triangle précédent et
utilisant la finitude surX−Xs (resp. Xs), on est ramené àmontrer la constructibilité
des images directes par les immersions ouvertes X − Xs →֒ X et Y − Ys →֒ Y. On
utilise alors le morphisme de complétion Ŝ → S et le théorème de comparaison
de Gabber-Fujiwara ([Fujiwara, 1995, 6.6.4]) pour se ramener au cas où le schéma
local S est complet, donc excellent. 
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2.3.3. Reprenons les notations du théorème 1.1.1 et supposons le schéma X
de dimension finie. Le (i) de loc. cit. joint au théorème de Lefschetz affine XV-
1.1.2ii entraînent le complément suivant, qui sera amélioré dans la section sui-
vante.
PROPOSITION 2.3.4. Soit X un schéma nœthérien quasi-excellent de dimension
finie. Soit f : Y → X un morphisme de type fini. Pour tout entier n ≥ 1 inversible sur X,
le foncteur Rf∗ : D+(Ye´t,Z/n) → D+(Xe´t,Z/n) est de dimension cohomologie finie. En
particulier, il induit un foncteur de D+(Ye´t,Z/n) dans D+(Xe´t,Z/n).
Démonstration. Supposons X de dimension finie d. On peut supposer X affine.
Quitte à considérer un hyperrecouvrement Zariski de Y par des schémas affines,
on peut également supposer ce schéma affine. Soit maintenant N un majorant
de la dimension des fibres de f. La dimension cohomologique du foncteur image
directe par f est au plus d+N. En effet, si x est un point géométrique de X, etF un
Z/n-faisceau constructible sur Y, on a (Rf∗F )x = RΓ(Y ×X X(x),F ). Les schémas
X′ = X(x) et Y′ = Y ×X X(x) admettent respectivement les fonctions de dimension
δX′ : x
′ 7→ dim({x′}) et la fonction induite δY′ définie en XIV-2.5.2. Notons que δX′
est bornée par d et δY′ par d +N. Il résulte donc du théorème de Lefschetz affine
(sous la forme XV-1.2.4) que Hq(Y′,F ) = 0 pour q > d+N. 
REMARQUE 2.3.5. On verra en XVIII-1.1 que l’on a un résultat d’annulation
sous la seule hypothèse que X est nœthérien de dimension finie : si X est un
schéma nœthérien strictement local hensélien de dimension d > 0 et n est in-
versible sur X, alors tout ouvert de X est de n-dimension cohomologique au plus
2d− 1.
2.3.6. Constructibilité des images directes dans le cas non abélien. Quitte à rempla-
cer la réduction 2.1.1 par [SGA1 XIII §3, (4)], l’usage de [SGA4 XIV 1.1] en 2.1.2
par [SGA1 XIII 6.2], le théorème de pureté absolu par [SGA1 XIII 2.4], le théo-
rème de finitude [SGA4 12 [Th. finitude] 1.9 (i)] par [Orgogozo, 2003, 2.2] et enfin
XII-2.2.4 (i) parXII-2.2.4 (ii), on obtient essentiellement par la mêmeméthode une
démonstration du théorème suivant.
THÉORÈME 2.4 (XXI-1.2). Soient X un schéma nœthérien quasi-excellent, f : Y →
X unmorphisme de type fini, et L l’ensemble des nombres premiers inversibles sur X. Pour
tout champ en groupoïdes constructible ind-L-fini sur Ye´t le champ f∗C est constructible.
3. Constructibilité et annulation via l’uniformisation locale première à ℓ
Dans cette section, on démontre le théorème 1.1.1. Constructibilité (i) et annu-
lation (ii) sont établis simultanément.
3.1. Réduction au cas d’une immersion ouverte et de la finitude hors d’un
lieu de codimension donnée.
3.1.1. Comme en 1.2.2, posons Λ = Z/n, où n est l’entier inversible sur X de
l’énoncé. Pour chaque entier c ≥ 0, considérons la propriété (Pc) suivante :
Pour tout schéma quasi-excellent nœthérien X, toute immersion ou-
verte dominante j : U →֒ X et tout complexe K ∈ Ob Dbc(Ue´t, Λ),
il existe un fermé T →֒ X de codimension strictement supérieure à c
tel que (Rj∗K )|X−T appartienne à Ob Dbc((X− T)e´t, Λ).
iiLe lecteur constatera que cette référence à un exposé ultérieur ne génère pas de cercle vicieux.
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3.1.2. La conjonction des énoncés (Pc) pour chaque c ≥ 0, entraîne le théo-
rème. Soit en effet une paire (f,F ) comme dans l’énoncé du théorème. D’après le
théorème de compactification de Nagata, il existe une immersion ouverte j : X →֒
X et un morphisme propre f : X → Y tels que f = fj. La formule de composition
Rf∗ = Rf∗Rj∗ et le théorème de finitude pour les morphismes propres, nous ra-
mènent à démontrer la constructibilité de complexe K = Rj∗F . (Voir aussi 2.1.2.)
La conclusion résulte alors du lemme suivant.
LEMME 3.1.3. Soient X un schéma nœthérien et K ∈ Ob D+(Xe´t, Λ). Supposons
que pour tout entier c ≥ 0, il existe un fermé Tc de codimension strictement supérieure à
c tel que K|X−Tc ∈ Ob D+((X− Tc)e´t, Λ). Alors, K ∈ Ob Dbc(Xe´t, Λ).
Démonstration. Le schéma X étant nœthérien, ses localisés sont de dimension
finie et pour toute suite de fermés (Tc)c∈N comme dans l’énoncé, on a X =
⋃
c(X−
Tc). D’autre part, le schéma X étant quasi-compact, il est recouvert par un nombre
fini des ouverts X − Tc. La conclusion résulte alors du fait que si U,U ′ sont deux
ouverts de X tels que K|U ∈ Ob Dbc(Ue´t, Λ), K|U ′ ∈ Ob Dbc(U ′e´t, Λ), on a également
K|U∪U ′ ∈ Ob Dbc((U ∪U ′)e´t, Λ). 
3.1.4. Nous allons démontrer la propriété (Pc) ci-dessus par récurrence sur c.
Insistons sur le fait que le schémaX et le complexeK sont variables. Pour c = 0, cette
propriété est triviale : prendre T = X − U. Soit c ≥ 1 et supposons la propriété
établie au cran c− 1. On souhaite la démontrer au cran c.
3.2. Récurrence : l’ingrédient clef et une première réduction.
3.2.1. D’après le théorème d’uniformisation première à ℓ (IX-1.1) et le théo-
rème de la forme standard (II-3.2.3), il existe une famille finie indexée, par un
ensemble I d’éléments i, de diagrammes commutatifs
X′′′i Y =
∐
j∈J Yj
X′′i X
′ X U
fini, plat, surjectif degré premier à ℓ
étale
p
propre, birationnel
j
où, en plus des propriétés indiquées ci-dessus,
— la famille (X′′i → X ′) est couvrante pour la topologie étale complètement
décomposée ;
— les schémas Yj, j ∈ J, sont réguliers ;
— l’image inverse de U dans Yj est le complémentaire d’un diviseur stricte-
ment à croisements normaux.
3.2.2. Soit (j,K ) une paire comme dans l’énoncé de la propriété Pc (3.1).
Nous verrons seulement plus tard que l’on peut supposer K = Λ. D’après l’hy-
pothèse de récurrence appliquée aux paires (j,K ) et (j ′,K ), où j ′ est l’immersion
ouverte de U ′ = U ×X X ′ dans X ′, il existe deux fermés T →֒ X et T ′ →֒ X ′ de co-
dimension ≥ c tels que les complexes Rj∗K et Rj ′∗K soient constructibles sur
les ouverts complémentaires correspondants. Le fermé T n’ayant qu’un nombre
fini de points maximaux et l’énoncé à démontrer — la constructibilité hors d’un
fermé de codimension > c— étant un problème local au voisinage de ces points,
on peut supposer T irréductible, de codimension c, de point générique noté ηT .
Soit η ′ un point maximal de T ′. Si l’image par p de η ′ n’est pas égale à ηT , la com-
posante irréductible correspondante de T ′ disparaît après localisation (Zariski)
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au voisinage de ηT . Compte tenu du fait que T est de codimension c et T ′ de codi-
mension au moins égale, toute composante irréductible T ′α de T
′ dominant T est
nécessairement de dimension égale à celle de T , et le morphisme induit T ′α → T
est génériquement fini. Quitte à se restreindre à un voisinage ouvert de ηT dans X,
on peut finalement supposer que T ′ est une somme
∐
α T
′
α, où les T
′
α sont irréduc-
tibles et les morphismes T ′α → T sont finis, surjectifs.
3.3. Notation : le complexe ψf(g,K ).
3.3.1. Pour tout X-schéma f : X1 → X et tout X1-schéma g : X2 → X1, notons h
le morphisme composé X2 → X1 → X et j1 l’immersion ouverte U1 = X1 ×X U →֒
X1 déduite de j par changement de base. Considérons le complexe de faisceaux
sur X,
ψf(g,K ) := Rg∗
(
h∗(RjY∗K )
)
.
X2
X1 U1
X U
g
f
j1
j
h
Ci-dessous, le morphisme g sera le plus souvent une immersion fermée, qui
sera parfois supprimée de la notation, ainsi que f, si cela ne semble pas induire
de confusion. Par exemple, ψ(X,K ) = Rj∗K .
3.3.2. La formation du complexe ψ est fonctorielle en le sens suivant : pour
tout diagramme commutatif
X2 X
′
2
U1 X1 X
′
1 U
′
1
X
g
f
g′
f′
m
nj1 j
′
1
le morphisme de changement de base (adjonction) n∗RjY∗K → RjY ′∗K induit
un morphisme
ψf(g,K )→ ψf ′(g ′,K ).
3.4. Seconde localisation.
3.4.1. Nous dirons qu’unmorphisme d’une catégorie dérivéeD+(T , Λ), oùT
est le topos étale d’un schéma, est unDbc-isomorphisme ou isomorphismemoduloDbc ,
s’il a un cône dansDbc(T , Λ). Cela revient d’après [Neeman, 2001, 2.1.35] à suppo-
ser que la flèche induite dans la catégorie triangulée quotient D+(T , Λ)/Dbc(T , Λ)
est un isomorphisme.Notons que dans la terminologie d’op. cit., la sous-catégorie Dbc(T , Λ)
est épaisse. La localisation considérée ici (due à J.-L. Verdier) est l’analogue trian-
gulé de celle considérée par J.-P. Serre dans le cas des catégories abéliennes.
PROPOSITION 3.4.2. Quitte à se restreindre au voisinage de ηT , on peut supposer
que le morphisme d’adjonction
ψId(T →֒ X,F )→ ψp(T ′ →֒ X ′,F )
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est un Dbc-isomorphisme.
Notons que le terme de droite, ψp(T ′ →֒ X ′,F ), est isomorphe à la somme
directe ⊕αψp(T ′α →֒ X ′,F ).
Démonstration. Soit pU le morphisme induit par p au-dessus de l’ouvert U
de X ; c’est un isomorphisme au-dessus d’un ouvert W de U. Notons i l’immer-
sion fermé du complémentaire Z = U−W dans U. On a sur U un triangle distin-
gué
K → RpU∗pU∗K → i∗H +1→,
où H est constructible sur Z, d’après le théorème de finitude pour le morphisme
propre pU. Il résulte du théorème de changement de base propre pour p que le tri-
angle distingué précédent devient, après application du foncteur ψId(T →֒ X,−),
le triangle distingué de complexes supportés sur T suivant :
ψId(T →֒ X,K )→ ψp(p−1(T) →֒ X ′,K )→ ψId(T →֒ X, i∗H ) +1→ .
Première étape. Nous allons commencer par montrer que la première flèche
est génériquement sur T un Dbc-isomorphisme. (« Génériquement sur T » : quitte
à se restreindre à un voisinage Zariski convenable de ηT .) Soient en effet Z l’adhé-
rence de Z dans X, j : Z →֒ Z l’immersion ouverte et i : Z →֒ X l’immersion
fermée, représentés dans le diagramme ci-dessous.
U Z = U−W
X Z
i
i
j j
La restriction à T du complexe ψ(T, i∗H ) — dont on veut montrer qu’elle est gé-
nériquement Dbc-nulle — est isomorphe à la restriction du complexe i∗Rj∗H . Le
fermé Z étant de codimension ≥ 1 dans X, carW est partout dense dans X, l’hy-
pothèse de récurrence pour la paire (j,H ) entraîne immédiatement le résultat.
Deuxième étape. Pour conclure, il nous faut maintenant montrer que le mor-
phisme d’adjonction ψp(p−1(T),K )→ ψp(T ′,K ), à travers lequel le morphisme
ψId(T,K )→ ψp(T ′,K ) de l’énoncé se factorise est, génériquement sur T , un Dbc-
isomorphisme. Sur le fermé T ′p = p
−1(T) de X′, considérons la restriction L =
(Rj ′∗K )|p−1(T) de l’image directe par j
′ de K , et le triangle distingué
(T ′p − T
′ →֒ T ′p)!L|T ′p−T ′ → L → (T ′ →֒ T ′p)∗L|T ′ +1→
constitué de ses prolongements par zéro. Rappelons que j ′ désigne l’immersion
ouverte deU ′ dans X ′. Par définition de T ′, le premier complexe est constructible ;
il en est donc de même de son image directe (dérivée) par le morphisme propre pT .
Or, l’image directe de la seconde flèche par pT n’est autre que le morphisme d’ad-
jonction ψp(T ′p,K )→ ψp(T ′,K ). CQFD. 
3.5. Construction d’une rétraction.
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3.5.1. Quitte à rétrécir X un peu plus encore, on peut supposer que pour
tout α (on rappelle que T ′ =
∐
α T
′
α), il existe un indice iα tel que le morphisme
étale X′′iα → X ′ ait une section σα au-dessus de T ′α. Cela résulte du fait que la fa-
mille (X′′i → X ′)i est complètement décomposée, de sorte qu’une section existe au
voisinage du point générique de T ′α (II-2.2.3). La propreté du morphisme domi-
nant X ′ → X permet de déduire l’existence d’un ouvert convenable de X de celle
d’un ouvert de X′.
3.5.2. Pour simplifier les notations, on pose pour chaque indice α, X′′α = X
′′
iα
,
X′′′α = X
′′′
iα
et on note T ′′α ⊂ X′′α l’image de T ′α par une section σα comme ci-dessus,
et enfin T ′′′α ⊆ X′′′α l’image inverse de T ′′α par le morphisme fini X′′′α → X′′α.
PROPOSITION 3.5.3. Le morphisme d’adjonction ψ(T ′α →֒ X′α,K ) → ψ(T ′′α →֒
X′′α,K ) est un isomorphisme.
Bien entendu, les complexes ci-dessus sont calculés en munissant les sché-
mas X′α et X
′′
α de la structure de X-schéma évidente. Nous nous autoriserons do-
rénavant cet abus de notation.
Démonstration. Résulte du fait que le morphisme X′′α → X ′ est étale. 
PROPOSITION 3.5.4. Le morphisme d’adjonction ψ(T ′′α →֒ X′α,K ) → ψ(T ′′′α →֒
X′′α,K ) a un inverse à gauche.
Démonstration. Considérons le diagramme à carrés cartésiens suivant :
T ′′′α X
′′′
α U
′′′
α
T ′′α X
′′
α U
′′
α
πT π
j′′′α
j′′α
πU
où U′′α = U ×X X′′α, de même pour U′′′α , et π : X′′′α → X′′α est comme en 3.2.1. En
particulier, le morphisme πU est fini, plat, et de degré générique premier à ℓ, de
sorte que le morphisme composé
K → πU∗πU∗K Tr→ K
est la multiplication par le degré, donc inversible. Appliquons le foncteur Rj′′α. Par
composition des images directes, le terme du milieu est π∗Rj′′′α ∗K , où l’omet le
foncteur image inverse de la notation (1.2.2). D’après le théorème de changement
de base pour les morphismes finis, sa restriction au fermé T ′′α est isomorphe à
πT ∗
(
(Rj′′′α ∗K )|T ′′′α
)
. En poussant les faisceaux sur X par le morphisme T ′′α → X, la
suite précédente devient donc
ψ(T ′′α →֒ X′′α,K )→ ψ(T ′′′α →֒ X′′′α ,K )→ ψ(T ′′α →֒ X′′α,K )
et la composition de ces flèches est un isomorphisme. 
3.6. Cas des coefficients constants : utilisation du théorème de pureté.
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3.6.1. Posons T ′′′ =
∐
T ′′′α , X
′′′ =
∐
X′′′α et considérons le diagramme commu-
tatif de morphismes d’adjonction, complété du morphisme trace :
ψ(T →֒ X,K ) ψ(T ′ →֒ X ′,K ) ψ(T ′′ →֒ X′′,K ) ψ(T ′′′ →֒ X′′′,K ) ψp(T ′′ →֒ X′′,K ).
ψ(T ′′′ → Y,K )
Tr
D’après les trois propositions précédentes, les flèches en tirets deviennent des
isomorphismes modulo Dbc . Si le complexe ψ(T ′′′ → Y,K ) est constructible, c’est-
à-dire nul modulo Dbc , il en résulte queψ(T →֒ X,K )—ou, de façon équivalente,
(Rj∗K )|T — est également constructible.
PROPOSITION 3.6.2. Le complexe ψ(T ′′′ → Y,Λ) est constructible.
Démonstration. Le morphisme composé T ′′′ → X étant fini, il suffit de démon-
trer que le complexe RjY ∗ Λ est constructible. Cela résulte des hypothèses faites
en 3.2.1 et du théorème de pureté XVI-3.1.1. 
3.7. Réduction au cas des coefficients constants.
3.7.1. Pour achever la démonstration du théorème 1.1.1, il nous faut mainte-
nant montrer que la propriété (Pc) de §3.1, où c est fixé, résulte du cas particulier
où K = Λ et de l’énoncé Pc−1.
3.7.2. Commençons par observer que l’on peut supposerK concentré en de-
gré 0, c’est-à-dire être un faisceau constructible, que nous noterons dorénavant F .
L’ensemble des faisceaux constructibles satisfaisant à la propriété à établir au
rang c est, à X fixé, stable par extension et facteur direct. D’après [SGA5 I 3.1.2],
on peut supposer F = π∗k!Λ où π : U ′ → U est un morphisme fini et k :W →֒ U ′
une immersion ouverte, avec U ′ intègre. D’après le théorème principal de Zariski
([ÉGA IV3 8.12.6]), le morphisme composé U ′ → X, quasi-fini, se factorise en une
immersion ouverte j ′ : U ′ →֒ X ′ suivie d’un morphisme fini π : X ′ → X.
W U′ X′
U X
k j′
π π
j
Le complexe Rj∗π∗k!Λ, dont on s’interroge sur la constructibilité, est isomorphe
au complexe π∗Rj ′∗k!Λ. En vertu du lemme suivant, on peut supposer X
′ = X.
LEMME 3.7.3. Soient f : Y → X un morphisme fini de schémas, TY un fermé de Y
et TX = f(TY) son image.
((i)) On a l’inégalité : codim(TX, X) ≥ codim(TY, Y).
((ii)) SoitK ∈ Ob D+(Ye´t, Λ) tel queK|Y−TY ∈ Ob D+((Y − TY)e´t, Λ). Alors, (f∗K)|X−TX ∈
Ob D+((X− TX)e´t, Λ).
Démonstration. Le premier énoncé est bien connu. Le second est un corollaire
immédiat de la préservation de la constructibilité par le morphisme composé,
fini, Y − f−1(TX) →֒ Y − TY → X − TX. 
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3.7.4. Soient j : U → X et k : W → U sont deux immersions ouvertes,
avec U intègre. Nous souhaitons maintenant déduire la constructibilité du com-
plexe Rj∗k!Λ hors d’un fermé de codimension aumoins c de la propriété analogue
pour les complexes Rj∗Λ. Admettant ce résultat pour ces derniers, il résulte du
triangle distingué k!Λ → Λ → i∗Λ +1→, où i est l’immersion fermée du complé-
mentaire F de W dans U, qu’il suffit de démontrer la constructibilité de Rj∗i∗Λ
hors d’un fermé de codimension au moins c. Le schéma U étant intègre, l’adhé-
rence F de F dans X est de codimension strictement positive X. Soit m : F →֒ F
l’immersion ouverte correspondante et n : F →֒ X l’immersion fermée. On a tau-
tologiquement :
Rj∗i∗Λ = n∗Rm∗Λ,
par commutativité du diagramme
U X
F F
j
m
i π
Par hypothèse de récurrence (Pc−1), il existe un fermé TF de F, de codimension
au moins c dans F, tel que la restriction de Rm∗Λ à l’ouvert F − TF de F soit
constructible. L’image directe par l’immersion fermée n du complexe Rm∗Λ est
donc constructible sur l’ouvert X − TF de X. La conclusion résulte maintenant du
fait que la codimension de TF dans X est strictement supérieure à c.
REMARQUE 3.7.5. O. Gabber sait également démontrer un résultat de construc-
tibilité uniforme, dans l’esprit de ceux de [Katz & Laumon, 1985, §3] mais sans hy-
pothèse sur la caractéristique. Cf. courriel à Luc Illusie, du 3 avril 2007 ; voir aussi
[Orgogozo, 2011].
4. Coefficients ℓ-adiques
4.1. Définitions. On rappelle ici la construction, due à Torsten Ekedahl ([Ekedahl, 1990]),
de la catégorie triangulée des complexes bornés constructibles ℓ-adiques. Voir
aussi [Fargues, 2009], §5 pour un résumé et quelques améliorations. Pour un for-
malisme également valable pour les champs et sous des hypothèses moins res-
trictives, cf. « Enhanced six operations and base change theorem for sheaves on
Artin stacks » de Zheng Weizhe et Liu Y.
On fixe ici un schéma nœthérien X, sur lequel un nombre premier ℓ est inver-
sible.
4.1.1. Systèmes projectifs. Notons XN le topos des systèmes projectifs indicés
par N de faisceaux étales sur X ; on en fait un topos annelé via Z/ℓN := (Z/ℓn)n.
Un système projectif ℓ-adique de faisceaux sur X est un Z/ℓN-module sur XN, c’est-
à-dire un système projectif de faisceaux abéliens F = (. . .→ Fn+1 → Fn → . . .)
sur X, où Fn un Z/ℓnZ-modules sur X. Ils constituent une catégorie abélienne,
dont on note D(XN,Z/ℓN) la catégorie dérivée. Un tel système projectif de fais-
ceaux est dit essentiellement nul si pour tout n il existe un entier m ≥ n tel que
le morphisme de transition Fm → Fn correspondant soit nul. De même, un
complexe K ∈ Ob D(XN,Z/ℓN) est essentiellement nul si chaque système pro-
jectif Hi(K ) de faisceau l’est.
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4.1.2. Zℓ-complexes. Soit Dbc(XN,Z/ℓN) la sous-catégorie pleine de D(XN,Z/ℓN)
des complexes
K =
(
Kn ∈ Ob Db(XN,Z/ℓn)
)
n
dont la « réduction modulo ℓ »
Fℓ
L⊗Z/ℓN K = (Fℓ
L⊗Z/ℓn Kn)n
soit un pro-objet essentiellement constant deDbc(X,Z/ℓ). (« Essentiellement constant » :
isomorphe, modulo les complexes essentiellement nuls, à un système projectif
provenant de Dbc(X,Z/ℓ).) Un tel objet est appelé un Zℓ-complexe borné construc-
tible ; ils forment une catégorie triangulée.
4.1.3. Catégorie triangulée des Zℓ-faisceaux. On noteDbc (X,Zℓ) la catégorie trian-
gulée obtenue à partir de la catégorie Dbc(XN,Z/ℓN) en inversant les isomorphismes
essentiels modulo ℓ, c’est-à-dire les flèches u tel que Fℓ
L⊗Z/ℓN u ait un cône essentiel-
lement nul. Demême, on peut définir variantes non bornées et non constructibles.
4.1.4. Comme expliqué en [Fargues, 2009, §5.9], lorsque X est de type fini
sur un corps séparablement clos ou fini, la catégorie obtenue est équivalente
à la catégorie 2 − limnDbctf(X,Z/ℓn) considérée par P. Deligne dans Weil II. No-
tons qu’en toute généralité, les constituants d’un Zℓ-complexe borné construc-
tible sont de tor-dimensions finies. On rappelle ([SGA4 XVII 4.1.9]) qu’un com-
plexe K ∈ Ob Db(T, A), où T est un topos et A un Anneau commutatif, est dit
de tor-dimension inférieure ou égale à n si pour tout complexe L de A-modules
concentré en degrés positifs ou nuls, Hi(K ⊗L L ) = 0 pour tout i < −n.
4.1.5. Un des points clefs de la théorie est le lemme de 中山-Ekedahl d’après
lequel le foncteur triangulé noté Fℓ
L⊗Zℓ −, déduit du foncteur de réduction mo-
dulo ℓ ci-dessus, est conservatif : K ∈ Ob Dbc (X,Zℓ) est nul si et seulement si le
complexe Fℓ
L⊗Zℓ K ∈ Ob Dbc(X,Z/ℓ) l’est. Nous renvoyons le lecteur à [Ekedahl, 1985,
prop. 1.1] ou [Illusie, 1983, 2.3.7,2.4.5] pour une première apparition de ce lemme,
et [Ekedahl, 1990, 3.6.(ii)] pour le résultat précédent.
4.1.6. D’après ce lemme, et ces corollaires (op. cit., th. 5.1.(ii) et th. 6.3), le
théorème de finitude ℓ-adique ci-dessous résulte d’un théorème de finitude pour
les coefficients finis.
4.2. Théorèmes : énoncés.
THÉORÈME 4.2.1. Soient X un schéma nœthérien quasi-excellent de dimension finie,
ℓ un nombre premier inversible sur X et f : Y → X un morphisme de type fini. Pour tout
entier n ≥ 1, le foncteur Rf∗ : D+(Ye´t,Z/ℓn) → D+(Xe´t,Z/ℓn) envoie Dbctf(Ye´t,Z/ℓn)
dans Dbctf(Xe´t,Z/ℓn).
Démonstration. D’après le résultat du paragraphe §2.3, le foncteur Rf∗ est de
dimension cohomologique finie. La conclusion résulte de [SGA4 XVII 5.2.11]
(tor-dimension finie) et du théorème 1.1.1 (constructibilité). 
REMARQUE 4.2.2. On devrait pouvoir montrer, par réduction au cas des sché-
mas de type fini sur Z, que pour tout morphisme cohérent f, le foncteur Rf∗ en-
voie un faisceau plat constructible sur un complexe de de tor-dimension au plus
zéro.
D’après les résultats esquissés dans [Ekedahl, 1990, §5-6], on peut déduire du
théorème précédent le théorème ℓ-adique suivant.
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THÉORÈME 4.2.3. Soient X un schéma nœthérien quasi-excellent de dimension finie,
ℓ un nombre premier inversible sur X et f : Y → X un morphisme de type fini. Le foncteur
Rf∗ : D+(YN,Z/ℓN) → D+(XN,Z/ℓN), K = (Kn)n 7→ Rf∗K = (Rf∗Kn)n induit un
foncteur Rf∗ : Dbc(Y,Zℓ)→ Dbc(X,Zℓ).
EXPOSÉ XIV
Fonctions de dimension
Vincent Pilloni et Benoît Stroh
Nous définissons la notion de fonction de dimension sur un schéma X et nous
montrons l’existence de telles fonctions localement pour la topologie étale si X est
quasi-excellent.
1. Universelle caténarité des schémas henséliens
Dans cette partie, nous rappelons les notions de caténarité et d’universelle caté-
narité. Le lecteur pourra consulter l’exposé I pour plus de détails.
1.1. Schémas universellement caténaires. Soient S un espace topologique et
X ⊂ Y des fermés irréductibles de S. Notons codim(X, Y) la borne supérieure de
l’ensemble des longueurs des chaînes strictement croissantes de fermés irréduc-
tibles X  Z ⊂ Y. Si S est un schéma, X et Y des sous-schémas fermés intègres et
x le point générique de X, on a
codim(X, Y) = dim(OY,x) .
DÉFINITION 1.1.1 ([ÉGA 0IV 14.3.2]). Un schéma S est caténaire s’il est nœthé-
rien et si pour toute chaîne X ⊂ Y ⊂ Z de fermés irréductibles de S, on a
codim(X, Z) = codim(Y, Z) + codim(X, Y).
Un schéma S est universellement caténaire si tout schéma de type fini sur S est
caténaire.
La notion de caténarité est stable par localisation et par restriction à des sous-
schémas fermés. Ainsi, S est universellement caténaire si et seulement si pour
tout entier n ≥ 0, le schéma AnS est caténaire.
LEMME 1.1.2. Un schéma de Cohen-Macaulay est universellement caténaire.
Démonstration. Si S est Cohen-Macaulay, il est caténaire d’après [Matsumura, 1980a] 16.B.
Comme pour tout n ≥ 0, le schéma AnS reste Cohen-Macaulay, le schéma S est
bien universellement caténaire. 
EXEMPLE 1.1.3. Tout schéma régulier est universellement caténaire car Cohen-
Macaulay. En particulier, le spectre d’un corps, un trait et le spectre d’une algèbre
de séries formelles sur un corps ou sur un anneau de valuation discrète sont uni-
versellement caténaires. Tout schéma de type fini sur un schéma régulier est uni-
versellement caténaire.
PROPOSITION 1.1.4 ([Matsumura, 1980a] 28.P). Un schéma local complet nœthé-
rien est universellement caténaire.
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Démonstration. Le théorème de structure de Cohen [ÉGA 0IV 19.8.8] permet
d’écrire tout schéma local complet nœthérien comme fermé dans le spectre d’une
algèbre de séries formelles sur un anneau de Cohen. L’universelle caténarité ré-
sulte de l’exemple précédent et de la stabilité de cette notion par passage à un
fermé. 
1.2. Un théorème de Ratliff. On dit qu’un schéma nœthérien est équidimen-
sionnel si toutes ses composantes irréductibles ont même dimension (finie). Soit S
un schéma local nœthérien. On note Ŝ le spectre du complété de l’anneau de S en
son idéal maximal.
DÉFINITION 1.2.1. Le schéma local S est formellement équidimensionnel si Ŝ est
équidimensionnel. Il est formellement caténaire si pour tout s ∈ S, l’adhérence {s}
est formellement équidimensionnelle.
Soit S un schéma local nœthérien. Ratliff a démontré le théorème fondamental
suivant, qui a déjà été mentionné dans la proposition I-7.1.1.
THÉORÈME 1.2.2 ([Matsumura, 1989] 31.7). Pour un schéma local nœthérien S,
les conditions suivantes sont équivalentes :
• S est formellement caténaire,
• S est universellement caténaire,
• A1S est caténaire,
• S est caténaire et pour tout s ∈ S, tout schéma intègre S ′ muni d’une flèche
finie et dominante S ′ → {s} et tout point fermé s ′ de S ′, on a dim(OS ′,s ′) =
dim({s}).
On a ajouté une quatrième condition équivalente à l’énoncé [Matsumura, 1989,
Theorem 31.7]. Il résulte de [ÉGA IV2 5.6.10] que les trois premières conditions
équivalentes impliquent la quatrième. La réciproque est démontrée au cours de
la démonstration de [Matsumura, 1989, Theorem 31.7] (au second paragraphe de
la page 255).
COROLLAIRE 1.2.3 ([Matsumura, 1989] 31.2). Tout schéma nœthérien de dimen-
sion ≤ 2 est caténaire. Tout schéma nœthérien de dimension ≤ 1 est universellement
caténaire.
1.3. Schémas henséliens et caténarité. Nous avons vu que tout schéma local
complet nœthérien est universellement caténaire dans la proposition 1.1.4. Les
schémas locaux henséliens jouissent également de bonnes propriétés de caténa-
rité.
PROPOSITION 1.3.1. Tout schéma local hensélien caténaire est universellement caté-
naire.
Démonstration. Soit S = Spec(A) un schéma local hensélien caténaire, soit P un
idéal premier deA, soit L une extension finie de Frac(A/P) et soit B une extension
finie de A/P contenue dans L. D’après le théorème 1.2.2, il suffit de prouver que
la dimension du localisé de B en chacun de ses idéaux maximaux est égale à la
dimension de A/P. Toute algèbre finie sur un anneau hensélien est semi-locale
d’après [ÉGA IV4 18.5] et [ÉGA IV4 18.6]. Comme le schéma B est intègre, il est
local. Le théorème du « going-up » ([Matsumura, 1989] 9.3 et 9.4) montre qu’on a
bien dim(B) = dim(A/P). 
2. SPÉCIALISATIONS IMMÉDIATES ET FONCTIONS DE DIMENSION 209
Rappelons également le résultat suivant, conséquence du corollaire I-6.3 ii).
PROPOSITION 1.3.2. Tout schéma local hensélien quasi-excellent est universellement
caténaire.
Ainsi, tout schéma local hensélien quasi-excellent est excellent.
2. Spécialisations immédiates et fonctions de dimension
2.1. Définitions. Soit X un schéma. Pour tout point x de X et tout point géo-
métrique x¯ au-dessus de x, on note X(x), Xh(x) et X̂(x) le localisé, l’hensélisé et le
complété de X en x. De même, l’on note X(x¯) l’hensélisé strict de X en x¯.
Soient x et y deux points de X, et x¯ et y¯ deux points géométriques au dessus
de x et y.
DÉFINITION 2.1.1 ([SGA4 VII 7.2]). Un morphisme de spécialisation x¯  y¯
est la donnée d’un X-morphisme X(x¯) → X(y¯) entre hensélisés stricts.
D’après [SGA4 VII 7.4], la donnée d’une spécialisation x¯ y¯ est équivalente
à la donnée d’un X-morphisme x¯→ X(y¯).
DÉFINITION 2.1.2. Soit r ∈ N. On dit qu’une spécialisation x¯ y¯ est une spé-
cialisation de codimension r si l’adhérence de l’image de x¯ dans X(y¯) est un schéma
de dimension r.
On dit que y est une spécialisation étale immédiate de x s’il existe une spécialisation
x¯ y¯ qui soit de codimension 1.
On dit que y est une spécialisation Zariski immédiate de x si y ∈ {x} et si le localisé
en y de l’adhérence de x est de dimension 1.
Si y est une spécialisation étale immédiate de x, on dit également que x est
une générisation étale immédiate de y. Désignons par f : X(y¯) → X(y) le morphisme
d’hensélisation stricte. Les générisations étales immédiates de y sont alors les
images par f des points x ′ ∈ X(y¯) tels que dim({x ′}) = 1.
Avant d’examiner plus en détail ces notions, on rappelle le fait facile suivant
que nous utiliserons implicitement plus bas : si f : X → S est un morphisme plat,
f envoie les points maximaux de X sur des points maximaux de S, autrement dit
toute composante irréductible de X domine une composante irréductible de S.
Si x et y sont deux points d’un schéma nœthérien X tels que y ∈ {x} (au sens
habituel, c’est dire que y est une spécialisation de x ou encore que x est une géné-
risation de y), alors y est une spécialisation Zariski (resp. étale) immédiate de x si
et seulement si c’est le cas dans {x}(y). Pour certaines considérations, ceci permet
de supposer que X est local intègre de point générique x et de point fermé y. Dans
ce cas, y est spécialisation Zariski immédiate de x si et seulement si dim(X) = 1.
Dans le cas étale, cela se lit sur l’hensélisé strict :
PROPOSITION 2.1.3. Si x et y sont deux points d’un schéma nœthérien X, le point
y est une spécialisation étale immédiate de x si et seulement si y ∈ {x} et que le hensélisé
strict en un point géométrique au-dessus de y de l’adhérence de x possède une composante
irréductible de dimension 1.
Démonstration. On se ramène au cas particulier X = {x}(y) envisagé plus haut.
Le point y est une spécialisation étale immédiate si et seulement s’il existe un
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point x˜ de X(y¯) au-dessus de x tel que l’adhérence de x˜ dans X(y¯) soit de dimen-
sion 1. Cela équivaut comme il est énoncé ici que X(y¯) possède une composante
irréductible de dimension 1. En effet, si on note x˜ le point générique de C, par
l’argument de platitude énoncé plus haut, C domine X, c’est-à-dire que x˜ est au-
dessus de x. Inversement, si x˜ est un point au-dessus de x dont l’adhérence dans
X(y¯) soit de dimension 1, on peut noter C une composante irréductible de X(y¯)
contenant x˜. Le point générique de C et x˜ étant tous les deux au-dessus de x,
ils sont égaux puisque l’un est une générisation de l’autre et que les fibres de
X(y¯) → X sont discrètes. 
PROPOSITION 2.1.4. Soit X un schéma nœthérien. Une spécialisation Zariski immé-
diate entre points de X est une spécialisation étale immédiate, et la réciproque est vraie si
X est universellement caténaire.
On peut supposer que X = {x}(y) comme précédemment. Pour l’implication,
on suppose que dim(X) = 1 et on veut montrer que X(y¯) possède une composante
irréductible de dimension 1. En fait, toutes les composantes irréductibles de X(y¯)
sont de dimension 1. En effet, le schéma X(y¯) est local et tout point de X(y¯) autre
que y¯ appartient à la fibre de x pour le morphisme « pro-étale » X(y¯) → X. L’es-
pace topologique sous-jacent à X(y¯) − {y¯} est donc fini, discret (et non vide). Ceci
implique que toute composante irréductible de X(y¯) est de dimension 1. Pour la
réciproque, nous utiliserons deux lemmes :
LEMME 2.1.5. Soit X un schéma local nœthérien hensélien de point fermé y. Soit y¯
un point géométrique au-dessus de y. Alors, X possède une composante irréductible de
dimension 1 si et seulement si le hensélisé strict X(y¯) en possède une.
Démonstration. Si C est une composante irréductible de dimension 1 de X(y¯),
son image ensembliste dans X est fermée car p : X(y¯) → X est entier. Comme p
est plat, p(C) est une composante irréductible de X contenant exactement deux
points donc dim(p(C)) = 1. Inversement, la surjectivité et la platitude de p im-
pliquent que si D ⊂ X est une composante irréductible de dimension 1, il existe
une composante irréductibleC deX(y¯) telle que p(C) = D. On a bien sûr dim(C) ≥
1. Soit z ∈ C un point qui ne soit pas le point générique de C. Le point p(z) ne
peut pas être le point générique de D car sinon la fibre générique de p ne serait
pas discrète. C’est donc que p(z) est le point fermé de C. Le fait que p−1(y) soit
discret implique alors que z ne peut être que le point fermé de C. Le schéma local
intègre C possède donc exactement deux points : dim(C) = 1. 
LEMME 2.1.6. Soit X un schéma local nœthérien. Si X possède une composante ir-
réductible de dimension 1, alors son complété X̂ aussi et la réciproque est vraie si X est
universellement caténaire.
Démonstration. Commençons par le cas où X est intègre. Comme X et X̂ ont
la même dimension (cf. [Zariski & Samuel, 1975, chap. VIII, §9]), si dim(X) = 1,
alors dim(X̂) = 1. Un schéma local de dimension 1 n’a bien sûr que des compo-
santes irréductibles de dimension 1. Inversement, si X est universellement caté-
naire, d’après le théorème 1.2.2, les composantes irréductibles de X̂ ont toutes la
même dimension. Si l’une d’entre elles est de dimension 1, le schéma X̂ est lui
aussi de dimension 1, et alors dim(X) = dim(X̂) = 1.
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Dans le cas général, notons Xi les composantes irréductibles de X. Pour tout
i, le produit fibré Xi ×X X̂ s’identifie à X̂i (voir [SGA1 IV 3]). C’est un fait que les
composantes irréductibles des différents X̂i sont exactement les composantes ir-
réductibles de X̂ : ce sont des parties fermées irréductibles recouvrant X̂ et aucune
d’entre elles n’est contenue dans une autre (ceci se déduit du fait que chaque com-
posante irréductible de X̂i domine Xi). Il est dès lors évident que l’énoncé pour X
résulte de l’énoncé pour les schémas locaux intègres Xi. 
Montrons la réciproque énoncée dans la proposition 2.1.4. Soit X un schéma
local nœthérien intègre universellement caténaire de point générique x et de point
fermé y. On suppose que y est une spécialisation étale immédiate de x. D’après
la proposition 2.1.3, cela signifie que X(y¯) possède une composante irréductible
de dimension 1, ce qui équivaut d’après le lemme 2.1.5 à dire que le hensélisé
Xh(y) possède une composante irréductible de dimension 1. Le complété X̂ de X est
aussi celui de Xh(y), le sens facile du lemme 2.1.6 appliqué à X
h
(y) montre que X̂ pos-
sède une composante irréductible de dimension 1. La réciproque de ce lemme ap-
pliquée au schéma universellement caténaire X montre que X possède une com-
posante irréductible de dimension 1. Ceci montre que y est une spécialisation
Zariski immédiate de x.
Si le schéma X est quasi-excellent, on peut alors lire les spécialisations étales
d’un point x de X dans le complété de X en x :
PROPOSITION 2.1.7. Soit X un schéma quasi-excellent. Soient x et y deux points
de X. On suppose que y ∈ {x}. Notons c : X̂(y) → X(y) le morphisme de complétion. Le
point y est une spécialisation étale immédiate de x si et seulement si c−1({x}) possède une
composante irréductible de dimension 1.
Démonstration. On peut supposer que X = {x}(y). Le point y est une spécialisa-
tion étale immédiate de X si et seulement si X(y¯) possède une composante irréduc-
tible de dimension 1, c’est-à-dire, d’après le lemme 2.1.5 que Xh(y) en possède une.
Comme Xh(y) est universellement caténaire (cf. proposition 1.3.2), cela équivaut
encore d’après le lemme 2.1.6 à dire que X̂ possède une composante irréductible
de dimension 1. 
DÉFINITION 2.1.8. On appelle fonction de dimension sur X toute fonction δ :
X → Z telle que pour toute spécialisation étale immédiate x  y entre points de
X, on ait
δ(y) = δ(x) − 1.
La notion de fonction de dimension ne voit pas les éléments nilpotents : δ est
une fonction de dimension sur X si et seulement si elle induit une fonction de
dimension sur le sous-schéma réduit Xred. De plus si U
i→֒ X est un morphisme
étale et δ est une fonction de dimension sur X, δ◦ i définit une fonction de dimen-
sion sur U. Plus précisément, l’ensemble des fonctions de dimension sur les X-
schémas étales définit un faisceau étale sur X. La différence entre deux fonctions
de dimension sur X est une fonction invariante par spécialisations quelconques,
donc une fonction localement constante. Nous montrerons plus loin que si X est
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quasi-excellent, des fonctions de dimension existent localement pour la topologie
étale sur X et que les fonctions de dimension forment un Z-torseur étale.
2.2. Fonctions de dimension et universelle caténarité. Le but de ce para-
graphe est de démontrer le résultat suivant.
THÉORÈME 2.2.1 (Gabber). Un schéma nœthérien est universellement caténaire si
et seulement s’il possède une fonction de dimension localement pour la topologie de Za-
riski.
Le théorème résulte de la conjonction du corollaire 2.2.4 et de la proposi-
tion 2.2.6 ci-dessous.
PROPOSITION 2.2.2. Soit X un schéma intègre universellement caténaire. La fonc-
tion δ : X → Z définie par δ(x) = −dim(OX,x) est une fonction de dimension sur
X.
Démonstration. En vertu de la proposition 2.1.4, comme X est universellement
caténaire, il suffit de montrer que δ(y) = δ(x)−1 pour toute spécialisation Zariski
immédiate x y. Comme X est caténaire intègre, on a
dim(OX,y) = dim(OX,x) + dim(O{y},x) = dim(OX,x) + 1 .

REMARQUE 2.2.3. SiX n’est pas supposé intègre, la fonction δ(x) = −dim(OX,x)
n’est pas forcément une fonction de dimension comme le montre l’exemple où X
est obtenu par recollement en un point d’une droite et d’un plan.
COROLLAIRE 2.2.4. Tout schéma universellement caténaire admet des fonctions de
dimension localement pour la topologie de Zariski.
Démonstration. Soit X un schéma universellement caténaire. Soit x ∈ X. Il
s’agit de montrer qu’il existe un voisinage ouvert de x pouvant être muni d’une
fonction de dimension. L’espace topologique X est réunion de ses composantes ir-
réductibles X1, ..., Xn. Quitte à remplacer X par l’ouvert complémentaire des com-
posantes Xi ne contenant pas x, on peut supposer que x appartient à toutes les
composantes Xi. Pour tout 0 ≤ i ≤ n, notons Fi l’ensemble des fonctions de di-
mension sur Xi. D’après la proposition 2.2.2, cet ensemble est non vide et est un
torseur sous Z. On choisit un élément δi ∈ Fi qui vaut 0 sur le point x. Pour tous
1 ≤ i, j ≤ n, la fonction δi − δj est localement constante sur Xi ∩ Xj et vaut 0
au point x. Soit Fi,j le fermé de X, réunion des composantes connexes de Xi ∩ Xj
ne contenant pas x. Soit U le complémentaire dans X de la réunion des Fi,j. Les
fonctions δi se recollent en une fonction de dimension sur U. 
Démontrons une réciproque partielle du corollaire 2.2.4.
LEMME 2.2.5. Un schéma nœthérien qui possède une fonction de dimension locale-
ment pour la topologie de Zariski est caténaire.
Démonstration. Pour montrer la caténarité, on peut supposer que le schéma
S possède une fonction de dimension δ. Supposons que X ⊂ Y sont des fermés
irréductibles de points génériques respectifs x et y. Choisissons une chaîne de
spécialisations Zariski immédiates y = x0  x1  . . . xd = x de longueur maxi-
male. Par définition de la codimension, on a codim(X, Y) = d et par définition
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des fonctions de dimension, compte tenu du sens facile de la proposition 2.1.4,
on obtient δ(x) = δ(y) − d, d’où codim(X, Y) = δ(y) − δ(x).
Maintenant, si X ⊂ Y ⊂ Z sont des fermés irréductibles, on a :
δ(y) − δ(x) = codim(X, Y),
δ(z) − δ(y) = codim(Y, Z),
δ(z) − δ(x) = codim(X, Z).
On en déduit codim(X, Z) = codim(X, Y) + codim(Y, Z) d’où la caténarité. 
Grâce au théorème 1.2.2, on peut remplacer « caténaire » par « universellement
caténaire » dans le lemme 2.2.5 :
PROPOSITION 2.2.6. Un schéma nœthérien qui possède une fonction de dimension
localement pour la topologie de Zariski est universellement caténaire.
Démonstration. On peut supposer qu’un tel schéma S est local et possède une
fonction de dimension δ. Notons Sh son hensélisé. La fonction δ induit une fonc-
tion de dimension δh sur Sh. D’après le lemme 2.2.5 appliqué à Sh et à δh, le
schéma Sh est caténaire. D’après la proposition 1.3.1, il est universellement ca-
ténaire. Le théorème 1.2.2 montre alors que Sh est formellement caténaire. Par
conséquent, S est formellement caténaire donc également universellement caté-
naire. 
2.3. Existence locale pour la topologie étale. Dans ce paragraphe nous allons
démontrer le théorème suivant.
THÉORÈME 2.3.1 (Gabber). Tout schéma quasi-excellent possède des fonctions de
dimension localement pour la topologie étale.
Une application répétée du lemme suivant (variante de l’argument du corol-
laire 2.2.4) permet de montrer que si l’énoncé du théorème est vrai pour les com-
posantes irréductibles d’un schéma nœthérien X, alors le théorème vaut aussi
pour X. Plus loin, on pourra ainsi supposer que X est intègre.
LEMME 2.3.2. Soit X un schéma nœthérien dont l’espace topologique sous-jacent soit
réunion de deux sous-schémas fermés X1 et X2. Soit x un point géométrique de X1 ∩ X2.
On suppose que pour tout i ∈ {1, 2}, il existe un voisinage étale Ui de x dans Xi tel que
Ui admette une fonction de dimension. Alors, il existe un voisinage étale U de x dans X
tel que U admette une fonction de dimension.
Démonstration. Pour tout i ∈ {1, 2}, on choisit un voisinage étale Ui de x dans
Xi tel que Ui admette une fonction de dimension δi. On se donne un point géo-
métrique distingué ui au-dessus de x et on peut supposer que δi(ui) = 0. D’après
[ÉGA IV4 18.1.1], quitte à remplacer Ui par un voisinage ouvert de ui, on peut
supposer qu’il existe un morphisme étale U˜i → X et un isomorphisme U˜i×X Xi ≃
Ui. On peut former le produit fibré V = U˜1 ×X U˜2. Notons π : V → X la projec-
tion et v un point géométrique de V au-dessus de u1 et u2. Pour tout i ∈ {1, 2},
la projection de V sur le facteur U˜i induit un morphisme étale π−1(Xi) → Ui. Par
composition avec ce morphisme étale, la fonction de dimension δi sur Ui induit
une fonction de dimension δ˜i sur le sous-schéma fermé π−1(Xi) de V et elle vérifie
δ˜i(v) = 0. Ces fonctions de dimensions δ˜i pour i ∈ {1, 2} se recollent sur l’ouvertU
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complémentaire dans V de la réunion des composantes connexes de π−1(X1 ∩X2)
ne contenant pas v. 
Avant de traiter le cas des schémas intègres, commençons par celui des sché-
mas normaux :
PROPOSITION 2.3.3. Soit X un schéma normal quasi-excellent. La fonction δ : X→
Z définie par δ(x) = −dim(OX,x) est une fonction de dimension.
Démonstration. On peut supposer de plus que X est local. Notons Y son hen-
sélisé et h : Y → X le morphisme de hensélisation. D’après le théorème I-8.1 et
les commentaires subséquents, Y est lui aussi quasi-excellent. D’après la propo-
sition 1.3.2, Y est universellement caténaire. Par ailleurs, comme le morphisme
Y → X est régulier, la normalité de X implique celle de Y (cf. [ÉGA IV2 6.5.4]).
Le schéma local Y est donc intègre et universellement caténaire, l’opposé de la
codimension définit une fonction de dimension δ ′ : Y → Z. Comme une spéciali-
sation étale immédiate entre points de X se relève pour ainsi dire par définition
en une spécialisation étale immédiate de points de Y, pour montrer que δ est une
fonction de dimension sur X, il suffit de montrer que pour tout y ∈ Y, si on note
x = h(y), on a δ(x) = δ ′(y). Il s’agit donc de montrer que dim(Y(y)) = dim(X(x)).
Comme la dimension d’un anneau local nœthérien ne change pas par complétion
(et donc par hensélisation), il suffit de montrer que dim(Yh(y)) = dim(X
h
(x)). Les
deux schémas locaux excellents Yh(y) et X
h
(x) ayant le même hensélisé strict, ils ont
bien la même dimension d’après le lemme suivant : 
LEMME 2.3.4. Soit X un schéma local excellent. Notons x un point géométrique au-
dessus du point fermé x de X. Alors, dim(X) = dimX(x¯).
Démonstration. D’après le théorème 2.2.1, il existe une fonction de dimension
δ sur X. On peut supposer qu’elle vérifie δ(x) = 0. Par composition avec le mor-
phisme X(x¯) → X, on obtient une fonction de dimension δ ′ sur X(x¯). En utilisant
le lien entre fonction de dimension et codimension énoncé dans la démonstration
du lemme 2.2.5, il est évident que dim(X) (resp. dim(X(x¯))) est le maximum at-
teint par la fonction δ sur X (resp. par δ ′ sur X(x¯)). Comme X(x¯) → X est surjectif,
le maximum de δ est le même que celui de δ ′, donc dim(X) = dim(X(x¯)). 
Revenons au cas du théorème 2.3.1 où X est supposé intègre et quasi-excellent,
et notons Y son normalisé. Le morphisme p : Y → X est fini et surjectif, donc de
descente cohomologique universelle. Notons δ une fonction de dimension sur Y ;
son existence est assurée par la proposition 2.3.3. Soit p1 et p2 les deux projections
Y ×X Y → Y. La fonction
p⋆1δ− p
⋆
2δ : Y ×X Y −→ Z
définit un 1-cocycle de Cˇech, donc une classe [p⋆1δ − p
⋆
2δ] dans H
1
ech(Y → X,Z).
D’après la théorie de la descente cohomologique, il existe une injection naturelle
H1ech(Y → X,Z) →֒ H1(X,Z) .
La classe [p⋆1δ− p
⋆
2δ] définit donc une classe d’isomorphisme de Z-torseurs étales
sur X. Il résulte alors immédiatement de la proposition suivante que X admet une
fonction de dimension localement pour la topologie étale :
PROPOSITION 2.3.5. Soit U un schéma étale sur X. L’annulation de la classe [p⋆1δ−
p⋆2δ]|U dans H
1(U,Z) entraîne l’existence d’une fonction de dimension sur U.
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Démonstration. En utilisant la compatibilité des constructions au changement
de base étale U → X, on peut supposer que U = X. L’annulation de [p⋆1δ − p⋆2δ]
dans H1ech(Y → X,Z) →֒ H1(X,Z) signifie qu’il existe une fonction localement
constante γ : Y → Z telle que p⋆1δ − p⋆2δ = p⋆1γ − p⋆2γ. Autrement dit, quitte à
remplacer δ par δ − γ, on peut supposer que p⋆1δ = p
⋆
2δ. Ainsi, δ : Y → Z se
descend en une fonction δ ′ : X→ Z.
Pour conclure, il s’agit de montrer que si p : Y → X est un morphisme fini
surjectif entre schémas quasi-excellents, que δ ′ : X→ Z est une fonction et δ = δ ′◦
p, alors δ ′ est une fonction de dimension sur X si δ est une fonction de dimension
sur Y. Pour cet énoncé, on peut supposer que X est local hensélien quasi-excellent,
donc universellement caténaire (cf. proposition 1.3.2), ce qui permet d’appliquer
la proposition 2.1.4. Pour montrer que δ ′ est une fonction de dimension sur X, il
suffit alors de savoir qu’au-dessus d’une spécialisation Zariski immédiate s  t
de points de X, il existe une spécialisation Zariski immédiate s ′  t ′ de points de
Y. 
2.4. Existence globale de fonctions de dimension. Suivant [ÉGA 0IV 14.2.1],
on dit qu’un schéma nœthérien X est équicodimensionnel si ses points fermés ont
tous la même codimension (qui est alors égale à dim(X)).
EXEMPLE 2.4.1. Les schémas de type fini équidimensionnels sur un corps k
ou sur Z sont équicodimensionnels : il est classique que dans cette situation, on
a dim(X) = dim(OX,x) pour tout point fermé x. Les schémas locaux sont équico-
dimensionnels car ils possèdent un unique point fermé. Si S = Spec(R) est un
trait d’uniformisante π, le schéma A1S n’est pas équicodimensionnel. En effet, il
existe un point fermé de A1S au-dessus du point générique de S : il suffit d’écrire
A1S = Spec(R[t]) et de considérer m = (πt− 1), qui est un idéal maximal de corps
résiduel Frac(R).
Le lemme suivant est inspiré de [ÉGA 0IV 14.3.3] i.
LEMME 2.4.2. Soit X un schéma équidimensionnel caténaire dont les composantes
irréductibles sont équicodimensionnelles. Pour tout x ∈ X, on a
dim(X) = dim
(
{x}
)
+ dim(OX,x) .
REMARQUE 2.4.3. En particulier, cette égalité est vérifiée pour tout schéma
intègre local caténaire. D’après [Matsumura, 1989, th. 31.4], si X est intègre local
nœthérien et si pour tout x ∈ X, on a dim(X) = dim({x}) + dim(OX,x), alors X est
caténaire.
Le lemme 2.4.2 et la proposition 2.2.2 impliquent le résultat suivant.
COROLLAIRE 2.4.4. Soit X un schéma intègre, équicodimensionnel et universelle-
ment caténaire. La fonction δ : X → Z définie par δ(x) = dim({x}) est une fonction de
dimension sur X.
iGabber remarque que la proposition [ÉGA 0IV 14.3.3] est fausse. Les assertions a, c et d de
loc. cit. sont équivalentes entre elles et impliquent b mais ne lui sont pas équivalentes. Il faut
remplacer b par la condition « X est caténaire équidimensionnel et ses composantes irréductibles
sont équicodimensionnelles ». Gabber donne comme contre-exemple le spectre du localisé de
k[x, y, z,w]/(xz, xw) en le complémentaire de l’union des idéaux premiers (x − 1, y) et (x, z,w)
avec k un corps.
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Les conclusions du corollaire sont prises en défaut si X n’est pas équicodimen-
sionnel. Soient par exemple S = Spec(R) un trait d’uniformisante π et X = A1S =
Spec(R[t]). Si l’on note x le point fermé de X correspondant à l’idéal maximal
(πt− 1) et η le point générique de A1S, alors la spécialisation η x est immédiate
et pourtant dim({x}) = 0 et dim({η}) = 2.
COROLLAIRE 2.4.5. Soit X un schéma qui est soit de type fini sur un corps, soit de
type fini sur Z, ou soit local universellement caténaire. La fonction définie par δ(x) =
dim({x}) est une fonction de dimension sur X.
Démonstration. Le schéma X est universellement caténaire. D’après le corol-
laire 2.4.4, la fonction δ est une fonction de dimension sur chaque composante
irréductible de X. Cette fonction est définie globalement donc est une fonction de
dimension sur X. 
2.5. Fonction de dimension induite. Soient Y → X un morphisme de sché-
mas et δX une fonction de dimension sur X. Dans certains cas nous pouvons
construire une fonction de dimension δY induite sur Y. On admet la proposition
suivante.
PROPOSITION 2.5.1 ([Matsumura, 1980a], 14.C). Soient X un schéma nœthérien
intègre universellement caténaire, Y un schéma intègre et Y → X un morphisme de type
fini dominant. Soient k(X) et k(Y) les corps de fractions respectifs de X et Y, soient y un
point de Y et x son image dans X, et soient k(y) et k(x) leurs corps résiduels. On a
dim(OY,y) − degtr (k(Y)/k(X)) = dim(OX,x) − degtr (k(y)/k(x)) .
COROLLAIRE 2.5.2. Soient X un schéma nœthérien qui possède une fonction de di-
mension δX et f : Y → X un morphisme de type fini. La fonction δY : Y → Z définie
par
δY(y) = δX(f(y)) + degtr (k(f(y))/k(y))
est une fonction de dimension sur Y.
Démonstration. On peut supposer que X et Y sont intègres et que f est domi-
nant. D’après la proposition 2.2.6, X est universellement caténaire et d’après la
proposition 2.2.2, x 7→ −dim(OX,x) est une fonction de dimension sur X. Comme
les fonctions de dimension forment un Z-torseur, on peut supposer que δX(x) =
−dim(OX,x) pour tout x ∈ X.
Le corollaire 2.5.1 montre que δY(y) = −dim(OY,y) + degtr(k(Y)/k(X)) et la
proposition 2.2.2montre que y 7→ −dim(OY,y) est une fonction de dimension sur
Y. Ainsi, δY est une fonction de dimension sur Y. 
Avant d’établir la fonctorialité des fonctions de dimension vis-à-vis des mor-
phismes réguliers entre schémas excellents, démontrons un énoncé de change-
ment de base par un morphisme régulier en cohomologie étale. Ce lemme est
une simple conséquence du théorème de Popescu I-10.3 et du théorème de chan-
gement de base par un morphisme lisse [SGA4 XVI 1.2].
LEMME 2.5.3. Soient
T ′
g ′ //
f ′

T
f

S ′
g // S
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un diagramme cartésien de schémas, n un entier inversible sur S et F un faisceau étale
en Z/nZ-modules sur T . Supposons que f est quasi-compact et quasi-séparé et que g est
un morphisme régulier entre schémas nœthériens. La flèche naturelle de changement de
base
g∗Rf∗(F )
∼−→ Rf ′∗g ′∗(F )
est un isomorphisme.
Démonstration. D’après le théorème de Popescu, il existe un ensemble ordonné
filtrant I et une famille de schémas Si indexée par I, tels que Si soit lisse sur S pour
tout i ∈ I et que S ′ = limi Si. Il existe donc pour tout i ∈ I un diagramme com-
mutatif à carrés cartésiens
T ′
h ′i //
f ′

Ti
g ′i //
fi

T
f

S ′
hi // Si
gi // S
On conclut grâce à la suite d’isomorphismes suivante pour tout q ≥ 0 :
Rqf ′∗g
′∗(F )
∼←− colimi h∗iRqfi∗g ′∗i (F )
∼←− colimi g∗Rqf∗(F )
∼←− g∗Rqf∗(F )
Le premier de ces isomorphismes résulte du théorème de passage à la limite [SGA4 VII 5.11],
et le second du théorème de changement de base par lemorphisme lisse gi [SGA4 XVI 1.2].

Nous prouvons à présent qu’un morphisme régulier entre schémas excellents
permet d’induire des fonctions de dimension.
PROPOSITION 2.5.4. Soient f : Y → X un morphisme régulier entre schémas excel-
lents et δX une fonction de dimension sur X. La fonction δY : Y → Z définie par
δY(y) = δX(f(y)) − dim
(
OYf(y),y
)
est une fonction de dimension sur Y.
Démonstration. Comme la vérification est locale, il n’y a pas de mal à supposer
X et Y strictement locaux et f local. Soit δ une fonction de dimension sur Y ; son
existence est assurée par le théorème 2.2.1. Il suffit de montrer que δY − δ est
une fonction constante sur Y. Les fibres de f sont régulières donc universellement
caténaires d’après 1.1.3. La proposition 2.2.2 montre que la fonction qui à y ∈ Y
associe
−dim
(
OYf(y), y
)
induit une fonction de dimension sur chacune des fibres de f. La fonction δY − δ
est donc localement constante sur chaque fibre de f. Il résulte du lemme 2.5.3 que
ces fibres sont connexes : en effet, on a H0(f−1(x),Z/nZ) = H0(x,Z/nZ) = Z/nZ
pour tout x ∈ X et tout entier n inversible sur X. La fonction δY − δ est donc
constante sur les fibres de f et descend à X. Il suffit de montrer que γ = δY − δ est
localement constante sur X. Une façon de calculer la valeur de γ en un point s de
X consiste à considérer le point générique ηs du schéma régulier connexe f−1(s),
de sorte que γ(s) = δX(s)−δ(ηs). Soit s ′  s une spécialisation Zariski immédiate
entre deux points de X. Il s’agit de montrer que γ(s) = γ(s ′). Vu que δX et δ sont
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des fonctions de dimension sur X et Y respectivement, pour montrer cela, il suffit
de savoir que ηs ′ est une spécialisation immédiate de ηs. Pour montrer cela, quitte
à remplacer X par le localisé en s de l’adhérence de s ′, on peut supposer que X est
local intègre de dimension 1, de point générique s ′ et de point fermé s. Il s’agit
alors de montrer que la fibre f−1(s) est de codimension 1 dans Y, ce qui résulte
facilement du Hauptidealsatz. 
2.6. Contre-exemple. Rappelons l’exemple de [ÉGA II 5.6.11] d’un schéma
caténaire non universellement caténaire. Soient k0 un corps et k une extension pu-
rement transcendante de k0 de degré de transcendance infini. Notons S = k[X](X)
le localisé de l’anneau de la droite affine sur k en l’origine et V = S[T ]. Les idéaux
maximauxm = (X, T) etm ′ = (XT−1) de V sont respectivement de hauteur 2 et 1,
et il existe un isomorphisme φ : V/m ∼→ V/m ′. Posons C = {v ∈ V |φ(vmodm ′ ) =
vmod m }. C’est un sous-anneau de V qui n’est pas de type fini sur k et dont le
spectre est le quotient de Spec(V) par la relation d’équivalence identifiant m et
m ′. Il est intègre et contient l’idéal maximal n image réciproque de m.
PROPOSITION 2.6.1. Le schéma Spec(C) est nœthérien, quasi-excellent, caténaire
mais non universellement caténaire. Le point fermé correspondant à l’idéal maximal n de
C est une spécialisation étale immédiate mais non Zariski immédiate du point générique
de Spec(C).
Démonstration. Le caractère nœthérien est montré dans [ÉGA II 5.6.11] et le
caractère quasi-excellent dans [ÉGA II 7.8.4]. Le schéma Spec(C) est caténaire
d’après le corollaire 1.2.3 car il est de dimension 2. On montre qu’il n’est pas
universellement caténaire en vérifiant que la dernière condition du théorème 1.2.2
est prise en défaut. En effet, le morphisme
Spec(V(n))→ Spec(C(n))
est fini et la fibre du point fermé correspondant à n est constituée des points fer-
més correspondants à m et m ′, qui sont de hauteur respective 1 et 2. Le schéma
Spec(C) est intègre de dimension 2 donc n n’est pas une spécialisation Zariski
immédiate du point générique. 
EXPOSÉ XV
Théorème de Lefschetz affine
Vincent Pilloni et Benoît Stroh
1. Énoncé du théorème et premières réductions
1.1. Énoncé.
1.1.1. Soient X un schéma muni d’une fonction de dimension δX (XIV-2.1.8)
et n un entier inversible sur X. Pour tout faisceau étale F de Z/n-modules sur X,
δX(F ) = sup
{
δX(x) , x ∈ X | Fx¯ 6= 0
}
.
Rappelons (XIV-2.5.2) qu’un morphisme de type fini f : Y → X induit une fonc-
tion de dimension sur Y ; nous la noterons ici f⋆δX. Le théorème principal de cet
exposé est le suivant (voir aussi 0-7).
THÉORÈME 1.1.2. Supposons le schémaX quasi-excellent et le morphisme f : Y → X
affine de type fini. Alors, pour tout faisceau constructible F de Z/n-modules sur Y, on
a :
δX(Rqf⋆(F )) ≤ f⋆δX(F ) − q.
REMARQUE 1.1.3. Ce théorème a été déjà démontré en 1994 par O. Gabber
lorsque X est de type fini sur un trait, cf. [Illusie, 2003]. La démonstration du
théorème précédent procède notamment par réduction à ce cas.
1.2. Reformulation et réductions.
1.2.1. Soient f et F comme ci-dessus. La conclusion du théorème signifie
que pour tout point géométrique x¯ de X localisé en un point x et tout entier q >
f⋆δX(F ) − δX(x), on a
(Rf⋆F )x¯ = Hq(Y(x¯),F ) = 0,
où l’on note Y(x¯) le produit fibré Y ×X X(x¯). Rappelons (XIV-2.4.5) que le schéma
strictement local X(x¯) peut être muni la fonction de dimension δX(x¯) : t 7→ dim({t})
(XIV-2.4.5) ; c’est l’unique fonction de dimension nulle en x. Notons l’inégalité
f⋆δX(F ) − δX(x) ≥ f⋆(x¯)δX(x¯)(F ), triviale dans le cas où δX(x) = 0, auquel on peut
se ramener. Ainsi, le théorème 1.1.2 est équivalent à l’énoncé suivant.
COROLLAIRE 1.2.2. Supposons de plus le schéma X quasi-excellent, strictement
local, muni de la fonction de dimension δX : t 7→ dim({t}). Alors, pour tout faisceau
constructible F de Z/n-modules sur Y, on a :
Hq(Y,F ) = 0 si q > f⋆δX(F ).
1.2.3. Procédant comme en [SGA4 XIV 4.4] pour se ramener au cas d’une
immersion ouverte affine puis utilisant la méthode de la trace ([SGA4 IX 5.5] ou
[SGA5 I 3.1.2]) pour se ramener au cas des coefficients constants (voir aussi XIII-
3.7), on montre que le théorème est également équivalent au corollaire suivant.
(On pourrait d’ailleurs supposer l’entier n premier.)
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COROLLAIRE 1.2.4. Soient X un schéma strictement local quasi-excellent de dimen-
sion d, U un ouvert affine de X, et n un entier inversible sur X. Alors,
Hq(U,Z/n) = 0 si q > d.
1.2.5. Réduction au cas complet. Supposons dorénavantX strictement local quasi-
excellent, de complété X̂ en le point fermé, et fixons un ouvert affine U de X, dont
on note Û l’image inverse sur X̂. Le morphisme naturel de X̂ dans X est régulier
car X est quasi-excellent. En appliquant le lemme de changement de base par un
morphisme régulier (XIV-2.5.3) au diagramme cartésien
Û

// U

X̂ // X
on obtient Hq(Û,Z/nZ) = Hq(U,Z/nZ) pour tout q ≥ 0. Voir également [Fujiwara, 1995,
7.1.1] pour une autre démonstration.
1.2.6. Dans les deux sections qui vont suivre, nous allons démontrer l’énoncé 1.2.4
dans le cas particulier où X est local nœthérien complet à corps résiduel sépara-
blement clos.
2. Pureté, combinatoire des branches et descente
2.1. Pureté : rappel et une application.
2.1.1. Nous rappelons le théorème de pureté absolue démontré par O. Gab-
ber ([Fujiwara, 2002]). Par convention, on considère le schéma vide comme un
diviseur strictement à croisements normaux dont l’ensemble des branches est in-
dexé par l’ensemble vide.
THÉORÈME 2.1.2 (XVI-3.1.1). Soient X un schéma régulier, Z un diviseur stricte-
ment à croisements normaux de complémentaire j : U = X\Z →֒ X et de branches {Zi}i∈I,
et n un entier inversible sur X. Il existe des isomorphismes canoniques
R1j⋆ (Z/nZ)
∼−→ ⊕
i∈I
(Z/nZ)Zi(−1)
Rqj⋆ (Z/nZ)
∼−→ q∧ R1j⋆ (Z/nZ)
2.1.3. Combinatoire des branches : notations. Soient g : X′ → X un morphisme
entre schémas, et U un ouvert de X. Notons j : U →֒ X l’immersion ouverte,
j′ : U′ →֒ X′ l’immersion ouverte qui s’en déduit par changement de base et Z
et Z′ les fermés complémentaires respectifs. Enfin on se donne un fermé F ⊆ Z
dont on note F′ l’image inverse.
DÉFINITION 2.1.4. On dit que (Z →֒ X) et (Z′ →֒ X′) ont même combinatoire le
long de F si pour tout point géométrique z′ de F′ d’image le point géométrique z
de F, les propriétés suivantes sont satisfaites :
((i)) les schémas X(z) et X′(z′) sont réguliers ;
((ii)) le fermé Z(z) est un diviseur à croisements normaux définis par des
équations f1, . . . , fr ;
((iii)) les fonctions g⋆f1, . . . , g⋆fr forment une famille libre de m/m2, où m est
l’idéal maximal de Z′
(z′)
.
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2.1.5. Il résulte de (i) et (iii) ci-dessus que le fermé Z′
(z′)
est un diviseur à
croisements normaux dans X′(z′), de même codimension que Z(z) dans X(z).
2.1.6. Lorsque X est un schéma sur une base S, et F est un fermé de ce dernier,
on s’autorise à dire « . . . le long de F » pour « . . . le long de l’image inverse F×SX ».
PROPOSITION 2.1.7. Supposons que (Z →֒ X) et (Z′ →֒ X′) aient même combina-
toire le long d’un fermé F de X. Alors, pour tout entier n inversible sur X, le morphisme
d’adjonction
(Rj⋆Z/n)|F′ → (Rj′⋆Z/n)|F′
est un isomorphisme.
Démonstration. Quitte à localiser en des points géométriques z′ et z, on peut
supposer les schémas strictement locaux et le morphisme X′ → X local. Il faut
alors montrer que RΓ(U,Z/n) → RΓ(U′,Z/n) est un isomorphisme. D’après le
théorème de pureté 2.1.2, il suffit de montrer que le morphisme induit sur le H1
est un isomorphisme, ce qui résulte aussitôt de la structure de ces groupes et de
ce que la classe associée à une branche Zi = V(fi) de Z est envoyée par restriction
sur la classe de la branche g−1(Zi) = V(g⋆fi) (cf. XVI-2). 
2.2. Application du théorème de descente fléchée.
2.2.1. Soient X un schéma strictement local nœthérien, j : U →֒ X un ouvert,
ix : x →֒ X l’immersion fermée, et ε : X• → X un hyperrecouvrement pour la
topologie des altérations (II-2.3). La proposition suivante — où les morphismes
obtenus par changement de base sont notés de façon évidente — est un corollaire
immédiat du théorème XII-2.2.4 et du fait que la cohomologie de U est la fibre
en x de l’image directe par j.
PROPOSITION 2.2.2. Sous les hypothèses précédentes, le morphisme d’adjonction
RΓ(U,Z/n)→ Rεx⋆(i⋆x•Rj•⋆Z/n)
est un isomorphisme.
2.2.3. Supposons maintenant donné un morphisme local X′ → X de schémas
strictement locaux nœthériens. Comme précédemment, on noteU un ouvert deX,
Z son complémentaire et x le point fermé de X. À tout hyperrecouvrement pour
la topologie des altérations X• → X de X est associé par changement de base un
hyperrecouvrement de X′.
PROPOSITION 2.2.4. Supposons que pour chaque entier q ≥ 0 les fermés (Zq →֒
Xq) et (Z′q →֒ X′q) aient même combinatoire le long de la fibre spéciale (Xq)x. Alors le
morphisme d’adjonction
RΓ(U,Z/n)→ RΓ(U′,Z/n)
est un isomorphisme. De plus, si l’on fait l’hypothèse précédente pour les seuls entiers
q ≤ N+1, oùN est un entier quelconque, les morphismesHq(U,Z/n)→ Hq(U′,Z/n)
sont des isomorphismes pour chaque q ≤ N.
Démonstration. Le premier point est conséquence immédiate des deux propo-
sitions précédentes. En effet, d’après 2.2.2 et l’invariance de la cohomologie par
changement de corps séparablement clos, soit(
Rεx⋆
(
i⋆x•Rj•⋆Z/n
))
|x′
= Rε′x′⋆
((
ix•
⋆Rj•⋆Z/n
)
|x′•
)
,
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il suffit de démontrer que pour chaque q, l’adjonction (Rjq
⋆
Z/n)|X′qx → (Rj′q⋆Z/n)|X′qx
est un isomorphisme. Cela résulte de l’hypothèse combinatoire et de 2.1.7. La va-
riante tronquée est un corollaire de la démonstration précédente et du fait que la
cohomologie en degré q ne dépend que des étages ≤ q + 1. 
REMARQUE 2.2.5. Dans ce critère, on ne fait d’hypothèses qu’en les points des
fibres spéciales des hyper-recouvrements ; c’est ce qui en fait toute sa force.
3. Uniformisation et approximation des données
3.1. Notations.
3.1.1. Soit X,U, Z et n comme à la fin du
¶1.1 : le schéma X est strictement local complet, U en est un ouvert affine,
Z = X − U (muni de la structure réduite), et n est un entier inversible sur X. On
veut démontrer 1.2.4 dans ce cas. Fixons un entierN.
3.1.2. Il résulte du théorème d’uniformisation (VII-1.1), complété par XIII-
2.2.2, qu’il existe un hyperrecouvrement pour la topologie des altérations ε : X• →
X tel que chaque Xq soit régulier et chaque Zq = Z×X Xq soit un diviseur stricte-
ment à croisements normaux. Il est loisible de supposer les schémas Xq affines.
3.1.3. Soient k le corps résiduel de X, soit C un anneau de Cohen de corps
résiduel k (IV-4.1.7) et S = Spec(C). Il résulte du théorème de structure des an-
neaux locaux nœthériens ([ÉGA 0IV 19.8.8]) qu’il existe un entier m et une im-
mersion fermée de X dans le complété en l’origine (de la fibre spéciale sur S) de
l’espace affine AmS . Notons Ê ce complété, E son analogue hensélien (hensélisé de
l’espace affine en l’origine) et enfin e le point fermé de ce dernier.
3.1.4. Le schéma E étant quasi-excellent, le morphisme de complétion Ê→ E
est (local) régulier de sorte que, d’après le théorème de Popescu, on peut écrire :
Ê = limαEα,
où les Eα → E sont des morphismes essentiellement lisses entre schémas stricte-
ment locaux, la limite étant filtrante. Notons que les schémas Eα sont essentielle-
ment de type fini sur le trait S.
3.2. Passage à la limite.
3.2.1. Quitte à restreindre l’ensemble d’indices, c’est-à-dire à supposer α ≫
0, les principes généraux de [ÉGA IV3 §8], joints au fait que les schémas X, Z,U
et les Xq pour q ≤ N sont de présentation finie sur Ê, entraînent l’existence de
diagrammes à carrés cartésiens
U≤N,α //

X≤N,α

Z≤N,αoo

Uα //
$$■
■■
■■
■■
■■
■
Xα

Zαoo
zz✉✉
✉✉
✉✉
✉✉
✉✉
Eα
dont l’analogue sur Ê se déduit par changement de base Ê → Eα. De plus, on
peut supposer que pour chaque α, Xα → Eα est une immersion fermée — de
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sorte que Xα est strictement local —, etUα → Xα une immersion ouverte affine de
complémentaire Zα.
REMARQUE 3.2.2. Les schémasXq etXqα ontmême fibre spéciale pour tout q ≤
N.
3.2.3. Il résulte du théorème de la forme standard (II-3.2.1)i et de [ÉGA IV3
8.10.5] que l’on peut supposer — quitte à considérer de grands indices — que
les X≤N,α → X sont des hyperrecouvrements (tronqués) pour la topologie des
altérations.
3.2.4. Vérifions que l’on peut supposer que pour chaque α et chaque q ≤ N,
le « modèle » Xqα de Xq est régulier le long de sa fibre spéciale. Fixons q puis
oublions le. Le schéma X est doncmaintenant supposé régulier, affine, de type fini
sur Ê. Le problème est local pour la topologie de Zariski ; on peut donc supposer
que X est un fermé V(f1, . . . , fc) de codimension c dans un espace affine Y = AmÊ .
Quitte à supposer les α suffisamment grands, il existe des fonctions fiα telles que
fi = g
⋆fiα pour chaque i, où g est le morphisme évident Y → Yα = AmEα . Soit x un
point de Y appartenant à la fibre spéciale de X et soit xα = g(x) son image. Notons
mx (resp. mxα) l’idéal maximal de OY,x (resp. OYα,xα). Par hypothèse de régularité
de X en x, les images f1, . . . , fc des fi dansmx/m2x sont linéairement indépendantes
sur κ(x) = OY,x/mx. Le diagramme
fi mx mx/m
2
x
fiα mxα mxα/m
2
xα
g⋆
étant commutatif, il résulte de l’égalité κ(x) = κ(xα) que les images fiα des fiα
dansmxα/m
2
xα
sont linéairement indépendantes sur κ(xα). Il en résulte que le sous-
schéma fermé Xα = V(f1α, . . . , fcα) de Yα est régulier en xα.
3.2.5. On montre de même que l’on peut supposer que pour chaque α et
chaque q ≤ N, les immersions (Zq →֒ Xq) et (Zqα →֒ Xqα) ont même combinatoire
le long du point fermé e ∈ E, c’est-à-dire le long des fibres spéciales.
3.2.6. Il résulte de la proposition 2.2.4 que les morphismes d’adjonction
Hq(Uα,Z/n)→ Hq(U,Z/n)
sont des isomorphismes pour q < N. Nous allons montrer que si q > d = dim(X)
et α est suffisamment grand, on a Hq(Uα,Z/n) = 0. Ceci achèvera la démonstra-
tion du théorème de Lefschetz affine. Notons que l’ouvert affine Uα du schéma
strictement local Xα n’est en général pas de dimension d.
3.3. Utilisation d’une section.
3.3.1. Soit σ : E→ Eα une section de Eα → E et Xσα (resp. Uσα, Zσα) le E-schéma
déduit de Xα (resp. Uα, Zα) par changement de base. Notons également Xσ≤N,α
l’hyperrecouvrement de Xσα pour la topologie des altérations obtenu à partir de
X≤N,α → Xα par changement de base. On rappelle que l’on remplace les schémas
obtenus par produit fibré usuel par la réunion des adhérences de leurs compo-
santes irréductibles dominant une composante irréductible de Xσα. (En d’autres
iLa démonstration dans le cas « ℓ = 1 », qui est celui utilisé ici, est valable sans supposer X
irréductible.
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termes, on applique le foncteur T 7→ Tmd de II-1.2.5.) Enfin Uσ≤N,α (resp. Zσ≤N,α) est
l’ouvert (resp. le fermé) simplicial évident.
3.3.2. Il résulte de III-5.4 et III-6.2 (démonstration) que si α est suffisamment
grand et σ est suffisamment proche de l’identité, alors, les immersions fermées
(Zσqα →֒ Xσqα) et (Zqα →֒ Xqα) ont même combinatoire le long de la fibre spéciale au-
dessus de E pour chaque q ≤ N. Il en résulte comme ci-dessus que le morphisme
Hq(Uα,Z/n)→ Hq(Uσα,Z/n)
est un isomorphisme. Comme l’ouvert Uσα est affine dans X
σ
α de dimension d et
essentiellement de type fini sur le trait S, il résulte par passage à la limite du
théorème de Lefschetz (dû à O. Gabber) [Illusie, 2003, 2.4], on a
Hq(Uσα,Z/n) = 0 si d < q < N.
Finalement, Hq(U,Z/n) = 0 si q > d = dim(X). CQFD.
EXPOSÉ XVI
Classes de Chern, morphismes de Gysin, pureté absolue
Joël Riou
Dans ces notes, on présente la nouvelle démonstration par Ofer Gabber du
théorème de pureté cohomologique absolue, annoncée dans [Gabber, 2005c]. La
section 1 rappelle la construction des classes de Chern en cohomologie étale.
Celles-ci servent dans la section 2 qui consiste en la construction et l’étude des
propriétés desmorphismes de Gysin associés auxmorphismes d’intersection com-
plète lissifiables. Dans la section 3, ces morphismes de Gysin sont utilisés pour
donner une formulation précise du théorème de pureté absolue (théorème 3.1.1).
La démonstration du théorème de pureté (différente de celle rédigée dans [Fujiwara, 2002])
s’appuie notamment sur les résultats de géométrie logarithmique établis dans
l’exposé VI.
Dans tout cet exposé, on fixe un entier naturel n ≥ 1. Tous les schémas seront
supposés être des schémas sur Spec
(
Z
[
1
n
])
. On note Λ le faisceau d’anneaux
constant de valeur Z/nZ, Λ(1) le faisceau des racines n-ièmes de l’unité (pour la
topologie étale) etΛ(r) ses puissances tensorielles, auxquelles on peut donner un
sens pour tout r ∈ Z.
1. Classes de Chern
Dans cette section, on rappelle la construction des classes de Chern des fibrés
vectoriels sur des schémas généraux à valeurs dans la cohomologie étale. On s’ap-
puie sur le calcul de la cohomologie étale des fibrés projectifs de [SGA5 VII 2] et
sur la méthode de [Grothendieck, 1958a]. Les démonstrations sont parfois dif-
férentes de celles de [SGA5 VII 3] : on s’est efforcé de donner une présentation
aussi « économique » que possible.
À la différence de l’exposé oral qui utilisait un langage géométrique, dans
ces notes, un fibré vectoriel est un Module E localement libre de rang fini et le
fibré projectif de E est le fibré des hyperplans défini dans [ÉGA II 4.1.1] : P(E ) =
Proj(S⋆E ) où S⋆E est l’Algèbre symétrique de E .
DÉFINITION 1.1. Soit X un Z
[
1
n
]
-schéma. Soit L un fibré en droites sur X. Le
faisceau des sections inversibles de L est naturellement muni d’une structure de
torseur sous le schéma en groupes Gm. La classe d’isomorphisme de L définit
donc un élément dans H1e´t(X,Gm). On note c1(L) ∈ H2e´t(X,Λ(1)) l’image de cet
élément par le morphisme de bord déduit de la suite exacte courte de Kummer :
0→ Λ(1)→ Gm [n]→ Gm → 0 i.
iUne grande liberté d’interprétation est laissée à l’imagination du lecteur au sujet des conven-
tions de signes à utiliser dans cette définition de c1. La même liberté me semblant exister dans
[SGA4 XVIII 1.1] pour le morphisme trace, il me paraît illusoire de faire davantage de zèle. Cepen-
dant, à un endroit de ces notes, ce choix ne sera pas neutre : il faut que les choix de signes soient
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Si L et L ′ sont deux fibrés en droites sur X, on a la relation d’additivité :
c1(L ⊗L ′) = c1(L ) + c1(L ′) ∈ H2(X,Λ(1)) ii.
Notons que les classes de Chern de fibrés en droites résident dans les degrés
pairs de la cohomologie étale, elles commutent donc avec toutes les classes de
cohomologie. Notons aussi que si f : Y → X est un morphisme et L un fibré en
droites sur X, alors f⋆(c1(L )) = c1(f⋆L ).
THÉORÈME 1.2 (Formule du fibré projectif). Soit X un Z
[
1
n
]
-schéma. Soit E un
fibré vectoriel de rang constant r sur X. On note π : P(E ) → X le fibré projectif de E .
On pose ξ = c1(O(1)) ∈ H2(X,Λ(1)) iii. Alors, les puissances ξi ∈ H2i(X,Λ(i)) de ξ
définissent un isomorphisme dans D+(Xe´t, Λ) :
(1, ξ, . . . , ξr−1) :
r−1⊕
i=0
Λ(−i)[−2i]
∼→ Rπ⋆Λ
D’après le théorème de changement de base pour un morphisme propre, on
peut supposer que X est le spectre d’un corps algébriquement clos k. On se ra-
mène ainsi au calcul de l’algèbre de cohomologie étale des espaces projectifs sur
k, cf. [SGA5 VII 2].
THÉORÈME 1.3. Il existe une unique manière de définir, pour tout Z
[
1
n
]
-schéma X
et tout fibré vectoriel E , des éléments ci(E ) ∈ H2ie´t(X,Λ(i)) pour tout i ∈ N de sorte que
si l’on définit la série formelle ct(E ) =
∑
i≥0 ci(E )t
i, on ait les propriétés suivantes :
• la série formelle ct(E ) ne dépend que de la classe d’isomorphisme du fibré vec-
toriel E sur le Z
[
1
n
]
-schéma X ;
• si f : Y → X est un morphisme de Z [ 1
n
]
-schémas et E un fibré vectoriel sur X,
alors f⋆(ct(E )) = ct(f⋆E ) ;
• si 0 → E ′ → E → E ′′ → 0 est une suite exacte courte de fibrés vectoriels sur
un Z
[
1
n
]
-schéma X, on a la relation de Cartan-Whitney :
ct(E ) = ct(E
′)ct(E
′′) ;
• si L est un fibré en droites sur un Z [ 1
n
]
-schéma X, la classe c1(L ) est celle de
la définition 1.1 et
ct(L ) = 1+ c1(L )t .
On a alors les relations c0(E ) = 1 et ci(E ) = 0 pour i > rangE pour tout fibré
vectoriel E sur un Z
[
1
n
]
-schéma X.
La démonstration utilise plusieurs constructions géométriques :
PROPOSITION 1.4 (Principe de scindage I). Soit X un Z
[
1
n
]
-schéma. Soit E un
fibré vectoriel de rang r. On note π : Drap(E ) → X le fibré des drapeaux complets de E .
Les propriétés suivantes sont satisfaites :
mutuellement cohérents de sorte que l’on ait une compatibilité entre le degré des fibrés en droites
sur la droite projective, le morphisme trace et la première classe de Chern (cf. démonstration du
lemme 2.5.10).
iiIl existe des théories cohomologiques « orientées » pour lesquelles cette propriété de la pre-
mière classe de Chern n’est pas satisfaite, cf. [Morel & Levine, 2001].
iiiLe faisceau O(1) est le faisceau fondamental sur P(E ) : c’est le quotient inversible de π⋆E
par l’hyperplan universel.
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• le fibré vectoriel π⋆E admet une filtration (canonique) 0 = M0 ⊂ M1 ⊂ · · · ⊂
Mr = π⋆E par des fibrés vectoriels de sorte que pour tout entier 1 ≤ i ≤ r, le
quotient Li = Mi/Mi−1 soit un fibré en droites ;
• le morphisme canonique Λ → Rπ⋆Λ est un monomorphisme scindé dans
D+(Xe´t, Λ).
La seule propriété non triviale réside dans le fait queΛ→ Rπ⋆Λ soit unmono-
morphisme scindé. En remarquant que la projection Drap(E ) → X peut s’écrire
comme un composé de r projections de fibrés projectifs, ceci se déduit de la for-
mule du fibré projectif iv.
PROPOSITION 1.5 (Principe de scindage II). Soit X un Z
[
1
n
]
-schéma. Soit (E) :
0 → E ′ → E p→ E ′′ → 0 une suite exacte courte de fibrés vectoriels sur X. On note
Sect(E) le X-schéma défini par le fait que pour tout X-schéma f : Y → X, l’ensemble
des X-morphismes Y → Sect(E) s’identifie naturellement à l’ensemble des sections de
la surjection de fibrés vectoriels f⋆(p) : f⋆E → f⋆E ′′ sur Y v. Le Y-schéma Sect(E) est
naturellement muni d’une structure de torseur sous le Y-schéma en groupes vectoriel
d’homomorphismesHom(E ′′, E ′). Notons π : Sect(E)→ X la projection. Les propriétés
suivantes sont satisfaites :
• l’image inverse par π : Sect(E)→ X de la suite exacte de fibrés vectoriels E est
(canoniquement) scindée ;
• le morphisme canonique Λ→ Rπ⋆Λ est un isomorphisme dans D+(Xe´t, Λ).
L’existence de Sect(E) est évidente, la question étant de nature locale sur X.
Localement pour la topologie de Zariski sur X, la projection π est la projection
depuis un espace affine, l’isomorphisme Λ ∼→ Rπ⋆Λ résulte alors de l’invariance
par homotopie de la cohomologie étale pour les Z
[
1
n
]
-schémas ([SGA4 XV 2.2]).
Démontrons le théorème 1.3. Grâce aux propositions 1.4 et 1.5, l’unicité est
évidente. Il s’agit donc de construire une théorie des classes de Chern satisfaisant
les propriétés demandées. Soit E un fibré vectoriel (que l’on peut supposer de
rang constant r) sur un Z
[
1
n
]
-schéma X. On considère le fibré projectif P(E ) sur
X. On note ξ = c1(O(1)). D’après la formule du fibré projectif (théorème 1.2), il
existe d’uniques éléments, notés ci(E ) ∈ H2i(X,Λ(i)) pour 1 ≤ i ≤ r tels que l’on
ait la relation
ξr − c1(E )ξ
r−1 + c2(E )ξ
r−2 + · · ·+ (−1)rcr(E ) = 0 ∈ H2r(P(E ), Λ(r)) .
On pose c0(E ) = 1 et ci(E ) = 0 pour i > r. Dans le cas où E est un fibré en droites,
P(E ) ≃ X etO(1) ≃ E , ce quimontre que cette définition étend la précédente pour
les fibrés en droites. La seule propriété non évidente est la formule de Cartan-
Whitney. Par principe de scindage (propositions 1.4 et 1.5), il suffit d’établir la
formule suivante :
LEMME 1.6. Soit X un Z
[
1
n
]
-schéma. Soit (Li)1≤i≤r une famille finie de fibrés en
droites sur X, soit E =
⊕
1≤i≤r Li leur somme directe. Dans H
2r(P(E ), Λ(r)), on a la
ivPlus précisément, Grothendieck amontré (cf. [Grothendieck, 1958b], ou [SGA6 VI 4.6] pour
le même argument dans le cas de la K-théorie algébrique) que la théorie des classes de Chern
permettait de calculer l’algèbre de cohomologie des fibrés de drapeaux, fussent-ils incomplets.
vJe remercie Dennis Eriksson de m’avoir signalé cette construction.
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relation :
r∏
i=1
(ξ− c1(Li)) = 0
où ξ = c1(O(1)). Autrement dit,
ct(E ) =
r∏
i=1
ct(Li) .
L’argument qui suit est inspiré de [Panin & Smyrnov, 2003]. Pour 1 ≤ i ≤ r,
on note Hi l’hyperplan projectif de P(E ) défini par l’inclusion Li → E . Notons
π : P(E ) → X la projection. Le morphisme canonique π⋆Li → O(1) induit un
isomorphisme sur l’ouvert complémentaire de Hi dans P(E ). On en déduit que
l’élément ξ − c1(Li) de H2(X,Λ(1)) peut être relevé en un élément xi du groupe
de cohomologie à supports H2Hi(X,Λ(1))
vi. Le produit des éléments xi vit natu-
rellement dans le groupe de cohomologie à support H2r∩1≤i≤rHi(P(E), Λ(i)) qui est
nul puisque l’intersection de ces r hyperplans est vide ; on en déduit la formule
voulue par oubli du support.
PROPOSITION 1.7. Soit E un fibré vectoriel sur un Z
[
1
n
]
-schémaX. Pour tout entier
naturel i, on a l’égalité :
ci(E
∨) = (−1)ici(E ) ;
autrement dit, on a une formule de changement de variables :
ct(E
∨) = c−t(E ) .
Grâce à la relation de Cartan-Whitney et au principe de scindage, on peut
se ramener au cas où E est un fibré en droites. Cela résulte alors du fait que
c1 : Pic(X)→ H2(X,Λ(1)) soit un homomorphisme de groupes.
2. Morphismes de Gysin
Étant donné unmorphisme d’intersection complèteX f→ S entreZ [ 1
n
]
-schémas
vérifiant certaines hypothèses techniques, on va construire un morphisme de Gy-
sin Clf : Λ → f?Λ où f? = f!(−d)[−2d] (d est la dimension relative virtuelle de f).
Ces morphismes de Gysin seront compatibles à la composition des morphismes
d’intersection complète.
L’essentiel de cette section est consacrée à la construction de ces morphismes
de Gysin dans le cas des immersions régulières. Lemorphisme trace permettra de
faire la construction dans le cas des morphismes lisses. Ces deux définitions se re-
colleront pour donner la définition 2.5.11 dans le cas général et le théorème 2.5.12
établira la compatibilité à la composition de ces morphismes de Gysin.
2.1. Première classe de Chern d’un pseudo-diviseur. SoitL un fibré en droites
sur un Z
[
1
n
]
-schéma X, Z un fermé de X et U l’ouvert complémentaire. On sup-
pose donnée une section inversible s : OU
∼→ L|U. Au couple (L , s) est canonique-
ment associée une classe c1(L , s) ∈ H2Z(X,Λ(1)) induisant c1(L ) ∈ H2(X,Λ(1))
par oubli du support (construire un élément de H1Z(X,Gm) et utiliser la suite
exacte de Kummer).
viPour le moment, peu importe de fixer un relèvement canonique.
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La classe c1(L , s) définit unmorphismeΛZ = ΛX/ΛU → ΛX(1) [2] dansD+(Xe´t, Λ).
En « composant » un tel morphisme avec une classe de cohomologie de Z repré-
sentée par un morphisme ΛZ → ΛZ(q) [p], il vient que c1(L , s) induit des mor-
phismes
Gys(L ,s) : H
p(Z,Λ(q))→ Hp+2Z (X,Λ(q+ 1)) .
DÉFINITION 2.1.1. Si Z → X est une immersion régulière de codimension 1
définie par un Idéal (inversible) I , on pose Gys
Z⊂X
= Gys
(I ,1X−Z)
.
On prendra garde au fait que via les identifications usuelles, le faisceau inver-
sible I et le diviseur effectif Z ont des classes opposées dans le groupe de Picard
de X.
2.2. Classes fondamentales généralisées. Pour étudier la compatibilité à la
composition des classes fondamentales définies dans [Fujiwara, 2002, §1] dans le
cas des immersions régulières (cf. [SGA6 VII 1.4]), Ofer Gabber définit une classe
fondamentale généralisée pour une immersion fermée Y → X définie par un Idéal
de type fini I . Cette construction n’est plus limitée aux immersions régulières
et est compatible aux changements de bases arbitraires, mais elle dépend d’une
donnée supplémentaire, à savoir celle d’un fibré vectoriel sur Y se surjectant sur
le faisceau conormal NX/Y = I /I 2.
2.2.1. Éclatementmodifié. Soit Y → X une immersion fermée entre Z [ 1
n
]
-schémas
définie par un Idéal de type fini I . On note U l’ouvert complémentaire. Soit
E → NX/Y un épimorphisme de Modules sur Y où E est un Module localement
libre de rang fini. On définit uneOX-Algèbre graduée quasi-cohérente A⋆ par pro-
duit fibré de façon à avoir un carré cartésien de OX-Modules, pour tout entier
naturel n :
An

// I n

SnE // I n/I n+1
où l’algèbre symétrique S⋆E est prise sur le faisceau d’anneaux OY = OX/I .
DÉFINITION 2.2.1.1. On pose E´clY,E (X) = Proj(A⋆) et on note π : E´clY,E (X)→ X
la projection.
REMARQUE 2.2.1.2. Si Y → X est une immersion fermée régulière et que E →
NX/Y est un isomorphisme, E´clY,E (X) s’identifie à l’éclaté de Y dans X. C’est ce cas
particulier que l’on généralise ici en vue d’obtenir une construction compatible
aux changements de base.
PROPOSITION 2.2.1.3. L’Algèbre A0 est isomorphe à OX, les Modules An sont de
type fini, l’Algèbre graduée A⋆ est engendrée par A1 et on a un isomorphisme canonique
de OY-Algèbres graduées A⋆ ⊗OX OX/I ∼→ S⋆E .
L’assertion concernant A0 est tautologique. Soit n un entier naturel. Comme
I n → I n/I n+1 est un épimorphisme, la projection An → SnE est aussi un
épimorphisme et si on note Kn son noyau, on a un isomorphisme Kn
∼→ I n+1.
Par dévissage, il en résulte que An est un Module de type fini.
Puisque SnE est un OX/I -Module, Kn contient I ·An. Comme E → I /I 2
est un épimorphisme, lemorphisme SnE → I n/I n+1 est aussi un épimorphisme,
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ce qui implique que la projectionAn → I n est un épimorphisme. Par conséquent,
l’inclusion I ·An → I ·I n = I n+1 ≃ Kn est un isomorphisme : Kn = I ·An.
Ceci permet d’obtenir l’isomorphisme A⋆ ⊗OX OX/I ∼→ S⋆E .
Pour montrer que le morphisme évident A ⊗n1 → An de Modules est un épi-
morphisme, il suffit, d’après le lemme de Nakayama, de le tester après passage
aux corps résiduels de X. Au-dessus de l’ouvert U, c’est évident ; au-dessus de Y,
cela résulte de l’isomorphisme A⋆ ⊗OX OX/I ∼→ S⋆E .
COROLLAIRE 2.2.1.4. Le morphisme π : E´clY,E (X) → X est projectif et on dispose
d’isomorphismes canoniques π−1(U) ∼→ U et π−1(Y) ≃ P(E ).
L’isomorphisme au-dessus de U est évident. Compte tenu de [ÉGA II 3.5.3],
celui décrivant π−1(Y) se déduit de l’isomorphisme deOY-Algèbres graduéesA⋆⊗OX
OY
∼→ S⋆E .
PROPOSITION 2.2.1.5. Soit p : X ′ → X un morphisme. On pose Y ′ = Y ×X X ′ et
E ′ = p⋆E . On dispose d’un épimorphisme évident E ′ → NX ′/Y ′ . Le morphisme cano-
nique
E´clY ′,E ′(X ′)→ E´clY,E (X)×X X ′
est une nil-immersion.
NotonsA ′
⋆
laOX ′-Algèbre graduée quasi-cohérente donnant naissance à E´clY ′,E ′(X ′).
On dispose d’unmorphisme évident p⋆A⋆ → A ′⋆ deOX ′-Algèbres graduées quasi-
cohérentes. Pour tout entier, le morphisme p⋆An → A ′n est un morphisme entre
OX ′-Modules de type fini ; pour montrer qu’il s’agit d’un épimorphisme, d’après
le lemme de Nakayama, il suffit de vérifier que ce morphisme induit un isomor-
phisme d’une part au-dessus de U ′ = X ′ − Y ′ (c’est évident) et d’autre part mo-
dulo l’idéal I ′ définissant Y ′ dans X ′ (cela résulte de la description donnée dans
la proposition 2.2.1.3). Le morphisme
E´clY ′,E ′(X ′)→ E´clY,E (X)×X X ′
s’identifie au X ′-morphisme évident Proj(A ′
⋆
) → Proj(p⋆A⋆) ([ÉGA II 3.5.3]) ;
d’après ce qui précède, il s’agit d’une immersion fermée. Le fait que ce mor-
phisme induise un isomorphisme au-dessus de p−1(U) et de p−1(Y) permet d’en
déduire aussitôt que le morphisme induit au niveau des schémas réduits associés
E´clY ′,E ′(X ′)re´d → (E´clY,E (X)×X X ′)re´d
est un isomorphisme.
2.2.2. Définition des classes. On se donne toujours une immersion fermée i : Y →
X définie par un Idéal I de type fini. On note j : U → X l’inclusion de l’ouvert
complémentaire (I étant de type fini, j est un morphisme de type fini). On sup-
pose donné un épimorphisme de OY-Modules E → NX/Y avec E est localement
libre de rang fini. On note π : E´clY,E (X)→ X la projection de l’éclatement modifié,
j ′ : U → E´clY,E (X) l’immersion ouverte évidente et i ′ : P(E ) → E´clY,E (X) l’immer-
sion fermée donnée par le corollaire 2.2.1.4. On note r le rang du fibré vectoriel E
que l’on suppose de rang constant pour simplifier et on suppose r > 0.
On a ainsi le diagramme suivant de schémas, où les carrés sont cartésiens :
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P(E )
π ′

i ′ // E´clY,E (X)
π

U
j ′oo
Y
i // X U
i ′oo
PROPOSITION 2.2.2.1. Le morphisme évident Λ → Rπ ′
⋆
Λ dans D+(Ye´t, Λ) est un
monomorphisme scindé : la formule du fibré projectif identifie son conoyau à
r−1⊕
k=1
Λ(−k) [−2k] .
Les morphismes évidents définissent un triangle distingué :
Λ→ Rπ⋆Λ→ i⋆Coker(Λ→ Rπ ′⋆Λ) 0→ Λ [1]
dans D+(Xe´t, Λ). On peut le récrire sous la forme
Λ→ Rπ⋆Λ ρ→ r−1⊕
k=1
i⋆Λ(−k) [−2k]
0→ Λ [1] ,
le morphisme ρ admettant une section canonique donnée par les éléments c1(O(1), 1U)k
de H2kP(E )(E´clY,E (X), Λ(k)), identifiés à des morphismes i⋆Λ(−k) [−2k] → Rπ⋆Λ dans
D+(Xe´t, Λ).
On note L une résolution injective du faisceau constant Λ vu comme fais-
ceau de Λ-modules sur le grand site étale des schémas de type fini sur X. Pour
tout morphisme de type fini W
p→ X, on note L|W le complexe de faisceau de
Λ-modules sur We´t induit par L ; on peut le voir comme un objet de D+(We´t, Λ)
isomorphe à Λ.
LEMME 2.2.2.2. Le carré commutatif évident de complexes de faisceaux sur Xe´t est
homotopiquement bicartésien :
L|X

// i⋆L|Y

π⋆L|E´clY,E (X)
// π⋆i
′
⋆
L|P(E )
(ceci signifie par exemple que le complexe simple associé à ce diagramme, identifié à un
complexe 3-uple, est acyclique).
Les complexes simples associés aux complexes doubles
j!L|U → L|X → i⋆L|Y
et
j ′!L|U → L|E´clY,E (X) → i ′⋆L|P(E )
de faisceaux sur X et E´clY,E (X) respectivement sont acycliques. Choisissons un
foncteur de résolution « flasque » additif r sur la catégorie des faisceaux de Λ-
modules sur E´clY,E (X)e´t et notons abusivement Rπ⋆ le foncteur (additif) de la ca-
tégorie des complexes (bornés inférieurement) de faisceaux de Λ-modules sur
E´clY,E (X) vers la catégorie des complexes de faisceaux de Λ-modules sur X défini
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par la formule Rπ⋆K = Tot(π⋆rK), ce foncteur préserve les quasi-isomorphismes
et induit le foncteur Rπ⋆ : D+(E´clY,E (X)e´t, Λ)→ D+(Xe´t, Λ) usuel.
On obtient ainsi un diagramme commutatif de complexes de faisceaux de Λ-
modules sur X :
j!L|U //

L|X //

i⋆L|Y

Rπ⋆j ′!L|U // Rπ⋆L|E´clY,E (X)
// Rπ⋆i ′⋆L|P(E )
Les lignes de ce diagramme constituent des complexes doubles dont les com-
plexes simples associés sont acycliques. D’après le théorème de changement de
base pour un morphisme propre, le morphisme j!L|U → Rπ⋆j ′!L|U est un quasi-
isomorphisme. On en déduit que le carré de droite est homotopiquement bicar-
tésien, ce qui permet de conclure.
Revenons à la démonstration de la proposition 2.2.2.1, la formule du fibré
projectif pour P(E ) implique que l’on a un triangle distingué dans D+(Xe´t, Λ) :
i⋆Λ→ Rπ⋆i ′⋆Λ→ r−1⊕
i=1
i⋆Λ(−i) [−2i]
0→ i⋆Λ [1] .
En considérant les colonnes du carré homotopiquement bicartésien donné par le
lemme, on peut conclure à l’existence d’un triangle distingué
Λ→ Rπ⋆Λ→ r−1⊕
i=1
i⋆Λ(−i) [−2i]→ Λ [1] .
Ce triangle est scindé par les puissances de l’élément c1(O(1), 1U) ; le morphisme
de droite est donc nul, ce qui achève la démonstration de la proposition.
COROLLAIRE 2.2.2.3. La suite suivante, dont les morphismes sont évidents, est
exacte :
0→ H2rY (X,Λ(r))→ H2rP(E )(E´clY,E (X), Λ(r))→ Coker(H2r(Y,Λ(r))→ H2r(P(E ), Λ(r)))→ 0
L’énoncé de ce corollaire serait bien évidemment juste en tout bidegré (p, q)
au lieu de (2r, r), mais nous n’utiliserons que ce cas particulier.
On note Gys : Hp(P(E ), Λ(q)) → Hp+2P(E )(E´clY,E (X), Λ(q + 1)) le morphisme de
Gysin associé au pseudo-diviseur (O(1), 1U) sur E´clY,E (X) et ξ = c1(O(1)) ∈
H2(P(E ), Λ(1)). Le lemme suivant est évident :
LEMME 2.2.2.4. Le morphisme composé
Hp(P(E ), Λ(q))
Gys→ Hp+2P(E )(E´clY,E (X), Λ(q+ 1))→ Hp+2(P(E ), Λ(q+ 1)) ,
où la flèche de droite est le morphisme de restriction, est la multiplication par ξ.
DÉFINITION 2.2.2.5. On définit un élément Clfi,E de H2r−2(P(E ), Λ(r− 1)) par
la formule :
Clfi,E = −
[
ξr−1 − c1(E )ξ
r−2 + · · ·+ (−1)r−1cr−1(E )
]
.
Le lemme suivant résulte aussitôt de la construction des classes de Chern :
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LEMME 2.2.2.6. Dans H2r(P(E ), Λ(r)), on a l’égalité
ξClfi,E = (−1)rcr(E ) .
DÉFINITION 2.2.2.7. Compte tenu du corollaire 2.2.2.3, les lemmes 2.2.2.4 et
2.2.2.6 montrent que l’élément Gys(Clfi,E ) ∈ H2rP(E )(E´clY,E (X), Λ(r)) provient par
restriction d’un unique élément de H2rY (X,Λ(r)), noté Cli,E .
2.2.3. Propriétés des classes généralisées.
PROPOSITION 2.2.3.1. La formation des classes généralisées Cli,E et Clfi,E est com-
patible à tout changement de base X ′ → X.
Compte tenu de la proposition 2.2.1.5, ceci résulte aussitôt des définitions.
PROPOSITION 2.2.3.2. Soit E ′ → E un épimorphisme de Modules localement libres
sur Y. Soit K le noyau de cet épimorphisme. On suppose que E ′ est de rang constant r ′.
On a alors la relation
Cli,E ′ = (−1)r
′−rcr ′−r(K ) · Cli,E
dans H2r ′Y (X,Λ(r
′)) où on a utilisé les accouplements canoniques
Ha(Y,Λ(b))⊗Ha ′Y (X,Λ(b ′))→ Ha+a ′Y (X,Λ(b+ b ′)) .
On dispose d’une immersion fermée de E´clY,E (X) dans E´clY,E ′(X), ce qui per-
met de considérer la composition suivante de flèches de restriction :
H2r
′
Y (X,Λ(r
′))→ H2r ′P(E ′)(E´clY,E ′(X), Λ(r ′))→ H2r ′P(E )(E´clY,E (X), Λ(r ′)) .
Cette composée étant injective, il s’agit de montrer que les images des deux élé-
ments considérés dans H2r
′
P(E )(E´clY,E (X), Λ(r
′)) sont égales, mais comme ces deux
éléments sont naturellement définis comme étant des images d’éléments deH2r ′−2(P(E ), Λ(r ′−
1)) par le morphisme Gys associé au fibré en droites O(1) sur E´clY,E (X) canoni-
quement trivialisé sur X− Y, on se ramène à montrer l’égalité
Clfi,E ′ |P(E ) = (−1)
r ′−rcr ′−r(K ) · Clfi,E
dans H2r ′(P(E ), Λ(r ′)). Ceci ne fait plus intervenir que le schéma Y et l’épimor-
phisme E ′ → E de fibrés vectoriels sur Y. Il s’agit d’une identité « universelle »
dans cette situation ; on peut appliquer le principe de scindage et faire une récur-
rence sur la différence r ′ − r pour se ramener au cas où r ′ = r + 1, c’est-à-dire
que K est un fibré en droites. Les relations de Cartan-Whitney entre les classes
de Chern de E , E ′ et K donnent aussitôt l’égalité
Clfi,E ′ |P(E ) = [ξClfi,E − (−1)
rcr(E )] − c1(K ) · Clfi,E ,
ce qui donne bien la relation voulue puisque ξClfi,E = (−1)rcr(E ) (cf. lemme 2.2.2.6).
2.3. Immersions régulières. On rappelle que la notion d’immersion régulière
est définie dans [SGA6 VII 1.4].
DÉFINITION 2.3.1. Soit i : Y → X une immersion régulière entreZ [ 1
n
]
-schémas.
On pose i? = i⋆(c) [2c] : D+(Xe´t, Λ) → D+(Ye´t, Λ) où c est la codimension de i. On
définit un morphisme Cli : Λ → i?Λ dans D+(Ye´t, Λ) de la façon suivante. Quitte
à décomposer Y en réunion disjointe d’ouverts-fermés, on peut supposer que la
codimension c de i est constante. Si c = 0, i est l’inclusion d’un ouvert, Cli est
l’isomorphisme évident. Dans le cas où c > 0, choisissons un ouvert U de X
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dans lequel Y est un sous-schéma fermé, notons i ′ : Y → U cette immersion fer-
mée. Le faisceau conormal NX/Y de Y dans X est un fibré vectoriel de rang c sur
Y muni de l’épimorphisme tautologique NX/Y → NX/Y ; on peut donc considé-
rer la classe Cli ′ = Cli ′,NX/Y ∈ H2cY (U,Λ(c)), que l’on identifie à un morphisme
Cli : Λ→ i ′?Λ ≃ i?Λ dans D+(Ye´t, Λ) ; il est évident que la construction ne dépend
pas de l’ouvert intermédiaire U.
Le théorème suivant généralise l’énoncé établi dans [Fujiwara, 2002, proposi-
tion 1.2.1] :
THÉORÈME 2.3.2. SiZ i→ Y et Y j→ X sont deux immersions régulières composables,
le diagramme suivant est commutatif dans D+(Ze´t, Λ) :
Λ
Clj◦i !!❈
❈❈
❈❈
❈❈
❈
Cli // i?Λ
i?(Clj)

i?j?Λ
On peut évidemment supposer que les immersions i et j sont des immersions
fermées et que les codimensions de i et de j sont constantes, de valeurs respectives
m et n. Sim = 0 ou n = 0, c’est trivial ; on suppose donc quem > 0 et n > 0.
LEMME 2.3.3. On peut supposer que n = 1 (i.e. j est de codimension 1).
On éclate Y dans X pour obtenir le diagramme suivant où les carrés sont car-
tésiens :
P ′
i ′ //
p ′

P
j ′ //
p

E´clY(X)
π

Z
i // Y
j // X
L’idée de la démonstration est d’utiliser une sorte de formule d’excès d’inter-
section (cf. [Fulton, 1998, theorem 6.3] pour une formulation dans la théorie de
Chow) pour les immersions j ◦ i : Z→ X et j : Y → X relativement au changement
de base π : E´clY(X) → X qui va faire chuter la codimension de ces immersions
fermées régulières.
On a des isomorphismes canoniques P = P(NX/Y) et P ′ = P(NX/Y |Z). On vérifie
facilement que P → E´clY(X) est une immersion fermée régulière de codimension
1. Par changement de base lisse, P ′ → P est une immersion fermée régulière de
codimension m. On suppose que i ′?(Clj ′) ◦ Cli ′ = Clj ′◦i ′ et on veut montrer que
i?(Clj) ◦ Cli = Clj◦i. Les morphismes à comparer s’identifient à des éléments de
H2(m+n)Z (X,Λ(m+n)) (on fera ce type d’identifications jusqu’à la fin de la démons-
tration). La proposition 2.2.2.1 implique que l’application
π⋆ : H2(m+n)Z (X,Λ(m+ n))→ H2(m+n)P ′ (E´clY(X), Λ(m+ n))
est injective, il suffit donc de comparer les classes après application de π⋆.
Considérons π⋆(Clj◦i) ∈ H2(m+n)P ′ (E´clY(X), Λ(m+n)). La classe Clj◦i est la classe
généralisée Clj◦i,NX/Z , la proposition 2.2.3.1 implique l’égalité
π⋆Clj◦i = Clj ′◦i ′,π⋆NX/Z
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où est sous-entendu l’épimorphisme de fibrés vectoriels p ′⋆NX/Z → NE´clY(X)/P ′
dont on note E ′ le noyau, qui est un OP ′-Module localement libre de rang n − 1.
La proposition 2.2.3.2 donne alors l’égalité
π⋆Clj◦i = cn−1(E ′
∨
) · Clj ′◦i ′
où l’on a utilisé l’accouplement
H2(n−1)(P ′, Λ(n−1))×H2(m+1)P ′ (E´clY(X), Λ(m+1))→ H2(m+n)P ′ (E´clY(X), Λ(m+n)) .
La composition des classes admise provisoirement pour les immersions j ′ et i ′
donne l’égalité
Clj ′◦i ′ = Cli ′ · Clj ′
via l’accouplement
H2mP ′ (P,Λ(m))×H2P(E´clY(X), Λ(1))→ H2(m+1)P ′ (E´clY(X), Λ(n+ 1)) .
On a ainsi obtenu :
π⋆Clj◦i = cn−1(E ′
∨
) · Cli ′ · Clj ′ .
Notons E le noyau de l’épimorphisme p⋆NX/Y → NE´clY(X)/P ′ . Il vient aussitôt que
dans le diagramme évident de Modules sur P ′ qui suit, les lignes et les colonnes
sont exactes :
0

0

0 // i ′⋆E

// E ′

// 0

0 // i ′⋆p⋆NX/Y

// p ′⋆NX/Z

// p ′⋆NY/Z

// 0
0 // i ′⋆NE´clY (X)/P

// NE´clY (X)/P ′

// NP/P ′

// 0
0 0 0
En particulier, on obtient un isomorphisme canonique i ′⋆E ∼→ E ′, d’où i ′⋆cn−1(E ∨) =
cn−1(E
′∨) ∈ H2(n−1)(P ′, Λ(n− 1)). On en déduit :
π⋆Clj◦i = cn−1(E ′
∨
) · Cli ′ · Clj ′ = Cli ′ · cn−1(E ∨) · Clj ′ .
On utilise implicitement dans ces notations l’associativité des structures multipli-
catives permettant par exemple de définir une application
H2mP ′ (P,Λ(m))×H2(n−1)(P,Λ(n−1))×H2P(E´clY(X), Λ(1))→ H2(m+n)(E´clY(X), Λ(m+n))
sans qu’il y ait à s’inquiéter de l’ordre dans lequel les multiplications sont faites.
Les propositions 2.2.3.2 et 2.2.3.1 impliquent les égalités suivantes :
cn−1(E
∨) · Clj ′ = Clj ′,p⋆NX/Y = π⋆Clj ∈ H2nP (E´clY(X), Λ(n)) .
Le morphisme p étant lisse, on a aussitôt Cli ′ = π⋆Cli. On a ainsi obtenu l’égalité
voulue :
π⋆Clj◦i = π⋆Cli · π⋆Clj ,
ce qui achève la démonstration du lemme.
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On est ramené à établir le théorème 2.3.2 dans le cas où j est de codimension
1. On pose maintenant P = P(NX/Z) et P ′ = P(NY/Z). Le diagramme suivant
récapitule la situation :
P // π−1(Y) // E´clZ(X)
π

P ′
OO
//

E´clZ(Y)

OO
Z
i // Y
j // X
On veut établir l’égalité suivante dans H2m+2Z (X,Λ(m+ 1)) :
Clj◦i = Cli · Clj .
D’après la proposition 2.2.2.1, il suffit de vérifier cette égalité dansH2m+2P (E´clZ(X), Λ(m+
1)) après application de π⋆.
Par définition, la classe Clj◦i ∈ H2m+2Z (X,Λ(m + 1)) se « restreint » en un élé-
ment
γ = Gys
P⊂E´clZ(X)
(Clfj◦i)
dans H2m+2P (E´clZ(X), Λ(m+ 1)) où Clfj◦i ∈ H2m(P,Λ(m)).
Notons I l’Idéal de Y dans X, IP celui de P dans E´clZ(X) et I˜ celui de
E´clZ(Y) dans E´clZ(X). On a un isomorphisme canonique de faisceaux inversibles
sur E´clZ(X) :
π⋆I ≃ IP ⊗ I˜ .
Cet isomorphisme est compatible aux trivialisations données sur π−1(V) où V =
X − Y. On obtient ainsi une égalité dans le groupe des classes d’équivalences de
tels pseudo-diviseurs, ce qui permet de décomposer c1(π⋆I , 1π−1(V)) ∈ H2π−1(V)(E´clZ(X), Λ(1))
en une somme de deux composantes :
π⋆(c1(I , 1V)) = c1(π
⋆I , 1π−1(V)) = c1(IP, 1E´clZ(X)−P) + c1(I˜ , 1E´clZ(X)−E´clZ(Y)) .
On en déduit une décomposition
π⋆Cli · π⋆Clj = α+ β
dans H2m+2P (E´clZ(X), Λ(m+ 1)) où
α = −Gys
P⊂E´clZ(X)
(Cli|P) ,
β = −GysE´clZ(Y)⊂E´clZ(X)(GysP ′⊂E´clZ(Y)(Clfi)) .
Le calcul de Clk où k est l’inclusion de l’intersection de diviseurs de Cartier s’in-
tersectant transversalement dans le schéma ambiant réalisé dans [Fujiwara, 2002,
proposition 1.1.4] permet d’obtenir l’égalité d’opérateurs suivante :
GysE´clZ(Y)⊂E´clZ(X) ◦GysP ′⊂E´clZ(Y) = GysP⊂E´clZ(X) ◦GysP ′⊂P .
Notre but est d’établir l’égalité γ = α + β. Les calculs précédents permettent
d’écrire chacun des éléments α, β et γ comme des images par le morphisme
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Gys
P⊂E´clZ(X)
de classes α˜, β˜ et γ˜ dans H2m(P,Λ(m)) :
α˜ = −Cli |P ,
β˜ = −Gys
P ′⊂P(Clfi) ,
γ˜ = Clfj◦i .
On est ainsi ramené à établir l’égalité γ˜ = α˜+ β˜ dans H2m(P,Λ(m)).
D’après les lemmes 2.2.2.4 et 2.2.2.6, on a Cli |Z = (−1)mcm(NY/Z). On en déduit
l’égalité
α˜ = (−1)m+1cm(NY/Z) .
Pour calculer β˜, on observe que l’Idéal de P ′ dans P s’identifie au faisceau inver-
sible K ⊗OZ O(−1) où K = NX/Y |Z est le noyau de l’épimorphisme NX/Z → NY/Z.
On en déduit
β˜ = (c1(K ) − ξ) ·
[
ξm−1 − c1(NY/Z)ξ
m−2 + · · ·+ (−1)m−1cm−1(NY/Z)
]
.
Par ailleurs, la définition de γ˜ donne l’égalité :
γ˜ = −
[
ξm − c1(NX/Z)ξ
m−1 + (−1)mcm(NX/Z)
]
.
La formule de Cartan-Whitney appliquée à la suite exacte courte
0→ K → NX/Z → NY/Z → 0
de fibrés vectoriels sur Z permet d’obtenir aussitôt la relation voulue γ˜ = α˜ + β˜,
ce qui achève la démonstration du théorème.
La classe que l’on a définie est évidemment compatible avec celle de [SGA4 12 [Cycle] 2.2] :
PROPOSITION 2.3.4. Soit i : Y → X une immersion régulière de codimension c entre
Z
[
1
n
]
-schémas. Le morphisme de faisceaux Λ → H 2c(i!Λ(c)) induit par le morphisme
Cli : Λ→ i?Λ est donné par la classe cl Y de [SGA4 12 [Cycle] 2.2].
2.4. Morphismes lisses. Soit p : X → S un morphisme lisse compactifiable
de Z
[
1
n
]
-schémas de dimension relative d. D’après [SGA4 XVIII 2.9], on dispose
d’un morphisme trace
Trp : R2dp!Λ(d)→ Λ ,
que l’on peut réinterpréter sous la forme d’un morphisme
Rp!Λ(d) [2d]→ Λ
dans D+(Se´t, Λ) (en effet, d’après le théorème de changement de base pour un
morphisme propre et [SGA4 X 4.3], les faisceaux Rip!Λ sont nuls pour i > 2d).
DÉFINITION 2.4.1. Soit p : X→ S un morphisme lisse compactifiable de Z [ 1
n
]
-
schémas. Le morphisme Clp : Λ → p?Λ vii dans D+(Xe´t, Λ) est le morphisme dé-
duit par adjonction du morphisme Rp!Λ(d) [2d]→ Λ défini ci-dessus.
D’après [SGA4 XVIII 3.2.4], ce morphisme Clp est un isomorphisme : c’est la
dualité de Poincaré.
viiOn rappelle que l’on a posé p? = p!(−d) [−2d] où d est la dimension relative de p.
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PROPOSITION 2.4.2. Si f : Z→ Y et g : Y → X sont des morphismes lisses compac-
tifiables composables, le diagramme suivant est commutatif dans D+(Ze´t, Λ) :
Λ
Clj◦i !!❈
❈❈
❈❈
❈❈
❈
Cli // i?Λ
i?(Clj)

i?j?Λ
Ceci est énoncé en [SGA4 XVIII 3.2.4] et résulte de la compatibilité des mor-
phismes traces à la composition, cf. propriété (Var 3) dans [SGA4 XVIII 2.9].
REMARQUE 2.4.3. Si cette théorie avait été à notre disposition, il eût peut-être
été plus commode d’utiliser ici la construction des foncteurs f! pour f lissifiable
mentionnée dans l’introduction de [SGA4 XVIII 0.4]. Dans le cadre axiomatique
des « foncteurs homotopiques stables », ceci est réalisé dans [Ayoub, 2006].
2.5. Morphismes d’intersection complète lissifiables.
DÉFINITION 2.5.1. Un morphisme d’intersection complète est un morphisme
X
f→ S admettant localement une factorisation sous la forme X i→ T p→ S où p est
lisse et i une immersion régulière (cf. [SGA6 VII 1.4]). On pose dim. rel. virt. f =
dimp− codim i : c’est la dimension relative virtuelle de f (cf. [SGA6 VIII 1.9]).
DÉFINITION 2.5.2. On noteS la catégorie dont les objets sont lesZ
[
1
n
]
-schémas
quasi-compacts admettant un faisceau inversible ample et dont les morphismes
sont les morphismes de type fini entre de tels schémas. On note S ic la sous-
catégorie de S ayant les mêmes objets mais dont les morphismes sont les mor-
phismes d’intersection complète.
Dans S , tout morphisme X→ Y peut se factoriser sous la forme X i→ PnY π→ Y
où i est une immersion et π la projection canonique. Tous les morphismes de S
sont donc compactifiables, on peut leur appliquer le formalisme des foncteurs Rf!
et f!.
Les morphismes de S ic admettent des factorisations globales dans S ic sous
la forme d’une immersion fermée régulière suivie d’un morphisme lisse.
DÉFINITION 2.5.3. Pour tout morphisme f : X → Y dans S ic, on peut définir
un foncteur
f? : D+(Ye´t, Λ)→ D+(Xe´t, Λ)
par la formule f? = f!(−d) [−2d] où d = dim. rel. virt. f.
Les foncteurs f? sont les foncteurs image inverse pour une structure de caté-
gorie fibrée convenable au-dessus de la catégorie S ic : on utilisera implicitement
les isomorphismes de transitivité f?g? ≃ (gf)? associés à la composition de deux
morphismes composables dans S ic.
DÉFINITION 2.5.4. Soit f : X→ S unmorphisme dansS ic. On suppose donnée
une factorisation de f dans S ic sous la forme X i→ Y p→ S où i est une immersion
régulière et p un morphisme lisse. On définit un morphisme
Clp,i : Λ→ f?Λ
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dans D+(Xe´t, Λ) comme étant le morphisme composé
Λ
Clp,i   ❇
❇❇
❇❇
❇❇
❇
Cli // i?Λ
i?(Clp)

f?Λ
où Cli est le morphisme de la définition 2.3.1 et Clp celui de la définition 2.4.1.
THÉORÈME 2.5.5. Soit f : X → S un morphisme dans S ic. Si X i→ Y p→ S et
X
i ′→ Y ′ p ′→ S sont deux factorisations du type envisagé dans la définition 2.5.4, alors les
deux morphismes suivants dans la catégorie D+(Xe´t, Λ) sont égaux :
Clp,i = Clp ′,i ′ : Λ→ f?Λ .
La notation suivante s’avère assez commode pour cette démonstration :
DÉFINITION 2.5.6. Si f : Z → Y et g : Y → X sont des morphismes compo-
sables dans S ic, a : Λ → g?Λ et b : Λ → f?Λ des morphismes dans D+(Ye´t, Λ) et
D+(Ze´t, Λ) respectivement, on pose a⋆b = f?(a) ◦ b : Λ→ (g ◦ f)?Λ.
Cette loi⋆ vérifiant une propriété d’associativité évidente, on omettra les pa-
renthèses.
Par définition, on a ainsi : Clp,i = Clp⋆Cli. On veut vérifier l’égalité Clp⋆Cli =
Clp ′⋆Cli ′ . Quitte à introduire le produit fibré de Y et de Y ′ au-dessus de S, on peut
supposer que « Y ′ coiffe Y », à savoir qu’il existe un morphisme lisse q : Y ′ → Y
tel que i = q ◦ i ′ et p ′ = p ◦ q :
Y ′
p ′
❄
❄❄
❄❄
❄❄
❄
q

X
i ′
??⑦⑦⑦⑦⑦⑦⑦⑦ i // Y
p // S
On a ainsi
Clp ′,i ′ = Clp ′⋆Cli ′ = Clp⋆Clq⋆Cli ′ ,
la dernière égalité résultant de la proposition 2.4.2. On est ramené àmontrer l’éga-
lité Cli = Clq⋆Cli ′ . Pour cela, on introduit le produit fibré X ′ de X et Y ′ au-dessus
de Y :
X ′
q ′

j // Y ′
q

X
s
BB
i ′
>>⑥⑥⑥⑥⑥⑥⑥⑥
i
// Y
Le morphisme i ′ donne naissance à la section s de la projection q ′ : X ′ → X. Le
morphisme q étant lisse, l’immersion j : X ′ → Y ′ est régulière. Admettons provi-
soirement les égalités suivantes :
Clq ′⋆Cls = IdΛ , Clq⋆Clj = Cli⋆Clq ′ .
Il vient :
Cli = Cli⋆Clq ′⋆Cls
= Clq⋆Clj⋆Cls .
On utilise alors la composition des morphismes de Gysin associés aux immer-
sions régulières (cf. théorème 2.3.2). Celle-ci donne l’égalité Clj⋆Cls = Cli ′ qui
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permet de conclure que Cli = Clq⋆Cli ′ . Les deux lemmes qui suivent permettent
d’obtenir les deux égalités admises ci-dessus :
LEMME 2.5.7. Soit un diagramme cartésien dans S :
X ′
q ′

j // Y ′
q

X
i // Y
On suppose que q est lisse et que i est une immersion régulière (donc j aussi). Alors on a
l’égalité
Clq⋆Clj = Cli⋆Clq ′ .
On peut supposer que i est une immersion fermée. On identifie Cli (resp. Clj)
à une classe dans H2dX (Y,Λ(d)) (resp. H
2c
X ′(Y
′, Λ(c))) où c est la codimension de
l’immersion régulière i. D’après la proposition 2.2.3.1, on a q⋆(Cli) = Clj. Bien
que la vérification soit abracadabrante, la compatibilité du morphisme trace aux
changements de base (propriété (Var 2) de [SGA4 XVIII 2.9]) permet de conclure.
LEMME 2.5.8. Soit p : X → S un morphisme lisse dans S admettant une section
s : S→ X (qui est une immersion régulière). Alors, Clp⋆Cls = IdΛ dans D+(Se´t, Λ).
Les endomorphismes de Λ dans D+(Se´t, Λ) sont donnés par des sections du
faisceau Λ dans S, il suffit de vérifier que les nombres obtenus en passant aux
points génériques de S sont égaux à 1. Comme on peut supposer que S est réduit
et que la construction est compatible avec le passage aux points génériques, on
peut supposer que S est le spectre d’un corps k. Notons x l’image de Spec(k)
dans X. Quitte à remplacer X par un voisinage ouvert, on peut supposer qu’il
existe un morphisme étale π : X → Adk identifiant x à l’image inverse de l’origine
dans Adk. En utilisant l’isomorphisme évident H
2d
(0,...,0)(A
d
k, Λ(d))
∼→ H2dx (X,Λ(d)),
on se ramène au lemme suivant :
LEMME 2.5.9. Pour tout entier naturel d et tout schéma S ∈ S , si on note p : AdS →
S la projection et s : S→ AdS l’inclusion de l’origine, on a l’égalité
Clp⋆Cls = IdΛ
dans D+(Se´t, Λ).
L’énoncé est évident pour d = 0. Une récurrence évidente s’appuyant sur le
théorème 2.3.2 et la proposition 2.4.2 permet de se ramener au cas où d = 1,
et comme précédemment, on peut supposer que S = Spec(k) où k est un corps
que l’on peut supposer séparablement clos. On se ramène finalement au lemme
suivant :
LEMME 2.5.10. Pour tout corps séparablement clos k, si on note p : P1k → Spec(k)
la projection et s : Spec(k)→ P1k l’inclusion de 0, on a l’égalité
Clp⋆Cls = IdΛ
dans D+(Spec(k)e´t, Λ).
L’idéal de l’immersion fermée s s’identifie au faisceau inversible O(−1). Par
définition, l’image Cls|P1
k
de Cls dans H2(P1k, Λ(1)) est c1(O(−1)) ·Clfs. Mais Clfs =
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−1. Ainsi, Cls|P1
k
= c1(O(1)). Le degré du fibré en droites O(1) étant 1, on peut
conclure en utilisant la commutativité du diagramme suivant (cf. [SGA4 XVIII 1.1.6]) :
Pic(P1k)
deg
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
c1 // H2(P1k, Λ(1))
Trp∼

Λ
DÉFINITION 2.5.11. Soit f : X→ S un morphisme dans S ic. On note Clf : Λ→
f?Λ lemorphisme Clp,i dansD+(Xe´t, Λ)défini à partir d’une factorisation de f dans
S ic sous la forme f = p◦i avec i une immersion régulière et p unmorphisme lisse.
D’après le théorème 2.5.5, cette définition est indépendante de la factorisation.
THÉORÈME 2.5.12. Si X f→ Y et Y g→ Z sont des morphismes composables dans S ic,
le diagramme suivant est commutatif dans D+(Xe´t, Λ).
Λ
Clg◦f ##❍
❍❍
❍❍
❍❍
❍❍
Clf // f?Λ
f?(Clg)

(g ◦ f)?Λ
Paraphrasant [SGA6 VIII 2.6], on choisit une factorisation Y
j→ V ′ p→ ′ Z dans
S ic avec j une immersion régulière et p ′ lisse, et une immersion régulière X i→ PnY ,
de façon à obtenir le diagramme suivant :
X
f ❄
❄❄
❄❄
❄❄
❄
i // PnY
p

j ′ // PnV ′
p ′′

Y
g
!!❉
❉❉
❉❉
❉❉
❉❉
j // V ′
p ′

Z
En utilisant le théorème 2.3.2 et la proposition 2.4.2, on obtient
Clg◦f = (Clp ′⋆Clp ′′)⋆(Clj ′⋆Cli) .
Le lemme 2.5.7 donne l’égalité :
Clp ′′⋆Clj ′ = Clj⋆Clp ,
ce qui permet d’obtenir :
Clg◦f = (Clp ′⋆Clj)⋆(Clp⋆Cli) ,
où l’on reconnaît l’égalité Clg◦f = Clg⋆Clf.
PROPOSITION 2.5.13. Soit f : X→ S un morphisme dans S ic. On suppose que f est
plat de dimension relative d. Alors le morphisme Clf : Λ → f?Λ correspond par adjonc-
tion au morphisme Rf!Λ(d)[2d] → Λ donné par le morphisme trace Trf : R2df!Λ(d) →
Λ.
Compte tenu de la proposition 2.3.4, cela résulte de [SGA4 12 [Cycle] 2.3.8 (i)].
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REMARQUE 2.5.14. Si f : X → Y est un morphisme propre dans S ic de di-
mension relative virtuelle d, le morphisme Clf permet de définir, pour tout K ∈
D+(Ye´t, Λ), unmorphisme f⋆ : Hp(X, f⋆K)→ Hp−2d(Y, K(−d)), compatible à la com-
position. On peut aussi en définir une version à supports f⋆ : H
p
Z(X, f
⋆K)→ Hp−2dZ ′ (Y, K(−d))
dès que Z et Z ′ sont des fermés de X et Y respectivement tels que f(Z) ⊂ Z ′.
3. Théorème de pureté
3.1. Énoncés. L’objectif de cette section est de donner une démonstration du
théorème suivant :
THÉORÈME 3.1.1. Soit X un Z
[
1
n
]
-schéma régulier. Soit Y un sous-schéma (fermé)
de X qui est aussi régulier. On note i : Y → X l’immersion, et c sa codimension. Alors, le
morphisme de Gysin Cli : Λ→ i?Λ = i!Λ(c) [2c] est un isomorphisme dans D+(Ye´t, Λ).
COROLLAIRE 3.1.2. Soit f : X → S un morphisme de type fini entre Z [ 1
n
]
-schémas
réguliers. On suppose que X et S admettent un faisceau ample. Alors, le morphisme de
Gysin Clf : Λ(d)[2d] → f!Λ est un isomorphisme dans D+(Xe´t, Λ), où d désigne la
dimension relative virtuelle de f.
COROLLAIRE 3.1.3. Soit X un Z
[
1
n
]
-schéma régulier. Soit D un diviseur à croise-
ments normaux dans X. On note j : X−D→ X l’inclusion de son complémentaire. Alors,
Rj⋆Λ appartient à Dbctf(Xe´t, Λ). Plus précisément, siD = D1 + · · ·+Dn est un diviseur
à croisements normaux strict, alors R1j⋆Λ s’identifie à
⊕
1≤i≤nΛDi(−1) et R
⋆j⋆Λ est
l’algèbre extérieure sur R1j⋆Λ.
Ce corollaire mérite une démonstration. Pour la première assertion, on peut
travailler localement pour la topologie étale surX ; il suffit donc d’établir la deuxième
assertion. On suppose que D = D1 + · · ·+Dn est un diviseur à croisements nor-
maux strict. On note ji : X − Di → X l’inclusion du complémentaire de Di pour
tout i. Nous allons montrer que le morphisme de Künneth
Rj1⋆Λ⊗L · · · ⊗L Rjn⋆Λ→ Rj⋆Λ
est un isomorphisme dans D(Xe´t, Λ), ce qui impliquera le résultat vu que les fais-
ceaux Rqji⋆Λ sont connus par pureté (Λ pour q = 0, ΛDi(−1) pour q = 1 et 0
sinon) et qu’ils sont plats.
On procède par récurrence sur n. Les cas n = 0 et n = 1 sont évidents. On
suppose n ≥ 2, on poseD ′ = D2+· · ·+Dn et on fait l’hypothèse que le résultat est
connu pourD ′. Il s’agit donc de monter que si on note j ′ : X−D ′ → X l’inclusion
du complémentaire deD ′, alors le morphisme de Künneth
Rj1⋆Λ⊗L Rj ′⋆Λ→ Rj⋆Λ
est un isomorphisme. Autrement dit, le morphisme canonique
RHom(ΛX−D1 , Λ)⊗L RHom(ΛX−D ′ , Λ)→ RHom(ΛX−D1 ⊗ΛX−D ′ , Λ)
est un isomorphisme dans D(Xe´t, Λ). À K (resp. L) fixé dans D(Xe´t, Λ), la famille
des L (resp. K) tels que le morphisme
RHom(K,Λ)⊗L RHom(L,Λ)→ RHom(K⊗L L,Λ)
soit un isomorphisme, propriété que nous appellerons (Kü), est une sous-catégorie
triangulée de D(Xe´t, Λ).
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Pour K = Λ ou L = Λ, la condition (Kü) est évidemment vérifiée, la montrer
pour (ΛX−D1, ΛX−D ′) revient donc, par dévissage, à la montrer pour (ΛD1, ΛX−D ′)
ou encore pour (ΛD1, ΛD ′). Il résulte aussitôt du théorème de pureté et des compa-
tibilités obtenues que si Y et Z sont deux sous-schémas fermés réguliers de X s’in-
tersectant transversalement (i.e. Y ∩ Z est régulier de codimension la somme des
codimensions de Y et de Z), alors (ΛY, ΛZ) vérifie (Kü). En particulier, (ΛD1, ΛDi)
vérifie (Kü) pour i ≥ 2 et plus généralement, pour tout sous-ensemble non vide I
de {2, . . . , n}, (ΛD1, ΛDI) vérifie (Kü) où DI est l’intersection des Di pour i ∈ I. En
utilisant la suite exacte standard
0→ ΛD ′ → ⊕
2≤i≤n
ΛDi → ⊕
2≤i<j≤n
ΛDij → . . . ,
on en déduit par dévissage la condition (Kü) pour (ΛD1, ΛD ′), ce qu’il fallait dé-
montrer.
DÉFINITION 3.1.4. Un couple régulier est un couple (X, Y) où X est un Z
[
1
n
]
-
schéma régulier et Y un sous-schéma fermé de X qui est régulier. On dit que (X, Y)
est pur si la conclusion du théorème 3.1.1 est vraie pour l’inclusion de Y dans X.
Si y → Y est un point géométrique de Y, on dira que (X, Y) est pur en y si (Cli)y
est un isomorphisme dans D+(ye´t, Λ).
Le théorème 3.1.1 peut ainsi se reformuler en disant que tout couple régu-
lier est pur. Dans la sous-section 3.2 sera introduite la notion de pureté ponc-
tuelle qui consiste à étudier les couples réguliers de la forme (X, x) où X est un
schéma local régulier de point fermé x. Pour démontrer le théorème de pureté,
il suffira de savoir que les couples réguliers de cette forme sont purs. Dans la
sous-section 3.3, on se ramènera au cas où l’anneau de coefficients Λ est Z/ℓZ
avec ℓ un nombre premier inversible sur les schémas réguliers considérés. Dans
la sous-section 3.4, on établira quelques propriétés utiles concernant la pureté
des couples réguliers donnés par des diviseurs. Comme dans la démonstration
de [Fujiwara, 2002], la démonstration de la pureté ponctuelle pour des schémas
réguliers arbitraires se ramènera à celle des schémas réguliers qui sont de type
fini sur un trait S (d’inégale caractéristique). Dans la sous-section 3.5, on obtien-
dra des conditions suffisantes pour montrer que des schémas réguliers de type
fini sur S sont ponctuellement purs. La sous-section 3.6 donnera les énoncés de
géométrie logarithmique permettant d’établir que si (X,M) est un log-schéma
log-lisse sur un trait (muni de sa log-structure canonique) et que le schéma X est
régulier, alors X est ponctuellement pur. La démonstration du théorème 3.1.1 sera
donnée dans la sous-section 3.7. Elle utilisera les résultats des sous-sections pré-
cédentes ainsi que trois théorèmes de résolution des singularités que l’on peut
résumer ainsi :
• utilisation d’altérations pour obtenir un schéma à réduction semi-stable
à partir d’un schéma (normal) sur S (cf. [Vidal, 2004b, proposition 4.4.1]) ;
• résolution des singularités d’une action modérée d’un groupe fini sur
un log-schéma log-régulier de façon à obtenir une action très modérée
(cf. exposé VI) ;
• résolution des log-singularités des log-schémas log-réguliers (cf. exposé VI).
3.2. Pureté ponctuelle.
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DÉFINITION 3.2.1. Soit X un Z
[
1
n
]
-schéma local régulier. On dit que X est
ponctuellement pur en son point fermé x si le morphisme Cli : Λ → i?Λ est un
isomorphisme dans D+(xe´t, Λ) où i : x→ X est l’inclusion du point fermé de X.
Un schéma local régulier est ponctuellement pur en son point fermé si et
seulement si son hensélisé (resp. son hensélisé strict) l’est.
DÉFINITION 3.2.2. Soit X un Z
[
1
n
]
-schéma. Si x ∈ X, on dit que X est ponctuel-
lement pur au point x si le localisé de X en x est ponctuellement pur en son point
fermé. On dit que X est ponctuellement pur s’il l’est en tous ses points.
La proposition suivante est [Fujiwara, 2002, proposition 2.2.4]. La démonstra-
tion de cet article semble compliquée puisqu’elle passe par des résultats plus fins
que ceux dont nous avons besoin. On en redonne donc une démonstration plus
courte.
PROPOSITION 3.2.3. Soit i : Y → X une immersion fermée entre schémas réguliers.
Le nombre de conditions satisfaites parmi les trois suivantes ne peut pas être deux :
(a) Le couple régulier (X, Y) est pur ;
(b) Le schéma Y est ponctuellement pur ;
(c) Le schéma X est ponctuellement pur aux points situés dans l’image de Y.
Soit y ∈ Y, notons V(y) le localisé de Y en y et V(x) celui de l’image x de y
dans X. On a un diagramme de schémas :
y
ix   ❇
❇❇
❇❇
❇❇
❇❇
iy // V(y)
i ′

V(x)
La composition des morphismes de Gysin donne le diagramme commutatif sui-
vant dans D+(ye´t, Λ) :
Λ
Clix &&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
Cliy // i?yΛ
i?yCli ′

i?xΛ
Sur ce diagramme, on voit aussitôt que (a) et (b) impliquent (c) et que (a) et
(c) impliquent (b). Montrons que (b) et (c) impliquent (a). Il s’agit de montrer
que pour tout point y de Y, le morphisme i⋆yCli ′ est un isomorphisme. On peut
procéder par récurrence sur la dimension de V(y). On peut ainsi supposer que
le support d’un cône C du morphisme Cli ′ dans D+(V(y)e´t, Λ) est contenu dans
{y}. Mézalor, le morphisme canonique i!yC → i⋆yC est un isomorphisme ; le dia-
gramme ci-dessus montre que i!yC = 0, ce qui permet de conclure que C = 0 et
finalement d’obtenir (a).
Rappelons quelques propriétés importantes concernant la pureté ponctuelle :
PROPOSITION 3.2.4 ([Fujiwara, 2002, proposition 2.2.2]). Soit X un schéma local
strictement hensélien régulier. Le complété X^ est ponctuellement pur en son point fermé
si et seulement si X l’est.
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PROPOSITION 3.2.5 ([Fujiwara, 2002, corollary 2.2.3]). Soit k un corps premier.
Si X est schéma régulier qui est un k-schéma, alors X est ponctuellement pur.
3.3. Changement de coefficients.
PROPOSITION 3.3.1. Soit n un entier naturel non nul. Soit n =
∏k
j=1 ℓ
νj
j la facto-
risation de n en produit de puissances de nombres premiers distincts. Un couple régulier
(X, Y) est pur relativement à l’anneau de coefficients Z/nZ si et seulement s’il l’est rela-
tivement à l’anneau de coefficients Z/ℓνjj Z pour tout j ∈ {1, . . . , k}.
Cela résulte aussitôt du lemme chinois et du fait que sim est un entier naturel
divisant n, alors pour toute immersion fermée régulière i : Y → X, le diagramme
évident commute dans D+(Ye´t,Z/nZ) :
Z/nZ
Cli //

i?Z/nZ

Z/mZ
Cli // i?Z/mZ
PROPOSITION 3.3.2. Soit ℓ un nombre premier. Pour tout entier ν ≥ 1, un couple
régulier (X, Y) est pur relativement à l’anneau de coefficients Z/ℓZ si et seulement s’il
l’est relativement à l’anneau de coefficients Z/ℓνZ.
En utilisant la résolution de Godement des faisceaux Z/ℓνZ(c) (où c est la
codimension de l’immersion i : Y → X) pour tout ν, on peut représenter les mor-
phismes de Gysin Cli : Z/ℓνZ→ i?Z/ℓνZ dans D+(Ye´t,Z/ℓνZ) par des cocycles. Un
tel cocycle pour ν0 fixé induit pour tout entier ν ≤ ν0 un cocycle représentant le
morphisme de Gysin à coefficients dans Z/ℓνZ. Les propriétés élémentaires de la
résolution de Godement font que, si on le souhaite, on peut en fait trouver une
famille compatible de cocycles pour tout ν ∈ N.
Compte tenu de ces observations, une fois ces cocycles convenablement choi-
sis, on dispose d’un cône privilégié C(ν) du morphisme Cli : Z/ℓνZ → i?Z/ℓνZ
dans D+(Ye´t,Z/ℓνZ) pour tout ν ∈ N et de triangles
C(µ) // C(µ+ ν) // C(ν) // C(µ)[1]
dans D+(Ye´t,Z/ℓµ+νZ) pour tous (µ, ν) ∈ N2.
Par conséquent, si C(1) = 0, il vient que pour tout ν ≥ 1, C(ν) = 0. Inver-
sement, si C(1) est non nul, son premier objet de cohomologie non nul s’injecte
dans celui de C(ν) pour tout ν ≥ 1.
3.4. Diviseurs réguliers.
DÉFINITION 3.4.1. Si X est un schéma et x→ X un point géométrique, on note
V(x) l’hensélisé strict de X en x et ix : V(x)→ X le morphisme canonique.
PROPOSITION 3.4.2. Soit X un schéma régulier. Soit D un diviseur régulier de X.
Le couple régulier (X,D) est pur si et seulement si pour tout point géométrique x → D,
on aHqe´t(V(x) − i
−1
x (D), Λ) = 0 pour tout q ≥ 2.
Cela résulte du calcul deHqe´t(V(x)−i
−1
x (D), Λ)pour q ∈ {0, 1} (cf. [SGA4 12 [Cycle] 2.1.4]).
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PROPOSITION 3.4.3. On suppose que l’anneau de coefficients est Z/ℓZ où ℓ est un
nombre premier. Soit f : Y → X un morphisme fini et plat de degré constant premier
à ℓ entre Z
[
1
ℓ
]
-schémas réguliers. Soit D un diviseur régulier de X. On suppose que
D ′ = f−1(D)re´d est un diviseur régulier de Y. Si le couple régulier (Y,D ′) est pur, alors
(X,D) aussi.
Grâce à la proposition 3.4.2, on peut choisir un point géométrique de D et
remplacer X par son hensélisé strict en ce point. On suppose donc que X etD sont
locaux strictement henséliens et on se concentre sur la pureté du couple (X,D)
en le point fermé de D. Le schéma Y est alors réunion disjointe finie de schémas
locaux strictement henséliens ; au moins un de ceux-ci est de degré premier à ℓ
sur X. On peut donc supposer que Y aussi est local strictement hensélien. Il suffit
alors de montrer que Hq(X − D,Z/ℓZ) s’injecte dans Hq(Y − D ′,Z/ℓZ), ce qui
résulte du lemme suivant :
LEMME 3.4.4. On suppose que l’anneau de coefficientsΛ estZ/ℓZ où ℓ est un nombre
premier. Soit f : Y → X un morphisme de présentation finie, fini et plat de rang d premier
à ℓ entre Z
[
1
ℓ
]
-schémas. Alors, le morphisme canoniqueΛ→ f⋆Λ est un monomorphisme
scindé dans D+(Xe´t, Λ).
D’après [SGA4 XVII 6.2.3], on a un morphisme Trf : f⋆Λ → Λ tel que la com-
posée
Λ→ f⋆Λ→ Λ
soit la multiplication par d, ce qui donne le scindage voulu puisque d est inver-
sible dans Λ.
PROPOSITION 3.4.5. On suppose que l’anneau de coefficientsΛ est Z/ℓZ où ℓ est un
nombre premier. Soit X un Z
[
1
ℓ
]
-schéma régulier. Soit f une fonction sur X dont le lieu
des zérosD = V(f) soit un diviseur régulier de X. On pose X ′ = Spec
(
OX[T ]/(T
ℓ − f)
)
.
On note π : X ′ → X la projection, D ′ = π−1(D)re´d (noter que D ′ → D est un iso-
morphisme). Alors, X ′ est un schéma régulier, et le couple régulier (X ′, D ′) est pur si et
seulement si le couple régulier (X,D) l’est.
Soit x un point géométrique de D (on identifiera aussi x à un point géomé-
trique de D ′). On va en fait montrer que (X,D) est pur en x si et seulement si
(X ′, D ′) l’est. On peut supposer que X est le spectre premier d’un anneau local
strictement hensélien A d’idéal maximal m et que x est au-dessus du point fermé
de X. On a évidemment f ∈ m ; le fait que D = V(f) soit régulier revient à dire
que f 6∈ m2.
Notons A ′ = A[T ]/(T ℓ − f). En considérant le déterminant de l’endomor-
phisme de A ′ comme A-module donné par la multiplication par un élément
b ∈ A ′, on observe que b est inversible dans A ′ si et seulement si son image dans
l’algèbre locale (A/m)[T ]/(T ℓ) est inversible. Il en résulte que A ′ est local d’idéal
maximal m ′ = (T) + mA ′. Par ailleurs, on a un isomorphisme A/(f) ∼→ A ′/(T)
(i.e. D ′ → D est un isomorphisme). On construit facilement un isomorphisme
A(f)[T ]/(T
d − f)
∼→ A ′(T), ce qui montre que le localisé de A ′ en (T) est un anneau
de valuation discrète. La codimension de l’idéal premier (T) dans A ′ est donc 1.
Compte tenu du fait que A ′/(T) soit régulier, il en résulte que X ′ est régulier.
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Onpeut considérer, pour tout entier ν ≥ 0, leX-schéma affineXν = Spec (OX[T ]/(T ℓν − f)).
En élevant T à la puissance ℓ, on obtient une tour de morphismes
· · ·→ Xν+1 → Xν → · · ·→ X1 → X0 ,
le dernier morphisme X1 → X0 s’identifiant à π : X ′ → X. Au-dessus de X − D,
cette tour de morphismes définit une tour de revêtements étales galoisiens de
X −D de groupe de Galois Zℓ(1) = lim
ν
µℓν où pour tout entier n inversible dans
A, on note simplement µn = µn(A).
Cette tour de revêtements définit unmorphisme (surjectif) de groupes profinis
πe´t1 (X−D)
ab → Zℓ(1). Par conséquent, on a unmorphisme de topos ρf : (X−D)e´t →
BZℓ(1) où BZℓ(1) désigne le topos des Zℓ(1)-ensembles discrets.
LEMME 3.4.6. Le couple régulier (X,D) est pur en x si et seulement si le morphisme
RΓ(BZℓ(1), µℓ)→ RΓ((X−D)e´t, µℓ)
induit par le morphisme de topos ρf est un isomorphisme dans la catégorie dérivée des
groupes abéliens.
Ce lemme découle des deux lemmes suivants :
LEMME 3.4.7. Pour tout entier q ≥ 2, Hq(BZℓ(1), µℓ) = 0 et on a des isomor-
phismes canoniques
H0(BZℓ(1), µℓ) ≃ µℓ , H1(BZℓ(1), µℓ) ≃ Hom(Zℓ(1), µℓ) ≃ Z/ℓZ .
Il s’agit de montrer que Zℓ(1) est de ℓ-dimension cohomologique 1. Pour cela,
voir par exemple [Serre, 1994, §3.4, chapitre I].
LEMME 3.4.8. Le morphisme composé
Z/ℓZ ≃ H1(BZℓ(1), µℓ) ρ
⋆
f→ H1((X−D)e´t, µℓ) ∼→ H2D(X, µℓ)
est donné (au signe près) par la classe de Gysin ClD⊂X.
Un relèvement dans H1(X−D,µℓ) de ClD⊂X est donné par l’image de f par le
morphisme de bord H0((X−D)e´t,Gm)→ H1((X−D)e´t, µℓ) associé à la suite exacte
de Kummer
0→ µℓ → Gm p→ Gm → 0 ,
autrement dit par le µℓ-torseur p−1(f) ⊂ Gm. Géométriquement, ce torseur s’iden-
tifie tautologiquement au revêtement galoisien X ′ − D ′ → X − D de groupe de
Galois µℓ. Bien sûr, la classe de ce µℓ-torseur est donnée par le morphisme évident
πe´t1 (X − D)
ab → Zℓ(1) → µℓ donnant l’image par ρ⋆f du générateur canonique de
H1(BZℓ(1), µℓ).
On peut appliquer le lemme 3.4.6 à X ′ : il vient que le couple régulier (X ′, D ′)
est pur en x si et seulement si le morphisme
RΓ(BZℓ(1), µℓ)→ RΓ((X ′ −D ′)e´t, µℓ)
induit par le morphisme de topos ρT : (X ′ −D ′)e´t → BZℓ(1) est un isomorphisme.
On dispose d’un carré commutatif de topos :
(X ′ −D ′)e´t
g

ρT // BZℓ(1)
g ′

(X−D)e´t
ρf // BZℓ(1)
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où g est induit par π : X ′ → X et g ′ par la multiplication par ℓ sur Zℓ(1). Le faisceau
g⋆Z/ℓZ s’identifie canoniquement à ρ⋆fg
′
⋆
(Z/ℓZ). Il en découle aisément que le
couple régulier (X ′, D ′) est pur en x si et seulement si le morphisme canonique
RΓ(BZℓ(1), g ′⋆(Z/ℓZ))→ RΓ((X−D)e´t, ρ⋆fg ′⋆(Z/ℓZ))
est un isomorphisme.
La cohomologie relative dumorphisme de topos ρf : (X−D)e´t → BZℓ(1) définit
un foncteur triangulé
F : D+(BZℓ(1),Z/ℓZ)→ D+(Z/ℓZ)
tel que pour tout K ∈ D+(BZℓ(1),Z/ℓZ), F(K) soit isomorphe à un cône du mor-
phisme canonique RΓ(BZℓ(1), K)→ RΓ((X−D)e´t, ρ⋆fK).
Le lemme suivant découle de ce qui précède :
LEMME 3.4.9. Le couple régulier (X,D) est pur en x si et seulement si F(Z/ℓZ) = 0
tandis que (X ′, D ′) est pur en x si et seulement si F(g ′
⋆
(Z/ℓZ)) = 0.
Comme Zℓ(1) est un pro-ℓ-groupe, le faisceau g ′⋆(Z/ℓZ) est une extension suc-
cessive de l copies de Z/ℓZ. Le foncteur F étant triangulé, on en déduit aussitôt
que si F(Z/ℓZ) est nul, alors F(g ′
⋆
Z/ℓZ) aussi et que si F(Z/ℓZ) est non nul, son
premier objet de cohomologie non nul s’injecte dans celui de F(g ′
⋆
(Z/ℓZ)). Ceci
achève la démonstration de la proposition 3.4.5.
3.5. Schémas sur un trait. Soit S un trait. On note s son point fermé, η son
point générique et π une uniformisante.
PROPOSITION 3.5.1. Le trait S est ponctuellement pur.
Il s’agit de montrer que S est ponctuellement pur en son point fermé. On peut
supposer que S est strictement hensélien ; cela résulte alors facilement du fait que
le corps des fractions de S soit de ℓ-dimension cohomologique 1 pour tout nombre
premier inversible sur S (cf. [SGA4 X 2.2]).
PROPOSITION 3.5.2. Pour tout entier naturel n, l’espace affine AnS est ponctuelle-
ment pur.
D’après la proposition 3.2.5, les schémas Ans et A
n
η sont ponctuellement purs.
Ainsi, AnS est ponctuellement pur en les points de la fibre générique. Pour établir
la pureté ponctuelle de AnS en les points de la fibre spéciale, on utilise la proposi-
tion 3.2.3 : il suffit de montrer que le couple régulier (AnS ,A
n
s ) est pur. Le cas n = 0
résulte de la proposition 3.5.1 et le cas général en découle en vertu du théorème
de changement de base lisse.
COROLLAIRE 3.5.3. Un S-schéma lisse est ponctuellement pur.
DÉFINITION 3.5.4. Soit p : X→ S unmorphisme de type fini, avecX régulier et
admettant un faisceau ample. On pose KX = p?ΛS et on dispose d’un morphisme
de Gysin ClX/S : ΛX → KX dans D+(Xe´t, Λ) (cf. définition 2.5.11).
PROPOSITION 3.5.5. Soit p : X → S un morphisme de type fini, avec X régulier et
admettant un faisceau ample. Le schéma X est ponctuellement pur si et seulement si le
morphisme ClX/S : ΛX → KX est un isomorphisme dans D+(Xe´t, Λ).
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On choisit une factorisation X i→ Y q→ S de p (dans la catégorie S ic) avec Y
lisse sur S et i une immersion fermée (régulière). D’après le théorème 2.5.12 (ou
plutôt par définition de ClX/S), le diagramme suivant est commutatif :
Λ
ClX/S !!❉
❉❉
❉❉
❉❉
❉
Cli // i?Λ
i?Clq∼

i?q?Λ
Lemorphisme q étant lisse, le morphisme de Gysin Clq est un isomorphisme. Par
conséquent, ClX/S est un isomorphisme si et seulement si Cli : Λ→ i?Λ en est un.
D’après la proposition 3.2.3 et compte tenu du fait que Y soit ponctuellement pur
(cf. corollaire 3.5.3), ceci équivaut encore à dire que X est ponctuellement pur.
COROLLAIRE 3.5.6. Soit X un S-schéma de type fini qui est régulier. Soit Y un X-
schéma lisse. Si X est ponctuellement pur, alors Y aussi.
PROPOSITION 3.5.7. Soit f : X→ Y un morphisme propre et dominant de S-schémas
où X et Y sont supposés de type fini sur S, intègres, réguliers et admettant des faisceaux
amples. On suppose de plus que f est génériquement étale de degré d inversible dans Λ.
Alors, la pureté ponctuelle de X implique celle de Y.
Le morphisme f est localement d’intersection complète lissifiable de dimen-
sion relative virtuelle zéro, d’où f? = f!. Le morphisme de Gysin relatif à f est un
morphisme Clf : Λ→ f!Λ.
LEMME 3.5.8. On peut généraliser le morphisme Clf : Λ → f!Λ en des morphismes
f⋆M→ f!M, fonctoriellement enM ∈ D+(Ye´t, Λ).
Le morphisme Clf : Λ → f!Λ correspond par adjonction à un morphisme
Rf!Λ → Λ, que l’on peut tensoriser avec M pour obtenir (via la formule de pro-
jection) un morphisme Rf!f⋆M→M qui correspond lui-même par adjonction au
morphisme f⋆M→ f!M du type recherché.
En appliquant la fonctorialité de la construction du lemme au morphisme
ClY/S : ΛY → KY , on obtient un diagramme commutatif dans D+(Xe´t, Λ).
f⋆ΛY
f⋆(ClY/S)

// f!ΛY
f!(ClY/S)

f⋆KY // f
!KY
Via l’isomorphisme canonique f⋆ΛY ≃ ΛX, le morphisme du haut s’identi-
fie au morphisme Clf : ΛX → f!ΛY ; celui de droite est f!(ClY/S). D’après le théo-
rème 2.5.12, il vient que le morphisme composé ΛX ≃ f⋆ΛY → f!KY ≃ KX est le
morphisme de Gysin ClX/S. On déduit de ceci un diagramme commutatif de la
forme suivante dans D+(Xe´t, Λ) :
f⋆ΛY
f⋆(ClY/S)

∼ // ΛX
ClX/S

// f!ΛY
f!ClY/S

f⋆KY // KX
∼ // f!KY
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Comme f est propre, on obtient par adjonction un nouveau diagramme com-
mutatif dans D+(Ye´t, Λ) :
ΛY
ClY/S

// Rf⋆ΛX
Rf⋆(ClX/S)

// ΛY
ClY/S

KY // Rf⋆KX // KY
Le diagramme ci-dessus met en évidence une relation entre les morphismes
ClY/S et Rf⋆(ClX/S). Comme va lemontrer le lemme suivant, le premiermorphisme
est un facteur direct du second, ce qui montre que la pureté ponctuelle de X im-
plique celle de Y, achevant la démonstration de la proposition 3.5.7.
LEMME 3.5.9. Sur le diagramme précédent, les morphismes composés ΛY → ΛY
et KY → KY sont les multiplications par le degré d (en particulier, ce sont des isomor-
phismes).
Comme Y est connexe (non vide), on a un isomorphisme évidentΛ ∼→ EndD+(Ye´t,Λ)(ΛY).
D’après le théorème de bidualité locale (cf. [SGA4 12 [Th. finitude] 4.3]), on a aussi
un isomorphisme Λ ∼→ EndD+(Ye´t,Λ)(KY). Il suffit donc d’obtenir la conclusion au-
dessus d’un ouvert non vide de Y. Quitte à remplacer Y par un ouvert non vide
convenable, on peut supposer que f est un revêtement étale. On est ainsi ramené
au lemme suivant :
LEMME 3.5.10. Soit f : X→ Y un morphisme de schémas fini étale de degré constant
d. Pour tout objetM ∈ D+(Ye´t, Λ), le morphisme composé
M→ f⋆f⋆M→M
déduit des adjonctions canoniques (f⋆, f⋆) et (f⋆, f⋆) est la multiplication par d.
Grâce aux formules de projection, on peut supposer queM = ΛY. Il suffit alors
d’établir le résultat après un changement de base étale (non vide) trivialisant le
revêtement X → Y (par exemple une clôture galoisienne de ce revêtement). Bref,
on peut supposer que X est une réunion disjointe de d copies de Y, auquel cas le
résultat est trivial.
DÉFINITION 3.5.11. Soit (e1, . . . , en) ∈ Nn. On définit un S-schéma :
V(S, π, e1, . . . , en) = Spec (OS[T1, . . . , Tn]/ (
∏n
i=1 T
ei
i − π)) .
Pour tout i, on note Hi le sous-schéma fermé de V(S, π, e1, . . . , en) défini par
l’équation Ti = 0.
PROPOSITION 3.5.12. Soit (e1, . . . , en) un n-uplet d’entiers naturels non tous nuls.
Alors, le schéma V(S, π, e1, . . . , en) est régulier et ponctuellement pur.
On peut supposer que l’anneau des coefficients est Z/ℓZ où ℓ est un nombre
premier inversible sur S.
LEMME 3.5.13.
(i) Si (e1, . . . , en) est un n-uplet d’entiers non tous nuls dont au moins un est
inversible dans η, le S-schéma V(S, π, e1, . . . , en) est intègre, régulier et de
fibre générique lisse ;
3. THÉORÈME DE PURETÉ 251
(ii) Soit d ≥ 1, si S ′ est le trait obtenu en extrayant une racine d-ième π ′ de
l’uniformisante π viii, pour tout n-uplet (e1, . . . , en), on a un isomorphisme de
schémas
V(S ′, π ′, e1, . . . , en) = V(S, π, de1, . . . , den) ;
(iii) Si (e1, . . . , en) est unn-uplet d’entiers non tous nuls, le schémaV(S, π, e1, . . . , en)
est régulier et intègre ;
(iv) Soit (e1, . . . , en) unn-uplet d’entiers non tous nuls, le schémaV(S, π, e1, . . . , en)
est ponctuellement pur si et seulement si pour tout i tel que ei > 0, le couple
régulier (V(S, π, e1, . . . , en), Hi) est pur ix ;
(v) Soit (e1, . . . , en) un n-uplet d’entiers non nuls, soit e le p.p.c.m. des ei ; on
suppose que ℓ ne divise pas e ; si V(S, π, e, . . . , e) est ponctuellement pur, alors
V(S, π, e1, . . . , en) aussi ;
(vi) Soit (e1, . . . , en) un n-uplet d’entiers non tous nuls, V(S, π, e1, . . . , en) est
ponctuellement pur si et seulement si V(S, π, ℓe1, e2, . . . , en) est ponctuelle-
ment pur.
Les assertions (i) et (ii) sont laissées en exercice au lecteur. L’assertion (iii)
résulte aussitôt de (i) et de (ii).
Pour montrer l’assertion (iv), il suffit d’observer que les diviseurs Hi pour
ei > 0 sont ponctuellement purs (ce sont des espaces affines sur le corps résiduel
de S) et forment un recouvrement de la fibre spéciale de V(S, π, e1, . . . , en). La
fibre générique du schéma V(S,π, e1, . . . , en) étant ponctuellement pure (puisque
lisse sur une extension de η), on peut conclure en utilisant la proposition 3.2.3.
Concernant l’assertion (v), l’élévation des Ti à la puissance eei définit un mor-
phisme fini et plat V(S, π, e, . . . , e)→ V(S, π, e1, . . . , en) de degré ene1...en (premier à
ℓ) ; compte tenu du critère (iv), la proposition 3.4.3 permet de conclure.
Pour établir (vi), remarquons que l’élévation de T1 à la puissance ℓ définit
un morphisme fini et plat V(S, π, ℓe1, e2, . . . , en) → V(S, π, e1, . . . , en) de degré
ℓ et étale en dehors du lieu d’annulation de T1. Il suffit donc de montrer que
(V(S, π, ℓe1, e2, . . . , en), H1) est pur si et seulement si (V(S, π, e1, . . . , en), H1) l’est,
ce qui résulte de la proposition 3.4.5.
Établissons la proposition 3.5.12. D’après l’assertion (iii), les schémas considé-
rés sont réguliers. Pour établir leur pureté ponctuelle, d’après le corollaire 3.5.6,
on peut supposer qu’aucun des exposants ei n’est nul. Dans le cas où les tous les
entiers ei valent 1, le résultat est établi dans [Illusie, 2004, theorem 1.4] (voir aussi
[Rapoport & Zink, 1982, Satz 2.21]). Grâce à l’utilisation d’un trait auxiliaire, l’as-
sertion (ii) permet d’en déduire que pour tout entier d ≥ 1, V(S, π, d, . . . , d) est
ponctuellement pur. En utilisant l’assertion (v), on obtient que V(S, π, e1, . . . , en)
est ponctuellement pur si ℓ ne divise aucun des entiers ei. L’assertion (vi) permet
de passer au cas général.
viiiRappelons brièvement pourquoi S ′ est bien un trait. Si A est un anneau de valuation dis-
crète, π une uniformisante et d ≥ 1, notons A ′ = A[X]/(Xd − π). Il est évident que A ′ est local
noethérien et que son idéal maximal est engendré par X. On vérifie aussitôt que la suite évidente
0→ A ′ X→ A ′ → A ′/(X)→ 0 de A ′-modules est exacte, ce qui donne une résolution projective du
corps résiduel de A ′. D’après [Serre, 1965, §D.1, chapitre IV], A ′ est régulier de dimension 0 ou 1
et comme A ′ n’est pas un corps, c’est un anneau de valuation discrète.
ixSi ei = 0, c’est vrai aussi : c’est un cas particulier du théorème de pureté relatif,
cf. [SGA4 XVI 3.7].
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3.6. Géométrie logarithmique.
DÉFINITION 3.6.1. Soit S un trait, de point générique η. La log-structure ca-
nonique sur S est la log-structure image directe de la log-structure triviale sur
η. Toute uniformisante de S définit un morphisme de monoïdes N → Γ(S,OS)
donnant naissance à une carte S→ Spec(Z[N]) du log-schéma S.
L’objectif de cette sous-section d’établir le théorème suivant :
THÉORÈME 3.6.2. Soit S un trait muni de sa log-structure canonique. Soit (X,M)→
S un morphisme log-lisse de log-schémas fs. Si le schéma X est régulier, alors il est ponc-
tuellement pur.
La proposition suivante précise [Kato, 1988, theorem 3.5] dans le cas des log-
schémas fs :
PROPOSITION 3.6.3. Soit (X,M)→ (Y,N) unmorphisme log-lisse entre log-schémas
fs. On suppose donnée une carte Y → Spec(Z[Q]) de (Y,N) oùQ est un monoïde fs sans
torsion x. Pour tout point géométrique x de X, il existe un voisinage étale U de x, un
morphisme injectif de monoïde Q → P avec P fs sans torsion et une carte U → Z[P]
tels que la partie de torsion de Coker(Qgp → Pgp) soit d’ordre inversible sur U et que le
morphisme de schémas U→ Y ×Spec(Z[Q]) Spec(Z[P]) soit étale.
Dans la démonstration du critère de log-lissité de [Kato, 1988, theorem 3.5],
des éléments t1, . . . , tr deMx sont choisis de sorte que la famille (d log t1, . . . , d log tr)
forme une base du faisceau des log-différentielles ω1X/Y,x. On considère ensuite le
morphisme de monoïdes évidentNr ⊕Q→Mx donné sur la composante Nr par
les t1, . . . , tr. Il est tel que le conoyau de Zr ⊕ Qgp → Mgpx soit fini d’exposant
n inversible dans l’anneau OX,x (en particulier, O×X,x est n-divisible). Il existe un
morphisme injectif Zr ⊕ Qgp → G de conoyau tué par une puissance de n et un
prolongement h : G→Mgpx de Zr⊕Qgp →Mgpx tel que G→Mgpx /O×X,x soit surjec-
tif. CommeMgpx /O
×
X,x est un groupe abélien de type fini et sans torsion, le lemme
suivant montre que l’on peut s’arranger pour que G soit un groupe abélien libre.
Dans la démonstration de [Kato, 1988, theorem 3.5], on pose ensuite P = h−1(Mx)
et il est montré que sur un voisinage étale U de x, P engendre la log-structure de
(X,M) et que le morphisme de schémas U → S ×Spec(Z[Q]) Spec(Z[P]) est étale en
x. Le monoïde P ainsi construit est fs et sans torsion.
LEMME 3.6.4. Soit n un entier naturel non nul. Soit A un groupe abélien libre de
type fini. Soit ϕ : A→ B un morphisme de groupes abéliens. Soit U ⊂ B un sous-groupe
n-divisible. On suppose que B/U est sans torsion et que Coker(A → B/U) est fini et
tué par n. Alors, il existe un groupe abélien A ′ libre de type fini, un morphisme injectif
A→ A ′ de groupes abéliens tel queA ′/A soit tué par une puissance den et une extension
A ′ → B du morphismeA→ B telle que le morphisme composé A ′ → B/U soit surjectif.
Grâce à une récurrence sur l’ordre de Coker(A → B/U), on peut supposer
que Coker(A → B/U) est cyclique d’ordre d ≥ 2, engendré par la classe d’un
élément b ∈ B. Il existe donc a ∈ A et u ∈ U tels que db = ϕ(a) + u. Comme u
est n-divisible, il existe u˜ ∈ U tel que u = du˜. Quitte à remplacer b par b − u˜, on
peut supposer que u = 0. On forme le carré cocartésien suivant dans la catégorie
des groupes abéliens :
xSi y est un point géométrique de Y, il existe un voisinage étale de y admettant une telle carte
avecQ = My/O×Y,y qui est fs saillant.
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Z a //

A

1
d
Z // A ′
En raison de la relation db = ϕ(a), on peut définir un unique morphisme de
groupes abéliensϕ ′ : A ′ → B induisantϕ : A→ B et envoyant 1
d
sur b. On obtient
ainsi une surjection A ′ → B/U induisant un isomorphisme A ′/A ∼→ Coker(A →
B/U). Il reste à vérifier que A ′ est sans torsion. Soit a ′ un élément de torsion de
A ′. L’image de a ′ dans B/U via ϕ ′ est de torsion, mais B/U étant sans torsion, on
a ϕ(a ′) ∈ U. Comme ϕ ′ induit un isomorphisme A ′/A ∼→ Coker(A → B/U), on
en déduit que a ′ ∈ A, mais A est sans torsion, donc a ′ = 0.
PROPOSITION 3.6.5. Soit (X,M) → S un log-schéma fs log-lisse sur un trait S
(muni de sa log-structure canonique). On suppose que le schéma X est régulier. Alors, lo-
calement pour la topologie étale,X admet un morphisme étale vers un schémaV(S, π, e1, . . . , en)
où (e1, . . . , en) est un n-uplet d’entiers non tous nuls (cf. définition 3.5.11).
Soit π une uniformisante de S ; elle donne naissance à une carte S→ Spec(Z[N]).
D’après la proposition 3.6.3, on peut supposer qu’il existe un monoïde P fs sans
torsion, un morphisme injectif N → P, une carte X → Spec(Z[P]) telle que le
morphisme de schémas X→ S×Spec(Z[N]) Spec(Z[P]) soit étale. Soit x un point géo-
métrique de X. On note P ′ le sous-monoïde de P formé des éléments dont l’image
dans Γ(X,OX) soit inversible au point x.
On peut supposer que P ′ est un groupe. En effet, siA est un sous-ensemble fini
de P ′ qui engendre le groupe abélien (libre de type fini) P ′gp xi, on peut remplacer
X par le voisinage ouvert de x sur lequel les images des éléments deA (et donc de
P ′) sont inversibles dans le faisceau structural et par suite, remplacer P par P[−P ′]
qui est encore fs et sans torsion.
Le fait que X → Spec(Z[P]) soit une carte implique alors que P ′ est le noyau
de Pgp →Mgpx /O×X,x. En particulier, on obtient un isomorphisme
P/P ′
∼→Mx/O×X,x .
Comme X est log-régulier, on reconnaît que X est régulier au fait que Mx/O×X,x
soit un monoïde libre. Par conséquent, il existe un entier r et un isomorphisme de
monoïdes Nr ∼→ P/P ′. On peut relever ce morphisme en un morphisme Nr → P,
ce qui permet de construire un isomorphisme Nr ⊕ P ′ ∼→ P.
Il en résulte que le morphisme de carte X→ Spec(Z[P]) a pour but un schéma
isomorphe à Spec(Z[Nr⊕P ′]) qui est le produit d’un espace affine et d’un tore dé-
ployé (dont P ′ est le groupe des caractères). Dans la carte dumorphisme (X,M)→
S qui est donnée, l’image de 1 par le morphisme de monoïdesN→ P peut s’écrire
(e1, . . . , er, p
′) dans Nr ⊕ P ′ via les identifications ci-dessus. On peut choisir une
base a1, . . . , as de P ′ comme groupe abélien telle que p ′ =
∑s
i=1 fiai avec fi ∈ N.
On a ainsi construit un morphisme étale X → V(S, π, e1, . . . , er, f1, . . . , fs) (avec
les e1, . . . , er, f1, . . . , fs non tous nuls).
Compte tenu de la proposition 3.5.12, le théorème 3.6.2 résulte aussitôt de la
proposition 3.6.5.
xiEn fait, on peut montrer que P ′ est un monoïde de type fini (c’est une face de P).
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3.7. Démonstration du théorème de pureté. Démontrons le théorème 3.1.1.
D’après les propositions 3.3.1 et 3.3.2, on peut supposer que l’anneau des coef-
ficients Λ est Z/ℓZ où ℓ est un nombre premier. D’après la proposition 3.2.3, il
s’agit de montrer que tout Z
[
1
ℓ
]
-schéma régulier est ponctuellement pur. D’après
[Fujiwara, 2002, corollary 6.1.5], on peut supposer que X est un schéma régulier
intègre, quasi-projectif et plat sur un trait (strictement hensélien) S, que l’on peut
supposer d’inégale caractéristique d’après la proposition 3.2.5. On peut utiliser
les notations de la sous-section 3.5. Quitte à étendre le trait S, on peut supposer
que l’anneau sous-jacent à S est intégralement fermé dans le corps des fonctions
rationnelles sur X. La fibre générique Xη de X est donc géométriquement intègre.
En appliquant [Vidal, 2004b, proposition 4.4.1] à la normalisation de l’adhé-
rence de X dans un plongement projectif, on obtient qu’il existe un groupe fini G
et un diagramme G-équivariant :
X ′ //

X

S ′ // S
tels que :
• G agisse trivialement sur X et S ;
• S ′ → S soit une extension finie de traits ;
• X ′ → X soit projectif, X ′ soit régulier, connexe et à réduction semi-stable
sur S ′ ;
• G agisse fidèlement sur X ′ et X ′ → X soit génériquement un revêtement
étale galoisien de groupe G.
On munit X ′ de la log-structure dont l’ouvert de trivialité est la fibre géné-
rique de X ′ → S ′. Soit H un ℓ-Sylow de G. On note T = S ′/H. L’extension de traits
(strictement henséliens) S ′ → T est d’ordre une puissance de ℓ, donc modérément
ramifiée. Par conséquent, pour les log-structures canoniques, S ′ → T est log-étale.
Comme on sait que X ′ est log-lisse sur S ′, il l’est donc aussi sur T . Comme H agit
trivialement sur T et que son action sur X ′ est modérée, on peut appliquer le théo-
rème de résolution équivariante qui donne un morphisme projectif et birationnel
H-équivariant X ′′ → X ′ de log-schémas tel que X ′′ soit log-lisse sur T et que H
agisse très modérément sur X ′′. Le log-schéma quotient X ′′/H est donc log-lisse
sur T (en particulier, X ′′/H est log-régulier). D’après le théorème de résolution
des log-singularités, il existe un log-éclatement (en particulier, log-étale, projectif
et birationnel) X ′′′ → X ′′/H tel que X ′′′ soit régulier. La situation est résumée sur
le diagramme suivant :
X ′′
H
		
birat. //

X ′
G
		
//

X

X ′′′
birat.// X ′′/H
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
T // S
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Le log-schéma X ′′′ est régulier et log-lisse sur T ; d’après le théorème 3.6.2, X ′′′
est ponctuellement pur. Le morphisme évident X ′′′ → X est projectif et généri-
quement un revêtement étale de degré premier à ℓ, d’après la proposition 3.5.7,
on peut conclure que X est ponctuellement pur, ce qui achève la démonstration
du théorème de pureté.

EXPOSÉ XVII
Dualité
Joël Riou
Ce texte vise à fournir une rédaction des résultats annoncés par Ofer Gabber
dans [Gabber, 2005c] concernant les complexes dualisants dans le contexte étale
sur les schémas noethériens excellents.
On fixe un entier naturel n ≥ 2, on note Λ = Z/nZ : ce sera notre anneau
de coefficients. Si X est un Z
[
1
n
]
-schéma noethérien, on note Dbc(Xe´t, Λ) la sous-
catégorie de Db(Xe´t, Λ) formée des complexes ayant des faisceaux de cohomolo-
gie constructibles et Dbctf(Xe´t, Λ) la sous-catégorie pleine de Dbc(Xe´t, Λ) formée des
complexes de tor-dimension finie.
DÉFINITION 0.8. Soit X un Z
[
1
n
]
-schéma noethérien. Un complexe dualisant
sur X est un objet K ∈ Dbc(Xe´t, Λ) tel que le foncteur de dualité DK = RHom(−, K)
préserve Dbc(Xe´t, Λ) et que pour tout L ∈ Dbc(Xe´t, Λ), le morphisme de bidualité
L→ DKDK L soit un isomorphisme.
Cette définition diffère de celle de [SGA5 I 1.7] dans la mesure où on ne de-
mande pas à un complexe dualisant d’être de dimension quasi-injective finie.
Le théorème suivant récapitule l’essentiel des résultats de Gabber que nous
allons établir dans ces notes :
THÉORÈME 0.9 (Gabber). Soit X un Z
[
1
n
]
-schéma noethérien excellent muni d’une
fonction de dimension (cf. définition 2.1.1). Alors, X admet un complexe dualisant K,
unique à produit tensoriel avec un objet inversible près (cf. proposition 9.2). Ce complexe
dualisant K appartient à Dbctf(Xe´t, Λ) ; il est de dimension quasi-injective finie (autrement
dit est un complexe dualisant au sens de [SGA5 I 1.7]) si et seulement si X est de dimen-
sion de Krull finie.
Par ailleurs, on a les résultats suivants :
• si X est régulier, le faisceau constant Λ est un complexe dualisant ;
• si f : Y → X est un morphisme plat et à fibres géométriquement régulières
avec Y noethérien excellent, alors f!K est un complexe dualisant ;
• si f : Y → X est un morphisme de type fini compactifiable, alors f!K est un
complexe dualisant.
La démonstration s’appuie sur la notion de complexe dualisant potentiel (dé-
finition 2.1.2) sur un Z
[
1
n
]
-schéma noethérien excellent Xmuni d’une fonction de
dimension δ : il s’agit de la donnée d’un complexe K ∈ D+(Xe´t, Λ)muni d’isomor-
phismes (appelés épinglages) RΓx(K)
∼→ Λ(δ(x))[2δ(x)] pour tout point x ∈ X,
qui soient compatibles aux morphismes de transition associés aux spécialisations
immédiates de points géométriques de X (cf. section 1). Gabber montre dans
[Gabber, 2004, lemma 8.1] que si un Z
[
1
n
]
-schéma noethérien excellent admet
un complexe dualisant, alors il admet aussi une fonction de dimension globale ;
cette hypothèse du théorème 0.9 est donc bien nécessaire.
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Dans la section 2, nous verrons notamment que sur un Z
[
1
n
]
-schéma noethé-
rien régulier, le faisceau constant Λ est un complexe dualisant potentiel pour la
fonction de dimension − codim (cf. proposition 2.4.4.1). Pour ce faire, nous utili-
serons de manière essentielle le théorème de pureté cohomologique absolue dé-
montré par Gabber, ainsi que les propriétés des morphismes de Gysin établies
dans XVI-2.
Dans la section 3, nous construirons un isomorphisme Λ ∼→ H2dx (X,Λ(d)) où X
est un Z
[
1
n
]
-schéma noethérien excellent local strictement hensélien normal de
dimension d et de point fermé x, vérifierons que cet isomorphisme est compatible
aux spécialisations immédiates et nous servirons de ce résultat pour construire
des morphismes de transition Hiy(X, K)→ Hi+2cx (X, K(c)) pour une spécialisation
y → x de codimension c arbitraire entre points géométriques d’un Z [ 1
n
]
-schéma
noethérien excellent X, pour tout K ∈ D+(Xe´t, Λ). On utilisera notamment la réso-
lution des singularités pour les schémas noethériens excellents de dimension 2.
Dans la section 5, nous montrerons l’existence et l’unicité à isomorphisme
unique près d’un complexe dualisant potentiel sur un Z
[
1
n
]
-schéma noethérien
excellent muni d’une fonction de dimension. Dans le cas d’un schéma normal,
nous nous appuierons sur les résultats de la section 3 et sur les résultats généraux
de Gabber sur l’existence de t-structures définies par des fonctions de perver-
sité. Nous montrerons aussi que les complexes dualisants potentiels vérifient de
bonnes propriétés de stabilité par rapport aux morphismes plats et à fibres géo-
métriquement régulières et aux morphismes de type fini.
Dans la section 6, nous montrerons qu’un complexe dualisant potentiel est un
complexe dualisant. Une fois les propriétés de finitude établies, nous procéderons
par récurrence sur la dimension, en utilisant d’une part une généralisation d’un
argument de [SGA4 12 [Th. finitude] 4.3] et d’autre part le théorème d’algébrisa-
tion partielle V-3.1.3.
Dans la section 7, nous montrons qu’à partir d’un complexe dualisant à co-
efficients Λ, on peut construire des complexes dualisants pour des anneaux de
coefficients plus généraux. Ces résultats sont essentiellement indépendants des
sections précédentes. Cependant, ce n’est qu’en combinant les résultats des sec-
tions précédentes sur les complexes dualisants potentiels avec le résultat d’unicité
des complexes dualisants de la proposition 7.5.1.1 que l’on peut déduire le théo-
rème 0.9. En vertu de ce théorème 0.9, les constructions de cette section donnent
en particulier des complexes dualisants pour des anneaux de coefficients géné-
raux sur les schémas noethériens excellents munis de fonctions de dimension. Il
semble très probable qu’il soit possible d’étendre les résultats d’Ofer Gabber à
des énoncés de dualité avec des coefficients ℓ-adiques. Toutefois, le rédacteur a
renoncé à les rédiger.
Enfin, quelques résultats nécessaires à ce qui précède ont été rejetés en ap-
pendice. On y décrit notamment une construction du produit tensoriel dérivé sur
la catégorie dérivée toute entière des faisceaux de Modules sur un topos annelé
(commutatif).
1. Le morphisme de transition en codimension 1
1.1. Notations.
DÉFINITION 1.1.1. Soit X un Z
[
1
n
]
-schéma, soit x ∈ X, soit X ∈ D+(Xe´t, Λ). On
pose RΓx(K) = i!xK|X(x) ∈ D+(xe´t, Λ) où ix est l’inclusion du point fermé du localisé
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X(x)
i. Si x est un point géométrique de X au-dessus de x ii, on note RΓ x(K) =
RΓx(K)x ∈ D+(Λ) ; cet objet s’identifie à la cohomologie à supports dans le point
fermé de la restriction de K à l’hensélisé strict X(x). Les objets de cohomologie de
RΓx(K) seront notés Hix(K) pour tout i ∈ Z.
DÉFINITION 1.1.2 ([SGA4 VIII 7.2]). Si y et x sont deux points géométriques
d’un schéma X, une spécialisation y → x est un X-morphisme X(y) → X(x) entre
les localisés stricts correspondants, ce qui revient à la donnée d’un X-morphisme
y → X(x). On définit la codimension d’une spécialisation comme étant la dimen-
sion de l’adhérence du point de X(x) en-dessous de y. On dit qu’une spécialisation
est immédiate si elle est de codimension 1.
On se propose ici de définir un morphisme de transition spX
y→x
: RΓy(K) →
RΓx(K)(1)[2] dans D+(Λ) pour toute spécialisation immédiate y → x de points
géométriques sur un Z
[
1
n
]
-schéma excellent X, quel que soit K ∈ D+(Xe´t, Λ).
1.2. Cas d’un trait strictement hensélien. Soit X un trait strictement hensé-
lien de point générique η et de point fermé s. Soit η un point géométrique au-
dessus de η. On va définir le morphisme de transition
RΓ η(K)→ RΓ s(K)(1)[2]
pour tout K ∈ D+(Xe´t, Λ).
On note p l’exposant caractéristique du corps résiduel de X, que l’on suppose
inversible dans Λ. On dispose d’une suite exacte canonique de groupes profinis :
1→ S→ Gal(η/η)→ G→ 1 ,
oùG est le groupe d’inertie modérée, canoniquement isomorphe à Ẑ ′(1) et où S, le
groupe de ramification sauvage, est un pro-p-groupe (cf. [Gabber & Ramero, 2003,
proposition 6.2.12]). Remarquons que l’ordre de G est multiple de (#Λ)∞ : ce fait
sera utile au lecteur scrupuleux qui voudrait vérifier en exercice les détails passés
sous silence dans cette sous-section.
1.2.1. Algèbre du groupe Ẑ ′(1).
DÉFINITION 1.2.1.1. L’algèbre de groupe Λ[[G]] est l’anneau des endomor-
phismes du foncteur d’oubli de la catégorie des Λ-modules discrets munis d’une
action continue deG vers celle desΛ-modules. Cette algèbre est naturellement to-
pologisée : elle est munie de la topologie la moins fine qui soit telle que pour tout
Λ-module discret M muni d’une action continue de G et tout élément m ∈ M,
l’application Λ[[G]] → M qui à a ∈ Λ[[G]] associe le résultat a.m de son action
surm soit continue.
On a un isomorphisme canonique d’anneaux topologiques
Λ[[G]]
∼→ limΛ[G/H] ,
où H parcourt l’ensemble ordonné des sous-groupes ouverts distingués de G et
oùΛ[G/H] est l’algèbre de groupe usuelle (discrète) du groupe finiG/H. On peut
iOn obtiendrait une définition équivalente en remplaçant le schéma local X(x) par son
hensélisé.
iiDans la suite, pour ne pas alourdir inutilement le texte, si on fixe un point x d’un schéma X,
x désignera un point géométrique au-dessus de x et inversement, si on fixe un point géométrique
x→ X, on notera x le point de l’espace topologique sous-jacent à X au-dessus duquel x se trouve.
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identifier les Λ-modules discrets munis d’une action continue de G aux Λ[[G]]-
modules discrets.
L’action naturelle de Λ[[G]] sur Λ muni de l’action triviale de G définit un
morphisme continu d’augmentation ε : Λ[[G]] → Λ. On note IG le noyau de ε :
c’est l’idéal d’augmentation.
PROPOSITION 1.2.1.2. Le Λ[[G]]-module IG est libre de rang 1, engendré par 1− σ
si σ est un générateur topologique de G.
La démonstration de cette proposition est laissée en exercice au lecteur.
1.2.2. Description de la cohomologie à supports. Il est clair que la catégorie des
faisceaux (d’ensembles) sur Xe´t est naturellement équivalente à la catégorie des
flèches de Gal(η/η)-ensembles (discrets) Ms →Mη telles que l’action de Gal(η/η)
sur Ms soit triviale.
Pour tout faisceau deΛ-modulesM surXe´t, on note F(M ) le complexe évident
de Λ-modules :
Ms →M Sη → HomΛ[[G]](IG,M Sη )
où Ms est placé en degré 0. Le foncteur qui à M associe F(M ) étant additif, en
utilisant la construction du complexe simple associé à un complexe double, on
peut naturellement définir un complexe deΛ-modules F(K) pour tout complexeK
de faisceaux deΛ-modules sur Xe´t. En observant en outre que le foncteur qui àM
associe F(M ) est exact, on voit que le foncteur F défini au niveau des complexes
préserve les quasi-isomorphismes. On a ainsi obtenu un foncteur F : D+(Xe´t, Λ)→
D+(Λ).
PROPOSITION 1.2.2.1. Pour tout K ∈ D+(Xe´t, Λ), le morphisme évident
RΓ s(X, K)→ F(K)
est un isomorphisme dans D+(Λ).
On se ramène au cas où K se réduit à un faisceau injectif M placé en degré 0.
Il est évident que le noyau de M Sη → HomΛ[[G]](IG,M Sη ) s’identifie à Γ(η,M ).
On a donc bien un isomorphisme H0s(X,M )
∼→ H0(F(M )). Il reste à montrer que
H1(F(M )) est nul. Cela revient à dire qu’après application du foncteurHomΛ[[G]](−,M Sη ),
l’inclusion de l’idéal IG dans Λ[[G]] induit une surjection. Pour cela, il suffit de
montrer que le Λ[[G]]-module discret M Sη est injectif : par restriction à un ouvert,
M|η est un faisceau injectif de Λ-modules sur ηe´t et M Sη est obtenu à partir de M|η
par application du foncteur image directe associé aumorphisme de topos évident
ηe´t → BG (cf. [SGA4 IV 4.5.2]).
1.2.3. Définition du morphisme de transition. Soit σ un générateur topologique
de G. Soit M un Λ[[G]]-module discret. On observe que l’on a un isomorphisme
canonique de groupes abéliensM(−1) ≃ Hom(G,M). On définit un morphisme
de groupes abéliensM(−1)→ HomΛ[[G]](IG,M) via les isomorphismes suivants :
M(−1)
∼ // Hom(G,M)
∼
evσ //M HomΛ[[G]](IG,M) .∼
ev1−σoo
Si M est un faisceau de Λ-modules sur Xe´t, en composant l’application ci-
dessus dans le cas de M = M Sη et le projecteur canonique Mη → M Sη (S étant
un pro-p-groupe et p inversible dans Λ), on définit un morphisme Mη(−1) →
HomΛ[[G]](IG,M Sη ) et donc un morphisme de complexes sσ : Mη(−1) → F(M )[2],
fonctoriel en M .
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DÉFINITION 1.2.3.1. On note spX
η→s
: RΓη(K) → RΓ s(K)(1)[2] le morphisme
dans D+(Λ) défini par sσ fonctoriellement pour tout objet K ∈ D+(Xe´t, Λ). D’après
le lemme suivant, ce morphisme spX
η→s
est indépendant du générateur σ de G :
c’est le morphisme de transition associé à la spécialisation η → s de points géo-
métriques de X.
LEMME 1.2.3.2. Si σ et σ ′ sont deux générateurs topologiques de G, il existe une
unique homotopie fonctorielle en M entre sσ et sσ ′ .
On voit aussitôt qu’on peut se limiter aux M tels que Ms = 0 et que S agisse
trivialement sur Mη. On peut identifier cette catégorie de faisceaux à celle des
Λ[[G]]-modules discrets.
Soit M un Λ[[G]]-module. Notons M le faisceau sur Xe´t correspondant. On
note Fσ(M) le complexe
. . . // 0 //M
1−σ //M // 0 // . . .
concentré en les degrés 1 et 2. On note Ψσ : F(M )
∼→ Fσ(M) l’isomorphisme de
complexes défini de façon évidente à partir de σ :
. . . // 0

// Mη // HomΛ[[G]](IG,Mη)
ev1−σ∼

// 0 //

. . .
. . . // 0 //M
1−σ //M // 0 // . . .
Notons ϕσ : Mη(−1)
∼→ M l’isomorphisme défini par l’évaluation en σ via
l’isomorphisme canonique Mη(−1) ≃ Hom(G,Mη). Notons tσ : M → Fσ(M)[2] le
morphisme de complexe représenté par les flèches verticales ci-dessous :
. . . // 0

// 0

//M // 0

// . . .
. . . // 0 //M
1−σ //M // 0 // . . .
On dispose ainsi d’un carré commutatif de complexes, fonctoriel enM :
Mη(−1)
sσ //
ϕσ∼

F(M )[2]
Ψσ∼

M
tσ // Fσ(M)[2]
Posons fσ,σ ′ = Ψσ ◦ sσ ′ ◦ ϕ−1σ . Les flèches verticales étant des isomorphismes de
complexes, montrer que les morphismes sσ, sσ ′ : Mη(−1)→ F(M )[2] sont (foncto-
riellement) homotopes revient à vérifier que les deux morphismes tσ, fσ,σ ′ : M →
Fσ(M)[2] le sont.
On peut ainsi représenter la situation de façon plus concrète :
0

//M
Id

g



M
1−σ //M
où g est la transformation naturelle induite par fσ,σ ′ .
Comme Λ[[G]] désigne précisément l’anneau des transformations naturelles
M→M, on peut identifier Id et g à des éléments 1 et g de Λ[[G]] respectivement.
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Montrer l’existence et l’unicité de l’homotopie fonctorielle entre sσ et sσ ′ se ra-
mène donc àmontrer l’existence et l’unicité de h ∈ Λ[[G]] tel que (1−σ)·h = 1−g.
D’après la proposition 1.2.1.2, cela revient à montrer que ε(g) = 1. Si on note u
l’unité de Λ[[G]] telle que (1 − σ ′) = u · (1 − σ) et qu’on note α l’élément de Ẑ ′×
tel que σ ′ = σα, alors on a la relation u ·g = α. On est donc ramené à montrer que
ε(u) = ε(α). Pour cela, on utilise la formule suivante :
1− σβ
1− σ
=
β−1∑
i=0
σi .
Cette formule est évidemment juste pour β ∈ N ; on peut lui donner un sens pour
tout β ∈ Ẑ en prolongeant chacun des membres par continuité. En appliquant
cette formule avec β = α, on obtient le résultat voulu :
ε(u) = ε
(
α−1∑
i=0
σi
)
=
α−1∑
i=0
1 = ε(α) ,
ce qui achève la démonstration du lemme.
1.3. Cas d’un schéma local strictement hensélien intègre excellent de di-
mension 1. Soit X un Z
[
1
n
]
-schéma local strictement hensélien intègre excellent
de dimension 1. Soit η le point générique de X. Soit η un point géométrique au-
dessus de η. Soit s le point fermé de X. Soit X˜ f→ X la normalisation de X. Le
schéma X˜ est un trait strictement hensélien (de point fermé s˜) et f est un ho-
méomorphisme universel (en particulier, s˜/s est une extension purement insépa-
rable), donc le foncteur image inverse f⋆ induit une équivalence entre la catégorie
des faisceaux sur Xe´t et sur X˜e´t.
DÉFINITION 1.3.1. Via les identifications ci-dessus, le morphisme de transition
spX
η→s
est induit par 1
[s˜:s]
spX˜
η→s˜
(cf. définition 1.2.3.1).
1.4. Cas général.
DÉFINITION 1.4.1. Soit X un Z
[
1
n
]
-schéma excellent. Soit y → x une spécia-
lisation immédiate de points géométriques de X. Pour définir le morphisme de
transition spX
y→x
: RΓy(K) → RΓx(K)(1)[2] pour tout K ∈ D+(Xe´t, Λ), quitte à rem-
placer K par son image inverse via le morphisme canonique X(x) → X, on peut
supposer que X est local strictement hensélien (excellent) de point fermé x. On
note alors Z l’adhérence du point de X en-dessous de y et i : Z → X son immer-
sion dans X. Ce Z
[
1
n
]
-schéma Z est local strictement hensélien intègre excellent
de dimension 1, le morphisme de transition spZ
y→z
a été introduit dans la défini-
tion 1.3.1. Pour tout K ∈ D+(Xe´t, Λ), on définit le morphisme de transition spXy→x
de façon à faire commuter le diagramme suivant où les flèches verticales sont les
isomorphismes évidents :
RΓy(K)
∼

spXy→x // RΓx(K)(1)[2]
∼

RΓy(i!K)
spZy→x // RΓx(i!K)(1)[2]
2. COMPLEXES DUALISANTS PUTATIFS ET POTENTIELS 263
REMARQUE 1.4.2. Pour toute spécialisation x ′ → x de codimension 0 entre
points géométriques de X (essentiellement, un élément du groupoïde de Galois
absolu du corps résiduel d’un des points de X), on a un isomorphisme évident
RΓx ′(K)
∼→ RΓx(K), que l’on note spXx ′→x. Il est évident que si z → y et y → x sont
des spécialisations composables telles que la codimension c de z→ x soit 0 ou 1,
on a une égalité de morphismes
spX
z→x
= spX
y→x
◦ spX
z→y
: RΓ z(K)→ RΓx(K)(c)[2c] .
Ainsi, les morphismes de transition associés aux spécialisations se composent
bien dans l’étendue où ces constructions ont été faites jusqu’à présent. Nous dé-
finirons plus tard des morphismes de transition en codimension arbitraire et ce
de façon compatible à la composition, mais seulement au niveau des groupes de
cohomologie (cf. théorème 3.1.2).
2. Complexes dualisants putatifs et potentiels
2.1. Définition des complexes dualisants putatifs et potentiels.
DÉFINITION 2.1.1. Une fonction de dimension sur un schéma localement noe-
thérien X est une fonction δ : X→ Z telle que pour toute spécialisation immédiate
y→ x de points géométriques de X, on ait δ(y) = δ(x) + 1.
Localement pour la topologie de Zariski, un schéma excellent admet une fonc-
tion de dimension, cf XIV-2.2.1.
DÉFINITION 2.1.2. Soit X un Z
[
1
n
]
-schéma noethérien excellent muni d’une
fonction de dimension δ. Un complexe dualisant putatif consiste en la donnée de
K ∈ D+(Xe´t, Λ) et pour tout x ∈ X d’un isomorphisme (appelé épinglage en x)
RΓx(K)
∼→ Λ(δ(x))[2δ(x)] dans D+(xe´t, Λ). Un complexe dualisant putatif est un
complexe dualisant potentiel si pour toute spécialisation immédiate y → x, le
diagramme suivant est commutatif :
RΓy(K)
∼
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
spX
y→x // RΓx(K)(1)[2]
∼

Λ(δ(y))[2δ(y)]
Autrement dit, les épinglages sont compatibles aux morphismes de transition as-
sociés aux spécialisations immédiates.
Les notions de complexes dualisants putatifs et potentiels (à coefficients Λ) ne
sont définis que pour les Z
[
1
n
]
-schémas noethériens excellents munis d’une fonc-
tion de dimension. Certains des énoncés à venir contiendront donc implicitement
ces hypothèses sur les schémas. La fonction de dimension ne sera pas non plus
systématiquement mentionnée dans les énoncés.
REMARQUE 2.1.3. Si X est connexe et que K ∈ D+(Xe´t, Λ) est muni de deux
structures de complexe dualisant potentiel, pour vérifier que les épinglages sont
les mêmes en tous les points de X, il suffit de le faire en un seul point.
L’objectif de cette section est de montrer que sur un schéma régulier excellent
muni de la fonction de dimension − codim, le faisceau constant Λ est naturelle-
ment muni d’une structure de complexe dualisant potentiel.
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2.2. Fonctorialité par rapport aux morphismes étales. Des propriétés de sta-
bilité importantes des complexes dualisants potentiels par rapport à certaines
classes de morphismes seront obtenues dans la section 4. Pour le moment, men-
tionnons simplement la compatibilité suivante pour les morphismes étales :
PROPOSITION 2.2.1. Soit f : Y → X un morphisme étale entre Z [ 1
n
]
-schémas noe-
thériens excellents. On suppose que X est muni d’une fonction de dimension δX. On
définit une fonction de dimension δY sur Y en posant δY(y) = δX(f(y)) pour tout y ∈ Y.
Soit K un complexe dualisant putatif sur X. Alors, f⋆K est naturellement muni d’une
structure de complexe dualisant putatif et c’est un complexe dualisant potentiel si K en
est un.
Si y est un point de Y, que x = f(y) et que l’on note g : y → x le morphisme
induit par f, on a un isomorphisme canonique g⋆RΓx(K) ≃ RΓy(f⋆K). Ceci permet
de définir les épinglages sur f⋆K. On vérifie aussitôt que si K est un complexe
dualisant potentiel, alors f⋆K aussi.
La construction de cette proposition passe évidemment à la limite : le résultat
vaut aussi pour des localisations X(x) → X, Xh(x) → X ou X(x) → X. Nous utiliserons
librement ces observations simples dans la suite.
2.3. Compléments sur les spécialisations.
DÉFINITION 2.3.1. Soit X ′ → X un morphisme de schémas. Soit y ′ → x ′ et
y → x des spécialisations de points géométriques de X ′ et X respectivement. Si
l’on se donne des X-morphismes y ′ → y et x ′ → x tels que le diagramme évident
ci-dessous commute, alors on dit que y ′ → x ′ est au-dessus de y→ x.
y ′

// X ′(x ′)

y // X(x)
PROPOSITION 2.3.2. Soit X ′ → X un morphisme de schémas. Soit y ′ → x ′ une
spécialisation de points géométriques de X ′. Alors, à des isomorphismes uniques près,
il existe une unique spécialisation y → x de points géométriques de X en-dessous de
y ′ → x ′.
C’est évident.
PROPOSITION 2.3.3. Soit X ′ → X un morphisme fini et y → x une spécialisation
de points géométriques de X. Soit y ′ → X ′ un point géométrique de X ′ au-dessus de y
(i.e. on s’est donné un X-morphisme y ′ → y). Alors, à des isomorphismes uniques près,
il existe une unique spécialisation de points géométriques de X ′ au-dessus de y→ x de la
forme y ′ → x ′.
On peut supposer que X est local strictement hensélien de point fermé x. Le
schéma X ′ étant fini sur X, c’est une réunion disjointe finie de schémas locaux
strictement henséliens. Quitte à remplacer X ′ par la composante connexe conte-
nant y ′, on peut supposer que X ′ est lui-aussi local strictement hensélien. Il n’y a
alors manifestement plus d’alternative : x ′ est le point fermé de X ′.
2.4. Construction d’un complexe dualisant potentiel dans le cas régulier.
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2.4.1. Un complexe dualisant putatif.
PROPOSITION 2.4.1.1. Soit X un Z
[
1
n
]
-schéma noethérien régulier excellent muni
de la fonction de dimension − codim. Alors Λ est naturellement muni d’une structure
de complexe dualisant putatif.
Soit x ∈ X. Pour définir l’épinglage en x, on peut supposer que X est local de
point fermé x. On note i : x → X l’inclusion de ce point fermé. Le morphisme de
Gysin Cli : Λ(δ(x))[2δ(x)]→ i!Λ est un isomorphisme d’après le théorème de pu-
reté cohomologique absolue (cf. XVI-3.1.1). L’épinglage en x est l’isomorphisme
inverse.
2.4.2. Cas d’un trait.
PROPOSITION 2.4.2.1. Soit X un trait excellent, muni de la fonction de dimension
δ = − codim. On suppose que X est un Z
[
1
n
]
-schéma.
(a) Le complexe dualisant putatif Λ de la proposition 2.4.1.1 est un complexe dua-
lisant potentiel.
(b) Si K est un complexe dualisant putatif, il existe un unique morphisme Λ→ K
compatible aux épinglages au point générique.
(c) Si K est un complexe dualisant potentiel, le morphismeΛ→ K défini ci-dessus
est un isomorphisme (compatible aux épinglages).
La compatiblité (a) est facile (au moins au signe près). Établissons (b). Soit K
un complexe dualisant putatif. Notons i : s→ X l’inclusion du point fermé s de X
et j : η→ X l’inclusion de son point générique η. On a un triangle distingué cano-
nique, que l’on peut récrire en présence d’épinglages :
i⋆i
!K
∼

// K // Rj⋆j⋆K
∼

// i⋆i
!K[1]
∼

i⋆Λ(−1)[−2] // K // Rj⋆Λ // i⋆Λ(−1)[−1]
En appliquant le foncteur i-ème faisceau de cohomologie H i, on obtient l’annu-
lation de H iK pour i < 0 et un isomorphisme canonique H 0K ≃ Λ. En vertu des
propriétés élémentaires de la t-structure canonique sur D+(Xe´t, Λ), on obtient un
unique morphisme Λ ≃ H 0K→ K compatible à l’épinglage au point générique.
Pour obtenir (c), supposons que K soit un complexe dualisant potentiel. On
considère le diagramme commutatif induit par le morphisme canonique Λ → K
de (b) et la fonctorialité du morphisme de spécialisation associé à un choix de
spécialisation η→ s au-dessus des points η et s :
RΓη(Λ) //
spXη→s

RΓη(K)
spXη→s

RΓ s(Λ)(1)[2] // RΓ s(K)(1)[2]
Comme Λ et K sont des complexes dualisants potentiels, les flèches verticales
sont des isomorphismes. Par construction, le morphisme du haut est un isomor-
phisme. Il en résulte que le morphisme du bas aussi. Par conséquent le mor-
phisme Λ → K induit un isomorphisme après application de j⋆ et de i! : c’est
un isomorphisme.
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2.4.3. Fonctorialité par rapport aux morphismes quasi-finis.
PROPOSITION 2.4.3.1. Soit f : Y → X un morphisme quasi-fini. Soit K un complexe
dualisant putatif sur X pour une certaine fonction de dimension δX sur X. Alors f!K est
naturellement muni d’une structure de complexe dualisant putatif pour la fonction de
dimension δY sur Y définie par δY(y) = δX(f(y)) pour tout y ∈ Y.
Soit y ∈ Y. Notons x = f(y) et π : y → x le morphisme fini induit par f. On a
un isomorphisme canonique dans D+(ye´t, Λ) :
RΓy(f!K) ≃ π!RΓx(K) .
L’épinglage en x donne un isomorphisme RΓx(K) ≃ Λ(δX(x))[2δX(x)]. Pour ob-
tenir l’isomorphisme voulu RΓy(f!K) ≃ Λ(δY(y))[2δY(y)], il suffit de définir un
isomorphisme Λ ∼→ π!Λ : on utilise le morphisme de Gysin Clπ.
REMARQUE 2.4.3.2. Soit g : Z → Y un autre morphisme quasi-fini. Via l’iso-
morphisme de transitivité g!f! ≃ (f ◦ g)!, la structure de complexe dualisant pu-
tatif sur g!(f!K) obtenue en appliquant cette construction à f puis à g est la même
que celle obtenue en appliquant directement la construction à f ◦ g : cela résulte
aussitôt des propriétés de composition des morphismes de Gysin.
PROPOSITION 2.4.3.3. Soit f : Y → X un morphisme fini et surjectif et K un com-
plexe dualisant putatif sur X. Alors K est un complexe dualisant potentiel si et seulement
si le complexe dualisant putatif f!K de la proposition 2.4.3.1 est un complexe dualisant
potentiel.
En vertu des propositions 2.3.2 et 2.3.3, on peut supposer que X et Y sont des
schémas locaux strictement henséliens intègres de dimension 1 et que les fonc-
tions de dimension prennent les valeurs 0 et−1. Compte tenu de la remarque 2.4.3.2,
il vient alors qu’il suffit de traiter deux cas :
(1) Y est le normalisé de X ;
(2) X et Y sont des traits.
On obtient la conclusion dans le cas (1) en utilisant le fait que le morphisme de
transition pour X et K est défini à partir de celui pour Y et f⋆K (cf. définition 1.3.1)
et que si M/L est une extension finie purement inséparable de corps, le mor-
phisme de Gysin Clπ : Λ → π!Λ associé au morphisme π : Spec(M) → Spec(L)
s’identifie à la multiplication par le degré deM/L via les isomorphismes tautolo-
giques π!Λ ≃ π⋆Λ ≃ Λ.
La démonstration dans le cas (2) va utiliser le lemme général suivant :
LEMME 2.4.3.4. Soit f : Y → X un morphisme quasi-fini entre Z [ 1
n
]
-schémas noe-
thériens excellents réguliers de dimension relative virtuelle −c. On munit X de la fonc-
tion de dimension δX = − codim et Y de la fonction de dimension δY définie par com-
position avec f comme dans la proposition 2.4.3.1. Compte tenu de la relation δY(y) =
− codimY(y) − c pour tout y ∈ Y, la proposition 2.4.1.1 munit Λ(−c)[−2c] d’une
structure de complexe dualisant putatif pour la fonction de dimension δY sur Y. La
proposition 2.4.1.1 donne une structure de complexe dualisant putatif sur Λ sur X,
dont on déduit, par la proposition 2.4.3.1, une structure de complexe dualisant puta-
tif sur f!Λ sur Y pour la fonction de dimension δY. Alors, l’isomorphisme de pureté
Clf : Λ(−c)[−2c]
∼→ f!Λ est compatible aux épinglages de ces deux complexes dualisants
putatifs.
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Étudions les épinglages en un point y ∈ Y. Notons x = f(y). On peut supposer
que X et Y sont locaux (strictement henséliens) de points fermés respectifs x et y.
On a un diagramme commutatif :
y
j //
g

h
❃
❃❃
❃❃
❃❃
❃
Y
f

x
i // X
Les schémas apparaissant sur ce diagramme sont affines et réguliers et les mor-
phismes entre eux sont de type fini. Ces morphismes sont donc localement d’in-
tersection complète (lissifiables), on peut leur appliquer la théorie desmorphismes
de Gysin. Le résultat du lemme découle alors aussitôt de leur compatibilité à la
composition, puisqu’elle donne un diagramme commutatif dans D+(ye´t, Λ), où
l’on a noté c ′ la codimension de y dans Y :
Λ
Clg //
Clj

g!Λ
g!(Cli)

j!Λ(c ′)[2c ′]
j!(Clf) // h!Λ(c+ c ′)[2c+ 2c ′]
Revenons à la démonstration de la proposition 2.4.3.3. Supposons que K soit
un complexe dualisant potentiel. D’après la proposition 2.4.2.1 appliquée à X, K
est canoniquement isomorphe à Λ (avec les épinglages de la proposition 2.4.1.1).
On suppose donc K = Λ. On a un isomorphisme de pureté Clf : Λ
∼→ f!Λ. D’après
le lemme 2.4.3.4, cet isomorphisme est compatible avec les épinglages de la pro-
position 2.4.1.1 pour Λ et ceux de la proposition 2.4.3.1 pour f!Λ. D’après la pro-
position 2.4.2.1 appliquée à Y, il vient que f!Λ est bien un complexe dualisant
potentiel.
Inversement, supposons que f!K soit un complexe dualisant potentiel. La pro-
position 2.4.2.1 pour X donne un morphisme canonique Λ → K compatible aux
épinglages au point générique de X. Le morphisme f!Λ→ f!K qui s’en déduit est
un morphisme entre deux complexes dualisants potentiels compatible aux épin-
glages au point générique de Y. D’après la proposition 2.4.2.1, f!Λ → f!K est un
isomorphisme. Le foncteur f! étant conservatif, il en résulte que le morphisme
canonique Λ → K est un isomorphisme. On peut donc supposer que K = Λ (de
façon compatible aux épinglages au point générique). L’épinglage de K au point
fermé x ne peut qu’être de la forme λ · Cl−1x⊂X : RΓ x(Λ) ∼→ Λ(−1)[−2] pour λ ∈ Λ×.
Compte tenu de ce qui précède, il vient aussitôt que le complexe dualisant putatif
f!K sur Y s’identifie à Λ, épinglé trivialement au point générique et par λ · Cl−1y⊂Y
au point fermé y de Y. Compte tenu de la proposition 2.4.2.1, ce complexe duali-
sant putatif sur Y ne peut évidemment être un complexe dualisant potentiel que
si λ = 1. Ainsi, K est bien un complexe dualisant potentiel sur X, puisqu’il s’iden-
tifie à Λ de façon compatible aux épinglages.
2.4.4. Un complexe dualisant potentiel.
PROPOSITION 2.4.4.1. Soit X un schéma régulier excellent, muni de la fonction de
dimension − codim. Le complexe dualisant putatif Λ de la proposition 2.4.1.1 est un
complexe dualisant potentiel.
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Soit y → x une spécialisation immédiate de points géométriques de X. On
veut montrer que les épinglages sur Λ sont compatibles au morphisme de tran-
sition spX
y→x
. Pour cela, on peut supposer que X est local strictement hensélien
de point fermé x. Soit C l’adhérence de l’image de y dans X. Notons i : C → X
l’immersion fermée de C dans X. Soit n : C˜ → C le normalisé de C. Montrer la
compatibilité des épinglages avec le morphisme de transition associé à y → x
revient à montrer que le complexe dualisant putatif i!Λ de la proposition 2.4.3.1
est un complexe dualisant potentiel, ce qui, d’après la proposition 2.4.3.3, revient
encore à dire que n!i!Λ en est un. D’après le lemme 2.4.3.4, le complexe dualisant
putatif n!i!Λ s’identifie au complexe dualisant putatif Λ(−c)[−2c] obtenu par tor-
sion et décalage à partir de Λ sur le trait C˜. En vertu de la proposition 2.4.2.1, il
s’agit bien d’un complexe dualisant potentiel, ce qui achève la démonstration.
3. Morphismes de transition généraux et classe de cohomologie en degré
maximal
3.1. Énoncés des théorèmes principaux.
THÉORÈME 3.1.1. Soit X un Z
[
1
n
]
-schéma local normal strictement hensélien ex-
cellent de dimension d et de point fermé x. Alors, Hqx(X,Λ(d)) = 0 pour q > 2d et on
a un isomorphisme [x] : Λ ∼→ H2dx (X,Λ(d)) compatible aux morphismes de transition
associés aux spécialisations immédiates.
THÉORÈME 3.1.2. Soit X un Z
[
1
n
]
-schéma noethérien excellent. Pour toute spécia-
lisation y → x de points géométriques de X de codimension c, on peut définir, pour tout
K ∈ D+(Xe´t, Λ) et i ∈ Z, un morphisme de transition spXy→x : Hiy(K) → Hi+2cx (K(c)),
compatible à la composition des spécialisations et induit par les définitions de la section 1
pour c ≤ 1. Par ailleurs, ces morphismes de transition généralisés vérifient une compati-
bilité avec les morphismes finis, énoncée dans la proposition 3.5.4.
REMARQUE 3.1.3. Localement pour la topologie étale, un schéma quasi-excellent
est excellent. Il est donc évident que dans l’énoncé du théorème 3.1.2, on peut
remplacer l’hypothèse « excellent » par « quasi-excellent ».
3.2. Dimension cohomologique. On énonce ici deux résultats de dimension
cohomologique qui se déduisent du théorème de Lefschetz affine de Gabber,
cf. XV-1.2.2.
PROPOSITION 3.2.1. Soit ℓ un nombre premier. Soit X un Z
[
1
ℓ
]
-schéma local stric-
tement hensélien excellent de point fermé x. On note U = X − x. Soit M un faisceau de
Z/ℓZ-modules sur U. Soit d ∈ N. On suppose que si u ∈ U est tel que Mu 6= 0, alors la
dimension de l’adhérence de u dans X est ≤ d. AlorsHq(U,M ) = 0 pour q ≥ 2d.
En particulier, si d = dimX, on a cdℓU ≤ 2d− 1 et cdℓ Γx ≤ 2d.
Par passage à la limite inductive filtrante sur les sous-faisceaux constructibles
deM , on peut supposer queM est constructible. Quitte à remplacerX par l’adhé-
rence dans X du support de M , on peut supposer que d = dimX. On est alors
ramené à montrer que cdℓU ≤ 2d− 1. Comme le schéma (séparé) U peut être re-
couvert par d ouverts affines (cf. [Serre, 1965, §B.3, Chapitre III]), et qu’un ouvert
affine de X est de dimension cohomologique au plus d, en utilisant convenable-
ment les suites exactes de Mayer-Vietoris, on obtient bien que cdℓU ≤ 2d− 1.
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PROPOSITION 3.2.2. Soit ℓ un nombre premier. Soit X un Z
[
1
ℓ
]
-schéma local stric-
tement hensélien intègre excellent de dimension d, de point générique η. Alors cdℓ η ≤ d.
Le point générique η s’identifie à limite projective du système projectif formé
par les ouverts affines non vides de X. Comme chacun de ces ouverts affines est
de ℓ-dimension cohomologique au plus d, il en va de même pour η.
3.3. Morphismes finis.
PROPOSITION 3.3.1. Soit f : X ′ → X un morphisme fini entre Z [ 1
n
]
-schémas noe-
thériens excellents. Soit y ′ → x ′ une spécialisation immédiate de points géométriques
de X ′ au-dessus d’une spécialisation immédiate y → x de points géométriques de X (cf.
définition 2.3.1). Pour tout K ∈ D+(Xe´t, Λ) et i ∈ Z, le diagramme suivant commute :
Hi
y ′
(f!K)
spX
′
y ′→x ′// Hi+2
x ′
(f!K(1))
Hiy(K)
spX
y→x //
∼Cly ′→y
OO
Hi+2x (K(1))
∼ Clx ′→x
OO
On peut supposer que f est un morphisme dominant entre schémas locaux
strictement henséliens intègres de dimension 1. Comme dans la démonstration
de la proposition 2.4.3.3, il y a deux cas à traiter :
(1) X ′ est le normalisé de X ;
(2) X et X ′ sont des traits.
Le cas (1) étant trivial, on se concentre sur le cas où X et X ′ sont des traits.
Pour vérifier la compatibilité, on peut évidemment supposer que i = 0. Pour tout
K ∈ D+(Xe´t, Λ), comme les flèches verticales sont des isomorphismes, on peut
noter δK : H0y(K) → H2x(K(1)) la différence des flèches obtenues en suivant les
deux chemins possibles. Il s’agit de monter que pour tout K ∈ D+(Xe´t, Λ), on a
δK = 0.
Les résultats de la section 2 montrent que δΛ = 0. La suite de la démonstration
va consister à se ramener à ce cas-là.
Comme y est au-dessus du point générique de X, H0y s’identifie à la fibre en y
du faisceau de cohomologie de K en degré 0. Si on note τ≤0K → K le morphisme
canonique déduit de la t-structure canonique surD+(Xe´t, Λ) iii, on obtient un carré
commutatif :
H0y(τ≤0K)
∼

δτ≤0K// H2x(τ≤0K(1))

H0y(K)
δK // H2x(K(1))
Il résulte de ce diagramme que si δτ≤0K = 0, alors δK = 0.
Notons H 0K le faisceau de cohomologie de K en degré zéro. Pour des raisons
de dimension cohomologique, le morphisme canonique H 0K → τ≤0K induit un
isomorphisme après application du foncteur H2x(−(1)) (et aussi du foncteur H
0
y).
iiiL’auteur pense qu’il eût été plus cohérent de noter cette troncature τ≤0 pour respecter la
convention qui veut que les degrés cohomologiques soient indiqués en exposant, mais la tradition
ayant consacré l’usage inverse, il s’y plie avec répugnance.
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Par conséquent, en considérant un carré commutatif du type précédent, on ob-
tient cette fois-ci que δH 0K = 0 équivaut à δτ≤0K = 0.
Il résulte de ces remarques que pour montrer que δK = 0 pour tout K ∈
D+(Xe´t, Λ), on peut supposer que K est concentré en degré 0.
On suppose maintenant que K = M où M est un faisceau de Λ-modules sur
X. Notons j : y→ X l’inclusion du point générique deX. En utilisant la description
du foncteur H2x de la proposition 1.2.2.1, on obtient que le morphisme canonique
j!j
⋆M →M induit un isomorphisme après application de H0y et H2x(−(1)) : δK = 0
équivaut à δj!j⋆K = 0. La propriété, pour un faisceau K sur X, d’être tel que δK = 0
ne dépend donc que de sa restriction au point générique y.
Pour tout faisceau deΛ-modules L sur y, on note δL = δj!L . Il s’agit de mon-
trer que δL = 0 pour tout faisceau de Λ-modules sur y. Notons L → Lconstant le
plus grand quotient constant de L : formellement, le foncteur L 7−→ Lconstant est
le foncteur adjoint à gauche du foncteur d’inclusion de la catégorie des faisceaux
constants de Λ-modules dans la catégorie des faisceaux de Λ-modules sur y. En
utilisant la proposition 1.2.2.1, onmontre facilement que le morphisme canonique
L → Lconstant induit un isomorphisme après application de H2x(j!(1)) (et une sur-
jection après application de H0y). D’où δL = 0 si et seulement si δLconstant = 0. Il
en résulte que l’on peut supposer que L est un faisceau constant de Λ-modules.
Par ailleurs, on peut évidemment supposer que L est constructible. Si L → L ′
est un épimorphisme de faisceaux constants constructibles deΛ-modules, il vient
aussitôt que δL = 0 implique δL ′ = 0. Il en résulte que l’on peut supposer que
L = Λr pour un certain r ∈ N, puis, par additivité, que r = 1. Bref, on s’est bien
ramené au cas du faisceau constant Λ, ce qui achève la démonstration de cette
proposition.
3.4. Le cas de la dimension 2. Compte tenu des résultats établis jusqu’à pré-
sent, les théorèmes 3.1.1 et 3.1.2 peuvent être considérés comme ayant été établis
en dimension 0 et 1. Cette sous-section se concentre sur le cas de la dimension 2
qui est l’étape cruciale pour passer au cas général.
On fixe un Z
[
1
n
]
-schéma local strictement hensélien excellent normal X de di-
mension 2. On note x le point fermé de X et on pose U = X − x. En s’aidant
d’une résolution des singularités X ′ → X, nous allons définir au paragraphe 3.4.1
une classe dans H4x(X,Λ(2)), puis nous démontrerons au paragraphe 3.4.2 qu’elle
est indépendante de la résolution. Enfin, nous établirons au paragraphe 3.4.3 une
compatibilité entre cette classe, les classes définies pour les localisés stricts en X
en les points de codimension 1 et les morphismes de transition associés aux spé-
cialisations immédiates correspondantes.
3.4.1. Construction d’une classe. D’après le résultat principal de [Lipman, 1978],
il existe un morphisme birationnel p : X ′ → X avec X ′ régulier. Le morphisme p
induit alors automatiquement un isomorphisme p−1(U) ∼→ U. On peut supposer
de plus que p−1(x)re´d est un diviseur à croisements normaux stricts (dont on note
D1, . . . , Dn les composantes irréductibles).
En effet, on peut dans un premier temps supposer que les composantes irré-
ductibles D1, . . . , Dn sont de dimension 1 : si ce n’est pas le cas, on peut éclater
le point fermé correspondant (ceci ne se peut produire que si X est déjà régu-
lier et que p est un isomorphisme). Dans un deuxième temps, on peut s’arranger
pour que les composantes irréductibles de p−1(x)re´d soient régulières en itérant le
processus consistant à éclater les points singuliers (cf. [Šafarevicˇ, 1966, page 38]).
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Dans un dernier temps, on peut contraindre les croisements à devenir normaux
en éclatant les points fermés récalcitrants ; comme des invariants numériques dé-
croissent strictement dans cette opération (cf. [Šafarevicˇ, 1966, page 21]), ce pro-
cessus termine.
PROPOSITION 3.4.1.1. (a) Le morphisme de bordHq−1(U,Λ(2))→ Hqx(X,Λ(2))
est un isomorphisme pour q ≥ 2 et ces groupes sont nuls pour q ≥ 5 ;
(b) Le morphisme évidentHq(X ′, Λ(2))→ Hq(p−1(x), Λ(2)) est un isomorphisme
pour tout q ∈ Z et ces groupes sont nuls pour q ≥ 3 ;
(c) Le morphisme de bord Hq−1(U,Λ(2)) → Hq
p−1(x)
(X ′, Λ(2)) est un isomor-
phisme pour q ≥ 4 ;
(d) Le morphisme évidentHqx(X,Λ(2))→ Hqp−1(x)(X ′, Λ(2)) est un isomorphisme
pour q ≥ 4 et ces groupes sont nuls pour q ≥ 5.
(a) s’obtient en utilisant la suite exacte canonique :
Hq−1(X,Λ(2))→ Hq−1(U,Λ(2))→ Hqx(X,Λ(2))→ Hq(X,Λ(2)) .
En effet, X étant local strictement hensélien, on a Hi(X,Λ(2)) pour i > 0. On
conclut en utilisant le fait que cdℓU ≤ 3 (cf. proposition 3.2.1).
(b) résulte du théorème de changement de base pour un morphisme propre et
du fait que p−1(x) soit une courbe propre et donc de dimension cohomologique 2.
(c) se déduit aussitôt de (b).
(d) résulte de (a), (c) et de la commutativité du diagramme évident suivant :
Hq−1(U,Λ(2)) // Hqx(X,Λ(2))

Hq−1(U,Λ(2)) // Hq
p−1(x)
(X ′, Λ(2))
PROPOSITION 3.4.1.2. On a une suite exacte⊕
i<j
H4Di∩Dj(X
′, Λ(2))→⊕
i
H4Di(X
′, Λ(2))→ H4p−1(x)(X ′, Λ(2))→ 0 ,
où les flèches sont induites par des morphismes d’agrandissement du support, et leurs
différences.
Pour tout fermé F de X ′, on note ΛF le faisceau iF⋆Λ où iF est l’immersion de F
dans X ′. On a une suite exacte courte évidente de faisceaux deΛ-modules sur X ′ :
0→⊕
i<j
ΛDi∩Dj →⊕
i
ΛDi → Λp−1(x) → 0 .
En appliquant RHom(−, Λ(2)) au triangle distingué de D+(X ′e´t, Λ) associé à
cette suite exacte courte, on peut obtenir la suite exacte voulue, pourvu que l’on
sache montrer que H5Di∩Dj(X
′, Λ(2)) est nul pour i < j. D’après le théorème de
pureté absolue, ce groupe s’identifie à H1(Di ∩ Dj, Λ) qui est bien nul puisque
Di ∩Dj est une union disjointe finie de spectres de corps séparablement clos.
PROPOSITION 3.4.1.3. La suite exacte de la proposition 3.4.1.2 se récrit sous la
forme : ⊕
i<j
⊕
y∈Di∩Dj
Λ
δ→ Λn ε→ H4p−1(x)(X ′, Λ(2))→ 0 .
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Si on note (χy)i<j,y∈Di∩Dj la base canonique du groupe de gauche et χD1 , . . . , χDn celle de
Λn, la différentielle δ vérifie la formule
δ(χy) = [y : x] ·
(
χDi − χDj
)
.
En outre, ε(χDi) ∈ H4p−1(x)(X ′, Λ(2)) est obtenu par agrandissement du support à partir
de la classe 1
[y:x]
Cly→X ∈ H4y(X ′, Λ(2)) pour tout point fermé y d’unDi.
Le théorème de pureté cohomologique absolue donne des isomorphismes
ClDi∩Dj→X : H
0(Di ∩Dj, Λ) ∼→ H4Di∩Dj(X ′, Λ(2)) ,
ce qui permet de décrire le groupe de gauche dans la suite exacte de la proposi-
tion 3.4.1.2. Le même théorème donne aussi des isomorphismes
ClDi→X : H
2(Di, Λ(1))
∼→ H4Di(X ′, Λ(2)) .
En outre, on dispose du morphisme trace (relativement à x) Tr : H2(Di, Λ(1))
∼→
Λ. Celui-ci est caractérisé par le fait que pour tout point fermé y de Di, l’image
de Cly→Di ∈ H2y(Di, Λ(1)) par le morphisme composé
H2y(Di, Λ(1))→ H2(Di, Λ(1)) Tr→ Λ
soit [y : x]. La description des morphismes δ et ε donnée dans l’énoncé s’obtient
alors aussitôt à partir des propriétés de composition des morphismes de Gysin.
PROPOSITION 3.4.1.4. La suite suivante est exacte :⊕
i<j
⊕
y∈Di∩Dj
Λ
δ→⊕
i
Λ
Σ→ Λ→ 0 ,
où Σ est défini par Σ(χDi) = 1 pour tout i.
Tout d’abord, à partir de la formule donnée pour δ dans la proposition 3.4.1.3,
il est clair que Σ ◦ δ = 0. Σ induit donc un morphisme Cokerδ → Λ. Comme les
degrés [y : x] qui interviennent sont inversibles dans Λ, on voit que si i et j sont
tels queDi∩Dj soit non vide, alors χDi et χDj ont la même classe dans Cokerδ. La
fibre p−1(x) étant connexe (Main Theorem), on en déduit que tous les éléments
χDi ont la même classe dans Cokerδ. L’inclusion entre l’image de δ et le noyau de
Σ est donc une égalité.
COROLLAIRE 3.4.1.5. Les suites exactes des propositions 3.4.1.3 et 3.4.1.4 donnent
naissance à un isomorphisme Λ ∼→ H4
p−1(x)
(X ′;Λ(2)).
COROLLAIRE 3.4.1.6. Via l’isomorphisme canoniqueH4x(X,Λ(2))
∼→ H4
p−1(x)
(X ′, Λ(2))
de la proposition 3.4.1.1 (d), l’isomorphisme du corollaire précédent donne un isomor-
phisme Λ ∼→ H4x(X,Λ(2)).
DÉFINITION 3.4.1.7. On note [x]X ′ ∈ H4x(X,Λ(2)) le générateur défini par l’iso-
morphisme du corollaire précédent.
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3.4.2. Indépendance en la résolution. Dans ce paragraphe, nous allons montrer
que si q : X ′′ → X est une autre résolution du type envisagé dans le paragraphe 3.4.1,
alors [x]X ′ = [x]X ′′ . Quitte à introduire une désingularisation de la composante ir-
réductible dominant X du produit fibré de X ′′ de X ′ au-dessus de X, on peut sup-
poser qu’une des deux désingularisations X ′ et X ′′ considérées coiffe l’autre. On
suppose donc par exemple qu’il existe un (unique) X-morphisme π : X ′′ → X ′. Le
morphisme π est projectif et birationnel entre deux schémas réguliers de dimen-
sion 2, il induit donc un isomorphisme au-dessus d’un ouvert U ′ de X ′ tel que
le fermé X ′ − U ′ soit de dimension 0. Il existe donc certainement un point fermé
y ′ de p−1(x) tel que le morphisme induit soit un isomorphisme π−1(y ′)→ y ′. On
note y ′′ l’unique point fermé de π−1(y ′). La compatibilité des classes de Gysin au
changement de base implique que la classe Cly ′→X ′ est envoyée sur Cly ′′→X ′′ par le
morphisme de restriction π⋆ : H4y ′(X
′, Λ(2))→ H4y ′′(X ′′, Λ(2)). Cette compatibilité
vaut encore après élargissement du support à p−1(x) et à q−1(x). En considérant
la composition suivante :
H4x(X,Λ(2))
∼→ H4p−1(x)(X ′, Λ(2)) ∼→ H4q−1(x)(X ′′, Λ(2)) ,
on obtient aussitôt que [y ′ : x] · [x]X ′ = [y ′′ : x] · [x]X ′′ , ce qui permet de conclure
que [x]X ′ = [x]X ′′ .
REMARQUE 3.4.2.1. On peut montrer que si p : X ′ → X est un morphisme pro-
jectif birationnel avec X ′ régulier, alors, même sans supposer que p−1(x)re´d soit un
diviseur à croisements normaux strict, l’applicationH4x(X,Λ(2))→ H4p−1(x)(X ′, Λ(2))
est un isomorphisme et la classe [x] s’envoie bien sur l’élément induit par 1
[x ′ :x]
Clx ′→X ′
pour tout point fermé x ′ de p−1(x).
3.4.3. Compatibilité aux morphismes de transition. Soit y → X un point géomé-
trique au-dessus d’un point y de codimension 1. Autrement dit, on a une spécia-
lisation immédiate y→ x de points géométriques de X. Nous allons montrer que
si η→ y est une spécialisation immédiate, alors on a l’égalité
[x] = spX
y→x
(spX
η→x
(1))
dans H4x(X,Λ(2)), ce qui achèvera la démonstration du théorème 3.1.1 jusqu’en
dimension 2.
On note C l’adhérence de y dans X. Il existe une désingularisation X ′ → X
du type envisagé dans le paragraphe 3.4.1 telle que l’adhérence C ′ de y dans
X ′ soit un trait. Plus précisément, le morphisme évident C ′ → C identifie C ′ au
normalisé de C. Le morphisme C ′ → C étant un homéomorphisme universel, on
peut noter x ′ le point fermé de C ′ (celui de C est bien entendu x) et U ′ = X ′ − x ′.
On dispose d’immersions fermées évidentes i : C → X, i ′ : C ′ → X ′, k : y → U et
k ′ : y→ U ′.
LEMME 3.4.3.1. Avec les notations ci-dessus, le diagramme évident qui suit est com-
mutatif (les flèches marquées comme étant des isomorphismes devant être considérées
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comme bidirectionnelles) :
H4x(X,Λ(2))
∼vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧
H4x(C, i
!Λ(2))
H4
p−1(x)
(X ′, Λ(2)) H3(y, k!Λ(2))
∼
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗
vv♠♠♠
♠♠
♠♠
♠♠
♠♠♠
♠
H4x ′(X
′, Λ(2))
∼
hh◗◗◗◗◗◗◗◗◗◗◗◗
H4x ′(C
′, i ′!Λ(2))
Ceci équivaut à la commutativité du diagramme évident :
H3(U,Λ(2)) ∼ // H4x(X,Λ(2)) H
4
x(C, i
!Λ(2)) H3(y, k!Λ(2))oo
H3(U ′, Λ(2))
∼
OO
∼ // H4x ′(X
′, Λ(2)) H4x ′(C
′, i ′!Λ(2)) H3(y, k ′!Λ(2))oo
On peut identifier le carré externe de ce diagramme-ci au suivant, où les
flèches horizontales sont les flèches d’oubli du support :
H3(U,Λ(2)) H3y(U,Λ(2))oo
H3(U ′, Λ(2))
∼
OO
H3y(U
′, Λ(2))oo
Ce diagramme-là est bien évidemment commutatif, ce qui achève la démons-
tration du lemme 3.4.3.1.
On peut prolonger sur la droite le diagramme commutatif du lemme :
H4x(C, i
!Λ(2)) H2y(C, i
!Λ(1))
spC
y→xoo
H3(y, k!Λ(2))
∼
OO
∼

(H 2k!Λ(1))y
∼
1vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠
∼
[x ′ :x]
hh◗◗◗◗◗◗◗◗◗◗◗◗
Λ
spX
η→y
∼
oo
H4x ′(C
′, i ′!Λ(2)) H2y(C
′, i ′!Λ(1))
spC
′
y→xoo
Du groupe (H 2k!Λ(1))y partent deux isomorphismes canoniques vers des groupes
de cohomologie à supports de C et de C ′ ; ici, on les a multipliés respectivement
par [x ′ : x] et 1 de façon à rendre le diagramme commutatif (cf. définition 1.3.1).
On peut partir de l’élément 1 dans le groupe Λ tout à droite et considérer
son image dans le groupe H4x(X,Λ(2)) figurant sur le diagramme du lemme. En
suivant le chemin du bas, on obtient [x ′ : x] · [x]X ′ . En suivant le chemin du haut,
on obtient [x ′ : x] ·spX
y→x
(spX
η→y
(1)). On peut ainsi conclure que l’on a bien l’egalité
[x]X ′ = spXy→x(sp
X
η→y
(1))
dans H4x(X,Λ(2)).
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3.5. Morphismes de transition en codimension arbitraire. Nous allonsmain-
tenant démontrer le théorème 3.1.2 en nous appuyant sur le théorème 3.1.1 établi
pour le moment jusqu’en dimension 2. Ce résultat nous permettra ensuite d’éta-
blir le théorème 3.1.1 en toute généralité.
DÉFINITION 3.5.1. Soit X un Z
[
1
n
]
-schéma noethérien excellent. Soit y = x0 →
· · · → xn = x une suite de spécialisations de points géométriques de X telle que
pour tout 0 ≤ i < n, la spécialisation xi → xi+1 soit de codimension 0 ou 1. On
note c la codimension de la spécialisation y → x. Pour tout K ∈ D+(Xe´t, Λ), on
note spX
x0→···→xn
: Hpy(K) → Hp+2cx (K(c)) le morphisme de transition obtenu par la
composition spX
xn−1→xn
◦ · · · ◦ spX
x0→x1
.
DÉFINITION 3.5.2. Soit X un Z
[
1
n
]
-schéma noethérien excellent. Soit y → x
une spécialisation de points géométriques deX de codimension c. SoitK ∈ D+(Xe´t, Λ).
On dit que la propriété (C)cy→x,K est satisfaite si lemorphisme sp
X
x0→···→xn
: H0y(K)→
H2cx (K(c)) ne dépend pas du choix de la factorisation de y→ x en x0 → · · ·→ xn.
DÉFINITION 3.5.3. On dira que la propriété (C)≤c est satisfaite si toutes les
propriétés (C)c
′
y→x,K envisagés dans la définition 3.5.2 le sont pour c
′ ≤ c. On dira
que la propriété (C)≤cloc. est vérifiée si les propriétés (C)
c ′
η→x,K sont vérifiées dans la
situation, dite locale, où le schéma X est supposé local strictement hensélien in-
tègre de dimension≤ c de point fermé x et où η est au-dessus du point générique
de X. Enfin, on dira que la propriété (C)≤cloc.,normal,Λ est satisfaite si on suppose de
plus que X est normal et que K = Λ.
Il s’agit donc d’établir la propriété (C)≤c pour tout c ≥ 0. D’après la re-
marque 1.4.2, on peut considérer que la propriété (C)≤1 est connue. En outre,
notons que le théorème 3.1.2 affirme en particulier (C)≤cloc.,normal,Λ pour tout c ≥ 0.
Les résultats de la sous-section 3.4montrent que (C)≤2loc.,normal,Λ est satisfaite.
PROPOSITION 3.5.4. Soit f : X ′ → X un morphisme fini entre Z [ 1
n
]
-schémas noe-
thériens excellents. Soit y ′ → x ′ une spécialisation de points géométriques de X ′ de
codimension c au-dessus d’une spécialisation y → x de points géométriques de X (cf.
définition 2.3.1). Pour toute factorisation x ′0 → . . . x ′n de y ′ → x ′ en une suite de spé-
cialisations de codimension 0 ou 1, si on note x0 → . . . xn la factorisation de y → x
en-dessous de la précédente, pour tout K ∈ D+(Xe´t, Λ) et i ∈ Z, le diagramme suivant
commute :
Hi
y ′
(f!K)
spX
′
x ′
0
→···→x ′n // Hi+2c
x ′
(f!K(c))
Hiy(K)
spXx0→···→xn //
∼Cly ′→y
OO
Hi+2cx (K(c))
∼ Clx ′→x
OO
En outre, on a l’équivalence (C)cy→x,K ⇐⇒ (C)cy ′→x ′,f!K.
La commutativité du diagramme se déduit aussitôt de la proposition 3.3.1.
L’équivalence annoncée résulte de la commutativité du diagramme et du fait qu’il
est essentiellement équivalent de se donner une factorisation de la spécialisation
y ′ → x ′ ou de s’en donner une de y→ x (cf. propositions 2.3.2 et 2.3.3).
LEMME 3.5.5. Pour tout entier c ≥ 0, on a l’équivalence (C)≤c ⇐⇒ (C)≤cloc..
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Supposons (C)≤cloc. et montrons (C)
≤c. Il suffit évidemment de montrer (C)c
′
y→x,K
pour tout K ∈ D+(Xe´t, Λ), avec X un schéma local strictement hensélien de point
fermé x et une spécialisation y → x de codimension c ′ ≤ c. Il s’agit de véri-
fier que l’on peut supposer que X est intègre et que y est au-dessus du point
générique. Pour cela, on introduit l’immersion fermée i : Z → X où Z = {y}. La
proposition 3.5.4montre que (C)c
′
y→x,i!K implique (C)
c ′
y→x,K. Pour conclure, il suffit
d’observer que (C)c
′
y→x,i!K est un cas particuler de (C)
≤c
loc..
LEMME 3.5.6. Soit X un Z
[
1
n
]
-schéma noethérien excellent local strictement hen-
sélien intègre de dimension c, de point fermé x et de point générique η. Soit η un point
géométrique au-dessus de η. Soit K ∈ D+(Xe´t, Λ).
(a) (C)cη→x,τ≤0K =⇒ (C)cη→x,K ;
(b) (C)cη→x,τ≤0K ⇐⇒ (C)cη→x,H 0K ;
(c) Soit j : U → X l’inclusion d’un ouvert dense et M et N deux faisceaux de
Λ-modules sur X tels que j⋆M ≃ j⋆N , alors (C)cη→x,M ⇐⇒ (C)cη→x,N .
L’implication (a) résulte du fait que le morphisme canonique τ≤0K → K in-
duise un isomorphisme H0η(τ≤0K)
∼→ H0η(K).
On considère ensuite le morphisme canonique τ≤0K → H 0K. Il induit évi-
demment un isomorphisme après application de H0η, mais aussi après celle de
H2cx , pour des raisons de dimension cohomologique (cf. proposition 3.2.1). L’équi-
valence (b) en résulte aussitôt.
Pour montrer (c), on peut supposer que N = j!j⋆M . On a alors un monomor-
phisme canonique j!j⋆M →M , dont le conoyau est i⋆i⋆M , où i : Z → X désigne
une immersion fermée complémentaire. La proposition 3.2.1 montre alors que
Hq(X − x, (i⋆i⋆M )|X−x) = 0 pour q ≥ 2c − 2. Ainsi, le morphisme j!j⋆M → M
induit un isomorphisme non seulement après application de H0η, mais aussi celle
de H2cx , ce qui permet de conclure.
LEMME 3.5.7. Pour tout entier c ≥ 0, on a l’implication (C)≤cloc.,normal,Λ =⇒ (C)≤cloc..
Soit X un Z
[
1
n
]
-schéma noethérien excellent local strictement hensélien in-
tègre de dimension c ′ ≤ c, de point fermé x et de point générique η. Soit η un
point géométrique au-dessus de η. D’après le lemme 3.5.6, pour montrer (C)c
′
η→x,K
pour tout K ∈ D+(Xe´t, Λ), il suffit de montrer (C)c ′η→x,M pour tout faisceau de
Λ-modules M sur X. On peut évidemment supposer que M est constructible.
Mais alors, il existe un ouvert dense de X au-dessus duquel M soit localement
constant. Il existe évidemment un morphisme fini surjectif f : X˜→ X, avec X˜ nor-
mal intègre, et un ouvert dense U de X tel que f induise un revêtement fini étale
U˜ = f−1(U) → U et que (f⋆M )|U˜ soit isomorphe à un faisceau constant de va-
leur un certain Λ-module N. Choisissons une spécialisation η˜ → x˜ au-dessus de
η → x. La propriété (C)≤cloc.,normal,Λ contient (C)c ′η˜→x˜,Λ comme cas particulier. Cette
dernière propriété implique à son tour la propriété (C)c
′
η˜→x˜,N. On observe que l’on
a un isomorphisme canonique (f!M )|U˜ ≃ N. L’assertion (c) du lemme 3.5.6 per-
met d’obtenir la propriété (C)c
′
η˜→x˜,H 0(f!M ), et les assertions (a) et (b) d’en déduire
(C)c
′
η˜→x˜,f!M . Enfin, la proposition 3.5.4 permet de vérifier (C)
c ′
η→x,M , ce qui achève
la démonstration du lemme.
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LEMME 3.5.8. Pour tout entier c ≥ 3, on a l’implication (C)≤c−1 =⇒ (C)≤cloc.,normal,Λ.
Soit X = Spec(A) un schéma noethérien excellent local strictement hensélien
normal de dimension c, de point fermé x et de point générique η. On choisit un
point géométrique η au-dessus de η. On note s : η→ x la spécialiation canonique.
Nous allons montrer la propriété (C)cs,Λ.
Soit z→ X un point géométrique tel que z 6= x et z 6= η. On a une spécialisation
canonique t : z→ x. On peut choisir une spécialisation u : η→ z. On obtient peut-
être pas ainsi une factorisation de la spécialisation η → x fixée plus haut, mais
il existe certainement σ ∈ Gal(η/η) faisant commuter le diagramme suivant de
spécialisations de points géométriques de X :
η
s //
σ∼

x
η
u // z
t
OO
Les spécialisations σ, u et t sont de codimension ≤ c − 1, les morphismes de
transitions associés sont donc bien définis. On peut considérer l’image de 1 ∈
H0η(X,Λ) par le composé de ces morphismes de transition :
γσ,u,t = (spXt ◦ spXu ◦ spXσ)(1) ∈ H2cx (X,Λ(c)) .
Bien entendu, on a spX
σ
(1) = 1. On note donc simplement γu,t l’élément γσ,u,t =
(spX
t
◦ spX
u
)(1). J’affirme que cette classe γu,t ne dépend que du point z de X en-
dessous duquel z se trouve. En effet, soit z ′ un autre point géométrique au-dessus
de z, et t ′ : z ′ → x la spécialisation canoniquement associée. On choisit une spécia-
lisation u ′ : η → z ′. On peut choisir un z-isomorphisme σ ′ : z ∼→ z ′. Le schéma X
étant géométriquement unibranche, on peut montrer facilement qu’il existe un η-
isomorphisme σ ′′ : η→ η induisant un diagramme commutatif de spécialisations
de points géométriques de X :
η
u //
σ ′′∼

z
σ ′∼

t // x
η
u ′ // z ′
t ′ // x
En utilisant cette fois-ci que σ ′′ agit trivialement sur 1 ∈ H0η(X,Λ), on montre que
γu,t = γu ′,t ′ . On peut donc noter simplement γz cette classe.
Il s’agit de montrer que la classe γz est indépendante de z ∈ X − {η, x}. Par
construction, si z ′ ∈ X−{η, x} est tel qu’il existe une spécialisation (Zariski) z→ z ′,
on a γz = γz ′ .
CommeA est local normal excellent de dimension≥ 3, d’après [SGA2 XIII 2.1],
si f ∈ A − {0}, le schéma Spec (A/(f) − {x}) est connexe. Il en résulte aussitôt que
les classes γz pour z ∈ Spec (A/(f) − {x}) sont égales. Maintenant, si z et z ′ sont
deux éléments de X − {η, x}, il existe bien évidemment f ∈ A − {0} tel que z et z ′
appartiennent à l’hypersurface définie par f. On obtient donc bien γz = γz ′ , ce
qui achève la démonstration du lemme.
Nous sommes maintenant en mesure de démontrer le théorème 3.1.2. Il s’agit
d’établir la propriété (C)≤c pour tout c ≥ 0. Elle équivaut à la propriété (C)≤cloc.
d’après le lemme 3.5.5. D’après le lemme 3.5.7, elle équivaut encore à la propriété
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(C)≤cloc.,normal,Λ. Compte tenu de ces équivalences, le lemme 3.5.8 montre que pour
c ≥ 3, (C)≤c−1loc.,normal,Λ implique (C)≤cloc.,normal,Λ. Un raisonnement par récurrence per-
met donc de conclure puisque la propriété (C)≤2loc.,normal,Λ a été établie plus haut.
3.6. Fin de la démonstration.
PROPOSITION 3.6.1. Soit X un Z
[
1
n
]
-schéma noethérien excellent local hensélien
normal de dimension d, de point fermé x et de point générique η. Soit x un point géo-
métrique au-dessus de x. Soit η un point géométrique au-dessus de η. Soit η → x une
spécialisation. Alors, l’image de 1 par le morphisme de transition spX
η→x
: H0η(X,Λ) →
H2dx (X,Λ(d)) est invariante par Gal(x/x), et indépendante de la spécialisation choisie
η → x, on la note [x]. On obtient ainsi un morphisme Λ[−2d] → τ≥2dRΓx(Λ(d)) dans
D(xe´t, Λ).
Ceci résulte aussitôt du théorème 3.1.2 et du fait que 1 ∈ H0η(X,Λ) est fixé par
Gal(η/η).
Par construction, les classes [x] sont compatibles aux morphismes de transi-
tion. Pour finir de démontrer le théorème 3.1.1, il reste à montrer que dans la
situation de la proposition précédente, le morphisme Λ[−2d] → τ≥2dRΓx(Λ(d))
est un isomorphisme, ou encore, dans la situation où X est strictement hensé-
lien, que le morphisme Λ → H2dx (X,Λ(d)) induit par [x] est un isomorphisme.
En effet, des considérations de dimension cohomologique (cf. proposition 3.2.1)
expliquent l’annulation de Hqx(X,Λ(d)) pour q > 2d.
LEMME 3.6.2. Soit d ≥ 3. On suppose le résultat du théorème 3.1.1 connu jusqu’en
dimension d− 1. Alors, pour tout Z
[
1
n
]
-schéma noethérien excellent X local strictement
hensélien normal de dimension d, de point fermé x, le morphisme Λ → H2dx (X,Λ(d))
induit par [x] est surjectif.
On utilise la suite spectrale de coniveau calculant la cohomologie de l’ouvert
U = X − x à coefficients dans Λ(d) :
Epq1 =
⊕
y∈Up
Hp+qy (X(y), Λ(d)) =⇒ Hp+q(U,Λ(d)) ,
où Up désigne l’ensemble des points de codimension p de U. La topologie étale
étant plus fine que la topologie de Nisnevich, dans l’expression du terme E1, on
peut remplacer les localisés X(y) par leurs hensélisés Xh(y) pour tout y ∈ Up avec
0 ≤ p ≤ d− 1. On obtient ainsi un isomorphisme canonique :
RΓy(X(y), Λ(d)) ≃ RΓ(y,RΓy(Λ(p))(d− p)) .
La structure de τ≥2pRΓy(Λ(p)) est connue par notre connaissance limitée du théo-
rème 3.1.1 puisque p ≤ d − 1. D’après la proposition 3.2.2, on a une majoration
de la ℓ-dimension cohomologique de y pour tout nombre premier ℓ divisant n :
cdℓ y ≤ d − p. En appliquant la suite spectrale de composition des foncteurs dé-
rivés au calcul de RΓy(X(y), Λ(d)), on obtient d’une part que Hiy(X(y), Λ(d)) = 0
pour i > d + p, c’est-à-dire que Hp+q(X(y), Λ(d)) = 0 pour q > d, et d’autre part
que Hp+d(X(y), Λ(d)) ≃ Hd−p(y,Λ(d− p)).
On a doncmontré que Ep,q1 = 0 pour q ≥ d+1, et par ailleurs, il est évident que
Ep,q1 = 0 si p ≥ d. On en déduit aussitôt que l’on a des isomorphismes canoniques
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Coker(Ed−2,d1 → Ed−1,d1 ) ∼→ H2d−1(U,Λ(d)) ∼→ H2dx (X,Λ(d)). En particulier, le mor-
phisme canonique Ed−1,d1 → H2dx (X,Λ(d)) est surjectif. D’après le calcul ci-dessus,
on connaît la structure de Ed−1,d1 :
Ed−1,d1 ≃
⊕
y∈Ud−1
H1(y,Λ(1)) .
Pour tout y ∈ Ud−1, on a un isomorphisme évident H1(y,Λ(1)) ≃ Λ (induit par
une spécialisation immédiate y → x de points géométriques de X). Il n’est pas
difficile de vérifier que l’image du morphisme canonique Λ ≃ H1(y,Λ(1)) ⊂
Ed−1,d1 → H2dx (X,Λ(d)) est le sous-groupe engendré par [x]. Par conséquent, l’image
du morphisme surjectif Ed−1,d1 → H2dx (X,Λ(d)) est le sous-groupe engendré par
[x], ce qui achève la démonstration du lemme.
LEMME 3.6.3. Soit d ≥ 3. On suppose le résultat du théorème 3.1.1 connu jusqu’en
dimension d− 1. Alors, pour tout Z
[
1
n
]
-schéma noethérien excellent X local strictement
hensélien normal de dimension d, de point fermé x, le morphismeΛ→ H2dx (X,Λ(d)) in-
duit par [x] est un isomorphisme, autrement dit, l’énoncé du théorème 3.1.1 vaut jusqu’en
dimension d.
En vertu du lemme précédent, il ne s’agit plus que de déterminer la structure
du Λ-module H2dx (X,Λ(d)). Compte tenu du théorème de changement de base
formel (cf. [Fujiwara, 1995, corollary 6.6.4]), on peut supposer que X est com-
plet. Les théorèmes de structure des anneaux locaux noethériens complets (cf.
[ÉGA 0IV 19.8.8]) montrent que X est alors isomorphe à un sous-schéma fermé
d’un schéma régulier. Pour la fonction de dimension δ sur X telle que δ(η) = 0 où
η est le point générique de X, compte tenu de ce qu’on sait déjà sur les complexes
dualisants potentiels (cf. proposition 2.4.4.1), il existe un complexe dualisant po-
tentiel K pour (X, δ). Nous allons utiliser le lemme général suivant :
LEMME 3.6.4. Soit X un Z
[
1
n
]
-schéma noethérien excellent normal intègre de point
générique η. On suppose X muni de la fonction de dimension δ telle que δ(η) = 0.
Soit K un complexe dualisant potentiel pour (X, δ). Alors, les faisceaux de cohomologie
H qK sont nuls pour q < 0 et l’épinglage en η s’étend en un isomorphisme H 0K ≃ Λ.
Autrement dit, on a un isomorphisme canonique Λ ∼→ τ≤0K.
Pour obtenir le résultat pour X, il suffit de l’avoir pour ses hensélisés stricts.
On peut donc supposer que X est strictement hensélien de dimension d et de
point fermé x. On procède par récurrence sur d. Si d = 0, le résultat est évident.
On suppose donc que d ≥ 1 et que le résultat est connu pour l’ouvert U = X − x.
Notons j : U→ X et i : x→ X les immersions évidentes. On a un triangle distingué
dans D+(Xe´t, Λ) :
i⋆i
!K→ K→ Rj⋆j⋆K→ i⋆i!K[1] .
Grâce à l’épinglage en x, il vient que H qi!K = 0 pour q ≤ 1. L’hypothèse sur U
montre que Λ ∼→ τ≤0j⋆K. On en déduit que H qK = 0 pour q < 0 et que H 0K ≃
j⋆Λ. Comme X est normal, le morphisme canonique Λ → j⋆Λ est un isomor-
phisme, ce qui achève la démonstration du lemme.
Revenons à la démonstration du lemme 3.6.3, on considère le morphisme ca-
nonique Λ → K déduit du lemme ci-dessus. Soit η un point géométrique au-
dessus de η. Choisissons une spécialisation η → x. On considère le diagramme
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commutatif suivant, où les flèches verticales sont induites parΛ→ K et les flèches
horizontales par les morphismes de transition associés à la spécialisation η→ x :
H0η(Λ)

// H2dx (X,Λ(d))

H0η(K) // H
2d
x (X, K(d))
Le morphisme de gauche est évidemment un isomorphisme. Celui du bas aussi
puisque K est un complexe dualisant potentiel. Le morphisme du haut est donc
injectif, mais on sait déjà qu’il est surjectif. Le Λ-module H2dx (X,Λ(d)) est donc
isomorphe à Λ, ce qui permet de conclure.
4. Compléments sur les complexes dualisants potentiels
4.1. Énoncés. Grâce aux résultats de la section 3, nous allons pouvoir pour-
suivre l’étude de certaines propriétés des complexes dualisants potentiels. Le
résultat principal de la section 2 était la construction d’un complexe dualisant
potentiel sur les schémas réguliers (cf. proposition 2.4.1.1). Les deux proposi-
tions suivantes établissent des propriétés de stabilité des complexes dualisants
potentiels par rapport aux morphismes de type fini et aux morphismes réguliers
[ÉGA IV 6.8.1].
PROPOSITION 4.1.1. Soit f : Y → X un morphisme régulier entre Z [ 1
n
]
-schémas
noethériens excellents. On suppose X muni d’une fonction de dimension δX. On munit Y
de la fonction de dimension δY définie par l’égalité δY(y) = δX(f(y)) − codimf−1(f(y))(y)
pour tout y ∈ Y.
Si K un complexe dualisant putatif sur X, alors f⋆K est naturellement muni d’une
structure de complexe dualisant putatif sur Y, et c’est un complexe dualisant potentiel
si K en est un.
PROPOSITION 4.1.2. Soit f : Y → X un morphisme de type fini compactifiable entre
Z
[
1
n
]
-schémas noethériens excellents. On suppose X muni d’une fonction de dimension
δX. On munit Y de la fonction de dimension δY définie par l’égalité δY(y) = δX(f(y)) +
deg.tr.(y/f(y)) pour tout y ∈ Y.
Si K un complexe dualisant putatif sur X, alors f!K est naturellement muni d’une
structure de complexe dualisant putatif sur Y, et c’est un complexe dualisant potentiel
si K en est un.
REMARQUE 4.1.3. Au cours des démonstrations, on observera que les construc-
tions des propositions 4.1.1 et 4.1.2 sont compatibles à la composition des mor-
phismes : si g : Z→ Y est un autre morphisme du type envisagé et K un complexe
dualisant putatif sur X, l’isomorphisme de transitivité g⋆f⋆K ≃ (f ◦ g)⋆K (resp.
g!f!K ≃ (f ◦ g)!K) est compatible aux épinglages. La proposition 4.1.1 généralise
la construction de la proposition 2.2.1 (cas où f est étale).
Nous verrons plus bas que la proposition 4.1.2 résulte facilement de la pro-
position 4.1.1. Nous allons donc nous intéresser plus particulièrement aux mor-
phismes réguliers. La sous-section suivante sur le théorème de changement de
base par un morphisme régulier nous permettra de définir une structure de com-
plexe dualisant putatif sur f⋆K dans la situation de la proposition 4.1.1. Dans le
cas d’un complexe dualisant potentiel, ce sont les résultats de la section 3 qui
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vont nous permettre de vérifier que les épinglages sur f⋆K sont compatibles aux
spécialisations.
4.2. Changement de base par un morphisme régulier. Dans ce numéro, on
étudie une généralisation du théorème de changement de base par unmorphisme
lisse au cas du changement de base par unmorphisme régulier. La démonstration
utilise le théorème de Popescu (cf. [Swan, 1998]). On examine ensuite quelques
conséquences de ce résultat.
PROPOSITION 4.2.1. Soit f : Y → X un morphisme régulier entre Z [ 1
n
]
-schémas
localement noethériens. Soit g : X ′ → X un morphisme quasi-compact et quasi-séparé.
On constitue le carré cartésien de schémas :
Y ′
f ′ //
g ′

X ′
g

Y
f // X
Alors, pour tout K ∈ D+(X ′e´t, Λ), le morphisme de changement de base f⋆Rg⋆K →
Rg ′
⋆
f ′⋆K est un isomorphisme dans D+(Ye´t, Λ).
Les arguments habituels montrent que l’on peut supposer que X, Y, puis X ′,
et donc Y ′, sont affines. D’après le théorème de Popescu, on peut écrire Y comme
la limite projective d’un système projectif filtrant (Yα
fα→ X)α de X-schémas af-
fines lisses (voir [ÉGA IV 8]). Le théorème de changement de base par un mor-
phisme lisse [SGA4 XVI 1.2] montre que les morphismes de changement de base
f⋆αRg⋆K→ Rg ′α⋆f ′⋆αK sont des isomorphismes. Ce résultat pour les morphismes fα
s’étend aumorphisme f grâce à la technique de passage à la limite de [SGA4 VII 5.8],
ce qui permet de conclure.
PROPOSITION 4.2.2. Soit f : Y → X un morphisme régulier entre Z [ 1
n
]
-schémas
noethériens. Soit K ∈ Dbc(Xe´t, Λ). Soit L ∈ D+(Xe´t, Λ). Alors, le morphisme évident est
un isomorphisme dans D+(Ye´t, Λ) :
f⋆RHom(K, L) ∼→ RHom(f⋆K, f⋆L) .
Avant de la démontrer, signalons un corollaire de cette proposition :
COROLLAIRE 4.2.3. Soit f : Y → X un morphisme régulier entre Z [ 1
n
]
-schémas
noethériens. Soit i : Z → X une immersion fermée. Notons i ′ : f−1(Z) → Y l’immersion
fermée déduite par changement de base, et f ′ : f−1(Z) → Z la projection. Alors, pour
tout K ∈ D+(Xe´t, Λ), le morphisme évident f ′⋆i!K → i ′!f⋆K est un isomorphisme dans
D+(f−1(Z)e´t, Λ).
Pour démontrer la proposition 4.2.2, commençons par constater que ce corol-
laire est un cas particulier de la proposition 4.2.1 (l’appliquer avec pour g l’im-
mersion ouverte complémentaire de i).
LEMME 4.2.4. Soit f : Y → X un morphisme régulier entre Z [ 1
n
]
-schémas noethé-
riens. Soit i : Z→ X une immersion fermée. On constitue le carré cartésien suivant :
Z ′
i ′ //
f ′

Y
f

Z
i // X
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Soit K ∈ Dbc(Ze´t, Λ). On suppose que pour tout L ∈ D+(Ze´t, Λ), le morphisme cano-
nique f ′⋆RHom(K, L) → RHom(f ′⋆K, f ′⋆L) est un isomorphisme. Alors, pour tout
L ∈ D+(Xe´t, Λ), le morphisme canonique f⋆RHom(i⋆K, L) → RHom(f⋆i⋆K, f⋆L) est
un isomorphisme.
Ce lemme-ci résulte aussitôt du corollaire 4.2.3.
LEMME 4.2.5. Soit f : Y → X un morphisme régulier entre Z [ 1
n
]
-schémas noethé-
riens. Soit j : U→ X une immersion ouverte. On constitue le carré cartésien suivant :
U ′
j ′ //
f ′

Y
f

U
j // X
Soit K ∈ Dbc(Ue´t, Λ). On suppose que pour tout L ∈ D+(Ue´t, Λ), le morphisme cano-
nique f ′⋆RHom(K, L) → RHom(f ′⋆K, f ′⋆L) est un isomorphisme. Alors, pour tout
L ∈ D+(Xe´t, Λ), le morphisme canonique f⋆RHom(j!K, L)→ RHom(f⋆j!K, f⋆L) est un
isomorphisme.
Ce lemme-là résulte de l’isomorphisme f⋆Rj⋆ ≃ Rj ′⋆f ′⋆ qui est un cas particu-
lier de la proposition 4.2.1.
Démontrons la proposition 4.2.2. Les lemmes 4.2.4 et 4.2.5 permettent de sup-
poser que K est un faisceau localement constant constructible de Λ-modules sur
X. En utilisant que le résultat est trivial si f est étale, on se ramène finalement au
cas facile où K est un faisceau constant.
4.3. Démonstration de la proposition 4.1.1.
4.3.1. Structure de complexe dualisant putatif sur f⋆K.
LEMME 4.3.1.1. Dans la situation de la proposition 4.1.1, si K est un complexe dua-
lisant putatif sur X, on peut munir f⋆K d’une structure de complexe dualisant putatif sur
Y.
Soit K un complexe dualisant putatif sur X. Soit x ∈ X. Introduisons le lo-
calisé X ′ = X(x) de X en x et Y ′ = Y ×X X ′. Notons i : f−1(x) → Y ′ l’immersion
de la fibre au-dessus de x, g : f−1(x) → x la projection et j : Y ′ → Y le mor-
phisme canonique. D’après le corollaire 4.2.3, on a un isomorphisme canonique
g⋆RΓx(K) ≃ i!j⋆f⋆K. Définir des épinglages sur f⋆K en les points de f−1(x) revient
à définir une structure de complexe dualisant putatif sur i!j⋆f⋆K pour la fonction
de dimension δY |f−1(x). On vient de voir que cet objet s’identifie à g⋆RΓ x(K) qui
s’identifie lui-même à Λ(δX(x))[2δX(x)] en vertu de l’épinglage donné de K en
x. La fibre f−1(x) étant régulière, le faisceau constant Λ est naturellement muni
d’une structure de complexe dualisant potentiel pour la fonction de dimension
− codim (cf. proposition 2.4.1.1). Vu la définition de δY , on en déduit aussitôt une
structure de complexe dualisant potentiel sur Λ(δX(x))[2δX(x)] ∈ D+(f−1(x)e´t, Λ)
pour la fonction de dimension δY |f−1(x). On a ainsi obtenu des épinglages pour f⋆K
en tous les points de f−1(x). Grâce à cette construction fibre à fibre, on a défini une
structure de complexe dualisant putatif sur f⋆K.
LEMME 4.3.1.2. Soit f : Y → X un morphisme régulier entre Z [ 1
n
]
-schémas noethé-
riens excellents réguliers. On munit X et Y des fonctions de dimension δX = − codim et
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δY = − codim. On munit les faisceaux constants Λ sur X et Y des structures de com-
plexes dualisants putatifs définies dans la proposition 2.4.1.1 ; le lemme 4.3.1.1 munit
f⋆Λ d’une structure de complexe dualisant putatif sur Y pour la fonction de dimension
δY. Alors, l’isomorphisme canonique Λ ≃ f⋆Λ sur Y est compatible aux épinglages.
Vérifions la compatibilité de l’isomorphisme canonique Λ ≃ f⋆Λ aux épin-
glages en un point y de Y. Quitte à localiser, on peut supposer que X est local
de point fermé x = f(y) et que y est un point fermé dans la fibre F = f−1(y).
Notons c = codimX x et d = codimF y. L’épinglage de f⋆Λ en y est donné par le
produit des classes f⋆(Clx→X) ∈ H2cF (Y,Λ(c)) et Cly→F ∈ H2dy (F, Λ(d)), ce produit
trouvant demeure dans H2c+2dy (Y,Λ(c+d)). La compatibilité des classes de Gysin
au changement de base implique que f⋆(Clx→X) est la classe de Gysin ClF→Y ∈
H2cF (Y,Λ(c)). En utilisant la compatibilité des classes de Gysin à la composition,
le produit considéré plus haut est Cly→Y , qui est précisément la classe qui définit
l’épinglage de Λ en y.
REMARQUE 4.3.1.3. Supposons que l’on dispose de deux morphismes régu-
liers composables Z
g→ Y f→ X entre Z [ 1
n
]
-schémas noethériens excellents. Si K est
un complexe dualisant putatif surX, alors appliquer la construction du lemme 4.3.1.1
à f, puis à g, revient à l’appliquer directement à f ◦ g, autrement dit l’isomor-
phisme évident g⋆f⋆K ≃ (f ◦ g)⋆K dans D+(Ze´t, Λ) est compatible aux épinglages.
En effet, les constructions s’effectuant fibre à fibre, on peut supposer que X est le
spectre d’un corps et, quitte à modifier la fonction de dimension, que K = Λ ; en
particulier, X, Y et Z sont réguliers, les faisceaux constants Λ sur X, Y et Z sont
naturellement munis de structures de complexes dualisants putatifs (et même
potentiels, cf. proposition 2.4.4.1) pour les fonctions de dimension considérées, la
compatibilité requise est obtenue en appliquant le lemme 4.3.1.2 aux morphismes
f, g et f ◦ g.
4.3.2. Compatibilité aux spécialisations. Supposons maintenant que K soit un
complexe dualisant potentiel. Par définition des complexes dualisants potentiels,
il s’agit maintenant de montrer que les épinglages sur f⋆K sont compatibles aux
morphismes de transition associés aux spécialisations immédiates. D’après le
théorème 3.1.2, on peut donner un sens à cette compatiblité pour toute spécia-
lisation y ′ → y de points géométriques de Y, quelle que soit sa codimension.
LEMME 4.3.2.1. Plaçons nous dans la situation de la proposition 4.1.1. Soit K un
complexe dualisant potentiel surX. Soit y ′ → y une spécialisation de points géométriques
de Y au-dessus d’une spécialisation x ′ → x de points géométriques de X. Si x ′ → x est
de codimension 0 ou 1, alors les épinglages sur f⋆K sont compatibles à la spécialisation
y ′ → y.
Étant entendu que la construction de la structure de complexe dualisant puta-
tif sur f⋆K a été réalisée fibre à fibre, on peut supposer que X est local strictement
hensélien intègre, de point générique x ′ et de point fermé x. On peut supposer
que δX(x ′) = 0. Le schéma X étant de dimension ≤ 1, si on note n : X˜→ X la nor-
malisation de X, le schéma X˜ est régulier. On constitue le carré cartésien suivant :
Y˜
n ′ //
f˜

Y
f

X˜
n // X
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Les morphismes n et n ′ sont finis surjectifs radiciels. Pour eux, on dispose des
constructions n! etn ′! sur les complexes dualisants putatif (cf. proposition 2.4.3.1).
Pour les morphismes réguliers f et f˜, on a les constructions f⋆ et f˜⋆. On peut donc
considérer les complexes dualisants putatifs f˜⋆n!K etn ′!f⋆K. D’après le lemme 4.3.2.2
à suivre, on a un isomorphisme canonique de complexes dualisant putatifs f˜⋆n!K ≃
n ′!f⋆K. En outre, la proposition 2.4.3.3 montre que pour montrer que f⋆K est un
complexe dualisant potentiel, il suffit de montrer que n ′!f⋆K en est un. Comme il
s’identifie f˜⋆n!K et que la proposition 2.4.3.3 nous dit aussi que n!K est un com-
plexe dualisant potentiel, on peut finalement remplacer f par f˜ et supposer que X
est régulier de dimension≤ 1. On peut alors supposer que K = Λ, épinglé comme
il convient de le faire. Le complexe f⋆Λ s’identifie à Λ dont on sait qu’il peut-être
muni d’une structure de complexe dualisant potentiel (cf. proposition 2.4.4.1). Il
s’agit de montrer que les épinglages sur f⋆Λ et sur Λ sont compatibles : c’est le
sens du lemme 4.3.1.2.
LEMME 4.3.2.2. Plaçons nous dans la situation de la proposition 4.1.1. Soit g : X ′ →
X un morphisme fini surjectif radiciel. On constitue le carré cartésien :
Y ′
g ′ //
f ′

Y
f

X ′
g // X
Soit K un complexe dualisant putatif sur X. Alors, l’isomorphisme évident f ′⋆g!K ≃
g ′!f⋆K dans D+(Y ′ e´t, Λ) est compatible aux épinglages.
Les constructions envisagées se réalisant fibre à fibre, on peut supposer que X
et X ′ sont les spectres de corps notés respectivement E et E ′. Les morphismes f et
f ′ étant plats et à fibres géométriquement régulières, les schémas Y et Y ′ sont régu-
liers. Dans cette situation, compte tenu de la proposition 2.4.3.3 et de la construc-
tion du lemme 4.3.1.1, il est manifeste que les complexes dualisants putatifs f ′⋆g!K
et g ′!f⋆K sont des complexes dualisant potentiels. Pour montrer que l’isomor-
phisme évident f ′⋆g!K ≃ g ′!f⋆K est compatible aux épinglages, il suffit donc de
le faire aux points maximaux de Y ′. Bref, on peut supposer que Y est lui aussi le
spectre d’un corps F. Comme Y ′ est régulier et homéomorphe à Y, le schéma Y ′ est
à son tour le spectre d’un corps F ′. Compte tenu de la construction de la proposi-
tion 2.4.3.1 faisant intervenir les morphismes de Gysin associés aux morphismes
d’intersection complète Y ′ → Y et X ′ → X, la comparaison des deux structures de
complexes dualisants putatifs envisagées sur Y ′ se ramène à l’égalité des degrés
[F ′ : F] = [E ′ : E], qui résulte aussitôt de la définition de Y ′ : F ′ = E ′ ⊗E F.
Pour finir la démonstration de la proposition 4.1.1, il nous reste à établir des
compatibilités entre les épinglages sur f⋆K et les spécialisations de points géomé-
triques de Y. Les lemmes suivants sur les spécialisations nous seront utiles.
LEMME 4.3.2.3. Soit f : Y → X un morphisme régulier entre schémas noethériens.
On suppose que f est un morphisme local entre schémas locaux strictements henséliens.
Soit x → X un point géométrique de X. Alors, f−1(x) = Yx = Y ×X x est un schéma
intègre.
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La fibre Yx est géométriquement régulière et géométriquement connexe d’après
la proposition 4.2.1 appliquée à un faisceau constant. Le schéma Yx est donc in-
tègre.
LEMME 4.3.2.4. Soit f : Y → X un morphisme régulier entre schémas noethériens
excellents. Soit x ′ → x une spécialisation de points géométriques de X. Soit η un point
géométrique de X au-dessus de x tel que η soit de codimension 0 dans sa fibre pour f.
Alors, à un isomorphisme non nécessairement unique près, il existe une unique spéciali-
sation η ′ → η au-dessus de x ′ → x telle que η ′ soit de codimension 0 dans sa fibre. La
codimension de η ′ → η est la même que celle de x ′ → x.
On peut supposer que f est un morphisme local entre schémas locaux stricte-
ment henséliens Y et X de points fermés respectifs η et x. Établir le lemme dans
ce cas précis revient à montrer qu’à isomorphisme près, la fibre géométrique Yx
n’a qu’un seul point géométrique au-dessus d’un point maximal de Yx, ce qui ré-
sulte du lemme 4.3.2.3. Les formules liant les fonctions de dimension sur X et Y
montrent que la codimension de la spécialisation de η ′ → η est la même que celle
de x ′ → x.
LEMME 4.3.2.5. Soit f : Y → X un morphisme régulier entre schémas noethériens
excellents. Soit η ′ → η une spécialisation de points géométriques de Y au-dessus d’une
spécialisation x ′ → x. On suppose que η et η ′ sont de codimension 0 dans leur fibre pour
f. Soit x0 → · · · → xn une factorisation de la spécialisation x ′ → x en une suite de spé-
cialisations immédiates. Alors, on peut décomposer η ′ → η en une suite de spécialisations
immédiates η0 → · · · → ηn au-dessus de x0 → · · · → xn, chacun des points ηi étant de
codimension 0 dans sa fibre pour f.
Ceci résulte aussitôt du lemme 4.3.2.4, propriété d’unicité comprise.
LEMME 4.3.2.6. Soit f : Y → X un morphisme régulier entre schémas noethériens
excellents. Soit y ′ → y une spécialisation de points géométriques de Y au-dessus de x ′ →
x. Alors, il existe un diagramme commutatif de spécialisations de points géométriques
de Y :
η ′ //

η

y ′ // y
où les points géométriques η ′ et η sont respectivement au-dessus de x ′ et de x, et où η ′ et
η sont de codimension 0 dans leur fibre pour f.
On peut supposer que X et Y sont locaux strictement henséliens de points fer-
més respectifs y et x. On choisit une spécialisation η→ y de points géométriques
de la fibre Yx avec η de codimension 0 dans cette fibre. D’après le lemme 4.3.2.4, il
existe une spécialisation η ′ → η de points géométriques de Y au-dessus de x ′ → x,
avec η ′ de codimension 0 dans sa fibre pour f. Par ailleurs, la fibre géométrique
Yx ′ étant intègre, on peut en choisir un point géométrique η ′′ au-dessus du point
générique. Le point géométrique y ′ de Y étant au-dessus de x ′, il définit un point
géométrique de Yx ′ ; on dispose donc d’une spécialisation η ′′ → y ′ de points géo-
métriques au-dessus de x ′. La fibre géométrique Yx ′ étant intègre, il existe un
isomorphisme η ′ ≃ η ′′, ce qui donne le diagramme commutatif souhaité.
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4.3.3. Fin de la démonstration. Finissons la démonstration de la proposition 4.1.1,
il s’agit de montrer que pour tout complexe dualisant potentiel K sur X, les épin-
glages sur le complexe dualisant putatif f⋆K sont compatibles aux spécialisations
de points géométriques de Y. Soit y ′ → y une telle spécialisation. Le lemme 4.3.2.6
s’applique et on obtient un diagramme commutatif de spécialisations comme
ci-dessus. Pour montrer la compatibilité pour la spécialisation y ′ → y, il suffit
de l’obtenir pour les trois autres spécialisations qui interviennent dans le carré
commutatif. Pour les spécialisations η ′ → y ′ et η → y, cela résulte aussitôt des
faits observés dans la construction même du lemme 4.3.1.1, à savoir que chaque
fibre de f est munie d’un complexe dualisant potentiel. On peut appliquer le
lemme 4.3.2.5 pour obtenir une factorisation de η ′ → η en une suite de spécialisa-
tions immédiates η0 → · · ·→ ηn au-dessus d’une composition de spécialisations
immédiates x0 → · · · → ηn de points géométriques de X. On peut appliquer le
lemme 4.3.2.1 aux spécialisations ηi → ηi+1 pour obtenir la compatibilité souhai-
tée pour η ′ → η, ce qui achève la démonstration de la proposition 4.1.1.
4.4. Démonstration de la proposition 4.1.2.
LEMME 4.4.1. Dans la situation de la proposition 4.1.2, si K est un complexe duali-
sant putatif sur X, on peut munir f!K d’une structure de complexe dualisant putatif sur
Y.
Définir la structure de complexe dualisant putatif sur f!K peut se faire fibre à
fibre. On suppose donc que X = x est le spectre d’un corps. Soit y ∈ Y. Soit U
un ouvert non vide de régularité de l’adhérence (réduite) {y}. On note j : U →
Y l’immersion de U dans Y et π : U → x la projection. On a des isomorphisme
canoniques induits par le morphisme de Gysin Clπ et l’épinglage de K en x :
Λ(δY(y))[2δY(y)]
∼→ π!Λ(δX(x))[2δX(x)] ∼← π!RΓ x(K) ≃ j!f!K .
En passant au point générique deU, on obtient l’isomorphisme voulu : RΓy(f!K) ≃
Λ(δY(y))[2δY(y)]. Il ne dépend évidemment pas de l’ouvert U, ce qui permet de
définir l’épinglage souhaité de f!K en y.
On peut vérifier que la construction de cette structure de complexe dualisant
putatif sur f!K est compatible à la composition des morphismes de type fini (pour
le sens de cette affirmation, cf. remarque 4.1.3). Par ailleurs, il est évident que dans
le cas où f est quasi-fini, les épinglages définis ici sont les mêmes que ceux de la
proposition 2.4.3.1. Enfin, dans le cas où f est lisse de dimension relative d, via
l’isomorphisme canonique f⋆K ≃ f!K(d)[2d], les épinglages sont compatibles avec
ceux de la proposition 4.1.1, compte tenu du décalage entre les deux fonctions de
dimension envisagées sur Y.
Montrons la proposition 4.1.2. La question étant de nature locale, on peut sup-
poser que f : X→ Y est un morphisme de type fini entre schémas affines. Il existe
donc une factorisation f = p ◦ i avec i une immersion fermée et p un morphisme
lisse. Soit K un complexe dualisant potentiel sur X. Les remarques précédentes
montrent que p!K, puis i!p!K sont des complexes dualisants potentiels et que ce
dernier s’identifie à f!K. Par conséquent, f!K est un complexe dualisant potentiel,
ce qui achève la démonstration.
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5. Existence et unicité des complexes dualisants potentiels
5.1. Énoncé du théorème. L’objectif de cette section est d’établir le théorème
suivant :
THÉORÈME 5.1.1. Soit X un Z
[
1
n
]
-schéma excellent muni d’une fonction de dimen-
sion δ. Alors (X, δ) admet un complexe dualisant potentiel KX, unique à isomorphisme
unique près, et le morphisme évidentΛ→ τ≤0RHom(KX, KX) est un isomorphisme dans
D(Xe´t, Λ). De plus, KX ∈ Perv−2δ(X,Λ) (cf. sous-section 5.2).
5.2. Préliminaires sur les faisceaux pervers. Si X est un schéma noethérien
et p : X → Z ∪ {+∞} une fonction de perversité (c’est-à-dire que pour toute spé-
cialisation y→ x de points géométriques de X, on a p(x) ≥ p(y)), Gabber a défini
dans [Gabber, 2004] une t-structure (D≤p(Xe´t, Λ),D≥p(Xe´t, Λ)) sur D+(Xe´t, Λ) de
sorte que pour tout K ∈ D+(Xe´t, Λ), on ait :
K ∈ D≤p(Xe´t, Λ)⇐⇒ ∀x ∈ X, K|x ∈ D≤p(x)(xe´t, Λ) ,
K ∈ D≥p(Xe´t, Λ)⇐⇒ ∀x ∈ X,RΓx(K) ∈ D≥p(x)(xe´t, Λ) ,
où l’on a muni chacune des catégories D+(xe´t, Λ) de sa t-structure canonique.
On note Pervp(X,Λ) ⊂ D+(Xe´t, Λ) le cœur de cette t-structure, les foncteurs de
troncatures étant notés τ≤p et τ≥p.
DÉFINITION 5.2.1. Soit f : Y → X un morphisme de schémas. On dit que f est
une pseudo-immersion ouverte si f induit un homéomorphisme sur son image et
que le morphisme induit f−1OX → OY est un isomorphisme.
Cette classe de morphismes est stable par composition ; elle contient les im-
mersions ouvertes et les localisations.
PROPOSITION 5.2.2. Soit p : X→ Z∪ {+∞} une fonction de perversité. Soit f : Y →
X une pseudo-immersion ouverte.
(a) La fonction p◦f : Y → Z∪{+∞} est une fonction de perversité (encore notée p)
et pour les t-structures définies par p, f⋆ : D+(Xe´t, Λ)→ D+(Ye´t, Λ) est t-exact
et Rf⋆ : D+(Ye´t, Λ)→ D+(Xe´t, Λ) t-exact à gauche ;
(b) Le foncteur f⋆ induit un foncteur exact f⋆ : Pervp(X,Λ) → Pervp(Y,Λ) qui
admet un adjoint à droite fp
⋆
: Pervp(Y,Λ) → Pervp(X,Λ) défini par la for-
mule fp
⋆
K = τ≤pRf⋆K ;
(c) Le morphisme d’adjonction f⋆fp
⋆
→ IdPervp(Y,Λ) est un isomorphisme et le fonc-
teur fp
⋆
: Pervp(Y,Λ)→ Pervp(X,Λ) est pleinement fidèle.
(d) Si g : Z → Y est une pseudo-immersion ouverte composable avec f, on dispose
d’un isomorphisme de transitivité fp
⋆
◦ gp
⋆
≃ (f ◦ g)p
⋆
.
La t-exactitude de f⋆ est triviale. En particulier, f⋆ est t-exact à droite ; par ad-
jonction, Rf⋆ est t-exact à gauche. (b) résulte aussitôt de (a). (c) en résulte aussi
compte tenu du fait que le morphisme d’adjonction f⋆Rf⋆ → IdPervp(Y,Λ) est un iso-
morphisme. L’isomorphisme du (d) se déduit par adjonction de l’isomorphisme
de transitivité des foncteurs images inverses.
5.3. Cas d’un schéma normal.
PROPOSITION 5.3.1. L’énoncé du théorème 5.1.1 est vrai si on suppose de plus que
le schéma X est normal. Plus précisément, soit X un Z
[
1
n
]
-schéma noethérien excellent
irréductible normal de point générique η, muni d’une fonction de dimension δ telle que
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δ(η) = 0. On note j : η → X l’inclusion du point générique et on pose T = jϕ
⋆
Λ où
ϕ : X→ N est la fonction de perversité définie par l’égalité :
ϕ(x) = max(0, 2dimOX,x − 2)
pour tout x ∈ X.
(a) Le morphisme d’adjonction Λ → jϕ
⋆
j⋆Λ définit un morphisme évident Λ → T
tel que pour tout point géométrique x→ X, l’application induite
H−2δ(x)x (Λ)→ H−2δ(x)x (T)
soit un isomorphisme et que Hqx(T) = 0 si q 6= −2δ(x). Le théorème 3.1.1
donne alors un épinglage de T en x. Avec ces épinglages, T est un complexe
dualisant potentiel pour (X, δ).
(b) Si K est un complexe dualisant potentiel pour (X, δ), alors K appartient à
Pervϕ(X,Λ) (et à Perv−2δ(X,Λ)) et le morphisme K → T qui s’en déduit
aussitôt est un isomorphisme compatible aux épinglages.
(c) Si K est un complexe dualisant potentiel sur X, alors le morphisme évident
Λ→ τ≤0RHom(K, K) est un isomorphisme.
Établissons (a). Le point essentiel est de montrer que pour tout x ∈ X, le mor-
phisme évident H−2δ(x)x (Λ)→ H−2δ(x)x (T) est un isomorphisme et que Hqx(T) est nul
si q 6= −2δ(x). Le fait que T soit un complexe dualisant potentiel résultera alors
aussitôt du théorème 3.1.1. Pour établir le résultat voulu, on peut supposer que X
est local strictement hensélien de point fermé x. Par récurrence sur d = dimX, on
peut supposer (a) connu sur l’ouvertU = X−x. Si d = 0, le résultat est évident. On
suppose donc d ≥ 1, de sorte que U contienne le point générique de X. Posons
L = T|U. D’après la proposition 5.2.2, si on note g : U → X l’immersion ouverte
évidente, on a un isomorphisme canonique T = gϕ
⋆
L. On en déduit aussitôt un
isomorphisme canonique T = τ≤ϕ(x)Rg⋆L.
Si d = 1, ϕ(η) = 0, donc T = g⋆Λ = Λ. La proposition 2.4.2.1 permet de
conclure que T est bien un complexe dualisant potentiel avec les épinglages en-
visagés ici. On suppose donc que d ≥ 2. Dans ce cas, on a ϕ(x) = 2d − 2 et
T = τ≤2d−2Rg⋆L.
D’après le lemme 3.6.4, la structure des objets de cohomologie H qL pour q ≤
0 est connue. Notons i : x → X l’immersion du point fermé de X. Utilisons le
triangle distingué canonique :
i⋆i
!T → T → Rg⋆L→ i⋆i!T [1] .
Il en résulte une suite exacte longue :
· · ·→ Hq−1(U, L)→ Hqx(X, T)→ (H qT)x → Hq(U, L)→ . . .
Par construction, (H qT)x
∼→ Hq(U, L) si q ≤ 2d− 2 et (H qT)x = 0 si q ≥ 2d− 1.
Il en résulte que Hqx(X, T) = 0 si q ≤ 2d − 1 et que l’on a des isomorphismes
Hq−1(U, L) ∼→ Hqx(X, T) pour q ≥ 2d. Il vient aussi que H qT = 0 si q < 0 et
que l’on a un isomorphisme canonique Λ ∼→ H 0T . Ainsi, on a un morphisme
canonique Λ→ T induisant un isomorphisme Λ ∼→ τ≤0T .
LEMME 5.3.2. Soit U le complémentaire du point fermé dans un schéma local stric-
tement hensélien excellent normal X de dimension d ≥ 2. Soit M ∈ D≤ϕ(Ue´t, Λ). On
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suppose qu’il existe un isomorphisme Λ ∼→ τ≤0M. Alors, pour tout q ≥ 2d, le mor-
phisme évident est un isomorphisme :
Hq−1(U,Λ) ∼→ Hq−1(U,M) .
On note M+ un cône du morphisme évident Λ → M. Il suffit de montrer
que Hq(U,M+) = 0 pour q ≥ 2d − 2. Les hypothèses impliquent que les objets
de cohomologie de M+ sont nuls en dehors de l’intervalle [1, 2d − 4]. On peut
aussi observer que pour tout 1 ≤ i ≤ d − 2, si y ∈ U est tel que (H 2i−1M+)y
ou (H 2iM+)y soit non nul, alors l’adhérence (dans X) de y est de dimension ≤
d − i − 1. D’après la proposition 3.2.1 et la suite spectrale d’hypercohomologie,
on obtient bien que Hq(U,M+) = 0 si q ≥ 2d− 2.
On peut appliquer le lemme 5.3.2 avec M = L. Il résulte alors de ce qui pré-
cède et du théorème 3.1.1 que Hqx(X, T) = 0 si q 6= 2d, que l’on a un isomorphisme
canonique H2dx (X,Λ(d))
∼→ H2dx (X, T(d)), et que l’on peut ainsi définir des épin-
glages sur T qui en font un complexe dualisant potentiel sur X.
Montrons maintenant (b). Soit K un complexe dualisant potentiel sur X. Il est
évident queK ∈ D≥−2δ(Xe´t, Λ) ⊂ D≥ϕ(Xe´t, Λ). Pourmontrer queK ∈ D≤ϕ(Xe´t, Λ) ⊂
D≤−2δ(Xe´t, Λ), on peut supposer que X est local strictement hensélien de dimen-
sion d. On note i : x → X l’inclusion du point fermé et g : U → X l’inclusion de
l’ouvert complémentaire X − x. Le cas où d = 0 étant trivial et celui où d = 1
ayant été traité dans la proposition 2.4.2.1, on peut supposer que d ≥ 2. Par ré-
currence sur d, on peut supposer (b) connu pour l’ouvert U. On note L = K|U ∈
D≤ϕ(Ue´t, Λ).
Comme K est un complexe dualisant potentiel, la structure des faisceaux de
cohomologie H qK pour q ≤ 0 est connue (cf. lemme 3.6.4). On peut donc ap-
pliquer le lemme 5.3.2 avec M = L. Ainsi, le morphisme évident est un isomor-
phisme H2d−1(U,Λ) ∼→ H2d−1(U, L), et Hq(U, L) = 0 pour q ≥ 2d.
De même que pour établir (a), on utilise le triangle distingué canonique :
i⋆i
!T → T → Rg⋆L→ i⋆i!T [1] ,
et la suite exacte longue qui s’en déduit :
· · ·→ Hq−1(U, L)→ Hqx(X, K)→ (H qK)x → Hq(U, L)→ . . .
La structure de Hqx(X, K) étant connue pour tout q ∈ Z, il vient aussitôt que
(H qK)x = 0 pour q ≥ 2d + 1 et que l’on a une suite exacte
0→ (H 2d−1K)x → H2d−1(U, L)→ H2dx (X, K)→ (H 2dK)x → 0 .
Pour montrer que K ∈ D≤ϕ(Xe´t, Λ), il reste donc à montrer que le morphisme
canonique H2d−1(U, L) → H2dx (X, K) est un isomorphisme. Choisissons une spé-
cialisation η → x. On peut considérer le diagramme commutatif suivant, où les
flèches verticales sont induites par le morphisme canonique Λ→ K :
H0η(X,Λ)
∼

spXη→x // H2dx (X,Λ(d))

H2d−1(U,Λ(d))∼oo
∼

H0η(X, K)
spXη→x // H2dx (X, K(d)) H
2d−1(U, L(d))oo
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Les flèches de la colonne de gauche vers celle du milieu sont les morphismes de
transition introduits au théorème 3.1.2. Ici, ce sont des isomorphismes : pour la
flèche du haut, cela résulte du théorème 3.1.1 et pour la flèche du bas, du fait
que K soit un complexe dualisant potentiel. On en déduit que le morphisme
du milieu H2dx (X,Λ(d)) → H2dx (X, K(d)) est un isomorphisme. Compte tenu des
autres isomorphismes connus, il vient que lemorphisme évidentH2d−1(U, L(d))→
H2dx (X, K(d)) est un isomorphisme, ce qui achève demontrer queK ∈ Pervϕ(X,Λ).
On a alors un morphisme d’adjonction K→ jϕ
⋆
j⋆K = T dans Pervϕ(X,Λ). Pour
montrer que c’est un isomorphisme, on peut se placer dans la situation locale pré-
cédente, et faire une récurrence sur la dimension pour pouvoir supposer que le
morphisme induit K|U → T|U est un isomorphisme. Choisissons une spécialisation
η→ x. On en déduit un diagramme commutatif :
H0η(X, K)

spXη→x // H2dx (X, K(d))

H0η(X, T)
spXη→x // H2dx (X, T(d))
La flèche de gauche est évidemment un isomorphisme. Les flèches horizontales
aussi puisque K et T sont des complexes dualisants potentiels. Il vient donc que
le morphisme induit i!K→ i!T est un isomorphisme. Il en découle que K→ T est
un isomorphisme (compatible aux épinglages au point générique, donc à tous les
épinglages), ce qui achève la démonstration de (b).
Montrons (c). Soit K un complexe dualisant potentiel sur X. Pour montrer que
le morphisme canonique Λ → τ≤0RHom(K, K) est un isomorphisme, quitte à
remplacer X par des schémas connexes étales sur lui, il suffit de montrer que
Λ
∼→ HomD+(Xe´t,Λ)(K, K) et que HomD+(Xe´t,Λ)(K, K[q]) = 0 pour q < 0. L’annulation
de HomD+(Xe´t,Λ)(K, K[q]) pour q < 0 résulte aussitôt du fait que K appartienne au
cœur de la t-structure définie par ϕ. D’après (b), on a un isomorphisme cano-
nique K = jϕ
⋆
Λ. L’isomorphisme Λ ∼→ HomD+(Xe´t,Λ)(K, K) résulte alors de ce que
jϕ
⋆
: Pervϕ(η,Λ)→ Pervϕ(X,Λ) soit pleinement fidèle (cf. proposition 5.2.2).
5.4. Un résultat de recollement. La proposition suivante est un résultat de
recollement qui nous permettra de passer du cas normal au cas général :
PROPOSITION 5.4.1. Soit X un Z
[
1
n
]
-schéma noethérien excellent muni d’une fonc-
tion de dimension δ. On suppose donné un carré cartésien
Y ′
p ′

i ′ // X ′
p

Y
i // X
où i est une immersion fermée d’ouvert complémentaire U et où p est un morphisme fini
induisant un isomorphisme p−1(U) ∼→ U. On note q = p ◦ i ′. On suppose que l’énoncé
du théorème 5.1.1 est connu pour X ′, Y et Y ′ (relativement aux fonctions de dimensions
déduites de celle sur X par le procédé de la proposition 2.4.3.1). Alors, cet énoncé est
également vrai pour X, et si on note KX, KX ′ , KY et KY ′ les complexes dualisants potentiels
de X, X ′, Y et Y ′ respectivement, on a un triangle distingué canonique dans D+(Xe´t, Λ) :
q⋆KY ′ → i⋆KY ⊕ p⋆KX ′ → KX → q⋆KY ′[1] .
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Dans un premier temps, supposons que X admette un complexe dualisant
potentiel KX et montrons que l’on peut définir un triangle distingué canonique
de la forme souhaitée. Pour cela, considérons la suite exacte courte évidente de
faisceaux sur X :
0→ Λ (+,+)→ i⋆Λ⊕ p⋆Λ (+,−)→ q⋆Λ→ 0 .
En appliquant RHom(−, KX) au triangle distingué correspondant, on obtient un
triangle distingué :
q⋆q
!KX
(+,−)→ i⋆i!KX ⊕ p⋆p!KX (+,+)→ KX → q⋆q!KX[1] ,
qui, compte tenu de la proposition 4.1.2 et de la vertu d’unicité des complexes
dualisants potentiels sur X ′, Y et Y ′, se récrit sous la forme :
q⋆KY ′
(+,−)→ i⋆KY ⊕ p⋆KX ′ (+,+)→ KX → q⋆KY ′[1] .
Revenant aux hypothèses de la proposition, nous allons montrer qu’inverse-
ment, si on définit KX de façon à avoir un tel triangle distingué (mais a priori
pas de façon canonique), on obtient bien un complexe dualisant potentiel sur
X. On suppose donc le théorème 5.1.1 connu seulement pour X ′, Y et Y ′ et on
note KX ′ , KY et KY ′ les complexes dualisants potentiels correspondants. La pro-
priété d’unicité pour les complexes dualisants potentiels sur Y ′ donne des iso-
morphismes canoniques KY ′ ≃ p ′!KY et KY ′ ≃ i ′!KX ′ . Par adjonction, on en déduit
des morphismes canoniques p ′
⋆
KY ′ → KY et i ′⋆KY ′ → KX ′ , puis en appliquant res-
pectivement i⋆ et p⋆, on obtient des morphismes canoniques q⋆KY ′ → i⋆KY et
q⋆KY ′ → p⋆KX ′ . On peut considérer leur différence et constituer un triangle dis-
tingué dans D+(Xe´t, Λ) :
q⋆KY ′
(+,−)→ i⋆KY ⊕ p⋆KX ′ → KX → q⋆KY ′[1] .
On obtient ainsi un objet KX ∈ D+(Xe´t, Λ) et deux morphismes privilégiés i⋆KY →
KX et p⋆KX ′ → KX.
Notons j : U → X et j ′ : U → X ′ les immersions ouvertes évidentes. En ap-
pliquant j⋆ au triangle distingué ci-dessus, on peut commencer par observer que
le morphisme évident j ′⋆KX ′ ≃ j⋆p⋆KX ′ → j⋆KX est un isomorphisme. Par consé-
quent, on peut munir KX d’épinglages en les points de l’ouvert U de façon com-
patible avec la structure de complexe dualisant potentiel obtenue sur j ′⋆KX ′ .
Considérons le morphisme canonique q⋆KY ′ → p⋆KX ′ . J’affirme qu’il induit un
isomorphisme après application du foncteur i!. En effet, on a des isomorphismes
évidents de foncteurs i!q⋆i ′
! ≃ i!i⋆p ′⋆i ′⋆ ≃ p ′⋆i ′⋆ ≃ i!p⋆ et, compte tenu de l’iso-
morphisme canonique KY ′ ≃ i ′!KX ′ , on obtient bien que le morphisme évident
i!q⋆KY ′ → i!p⋆KX ′ est un isomorphisme. En appliquant i! au triangle distingué
de définition de KX, il vient alors que le morphisme canonique i⋆KY → KX induit
un isomorphisme KY
∼→ i!KX après application de i!. Ceci permet de définir des
épinglages pour KX en tous les points de Y.
Finalement, on a obtenu une structure de complexe dualisant putatif sur KX.
D’après la proposition 2.4.3.3, pour montrer que KX est un complexe dualisant
potentiel, il suffit de montrer que p!KX en est un. Nous allons bien évidemment le
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comparer à KX ′ . Par construction de KX, on a un diagramme commutatif :
i⋆KY
""❋
❋❋
❋❋
❋❋
❋❋
q⋆KY ′
::✉✉✉✉✉✉✉✉✉
$$■
■■
■■
■■
■■
KX
p⋆KX ′
<<①①①①①①①①
Par adjonction, on obtient que deux définitions concurrentes d’un morphisme
KY ′ → q!KX coïncident :
p ′!KY // p
′!i!KX
KY ′
②②②②②②②②②
❊❊
❊❊
❊❊
❊❊
q!KX
❍❍❍❍❍❍❍❍❍
❍
❍
❍
❍
✈✈
✈✈
✈✈
✈✈
✈✈
✈
i ′!KX ′ // i
′!p!KX
On a déjà montré que le morphisme canonique KY → i!KX était un isomorphisme.
Par conséquent, sur le diagramme ci-dessus, toutes les flèches sont des isomor-
phismes. Ainsi, le morphisme évident KX ′ → p!KX induit un isomorphisme non
seulement après application de j⋆, mais aussi après celle de i!. Il en résulte que
ce morphisme KX ′ → p!KX est un isomorphisme. En outre, sur le diagramme
ci-dessus, tous les objets sont naturellement munis d’une structure de complexe
dualisant putatif et tous les isomorphismes, sauf peut-être celui du bas, sont com-
patibles aux épinglages. Cet isomorphisme i ′!KX ′ → i ′!p!KX est donc lui aussi
compatible aux épinglages. Par conséquent, l’isomorphisme KX ′
∼→ p!KX est com-
patible aux épinglages non seulement sur U mais aussi sur Y ′. Il en résulte que
p!KX est un complexe dualisant potentiel, et on a vu que l’on pouvait en conclure
que KX en était un aussi.
En outre, il résulte aussitôt de la construction que l’hypothèse selon laquelle
les complexes dualisants potentiels sur X ′, Y et Y ′ sont pervers pour la fonction
de perversité −2δ que KX est aussi pervers pour −2δ.
Pour conclure, il s’agit de montrer que si K et L deux complexes dualisants po-
tentiels sur X, on a un isomorphisme privilégié Λ ∼→ τ≤0RHom(K, L) qui donne
naissance à un morphisme ψ : K → L qui soit un isomorphisme de complexes
dualisants potentiels. En effet, cela montrera que si φ : K → L est un autre iso-
morphisme, alors φ = λ ·ψ où λ : X→ Λ× est une fonction localement constante.
Demander que φ soit compatible aux épinglages impliquant que λ = 1, on aura
bien un unique isomorphisme K ∼→ L de complexes dualisants potentiels.
D’après la propriété d’unicité des complexes dualisants potentiels sur X ′, Y
et Y ′, on a des isomorphismes de complexes dualisants potentiels p!K ∼→ p!L et
i!K
∼→ i!L induisant le même isomorphisme q!K ∼→ q!LY . On a construit plus haut
un triangle distingué canonique :
q⋆q
⋆K
(+,−)→ i⋆i!K⊕ p⋆p!K (+,+)→ K→ q⋆q⋆K[1] .
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En lui appliquant RHom(−, L), on obtient un autre triangle distingué :
RHom(K, L)
(+,+)→ i⋆RHom(i!K, i!L)⊕p⋆RHom(p!K, p!L) (+,−)→ q⋆RHom(q!K, q!L) +→
L’énoncé du théorème 5.1.1 pour X ′, Y et Y ′ implique aussitôt que les objets de
cohomologie H qRHom(K, L) sont nuls pour q < 0, et, compte tenu de la suite
exacte canonique de faisceaux :
0→ Λ (+,+)→ i⋆Λ⊕ p⋆Λ (+,−)→ q⋆Λ→ 0 ,
que l’on a un isomorphisme privilégié Λ ∼→H 0RHom(K, L). Le morphisme K→
L correspondant induit bien entendu les uniques isomorphismes de complexes
dualisants potentiels i!K ∼→ i!L et p!K ∼→ p!L. Ce morphisme K → L est donc
compatible aux épinglages sur Y et sur U : c’est un isomorphisme de complexes
dualisants potentiels. Ceci achève la démonstration de la proposition 5.4.1.
5.5. Cas général. Montrons le théorème 5.1.1 dans le cas général. Pour le
montrer pour tous les Z
[
1
n
]
-schémas noethériens excellents munis d’une fonction
de dimension, par récurrence noethérienne, on peut supposer le résultat connu
pour les schémas finis sur un fermé d’intérieur vide de X. On peut supposer que X
est réduit. Notons p : X ′ → X la normalisation de X. Le morphisme p est fini sur-
jectif et induit un isomorphisme au-dessus de l’ouvert dense de normalité U du
schéma excellent X. Posons Y = (X−U)re´d et formons le carré cartésien suivant :
Y ′
i ′ //
p ′

X ′
p

Y
i // X
Comme X ′ est normal, la proposition 5.3.1montre que l’énoncé du théorème 5.1.1
est connu pour X ′. L’hypothèse de récurrence noethériennemontre que c’est aussi
le cas pour Y et Y ′. La proposition 5.4.1 donne la conclusion souhaitée pour X.
6. Le théorème de dualité locale
6.1. Énoncé du théorème.
THÉORÈME 6.1.1. Soit X un Z
[
1
n
]
-schéma noethérien excellent muni d’une fonction
de dimension δ. Soit K le complexe dualisant potentiel de (X, δ). Alors
• K ∈ Dbctf(Xe´t, Λ) ;
• K est de dimension quasi-injective finie si et seulement si X est de dimension
de Krull finie ;
• le foncteur DK = RHom(−, K) préserve Dbc(Xe´t, Λ) ;
• pour tout M ∈ Dbc(Xe´t, Λ), le morphisme de bidualité M → DKDKM est un
isomorphisme.
En particulier, si X est de dimension de Krull finie, K est un complexe dualisant au sens
de [SGA5 I 1.7].
6.2. Constructibilité, tor-dimension, dimension quasi-injective.
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6.2.1. Changement de coefficients.
PROPOSITION 6.2.1.1. SoitΛ = Z/nZ. Soitm un diviseur de n. SoitΛ ′ = Z/mZ.
L’anneau Λ ′ est une Λ-algèbre. Soit K ∈ D+(Xe´t, Λ) un complexe dualisant potentiel sur
X relativement à l’anneau de coefficients Λ. Alors K ′ = RHomΛ(Λ ′, K) ∈ D+(Xe´t, Λ ′)
est naturellement muni d’une structure de complexe dualisant potentiel relativement à
l’anneau de coefficients Λ ′. De plus, si M ∈ D+(Xe´t, Λ ′), on a un isomorphisme cano-
nique dans D+(Xe´t, Λ) :
RHomΛ(M,K) ≃ RHomΛ ′(M,K ′) .
Ceci résulte facilement de la commutation des foncteurs de cohomologie à
supports avec le foncteur RHomΛ(Λ ′,−).
6.2.2. Constructibilité, tor-finitude.
PROPOSITION 6.2.2.1. Soit K un complexe dualisant potentiel sur un Z
[
1
n
]
-schéma
noethérien excellent muni d’une fonction de dimension δ. Alors K ∈ Dbc(Xe´t, Λ).
On va utiliser le lemme suivant :
LEMME 6.2.2.2. SoitX un Z
[
1
n
]
-schéma noethérien excellent. Soit i : Z→ X une im-
mersion fermée. Soit j : U→ X l’immersion ouverte complémentaire. SoitK ∈ D+(Xe´t, Λ).
Les conditions suivantes sont équivalentes :
• K ∈ Dbc(Xe´t, Λ) ;
• j⋆K ∈ Dbc(Ue´t, Λ) et i!K ∈ Dbc(Ze´t, Λ).
Ce lemme résulte aussitôt du fait non trivial que le foncteur Rj⋆ envoieDbc(Ue´t, Λ)
dans Dbc(Xe´t, Λ), cf. XIII-1.1.1.
Démontrons la proposition. On peut supposer X réduit. Comme X est ex-
cellent, X admet un ouvert dense régulier. Notons Z le sous-schéma fermé (X −
U)re´d et i : Z→ X son immersion fermée dans X. Par récurrence noethérienne, on
peut supposer que le complexe dualisant potentiel i!K de Z est dans Dbc(Ze´t, Λ).
En vertu du lemme, on est ramené à montrer que j⋆K ∈ Dbc(Ue´t, Λ). Autrement
dit, on peut supposer que X est régulier. On peut supposer de plus que X est
connexe. Notons η le point générique de X. D’après la proposition 2.4.4.1 et le
théorème 5.1.1, on a un isomorphisme canonique K ≃ Λ(δ(η))[2δ(η)]. Ainsi, K
appartient bien à Dbc(Xe´t, Λ), ce qui achève la démonstration de la proposition.
PROPOSITION 6.2.2.3. Soit X un schéma noethérien excellent muni d’une fonction
de dimension δ. Le complexe dualisant potentiel de (X, δ) appartient à Dbctf(Xe´t, Λ).
On sait déjà que le complexe dualisant potentiel K de (X, δ) appartient àDbc(Xe´t, Λ).
Il s’agit donc d’obtenir un résultat de tor-finitude pour K. Pour cela, on peut sup-
poser que Λ = Z/ℓνZ où ℓ est un nombre premier et ν ≥ 1. D’après la proposi-
tion 6.2.1.1, RHomΛ(Z/ℓZ, K) est un complexe dualisant potentiel relativement à
l’anneau de coefficients Z/ℓZ ; d’après la proposition 6.2.2.1, cet objet appartient
à Dbc(Xe´t,Z/ℓZ), le critère du lemme suivant permet de conclure que K appartient
à Dbtf(Xe´t, Λ).
LEMME 6.2.2.4. Soit X un schéma noethérien. Soit ℓ un nombre premier. Soit ν ≥ 1.
On pose Λ = Z/ℓνZ. Soit K ∈ Db(Xe´t, Λ). Les conditions suivantes sont équivalentes :
(i) K ∈ Dbtf(Xe´t, Λ) ;
(ii) K⊗LΛ Z/ℓZ ∈ Db(Xe´t,Z/ℓZ) ;
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(iii) RHomΛ(Z/ℓZ, K) ∈ Db(Xe´t,Z/ℓZ).
Dans ce cas, on a un isomorphisme canonique RHomΛ(Z/ℓZ, K) ≃ K ⊗LΛ Z/ℓZ dans
Db(Xe´t,Z/ℓZ).
L’équivalence entre (i) et (ii) est simplement indiquée pour mémoire. Il s’agit
ici de montrer que les conditions (ii) et (iii) sont équivalentes. On représente K
par un complexe borné. On peut considérer le complexe complexe double dont
les colonnes sont représentées ci-dessous (les degrés horizontaux étant indiqués
en exposant) :
. . .
ℓν−1→ −1K ℓ→ 0K ℓν−1→ 1K ℓ→ 2K ℓν−1→ . . .
On note C le complexe simple de faisceaux de Λ-modules sur X associé à ce com-
plexe double iv. De façon évidente, on a un triangle distingué dans D(Xe´t, Λ) :
C
p→ K⊗LΛ Z/ℓZ→ RHomΛ(Z/ℓZ, K) i→ C[1] .
On remarque que :
• H qC ≃ H q+2C pour tout q ∈ Z ;
• p induit un isomorphisme sur les objets de cohomologie H q pour q
suffisamment petit ;
• i induit un isomorphisme sur les objets de cohomologie H q pour q
suffisamment grand.
Comme K⊗LΛ Z/ℓZ ∈ D−(Xe´t,Z/ℓZ) et RHomΛ(Z/ℓZ, K) ∈ D+(Xe´t,Z/ℓZ), il en
résulte aussitôt que les conditions suivantes sont équivalentes :
• C ≃ 0 ;
• RHomΛ(Z/ℓZ, K) ∈ Db(Xe´t, Λ) ;
• K⊗LΛ Z/ℓZ ∈ Db(Xe´t, Λ).
Si on suppose queK ∈ Dbctf(Xe´t, Λ), pour obtenir l’isomorphisme RHomΛ(Z/ℓZ, K) ≃
K⊗LΛZ/ℓZ dans Db(Xe´t,Z/ℓZ), on peut représenter K par un complexe borné deΛ-
modules plats. On peut conclure en utilisant l’isomorphisme évident K/ℓK ∼→ ℓK
induit par la multiplication par ℓν−1, où ℓK désigne le noyau de la multiplica-
tion par ℓ sur K. En effet, on montre facilement que pour tout complexe borné de
Λ-modules plats le morphisme évident ℓK → RHomΛ(Z/ℓZ, K) est un isomor-
phisme dans D+(Xe´t,Z/ℓZ).
6.2.3. Préservation de Dbc(Xe´t, Λ).
PROPOSITION 6.2.3.1. Soit X un Z
[
1
n
]
-schéma noethérien excellent muni d’une
fonction de dimension δ. Notons KX le complexe dualisant potentiel de (X, δ). Alors,
le foncteur DX = RHom(−, KX) préserve Dbc(Xe´t, Λ).
Grâce à la proposition 6.2.1.1, on peut supposer que l’anneau de coefficients
est Z/ℓZ, avec ℓ un nombre premier. Il s’agit de montrer que pour tout faisceau
constructible de Λ-modules M sur X, DX M ∈ Dbc(Xe´t, Λ). D’après la proposi-
tion 6.2.2.1, si M est constant, on a bien DX M ∈ Dbc(Xe´t, Λ). Si p : Y → X est
un morphisme étale, on a un isomorphisme évident p⋆DX M ≃ DY p⋆M pour
tout faisceau constructible M sur X. Si M est localement constant, en choisissant
pour p un morphisme étale surjectif tel que p⋆M soit constant, on obtient que
DX M ∈ Dbc(Xe´t, Λ) si M est localement constant.
ivCe complexe étant concentré sur un nombre fini de lignes, il n’y a pas lieu de préciser si l’on
définit le complexe simple en termes de sommes ou de produits.
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On raisonne alors par récurrence noethérienne. Pour tout faisceau construc-
tible M , il existe un ouvert dense U de X sur lequel M est localement constant.
On note j : U → X l’immersion ouverte correspondante et i : Z → X une immer-
sion fermée complémentaire. D’après ce qui précède, on a j⋆DX M = DU M|U ∈
Dbc(Ue´t, Λ). Par ailleurs, i!DX M ≃ DZ i⋆M . Par hypothèse de récurrence noethé-
rienne, on obtient que i!DX M appartient à Dbc(Ze´t, Λ). Le lemme 6.2.2.2 permet
de conclure que DX M appartient à Dbc(Xe´t, Λ).
La stabilité de Dbc(Xe´t, Λ) par DX permet d’énoncer le résultat important sui-
vant :
PROPOSITION 6.2.3.2. Soit p : X ′ → X un morphisme régulier entre Z [ 1
n
]
-schémas
noethériens excellents. On suppose X muni d’une fonction de dimension δX et on munit
X ′ de la fonction de dimension δX ′ définie dans la proposition 4.1.1. Alors, pour tout
L ∈ Dbc(Xe´t, Λ), on a un isomorphisme canonique p⋆DX L ∼→ DX ′ p⋆L et le morphisme
de bidualité p⋆L → D2X ′ p⋆L s’identifie à l’image par p⋆ du morphisme de bidualité L →
D2X L.
Cela résulte aussitôt des propositions 4.1.1, 4.2.2 et 6.2.3.1.
6.2.4. Dimension quasi-injective.
PROPOSITION 6.2.4.1. Soit X un Z
[
1
n
]
-schéma noethérien excellent muni d’une
fonction de dimension δ. Notons KX le complexe dualisant potentiel de (X, δ). La dimen-
sion quasi-injective de KX est −2 infx∈X δ(x). En particulier, elle est finie si et seulement
si X est de dimension de Krull finie.
Commençons par minorer la dimension quasi-injective de KX. Soit x ∈ X. On
note i : Z → X l’inclusion du sous-schéma intègre de X de point générique x.
On a un isomorphisme canonique i!KX ≃ i⋆RHom(ΛZ, KX). Le complexe KZ =
i!KX est un complexe dualisant potentiel pour (Z, δ|Z). Par conséquent (KZ)x ≃
Λ(δ(x))[2δ(x)]. Il en résulte que la dimension quasi-injective de KX est au moins
−2δ(x). On obtient ainsi la minoration
−2 inf
x∈X
δ(x) ≤ dim. q. inj. KX .
Montrons que cette inégalité est en fait une égalité si X est de dimension de
Krull finie. On peut procéder par récurrence sur la dimension de X. On peut en
outre supposer que X est local strictement hensélien (réduit) de point fermé x.
Soit M un faisceau constructible de Λ-modules sur X. Il s’agit de montrer que
DX M ∈ D≤−2δ(x)(Xe´t, Λ). Il existe un ouvert affine dense U sur lequel M est lo-
calement constant. Le schéma X étant réduit et excellent, quitte à rétrécir X, on
peut supposer que U est régulier. Notons j : U → X l’immersion de U. Notons
U1, . . . , Un les composantes connexes de U, et η1, . . . , ηn les points génériques de
ces composantes. Le schémaU étant régulier, on connaît la structure du complexe
dualisant potentiel KU : pour tout 1 ≤ i ≤ n, on a un isomorphisme canonique
KUi ≃ Λ(δ(ηi))[2δ(ηi)]. En particulier, KUi ∈ D≤−2δ(ηi)(Uie´t, Λ). Le faisceau M|Ui
étant localement constant, on obtient que DUi M|Ui ∈ D≤−2δ(ηi)(Uie´t, Λ). D’après le
théorème de Lefschetz affine appliqué aux immersions ouverts affines ji : Ui → X,
il vient alors que Rji⋆DUi M|Ui appartient à D≤dim {ηi}−2δ(ηi)(Xe´t, Λ). Comme on a
dim {ηi}− 2δ(ηi) ≤ −2δ(x), il vient que Rj⋆DU M|U appartient à D≤−2δ(x)(Xe´t, Λ).
Notons i : Z → X une immersion fermée complémentaire à j. Grâce à la ré-
currence sur la dimension, on sait que DZ i⋆M ∈ D≤−2δ(x)(Ze´t, Λ). En utilisant le
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triangle distingué canonique
i⋆DZ i⋆M → DX M → Rj⋆DU M|U ,
on obtient bien que DX M ∈ D≤−2δ(x)(Xe´t, Λ), ce qui achève la démonstration de
la proposition.
6.3. Le théorème en degré négatif ou nul.
PROPOSITION 6.3.1. Soit X un Z
[
1
n
]
-schéma noethérien excellent muni d’une fonc-
tion de dimension δ. Soit M un faisceau constructible de Λ-modules sur X. Alors, le
morphisme canonique est un isomorphisme dans Dbc(Xe´t, Λ).
M
∼→ τ≤0DXDX M .
Au cours de cette démonstration, on dira qu’un faisceau constructible de Λ-
modulesM surX est faiblement réflexif si le morphisme canoniqueM → τ≤0DXDX M
de la proposition est un isomorphisme.
D’après le théorème 5.1.1, on sait que Λ est faiblement réflexif. Si g : Z → X
est une immersion fermée et N un faisceau constructible de Λ-modules sur Z,
il est clair que N est faiblement réflexif sur Z si et seulement si g⋆N est fai-
blement réflexif sur X. Plus généralement, si f : Y → X est un morphisme fini et
N un faisceau constructible de Λ-modules sur Y, alors N est faiblement réflexif
si et seulement si f⋆N l’est (voir [SGA5 I 1.13]). Notons aussi qu’une utilisa-
tion appropriée du lemme des cinq montre que si on a une suite exacte courte
0→M ′ →M →M ′′ → 0 de faisceaux constructibles de Λ-modules, et que M ′′
est faiblement réflexif, alors M est faiblement réflexif si et seulement si M ′ est
faiblement réflexif.
Grâce à la stabilité par extension énoncée plus haut et à la proposition 6.2.1.1,
on peut supposer que Λ = Z/ℓZ où ℓ est un nombre premier. Des remarques
précédentes, il résulte que si f : Y → X est fini et que U est un ouvert de Y, alors
f⋆ΛU est faiblement réflexif. La classe des faisceaux constructibles de Λ-modules
faiblement réflexifs sur X étant stable par facteurs directs et extensions, on peut
conclure en utilisant le dévissage des faisceaux constructibles de [SGA4 IX 5.8].
6.4. L’argument de [SGA4 12 [Th. finitude] 4.3].
DÉFINITION 6.4.1. Soit X un Z
[
1
n
]
-schéma noethérien excellent muni d’une
fonction de dimension δ. Soit M un faisceau constructible de Λ-modules sur X.
On dit que M est réflexif si le morphisme de bidualité M → DXDX M est un iso-
morphisme. On dira que le morphisme de bidualité est un isomorphisme pour X
si tout faisceau constructible de Λ-modules sur X est réflexif.
PROPOSITION 6.4.2. Soit d ≥ 0. Si le morphisme de bidualité est un isomorphisme
pour les Z
[
1
n
]
-schémas excellents noethériens de dimension ≤ d, alors il l’est aussi pour
les schémas de type fini sur de tels schémas.
REMARQUE 6.4.3. Dans [SGA4 12 [Th. finitude] 4.3], un tel isomorphisme de
bidualité est construit pour les schémas de type fini sur un Z
[
1
n
]
-schéma régulier
de dimension au plus un (mais non nécessairement excellent). Aux hypothèses
d’excellence et de régularité du schéma de base près, il s’agit essentiellement du
cas d = 1 de la proposition. La démonstration qui suit reprend et généralise celle
de [SGA4 12 [Th. finitude] 4.3].
298 XVII. DUALITÉ
Par récurrence sur d, on peut supposer que l’isomorphisme de bidualité est
un isomorphisme pour les schémas de type fini (et leurs hensélisés stricts) sur
des Z
[
1
n
]
-schémas noethériens excellents de dimension < d. Pour montrer que
l’isomorphisme de bidualité est un isomorphisme pour tout schéma Y de type
fini sur X, il suffit évidemment de le faire pour Y = (P1)n × X pour tout n ∈ N.
Montrons par récurrence sur n que pour tout Z
[
1
n
]
-schéma noethérien ex-
cellent X de dimension au plus d (muni d’une fonction de dimension δ), le mor-
phisme de bidualité est un isomorphisme pour (P1)n × X. L’hypothèse de la pro-
position règle le cas n = 0. Supposons la propriété établie jusqu’au cran n − 1,
avec n ≥ 1. Soit X un schéma noethérien excellent de dimension d muni d’une
fonction de dimension δ. Montrons que le morphisme de bidualité est un isomor-
phisme pour (P1)n×X. On peut supposer que X est local strictement hensélien, de
point fermé x. Soit M un faisceau constructible sur (P1)n × X. Notons C un cône
dumorphisme de bidualitéM → DDM . On sait déjà queC ∈ Dbc((P1)n × Xe´t, Λ)
(cf. proposition 6.2.3.1). Nous allons dans un premier temps montrer que les fais-
ceaux de cohomologie de C sont en gratte-ciel, c’est-à-dire supportés par des
points fermés. L’hypothèse de récurrence sur d montre que le support de C est
contenu dans le fermé (P1)n×x. Posons Y = (P1×X)(y) où y est le point générique
de P1×x ⊂ P1×X. On considère les n projections canoniques (P1)n×X→ P1×X
et leur changement de base (P1)n−1 × Y → Y au-dessus de Y. Le schéma Y étant
de dimension d et la proposition 6.2.3.2 montrant en particulier que « la dualité
commute aux localisations », l’hypothèse de récurrence pour n − 1 implique que
si z ∈ (P1)n×X est tel que Cz 6= 0, alors les images de z par les n projections cano-
niques (P1)n×X→ P1×X sont des points fermés (puisqu’elles sont au-dessus de x
et différentes du point générique y de P1×x). Par conséquent, un tel point z est un
point fermé de (P1)n × x. Bref, les faisceaux de cohomologie de C sont supportés
par des points fermés. Il en résulte que si on note π : (P1)n×X→ X le morphisme
canonique, alors pour montrer que C ≃ 0, il suffit de montrer que Rπ⋆C ≃ 0.
D’après [SGA4 12 [Th. finitude] 4.4], Rπ⋆C s’identifie au cône du morphisme de
bidualité Rπ⋆M → DXDX Rπ⋆M , qui est un isomorphisme par hypothèse. Par
conséquent, C ≃ 0, ce qui achève la démonstration de la proposition.
6.5. Fin de la démonstration. Démontrons le théorème 6.1.1. Compte tenu
des résultats antérieurs, il ne reste plus qu’à montrer que le morphisme de bidua-
lité est un isomorphisme pour tout Z
[
1
n
]
-schéma noethérien excellent X muni
d’une fonction de dimension δ. Comme il suffit d’obtenir la conclusion pour les
hensélisés stricts de X, on peut supposer que X est de dimension de Krull finie d.
On va raisonner par récurrence sur d.
DÉFINITION 6.5.1. Soit M un faisceau constructible de Λ-modules sur un
Z
[
1
n
]
-schéma noethérien excellent X muni d’une fonction de dimension δ. Pour
tout q ≥ 1, on dit que M vérifie la propriété (D)q si le faisceau de cohomologie
H q(D2X M ) est nul.
D’après la proposition 6.3.1, M est réflexif si et seulement s’il vérifie la pro-
priété (D)q pour tout q ≥ 1.
La fonction de dimension δ sert à formuler la propriété (D)q. Pourtant, elle
n’en dépend pas. En effet, si δ et δ ′ sont deux fonctions de dimension sur X
(connexe), il existe un entier relatif k tel que δ ′ = δ + k. Le complexe dualisant
potentiel KX,δ ′ s’identifie canoniquement à KX,δ(k)[2k] : les foncteurs de bidualité
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D2X,δ et D
2
X,δ ′ sont canoniquement isomorphes. Il n’y a donc pas lieu de mention-
ner la fonction de dimension dans la notation D2X, et les propriétés (D)q définies
relativement à δ et δ ′ sont équivalentes.
En outre, les propriétés (D)q sont clairement locales pour la topologie étale.
Comme les schémas noethériens excellents admettent localement pour la topo-
logie étale des fonctions de dimension, on peut leur donner un sens même en
l’absence d’une fonction de dimension globale. Par recollement, on peut même
donner un sens aux faisceaux de cohomologie H q(D2X M ).
Soit d ≥ 0. On suppose que l’isomorphisme de bidualité est un isomorphisme
pour tout Z
[
1
n
]
-schéma noethérien excellent de dimension au plus d − 1 muni
d’une fonction de dimension.
Nous allons montrer par récurrence sur q ≥ 1 que tout faisceau constructible
de Λ-modules M sur un schéma noethérien excellent X de dimension ≤ d vérifie
la propriété (D)q.
Soit q ≥ 1. On suppose que pour tout 1 ≤ q ′ < q, tout faisceau de Λ-modules
sur un schéma noethérien excellent X de dimension≤ d vérifie la propriété (D)q ′ .
LEMME 6.5.2. Les entiers d et q ayant été fixés comme ci-dessus, la propriété (D)q
pour les faisceaux constructibles de Λ-modules sur les schémas noethériens excellents de
dimension au plus d est stable par extensions et sous-objets.
En effet, si on une suite exacte courte 0→M ′ →M →M ′′ → 0 de faisceaux
constructibles de Λ-modules sur un tel schéma X, l’hypothèse de récurrence si
q ≥ 2 ou la proposition 6.3.1 si q = 1 implique que l’on a une suite exacte de
faisceaux :
0→ Hq(D2X M ′)→ Hq(D2X M )→ Hq(D2X M ′′)
La propriété (D)q est donc stable par extensions et sous-objets.
LEMME 6.5.3. Soit p : Y → X un morphisme fini entre schémas noethériens excel-
lents. SoitM un faisceau constructible deΛ-modules sur Y. Alors, M vérifie la propriété
(D)q si et seulement si p⋆M la vérifie.
Ceci résulte aussitôt de l’isomorphisme canonique p⋆H q(D2Y M ) ≃ H q(D2X p⋆M )
(voir [SGA5 I 1.12 (a)]) et de la conservativité du foncteur p⋆.
LEMME 6.5.4. Soit X un schéma noethérien excellent. Soit C une sous-catégorie
strictement pleine de la catégorie Cons(X,Λ) des faisceaux constructibles de Λ-modules
sur X, stable par facteurs directs et extensions. On suppose que pour tout morphisme fini
p : Y → X, toute immersion ouverte j : U → Y avec Y normal intègre et tout nombre
premier ℓ divisant n, on a p⋆j!Z/ℓZ ∈ C . Alors, C = Cons(X,Λ).
Il s’agit d’une variante facile de [SGA4 IX 5.8].
LEMME 6.5.5. Les entiers d et q ayant été fixés comme ci-dessus, si la propriété (D)q
est satisfaite par le faisceau constant Λ sur les schémas noethériens excellents normaux
(strictement henséliens) de dimension au plus d, alors la propriété (D)q est satisfaite par
tout faisceau constructible de Λ-modules sur un schéma noethérien excellent de dimen-
sion au plus d.
D’après le lemme 6.5.4, il suffit d’établir la propriété (D)q pour un faisceau
de la forme p⋆j!Z/ℓZ avec ℓ un diviseur premier de n, p un morphisme fini et j
une immersion ouverte entre schémas normaux intègres. D’après le lemme 6.5.3,
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il suffit d’établir la propriété (D)q pour j!Z/ℓZ avec j : U → Y une immersion
ouverte, avec Y normal intègre. D’après la stabilité par sous-objet et extensions
de la propriété (D)q (cf. lemme 6.5.2), il suffit de traiter le cas du faisceau j!Λ, qui
est lui-même un sous-faisceau du faisceau constant Λ sur le schéma normal Y, ce
qui achève la démonstration du lemme.
On est ainsi ramené àmontrer la propriété (D)q pour le faisceau constantΛ sur
les schémas noethériens excellents normaux X de dimension d. On peut supposer
X local strictement hensélien de point fermé x et de point générique η. Si d ≤ 1, X
est régulier, et alors, si on choisit la fonction de dimension δ sur X telle que δ(η) =
0, le complexe dualisant potentiel associé KX sur X est le faisceau constant Λ, et
alors il est évident queΛ vérifie la propriété (D)q puisque l’on a tautologiquement
DXDXΛ ≃ Λ. On peut donc supposer que d ≥ 2. En appliquant le lemme suivant
à la complétion X̂→ X, on voit qu’on peut supposer que X est complet :
LEMME 6.5.6. Soit q ≥ 1. Soit p : X ′ → X un morphisme régulier entre Z [ 1
n
]
-
schémas noethériens excellents. Soit M un faisceau constructible de Λ-modules sur X.
On suppose que p est surjectif. Alors, le faisceau M vérifie la propriété (D)q si et seule-
ment si p⋆M la vérifie.
Ceci résulte aussitôt de la proposition 6.2.3.2.
Il nous reste à montrer que si X est un schéma local strictement hensélien
noethérien normal complet de dimension d ≥ 2, alors le faisceau constantΛ sur X
vérifie la propriété (D)q. D’après le théorème d’algébrisation partielle V-3.1.3, il
existe un morphisme p : X ′ → X fini surjectif tel que
• le schéma X ′ soit normal ;
• il existe un schéma local noethérien complet Y de dimension < d, un
morphisme de type fini Z → Y, un point géométrique z → Z et un
isomorphisme X ′ ≃ Ẑ(z).
Le schéma Y est noethérien excellent et de dimension < d. L’hypothèse de ré-
currence sur d et la proposition 6.4.2 impliquent que le morphisme de bidualité
est un isomorphisme pour Z(z). En particulier, le faisceau constant Λ sur Z(z) est
réflexif. Appliqué au morphisme de complétion X ′ → Z(z), la proposition 6.2.3.2
montre que le faisceau constant Λ sur X ′ est réflexif. En particulier, le faisceau
constant Λ sur X ′ satisfait la propriété (D)q. D’après le lemme 6.5.3, on peut en
déduire que le faisceau p⋆Λ sur X vérifie la propriété (D)q. Le morphisme fini p
étant surjectif, le morphisme canoniqueΛ→ p⋆Λ est unmonomorphisme de fais-
ceaux. La propriété (D)q étant stable par sous-objets (cf. lemme 6.5.2), le faisceau
constant Λ sur X vérifie bien la propriété (D)q, ce qui achève la démonstration du
théorème de dualité locale.
7. Anneaux de coefficients généraux
7.1. Énoncés.
DÉFINITION 7.1.1. Soit X un schéma noethérien. Soit A un anneau noethé-
rien. On appelle complexe dualisant sur Dbc(Xe´t, A) (resp. Dbctf(Xe´t, A)) un objet
K ∈ Dbc(Xe´t, A) tel que le foncteur DK = RHom(K,−) préserve Dbc(Xe´t, A) (resp.
Dbctf(Xe´t, A)) et que pour tout M ∈ Dbc(Xe´t, A) (resp. M ∈ Dbctf(Xe´t, A)), le mor-
phisme de bidualitéM→ D2KM soit un isomorphisme.
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Cette section vise à établir les deux théorèmes suivants :
THÉORÈME 7.1.2. Soit A une Λ-algèbre noethérienne. Soit X un schéma noethérien.
S’il en existe, les complexes dualisants sur Dbc(Xe´t, A) sont uniques au produit tensoriel
près avec des objets inversibles. Soit R ∈ D(A) un complexe ponctuellement dualisant fort
au sens de [Conrad, 2000, page 120] v. Soit K un complexe dualisant sur Dbc(Xe´t, Λ).
Alors, R
L⊗Λ K est un complexe dualisant sur Dbc(Xe´t, A).
THÉORÈME 7.1.3. Soit A une Λ-algèbre noethérienne. Soit X un schéma noethérien.
S’il en existe, les complexes dualisants sur Dbctf(Xe´t, A) sont uniques au produit tensoriel
près avec des objets inversibles. Soit K un complexe dualisant sur Dbc(Xe´t, Λ). Alors,
A
L⊗Λ K est un complexe dualisant sur Dbctf(Xe´t, A).
7.2. Systèmes locaux.
DÉFINITION 7.2.1. Soit X un schéma noethérien. On appelle système local
(d’ensembles) sur X un faisceau d’ensembles sur Xe´t isomorphe à une limite in-
ductive filtrante de faisceaux représentés par des revêtements étales finis de X.
Un système local fini est un système local représenté par un revêtement étale fini.
PROPOSITION 7.2.2. Soit X un schéma noethérien. La catégorie des systèmes locaux
sur X est équivalente à la catégorie Ind(Rev(X)) des ind-objets dans la catégorie Rev(X)
des revêtements étales finis de X.
Le foncteur qui à un revêtement étale fini Y → X associe le faisceau d’en-
sembles sur Xe´t représenté par Y est pleinement fidèle. En utilisant [SGA1 V 8.7.5
a)], on en déduit, par passage à la limite inductive, un foncteur pleinement fi-
dèle de la catégorie Ind(Rev(X)) vers celle des faisceaux d’ensembles sur Xe´t. Par
définition, l’image essentielle de ce foncteur est la catégorie des systèmes locaux.
PROPOSITION 7.2.3. Soit X un schéma noethérien connexe. Soit x un point géomé-
trique de X. Le foncteur qui à un système local F associe la fibre Fx est naturellement
muni d’une action de π1(X, x) et définit une équivalence entre la catégorie des systèmes
locaux sur X et la catégorie π1(X, x) − Ens des ensembles sur lesquels le groupe profini
π1(X, x) agit continûment. Autrement dit, la catégorie des systèmes locaux d’ensembles
sur X s’identifie à la catégorie des faisceaux d’ensembles sur le topos classifiant du groupe
profini π1(X, x).
Notons Ensf la catégorie des ensembles finis. D’après [SGA1 V 7], le fonc-
teur Rev(X) → Ensf qui à Y associe l’ensemble sous-jacent au schéma Yx s’en-
richit d’une action du groupe π1(X, x) pour définir une équivalence de catégo-
ries Rev(X) ∼→ π1(X, x) − Ensf où π1(X, x) − Ensf est la catégorie des ensembles
finis (discrets) munis d’une action continue du groupe profini π1(X, x). En pas-
sant cette équivalence aux ind-objets, on obtient une équivalence Ind(Rev(X)) ∼→
π1(X, x) − Ens, ce qui permet de conclure d’après la proposition 7.2.2.
vOn rappelle que cela signifie ici que R appartient à Dbc(A) et que pour tout x ∈ Spec(A),
R(x) ∈ D(A(x)) est un complexe dualisant pour A(x) au sens de [Hartshorne, 1966, page 258], ce
qui signifie que R(x) est de dimension injective finie et que le foncteur RHom(−, R(x)) induit une
involution de Dbc(A(x)). D’après, [Conrad, 2000, lemma 3.1.5], il revient au même de demander
que le foncteur RHomA(−, R) induise une involution de Dbc(A).
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À partir de la définition des systèmes locaux d’ensembles, on peut définir les
systèmes locaux de groupes abéliens, de groupes abéliens de torsion, demodules,
etc.
PROPOSITION 7.2.4. Pour tout schéma noethérien X, la catégorie des systèmes lo-
caux d’ensembles (resp. de groupes abéliens) sur X admet des limites inductives et des
limites projectives finies et le foncteur d’inclusion de la catégorie des systèmes locaux
d’ensembles (resp. de groupes abéliens) sur X dans la catégorie des faisceaux d’ensembles
(resp. de groupes abéliens) sur Xe´t y commute.
Soit p : Y → X un morphisme entre schémas noethériens. Si F est un système local
sur X, alors p⋆F est un système local sur Y ; la réciproque est vraie si p est un revêtement
étale fini surjectif.
Si G est un système local sur Y et p un revêtement étale fini, alors p⋆G est un système
local sur X.
Le seul fait non trivial à montrer ici est que si p est un revêtement étale fini
surjectif et F un faisceau d’ensembles sur Xe´t tel que p⋆F soit un système local,
alors F est un système local. On a un isomorphisme évident entre F et l’égalisa-
teur des deux morphismes évidents p⋆p⋆F → p⋆p⋆p⋆p⋆F déduits du couple de
foncteurs adjoints (p⋆, p⋆). D’après les autres propriétés triviales de stabilité des
systèmes locaux, p⋆p⋆F et p⋆p⋆p⋆p⋆F sont des systèmes locaux ; l’égalisateur de
deux morphismes entre systèmes locaux est encore un système local.
PROPOSITION 7.2.5. Soit X un schéma noethérien. La catégorie abélienne des sys-
tèmes locaux de groupes abéliens de torsion sur X est stable par extension dans la catégorie
des faisceaux de groupes abéliens sur Xe´t. Plus précisément, si 0→ F ′ → F → F ′′ →
0 est une suite exacte de faisceaux de groupes abéliens sur X telle que F ′ et F ′′ soient
des systèmes locaux et que F ′ soit de torsion, alors F est un système local de groupes
abéliens.
Cette proposition résulte aussitôt du lemme suivant :
LEMME 7.2.6. Soit X un schéma noethérien. Soit G un faisceau de groupes abéliens
de torsion agissant librement sur un faisceau d’ensembles T . On note p : T → T /G le
morphisme quotient. Si G et T /G sont des systèmes locaux, alors T aussi.
On peut supposer que X est connexe. Notons Y = T /G . On peut écrire Y
comme réunion de sous-systèmes locaux finis Y ′. Pour chacun de ces Y ′, on
peut considérer p−1(Y ′) : il s’agit d’un faisceau d’ensembles sur Xe´t sur lequel
G agit librement avec Y ′ pour quotient. Le faisceau T étant réunion des sous-
faisceaux p−1(Y ′) associés, pour montrer que T est un système local, il suffit de
montrer que pour tout sous-système local fini Y ′ de Y , p−1(Y ′) est un système
local. Bref, on peut supposer que Y est un système local fini.
On suppose ainsi que Y est représenté par un revêtement étale fini q : Y → X.
On peut identifier le faisceau T sur X muni du morphisme p : T → Y à un
faisceau étale T˜ sur Y via un isomorphisme canonique T ≃ q!T˜ . L’action libre
de G sur T correspond à une action libre du système local q⋆G sur T˜ . D’après la
proposition 7.2.4, pour montrer que T est un système local, il suffit de montrer
que T˜ en est un. Bref, on peut supposer que Y = X.
On s’est ramené à la situation où T /G est l’objet final de la catégorie des
faisceaux sur X, c’est-à-dire que T est un torseur sous G . Si G est un système
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local fini, alors T est représentable par un revêtement étale fini et est donc un
système local ; nous allons nous ramener à ce cas-là.
La classe d’isomorphisme du G -torseur T est définie par un élément dans
l’ensembleH1(Xe´t,G ). CommeH1(Xe´t,−) commute aux limites inductives filtrantes,
il existe un sous-système local de groupes abéliens finis G ′ de G (supposé de tor-
sion), un G ′-torseur T ′ et un G -isomorphisme T ≃ G ⊗G ′ T ′ où l’on a noté ⊗
le foncteur d’extension du groupe structural (cf. [Giraud, 1971, proposition 1.3.6,
Chapitre III]). L’extension du groupe structural commutant aux limites induc-
tives filtrantes, T s’identifie à la limite inductive des G ′′⊗G ′ T ′ pour G ′′ parcou-
rant l’ensemble ordonné des sous-systèmes locaux de groupes abéliens finis de G
contenant G ′. D’après ce qui précède, G ′′⊗G ′ T ′ est un système local d’ensembles
sur X. Par passage à la limite inductive, T est bien un système local.
Le résultat de l’exercice suivant montre que l’hypothèse « de torsion » est bien
nécessaire dans la proposition 7.2.5, et que par ailleurs, un faisceau qui est un
système local localement pour la topologie étale n’est pas forcément un système
local.
EXERCICE 7.2.7. SoitA le sous-anneau de C[t] formé des polynômes f tels que
f(0) = f(1) : le schéma C = Spec(A) correspondant est obtenu en identifiant 0 et 1
dans la droite affine complexe A1C.
• Montrer queC est isomorphe à la cubique plane d’équation x3−y2+xy =
0 dans le plan affine complexe Spec(C[x, y]) (envoyer x et y respective-
ment sur t(t− 1) et t2(t− 1)).
• Montrer que C admet un unique point singulier O.
• Montrer que le morphisme évident p : A1C → C est le normalisé de C et
que le sous-schéma fermé (réduit) p−1(O) de A1C est {0, 1}.
• Construire un isomorphisme H1e´t(C,Z) ≃ Z.
• Montrer qu’il existe un faisceau de groupes abéliens sur Ce´t tel que :
(i) F soit extension de deux systèmes locaux, et s’insère plus précisé-
ment dans une suite exacte courte 0→ Z→ F → Z→ 0 ;
(i’) Localement pour la topologie étale, F soit un système local ;
(ii) F ne soit pas un système local.
7.3. Partitions galoisiennes.
DÉFINITION 7.3.1. Une partition galoisienne d’un schéma noethérien X consiste
en la donnée d’une partition finie de X par des sous-schémas (localement fermés)
réduits connexes (Si)i∈I et d’un revêtement étale galoisien S ′i → Si pour tout i ∈ I.
DÉFINITION 7.3.2. Soit p : Y → X un revêtement fini étale galoisien entre sché-
mas noethériens. Soit A uneΛ-algèbre. On dit qu’un système local de A-modules
F sur X est rendu ind-unipotent par Y, si pour un point géométrique y de Y (et
donc pour tous) au-dessus d’un point géométrique x de X, le π1(X, x)-module dis-
cretFx est ind-unipotent pour le sous-groupe distingué π1(Y, y) (cf. sous-section 11.3),
autrement dit queF est limite inductive filtrante de faisceaux localement constants
extensions successives de faisceaux dont l’image inverse par p soit un faisceau
constant.
DÉFINITION 7.3.3. Soit X un schéma noethérien muni d’une partition galoi-
sienne P = (S ′i → Si)i∈I. Soit A une Λ-algèbre. On dit d’un faisceau de A-
modules sur X qu’il est faiblement constructible par rapport à P si pour tout
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i ∈ I, sa restriction à Si est un système local rendu ind-unipotent par S ′i. On
note FConsP(X,A) la sous-catégorie pleine de la catégorie des faisceaux de A-
modules sur X formée des faisceaux faiblement constructibles pour P . Si P ′ est
une deuxième partition galoisienne, on dit que P ′ raffine P si on a l’inclusion
FConsP(X,Λ) ⊂ FConsP ′(X,Λ) (et donc aussi FConsP(X,A) ⊂ FConsP ′(X,A)
pour toute Λ-algèbre A).
PROPOSITION 7.3.4. Soit X un schéma noethérien muni d’une partition galoisienne.
SoitA uneΛ-algèbre. La catégorie FConsP(X,A) est abélienne ; son foncteur d’inclusion
dans la catégorie des faisceaux de A-modules sur X est exact et commute aux limites
inductives. FConsP(X,A) est stable par extensions dans la catégorie des faisceaux de
A-modules sur X.
Ceci résulte aussitôt des propriétés desmodules ind-unipotents pour un sous-
groupe (cf. proposition 11.3.4) et des propriétés générales des systèmes locaux
(cf. sous-section 7.2).
DÉFINITION 7.3.5. On dit d’une partition galoisienne P = (S ′i → Si)i∈I sur
un schéma noethérien X qu’elle est dirigée si on a muni I d’un ordre total tel
que, soit I est vide, soit, si on note i0 le plus petit élément de I, Si0 est ouvert
et, récursivement, (S ′i → Si)i∈I−{i0} est une partition galoisienne dirigée du fermé
réduit X − Si0 . On dit qu’une partition galoisienne est dirigeable s’il existe un
ordre total sur l’ensemble d’indices qui en fasse une partition galoisienne dirigée.
PROPOSITION 7.3.6. Toute partition galoisienne d’un schéma noethérien est raffinée
par une partition galoisienne dirigeable.
LEMME 7.3.7. Soit X ′ → X un revêtement étale galoisien. Soit (Si → X)i∈I une
partition de X par un nombre fini de sous-schémas réduits connexes. On note S ′i une
composante connexe du produit fibré Si ×X X ′. Alors, (S ′i → Si)i∈I est une partition
galoisienne de X qui raffine la partition galoisienne (X ′ → X).
Cela résulte aussitôt de la théorie de Galois.
Montrons la proposition par récurrence noethérienne sur X. Soit P = (S ′i →
Si)i∈I une partition galoisienne d’un schéma noethérien non vide X. Tout d’abord,
montrons que, quitte à raffiner P , on peut supposer qu’il existe un indice i0 ∈ I
tel que Si0 soit un ouvert. En effet, si on choisit un i0 ∈ I tel que Si0 contienne un
point maximal de X, Si0 contient un ouvert non vide U de Si0 . Notons V1, . . . , Vn
les composantes connexes du fermé réduit Si0 − U de Si0 . D’après le lemme, il
existe une partition galoisienne Q = (U ′ → U,V ′1 → V1, . . . , V ′n → Vn) de Si0 qui
raffine la partition galoisienne (S ′i0 → Si0) de Si0 . Quitte à remplacer la partition
galoisienne initiale de X par son raffinement Q ∪P ′ avec P ′ = (S ′i → Si)i∈I−{i0},
on peut effectivement supposer que Si0 est ouvert.
On peut appliquer l’hypothèse de récurrence noethérienne à la partition ga-
loisienne P ′ de X− Si0 pour en obtenir un raffinement P
′′ indexé par un certain
ensemble totalement ordonné J qui fasse de P ′′ une partition galoisienne dirigée
de X − Si0 . La partition galoisienne (S
′
i0
→ Si0) ∪ P ′′ raffine P , et si on étend
l’ordre sur J en un ordre sur la réunion disjointe {i0} ⊔ J de façon à faire de i0 le
plus petit élément, on a obtenu une partition dirigée.
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EXERCICE 7.3.8. Montrer que si P et P ′ sont deux partitions galoisiennes
d’un schéma noethérien X, il existe une partition galoisienne (dirigeable) raffinant
à la fois P et P ′.
7.4. Dévissages. Le but de cette sous-section est d’établir le résultat suivant :
PROPOSITION 7.4.1. Soit A une Λ-algèbre noethérienne. Soit X un schéma noethé-
rien. Soit T une sous-catégorie triangulée strictement pleine de Dbc(Xe´t, A) stable par
facteurs directs. On suppose que pour tout nombre premier ℓ divisant n et tout A/ℓA-
module N, le foncteur N
L⊗Z/ℓZ −: Dbc(Xe´t,Z/ℓZ) → Dbc(Xe´t, A) prend ses valeurs dans
T . Alors, T = Dbc(Xe´t, A).
La démonstration de cette proposition est repoussée à la fin de cette sous-
section.
PROPOSITION 7.4.2. Soit A une Λ-algèbre. Soit P = (S ′i → Si)i∈I avec I =
{1, . . . , N} une partition galoisienne dirigée d’un schéma noethérien X. Notons ki : Si →
X l’immersion canonique pour tout i ∈ I. Pour tout i ∈ I, le foncteur ki! : FCons(S ′i→Si)(Si, A)→
FConsP(X,A) est pleinement fidèle. Tout objet F de FConsP(X,A) admet une filtra-
tion croissante (fonctorielle) (Filn F )n∈Z telle que le Fil−1 F = 0, FilN F = F et que
pour tout 1 ≤ i ≤ n, le quotient Fili F/ Fili−1 F soit dans ki! FConsS
′
i→Si(Si, A).
C’est trivial.
PROPOSITION 7.4.3. Soit A une Λ-algèbre. Soit P = (S ′i → Si)i∈I une partition
galoisienne dirigeable d’un schéma noethérien X. Notons ki : Si → X l’immersion ca-
nonique pour tout i ∈ I. Si A est noethérien, alors FConsP(X,A) est une catégorie
abélienne localement noethérienne (cf. [Gabriel, 1962, pages 325–326]). Si A est arti-
nien, FConsP(X,A) est localement finie et admet un nombre fini d’objets simples ; plus
précisément, si on note ki : Si → X les inclusions canoniques, Wi un ensemble (fini) re-
présentatif des objets simples de la catégorie des Gal(S ′i/Si)-modules (via le choix d’un
point géométrique de S ′i, on identifie ces objets à des systèmes locaux sur Si trivialisés par
S ′i), alors les objets ki!F pour i ∈ I et F ∈ Wi forment un ensemble représentatif des
objets simples de FConsP(X,A).
Supposons A noethérien. Montrons que FConsP(X,A) est localement noe-
thérienne. On sait déjà que cette catégorie abélienne admet des limites induc-
tives filtrantes et que celles-ci sont exactes. Il s’agit de montrer que tout objet
de FConsP(X,A) est limite inductive d’objets noethériens (ou plus précisément,
mais cela revient au même, « réunion » de ses sous-objets noethériens). Si l’en-
semble d’indice I de P est vide, c’est trivial. Sinon, on peut choisir un ordre
total sur I qui fasse de P une partition galoisienne dirigée, et noter i0 le plus
petit élément de I. Notons j : Si0 → X l’immersion (ouverte) correspondante et
k : X − Si0 → X l’immersion du fermé réduit complémentaire. Pour tout objet
F ∈ FConsP(X,A), on a une suite exacte courte :
0→ j!j⋆F → F π→ k⋆k⋆F → 0 .
En raisonnant par récurrence sur le cardinal de I, on peut supposer que k⋆F est
« réunion » de ses sous-objets noethériens dans FConsP
′
(X − Si0, A) avec P
′ =
P − (S ′i0 → Si0). Bien entendu, un objet R ∈ FConsP ′(X − Si0, A) est noethérien
si et seulement si k⋆R l’est dans FConsP(X,A). On dispose donc d’un système
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inductif (Ha)a∈A indexé par un ensemble ordonné filtrant A de sous-objets noe-
thériens de k⋆k⋆F tel que F soit la réunion des sous-objets π−1(Ha) de F pour
a ∈ A. Si chacun des π−1(Ha) est réunion de ses sous-objets noethériens, alors
F aussi. Ceci permet de supposer que k⋆F est noethérien. Concernant j⋆F , en
utilisant que la catégorie des A[G]-modules discrets (avec G groupe profini) est
localement noethérienne, on obtient que l’objet j⋆F de FConsS
′
i0
→Si0 (Si0, A) est
réunion de ses sous-objets noethériens ; on en déduit aussitôt que j!j⋆F est aussi
réunion de ses sous-objets noethériens dans FConsP(X,A). Pour conclure que F
est réunion de ses sous-objets noethériens, on utilise le lemme suivant :
LEMME 7.4.4. Soit A une Λ-algèbre noethérienne. Soit P une partition galoisienne
dirigeable d’un schéma noethérien X. Soit 0 → H → F → G → 0 une suite exacte
courte dans FConsP(X,A). On suppose que G est un objet noethérien de FConsP(X,A)
et que H est réunion de ses sous-objets noethériens. Alors, F est aussi réunion de ses
sous-objets noethériens.
Il est évident que G est un faisceau deA-modules constructible sur X. D’après
[SGA4 IX 2.7.3], le foncteur Ext1(G ,−) de la catégorie des faisceaux deA-modules
surX vers celle desA-modules commute aux limites inductives filtrantes. La suite
exacte donnée définissant un élément dans Ext1(G ,H ) et H s’écrivant comme
une limite inductive filtrante de ses sous-objets noethériens, il existe un sous-objet
noethérien H ′ de H , une suite exacte courte 0→H ′ → F ′ → G → 0 et un dia-
gramme commutatif de la forme suivante, où le carré de gauche est cocartésien :
0 // H ′

// F ′ //

G // 0
0 // H // F // G // 0 ,
À vrai dire, on peut remplacer H ′ par tout sous-objet (noethérien) H ′′ de H
contenant H ′, et F s’identifie à la réunion des sous-objets F ′′ ainsi définis. Pour
conclure, il suffit demontrer qu’un telF ′′ est un objet noethérien de FConsP(X,A),
ce qui est évident puisqu’il est extension de deux objets noethériens H ′′ et G .
Supposons A artinien. Il s’agit de trouver un ensemble fini d’objets simples
à partir desquels tous les objets noethériens s’obtiennent par extensions succes-
sives. Compte tenu du dévissage de la proposition 7.4.2, on peut supposer queP
est constitué d’un unique revêtement galoisien X ′ → X. Choisissons un point géo-
métrique x ′ de X ′ au-dessus d’un point géométrique x de X. Notons G = π1(X, x)
etH = π1(X ′, x). Le groupe profiniH s’identifie à un sous-groupe distingué fermé
de G. Notons K = G/H le groupe fini quotient. L’anneau A[K] est évidemment
artinien à gauche, on peut en noter W un ensemble représentatif fini d’objets
simples ; considérés comme des A[G]-modules discrets, les éléments de W sont
encore simples.
La catégorie FConsP(X,A) s’identifie à la catégorie des G-modules discrets
ind-unipotents pour H. Tout objet de cette catégorie s’écrit comme une réunion
de sous-objets de type fini unipotents pour H, et de tels sous-objets se dévissent
eux-mêmes en extensions successives d’objets sur lesquels H agit trivialement,
ces derniers s’identifiant à des A[K]-modules de type fini, ils se dévissent en ex-
tensions successives d’éléments deW.
7. ANNEAUX DE COEFFICIENTS GÉNÉRAUX 307
DÉFINITION 7.4.5. Soit A une Λ-algèbre noethérienne. Soit X un schéma noe-
thérien. Soit P une partition galoisienne. On note ConsP(X,A) la sous-catégorie
pleine de FConsP(X,A) formée des faisceaux deA-modules constructibles (ce qui
revient ici à dire que les fibres sont des A-modules de type fini). Il s’agit bien en-
tendu de la sous-catégorie abélienne des objets noethériens dans FConsP(X,A).
PROPOSITION 7.4.6. Soit A une Λ-algèbre noethérienne. Soit X un schéma noethé-
rien. Soit P une partition galoisienne dirigeable de X. Soit F un objet de ConsP(X,A).
Il existe une filtration finie de F dans ConsP(X,A) dont les quotients successifs soient
des facteurs directs d’objets de la formeM⊗Z/ℓZ F0 où ℓ est un nombre premier divisant
n,M un A/ℓA-module de type fini et F0 un objet de ConsP(X,Z/ℓZ).
D’après la proposition 7.4.2, on peut supposer que P est constituée d’un
unique revêtement galoisien X ′ → X. En reprenant les notations utilisées dans
la démonstration du cas artinien de la proposition 7.4.3, on peut identifier F à un
A[G]-module discret unipotent pour le sous-groupe distingué ferméH. Cette pro-
priété d’unipotence permet de supposer que H agit trivialement, de sorte qu’on
se retrouve avec une action du groupe fini K = G/H = Gal(X ′/X) (bref, on peut
supposer que F est un système local de A-modules trivialisé par X ′). Le lemme
suivant appliqué à l’algèbre de groupe B = A[K] permet de conclure.
LEMME 7.4.7. Soit A une Λ-algèbre noethérienne. Soit B une Λ-algèbre finie non
nécessairement commutative. Tout A ⊗Λ B-module (à gauche) de type fini admet une
filtration finie dont les quotients successifs soient des facteurs directs deA⊗Λ B-modules
de la forme N ⊗Fℓ L où ℓ est un nombre premier divisant n, N un A/ℓA-module de type
fini et L un B/ℓB-module simple.
En premier lieu, comme A⊗Λ B est évidemment noethérien à gauche, on peut
procéder à une récurrence noethérienne ; il suffit donc demontrer que toutA⊗ΛB-
module non nul admet un sous-module non nul facteur direct d’un module de la
forme N⊗Fℓ L avecN un A/ℓA-module de type fini, L un B/ℓB-module simple et
ℓ un nombre premier divisant n. Ceci permet de supposer que B est un anneau
semi-simple. En effet, pour tout B-module non nulM, l’annulateur du radical de
Jacobson N de B dans M est un sous-B-module non nul de M (cf. [Lam, 1991,
§4]) ; siM est un A ⊗Λ B-module non nul, l’annulateur de N dansM s’identifie
donc à un A⊗Λ (B/N )-module non nul et l’anneau B/N est bien semi-simple.
En deuxième lieu, l’énoncé du lemme est vrai pour un produit B = B1 ×
· · · × Bk d’anneaux si et seulement s’il est vrai pour chacun des Bi et l’énoncé est
aussi invariant par équivalence de Morita (cf. [Lam, 1999, §18]) puisqu’on peut
le formuler intrinsèquement en termes de la catégories des B-modules. Compte
tenu du théorème d’Artin-Wedderburn de structure des anneaux semi-simples
(cf. [Lam, 1991, 3.5]), on peut donc supposer que B est un corps fini, a priori non
commutatif, mais effectivement commutatif en vertu du théorème de Wedder-
burn (cf. [Lam, 1991, 13.1]).
En troisième lieu, l’énoncé est vrai dans le cas particulier auquel on s’est ra-
mené ci-dessus. Soit B = L une extension finie de Fℓ, pour un certain nombre pre-
mier ℓ divisant n. On peut supposer que ℓ annule A. Soit M un A ⊗Fℓ L-module.
L’extension L/Fℓ est galoisienne, notons G son groupe de Galois. On considère le
A⊗Fℓ L-moduleM ′ = ⊕σ∈Gσ⋆M où σ⋆M est le A⊗Fℓ L-module obtenu par image
inverse par l’automorphisme de Spec(A ⊗Fℓ L) induit par σ−1 : L → L (on peut
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identifier σ⋆M au A-module surM sur lequel on ferait agir λ ∈ L par la multipli-
cation d’origine par σ(λ)). LeA⊗Fℓ L-moduleM est évidemment un facteur direct
deM ′. On va montrer queM ′ est de la forme N⊗Fℓ L où N est un A-module. On
observe que pour tout σ ∈ G, on dispose d’un isomorphisme évident de A⊗Fℓ L-
modulesM ′ ≃ σ⋆M ′. Ces isomorphismes vérifient tautologiquement les relations
de cocycles qui permettent de munir le A⊗Fℓ L-moduleM ′ d’une donnée de des-
cente relative au morphisme de schémas Spec(A ⊗Fℓ L) → Spec(A) (qui est un
revêtement étale surjectif). Par descente fidèlement plate (cf. [SGA1 VIII 1.1]), il
existe un A-module N tel que N ⊗Fℓ L s’identifie à M ′ de façon compatible avec
les isomorphismesM ′ ≃ σ⋆M ′. En particulier, on a un isomorphisme de la forme
voulue entre les A⊗Fℓ L-modulesM ′ etN⊗Fℓ L, ce qui permet de conclure.
Nous sommes maintenant en mesure de démontrer la proposition 7.4.1. Soit
T une telle sous-catégorie triangulée de Dbc(Xe´t, A). Soit F un faisceau construc-
tible de A-modules sur X. Il s’agit de montrer que F appartient à T . Il existe évi-
demment une partition galoisienne P telle que F appartienne à ConsP(X,A).
D’après la proposition 7.3.6, on peut supposer que P est dirigeable. On peut
alors appliquer la proposition 7.4.6 pour conclure que F appartient à T .
7.5. Complexes dualisants sur Dbc(Xe´t, A).
7.5.1. Unicité.
PROPOSITION 7.5.1.1. Soit X un schéma noethérien. Soit A un anneau noethérien.
Si K et K ′ sont deux complexes dualisants sur Dbc(Xe´t, A) (resp. Dbctf(Xe´t, A)), alors il
existe un objet inversible L ∈ Dbctf(Xe´t, A) (cf. proposition 9.2 pour plus de précisions) tel
que K ′ soit isomorphe à L⊗LA K.
LEMME 7.5.1.2. Soit X un schéma noethérien. SoitA un anneau noethérien. On sup-
pose que K ∈ Dbc(Xe´t, A) est dualisant. Pour tout F ∈ D−c (Xe´t, A), si DK F ∈ Dbc(Xe´t, A),
alors F ∈ Dbc(Xe´t, A).
Commençons par montrer que l’on peut supposer que DK F = 0. Pour tout
F ∈ D(Xe´t, A), notons εF : F → DKDK F le morphisme de bidualité. Le morphisme
composé
DK F
εDK F // DKDKDK F
DK(εF)// DK F
est l’identité de DK F. Comme DK F est dans Dbc(Xe´t, A), le fait que K soit dualisant
implique que εDK F est un isomorphisme. Par conséquent, DK(εF) est un isomor-
phisme. Quitte à remplacer F par un cône de εF, on peut supposer que DK F = 0.
Par l’absurde, supposons que F soit non nul. Il existe un morphisme non nul
p : F → F ′ avec F ′ ∈ Dbc(Xe´t, A) (par exemple, le morphisme canonique F → τ≥nF
pour un entier n bien choisi). Considérons le carré commutatif :
F
p //
εF

F ′
∼εF ′

D2K F
D2K(p)// D2K F
′
D’un côté, D2K F est nul, donc εF ′ ◦p = 0, mais de l’autre, εF ′ est un isomorphisme,
d’où p = 0
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Établissons la proposition 7.5.1.1 dans le cas des complexes dualisants sur
Dbc(Xe´t, A), la démonstration qui suit vaudra aussi pour Dbctf(Xe´t, A) (à ceci près
qu’il ne sera plus alors nécessaire de recourir au lemme ci-dessus). On pose Y =
DK K ′ ∈ Dbc(Xe´t, A). Comme K est dualisant, on a aussi un isomorphisme pri-
vilégié K ′ = DK Y. Pour tout Z ∈ Dbc(Xe´t, A), on a un isomorphisme fonctoriel
DK ′ Z ≃ DK(Z
L⊗A Y) dans D(Xe´t, A). Grâce au lemme, on en déduit que pour tout
Z ∈ Dbc(Xe´t, A), on a Z
L⊗A Y ∈ Dbc(Xe´t, A). On a ainsi un triangle commutatif de
catégories et de foncteurs (à isomorphismes près de foncteurs) :
Dbc(Xe´t, A)
DK ′ ((PP
PP
PP
PP
PP
PP
−
L
⊗AY // Dbc(Xe´t, A)
DK

(Dbc(Xe´t, A))opp
CommeDK et DK ′ sont des équivalences, le foncteur−
L⊗AY aussi. En particulier, Y
est un complexe inversible. Notons Y ′ l’inverse de Y. On a un isomorphisme de
foncteurs RHom(Y,−) ≃ Y ′ L⊗A − (si un foncteur est une équivalence, son adjoint
à droite est un quasi-inverse). Comme K ′ = DK Y, on peut en déduire que K ′ ≃
Y ′
L⊗A K.
7.5.2. Réduction au cas Λ = Z/ℓZ.
PROPOSITION 7.5.2.1. Soit A un anneau noethérien. Soit R ∈ D(A) un com-
plexe ponctuellement dualisant fort. Soit J un idéal de A. On pose A ′ = A/J et R ′ =
RHomA(A ′, R) ∈ D(A ′). Alors, R ′ est un complexe ponctuellement dualisant fort. Si
on note D (resp. D ′) le foncteur RHomA(−, R) (resp. RHomA ′(−, R ′)) sur D(A) (resp.
D(A ′)) et oub : D(A ′) → D(A) le foncteur de « restriction des scalaires », on a un iso-
morphisme canonique :
oub ◦D ′ ≃ D ◦oub .
C’est essentiellement trivial.
PROPOSITION 7.5.2.2. Soit X un schéma noethérien. Soit K ∈ Dbctf(Xe´t, Λ). Soit A
une Λ-algèbre noethérienne. Soit J un idéal de A. Soit R ∈ D(A) un complexe ponc-
tuellement dualisant fort. On pose A ′ = A/J et R ′ = RHomA(A ′, R) ∈ D(A ′). On note
KR = K
L⊗ΛR ∈ Dbc(Xe´t, A) etKR ′ = K
L⊗ΛR ′ ∈ Dbc(Xe´t, A ′). On note oub : Dbc(Xe´t, A ′)→
Dbc(Xe´t, A) le foncteur conservatif évident. Alors, pour toutM ∈ D(Xe´t, A ′), on a un iso-
morphisme canonique dans D(Xe´t, A) :
oub(RHomA ′(M,KR ′)) ≃ RHomA(oubM,KR) .
De plus, siKR est un complexe dualisant surDbc(Xe´t, A), alorsKR ′ en est un surDbc(Xe´t, A ′)
et la réciproque est vraie si J est nilpotent.
Les autres assertions en étant des conséquences faciles, il s’agit demontrer que
l’on a un isomorphisme canonique RHomA(A ′, KR) ≃ oub(KR ′) dans Dbc(Xe´t, A),
ce qui résulte de la proposition 10.1.2.
COROLLAIRE 7.5.2.3. Pour démontrer le théorème 7.1.2, on peut supposer que A =
Z/ℓZ où ℓ est un nombre premier.
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Étant entendu que la propriété d’unicité des complexes dualisants a déjà été
obtenu, il est évident que pour démontrer le théorème 7.1.2, on peut supposer
que Λ = Z/ℓνZ où ℓ est un nombre premier et ν ≥ 1. Posons A ′ = A/ℓA.
Notons R ∈ D(A) un complexe ponctuellement dualisant fort. D’après la pro-
position 7.5.2.1, le complexe R ′ = RHomA(A ′, R) ∈ D(A ′) en est un pour A ′.
Appliquant dans un premier temps la proposition 7.5.2.2 au cas où Λ → A est
Λ → Z/ℓZ, nous obtenons que K ′′ = RHomΛ(Z/ℓZ, K) est un complexe dua-
lisant sur Dbc(Xe´t,Z/ℓZ). D’après le lemme 6.2.2.4, on a aussi un isomorphisme
K ′′ ≃ K L⊗Λ Z/ℓZ dans Dbc(Xe´t,Z/ℓZ). Appliquons le théorème 7.1.2 dans le cas
de la Z/ℓZ-algèbre A ′ : on obtient que K ′′
L⊗Z/ℓZ R ′ est un complexe dualisant sur
Dbc(Xe´t, A ′). Cet objet K ′′
L⊗Z/ℓZ R ′ s’identifie aussi à K
L⊗Λ R ′ = KR ′ . D’après la pro-
position 7.5.2.2, il vient que K
L⊗ΛR = KR est un complexe dualisant sur Dbc(Xe´t, A),
ce qui achève la démonstration de ce corollaire.
7.5.3. Démonstration du théorème 7.1.2. L’énoncé d’unicité des complexes dua-
lisants surDbc(Xe´t, A) a déjà été obtenu, cf. proposition 7.5.1.1. Pour l’énoncé d’exis-
tence, d’après le corollaire 7.5.2.3, on peut supposer que Λ = Z/ℓZ avec ℓ un
nombre premier. On se donne K un complexe dualisant sur Dbc(Xe´t,Z/ℓZ). Soit A
une Z/ℓZ-algèbre noethérienne et R ∈ D(A) un complexe ponctuellement duali-
sant fort. Notons DX = RHomΛ(−, K) le foncteur de dualité sur Dbc(Xe´t, Λ) induit
par K et DA celui induit par R sur Dbc(A). Notons DX,A le foncteur RHomA(−, KR)
sur D(Xe´t, A) où KR = K
L⊗A R. La proposition 10.1.3 (Λ est un corps) montre que
l’on a un isomorphisme canonique, pour tout N ∈ Dbc(A) et F ∈ Dbc(Xe´t,Z/ℓZ) :
DX,A(N
L⊗Z/ℓZ F ) ≃ (DAN)
L⊗Z/ℓZ (DX F ) .
Par hypothèse, DAN ∈ Dbc(A) et DX F ∈ Dbc(Xe´t,Z/ℓZ), ce qui permet de déduire
que DX,A(N
L⊗Z/ℓZ F ) appartient à Dbc(Xe´t, A), puis que DX,A préserve Dbc(Xe´t, A)
grâce au dévissage de la proposition 7.4.1. Avec les mêmes notations, les mor-
phismes de bidualité N → D2AN et F → D2X F sont des isomorphismes, le mor-
phisme de bidualitéN
L⊗Z/ℓZ F → D2X,A(N L⊗Z/ℓZ F ) en est donc un aussi ; le même
dévissage permet de conclure que DX,A définit une involution de Dbc(Xe´t, A), c’est-
à-dire que KR est un complexe dualisant sur Dbc(Xe´t, A), ce qui achève la démons-
tration du théorème 7.1.2.
7.6. Complexes dualisants surDbctf(Xe´t, A). L’assertion d’unicité des complexes
dualisants sur Dbctf(Xe´t, A) a déjà été énoncée dans la proposition 7.5.1.1. L’essen-
tiel de cette sous-section vise à établir le théorème suivant, dont on va déduire
dans quelques lignes le théorème 7.1.3 :
THÉORÈME 7.6.1. SoitX un schéma noethérien. On suppose qu’il existe un complexe
dualisant sur Dbc(Xe´t, Λ). Soit A une Λ-algèbre noethérienne. Pour tous K et L objets de
Dbctf(Xe´t, A), l’objet RHomA(K, L) appartient à Dbctf(Xe´t, A) et pour toutM ∈ D+(A), le
morphisme canonique est un isomorphisme :
M
L⊗A RHomA(K, L) ∼→ RHomA(K,M L⊗A L) .
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Si A ′ est une A-algèbre, que K et L sont des objets de Dbctf(Xe´t, A), alors on a un isomor-
phisme canonique dans Db(Xe´t, A ′) :
A ′
L⊗A RHomA(K, L) ∼→ RHomA ′(A ′ L⊗A K,A ′ L⊗A L) .
Montrons que l’on peut déduire le théorème 7.1.3 de ce théorème 7.6.1 et du
théorème 7.1.2 qui a déjà été établi. Commençons par un lemme :
LEMME 7.6.2. Soit A un anneau noethérien. Soit K ∈ D−c (A). Alors K est nul si et
seulement si pour tout idéal maximal m de A, l’objet A/m
L⊗A K est nul.
On suppose que K n’est pas nul. On veut montrer qu’il existe un idéal maxi-
mal m de A tel que A/m
L⊗A K ne soit pas nul. Soit q le plus grand entier tel
que Hq(K) soit non nul. On peut supposer que K est un complexe formé de A-
modules projectifs de type fini et nuls en degrés strictement plus grands que q.
Par construction du produit tensoriel dérivé, on a une surjection Hq(A/m
L⊗AK)→
Hq(K)/mHq(K) pour tout idéal maximal m de A. Pour conclure, il suffit donc de
montrer qu’il existe un idéal maximal m tel que Hq(K) 6= mHq(K) ou encore,
d’après le lemme de Nakayama, que Hq(K) ⊗A Am 6= 0. Le support de Hq(K) est
un fermé non vide de Spec(A) (cf. [ÉGA 0I 1.7]), il contient un point fermé que
l’on identifie à un idéal maximal m de A, et cet idéal maximal vérifie la condition
voulue.
Soit K un complexe dualisant sur Dbc(Xe´t, Λ) et A une Λ-algèbre noethérienne.
Grâce au lemme 6.2.2.4, il vient que K appartient à Dbctf(Xe´t, Λ) et donc que KA =
A
L⊗Λ K appartient à Dbctf(Xe´t, A). D’après le théorème 7.6.1, le foncteur DA =
RHomA(−, KA) préserve Dbctf(Xe´t, A). Il reste à montrer que le morphisme de bi-
dualité L → D2A L est un isomorphisme pour tout L ∈ Dbctf(Xe´t, A). D’après le
lemme, il suffit de montrer qu’après produit tensoriel dérivé avec A/m, le mor-
phisme L → D2A L induit un isomorphisme. D’après le théorème 7.6.1, le fonc-
teur de dualité considéré commute au changement d’anneau, ainsi, après pro-
duit tensoriel avec A/m, on obtient le morphisme de bidualité pour A/m
L⊗A L
dans Dbctf(Xe´t, A/m). Bref, on peut supposer que l’anneau A est un corps. Dans ce
cas, on peut conclure en utilisant le théorème 7.1.2.
PROPOSITION 7.6.3. Soit X un schéma noethérien. On suppose qu’il existe un com-
plexe dualisant sur Dbc(Xe´t, Λ). Alors, pour toute immersion j d’un ouvert U de X, le
foncteur Rj⋆ envoie Dbc(Ue´t, Λ) dans Dbc(Xe´t, Λ).
Soit K un complexe dualisant sur Dbc(Xe´t, Λ). Pour des raisons évidentes, j⋆K
est un complexe dualisant sur Dbc(Ue´t, Λ). On note DX (resp. DU) les dualités in-
duites par K et j⋆K sur les catégories triangulées Dbc(Xe´t, Λ) (resp. Dbc(Ue´t, Λ)).
On a un isomorphisme canonique DX ◦j! ≃ Rj⋆DU. On en déduit que pour tout
M ∈ Dbc(Ue´t, Λ), Rj⋆M ≃ DX j!DUM, ce qui permet de conclure que Rj⋆M appar-
tient à Dbc(Xe´t, Λ).
DÉFINITION 7.6.4. Si X est un schéma noethérien, A une Λ-algèbre noethé-
rienne et P une partition galoisienne dirigeable de X, on note D(Xe´t, A)P la sous-
catégorie triangulée deD(Xe´t, A) dont les objets de cohomologie sont dans FConsP(X,A).
On définit de même les variantes Db(Xe´t, A)
P , Dbc(Xe´t, A)
P , etc.
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PROPOSITION 7.6.5. Soit j : U → X une immersion ouverte entre schémas noethé-
riens. On suppose que Rj⋆ applique Dbc(Ue´t, Λ) dans Dbc(Xe´t, Λ). Pour toute partition
galoisienne dirigeable P de U, il existe une partition galoisienne P ′ de X et un en-
tier c tel que Rj⋆ envoie Db(Ue´t, Λ)
P dans Db(Xe´t, Λ)
P ′ et que pour tout q > c et
F ∈ FConsP(U,Λ), on ait Rqj⋆F = 0.
On sait que la catégorie FConsP(U,Λ) est localement finie et admet même
un nombre fini d’objets simples (et ceux-ci sont des faisceaux constructibles).
Comme Rj⋆ applique Dbc(Ue´t, Λ) dans Dbc(Xe´t, Λ), on peut choisir un entier c et une
partition galoisienneP ′ deX tels que pour tout objet simpleF de FConsP(U,Λ),
Rj⋆F appartienne à Db(Xe´t, Λ)
P ′ et ait des objets de cohomologie nuls en les de-
grés strictement supérieurs à c. Ce résultat s’étend par dévissage aux objets noe-
thériens de FConsP(U,Λ) puis à cette catégorie toute entière du fait de la com-
mutation des foncteurs Rqj⋆ aux limites inductives filtrantes.
COROLLAIRE 7.6.6. Soit i : Z → X une immersion ouverte entre schémas noethé-
riens. On suppose que i! applique Dbc(Xe´t, Λ) dans Dbc(Ze´t, Λ). Pour toute partition ga-
loisienne dirigeable P sur X, il existe une partition galoisienne P ′ sur Z et un en-
tier c tel que i! envoie Db(Xe´t, Λ)
P dans Db(Ze´t, Λ)
P ′ et que pour tout q > c et
F ∈ FConsP(X,Λ), on ait H q(i!F ) = 0.
Si on note j : U → X l’immersion ouverte complémentaire, l’hypothèse sur
i! énoncée ici équivaut à celle exigée sur Rj⋆ dans la proposition 7.6.5. Quitte à
raffiner P , on peut supposer que les constituants de P sont soit au-dessus de
U, soit au-dessus de Z. On peut ainsi écrire P = PU ∪ PZ où PU et PZ sont
des partitions galoisiennes de U et Z respectivement. On applique la proposi-
tion 7.6.5 à PU. On obtient une partition galoisienne P ′′ de X telle que Rj⋆ ap-
plique Db(Ue´t, Λ)
PU dans Db(Xe´t, Λ)
P ′′ et un entier naturel c ′ tel que pour tout
F ∈ FConsPU(U,Λ), on ait Rqj⋆F = 0 pour q > c ′. Quitte à raffiner P ′′, on peut
supposer que P ′′ = P ′′Z ∪ P ′′U comme ci-dessus. Quitte à raffiner P ′′Z , on peut
supposer que cette partition galoisienne de Z raffine PZ. En utilisant le triangle
distingué
i!K→ i⋆K→ i⋆Rj⋆j⋆K +→
pour tout K ∈ D+(Xe´t, Λ), on obtient aussitôt que P ′ = P ′′Z et c = c ′ + 1
conviennent.
PROPOSITION 7.6.7. Soit j : U → X une immersion ouverte entre schémas noe-
thériens. On suppose que Rj⋆ envoie Dbc(Ue´t, Λ) dans Dbc(Xe´t, Λ). Alors, pour toute Λ-
algèbre noethérienne A, Rj⋆ envoie Dbc(Ue´t, A) (resp. Dbctf(Ue´t, A)) dans Dbc(Xe´t, A) (resp.
Dbctf(Xe´t, A)). En outre, pour tout Y ∈ Dbctf(Ue´t, A) et M ∈ D+(A), le morphisme cano-
nique M
L⊗A Rj⋆Y → Rj⋆(M L⊗A Y) est un isomorphisme. Par ailleurs, si i : Z → X est
une immersion fermée complémentaire à j, alors i! envoie Dbc(Xe´t, A) (resp. Dbctf(Xe´t, A))
dans Dbc(Ze´t, A) (resp. Dbctf(Ze´t, A)), et pour tout M ∈ D+(A) et Y ∈ Dbc(Xe´t, A), le
morphisme canoniqueM
L⊗A i!Y → i!(M L⊗A Y) est un isomorphisme.
L’énoncé sur i! se déduit aussitôt de celui sur Rj⋆, on se concentre donc sur
celui-là. Pour montrer que Rj⋆ envoie Dbc(Ue´t, A) dans Dbc(Xe´t, A), on peut suppo-
ser par un dévissage évident que Λ = Z/ℓZ, où ℓ est un nombre premier. Par
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conséquent, pour tout Λ-module N et tout objet Y ∈ Dbc(Ue´t, Λ), on a un isomor-
phisme Rj⋆(N
L⊗Λ Y) ≃ N
L⊗Λ Rj⋆Y (cf. proposition 10.2.1). Si N a une structure de
A-module de type fini, comme on sait que Rj⋆Y appartient à Dbc(Xe´t, Λ), on peut
en déduire que Rj⋆(N
L⊗Λ Y) appartient à Dbc(Xe´t, A). D’après le dévissage de la
proposition 7.4.1, il vient que Rj⋆ envoie Dbc(Ue´t, A) dans Dbc(Xe´t, A).
Montrons maintenant que Rj⋆ envoie Dbctf(Ue´t, A) dans Dbctf(Xe´t, A). Compte
tenu du résultat précédent, il suffit de montrer que si F est un faisceau de A-
modules plat et constructible sur U, alors Rj⋆F ∈ Dbtf(Xe´t, A), c’est-à-dire que
M
L⊗A Rj⋆F est borné indépendamment du A-module M. D’après la proposi-
tion 10.2.1, il suffit de montrer que Rj⋆(F ⊗A M) est borné indépendamment du
A-module M, et si tel est le cas, la formule des coefficients universels énoncée
ici sera satisfaite. Il existe une partition galoisienne dirigeable P de U tel que
F appartienne à FConsP(U,A). Pour tout A-module M, F ⊗A M est un objet
de FConsP(U,A), ainsi, il suffit de montrer qu’il existe un entier c tel que pour
tout objet G de FConsP(U,A), on ait Rqj⋆G = 0 pour q > c, ce qui résulte de la
proposition 7.6.5.
DÉFINITION 7.6.8. Soit X un schéma noethérien. Soit A une Λ-algèbre noe-
thérienne. Soit K ∈ Dbctf(Xe´t, A). On dira que K vérifie la condition (B) si pour
toute partition galoisienne P de X, il existe un entier c et une partition galoi-
sienne P ′ de X tels que pour tout L ∈ Db(Xe´t, A)P , RHomA(K, L) appartienne à
Db(Xe´t, A)
P ′ , que si on suppose queH qL = 0 pour q > 0, alorsH qRHomA(K, L) =
0 pour q > c et enfin, que si L appartient à Dbc(Xe´t, A)
P , alors RHomA(K, L) ap-
partient à Dbc(Xe´t, A)
P ′ .
PROPOSITION 7.6.9. Soit X un schéma noethérien tel qu’il existe un complexe dua-
lisant sur Dbc(Xe´t, Λ). Alors, tout objet K ∈ Dbctf(Xe´t, A) vérifie la condition (B).
LEMME 7.6.10. Soit X un schéma noethérien tel qu’il existe un complexe dualisant
sur Dbc(Xe´t, Λ). Soit i : Z→ X une immersion fermée. Soit j : U→ X l’immersion ouverte
complémentaire. Soit K ∈ Dbctf(Xe´t, A). On suppose que i⋆K et j⋆K satisfont la condition
(B). Alors, K satisfait la condition (B).
Pour tout L ∈ D(Xe´t, A), on a un triangle distingué dans D(Xe´t, A) :
i⋆RHomA(i⋆K, i!L)→ RHomA(K, L)→ Rj⋆RHomA(j⋆K, j⋆L) +→
Grâce au résultat de l’exercice 7.3.8, on peut combiner d’une part le résultat sur i!
du corollaire 7.6.6 et la condition (B) pour i⋆K et d’autre part la proposition 7.6.5
concernant Rj⋆ et la condition (B) pour j⋆K pour obtenir que K vérifie la condition
(B).
Démontrons la proposition 7.6.9. La condition (B) définit une sous-catégorie
triangulée de Dbctf(Xe´t, A). Pour montrer la proposition, il suffit de montrer que
si K est un faisceau de A-modules plat et constructibles, alors K satisfait la condi-
tion (B). L’existence d’un complexe dualisant étant une condition préservée par
passage à un sous-schéma, le lemme précédent fournit un moyen de dévisser la
situation pour se ramener au cas où K est localement constant. On est ramené au
lemme suivant :
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LEMME 7.6.11. Soit X un schéma noethérien. Soit F un faisceau de A-modules
constructible, plat et localement constant. Alors, F satisfait la propriété (B).
Tout d’abord, pour tout L ∈ Db(Xe´t, A), si H qL = 0 pour q > 0, alors pour
tout q > 0, H q(RHomA(F , L)) = 0, et si L ∈ Dbc(Xe´t, A), alors RHomA(K, L) ∈
Dbc(Xe´t, A). Il reste donc à montrer que si P est une partition galoisienne de X,
il existe une partition galoisienne P ′ de X telle que pour tout L ∈ Db(Xe´t, A)P ,
alors RHomA(F , L) appartient à L ∈ Db(Xe´t, A)P
′
. On peut supposer que P est
constitué d’un unique revêtement étale galoisien X ′ → X. On choisit un revête-
ment étale galoisien X ′′ → X tel que l’image inverse de F sur X ′′ soit un faisceau
constant, puis un revêtement galoisien X ′′′ → X coiffant X ′ et X ′′. On voit aussitôt
que la partition galoisienne P ′ = (X ′′′ → X) de X convient.
Démontrons le théorème 7.6.1. SoitK ∈ Dbctf(Xe´t, A). D’après la proposition 7.6.9,K
vérifie la condition (B). Soit L ∈ Dbctf(Xe´t, A). Il existe une partition galoisienne P
de X telle que L appartienne à Db(Xe´t, A)
P . Pour toutA-moduleM, l’objetM
L⊗AL
appartient encore à cette catégorie (et est borné indépendamment de M). Il ré-
sulte de la condition (B) de K que RHomA(K, L) appartient à Dbc(Xe´t, A) et qu’il
existe une partition galoisienne P ′ telle que RHomA(K,M
L⊗A L) soit un objet
de Db(Xe´t, A)
P ′ borné indépendamment du A-module M. La proposition 10.1.1
permet de déduire que RHomA(K, L) appartient à Dbtf(Xe´t, A) et que pour tout
M ∈ D+(A), le morphisme canoniqueM L⊗ARHomA(K, L)→ RHomA(K,M L⊗AL)
est un isomorphisme. On déduit aussitôt de cette formule la compatibilité au
changement d’anneau A→ A ′ pour toute A-algèbre A ′.
7.7. Élimination d’hypothèses noethériennes sur A.
DÉFINITION 7.7.1. SoitA un anneau commutatif. SoitX un schéma noethérien.
On dit d’un complexe K ∈ D(Xe´t, A) qu’il est c-parfait s’il existe une partition
finie (Ui)i∈I de X par des sous-schémas (réduits) telle que pour tout i ∈ I, K|Ui ∈
D(Uie´t, A) soit un complexe parfait (cf. [SGA6 I 4.8]). On note Dbc−parf(Xe´t, A) la
sous-catégorie triangulée de D(Xe´t, A) formée des complexes c-parfaits.
Bien entendu, pour tout morphisme d’anneaux A → A ′, le foncteur A ′ L⊗A
−: D(Xe´t, A) → D(Xe´t, A ′) induit un foncteur Dbc−parf(Xe´t, A) → Dbc−parf(Xe´t, A ′). En
outre, si A est un anneau noethérien, Dbc−parf(Xe´t, A) = Dbctf(Xe´t, A).
THÉORÈME 7.7.2. SoitA une Λ-algèbre commutative. Soit X un schéma noethérien.
S’il en existe, les complexes dualisants sur Dbc−parf(Xe´t, A) sont uniques au produit tenso-
riel près avec des objets inversibles. Soit K un complexe dualisant sur Dbc(Xe´t, Λ). Alors,
A
L⊗Λ K est un complexe dualisant sur Dbc−parf(Xe´t, A). En outre, le bifoncteur RHomA
préserve Dbc−parf(Xe´t, A) et commute à tout changement d’anneau A→ A ′.
Le théorème 7.6.1 énonce que si B est une Λ-algèbre noethérienne, que K et L
sont deux objets de Dbc−parf(Xe´t, B), alors pour toute B-algèbre A, on a un isomor-
phisme canonique
RHomA(A
L⊗B K,A
L⊗B L) ≃ A
L⊗B RHomB(K, L) .
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Comme l’objet de droite appartient à Dbc−parf(Xe´t, A), il s’agit d’un isomorphisme
dans Dbc−parf(Xe´t, A). Bref, compte tenu du théorème 7.6.1 et du théorème 7.1.3
(dont l’énoncé d’unicité des complexes dualisants vaut aussi pour Dbc−parf(Xe´t, A)
avec la même démonstration), le théorème ci-dessus est ramené au lemme sui-
vant :
LEMME 7.7.3. Soit A un anneau commutatif. Soit X un schéma noethérien. Pour
tout objet K de Dbc−parf(Xe´t, A), il existe un sous-anneau noethérien (et même de type fini
sur Z) B de A et K ′ ∈ Dbc−parf(Xe´t, B) tel que les objets K et A
L⊗B K ′ de Dbc−parf(Xe´t, A)
soient isomorphes.
Comme il nécessite un examen plus attentif de la notion de c-perfection, on
repousse la démonstration de ce lemme à la fin de cette sous-section.
LEMME 7.7.4. Soit A un anneau commutatif. Soit F un faisceau de A-modules sur
Xe´t. Les conditions suivantes sont équivalentes :
(i) Il existe une partition (Ui)i∈I de X par des sous-schémas réduits tels que pour
tout i ∈ I, F|Ui soit localement constant et que pour tout point géométrique x
de X, le A-module Fx soit projectif de type fini ;
(ii) Le faisceau deA-modules F est constructible vi et pour tout point géométrique
x de X, le A-module Fx est projectif de type fini ;
(iii) Le faisceau de A-modules F est plat et constructible.
Par définition des faisceaux constructibles, on a évidemment l’équivalence
(i) ⇐⇒ (ii). Si F est constructible, les fibres Fx sont des A-modules de présenta-
tion finie, il est alors équivalent d’exiger que cesmodules soient plats ou projectifs
de type fini, ce qui montre l’équivalence (ii)⇐⇒ (iii).
On note C la catégorie fibrée au-dessus du site Xe´t qui à U ∈ Xe´t fait corres-
pondre la catégorie des faisceaux deA-modules surUe´t et Cc la sous-Xe´t-catégorie
de C formée des faisceaux de A-modules plats et constructibles. Nous allons uti-
liser la terminologie de [SGA6 I 1.2]. Il est évident qu’un objet de C qui est lo-
calement dans Cc est dans Cc et que Cc est stable par noyau d’épimorphisme.
D’après [SGA4 IX 2.7], un faisceau de A-modules sur Xe´t est constructible si et
seulement s’il est isomorphe au conoyau d’un morphisme AV → AU pour U et V
deux X-schémas étales et de présentation finie. Les faisceaux AU pour U étale et
de présentation finis sur X sont donc évidemment plats et constructibles. Il ré-
sulte de ces résultats qu’un objet de CX est de Cc-type fini si et seulement s’il est
engendré par un nombre fini de sections (ce qui revient à demander qu’il soit de
C0X-type fini) et qu’un objet de CX est de Cc-présentation finie si et seulement s’il
est constructible (ce qui revient encore à demander qu’il soit de C0X-présentation
finie). Il est par ailleurs évident que Cc est quasi-relevable dans C et même que
C0X est quasi-relevable dans CX. Les catégories Cc et C vérifient donc les hypo-
thèses de [SGA6 I 2.0] et de [SGA6 II 1.1] (mais en général pas de [SGA6 I 4.0]).
On dispose donc d’une notion de complexe pseudo-cohérent (relativement à Cc)
et celle-ci peut-être définie de façon globale :
viOn utilise la définition donnée dans [SGA4 IX 2.3] même si A n’est pas noethérien, et non
pas la définition suggérée en note à cet endroit ; un faisceau constructible pour cette autre défini-
tion est ce que pourrions appeler un faisceau c-pseudo-cohérent.
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DÉFINITION 7.7.5. Soit A un anneau. Soit X un schéma noethérien. Soit K ∈
C(Xe´t, A). On dit que K est strictement c-pseudo-cohérent (resp. strictement c-
parfait) si K est un complexe borné supérieurement (resp. borné) formé de fais-
ceaux de A-modules plats et constructibles.
DÉFINITION 7.7.6. Soit A un anneau. Soit X un schéma noethérien. Soit K ∈
D(Xe´t, A). On dit que K est c-pseudo-cohérent s’il est isomorphe à l’image dans
D(Xe´t, A) d’un complexe strictement c-pseudo-cohérent vii. Les objets c-pseudo-
cohérents forment une sous-catégorie triangulée anonyme de D(Xe´t, A).
REMARQUE 7.7.7. La Xe´t-catégorie C contient aussi la Xe´t-catégorie C0 des fais-
ceaux de A-modules facteurs directs de faisceaux libres de A-modules. Bien en-
tendu, C0 est contenue dans Cc. Ainsi, les notions de stricte pseudo-cohérence
(resp. stricte perfection) définies relativement à C0 impliquent les notions corres-
pondantes relativement à Cc.
PROPOSITION 7.7.8. Soit A un anneau. Soit X un schéma noethérien. Soit K ∈
D(Xe´t, A). Alors, les conditions suivantes sont équivalentes :
(i) K est c-parfait ;
(ii) K est c-pseudo-cohérent et de tor-dimension finie ;
(iii) K est isomorphe à l’image dans D(Xe´t, A) d’un complexe strictement c-parfait.
LEMME 7.7.9. Soit A un anneau. Soit X un schéma noethérien. Soit (Ui)i∈I une
partition finie de X par des sous-schémas réduits. Soit K ∈ D(Xe´t, A). On suppose que
pour tout i ∈ I, la restriction de K à Ui est c-pseudo-cohérente. Alors, K est c-pseudo-
cohérent.
Par les arguments habituels, on se ramène au cas où la partition de X est
constituée d’un ouvert U et d’un fermé Z. On note i : Z → X et j : U → X les
immersions correspondantes. On dispose d’un triangle distingué dans D(Xe´t, A) :
j!j
⋆K→ K→ i⋆i⋆K +→
On sait que j⋆K et i⋆K sont c-pseudo-cohérents. Il est évident que j! et i⋆ préservent
la notion de faisceau plat et constructible ; au niveau des catégories triangulées,
ces foncteurs préservent donc évidemment la notion de c-pseudo-cohérence. Les
objets j!j⋆K et i⋆i⋆K sont c-pseudo-cohérent ; il en résulte que K aussi est c-pseudo-
cohérent.
LEMME 7.7.10. SoitA un anneau. Soit X un schéma noethérien. Soit K ∈ D(Xe´t, A).
Si K est c-parfait, alors K est c-pseudo-cohérent.
D’après le lemme précédent, quitte à passer à un recouvrement fini par des
localement fermés convenables, on peut supposer que K est parfait. Par consé-
quent, K est pseudo-cohérent (sous-entendu relativement à la Xe´t-catégorie C0) ; a
fortiori, K est c-pseudo-cohérent.
Démontrons la proposition 7.7.8. L’implication (iii) =⇒ (i) est évidente. L’im-
plication (i) =⇒ (ii) résulte essentiellement du lemme précédent ; il reste cepen-
dant à vérifier que si K est c-parfait, alors il est de tor-dimension finie. Supposons
donc que K est c-parfait. Il existe un recouvrement fini (Ui)i∈I de X par des loca-
lement fermés tels que K|Ui soit parfait pour tout i ∈ I. Pour obtenir (ii) pour K,
viiEn raison de l’existence de « résolutions globales », la définition globale donnée ici équivaut
à la définition locale de [SGA6 I 2.3].
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il suffit de montrer que le complexe parfait K|Ui est de tor-dimension finie, ce qui
résulte aussitôt de [SGA6 I 5.8.1]. Il reste à établir l’implication (ii) =⇒ (iii), la
plus intéressante pour nous. Soit K ∈ D(Xe´t, A) un complexe c-pseudo-cohérent
et de tor-dimension finie. Par définition de la c-pseudo-cohérence, on peut rem-
placer si besoin est K par un complexe borné supérieurement formé de faisceaux
deA-modules plats et constructibles. Pour tout n ∈ Z, on peut considérer la tron-
cature canonique τ≤nK de K, si on note Zn le noyau de Kn → Kn+1, il s’agit du
sous-complexe suivant de K :
· · ·→ Kn−2 → Kn−1 → Zn → 0→ . . . .
Comme K est de tor-dimension finie, il existe un entier a ∈ Z tel que pour tout
A-module M, τ≤a(K ⊗A M) soit acyclique. En appliquant ceci avec M = A, on
obtient une résolution plate de Za :
· · ·→ Ka−3 → Ka−2 → Ka−1 → Za → 0 .
Ensuite, on obtient aussitôt que pour un A-module M quelconque, cette suite
reste exacte après passage au produit tensoriel avecM. Par suite, pour tout i > 0,
TorAi (Z
a,M) = 0 pour tout A-moduleM, ce qui implique que Za est un faisceau
de A-modules plat. Par ailleurs, Za est le conoyau du morphisme Ka−2 → Ka−1,
donc Za est un faisceau constructible. Ainsi, Za est plat et constructible. Le com-
plexe K est quasi-isomorphe au complexe strictement c-parfait
· · ·→ 0→ Za → Ka → Ka+1 → . . . ,
ainsi K vérifie la condition (iii).
Nous sommes maintenant en mesure de démontrer le lemme 7.7.3. Compte
tenu de la proposition 7.7.8, il s’agit de montrer que si K ∈ C(Xe´t, A) est un com-
plexe strictement c-parfait, alors A contient un sous-anneau A ′ de type fini sur
Z tel qu’il existe un complexe strictement c-parfait K ′ ∈ C(Xet, A ′) et un isomor-
phisme K ≃ A⊗A ′ K ′. Ceci résulte aussitôt du lemme suivant :
LEMME 7.7.11. Soit (Aα)α∈I un système inductif d’anneaux commutatifs indexé par
un ensemble ordonné filtrant I. On en note A la limite inductive. Soit X un schéma noe-
thérien. Alors, la donnée d’un faisceau deA-modules constructible (resp. plat et construc-
tible) sur X équivaut à la donnée d’un faisceau de Aα-modules constructible (resp. plat et
constructible) sur X pour α assez grand.
Conformément aux grands principes de [ÉGA IV 8], ceci signifie d’une part
que si F est un faisceau de A-modules constructible sur X, il existe α ∈ I et Fα un
faisceau de Aα-modules constructible sur X tel que F soit isomorphe à A ⊗Aα Fα
et d’autre part que si α ∈ I et que Fα et Gα sont deux faisceaux de Aα-modules
constructibles sur X, si on note Fβ = Aβ⊗Aα Fα etGβ = Aβ⊗AαGα pour tout β ≥ α
et F = A⊗Aα Fα et G = A⊗Aα Gα, alors l’application canonique
colim
β≥α
HomAβ(Fβ, Gβ)→ HomA(F, G)
est un isomorphisme. En outre, si α ∈ I et que Fα est un faisceau de Aα-modules
constructible sur X, alors F = A⊗Aα Fα est plat si et seulement si pour β ≥ α assez
grand, Fβ = Aβ ⊗Aα Fα est plat.
L’énoncé dans le cas non respé résulte de la description des faisceaux de B-
modules constructibles (pour tout anneau commutatif B) comme conoyau d’une
flèche BV → BU où U et V sont étales et de présentation finie sur X, et du fait que
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le foncteur H0(V,−) de la catégorie des faisceaux de groupes abéliens sur Xe´t vers
celle des groupes abéliens commute aux limites inductives filtrantes [SGA4 VII 3.3].
Il reste à montrer que si Fα est un faisceau de Aα-modules constructible tel
que, avec les notations ci-dessus, F soit A-plat, alors pour β ≥ α assez grand,
Fβ est Aβ-plat. En utilisant une décomposition de X en réunion de localement
fermés connexes au-dessus desquels Fα soit localement constant trivialisé par un
revêtement étale, on peut supposer que X est connexe et que Fα est localement
constant et trivialisé par un revêtement étale Y → X. Pour vérifier la platitude
de Fβ, il suffit de l’obtenir pour une fibre (Fβ)x ; on est ainsi ramené au lemme
suivant :
LEMME 7.7.12. Soit (Aα)α∈I un système inductif d’anneaux commutatifs indexé par
un ensemble ordonné filtrant I. On en note A la limite inductive. Soit X un schéma
noethérien. Soit α ∈ I, soit Mα un Aα-module de présentation finie. On suppose que
M = A ⊗Aα Mα est A-plat. Alors, il existe β ≥ α tel que Mβ = Aβ ⊗Aα Mα soit
Aα-plat.
Les modules considérés étant de présentation finie, le module M (resp. Mβ)
est plat si et seulement s’il est facteur direct d’un module libre de type fini. On
peut conclure en utilisant convenablement [ÉGA IV 8.5.2].
8. Produits tensoriels de complexes non bornés
8.1. K-platitude.
DÉFINITION 8.1.1. Soit (T ,A ) un topos annelé en anneaux commutatifs. On
noteC(T ,A ) (resp. K(T ,A ),D(T ,A )) la catégorie des complexes deA -Modules
(resp. la catégorie homotopique correspondance, la catégorie dérivée associée).
On dispose d’un bifoncteur⊗A surC(T ,A ) induisant un bifoncteur surK(T ,A ) viii.
SoitK ∈ C(T ,A ). On dit queK estK-plat si le foncteur triangulé K⊗A −: K(T ,A )→
K(T ,A ) préserve les quasi-isomorphismes, autrement dit que pour tout com-
plexe acyclique L deC(T ,A ), le complexeK⊗A L est acyclique (cf. [Spaltenstein, 1988,
definition 5.1]).
La sous-catégorie pleine de C(T ,A ) formée des complexes K-plats est stable
par limites inductives filtrantes, sommes directes et facteurs directs. En outre, la
sous-catégorie pleine de K(T ,A ) correspondante est une sous-catégorie triangu-
lée de K(T ,A ).
PROPOSITION 8.1.2. Soit (T ,A ) un topos annelé en anneaux commutatifs. Soit K
un complexe borné supérieurement formé de A -modules plats (cf. [SGA4 V 1]). Alors, K
est K-plat.
En utilisant les foncteurs de troncature bête et la stabilité par limites induc-
tives filtrantes de la K-platitude, on se ramène au cas où K est borné. Comme la
K-platitude définit une sous-catégorie triangulée de K(T ,A ), on peut procéder
à un dévissage utilisant encore les troncatures bêtes pour se ramener au cas où
Kq = 0 pour q 6= 0. On est alors ramené à montrer que si F est un A -Module plat
et L ∈ C(T ,A ) un complexe acyclique, alors F ⊗A L est acyclique, ce qui résulte
aussitôt de la définition de la platitude.
viiiPlus précisément, si K et L sont deux complexes de A -Modules, on peut définir un bicom-
plexe dont la composante de bidegré (p, q) est Kp ⊗A Lq et alors K ⊗A L est le complexe simple
(défini en termes de sommes) associé à ce bicomplexe. Nous n’imposerons pas ici de convention
de signes au lecteur.
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8.2. Résolutions K-plates.
8.2.1. Définition du produit tensoriel dérivé.
THÉORÈME 8.2.1.1. Soit (T ,A ) un topos annelé en anneaux commutatifs. Il existe
un foncteur ρ : C(T ,A ) → C(T ,A ) et une transformation naturelle ρK → K pour
K ∈ C(T ,A ) telle que :
• pour tout K ∈ C(T ,A ), ρK soit K-plat ;
• pour tout K ∈ C(T ,A ), le morphisme ρK→ K soit un quasi-isomorphisme ;
• le foncteur ρ commute aux limites inductives filtrantes.
Ce théorème sera démontré plus bas. Déduisons-en aussitôt la proposition
triviale suivante, qui constitue notre définition du produit tensoriel sur D(T ,A ) :
PROPOSITION 8.2.1.2. Soit (T ,A ) un topos annelé en anneaux commutatifs. Le
foncteur dérivé total à gauche de ⊗A : C(T ,A ) × C(T ,A ) → C(T ,A ) existe. Plus
précisément, pour tous K et L dans C(T ,A ), on note K
L⊗A L = (ρK) ⊗A (ρL) ∈
C(T ,A ) ; ce bifoncteur
L⊗A commute aux limites inductives filtrantes en chaque ar-
gument et, préservant les quasi-isomorphismes, il induit un bifoncteur du même nom
D(T ,A ) × D(T ,A ) → D(T ,A ) ; la transformation naturelle évidente L⊗A → ⊗A
fait de
L⊗A le foncteur dérivé total à gauche de ⊗A (cf. [Goerss & Jardine, 1999, re-
mark 7.4, Chapter II] pour une définition des foncteurs dérivés totaux en termes d’ex-
tensions de Kan). En outre, si K et L sont deux objets de C(T ,A ) dont l’un au moins
est K-plat, alors le morphisme canonique K
L⊗A L → K ⊗A L est un isomorphisme dans
D(T ,A ).
8.2.2. Modules sur un anneau. On se place ici dans le cas particulier où le topos
T est ponctuel. On peut identifier les faisceaux de A -modules à des A-modules
pour un anneau A. Le lemme suivant démontre le théorème 8.2.1.1 dans ce cas
particulier.
LEMME 8.2.2.1. Pour tout anneau commutatif A, on peut définir un foncteur ρA et
une transformation naturelle ρA → Id de foncteurs de la catégorie C(A) des complexes
de A-modules dans elle-même telle que ρA commute aux limites inductives filtrantes,
préserve les monomorphismes, que pour tout K ∈ C(A), le morphisme de complexes
ρA(K) → K soit un quasi-isomorphisme, que pour tout entier relatif n, ρA(K)n soit
un A-module libre, et que ρA(K) soit la limite inductive filtrante de ses sous-complexes
bornés formés de A-modules libres (en particulier, ρA(K) est K-plat).
On peut définir de telles résolutions K-plates ρA pour tout anneau commutatif A
de sorte que si A → A ′ est un morphisme d’anneaux, on ait un morphisme fonctoriel
ρA(K)→ ρA ′(K) dans C(A) pour K ∈ C(A ′), ce morphisme vérifiant une compatibilité
évidente à la composition des morphismes d’anneaux.
On note G le foncteur adjoint à gauche du foncteur d’oubli oub de la catégorie
des A-modules vers celle des ensembles pointés. On pose F = G ◦ oub. Si M
est un A-module, FM est le quotient du A-module libre de base l’ensemble M
par le sous-module libre de rang 1 engendré par le zéro de M. Le morphisme
d’adjonction FM → M est un épimorphisme. Pour tout A-module M, on note
Z0 le noyau de cet épimorphisme FM → M et on pose (F ′M)0 = FM. Ensuite,
de façon évidente, pour tout entier naturel n ≥ 1, on peut définir par récurrence
un objet (F ′M)n = FZn−1, un morphisme dn : (F ′M)n → (F ′M)n−1 et le noyau
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Zn = Kerdn. Il est évident que l’on définit ainsi un complexe F ′M concentré en
degrés négatifs ou nuls, muni d’une augmentation F ′M → M qui soit un quasi-
isomorphisme. Comme F préserve les monomorphismes, on voit que F ′ préserve
aussi les monomorphismes.
Soit K ∈ C(A). Le foncteur F ′ défini ci-dessus n’est pas additif (à moins que
A = 0), mais il est tel que F ′(0) = 0. Ainsi, si on applique terme à terme le fonc-
teur F ′ aux objets Kn pour tout n ∈ Z, on obtient un complexe double dans la
catégorie des A-modules. On note ρA(K) le complexe simple associé (défini en
termes de sommes). On dispose bien entendu d’un morphisme d’augmentation
ρA(K) → K. Il est évident que ρA commute aux limites inductives filtrantes, pré-
serve les monomorphismes et que pour tout entier n, ρA(K)n soit une A-module
libre. Si K est borné supérieurement, le fait que pour tout n ∈ Z, le morphisme
ρA(K
n) → Kn soit un quasi-isomorphisme implique, par passage au complexe
simple, que ρA(K)→ K est un quasi-isomorphisme. Comme tout complexe de A-
module peut s’écrire comme une limite inductive filtrante de sous-complexes bor-
nés supérieurement, il vient que pour tout K ∈ C(A), le morphisme ρA(K)→ K est
un quasi-isomorphisme. Comme ρA préserve les monomorphismes et commute
aux limites inductives filtrantes, pour montrer que ρA(K) est une limite inductive
filtrante de ses sous-complexes bornés formés de A-modules libres, on peut sup-
poser que K est borné supérieurement : le résultat est alors trivial puisque, dans
ce cas, ρA(K) est un complexe borné supérieurement formé de A-modules libres.
La dernière assertion concernant le changement d’anneau étant évidente, on
peut considérer que le lemme a été démontré.
8.2.3. Préfaisceaux de Modules. On suppose maintenant que T est le topos des
préfaisceaux sur une petite catégorie C . Le faisceau d’anneaux A est un préfais-
ceau d’anneaux commutatifs sur C .
Soit K ∈ C(T ,A ). Pour tout objet U de C , K(U) s’identifie à un objet de
C(A (U)). On applique la construction du lemme 8.2.2.1 à l’anneau A (U). On
pose (ρK)(U) = ρA (U)(K(U)) ∈ C(A (U)). Si V → U est un morphisme dans C , on
définit un A (U)-morphisme (ρK)(U)→ (ρK)(V) de la façon suivante :
ρA (U)(K(U))→ ρA (U)(K(V))→ ρA (V)(K(V))
où le morphisme de gauche est induit par la structure de complexes de pré-
faisceaux de A -modules sur K et la flèche de droite par la compatibilité de la
construction du lemme 8.2.2.1 au changement d’anneau. D’après ce lemme, ces
morphismes de transition définissent une structure de préfaisceau sur ρK. Ainsi,
on a défini un objet ρK ∈ C(T ,A ) et il est muni d’un morphisme fonctoriel
ρK→ K.
Par construction, on peut vérifier les vertus présumées de ρ terme à terme ;
ainsi, ce foncteur ρ permet d’établir le théorème 8.2.1.1 dans le cas où le topos est
un topos de préfaisceaux.
8.2.4. Faisceaux de Modules.
PROPOSITION 8.2.4.1. Soit T le topos des faisceaux sur un site dont la catégorie
sous-jacente est notée C . On note T ′ le topos des préfaisceaux d’ensembles sur C . Soit
A ′ un préfaisceau d’anneaux commutatifs sur C . On note A le faisceau d’anneaux aA ′
sur T associé à A ′. Si K ∈ C(T ′,A ′) est K-plat, alors aK ∈ C(T ,A ) est K-plat.
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LEMME 8.2.4.2. Avec les notations de la proposition 8.2.4.1, si K et L sont des objets
de C(T ′,A ′) tel que aK soit nul dans D(T ,A ), alors a(K
L⊗A ′ L) (où le produit tenso-
riel dérivé au-dessus de A ′ est celui défini plus haut dans le cas des préfaisceaux) est nul
dans D(T ,A ).
La compatibilité du produit tensoriel dérivé sur D(T ′,A ′) avec les limites in-
ductives filtrantes calculées dans C(T ′,A ′) permet de supposer que L est un
complexe borné supérieurement (utiliser les troncatures canoniques). Quitte à
remplacer L par la résolution K-plate ρA ′L sus-définie, on peut ensuite supposer
que L est borné supérieurement et constitué deA ′-Modules plats. En utilisant les
troncatures bêtes sur ce complexe L, on peut supposer de plus que L est borné.
Finalement, en utilisant les triangles distingués dans K(T ′,A ′) donnés par les
troncatures bêtes, on peut finalement supposer que L est formé d’un unique A ′-
Module plat placé en degré 0.
Bref, il faut montrer que si L est un A ′-Module plat et que K ∈ C(T ′,A ′)
est tel que aK soit un complexe acyclique dans C(T ,A ), alors le complexe de
faisceaux a(K⊗A ′L) est acyclique. On a un isomorphisme a(K⊗A ′L) ≃ aK⊗A aL,
donc pour conclure que a(K ⊗A ′ L) est acyclique, il suffit de montrer que le A -
Module aL est plat, ce qui est vrai d’après [SGA4 V 1.7.1].
Montrons la proposition 8.2.4.1. Notons Z la sous-catégorie triangulée de
D(T ′,A ′) formée des complexes qui sont annulés par le foncteur faisceau as-
socié D(T ′,A ′) → D(T ,A ). Le foncteur induit D(T ′,A ′)/Z → D(T ,A ) est
évidemment une équivalence de catégories triangulées. D’après le lemme, le bi-
foncteur
L⊗A ′ sur D(T ′,A ′) passe au quotient par Z pour définit un bifoncteur
sur D(T ,A ). La proposition en résulte aussitôt. En effet, soit K ∈ C(T ′,A ′) K-
plat, soit L ∈ C(T ,A ) tel que L soit nul dans D(T ,A ). On peut identifier L à un
objet L ′ deC(T ′,A ′) et cet objet L ′ appartient à la sous-catégorie trianguléeZ de
D(T ′,A ′). Le lemme montre que K
L⊗A ′ L ′ appartient à Z , autrement dit, K étant
K-plat, que K ⊗A ′ L ′ appartient à Z , c’est-à-dire que le complexe de faisceaux
aK⊗A L est acyclique, ce qui montre que aK ∈ C(T ,A ) est K-plat.
COROLLAIRE 8.2.4.3. Avec les notations de la proposition 8.2.4.1, le foncteur ρA qui
à un complexe K ∈ C(T ,A ) associe aρA ′K ′ où K ′ est le A ′-Module défini par K est un
foncteur de résolution K-plate sur C(T ,A ) vérifiant les conditions du théorème 8.2.1.1.
Ainsi, on dispose d’un bifoncteur
L⊗A sur D(T ,A ) et d’un isomorphisme bifonctoriel
aK
L⊗A aL ≃ a(K
L⊗A ′ L)
dans D(T ,A ) pour tous K et L dans D(T ′,A ′).
Avec l’énoncé de ce corollaire s’achève la démonstration du théorème 8.2.1.1.
8.3. Compléments.
8.3.1. Homomorphismes internes.
DÉFINITION 8.3.1.1. Soit (T ,A ) un topos annelé en anneaux commutatifs.
On note HomA le foncteur adjoint à droite du foncteur produit tensoriel ⊗A sur
C(T ,A ), c’est-à-dire que pour X, Y et Z des objets de C(T ,A ), on a un isomor-
phisme canonique de groupes abéliens :
HomC(T ,A )(X⊗A Y, Z) ≃ HomC(T ,A )(X,HomA (Y, Z)) .
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On rappelle qu’un objet L ∈ C(T ,A ) est K-injectif si pour tout complexe
acyclique K ∈ C(T ,A ), le complexe de groupes abéliens Hom•A (K, L) (com-
plexe simple associé au complexe double (HomA (K−p, Lq))p,q) est acyclique et
qu’il existe des foncteurs de résolution K-injectives ix.
La proposition suivante, indiquée pour mémoire, est essentiellement triviale :
PROPOSITION 8.3.1.2. Soit (T ,A ) un topos annelé en anneaux commutatifs. Le
foncteurHomA surC(T ,A ) admet un foncteur dérivé total à droiteRHomA : D(T ,A )opp×
D(T ,A ) → D(T ,A ), adjoint à droite de L⊗A . En outre, si K et L sont des objets de
C(T ,A ), avec L K-injectif, alors le morphisme canonique
HomA (K, L)→ RHomA (K, L)
est un isomorphisme dans D(T ,A ) ; si on suppose de plus que K est K-plat, alors
HomA (K, L) est K-injectif. Enfin, si K, L et M sont trois objets de D(T ,A ), on a un
isomorphisme fonctoriel dans D(T ,A ) « cher à Cartan » :
RHomA (K
L⊗A L,M) ≃ RHomA (K,RHomA (L,M)) .
8.3.2. Compatibilité aux images inverses.
DÉFINITION 8.3.2.1. Soit u : (T ,A ) → (T ′,A ′) un morphisme de topos an-
nelés en anneaux commutatifs. Le foncteur u⋆ : C(T ,A )→ C(T ′,A ′) admet un
foncteur dérivé total à gauche que l’on note Lu⋆ (construit en appliquant u⋆ à une
résolution K-plate).
PROPOSITION 8.3.2.2. Soit u : (T ,A ) → (T ′,A ′) un morphisme de topos anne-
lés en anneaux commutatifs. Alors, pour tout K ∈ C(T ′,A ′) K-plat, u⋆K ∈ C(T ,A )
est K-plat.
Pour démontrer cette proposition, il est commode d’introduire une nouvelle
définition :
DÉFINITION 8.3.2.3. Soit (T ,A ) un topos annelé en anneaux commutatifs.
Soit K ∈ C(T ,A ). On dit que K est universellement acyclique si pour tout A -
module L, le complexe K⊗A L est acyclique.
LEMME 8.3.2.4. Soit (T ,A ) un topos annelé en anneaux commutatifs. Soit K ∈
C(T ,A ). Les conditions suivantes sont équivalentes :
(i) K est universellement acyclique ;
(i’) pour tout L ∈ C(T ,A ), le complexe K⊗A L est acyclique ;
(ii) K est K-plat et acyclique.
L’équivalence entre (i) et (i’) est facile : supposant (i), on montre d’abord que
la condition énoncée dans (i’) est vérifiée par les complexes L bornés (dévissage),
puis par tous les complexes (passage à la limite inductive utilisant les troncatures
bêtes et canoniques). L’implication (i) =⇒ (ii) est triviale. L’implication (ii) =⇒ (i)
résulte aussitôt de la proposition 8.2.1.2.
De ce lemme, on déduit le suivant :
ixCe résultat est énoncé dans [Spaltenstein, 1988, §4] dans le cadre des espaces topologiques
annelés, mais la démonstration peut être étendue au cas des topos annelés. Le principe de la
démonstration est similaire à celui utilisé par Grothendieck pour montrer l’existence de suffi-
samment d’injectifs dans les catégories de faisceaux dans [Grothendieck, 1957, §I.10] ; dans le
contexte de l’algèbre homotopique, cet argument est connu sous le nom de « raisonnement du pe-
tit objet ». On peut trouver une démonstration pour le cas qui nous intéresse dans [Hovey, 2001].
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LEMME 8.3.2.5. Soit (T ,A ) un topos annelé en anneaux commutatifs. Soit K ∈
C(T ,A ). Si K ′ → K est un quasi-isomorphisme, avec K ′ K-plat, alors K est K-plat si et
seulement si le cône de K ′ → K est universellement acyclique.
LEMME 8.3.2.6. Soit u : (T ,A ) → (T ′,A ′) un morphisme de topos annelés en
anneaux commutatifs. Si on note ρA ′ « le » foncteur de résolution K-plate construit dans
le paragraphe 8.2.4, alors pour tout K ∈ C(T ′,A ′), l’objet u⋆ρA ′K ∈ C(T ,A ) est
K-plat.
Compte tenu du procédé de construction de ρA ′ par extension aux complexes
de faisceaux d’une construction pour les faisceaux par passage au complexe simple,
on peut supposer que K est constitué d’une unique faisceau placé en degré 0. Il
s’agit de montrer que pour tout A ′-Modules F, le complexe (borné supérieure-
ment) u⋆ρA ′F est constitué de A -Modules plats. En revenant à la construction
du lemme 8.2.2.1, on peut observer pour tout n ∈ Z, (ρA ′F)n est un faisceau
de A ′-Modules libres sur un faisceau d’ensembles pointés ; cette propriété étant
évidemment préservée après application de u⋆, on obtient que (u⋆ρA ′F)n est un
A -Module plat.
Les lemmes précédents réduisent la proposition 8.3.2.2 au lemme suivant :
LEMME 8.3.2.7. Soit u : (T ,A ) → (T ′,A ′) un morphisme de topos annelés en
anneaux commutatifs. Si K ∈ C(T ′,A ′) est universellement acyclique, alors u⋆K ∈
C(T ,A ) est universellement acyclique.
On peut démontrer ce lemme en suivant la méthode des limites inductives
locales utilisée dans [SGA4 V 8.2.9] ; en présence d’une famille conservative de
foncteurs fibres, il est possible de faire plus simple.
COROLLAIRE 8.3.2.8. Si u et v sont des morphismes composables de topos annelés
en anneaux commutatifs, alors on a un isomorphisme de foncteurs Lv⋆◦Lu⋆ ∼→ L(u◦v)⋆.
COROLLAIRE 8.3.2.9. Soit u : (T ,A )→ (T ′,A ′) un morphisme de topos annelés
en anneaux commutatifs. Pour tous K et L objets de D(T ′,A ′), on a un isomorphisme
canonique
Lu⋆K
L⊗A Lu⋆L ≃ Lu⋆(K
L⊗A ′ L)
dans D(T ,A ).
9. Complexes inversibles
PROPOSITION 9.1. Soit A un anneau commutatif. Soit X ∈ D(A). Soit Y ∈ D(A).
Soit X
L⊗A Y ≃ A un isomorphisme dans D(A). Alors, il existe une fonction localement
constante k : Spec(A)→ Z, un A-module inversible L et des isomorphismes X ≃ L[k] et
Y ≃ L∨[−k] (le foncteur de décalage [k] étant défini de façon évidente).
Ce résultat apparaît dans [Hartshorne, 1966, lemma 3.3, Chapter V] sous des
hypothèses supplémentaires disant que A est noethérien et que X et Y sont dans
D−c (A). Cette version implique évidemment une autre où on demande à A d’être
noethérien et àX et Y d’être des complexes parfaits. Il est alors facile de supprimer
l’hypothèse noethérienne (cf. [ÉGA IV 8]). Bref, pour achever la démonstration,
il suffit de montrer que dans les conditions de la proposition ci-dessus, le com-
plexe X (et donc Y par symétrie des rôles) est un complexe parfait. On dit d’un
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objet X de D(A) qu’il est de présentation finie si le foncteur HomD(A)(X,−) de
D(A) vers la catégorie des groupes abéliens commute aux sommes directes (in-
finies). On peut montrer que X ∈ D(A) est un complexe parfait si et seulement
s’il est de présentation finie x. De l’isomorphisme X
L⊗A Y ≃ A, on tire un isomor-
phisme de foncteurs RHom(X,−) ≃ Y L⊗A −: D(A) → D(A). Comme le foncteur
Y
L⊗A − commute évidemment aux sommes directes, c’est aussi le cas du fonc-
teur HomD(A)(X,−), ce qui montre que X est de présentation finie : il s’agit d’un
complexe parfait.
PROPOSITION 9.2. Soit (T ,A ) un topos annelé en anneaux commutatifs. Soit X ∈
D(T ,A ). Soit Y ∈ D(T ,A ). Soit X L⊗A Y ≃ A un isomorphisme dans D(T ,A ).
Alors, l’objet final de T est recouvert par des objets U tels que X|U et Y|U puissent être
induits par des complexes parfaits X ′ et Y ′ de D(A (U)) et que l’on ait un isomorphisme
X ′
L⊗A (U) Y ′ ≃ A (U) compatible à l’isomorphisme donné ; la forme des complexes X ′ et
Y ′ est donc connue grâce à la proposition 9.1.
Démontrons la proposition 9.2. On peut supposer que T est le topos des fais-
ceaux sur un site C . Notons T ′ le topos des préfaisceaux sur la catégorie sous-
jacente au site C , elle aussi notée C , et A ′ le préfaisceau d’anneaux sur C défini
par A . On peut identifier X
L⊗A Y au faisceau associé à ρA ′X⊗A ′ ρA ′Y où ρA ′ est
le foncteur de résolution K-plate défini dans le paragraphe 8.2.3. Ainsi, l’isomor-
phisme donné A ∼→ X L⊗A Y peut être représenté localement par un 0-cocycle s
de (ρA ′X ⊗A ′ ρA ′Y)(U) = ρA (U)(X(U)) ⊗A (U) ρA (U)(Y(U)). Soit U un objet de C
sur lequel une telle description est possible. Par construction de ρA (U), il vient
qu’il existe des sous-complexes bornés formés de A (U)-modules libres de type
fini X ′ de ρA (U)(X(U)) et Y ′ de ρA (U)(X(U)) tel que X ′⊗A (U)Y ′ contienne s. Notons
T|U le topos des faisceaux sur T au-dessus de U (un site sous-jacent est donné
par la catégorie C /U). On dispose d’un morphisme de topos annelés évident π
de (T|U,A|U) vers le topos ponctuel muni de l’anneau A (U). Posons X ′′ = π⋆X ′
et Y ′′ = π⋆Y ′ : ce sont des complexes strictement parfaits sur T|U. On dispose
de morphismes évidents X ′′ → X|U et Y ′′ → Y|U dans D(T|U,A|U) et d’après ce
qui précède, on a un morphisme A|U → X ′′ ⊗A|U Y ′′ factorisant l’isomorphisme
A|U ≃ X|U
L⊗A|U Y|U. Bref, A|U ≃ X|U
L⊗A|U Y|U est un facteur direct de X ′′⊗A|U Y ′′. Par
ailleurs, l’isomorphisme A|U
∼→ X|U L⊗A|U Y|U se factorise aussi par X ′′⊗A|U Y|U, donc
A|U est un facteur direct de X ′′ ⊗A|U Y|U ; en tensorisant ce fait avec X|U, on obtient
que X|U est un facteur direct de X ′′. Soit p : X ′′ → X ′′ un projecteur dont l’image
soit isomorphe à X|U. Comme X ′ et Y ′ sont (strictement) parfaits, quitte à rem-
placer U par une famille d’objets le recouvrant, on peut supposer que p provient
d’un projecteur p˜ sur X ′ dans D(A (U)). L’image de p˜ est un complexe parfait X˜
xIl s’agit d’un bon exercice. Toutefois, on peut aussi obtenir ce critère en utilisant des prin-
cipes généraux. L’objetA de D(A) est un générateur de présentation finie (i.e. le foncteur cohomo-
logique HomD(A)(A,−) commute aux sommes directes et est conservatif) ; la sous-catégorie trian-
gulée de D(A) formée des objets de présentation finie est donc l’enveloppe pseudo-abélienne de la
sous-catégorie triangulée engendrée par A, c’est-à-dire la sous-catégorie des complexes parfaits :
combiner [Neeman, 2001, proposition 8.4.1], [Neeman, 2001, lemma 4.4.5] et [Neeman, 2001, re-
mark 4.2.6].
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dans D(A (U)) induisant X|U. De même, on peut supposer que Y|U est induit par
un complexe parfait de A (U)-modules Y˜. Quitte à raffiner le recouvrement de U,
on peut donc supposer que l’isomorphisme A|U
∼→ X|U ⊗A|U Y|U est induit par un
morphisme s˜ : A (U) → X˜ ⊗A (U) Y˜. Notons C un cône de s˜. Le complexe C est
parfait et vérifie π⋆C ≃ 0. Il en résulte que quitte à raffiner le recouvrement de U,
on peut supposer que C est acyclique, c’est-à-dire que s˜ est un isomorphisme.
10. Coefficients universels
10.1. Énoncés pour RHom.
PROPOSITION 10.1.1. Soit Z un schéma noethérien. Soit A un anneau commutatif
noethérien. Soit X ∈ D−c (Ze´t, A). Soit Y ∈ Dbtf(Ze´t, A). On suppose ou bien que A est
un corps ou bien que RHom(X,M
L⊗A Y) est borné indépendamment du A-moduleM.
Alors, pour toutM ∈ D+(A), le morphisme canonique
M
L⊗A RHom(X, Y)→ RHom(X,M L⊗A Y)
est un isomorphisme. En outre, si on est dans le cas où RHom(X,M
L⊗A Y) est borné
indépendamment du A-moduleM, alors RHom(X, Y) ∈ Dbtf(Ze´t, A).
On note uM : M
L⊗A RHom(X, Y) → RHom(X,M L⊗A Y) le morphisme cano-
nique, pour tout M ∈ D+(Ze´t, A). L’hypothèse selon laquelle X ∈ D−c (Ze´t, A) im-
plique que les foncteurs Extq(X,−) commutent aux limites inductives filtrantes
de faisceaux de A-modules sur Z. En particulier, le foncteur RHom(X,−) de la
catégorie D+(Ze´t, A) dans elle-même commute aux sommes directes représen-
tables. On en déduit que uM est un isomorphisme si M est un A-module libre.
Par suite, si M est un complexe borné de A-modules libres, alors uM est un iso-
morphisme ; si A est un corps, on peut conclure que uM est un isomorphisme
pour toutM ∈ D+(Ze´t, A).
On se place dorénavant dans le cas où où RHom(X,M
L⊗A Y) est borné indé-
pendamment duA-moduleM. SoitM ∈ Db(A). Montrons que uM est un isomor-
phisme. Pour tout entier relatif q, il existe un morphisme P →M avec P un com-
plexe borné de A-modules libres tel que si on note C un cône de ce morphisme,
alors C ≤ q (de telles inégalités sont à comprendre relativement à la t-structure
canonique). On considère le carré commutatif :
P
L⊗A RHom(X, Y)

uP
∼
// RHom(X, P
L⊗A Y)

M
L⊗A RHom(X, Y) uM // RHom(X,M
L⊗A Y)
Notons N le plus petit entier naturel tel que RHom(X, V
L⊗A Y) soit ≤ N pour
tout A-module V . Par dévissage, on obtient que les cônes des flèches verticales
du diagramme ci-dessus sont ≤ q+N. Les deux flèches verticales induisent donc
des isomorphismes sur les objets de cohomologie H i pour i ≥ q+n+2. La flèche
du haut étant un isomorphisme, la flèche du bas induit des isomorphismes sur
les H i pour i ≥ q+ n+ 2. Ce fait étant vérifié pour tout q ∈ Z, le morphisme du
bas est bien un isomorphisme.
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On déduit aussitôt de ce qui précède que RHom(X, Y) ∈ Dbtf(Ze´t, A). On sait
par ailleurs que Y ∈ Dbtf(Ze´t, A) et que X ∈ D−(Ze´t, A). Par conséquent, il existe un
entier relatif N tel que si M ∈ D≥c(A) pour un certain entier c, alors la source et
le but de uM sont ≥ c+N. En raisonnant comme ci-dessus, on déduit du fait que
uM soit un isomorphisme pour toutM ∈ Db(A) que ce résultat vaut en fait pour
toutM ∈ D+(A).
PROPOSITION 10.1.2. Soit Z un schéma. Soit A un anneau commutatif. Soit Y ∈
Dbtf(Ze´t, A). SoitM un complexe pseudo-cohérent dans D(A). Soit N ∈ D+(A). Alors, le
morphisme canonique
RHom(M,N)
L⊗A Y → RHom(M,N L⊗A Y)
est un isomorphisme dans D+(Ze´t, A).
Pour toutM ∈ D(A), notons vM le morphisme canonique
RHom(M,N)
L⊗A Y → RHom(M,N L⊗A Y) .
Bien entendu, si M ∈ D(A) est un complexe parfait, vM est un isomorphisme.
Pour tout M ∈ D(A) pseudo-cohérent et tout entier relatif q, il existe un mor-
phisme P →M avec P parfait dont le cône soit≤ q. Pour pouvoir déduire que vM
est un isomorphisme pour tout M ∈ D(A) du cas particulier où M est supposé
parfait, il suffit donc de montrer qu’il existe un entier relatif c tel que pour tout
entier q et toutM ∈ D≤q(A), la source et le but de vM soient ≥ −q + c. Notons a
un entier tel que N ≥ a et b un entier tel que pour tout A-module V , V L⊗A Y ≥ b.
On vérifie aussitôt que c = a + b convient, ce qui achève la démonstration de la
proposition.
PROPOSITION 10.1.3. Soit Z un schéma noethérien. Soit A un anneau commutatif
noethérien. Soit X ∈ D−c (Ze´t, A). Soit Y ∈ Dbtf(Ze´t, A). On suppose ou bien que A est
un corps ou bien que RHom(X,N
L⊗A Y) est borné indépendamment du A-module N.
Soit B une A-algèbre. Alors, pour tout complexe pseudo-cohérentM ∈ D(B) et pour tout
N ∈ D+(B), le morphisme canonique
RHomB(M,N)
L⊗A RHomA(X, Y)→ RHomB(M L⊗A X,N L⊗A Y)
est un isomorphisme dans D(Ze´t, B).
Les hypothèses font que RHomB(M,N) appartient à D+(B). Si A n’est pas un
corps, on peut appliquer le résultat de la proposition 10.1.2 en remplaçant res-
pectivement A, X, M et N par B, M, N et B
L⊗A RHomA(X, Y) (on notera que
RHomA(X, Y) ∈ Dbtf(Ze´t, A) d’après la proposition 10.1.1). On obtient ainsi un iso-
morphisme canonique
RHomB(M,N)
L⊗A RHomA(X, Y) ∼→ RHomB(M,N L⊗A RHomA(X, Y)) .
SiA est un corps, on établit cet isomorphisme par un argument similaire en se ra-
menant au cas oùM est un complexe parfait de B-modules. En appliquant main-
tenant la proposition 10.1.1, on obtient un nouvel isomorphisme :
RHomB(M,N
L⊗A RHomA(X, Y)) ∼→ RHomB(M,RHomA(X,N L⊗A Y)) .
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Enfin, on utilise l’isomorphisme cher à Cartan :
RHomB(M,RHomA(X,N
L⊗A Y)) ≃ RHomB(M
L⊗A X,N
L⊗A Y) .
L’isomorphisme voulu est l’isomorphisme obtenu en composant les différents
isomorphismes canoniques ci-dessus.
10.2. Conséquences pour Rj⋆ et i!.
PROPOSITION 10.2.1. Soit j : U→ X une immersion ouverte entre schémas noethé-
riens. SoitA un anneau commutatif noethérien. Soit Y ∈ Dbtf(Ue´t, A). On suppose ou bien
que A est un corps ou bien que Rj⋆(M
L⊗A Y) est borné indépendamment du A-module
M. Alors, pour toutM ∈ D+(A), le morphisme canonique
M
L⊗A Rj⋆Y → Rj⋆(M L⊗A Y)
est un isomorphisme dans D(Xe´t, A). Si Rj⋆(M
L⊗A Y) est borné indépendamment du
A-moduleM, alors Rj⋆Y appartient à Dbtf(Xe´t, A).
Ceci résulte de la proposition 10.1.1, compte tenu de la formule Rj⋆Y ≃ RHom(j!A, j!Y)
pour tout Y ∈ D(Ue´t, A).
PROPOSITION 10.2.2. Soit i : Z → X une immersion fermée entre schémas noethé-
riens. SoitA un anneau commutatif noethérien. Soit Y ∈ Dbtf(Ze´t, A). On suppose ou bien
que A est un corps ou bien que i!(M
L⊗A Y) est borné indépendamment du A-moduleM.
Alors, pour toutM ∈ D+(A), le morphisme canonique
M
L⊗A i!Y → i!(M L⊗A Y)
est un isomorphisme dans D(Xe´t, A). Si i!(M
L⊗A Y) est borné indépendamment du A-
moduleM, alors i!Y appartient à Dbtf(Ze´t, A).
Cette fois-ci, on utilise la formule i!Y ≃ RHom(i⋆A, i⋆Y).
11. Modules ind-unipotents
11.1. Définitions. Soit G un groupe topologique. Soit A un anneau. On ap-
pellera iciA[G]-module unA[G]-module (à gauche) au sens où on l’entend usuel-
lement en considérant G comme groupe discret. Un A[G]-module discret est un
A[G]-module dans lequel le stabilisateur de tout élément est ouvert. Un A[G]-
module est dit trivial si le groupe G agit trivialement sur lui ; un tel A[G]-module
est discret. On note IG l’idéal d’augmentation deA[G] ; unA[G]-module est trivial
si et seulement s’il est annulé par IG.
La catégorie des A[G]-modules discrets est une catégorie abélienne de Gro-
thendieck ; le foncteur d’inclusion de cette catégorie dans celle desA[G]-modules
est exact, commute aux limites inductives, mais en général pas aux limites projec-
tives. La catégorie des A[G]-modules discrets est stable par sous-quotient (mais
en général pas par extensions) dans celle des A[G]-modules.
DÉFINITION 11.1.1. Un A[G]-module discret est unipotent s’il admet une fil-
tration finie dont les quotients successifs sont des A[G]-modules triviaux. L’ordre
d’unipotence d’un A[G]-module unipotent est la plus petite longueur d’une telle
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filtration ; ainsi, unA[G]-module trivial non nul est unipotent d’ordre 1. UnA[G]-
module discret est ind-unipotent si tous ses sous-A[G]-modules de type fini sont
unipotents.
DÉFINITION 11.1.2. SoitM un A[G]-module discret. On définit par récurrence
une filtration croissante (FilnM)n∈Z de M par des sous A[G]-modules, de façon
à ce que Fil0M = 0 et que pour tout entier n ∈ N, on ait un isomorphisme
canonique Filn+1M/ FilnM ≃ H0(G,M/ FilnM) ⊂M/ FilnM.
La filtration Fil•M est évidemment fonctorielle enM au sens où si f : M→M ′
est un morphisme de A[G]-modules, f(FilnM) ⊂ Filn(M ′) pour tout n ∈ Z.
11.2. Propriétés.
PROPOSITION 11.2.1. Les notions d’unipotence et d’ind-unipotence desA[G]-modules
discrets jouissent des propriétés suivantes :
(i) Le caractère unipotent des A[G]-modules discrets est stable par sous-quotients
et extensions ; l’indice d’unipotence décroît par passage à un sous-quotient et
est sous-additif vis-à-vis des extensions ;
(ii) Le caractère ind-unipotent desA[G]-modules discrets est stable par sous-quotients,
et, si G est profini, par extensions ;
(iii) La catégorie des A[G]-modules discrets unipotents (resp. ind-unipotents) est
abélienne, le foncteur d’inclusion dans celle desA[G]-modules discrets est exact ;
(iv) Un A[G]-module discret M est unipotent si et seulement s’il existe un entier
naturel n tel que FilnM = M ; dans ce cas, l’indice d’unipotence de M est le
plus petit de ces entiers n ;
(v) Le caractère unipotent (resp. ind-unipotent) d’un A[G]-module discret ne dé-
pend pas de l’anneau des coefficientsA et cette notion n’est pas altérée non plus
si on considère G comme groupe discret ;
(vi) Pour tout entier naturel n et toutA[G]-module discret, FilnM est l’annulateur
de InG dansM ;
(vii) Pour tout entier naturel n, un A[G]-module discret est unipotent d’ordre au
plus n si et seulement s’il est annulé par l’idéal InG. UnA[G]-module discretM
est ind-unipotent si et seulement si tout élément deM est annulé par une puis-
sance de IG, c’est-à-dire queM = ∪n∈N FilnM ;
(viii) Un A[G]-module unipotent est ind-unipotent ;
(ix) UnA[G]-module de type fini est unipotent si et seulement s’il est ind-unipotent ;
(x) Une somme directe (resp. une limite inductive) deA[G]-modules ind-unipotents
est un A[G]-module ind-unipotent.
(xi) Les A[G]-modules (discrets) ind-unipotents sont exactement lesA[G]-modules
limites inductives filtrantes de A[G]-modules (discrets) unipotents.
Montrons (i). Si (M, F•M) est unA[G]-module discret filtré, tout sous-objetM ′
(resp. sous-quotientM ′′) deM est naturellementmuni d’une filtration F•M ′ (resp.
F•M
′′) telle que pour tout n ∈ Z, le morphisme induit au niveau des gradués
GrnM ′ → GrnM (resp. GrnM → GrnM ′′) soit injectif (resp. surjectif) ; comme
tout sous-quotient d’unA[G]-module trivial est trivial, il en résulte aussitôt que le
caractère unipotent d’un A[G]-module est stable par sous-quotient et que l’indice
d’unipotence décroît dans cette opération. Il est évident sur la définition que le
caractère unipotent des A[G]-modules discrets est stable par extensions, et que
l’indice est sous-additif vis-à-vis d’elles. (viii) est une conséquence triviale de (i).
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Montrons la propriété (iv). SoitM un A[G]-module discret. Si FilnM = M, la
filtration (FiliM)0≤i≤n est une filtration finie de M de longueur n dont les quo-
tients successifs sont triviaux ; ainsi,M est unipotent d’ordre au plus n. Inverse-
ment, soitM un A[G]-module muni d’une filtration (FiM)i≥0 telle que F0M = 0 et
dont les quotients successifs soient triviaux. Une récurrence évidente sur i ∈ N
montre que l’on a une inclusion FiM ⊂ FiliM, de sorte que si un entier naturel n
est tel que FnM = M, alors FilnM = M.
Dans le cas unipotent, la propriété (v) est une conséquence de la propriété
(iv) : la filtration Fil•M est la même que l’on considère M comme A[G]-module
ou comme Z[G]-module, et que l’on considère G comme un authentique groupe
topologique ou comme un groupe discret. Quand ce ne sera pas pertinent, on
ne précisera donc pas systématiquement dans la suite que les A[G]-modules sont
discrets.
Concernant la propriété (vi), il est facile de montrer par récurrence sur n ∈ N
que FilnM est l’annulateur de InG dansM.
Considérons (vii). On déduit trivialement de (iv) et (vi) qu’un A[G]-module
discret est unipotent d’ordre au plus n si et seulement s’il est annulé par InG. Mon-
trons l’autre partie de (vii). Soit M un A[G]-module discret ind-unipotent. Pour
toutm ∈M, le sous-A[G]-module deM engendré parm est unipotent, d’après ce
qu’on vient de montrer, ce module est annulé par une puissance de IG, en particu-
lier,m est annulé par InG pour un certain entier naturel n. Inversement, supposons
que tout élément de M soit annulé par un puissance de IG. Si on considère un
sous-A[G]-module de type fini N deM, en appliquant l’hypothèse aux éléments
d’un ensemble fini de générateurs de N, on obtient que N est annulé par InG pour
un certain entier naturel n, et donc que N est unipotent. Ceci achève la démons-
tration de (vii). On sait donc qu’un A[G]-module discret M est ind-unipotent si
et seulement siM = ∪n∈N FilnM. Comme la filtration FilnM ne dépend pas de la
topologie de G ni de l’anneau des coefficients A, on peut obtenir (v). La propriété
(ix) est une conséquence immédiate de (vii). La stabilité par sommes directes et
sous-quotients du caractère ind-unipotent en résulte aussi, ce qui établit (x).
SupposonsG profini et montrons la stabilité par extensions desA[G]-modules
discrets ind-unipotents, ce qui achèvera la démonstration de (ii). D’après (v), on
peut supposer que A = Z. On se donne une suite exacte courte 0 → M ′ →
M → M ′′ → 0 de Z[G]-modules discrets avec M ′ et M ′′ ind-unipotents. Soit N
un sous-Z[G]-module de type fini deM. Il s’agit de montrer queN est unipotent.
On peut considérer l’image N ′′ de N dans M ′′, et N ′ le noyau de la projection
N → N ′′. Le Z[G]-module N ′ (resp. N ′′) est un sous-Z[G]-module de M ′ (resp.
M ′′). Par passage à des sous-objets, N ′ et N ′′ sont ind-unipotents. Le groupe G
étant profini et N un Z[G]-module discret, N est un groupe abélien de type fini ;
les groupes abéliens N ′ et N ′′ qui en sont des sous-quotients sont eux aussi de
type fini. D’après (ix), N ′ et N ′′ sont unipotents ; d’après (i), N est unipotent, ce
qui achève la démonstration de (ii).
(iii) résulte aussitôt de (i) et (ii). Enfin, (xi) découle de (vii), (viii) et (x).
REMARQUE 11.2.2. Si H → G est un morphisme de groupes topologiques
et M un A[G]-module unipotent (resp. ind-unipotent), alors, en tant que A[H]-
module,M est unipotent (resp. ind-unipotent).
11.3. Modules ind-unipotents pour un sous-groupe distingué. SoitA un an-
neau. Soit G un groupe topologique. Soit H un sous-groupe distingué (fermé) de
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G. Si M est un A[G]-module discret, on peut se demander si en tant que A[H]-
module,M est unipotent (resp. ind-unipotent).
Dans cette situation, on note Fil•M la filtration de la définition 11.1.2 pour le
groupe H. Le fait que H soit distingué dans G permet d’obtenir aussitôt que cette
filtration Fil•M est constituée de sous-A[G]-modules deM. De cette remarque et
de la proposition 11.2.1 (iv), on tire :
PROPOSITION 11.3.1. SoitM un A[G]-module. Les conditions suivantes sont équi-
valentes :
• en tant que A[H]-module,M est unipotent ;
• il existe une filtration finie deM par des sous-A[G]-modules telle que H agisse
trivialement sur les quotients successifs.
PROPOSITION 11.3.2. SoitM un A[G]-module. Les conditions suivantes sont équi-
valentes :
• en tant que A[H]-module,M est ind-unipotent ;
• tout sous-A[G]-module de type fini deM est unipotent pour H.
Il s’agit de montrer que si un sous-A[H]-module N deM de type fini est uni-
potent, alors le sous-A[G]-module (de type fini) de M engendré par N est uni-
potent. Il suffit en fait d’établir le lemme suivant :
LEMME 11.3.3. SoitM unA[H]-module unipotent. En tant queA[H]-module,A[G]⊗A[H]
M est unipotent.
On peut conclure facilement en observant simplement que le A[H]-module
A[G]⊗A[H] M s’identifie à une somme directe de copies deM.
Maintenant que les définitions d’unipotence et de ind-unipotences pour le
sous-groupe distinguéH sont clarifiées, on peut énoncer la proposition suivante :
PROPOSITION 11.3.4. Les énoncés de la proposition 11.2.1 restent vrais si on rem-
place « unipotent » par « unipotent pour H », « ind-unipotent » par « ind-unipotent pour
H » et IG par IH, et que, comme ci-dessus, on définit la filtration Fil• relativement au
groupe H.
Compte tenu des clarifications faites ci-dessus, c’est trivial.
EXPOSÉ XVIII-A
Cohomological dimension: First results
Luc Illusie
In this chapter we establish Gabber’s bound on cohomological dimension
stated in the introduction (in the comments on the proof of the finiteness theo-
rem).
1. Statement of the main result and applications
THEOREM 1.1 (Gabber). Let X be a strictly local, noetherian scheme of dimen-
sion d > 0, and let ℓ be a prime number invertible on X. Then, for any open subset
U of X, we have
(1.a) cdℓ(U) ≤ 2d− 1.
Recall that, for a scheme S, cdℓ(S) (ℓ-cohomological dimension of S) denotes the
infinimum of the integers n such that for all ℓ-torsion abelian sheaves F on S, and
all i > n, Hi(S, F) = 0.
COROLLARY 1.2. Let X = SpecA be as in 1.1, and assume A is a domain, with
fraction field K. Then
(1.a) cdℓ(K) ≤ 2d− 1.
Indeed, it suffices to show that if F is a finitely generated Fℓ-module over η =
SpecK, then Hi(η, F) = 0 for i > 2d − 1. But η is a filtering projective limit of
affine open subsets Uα of X, F is induced from a locally constant constructible
Fℓ-sheaf Fα0 on Uα0 , and H
i(η, F) = lim−→Hi(Uα, Fα), where Fα = Fα0 |Uα for α ≥ α0
([SGA4 VII 5.7]).
REMARK 1.3. (a) The proof shows that if (1.a) holds for one X, and if X is
integral, then (1.a) holds for X.
(b) If X is an integral noetherian scheme of dimension d, with generic point
SpecK, and ℓ is a prime number invertible on X, then cdℓ(K) ≥ d ([SGA4 X 2.5]).
Gabber can prove that under the assumptions of 1.2 one has cdℓ(K) = d.
COROLLARY 1.4. Let Y be a noetherian scheme of finite dimension, f : X → Y
a morphism of finite type, and ℓ a prime number invertible on Y. Then
cdℓ(Rf∗) <∞,
i. e. there exists an integer N such that for any ℓ-torsion abelian sheaf F on X,
Rqf∗F = 0 for q > N.
Proof of 1.4. We may assume Y affine. Covering X by finitely many open affine
subsets Ui (0 ≤ i ≤ n), and using the alternate Cˇech spectral sequence
Epq1 = ⊕Rq(f|Ui0···ip)∗(F|Ui0···ip)⇒ Rp+qf∗F,
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where Ui0···ip = Ui0 ∩ · · · ∩Uip , we may assume f separated. Repeating the proce-
dure, we may assume X affine. Choose an immersion X→ PnY , and replace PnY by
the closure of the image of X. We get a commutative diagram
X
f

j // X
g
    
  
  
  
Y
with j open and g projective of relative dimension≤ n. By the proper base change
theorem we have cdℓ(Rg∗) ≤ 2n. By the Leray spectral sequence Rpg∗Rqj∗F ⇒
Rp+qf∗F it thus suffices to prove 1.4 for j, in other words, we may assume that f
is an open immersion. Let d be the dimension of Y. Let x be a geometric point
of X, with image y = f(x) in Y, and let U = Y(y) ×Y X be the corresponding open
subset of the strictly local scheme Y(y) (of dimension ≤ d, that we may assume to
be > 0). Then
Rif∗(F)y = H
i(U, F)
(where we still denote by F its inverse image on U). The conclusion follows from
1.1.
REMARK 1.5. (a) Under the assumptions of 1.1, if X is quasi-excellent andU is
affine, then by Gabber’s affine Lefschetz theorem (XV-1.2.4) we have cdℓ(U) ≤ d.
(b) Gabber can show that, under the assumptions of 1.1, one has cdℓ(U) ≥ d
if U is not empty and does not contain the closed point and that for each n such
that d ≤ n ≤ 2d − 1, there exists a pair (X,U) as in 1.1, with U affine, such
that cdℓ(U) = n (by (a), for n > d, X is not quasi-excellent). These results, as
well as the one mentioned in 1.3, are proved in the second part of this chapter,
raffinements et compléments, by Fabrice Orgogozo.
2. Proof of 1.1
LEMMA 2.1. Let X be as in 1.1, and let {x} be the closed point of X. Then (1.a)
holds for U = X− {x}.
Proof. It suffices to show that for any constructible Fℓ-sheaf F on U, Hi(U, F) =
0 for i ≥ 2d. Let X̂ be the completion of X at {x} and set Û := X̂ ×X U = X̂ − {x}.
Let F̂ be the inverse image of F on Û. By Gabber’s formal base change theorem
([Fujiwara, 1995, 6.6.4]), the natural map
Hi(U, F)→ Hi(Û, F̂)
is an isomorphism for all i. Therefore we may assume X complete, and in partic-
ular, excellent. Let (f1, · · · , fd) be a system of parameters of X, and letUi = Xfi , so
that U = ∪1≤i≤dUi. Consider the (alternate) Cˇech spectral sequence
Epq1 = ⊕Hq(Ui0···ip , F)⇒ Hp+q(U, F),
with Ui0···ip = Ui0 ∩ · · · ∩ Uip as above. By definition, Epq1 = 0 for p ≥ d. On the
other hand, asX is excellent, by Gabber’s affine Lefschetz theorem (XV-1.2.4)), we
have Epq1 = 0 for q ≥ d + 1. Therefore Epq1 = 0 for p + q ≥ 2d, hence Hi(U, F) = 0
for i ≥ 2d.
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LEMMA 2.2. Let X be a noetherian scheme of finite dimension, Y a closed sub-
set, ℓ a prime number invertible on X. Then, for any ℓ-torsion sheaf F on X,
HiY(X, F) = 0
for
i > sup
x∈Y(cdℓ(k(x)) + 2dimOX,x).
In particular,
cdℓ(X) ≤ supx∈X(cdℓ(k(x)) + 2dimOX,x).
Proof. For p ≥ 0, letΦp be the set of closed subsets of Y of codimension ≥ p in
X. We have Φp = ∅ for p > codim(Y). Consider the (biregular) coniveau spectral
sequence of the filtration (Φp) cf. [Grothendieck, 1968, 10.1]),
(2.a) Epq1 = H
p+q
Φp/Φp+1
(X, F)⇒ Hp+qY (X, F).
We have
Epq1 = ⊕x∈Y(p)Hp+q{x} (Xx, F|Xx),
where Y(p) denotes the set of points of Y of codimension p inX, andXx = SpecOX,x.
For x ∈ Y(p) (i. e. dimOX,x = p), let x be a geometric point above x. Consider the
diagram
{x}

ix // X(x)

U
joo

{x}
ix // Xx U
joo
,
where U = X − {x}, U = X(x) − {x}. We have
RΓ{x}(Xx, F|Xx) = RΓ({x}, Ri
!
x(F|Xx)).
The stalk of Ri!x(F|Xx) at x is
Ri!x(F|Xx)x = Ri
!
x(F|X(x)),
as (Rj∗(F|U))x = Rj∗(F|U)x. We thus have a spectral sequence
(2.b) Ers2 = H
r(k(x), Rsi!x(F|X(x)))⇒ Hr+s{x} (Xx, F|Xx),
It suffices to show that, in the initial term of (2.a),
(2.c) Hp+q
{x} (Xx, F|Xx) = 0
for p + q > cdℓ(k(x)) + 2p. If p = 0, then Ri!x(F|X(x)) = Fx, and, in (2.b), E
rs
2 = 0
for s > 0, Er02 = 0 for r > cdℓ(k(x)), so (2.c) is true in this case. Assume p > 0. We
have
(2.d) Rsi!xF = H
s−1(U, F|U)
for s ≥ 2, where, as above, U = X(x) − {x}. By 2.1, Hs−1(U, F|U) = 0 for s − 1 ≥ 2p,
hence, by (2.d), Rsi!x(F|X(x)) = 0 and E
rs
2 = 0 for s ≥ 2p + 1. If r + s ≥ cdℓ(k(x)) +
2p + 1 and s ≤ 2p, then r > cdℓ(k(x)), hence Ers2 = 0 as well. Therefore, by (2.b),
(2.c) holds, which finishes the proof.
Proof of 1.1. We prove 1.1 by induction on d. For n ≥ 0 consider the assertion
Gn : For every strictly local, noetherian scheme X of dimension n, all open subsets U
of X and any prime number ℓ invertible on X, we have cdℓ(U) ≤ sup(0, 2n− 1).
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Let d > 0. Assume Gn holds for n < d, and let us prove Gd. Let X be as in
1.1. If (Xi)1≤i≤r are the reduced irreducible components of X and Ui = U ×X Xi,
we have cdℓ(U) ≤ sup(cdℓ(Ui)), hence we may assume X integral. Let x be the
closed point of X, and U = X − {x} the punctured spectrum. Let j : V → U be a
nonempty open subset of U, and F be a constructible Fℓ-sheaf on V . As F = j∗j!F,
by 2.1 it suffices to show that, for any constructible Fℓ-sheaf L onU, the restriction
map
(∗) Hi(U, L)→ Hi(V, j∗L)
is an isomorphism for i ≥ 2d. Let Y = U− V . Consider the exact sequence
HiY(U, L)→ Hi(U, L)→ Hi(V, j∗L)→ Hi+1Y (U, L).
By 2.2, we have HiY(U, L) = 0 for i > supy∈Y(cdℓ(k(y)) + 2dimOX,y). For y ∈ Y,
denote by Z the closed, integral subscheme of X defined by the closure of {y} in
X. As X is integral and V nonempty, Z is a strictly local scheme of dimension
n < d, with generic point y. By 1.3 (a) and Gn (inductive assumption), we have
cdℓ(k(y)) ≤ 2n − 1. We have 2n − 1 + 2dimOX,y ≤ 2d − 1. Hence, for i ≥ 2d,
HiY(U, L) = H
i+1
Y (U, L) = 0, and (*) is an isomorphism, which finishes the proof.
REMARK 2.3. Gabber has an alternate proof of 1.1, based on the theory of
Zariski-Riemann spaces. By 2.2, it suffices to show 1.2. Here is a sketch, pasted
from an e-mail of Gabber to Illusie of 2007, Aug. 15 :
"For Y → X proper birational with special fiber Y0, consider i : Y0 → Y and
j : η→ Y, η the generic point. We have by proper base change a spectral sequence
Hp(Y0, i
∗Rqj∗F)→ Hp+q(η, F)
for F an ℓ-torsion Galois module. We take the direct limit and get a spectral se-
quence involving cohomologies on the étale topos of ZRS0 defined as the limit of
étale topoi of Y0 or viewing ZRS0 as a locally ringed topos and applying a univer-
sal construction in the book of M.Hakim. The limit of the Rqj∗F is Rq(η→ ZRS)∗F.
By a classical result of Abhyankar, also proved in Appendix 2 of the book of
Zariski-Samuel Vol. II, if R is a noetherian local domain of dimension d and V
a valuation ring of Frac(R) dominating R, the sum of the rational rank and the
residue transcendence degree is at most d. For a strictly henselian valuation ring
V with residue characteristic exponent p and value group Γ , the absolute Galois
group of Frac(V) is an extension of the tame part (product for ℓ prime not equal
to p of Hom(Γ,Zℓ(1))) by a p-group, so the ℓ-cohomological dimension is the di-
mension of Γ tensored with the prime field Fℓ, which is at most the dimension of
Γ tensored with the rationals. IfA is an ℓ-torsion sheaf on the étale topos of ZRS0,
let δ(A) be the sup of transcendence degrees of points where the stalk is non-zero.
I claim that Hn(ZRS0, A) vanishes for n > 2δ(A). One reduces it to the finite type
case (passage to the limit [SGA4 VI 8.7.4]) using that the δ of the direct image of
A to Y0 is at most δ(A). In Y0 the transcendence degrees over the closed point of X
are at most d− 1 by the dimension inequality. Summing up, for the limit spectral
sequence the q-th direct image sheaf restricted to the special fiber has δ at most
min(d− 1, d− q), giving vanishing for certain Ep,q2 and the result."
EXPOSÉ XVIII-B
Dimension cohomologique : raffinements et compléments
Fabrice Orgogozo
Le premier objectif de cette seconde partie de l’exposé est de démontrer que
pour tout nombre premier ℓ il existe un ouvert affine d’un schéma nœthérien stric-
tement hensélien régulier de dimension 2 dont la ℓ-dimension cohomologique est
égale à 3. Outre les ingrédients cohomologiques — pureté, morphisme de Gysin
et comparaison à la complétion—, on utilise une construction dont le principe est
dû à Nagata : utilisant des « dilatations formelles » construit un schéma nœthé-
rien strictement hensélien X de dimension 2, de complété X̂ régulier de dimension 2,
et une courbe irréductible C dans X devenant le ℓ-ième multiple d’un diviseur ré-
gulier dans X̂. Cette construction est ensuite étendue au cas, plus délicat, de la
dimension supérieure. À partir de là, on construit aisément des schémas dont
l’existence a été annoncée dans la première partie (XVIII-A-1.5). Pour vérifier
que leur dimension cohomologique est bien celle attendue, on fait appel à une
majoration assez générale établie sans hypothèse d’excellence. Enfin, on termine
par une minoration de la dimension cohomologique d’un ouvert (non nécessaire-
ment affine) du spectre épointé d’un schéma nœthérien intègre strictement local.
1. Préliminaires
1.1. Dilatations formelles. Soient R un anneau, π un élément non diviseur
de 0 et f un élément de la complétion π-adique R̂ de R. Pour tout n ≥ 0, choisis-
sons un fn ∈ R tel que f ≡ fn modulo πn.
DÉFINITION 1.1.1. On note Dilfπ R la sous-R-algèbre de R[π
−1, F], où F est une
indéterminée, colimite des R-algèbres R[ F−fn
πn
].
On notera également F l’image de cette variable dans Dilfπ R.
REMARQUE 1.1.2. Notons que les R-algèbres considérées sont toutes isomorphes
à une algèbre de polynômes en une variable sur R.
1.1.3. On vérifie immédiatement les faits suivants :
((i)) la construction ne dépend pas des choix des fn, et ne dépend de l’élé-
ment π qu’à travers l’idéal qu’il engendre ;
((ii)) les morphismes R → Dilfπ R et Dilfπ R → R̂, F−fnπn 7→ f−fnπn , induisent des
isomorphismes sur la complétion π-adique.
1.2. Platitude et nœthérianité.
1.2.1. Rappelons que si un morphisme A→ B est fidèlement plat, A est nœ-
thérien si B l’est ([ÉGA IV2 2.2.14]). Pour vérifier la platitude, il est parfois com-
mode d’utiliser le critère suivant ([Raynaud & Gruson, 1971, II.1.4.2.1]).
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PROPOSITION 1.2.2. Soient M un R-module, et π ∈ R. On suppose que π n’est
diviseur de zéro ni dans R ni dans M. Alors, M est plat sur R si et seulement si M/π
l’est sur R/π etM[π−1] l’est sur R[π−1].
REMARQUE 1.2.3. Pour démontrer la nœthérianité des anneaux considérés ci-
après, on pourrait également utiliser le critère de Cohen rappelé en XIX-3.2, en
vérifiant notamment que les idéaux de hauteur 1 sont principaux.
1.3. Gonflements.
1.3.1. Soit A un anneau local nœthérien, d’idéal maximal m. Suivant [AC,
IX, appendice, §2], on note A]t[ et on appelle « gonflement (élémentaire) » de A
le localisé de l’anneau de polynômes A[t] en l’idéal premier mA[t]. C’est un an-
neau local nœthérien. (Il est notéA(t), par analogie avec les fractions rationnelles,
dans [Nagata, 1962, p. 17—18] ; voir aussi [Matsumura, 1980b, p. 138].) Plus gé-
néralement, on peut considérer un ensemble arbitraire de variables te∈E et définir
l’anneau A]te, e ∈ E[, localisé de A[te, e ∈ E] en l’idéal premier engendré par m.
Rappelons le fait suivant ([AC, IX, appendice, prop. 2 et corollaire]).
PROPOSITION 1.3.2. L’anneau A]te, e ∈ E[ est local nœthérien de même dimension
que A.
1.3.3. Notons que le cas d’un nombre fini de variables est très élémentaire et
que le cas général résulte du lemme [ÉGA 0III 10.3.1.3], reproduit en XIX-3.1, par
passage à la (co)limite. Pour une autre démonstration, voir également [AC, III.§5,
exercice 7].
1.3.4. Notons que si le corps résiduel de A est κ, celui de A]te, e ∈ E[ est
canoniquement isomorphe à son extension transcendante pure κ(te, e ∈ E). De
plus, on montre que si F est un sous-ensemble de E, le morphisme A]te, e ∈ F[→
A]te, e ∈ E[ est fidèlement plat. (Voir [AC, IX, appendice, prop. 2] pour une dé-
monstration dans le cas F = ∅, auquel on se ramène immédiatement.)
2. Construction de Nagata en dimension 2, application cohomologique
2.1. Dilatation relativement à une série transcendante.
2.1.1. Soit W un anneau de valuation discrète, d’idéal maximal mW = (π),
corps résiduel k, corps des fractions K et de complété Ŵ. On note K̂ le corps des
fractions de Ŵ. Supposons qu’il existe un élément ϕ ∈ Ŵ transcendant sur K.
C’est le cas siW est dénombrable ou, par exemple, lorsqueW = k[[t]] auquel cas
ϕ =
∑
n t
n! convient. Par translation, on peut supposer que ϕ appartient à l’idéal
maximal de Ŵ.
2.1.2. Fixons un entier ℓ ≥ 1 et considérons l’élément f = (y − ϕ)ℓ du com-
plété π-adique Ŵ[y] de W[y]. Notons que ce complété s’injecte dans la complé-
tion totale Ŵ[[y]] et que f appartient au sous-anneau Ŵ[y] de Ŵ[y] et Ŵ[[y]]. En
conséquence, le morphisme canonique DilfπW[y]→ Ŵ[y] se factorise en un mor-
phisme DilfπW[y]→ Ŵ[y].
PROPOSITION 2.1.3. Le morphisme DilfπW[y]→ Ŵ[y] est plat.
Démonstration. Notons pour simplifier D la source de ce morphisme. D’après
le critère de platitude rappelé ci-dessus, il suffit de montrer que le morphisme
D [π−1] → Ŵ[y][π−1] est plat car D → Ŵ[y] induit visiblement un isomorphisme
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modulo π. Or, lorsque l’on inverse π, lesW[y]-algèbres dontD est par définition la
colimite sont toutes isomorphes à un anneau de polynômes K[y, F] où, rappelons-
le, K est le corps des fractionsW[π−1] deW. Par conséquent, il nous faut montrer
que le morphisme K[y, F]→ Ŵ[y][π−1], composé des morphismes{
K[y, F]→ K[y, F′]
F 7→ F′ℓ
{
K[y, F′]→ K̂[y]
F′ 7→ y−ϕ
La platitude du premier est évidente. Pour le second, on se ramène par translation
et changement de base à montrer que le morphisme K[F′]→ K̂, F′ 7→ ϕ, est plat. Il
se factorise en le composé du passage aux fractions K[F′] → K(F′) avec l’injection
K(F′) →֒ K̂ déduite de ϕ. Chacun de ces morphismes est plat. 
REMARQUE 2.1.4. La construction de l’anneau de dilatation DilfπW[y] est ins-
pirée de celle de [Nagata, 1958], qui considère le cas ℓ = 2. (Voir aussi [Nagata, 1962,
appendice, E4.1] et [Heinzer et al., 1997].)
2.2. Le diviseur C = V(F).
2.2.1. On conserve les notations précédentes. Soit A le localisé de l’anneau
de dilatation D en l’idéal premier image inverse de l’idéal (π, y) ⊆ Ŵ[y]. C’est un
anneau nœthérien par fidèle platitude, de corps résiduel k.
LEMME 2.2.2. L’anneau A satisfait les propriétés suivantes :
((i)) il est régulier et la suite (π, F) est régulière ;
((ii)) son quotient A/F est intègre ;
((iii)) l’intersection schématique du fermé V(F) avec le spectre épointé de A est un
schéma régulier.
Démonstration. (i) Il suffit d’établir les deux énoncés pour D . Pour se faire, on
peut compléter π-adiquement (cf. par exemple [AC, X, §4, nº2, cor. 3]). Le com-
plété de D est isomorphe à Ŵ[y] de sorte que la régularité de l’anneau et de
la suite (π, F) — c’est-à-dire l’injectivité de la multiplication par π, et par F mo-
dulo π— sont évidents. (ii) Si on inverse π, l’anneauA devient une localisation de
l’anneau de polynômes K[y, F]. La restriction du diviseur à cet ouvert est intègre.
La multiplication par π dans le quotient A/F étant injective d’après (i), l’intégrité
de A/F résulte de celle de A[π−1]/F. Le quotient est non nul car F ∈ mA. (iii) Sur
l’ouvert complémentaire de V(π), l’élément F est une indéterminée de sorte que
le résultat est clair. D’autre part, l’intersection du complémentaire de V(y) avec
le diviseur est contenu dans le complémentaire de V(π) car l’équation est — dans
le complété π-adique — de la forme (y − ϕ)ℓ, avec ϕ ∈ (π). Ceci suffit pour
conclure. 
2.2.3. Notons le fait suivant, trivial mais crucial : par construction, le divi-
seur V(F) devient V((y − ϕ)ℓ) dans le complété Â de A relativement à son idéal
maximal.
2.3. Hensélisation. Pour simplifier les notations, on suppose dorénavant le
corps k séparablement clos.
2.3.1. Soient Ahs le hensélisé de A en son point fermé, Â le complété de A
(ainsi que de Ahs), et notons X = Spec(Ahs) et X̂ = Spec(Â) leurs spectres respec-
tifs, ainsi que ⋆ et ⋆̂ les points fermés. Comme Spec(A), le schéma X est intègre.
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De plus, le diviseur C d’équation F = 0 dans X est réduit, cette propriété étant
également conservée par hensélisation.
2.3.2. Vérifions que le diviseurC est irréductible. D’après le théorème de com-
paraison de Elkik, le morphisme π0(Ĉ− ⋆̂)→ π0(C−⋆) est une bijection. Or, Ĉ− ⋆̂
est connexe : dans un anneau local régulier B, le spectre Spec(B/gℓ) est irréduc-
tible pour tout g ∈ mB −m2B. Ainsi, l’ouvert C− ⋆ de C est connexe et, finalement,
C est irréductible.
2.4. Application cohomologique. On suppose dorénavant l’entier ℓ inversible
sur X.
2.4.1. Notons pour simplifier G l’élément (y −ϕ)ℓ de Â, de sorte que — par
construction — on a l’égalité F = Gℓ dans Â. Notons U l’ouvert affine X − C
du schéma strictement local X. Soit j l’immersion ouverte de U dans le spectre
épointé X− ⋆ et i l’immersion fermée C− ⋆ →֒ X − ⋆.
2.4.2. Le triangle
i∗i
! → Id→ Rj∗j∗
sur X − ⋆ induit la suite exacte
H3C−⋆(X−⋆,Z/ℓ)→ H3(X−⋆,Z/ℓ)→ H3(U,Z/ℓ)→ H4C−⋆(X−⋆,Z/ℓ) = H2(C−⋆, i!Z/ℓ[2]).
Par pureté (XVI-3.1.1), le faisceau de cohomologie locale i!Z/ℓ est constant concen-
tré en degré 2. Or le groupe de cohomologie H2(C − ⋆,Z/ℓ) est nul : la cohomo-
logie du corps des fractions d’un anneau B strictement local intègre de dimen-
sion 1 est nul en degré ≥ 2. (On se ramène au cas bien connu d’un anneau de
valuation discrète en observant que le normalisé de B dans son corps des frac-
tions est un anneau nœthérien, de Dedekind, et strictement local car colimite
locale d’anneaux strictement locaux.) Il en résulte que la flèche de restriction
H3(X − ⋆,Z/ℓ) → H3(U,Z/ℓ) est surjective ; nous allons voir que c’est un iso-
morphisme.
2.4.3. Comme rappelé ci-dessus, le morphisme H3C−⋆(X − ⋆,Z/ℓ) → H3(X −
⋆,Z/ℓ) s’identifie, par pureté, au morphisme de Gysin Gys(f) : H1(C − ⋆,Z/ℓ)→
H3(X− ⋆,Z/ℓ). Il résulte de la commutativité du diagramme
H1(C− ⋆,Z/ℓ) H3(X − ⋆,Z/ℓ)
H1(Ĉ− ⋆,Z/ℓ) H3(X̂ − ⋆,Z/ℓ),
Gys(F)
Gys(F) = Gys(Gℓ)
de l’égalité Gys(F) = ℓ · Gys(G) et enfin du fait que les flèches verticales sont
des isomorphismes (comparaison à la complétion, [Fujiwara, 1995, 6.6.4]) que le
morphisme Gys(F) est nul. (La commutativité du diagramme résulte par exemple
de la définition XVI-2.3.1 et de XVI-2.2.3.1.) Ainsi, le morphisme de restriction
induit un isomorphisme
H3(X− ⋆,Z/ℓ) ∼→ H3(U,Z/ℓ).
Or le terme de gauche est non nul, à nouveau par pureté. Le schéma affine U est
donc de dimension cohomologique > 2. CQFD.
3. Séries formelles de Gabber, application cohomologique
On étend la construction précédente en dimension arbitraire ≥ 2.
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3.1. Une série formelle et sa décomposition.
3.1.1. Soit A un anneau commutatif. Rappelons que l’application A-linéaire
n∑
i=1
A[xj 6=i][[xi]]→ A[[x1, . . . , xn]]
somme des injections canoniques est surjective : si G ∈ A[[x1, . . . , xn]], on peut par
exemple regrouper pour chaque i ∈ [1, n] les termes axβ11 · · ·xβnn ∈ A[[x1, . . . , xn]]
deG pour lesquelsβi = maxj∈[1,n] βj etβ1, . . . , βi−1 < βi. (Cette dernière condition
n’est là que pour définir i de façon non ambiguë ; tout autre choix conviendrait.)
La somme gi de ces termes appartient à A[xj 6=i][[xi]], et G = g1 + · · ·+ gn.
3.1.2. On fixe maintenant deux entiers non nuls n et ℓ et on considère
S =
(
y +
n∑
i=1
∞∑
α=1
tiαx
α
i
)ℓ ∈ Z[y, ti∈[1,n],α≥1][[x1, . . . , xn]].
Il résulte de l’observation précédente que l’on peut écrire cette série sous la forme
yℓ + f1 + · · ·+ fn
où chaque fi est une série formelle en xi, à coefficients polynomiaux en les autres
variables.
3.1.3. Afin que la proposition de platitude ci-dessous soit vraie, on procède
de façon légèrement différente pour définir les séries formelles fi ∈ Z[y, tjα, xk 6=i][[xi]]
telles que S− yℓ =
∑n
i=1 fi. Écrivons
S = yℓ +
∞∑
α=1
(
n∑
i=1
tiαx
α
i )
ℓ +
(
élément de degré < ℓ en les tjβ
)
.
Soient i ∈ [1, n] et α ≥ 1 des indices. On considère les termes axβ11 · · ·xβnn de
(
∑n
i=1 tiαx
α
i )
ℓ pour lesquels i est le plus grand indice tel que βi 6= 0, c’est-à-
dire les termes de (
∑n
i=1 tiαx
α
i )
ℓ qui sont dans Z[t1α, . . . , tnα, x1, . . . , xi] mais pas
dans Z[t1α, . . . , tnα, x1, . . . , xi−1]. À i fixé, la somme sur α de ces termes est un élé-
ment fi,=ℓ de Z[tjβ, xk 6=i][[xi]]. Par construction, on a l’égalité
∑
∞
α=1(
∑n
i=1 tiαx
α
i )
ℓ =∑n
i=1 fi,=ℓ. Enfin, on décompose le terme restant, S−y
ℓ−
∑n
i=1 fi,=ℓ, en une somme∑n
i=1 fi,<ℓ où chaque fi,<ℓ appartient à Z[y, tjβ, xk 6=i][[xi]], en procédant par exemple
comme en 3.1.1. On pose alors fi = fi,=ℓ + fi,<ℓ ; chacun de ces éléments est
de degré total en les tjβ inférieur ou égal à ℓ, et appartient donc également à
Z[y, tj,β 6=α][[x1, . . . , xn]][t1α, . . . , tnα] pour chaque α ≥ 1.
PROPOSITION 3.1.4. Fixons α ≥ 1. Notons Ti = tiα pour chaque i ∈ [1, n] et Rα
l’anneau Z[y, tj,β 6=α][[x1, . . . , xn]]. Le morphisme
Rα[F1, . . . , Fn]→ Rα[T1, . . . , Tn]
Fi 7→ fi
est libre, donc plat, au-dessus de l’ouvert x1 · · ·xn 6= 0 de Spec(R).
Démonstration. Par construction, chaque fi est une somme fi,=ℓ + fi,<ℓ, où fi,=ℓ
(resp. fi,<ℓ) est un polynôme dans Rα[T1, . . . , Tn] de degré total égal (resp. stricte-
ment inférieur) à ℓ. De plus, fi,=ℓ est, comme polynôme en Ti, de la forme xαℓi T
ℓ
i +∑
m<ℓ cmT
m
i où les cm appartiennent àRα[Tj<i]. Munissons lesmonômes de Rα[T1, . . . , Tn]
de l’ordre lexicographique gradué suivant : Td11 · · ·Tdnn  Td
′
1
1 · · · Td
′
n
d si et seule-
ment si
∑
di <
∑
d′i ou
∑
di =
∑
d′i et di < d
′
i pour le plus grand i tel que
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di 6= d ′i. Il est clair que le terme de tête in(g) pour cet ordre d’un polynôme
g = fq11 · · · fqnn en les fi est Tq1ℓ1 · · · Tqnℓn , à multiplication près par un monôme en
les xi. Il en résulte immédiatement qu’en inversant les xi, l’anneau Rα[T1, . . . , Tn]
est libre sur Rα[F1, . . . , Fn] de base les monômes T
r1
1 · · · T rdd , avec 0 ≤ ri < ℓ. 
3.1.5. Soit A un anneau local nœthérien régulier de dimension n dont on
note x1, . . . , xn un système régulier de paramètres. On pourra penser par exemple
au localisé k[x1, . . . , xn](x1,...,xn) d’un anneau de polynômes sur un corps. On consi-
dère le gonflement A]t[ défini en 1.3, où t est l’ensemble des variables {tiα : i ∈
[1, . . . , n], α ∈ N≥1}.
3.2. Construction d’un anneau local régulier pathologique. Soit i ∈ [1, . . . , n].
Notons encore fi l’image de la série formelle à coefficients entiers considérée en
3.1.3dans le complété xi-adique deA]t[ [y], etDi l’anneau de dilatationDilfixi A]t[ [y].
Le produit tensoriel P de ces A]t[ [y]-algèbres s’envoie naturellement dans le
complété Â]t[ [[y]], où la première complétion est faite relativement à l’idéal maxi-
mal (x1, . . . , xn) de A]t[. On note D le localisé de P en l’image de l’idéal maximal
(x1, . . . , xn, y) de Spec(Â]t[ [[y]]).
PROPOSITION 3.2.1. Le morphisme D → Â]t[ [[y]] est fidèlement plat.
Il en résulte que l’anneau D est local nœthérien, régulier.
REMARQUE 3.2.2. Notons qu’il est clair que D est « quasi-régulier ». En effet,
le gradué de P relativement à l’idéal (x1, . . . , xn, y) est une algèbre symétrique :
pour chaque entier r, le morphisme A]t[ [y] → P induit un isomorphisme mo-
dulo (x1, . . . , xn)r.
Démonstration. Il suffit de montrer que le morphisme P → Â]t[ [[y]] est plat.
D’après le critère de platitude rappelé précédemment (1.2.2), il suffit de mon-
trer la platitude sur l’ouvert x1 · · ·xn 6= 0. En effet, le cas où seuls certains xi
sont nuls se ramène à ce cas particulier : en tensorisant par A]t[ [y]/xi le mor-
phisme P → Â]t[ [[y]], on obtient une flèche du même type définie par l’an-
neau A/xi de dimension n − 1 et des séries qui coïncident avec l’évaluation
en xi = 0 des f1, . . . , f̂i, . . . , fn. Pour chaque i, Di[x−1i ] est une algèbre de poly-
nômes A]t[ [y, Fi][x−1i ] de sorte que le morphisme dont on souhaite montrer la
platitude est
A]t[ [y, F1, . . . , Fn] [
1
x1 · · ·xn ]→ Â]t[ [[y]] [ 1x1 · · ·xn ],
Fi 7→ fi.
Il suffit de montrer que pour chaque sous-ensemble fini T des variables t, le
morphisme
A]t ∈ T [ [y, F1, . . . , Fn] [ 1
x1 · · ·xn ]→ ̂A]t ∈ T [ [[y]] [ 1x1 · · ·xn ]
est plat. Quitte à agrandir un tel ensemble T , on se ramène au cas où T est cofini,
de complémentaire des variables t1α, . . . , tnα pour un indice α ≥ 1 quelconque.
Posant alors Rα = A]ti,β 6=α[ et R′ = A]t[, il suffit de montrer que le morphisme
Rα[y, F1, . . . , Fn] → R′[[y]] est plat au-dessus de l’ouvert x1 · · ·xn 6= 0. Un dernier
dévissage nous ramène à montrer la platitude du morphisme Rα[y, F1, . . . , Fn] →
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Rα[y, t1α, . . . , tnα], au-dessus du même ouvert. Ce dernier point résulte de la pro-
position 3.1.4. 
PROPOSITION 3.2.3. Le diviseurC = V(yℓ+F1+ · · ·+Fn) de Spec(D) est régulier
hors du point fermé.
Dans cet énoncé, on note abusivement Fi l’image dans D de l’élément de Di
correspondant à fi (cf. 1.1).
Démonstration. Il suffit de montrer que pour chaque sous-ensemble strict E
de [1, n], l’intersection schématique de C avec le sous-schéma XE = {xi = 0, i ∈
E ; xi 6= 0, i /∈ E} de Spec(D) est un diviseur régulier de XE. Si E = ∅, cela ré-
sulte du fait que le schéma X∅ est le localisé d’une algèbre de polynômes en les
y, F1, . . . , Fn. Le cas général se ramène aisément à ce cas particulier. (Remarquons
que si xi = 0, il en est de même de Fi.) 
PROPOSITION 3.2.4. L’image inverse de C dans un localisé strict de Spec(D) est
irréductible.
Démonstration. Même argument qu’en dimension 2. 
COROLLAIRE 3.2.5. Pour tout entier d ≥ 1, il existe schéma nœthérien strictement
local régulier X de dimension d et un ouvert affine U = D(f) de ℓ-dimension cohomolo-
gique 2d− 1.
Démonstration. La même démonstration qu’en dimension 2 nous permet de
minorer la dimension cohomologique par 2d − 1. D’après XVIII-A-1.a, c’est une
égalité. 
4. Dimension cohomologique : majoration d’une « fibre de Milnor
générique »
4.1. Énoncé.
THÉORÈME 4.1.1. Soit R → R′ un morphisme local essentiellement de type fini
d’anneaux nœthériens strictement locaux intègres. Notons K le corps des fractions de R.
Alors, pour tout nombre premier ℓ inversible sur R, on a la majoration
cdℓ(R′ ⊗R K) ≤ dim(R′),
où le terme de gauche désigne la ℓ-dimension cohomologique étale du spectre de l’an-
neau R′ ⊗R K et le terme de droite désigne la dimension de Krull de R′.
4.1.2. Dans cet énoncé, l’hypothèse de finitude sur f signifie que ce mor-
phisme est localement de la forme Spec(B) → Spec(A), avec B une colimite de
A-algèbres de type fini à morphismes de transition étales.
COROLLAIRE 4.1.3. Soit R un anneau strictement local nœthérien intègre de corps
des fractions K et soit ℓ un nombre premier inversible sur R. Alors, on a la majoration
cdℓ(K) ≤ dim(R).
REMARQUE 4.1.4. Réciproquement, on peut montrer que si, sous les hypo-
thèses du corollaire, U est un ouvert non vide strict de Spec(R), alors cdℓ(U) ≥
dim(R) et que, lorsque R′⊗RK 6= 0, la majoration du théorème est une égalité. Une
façon de procéder, due à O. Gabber (non publié), est d’utiliser une variante de la
méthode (également due à O. Gabber) exposée dans [Gabber & Orgogozo, 2008,
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§6.1] et reposant sur une « astuce quadratique ». Pour une autre méthode, voir §6,
infra. Rappelons que la minoration « limite » cdℓ(K) ≥ dim(R) est élémentaire : on
procède par spécialisations successives en codimension 1 (voir [SGA4 X 2.4]).
4.2. Démonstration.
4.2.1. On procède par récurrence sur d′ = dim(R′) et l’on se ramène au cas
excellent.
4.2.2. Notons X = Spec(R), Y = Spec(R′) et respectivement X⋆ et Y⋆ les
spectres épointés. Considérons l’ouvert Y⋆ = Y ×X X⋆ de Y⋆, V = Spec(R′ ⊗R K) la
fibre générique de Y → X et enfin j le morphisme V →֒ Y⋆. Il résulte de l’hy-
pothèse de récurrence que pour chaque faisceau F de Z/ℓ-modules sur V , le
complexe ΦF = Rj∗F appartient à D≤cod(Y⋆), où cod est la fonction de perver-
sité y 7→ dimOY,y. (Ceci est encore vrai avec y 7→ d′ − dim {y}.) On veut montrer
que Hr(V,F ) = Hr(Y⋆, ΦF ) est nul pour r > d′. Fixons un tel r et une classe
c ∈ Hr(Y⋆, ΦF ).
4.2.3. On suppose d ≥ 2, et on choisit un système de paramètres x1, . . . , xd
pour l’anneau strictement local R. Soit Z = Y}t1, . . . , td−1{ le « gonflement étale »,
hensélisé strict de Ad−1Y = Y[t1, . . . , td−1] en un point générique géométrique de la
fibre spéciale sur Y. L’« hyperplan » H = V(t1x1 + · · · + td−1xd−1 + xd) de Z est
de codimension 1, essentiellement lisse au-dessus de Y⋆. Considérons le triangle
distingué
RΓH⋆(Z⋆, ΦF )→ RΓ(Z⋆, ΦF )→ RΓ(Z⋆ −H⋆, ΦF )→,
où l’on note Z⋆ le produit fibré Z ×Y Y⋆ et, abusivement, ΦF ses diverses images
inverses. Soit i l’immersion fermée H⋆ →֒ Z⋆, où H⋆ = H ×Z Z⋆. Le morphisme
Z/ℓ → i!Z/ℓ(1)[2] de complexes sur H⋆ est un isomorphisme par pureté relative.
On montre par dévissage qu’il en est de même de la flècheΦF |H⋆ → i!ΦF |Z⋆(1)[2]
obtenue par tensorisation à partir de la précédente. On utilise ici le fait que la
restriction de ΦF à Z⋆ provient de la base Y⋆. On en tire le morceau de suite
exacte :
Hr−2(H⋆, ΦF )(−1)→ Hr(Z⋆, ΦF )→ Hr(Z⋆ −H⋆, ΦF ).
Notons que Z⋆ − H⋆ = Z − H car H contient la fibre spéciale de Z → X. Soient Ŷ
le complété (mR′-adique) de Y et Z˜ un hensélisé strict du produit fibré Z ×Y Ŷ.
Notons que le morphisme Z˜ → Z est un morphisme local entre schémas stric-
tement locaux induisant un isomorphisme sur la complétion le long de la fibre
spéciale sur Y. Il résulte donc du théorème de comparaison de Fujiwara-Gabber
([Fujiwara, 1995, 6.6.4]) que le morphisme Hr(Z⋆, ΦF ) → Hr(Z˜⋆, ΦF ) est un iso-
morphisme pour chaque r. Il en est de même deHr−2(H⋆, ΦF )→ Hr−2(H˜⋆, ΦF ), où
H˜⋆ = H⋆ ×Z⋆ Z˜⋆. Le schéma Z˜⋆ − H˜⋆ est un ouvert affine, qui coïncide avec Z˜− H˜,
d’un schéma strictement local essentiellement de type fini sur le schéma local nœ-
thérien complet Ŷ. Comme l’appartenance de ΦF à D≤cod est préservée par com-
plétion, il résulte du théorème de Lefschetz affine (XV-1.2.2), dans le cas excellent,
que le groupe de cohomologieHr(Z˜⋆−H˜⋆, ΦF ) est nul pour chaque r > dim(Z) =
dim(Y) = d′. En conséquence, le morphisme Hr(Z˜⋆, Φ)→ Hr(Z˜⋆ − H˜⋆, Φ) est nul
pour les mêmes r. De ce fait, des théorèmes de comparaisons susmentionnés et de
la compatibilité du morphisme de Gysin à la complétion, il résulte formellement
que toute classe c ∈ Hr(Z⋆, ΦF ) provient d’une classe dans Hr−2(H⋆, ΦF )(−1) et
est donc tuée par restriction à Z⋆ −H⋆.
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4.2.4. Il existe donc un voisinage étale e : W → Ad−1Y dont l’image rencontre
la fibre spéciale sur Y tel que la classe c ∈ Hr(Y⋆, ΦF ) soit tuée par restriction
à W − HW . Notons k′ le corps résiduel de Y, et k celui de X. L’ensemble kd−1 est
dense dansAd−1k′ , car k est infini. Il en résulte qu’il existe une section σ : Y → Ad−1Y ,
correspondant à des spécialisations des ti à valeurs dans R, telle que Wσ ait une
fibre spéciale sur Y non vide. Le schéma Y étant strictement local, on relève cette
section en Y → Wσ → W. La classe de cohomologie c est donc nulle sur Y − HY ,
où HY est maintenant une hypersurface d’équation xd + t1x1 + · · · + td−1xd−1 à
coefficients ti dans R. Cet ouvert affine Y − HY contient la fibre générique V =
Y ⊗R K car l’élément xd + t1x1 + · · · + td−1xd−1 ∈ R est non nul, les xi constituant
un système de paramètres de R. Finalement la restriction de c ∈ Hr(Y⋆, ΦF ) à
Hr(V,ΦF) = H
r(V,F ), qui est la classe dont on est parti, est nulle. CQFD.
5. Majoration : amélioration
5.1. Énoncé.
5.1.1. Soit f : Y → X un morphisme entre espaces topologiques sobres non
vides. On note
dim.cat(f) = sup {n ∈ N : ∃y0  y1  · · · yn, f(y0) 6= f(y1) 6= · · · 6= f(yn)} ∈ N∪{∞}
la dimension caténaire de f, où chaque yi  yi+1 est une spécialisation.
5.1.2. Par construction, dim.cat(f : Y → X) est majorée par les dimensions
de X et de Y avec égalité par exemple lorsque f est l’identité. Plus généralement,
lorsque f est un morphisme générisant ([ÉGA I′ 3.9.1]) — comme c’est le cas d’un
morphisme plat de schémas— la dimension caténaire coïncide avec la dimension
de l’image.
REMARQUE 5.1.3. Si f est un morphisme dominant essentiellement de type
fini (au sens du 4.1.2) entre schémas nœthériens intègres, on peut montrer que la
dimension caténaire de f est la dimension de l’image d’une platification de f.
THÉORÈME 5.1.4. Soit f : Y → X un morphisme essentiellement de type fini entre
schémas nœthériens strictement locaux et soit V un ouvert affine de Y. Alors, pour tout
nombre premier ℓ inversible sur X, on a la majoration
cdℓ(V) ≤ dim(Y) +max
(
0,dim.cat(f) − 1
)
.
En particulier, si dim(X) ≥ 1, cdℓ(V) ≤ dim(Y) + dim(X) − 1.
COROLLAIRE 5.1.5. Soit f : Y → X un morphisme essentiellement de type fini entre
schémas nœthériens strictement locaux, où dim(X) ≥ 1, et soit V un ouvert affine de Y.
Alors, pour tout nombre premier ℓ inversible sur X, on a la majoration
cdℓ(V) ≤ dim(Y) + dim(X) − 1.
COROLLAIRE 5.1.6. Soit d ≥ 1 un entier et soit n un entier dans l’intervalle fermé
[d, 2d − 1]. Il existe un schéma nœthérien strictement local X, régulier de dimension d,
et un ouvert affine U de ce schéma tel pour tout nombre premier ℓ inversible sur X on ait
l’égalité
cdℓ(U) = n.
Démonstration. Il suffit de montrer que pour tout entier d ≥ 1, et tout en-
tier r ≥ 0, il existe un schéma nœthérien strictement local régulier Y de di-
mension d + r et un ouvert affine V de Y de ℓ-dimension cohomologique égale
344 XVIII-B. DIMENSION COHOMOLOGIQUE : RAFFINEMENTS ET COMPLÉMENTS
à 2d + r − 1. Soient X et f comme en 3.2.5 : l’ouvert affine U = X[f−1] est de di-
mension d, ℓ-dimension cohomologique δ = 2d − 1. Plus précisément, il résulte
de la démonstration qu’il existe une classe non nulle dans Hδ(U,Z/ℓ). Consi-
dérons maintenant Y = X[T ](0) un hensélisé stricte de la droite affine sur X en
l’origine de la fibre spéciale, g = fT ∈ Γ(Y,OY) et V l’ouvert affine Y[g−1]. On
a dim(Y) = d + 1. Par pureté cohomologique, on vérifie immédiatement que le
groupe de cohomologie Hd+1(V,Z/ℓ) est également non nul. Par récurrence, on
obtient une paire (Y, V) comme ci-dessus telle que cdℓ(V) ≥ 2d + r − 1. D’après
le corollaire précédent, on a également la majoration cdℓ(V) ≤ 2d + r − 1, d’où
l’égalité. 
5.2. Démonstration.
5.2.1. On procède par récurrence sur la dimension caténaire de f.
5.2.2. dim.cat(f) = 0. Cette égalité se produit si et seulement si Y est contenu
dans la fibre spéciale. Le théorème est donc connu dans ce cas : on est sur un
corps donc dans une situation excellente.
5.2.3. dim.cat(f) = 1. On peut supposer les schémas X et Y réduits. Quitte à
procéder par récurrence sur la dimension de Y, on peut également supposer Y
irréductible : si Y est la réunion de deux fermés stricts Y1 et Y2, considérer par
exemple le morphisme π : Y1∐Y2 → Y et la suite exacte 0→ F → π∗F → i∗H →
0, où i est l’immersion fermée Y1∩Y2 →֒ Y etH un faisceau sur cette intersection.
Quitte à remplacerX par l’adhérence de l’image de f, on peut également supposer
la base intègre et f dominant. Soit η (resp. s) le point générique (resp. fermé) de X
et η′ (resp. s′) le point générique (resp. fermé) de Y. Comme tout point y de Y
s’insère dans une suite de spécialisations η′  y  s′, d’image η  f(y)  s,
il résulte de l’hypothèse dim.cat(f) = 1 que f(y) = η ou f(y) = s. Soient X̂ le
complété de X et Y˜ un hensélisé strict du produit fibré Y ×X X̂. C’est un schéma
strictement local de dimension dim(Y) et excellent car essentiellement de type fini
sur le schéma local nœthérien complet — donc excellent — X̂. On note V˜ l’ouvert
V ×Y Y˜. Il résulte de [SGA4 12 [FINITUDE] 1.9] qu’au-dessus de η, et donc au-
dessus de X − {s}, la formation des images directes par j : V →֒ Y commute au
changement de base Y˜ → Y. En d’autres termes, si V ′ = V ∪ (Y − Ys) et j′ désigne
l’immersion intermédiaire V →֒ V ′, la formation de Rj′∗ commute à Y˜ → Y. Il en
est demême pour j′′ : V ′ → Y d’après le théorème de comparaison à la complétion
de Fujiwara-Gabber ([Fujiwara, 1995, 6.6.4]). On utilise ici le fait que si F est un
fermé de Y inclus dans la fibre spéciale alors les complétés de Y le long de F
et celui de l’hensélisé de Y˜ (en le point correspondant au point fermé de Y) sont
naturellement isomorphes. Finalement, le foncteurRΓ(V) = RΓ(Y)◦Rj∗ s’identifie
au foncteur RΓ(Y˜)◦R˜j∗ = RΓ(V˜), appliqué à l’image inverse. Ainsi on a l’inégalité
cdℓ(V) ≤ cdℓ(V˜). Le schéma Y˜ est quasi-excellent, le terme de droite est donc
justiciable du théorème de Lefschetz affine. L’inégalité cdℓ(V) ≤ dim(Y) résulte
alors de l’égalité dim(Y) = dim(Y′).
REMARQUE 5.2.4. Lorsque dim(R) = 1, on a vu en XIII-2.3 que le théorème
peut également se démontrer par normalisation.
5.2.5. dim.cat(f) > 1. Notons à nouveau j l’immersion ouverte V →֒ Y. Par
restriction à la fibre générique, on a un isomorphisme RΓ(Vη,F ) = RΓ(Yη, (Rj∗F )|Yη).
Si y est un point géométrique de Y localisé en Yη, la fibre (Rqj∗F )y est nulle dès
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lors que q > dim(OYη,y). Cela résulte par passage à la limite du théorème d’Artin
pour les schémas affines de type fini sur un corps et du fait trivial que Y(y) → Y
se factorise à travers Yη. Soient q ≥ 0 un entier, G un sous-faisceau constructible
de (Rqj∗F )|Yη et S l’adhérence dans Y de son support. D’après ce qui précède, on
a la majoration codim(Sη, Yη) ≥ q. Il en résulte que codim(S, Y) ≥ q, et ce sans
hypothèse de caténarité sur les schémas. De la suite spectrale de composition des
foncteurs et du théorème 4.1.1, on déduit que le groupe de cohomologieHn(Yη,G )
est nul lorsque n > dim(Y).
Considérons la flèche d’adjonctionF → k∗k∗F , où k est l’immersion Vη →֒ V ,
et K son noyau. Par construction, la restriction de K à Vη est nulle. La di-
mension de l’adhérence du support de K est donc au plus dim(Y) − 1. Il ré-
sulte donc de l’hypothèse de récurrence que le résultat d’annulation désiré est
connu pour K . Procédant de même pour le conoyau de l’adjonction précédente,
on se ramène à démontrer l’annulation du groupe Hp(V, R0k∗k∗F ) pour p ≥
dim(Y)+dim.cat(f)(> dim(Y)). Compte tenu du résultat d’annulation précédem-
ment établi pour RΓ(Vη,F ) = RΓ(V, Rk∗k∗F ) et de la suite spectrale de Leray
Ep,q2 = H
p(V, Rqk∗k
∗F ) ⇒ Hp+q(Vη,F ), il suffit de montrer que pour chaque
tel q, les groupes Hp−q−1(V, Rqk∗k∗F ) sont nuls pour q > 0. Fixons q. Soit y un
point géométrique de Y tel que la fibre de Rqk∗k∗F en y soit non nulle et x le
point image de Y dans X. Le schéma η ×X X(x) se décompose en un coproduit de
spectres de corps ηα ; de même, le produit fibré Y(y) ×X η, dont on considère la co-
homologie, est isomorphe au coproduit des Y(y)×X(x) ηα. D’après op. cit. (4.1.1), ces
derniers n’ont de cohomologie qu’en degré q ≤ dimY(y) ≤ dim(Y)−dim {y}. Il en
résulte que la dimension du support de chacun des sous-faisceaux constructibles
de Rqk∗k∗F est au plus dim(Y) − q. De plus, la dimension caténaire du mor-
phisme f restreint à un tel support est au plus dim.cat(f) − 1. Il résulte donc de
l’hypothèse de récurrence que les groupes Hp−q−1(V, Rqk∗k∗F ) sont nuls lorsque
p− q− 1 ≥ (dim(Y) − q) + (dim.cat.(f) − 1). CQFD.
6. Dimension cohomologique d’un ouvert du spectre épointé : minoration
THÉORÈME 6.1. Soient X un schéma intègre strictement local nœthérien de dimen-
sion d etΩ un ouvert non vide du spectre épointé. Alors, pour tout nombre entier n > 1
inversible sur X, on a
cdn(Ω) ≥ d.
La démonstration occupe les paragraphes suivants.
6.2. Construction combinatoire locale.
6.2.1. Notations. Soit X un schéma strictement local nœthérien régulier de di-
mension d ≥ 2 et soit t1, . . . , td−1, td un système régulier de paramètres. Pour des
raisons qui apparaîtront ultérieurement, on note également π l’élément td. Pour
chaque 1 ≤ i ≤ d − 1, on note Hi le diviseur régulier V(ti) ; pour i = d, on pose
Hd = V(t1 + · · ·+ td−1 − π). Enfin on note U l’ouvert affine X[π−1], k l’immersion
ouverte U →֒ X et j l’immersion ouverte U − ⋃di=1Hi →֒ U. On fixe un entier n
inversible sur X et on pose Λ = Z/n.
6.2.2. Soit P une partie de {1, . . . , d}. Notons HP l’intersection
⋂
p∈PHp, et dé-
signons par H′P l’intersection HP ∩ U, ouverte dans X et HP mais fermée dans U,
et kP l’immersion ouverte H′P →֒ HP. Pour chaque entier q, le groupe de cohomo-
logie Hq(U,ΛH′
P
) est isomorphe au groupe Hq(HP, ΛH′
P
). Comme HP − H′P est le
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diviseur régulier défini par π dans HP, il résulte de la pureté cohomologique que
Hq(U,ΛH′P) est nul pour q > 1, isomorphe à Λ pour q = 0 et de rang 1, engendré
par la classe de Kummer de π pour q = 1. Ceci vaut également pour P = ∅, avec
la convention évidente que H∅ = X et H′∅ = U.
6.2.3. Considérons maintenant le quasi-isomorphisme
j!Λ
∼→ (Λ→ ⊕
1≤i≤d
ΛH′
i
→ · · ·→ ⊕
|P|=d−1
ΛH′
P
→ 0)
de faisceaux de Λ-modules sur U, où le premier terme du complexe de droite est
placé en degré 0. (On utilise ici le fait queH′P = ∅ si |P| = d carHP est alors le point
fermé de X.) Les différentielles sont des sommes, avec des signes, de flèches de
restriction. À cette résolution est associée — via la filtration « stupide »— la suite
spectrale
Ep,q1 = H
q(U,
⊕
|P|=p
ΛH′P)⇒ Hp+q(U, j!Λ).
D’après les observations du paragraphe précédent, toute classe de Ed−1,11 =
⊕
|P|=d−1H
1(U,ΛH′
P
)
n’appartenant pas à l’image de Ed−2,11 survit dans l’aboutissement H
d(U, j!Λ).
6.2.4. De même que le faisceau j!Λ est isomorphe au produit tensoriel
(U−H′1 →֒ U)!Λ⊗ · · · ⊗ (U−H′d →֒ U)!Λ),
le complexe quasi-isomorphe à j!Λ ci-dessus est isomorphe au produit tenso-
riel des complexes (Λ → ΛH′
i
), 1 ≤ i ≤ d, où la flèche est l’unité de l’adjonc-
tion, isomorphes respectivement aux (U − H′i →֒ U)!Λ. De cette observation,
jointe à (6.2.2), on en déduit que le complexe E•,11 est isomorphe à la troncation
naïve σ≤d−1
(
(Λ
Id→ Λ)⊗d) obtenue en remplaçant le d-ième terme, isomorphe à Λ,
par zéro. Il est bien connu que ce complexe (« de Koszul ») produit tensoriel est
acyclique (avant troncation), cf. par exemple [ÉGA III1 §1.1]. (L’exactitude ré-
sulte également du quasi-isomorphisme ci-dessus, appliqué à d’autres fermés.)
En particulier, l’image de la différentielle Ed−2,11 → Ed−1,11 est naturellement le
noyau d’une forme linéaire non nulle (explicite) sur Ed−1,11 et n’est donc pas E
d−1,1
1
tout entier. Il existe donc des sommes directes de classes de Kummer de π qui
survivent dans Hd(U, j!Λ).
6.3. Éclatement et normalisation partielle.
6.3.1. Soit maintenant X = Spec(R) un schéma strictement local nœthérien
intègre de dimension d ≥ 2, de point fermé x, et soit Ω un ouvert non vide strict
de X. Nous allons montrer qu’après éclatement et « normalisation partielle » l’ou-
vert Ω est — localement et « modulo des nilpotents » — un schéma régulier du
type du schéma U considéré ci-dessus. Ceci permet de produire une classe de
cohomologie non nulle de degré d surΩ.
6.3.2. Soit Y = E´clx(X). Notons j l’immersion ouverte de Y − Yx dans Y. On
désigne par X̂ le complété du schéma local X, par Y′ le produit fibré Y ×X X̂ et
par Y′re´d la réduction de Y
′. Notons que le schéma Y′ est excellent car X̂ l’est.
6.3.3. Soit OのY la normalisation de OY dans j∗OY−Yx . On définit de même O
の
Y′
et Oの
Y′re´d
. La OY-algèbre O
の
Y est colimite (filtrante) de ses sous-OY-algèbres de type
fini Aλ.
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PROPOSITION 6.3.4. Le foncteur envoyant une sous-OY-algèbre B de j∗OY−Yx sur
l’image de (Y′ → Y)∗B par l’adjonction (Y′ → Y)∗j∗OY−Yx → j′∗OY′−Yx induit une
bijection entre les sous-OY-algèbres finies de j∗OY−Yx et les sous-OY′-algèbres finies de
j′∗OY′−Yx . De plus, les algèbres O
の
Y et O
の
Y′ se correspondent par ce foncteur.
Démonstration. On se ramène au cas où Y = Spec(A) et Yx = V(t). Il suffit de
montrer que si A est une R-algèbre intègre et A′ = A ⊗R R̂ alors le morphisme
A[t−1]/A → A′[t−1]/A′ est un isomorphisme et que les normalisations se corres-
pondent. Notons que les anneauxA et A′ ont même complétion t-adique. Le pre-
mier point résulte alors du fait que siM est unA-module dont chaque élément est
tué par une puissance de t, on aM ∼→M⊗AA′. Enfin, soit (f′/tr)d+a′1(f′/tr)d−1+
· · ·+a′d = 0 une relation de dépendance intégrale où f′ et les a′i appartiennent àA′.
Soit N un entier assez grand. Écrivons f′ = f + tNg′, a′i = ai + t
Nb′i où f et les ai
appartiennent àA. La relation précédente devient (f/tr)d+a1(f/tr)d−1+ · · ·+ad ∈
A′ ∩ A[t−1] = A. Il en résulte que l’élément f′/tr = f/tr + tN−rg′ est, modulo un
élément de A′, dans l’image de Aの. 
6.3.5. Par excellence, l’algèbre Oの
Y′re´d
est finie sur OY′re´d . L’anneau O
の
Y′ en est
l’« image inverse » par la surjection naturelle. De ces observations et de la propo-
sition précédente, on déduit qu’il existe un indice λ tel que, si Z = Spec(Aλ) et
Z′ = ZX̂, alors Z
′
re´d est intégralement clos dans Z
′
re´d − E
′
re´d. Notons que Z et Y sont
isomorphes hors de E.
6.3.6. Soit E une composante de dimension d − 1 de Yx et soit e un point
maximal de E′re´d dans Z
′
re´d. Le localisé en e est un anneau de valuation discrète :
c’est un anneau local réduit de dimension 1, intégralement clos dans le complé-
mentaire du point fermé. Par excellence de Z′ il existe un ouvert dense de E′re´d le
long duquel Z′re´d est régulier. On peut également supposer que E
′
re´d est régulier
sur cet ouvert. (Pour ce dernier point il suffit de constater que E′re´d est de type fini
sur un corps.) Soit U′re´d un ouvert de Z
′
re´d induisant l’ouvert de E
′
re´d ci-dessus et U
un ouvert de Z induisant l’ouvert correspondant de E. (Le morphisme Z′ → Z est
un isomorphisme sur E.) On aU′ ⊆ U×ZZ′. Ci-dessous, on s’autorise à rétrécir les
ouverts U et U′, sous réserve qu’ils contiennent tous les points maximaux de E.
On suppose de plus que U ∩ Yx = U ∩ E.
6.3.7. On note t une équation de E dansU et π une équation de E′re´d dansU
′
re´d
de sorte qu’il existe une unité u et un entier e tels que l’on ait l’égalité t = u× πe
sur U′re´d. L’existence d’un relèvement montre que l’on peut supposer l’équation π
définie sur U′. Vérifions que l’on peut également supposer π définie sur U. Les sché-
mas Z′ et Z ayant même complétion t-adique, il suffit d’observer que si a est
une fonction sur U′, on a l’égalité d’idéaux (π) = (π + at2), du moins lorsque
1+ uaπ2e−1 ∈ Gm(U′), ce que l’on peut supposer quitte à restreindre U′.
6.3.8. Soit Ω un ouvert non vide de X − {x} (cf. 6.3.1). On note également Ω
ses images inverses dans Y et Z ; elles lui sont isomorphes. Sur un voisinage ou-
vert des points maximaux de E, l’ouvertΩ coïncide avec le complémentaire de E.
Génériquement sur E, on a donc Ω = Z[π−1]. Soit z un point fermé de Z appar-
tenant à un tel ouvert ainsi qu’à l’ouvert U. Soient t1, . . . , td−1 des fonctions de
OZ′re´d,z constituant, avec π, un système régulier de paramètres. On peut supposer
qu’elles s’étendent à U′re´d. Utilisant à nouveau le fait que le morphisme Z
′ → Z
est un isomorphisme au-dessus de E, on peut également supposer qu’elles pro-
viennent de U, quitte à les changer modulo π. Pour chaque i < d, considérons
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l’adhérence schématique Hi ⊆ Z de l’hypersurface V(ti) dans U et Hd l’adhé-
rence schématique de V(t1 + · · ·+ td−1 − π). On note H′i = Hi ∩Ω.
6.3.9. Stratégie. On va construire une classe non nulle dans le groupe de co-
homologie Hd(Ω, j!ΛΩ−⋃d1 H′i), où j est l’immersion ouverte Ω −
⋃d
1 H
′
i →֒ Ω et
Λ = Z/n avec n inversible sur X. Localement, ces groupes de cohomologie sont
invariants par passage à la complétion de la base X (et bien sûr au schéma réduit)
de sorte que l’on va pouvoir utiliser les calculs de 6.2. Il faut cependant prendre
garde ici au fait que l’intersection
⋂d
1 H
′
i n’est pas nécessairement vide, contraire-
ment au cas local précédemment étudié : l’analogue du complexe 6.2.3 a donc un
terme de plus (en degré d). Malgré tout, on va relever à Ω une classe de degré d
« locale » — c’est-à-dire du schéma Ω×Z Z(z) (ou plutôt l’analogue sur Z′re´d) — à
coefficients dans j!Λ.
6.3.10. Considérons à nouveau la suite spectrale du 6.2.3 :
Ep,q1 = H
q(Ω,Λp)⇒ Hp+q(Ω, j!Λ),
où l’on note Λp la somme directe des ΛH′
P
avec |P| = p. Pour chaque P ⊆ [1, d]
de cardinal d − 1, l’intersection HP des hypersurfaces correspondantes de Z est
propre sur X. Par construction, elle est aussi quasi-finie au voisinage du point
fermé z. Il en résulte par le théorème de changement de base propre pour le π0
(ou le théorème principal de Zariski) — d’après lequel sa décomposition en com-
posantes connexes se lit sur la fibre spéciale — que chaqueHP se décompose en le
coproduit d’un schéma local fini sur X et d’un schéma ne rencontrant pas z. Ainsi,
H1(Ω,Λd−1) a un facteur direct isomorphe à H1(Z(z)[π−1], Λd−1) et, par comparai-
son à la complétion, àH1(Z′re´d(z)[π
−1], Λd−1). De plus, la différentielle Ed−1,11 → Ed,11
envoie ce facteur sur 0 dans H1(Ω,Λd) car l’intersection de H[1,d] avec Ω est vide
au voisinage de z. En effet, si t1 = t2 = · · · = td−1 = t1 + · · · + td−1 − π = 0
alors π = 0 ; d’autre part, au voisinage de z, Ω = Z[π−1]. Ainsi, toute classe de
cohomologie du facteur direct « local » induit une classe dans Hd(Ω, j!Λ) qui
relève la classe correspondante dans Hd(Z′re´d(z)[π
−1], j!Λ). On a vu (6.2.4) qu’il
existe de telles classes non nulles. En conséquence, Hd(Ω, j!Λ) 6= 0 et finalement
cdn(Ω) ≥ d. CQFD.
EXPOSÉ XIX
Exemples et contre-exemples
Yves Laszlo
1. Introduction
L’exposé est destiné à construire, suivant Gabber, un exemple d’immersion
ouverte j : U→ X de schémas noethériens telle que R1j∗Z/2Z ne soit pas construc-
tible. Ceci montre que l’hypothèse de quasi-excellence du théorème de construc-
tibilité de Gabber (XIII-1.1.1) est indispensable. D’un point de vue géométrique,
la construction est intéressante : U est le complémentaire d’un diviseur D dans
une surface régulière X mais possède une infinité de points doubles ordinaires ;
en particulier, son lieu régulier n’est pas ouvert ce qui lui interdit d’être quasi-
excellent. Ce diviseur est un exemple de diviseur dans une surface régulière loca-
lement à croisements normaux (au sens de de Jong) mais pas globalement (5.5).
2. La construction
On va construire une immersion ouverte j : U →֒ X de schémas noethériens tel
que R1j∗(Z/2Z) ne soit pas constructible. En particulier, X n’est pas quasi-excellent
d’après le théorème de constructibilité de Gabber (XIII-1.1.1). Cette dernière pro-
priété est d’ailleurs évidente par construction puisqueX contient un fermé intègre
de dimension 1 ayant une infinités de points doubles ! Suivant SGA 4, on note ici
k{x} l’hensélisé à l’origine d’un anneau de polynômes k[x]. On choisit un corps
parfait k de caractéristique différente de 2, au plus dénombrable, qui a la pro-
priété suivante : toute extension finie de k admet un élément qui n’est pas un
carré. On note k¯ une clôture algébrique de k. Par exemple, on peut prendre pour
k un corps fini ou un corps de nombres. Dans la suite, on note Λ = Z/2Z.
On commence par regarder le plan A2 = Spec(k[x, y]) privé des points géné-
riques des courbes irréductibles ne coupant pas la droite ∆ = Spec(k[x]) d’équa-
tion y = 0. Ces courbes sont exactement les courbes irréductibles d’équation
u(1+ yg(x, y)), u ∈ k∗. On pose donc
A0 = (1+ yk[x, y])
−1k[x, y].
Le morphisme de localisation k[x, y] → A0 identifie Spec(A0) au sous-ensemble
du plan A2 = Spec(k[x, y]) cherché. Les points de Spec(A0) sont de trois sortes
• Le point générique de A2 ;
• Les points génériques des courbes irréductibles du plan qui rencontrent
∆ ;
• Les points de Spec(A0) fermés dans A2 (qui sont les points fermés de ∆
comme on va le voir).
Notons qu’un point générique d’une courbe C qui coupe ∆ se spécialise dans
Spec(A0) sur n’importe quel point fermé de C ∩ ∆ et donc n’est pas fermé dans
Spec(A0).
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Par ailleurs, un point de Specmax(A0) est donc défini par (x¯, y¯) ∈ k¯. Si y¯ est
non nul, étant algébrique sur k, son inverse est dans k[y¯] ce qui entraîne (x¯, y¯) 6∈
Spec(A0)(k¯). L’immersion fermée
Spec(k[x]) = Spec(A0/yA0) →֒ Spec(A0)
induit donc un homéomorphisme Specmax(k[x]) ∼→ Specmax(A0).
Si ξ ∈ Specmax(A0), on note πξ ∈ k[x] le générateur unitaire des polynômes
nuls en ξ et on choisit une racine de πξ dans k¯ définissant un point géométrique
ξ¯ au dessus de ξ. On le voit comme un élément de A0 via le plongement tautolo-
gique k[x] →֒ A0. Le couple (πξ, y) est un système de coordonnées locales de A0
en ξ, i.e. on a un isomorphismei
(2.a) k(ξ){πξ, y}
∼→ Ah0,ξ.
Comme k est dénombrable, Specmax(A0) est infini dénombrable comme Specmax(k[x]).
Soit [i], i ≥ 0 la suite des idéaux maximaux de A0.
LEMME 2.1. Il existe une tour d’extensions quadratiques
An ⊂ An+1 = An[
√
fn], n ≥ 0
et une suite de points ξn ∈ Specmax(An) d’images ζn = ξn ∩ A0 dans Spec(A0) telle
que
• Pour tout m ≤ n et tout m ∈ Spec(An) au dessus de [m], l’image de fn dans
k(m) n’est pas un carré.
• Pour tout m < n et tout m ∈ Spec(An) au dessus de ξm, l’image de fn dans
k(m) n’est pas un carré.
• L’extension An/A0 est étale en ξn et
fn ≡ π2n + ymodξ3n
où πn = πζn .
Démonstration. Soit n ≥ 0. Supposons construits Am, fm, ξm, ζm, 0 ≤ m < n
vérifiant les propriétés précédentes et construisons fn ∈ An et ξn ∈ Spec(An). Si
n > 0, on pose An = An−1[
√
fn−1] (si n = 0 l’anneau An est déjà construit).
Observons tout de suite que, la caractéristique de k étant différente de 2, l’ex-
tensionAn/A0 est génériquement étale. Comme elle est finie et que Specmax(A0) =
Specmax(k[x]), le lieu L1 des points de Specmax(An) où An/A0 n’est pas étale est
de cardinal fini et de complémentaire Lc1 infini. De même, l’ensemble des points
L2 de Spec(An) au dessus des [m],m ≤ n et des ζm,m < n est fini.
Choisissons alors ξn ∈ Lc1−L2 et notons ζn = ξn∩A0 son image dans Spec(A0).
Par construction, on a
ζn 6∈ {[m],m ≤ n, ζm,m < n} et An/A0 est étale en ξn.
Soit m ∈ L2. Comme k(m) est une extension finie de k (théorème des zéros),
on peut choisir am ∈ k(m) qui n’est pas un carré. Comme ξn 6∈ L2, les idéaux de
L2 ∪ {ξ3n} sont deux à deux étrangers. Le lemme chinois assure qu’il existe fn ∈ A
tel que
fn ≡ ammodm pour tout m ∈ L2 et fn ≡ π2n + ymod ξ3n.
De tels fn, ξn, ζn conviennent. 
iOn devrait plutôt dire que le morphisme k[X, Y](0,0) → A0,ξ qui envoie X sur πξ et Y sur y
induit un unique isomorphisme k(ξ){πξ, y}
∼→ Ah0,ξ.
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On pose A = colim An. Soit n ∈ N. Comme l’extension d’anneaux intègres
An →֒ A est entière, on peut choisir un point géométrique ξn,∞ de Spec(A) au
dessus de ξn. Il définit donc des points géométriques ξn (resp. ζn) au dessus de
ξn (resp. ζn).
Par construction, l’inclusion An+1 →֒ A définit un isomorphisme (cf. la note i)
k¯{πn, y, z}/(z
2 − fn)
∼→ Ahs
ξn,∞
compatible à (2.a), i.e. tel que le diagramme
k¯{πn, y, z}/(z
2 − fn)
∼ // Ahs
ξn,∞
k¯{πn, y}
∼ //
OO
Ahs
0,ζn
OO
commute (rappelons que l’hensélisation stricte commute aux limites inductives
filtrantes, cf. [ÉGA IV 4]18.8.18).
Avec ces préparatifs, on peut énoncer le résultat principal.
PROPOSITION 2.2. Soit j l’immersion ouverte Spec(A[1/y]) →֒ Spec(A) et η le
point générique de D = V(y).
• A est noethérien.
• La dimension (sur F2) de (R1j∗Λ)ξn,∞ est 2, alors que la dimension de (R1j∗Λ)η¯
est 1.
• En particulier, R1j∗Λ n’est pas constructible.
REMARQUE 2.3. Notons que le diviseur (intègre) D = V(y) de la surface ré-
gulière Spec(A) admet chaque ξn,∞ comme point double (ordinaire). Il n’est donc
pas quasi-excellent puisque son lieu régulier (ou normal, c’est la même chose ici)
n’est pas ouvert. Quitte à éventuellement localiser A, on obtient alors un contre-
exemple à la constructibilité avec un schéma ambiant régulier (mais certes pas
excellent) !
Le point iii découle immédiatement des points 1) et 2). Passons à la preuve
des deux premiers points. Le reste de l’exposé est destiné à prouver les points i
et ii, seuls points restant à montrer.
3. Noethérianité de A
On va adapter (cf. proposition 3.4) à la situation (en l’utilisant) le critère usuel
de noethérianité des limites inductives que l’on rappelle :
THÉORÈME 3.1 ([ÉGA 0III 10.3.1.3]). Soit (Ai,mi) un système inductif filtrant
d’anneaux locaux noethériens. On suppose que tous les Ai noethériens et que les mor-
phismes de transitions sont locaux et plats. Alors, si pour tout i ≤ j, on a miAj = mi,
alors colimAi est noethérien.
Onutilisera sans le rappeler ensuite le critère de noethérianité de Cohen ([Nagata, 1962,
3.4]) :
PROPOSITION 3.2 (Cohen). Un anneau est noethérien si et seulement si tout idéal
premier est de type fini.
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Soit Ai, i ≥ 0 un système inductif d’anneaux et A∞ = colimAi. On sup-
pose que les morphismes Ai → Ai+1 sont finis et injectifs et que chaque Ai est
noethérien (ou, ce qui revient au même, que A0 est noethérien). En particulier,
Spec(Ai+1) → Spec(Ai) est fini et surjectif et Spec(A∞) → Spec(Ai) est entier et
surjectif pour tout i ce qu’on utilisera sans plus de précaution. Leurs fibres sont
de dimension nulle. Pour p ∈ Spec(A0), on note ⋆˜p la propriété
Propriété ⋆˜p : Il existe i tel que pour tout j ≥ i et tout q ∈ Spec(Aj) au dessus de p,
l’idéal qA∞ est premier.
PROPOSITION 3.3. A∞ est noethérien si et seulement si A0 est noethérien et tout
idéal premier p de A0 vérifie la propriété ⋆˜p.
Démonstration. On note f : Spec(A∞)→ Spec(A0). Prouvons le premier point.
Suffisance. Soit q∞ ∈ Spec(A∞) et p son image dans Spec(A0). Montrons que
q∞ est de type fini. Choisissons i comme dans ⋆˜p et soit q = q∞ ∩ Ai. On a d’une
part qA∞ ⊂ q∞ et, d’autre part
q∞ ∩Ai ⊂ qA∞ ⊂ q∞
ce qui assure l’égalité p = q∞ ∩A0 = qA∞ ∩A0 de sorte que qA∞ se spécialise sur
q∞ dans f−1(p) qui est de dimension 0. On a donc q∞ = qA∞ ce qui prouve que
q∞ est de type fini comme q et on invoque 3.2.
Nécessité. Supposons A∞ noethérien et soit p ∈ Spec(A0). La fibre
f−1(p) = Spec(A∞ ⊗A0 κ(p))
est noethérienne de dimension nulle, donc de cardinal fini. Comme A∞ est noe-
thérien, on peut donc supposer que tous les idéaux premiers de f−1(p) sont en-
gendrés par des éléments de Ai pour i convenable. Soit alors q ∈ Spec(Aj), j ≥ i
au dessus de p. Soit q ′ ∈ Spec(A∞) au dessus de q. Comme q ′ est engendré par
q ′ ∩Ai, il l’est par q ′ ∩Aj = q, de sorte qA∞ = q ′ qui est donc premier. 
PROPOSITION 3.4. On garde les hypothèses et les notations de 3.3. Si de plus les
extensionsAi+1/Ai sont plates, A∞ est noethérien si et seulement si tout idéalmaximal
m de A0 vérifie la propriété ⋆˜m.
Démonstration. La nécessité découle du premier point. D’après 3.3, il suffit de
prouver la suffisance. Soit donc p ∈ Spec(A0) et montrons que p vérifie ⋆p.
LEMME 3.5. Sous les conditions de la proposition, la propriété ⋆p est équivalente à la
Propriété ⋆p : Il existe i tel que pour tout l ≥ j ≥ i et tout q ∈ Spec(Aj) au dessus
de p, l’idéal qAl est premier.
Démonstration. Supposons ⋆p vérifiée. Soit alors q ∈ Spec(Aj) au dessus de p.
On déduit déjà 1 6∈ qA∞. De plus, si xy ∈ qA∞, il existe l ≥ j, tel que x, y ∈ Al.
Donc, xy ∈ qA∞ ∩ Al = qAl (fidèle platitude de A∞/Al) et donc par exemple
x ∈ qAl ⊂ qA∞. On a donc ⋆p ⇒ ⋆˜p. L’autre implication est tautologique. 
La clef est de constater que la condition ⋆p ne dépend que des fibres schéma-
tiques de fi : Spec(Ai)→ Spec(A0) et donc est invariante par changement de base, ce
qui va permettre de se ramener au cas local pour appliquer (3.1). Précisons.
LEMME 3.6. Soit p ∈ Spec(A0). Les deux propriétés suivantes sont équivalentes.
• La propriété ⋆p est satisfaite.
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• Il existe i tel que pour tout l ≥ j ≥ i le morphisme induit
φ : f−1l (p)→ f−1j (p)
entre les fibres schématiques soit bijectif à fibres réduites.
Démonstration. Supposons ⋆p vérifiée et choisissons i ≤ j ≤ l comme dans
⋆p. Soit q ∈ f−1j (p) et posons A = Aj/q et B = Al/qAl. La fibre schématique
φ−1(q) est le k(q) = Frac(A)-schéma Spec(B⊗AFrac(A)). Comme qAl est premier,
B est intègre et donc B ⊗A Frac(A) également (la tensorisation par Frac(A) est
une localisation). Comme Al/Aj est finie, l’extension B/A est finie de sorte que
B⊗A Frac(A) est à la fois de dimension finie sur Frac(A) et intègre, donc c’est un
corps, ce qui entraîne la seconde condition.
Inversement, supposons que φ−1(q) soit le spectre d’un corps. Autrement dit,
on suppose que B ⊗A Frac(A) est intègre et on veut montrer que B est intègre.
Mais on a
SOUS-LEMME 3.7. Soient φ : A → B un morphisme plat d’anneaux noethé-
riens. Supposons A intègre. Alors, B est intègre si et seulement si la fibre géné-
rique B⊗A Frac(A) est intègre.
Démonstration. Seul la suffisance demande explication. Comme φ est plat, il
envoie idéaux associés (resp. minimaux) sur l’unique point associé de Spec(A),
son point générique (A est intègre). Comme la fibre générique B ⊗A Frac(A) est
un localisé, les points associés de la fibre générique s’identifient par localisation
aux points associés de Spec(B). Comme cette fibre générique est intègre, Spec(B)
n’a qu’un point générique η (ce qui assure l’irréductibilité de Spec(B)), dont l’an-
neau local Bη est un localisé de B ⊗A Frac(A). Ainsi B est sans point immergé et
génériquement réduit (S1 et R0) donc réduit d’où finalement intègre. 

Choisissons m maximal dans A0 contenant p et choisissons i comme dans ⋆m.
Soit mi ∈ Specmax(Ai) au dessus de m ((Spec(Ai) → Spec(A0) fini et surjectif) et
relevons p ⊂ m en pi ⊂ mi dans Ai (platitude).
Par construction, l’idéalmiAj est premier pour tout j ≥ i. Mais on amiAj∩Ai =
mi (Aj/Ai est fidèlement plate) de sorte que miAj est maximal (Aj/Ai est finie).
Soit alors A ′ = (Ai)mi et changeons de base par A0 → A ′. La fibre spéciale du
morphisme fini
Spec(A ′j)→ Spec(A ′i), j ≥ i
est le spectre du corps Aj/miAj = Aj/mj de sorte que A ′j , i ≥ j est local et que
A ′i → A ′j est local. Comme les fibres de Spec(A ′j) → Spec(A ′0) sont des fibres
de Spec(Aj) → Spec(A0), le système inductif (A ′j) vérifie ⋆m ′ pour tout m ′ ∈
Specmax(A ′0) (3.6) de sorte que colimA
′
j est noethérien (3.1). D’après la proposi-
tion 3.3, la condition ⋆p ′ est vérifiée pour tout p ′ ∈ Spec(A ′0). Comme la condition
⋆ ne dépend que des fibres (3.6), on déduit que ⋆q est vérifiée pour tout q dans
l’image de Spec(A ′i) → Spec(A0). Or, par construction p est dans l’image, ce qui
termine la preuve du point i de la proposition 2.2. 
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4. Étude des points doubles
Reste à prouver le point ii de la proposition 2.2.
Comme au voisinage de η l’immersion fermée D = V(y) →֒ Spec(A) est une
immersion d’un diviseur régulier dans une schéma régulier, le théorème de pu-
reté (XVI-3.1.3) assure que la dimension de (R1j∗Λ)η¯ est 1.
Pour alléger les notations, on pose x = πn, f = fn et R = k¯{x, y, z}/(z2 − f) et
on rappelle la congruence
f = x2 + y +O(3)
oùO(n) désigne un polynôme de degré ≥ n. On doit démontrer l’énoncé suivant
PROPOSITION 4.1. La dimension de H1(Spec(R[1/y], Λ) est 2.
D’après le théorème de pureté,XVI-3.1.3, la proposition est conséquence du
lemme géométrique bien connu suivant
LEMME 4.2 (Lemme de Morse). Il existe un système de coordonnée X, y, Z de
k¯{x, y, z} tel que z2 − f = Z2 − X2 − y.
Démonstration. On a
z2 − f = z2 − x2 − y +O(3).
Posons x1 =
√
−1x, x2. Dans ces coordonnées, on a
F := z2 − f+ y =
∑
i,j
gi,jxixj
où (gi,j) ∈ M2(R) est une matrice symétrique de taille 2 à coefficients dans R. On
a
g = (gi,j) = Id+O(1).
Considérons alorsM = A
2(2+1)
2 paramétrant les matrices carrées symétriques. La
différentielle de
µ :
{
M → M
P 7→ tPP
en P = Id est le double de l’application identique, donc µ est étale en ce point.
Le point g ∈ M(R) se relève donc en P ∈ M(R). Autrement dit, on peut écrire
g = tPP. Le morphisme t(xi) 7→ Pt(xi) = t(y, X1, Z1) est étale et définit donc des
coordonnées de k¯{x, y, z}. Dans ces coordonnées, on a
Z2 − f+ y = X21 + Z
2
1
et il suffit de poser X =
√
−1X1, Z = Z1 pour conclure. 
Rappelons que la caractéristique de k est différente de 2. Ceci termine la preuve
de la proposition 2.2.
5. D est localement mais pas globalement un diviseur à croisements normaux
Commençons par une définition. Dans cette section D désigne un diviseur
effectif d’un schéma régulier X et j : U = X − D →֒ X l’immersion ouverte du
complémentaire.
DÉFINITION 5.1. On conserve les notations précédentes.
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• On dit que D est localement un diviseur à croisements normaux (en
abrégé, localement dcn) si pour tout x ∈ D, le localisé de Zariski Spec(OD,x)
est un diviseur à croisements normaux de Spec(OX,x).
• Supposons D localement dcn. On note ε(x) le nombre de branches ana-
lytiques de Spec(OD,x) et ζ(x) son nombre de composantes irréductibles.
La fonction ε : x 7→ ε(x) (resp. ζ : x 7→ ζ(x)) est appelée fonction de
comptage analytique (resp. fonction de comptage Zariski).
Avec les notations précédentes, si x¯ est un point géométrique au dessus de x ∈
D avecD localement à croisements normaux, l’hensélisé strictD(x¯) est un diviseur
à croisements normaux stricts deD(x¯). On a alors la caractérisation suivante :
LEMME 5.2. Avec les notations précédentes, supposons de plus queD est localement
dcn et Λ = Z/ℓZ avec ℓ un nombre premier inversible sur X. Alors, les propositions
suivantes sont équivalentes.
• R1j∗Λ est constructibles ;
• Rj∗Λ est constructible ;
• la fonction de comptage analytique ε est constructible.
Démonstration. D’après le théorème de pureté (XVI-3.1.3), la fibre (Rj∗Λ)x¯ est
l’algèbre extérieure sur
(R1j∗Λ)x¯ = Λ
ε(x).
Le lemme en découle immédiatement grâce à la caractérisation des faisceaux
constructibles à fibres finies ([SGA4 IX prop. 2.13 (iii)]). 
L’intérêt de ce lemme réside dans la proposition suivante.
PROPOSITION 5.3. Avec les notations précédentes, supposons de plus que D est lo-
calement dcn. Alors, ε est constructible si et seulement siD est un diviseur à croisement
normaux.
Démonstration. Grâce au théorème de pureté (XVI-3.1.3) et au lemme précé-
dent, il suffit de prouver la partie directe. Supposons donc ε constructible et mon-
trons que D est à croisements normaux. Soit x¯ un point géométrique au dessus
de x ∈ D. Puisque D(x¯) est un diviseur à croisements normaux stricts, il existe
un voisinage étale π : X ′ → X de x dans X, tel que le diviseur D ′ = π−1(D) est
la somme de diviseurs D ′i qui sont réguliers en x et qui se coupent transversale-
ment en x ′, image de x¯ dans X ′. La fonction de comptage analytique ε ′ de D ′ est
la somme des fonctions de comptage analytiques ε ′i . Comme ε
′ ne dépend que de
l’hensélisé strict, on a donc
ε ′ = ε ◦ π =
∑
ε ′i.
En particulier, ε ′ est constructible comme ε. La fonction de comptage Zariski ζ ′
de D ′ certainement constructible de sorte que la différence ε ′ − ζ ′ l’est aussi. Par
hypothèse, ε ′ − ζ ′ s’annule sur Spec (OX ′,x ′), donc sur l’ensemble des générisa-
tions de x ′. Comme elle est constructible, elle est nulle sur un voisinage ouvert
U ′ (Zariski) de x ′. Comme ǫ ′i ≥ ζ ′i, on a ǫ ′i = ζ ′i sur U ′ de sorte que, quitte à res-
treindre U ′, chaque diviseur Di est régulier sur U ′. En se restreignant au localisé
strict de chaque point de U ′, sur lequel on sait que D ′ est un diviseur à croise-
ments normaux, on obtient que les Di se coupent transversalement de sorte que
la restriction deD ′ à U ′ est un diviseur à croisements normaux stricts. 
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REMARQUE 5.4. L’argument précédent appliqué à ζ assure que si le localisé
Zariski de D en tout point est un diviseur à croisements normaux strict alors D
est un diviseur à croisement normaux strict.
Avec les notations de la proposition 2.2 , on a donc obtenu le résultat suivant.
COROLLAIRE 5.5. Le diviseur D de la surface régulière Spec (A) est localement à
croisements normaux mais pas globalement.
EXPOSÉ XX
Rigidité
Yves Laszlo et Alban Moreau
1. Introduction
Le but de cet exposé est de démontrer les deux résultats techniques 2.1.1 (com-
paraison des torseurs sur l’ouvert complémentaire SpecA − V(I) défini par un
couple hensélien non nécessairement noethérien et l’ouvert correspondant du
complété formel le long de V(I)) et 5.3.1 (rigidité de la ramification). Ils permet-
tront dans l’exposé suivant de montrer l’énoncé de finitude suivant (XXI-1.4) :
THÉORÈME (Gabber). Soit A un anneau strictement local de dimension 2. On sup-
pose que A est normal, excellent, et on note X ′ = Spec(A) − {mA} son spectre épointé.
Alors, pour tout groupe fini G, l’ensembleH1(X ′;G) est fini.
Ce résultat est la clef pour démontrer le résultat de finitude général suivant
(XXI-1.2) :
THÉORÈME (Gabber). Soit f : Y → X un morphisme de type fini entre schémas
quasi-excellents. Soit L un ensemble de nombres premiers inversibles sur X. Pour tout
faisceau constructible de groupes F sur Ye´t de L-torsion, le faisceau R1f∗(F) sur Xe´t est
constructible.
Par des techniques d’ultrafiltres, chères aux théoriciens des modèles, on est
ramené à étudier des revêtements étales de spectres épointés d’anneaux non noe-
thériens, ce qui explique qu’on soit contraint de démontrer les énoncés techniques
hors de tout cadre noethérien.
REMARQUE. Soit X un schéma. On considérera des champs en groupoïdes
C sur Xe´t (on dira simplement champs). En général, la catégorie fibrée C n’est
pas scindée de sorte que si x, y sont deux objets de C (S) où S → X est étale, il
faut quelques précautions pour parler du faisceau Hom(x, y) sur Se´t. Précisément,
suivant [Giraud, 1971, I.2.6.3.1], on considère l’équivalence de catégories fibrées
C → LC entre C et la catégorie libre LC engendrée par C , catégorie libre qui elle
est scindée. On définit alors
Hom(x, y)(S ′) = HomLC(S ′)(Lx ′,Ly ′)
où Lx ′,Ly ′ sont les images inverses par le morphisme étale S ′ → S de Lx,Ly
dans LC (S ′). Bien entendu ([Giraud, 1971, I.2.6.3.2 (1)], L induit une bijection
HomC (S)(x, y) ∼→ H0(S,Hom(x, y)).
Ces remarques justifient qu’on puisse si besoin supposer sans dommage que les
champs que l’on considérera sont scindés.
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2. Lemme de rigidité
Soit (A, I) un couple hensélien ([ÉGA IV4 18.5.5]) non nécessairement noethé-
rien, avec I de type finii. Soit U un ouvert de X = Spec(A) contenant Spec(A) −
V(I). On note Â le complétéii I-adique de A et Û l’image inverse de U par le
morphisme de complétion π : X̂ = Spec(Â) → X. On suppose pour simplifier U
quasi-compact (cf. 2.1.4).
2.1. Énoncés. Rappelons [SGA4 IX 1.5] qu’un faisceau en groupes F sur X
est ind-fini si pour tout ouvert étale u : U → X avec U quasi-compact, le groupe
F (u) est limite inductives filtrante de ses sous-groupes d’indice fini. On dit alors
qu’un champ en groupoïdes C sur X est ind-fini si pour tout si pour tout ouvert
étale u : U → X avec U quasi-compact et tout xu ∈ C (u), le faisceau en groupes
π1(C , xu) = AutC (xu) est ind-fini.
Le but de cette de cette section est de démontrer le théorème de rigidité sui-
vant.
THÉORÈME 2.1.1 (Théorème de rigidité de Gabber). Soit F un faisceau d’en-
sembles sur Ue´t. Alors on a
i) la flèche naturelle H0(U,F )→ H0(Û, π∗F ) est bijective ;
ii) siF est de plus un faisceau en groupes ind-fini, la flèche naturelleH1(U,F )→
H1(Û, π∗F ) est bijective.
Les deux énoncés du théorème précédent sont conséquence du théorème sui-
vant, apparemment plus fort, forme champêtre du théorème de rigiditéiii.
THÉORÈME 2.1.2 (Théorème de rigidité de Gabber, forme champêtre). Soit C
un champ en groupoïdes ind-fini sur Ue´t. Alors, la flèche naturelle γ(C ) : Γ(U,C ) →
Γ(Û, π∗C ) est une équivalence.
REMARQUE 2.1.3. En fait, le théorème de rigidité 2.1.1 est a priori équivalent
à la version champêtre 2.1.2. C’est ce qui ressort par exemple de l’énoncé 6.5.2.
Mais, formellement, on n’a pas besoin de démontrer cela à ce stade.
REMARQUE 2.1.4. Les résultats précédents sont également valables lorsque U
n’est pas nécessairement quasi-compact. Cela résulte du fait que la catégorie des
sections d’un champ sur U est équivalente à la 2-limite projective des sections
sur les ouverts quasi-compacts de U contenant Spec(A) − V(I). L’hypothèse de
quasi-compacité est utilisée dans un argument d’éclatement ci-dessous (cf. 2.4.2).
2.2. Réduction au cas constant. Le résultat est le suivant
PROPOSITION 2.2.1. Supposons que pour tout U comme plus haut,
i) pour tout ensemble fini F, la flèche H0(U, F) → H0(Û, F) est bijective. Alors,
2.1.1 i) est vrai, c’est-à-dire le théorème de rigidité 2.1.2 est vrai pour les champs
discrets.
ii) pour tout groupe fini G, la flèche Tors(U,G) → Tors(Û, G) est une équiva-
lence et 2.1.1 i) est vrai. Alors le théorème de rigidité 2.1.2 est vrai.
iCette hypothèse sera utilisée pour comparer les gradués I-adiques de A et de son complété
Â ([Bourbaki, A.C., III, §2, nº12])
iiOn dira simplement complété pour séparé complété.
iiiLes champs (ind-finis) en groupoïdes discrets s’identifient aux faisceaux d’ensembles : on
dira parfois un champ discret.
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Démonstration. D’après [SGA4 XII prop.6.5] (resp. 6.5.2), il suffit pour prou-
ver 2.1.1 i) (resp. 2.1.2) de prouver que pour toutU ′ → U fini et tout ensemble fini
F (resp. groupe fini G), la flèche
(2.a) H0(U ′, F)→ H0(Û ′, F) (resp. Tors(U ′, G)→ Tors(Û ′, G))
est bijective (resp. une équivalence) où Û ′ = Û×U U ′.
LEMME 2.2.2. Il existe un schéma schéma affine Spec(B) et un diagramme cartésien
U ′ //


Spec(B)

U // Spec(A)
où B est fini surA. Le morphismeU ′ → Spec(B) s’identifie à l’immersion ouverteUB →֒
Spec(B). De plus, UB contient Spec(B) − V(IB).
Démonstration. CommeU ′ → U est fini, il est projectif ([ÉGA II 6.1.11]). Comme
U est quasi-compact, l’immersion ouverteU →֒ X est quasi-affine ([ÉGA II 5.1.1]),
donc quasi-projective de sorte que le composé f : U ′ → U→ X est quasi-projectif
([ÉGA II 5.3.4]). Comme X = Spec(A) est affine, OX est certainement ample (cf.
la définition ou [ÉGA II 5.1.2]). Les hypothèses du théorème principal de Zariski
([ÉGA IV3 8.12.8]) sont donc vérifiées. Il existe donc X ′ → X fini de sorte que f se
factorise en U ′ →֒ X ′ → X où U ′ →֒ X ′ immersion ouverte et X ′ → X fini. L’adhé-
rence schématique de U ′ dans X ′ est fermée dans X ′ : elle s’écrit donc Spec(B) où
B est fini sur A. On a donc un diagramme commutatif
U ′ //
  ❅
❅❅
❅❅
❅❅
❅❅
UB

  // Spec(B)

U 
 // Spec(A)
où les flèches non horizontales sont finies. La flèche U ′ → UB est donc propre.
Comme c’est aussi une immersion ouverte d’image dense, c’est un isomorphisme.
L’ouvert U contenant Spec(A) − V(I), on déduit que U ′ = UB contient Spec(B) −
V(IB) = (Spec(A) − V(I))B. 
D’après le lemme, la flèche (2.a) s’identifie à
(2.b) H0(UB, F)→ H0(ÛB, F)( resp. Tors(UB, G)→ Tors(ÛB, G))
(où ?B est l’extension des scalaires du A-schéma ? à Spec(B)). Il s’agit donc de
montrer que (2.b) est bijectif (resp. une équivalence).
Par définition, on a
ÛB = π
−1
C (U)
où πC est la projection naturelle
πC : Spec(C)→ Spec(A), avec C = Â⊗A B.
Dans le cas noethérien, C est le complété IB-adique B̂ = C de B ce qui prouve
la proposition dans ce cas – appliquer l’hypothèse 2.2.1 i) à F constant de valeur
F sur UB –. Dans le cas général, la flèche C → B̂ n’est pas en général un isomor-
phisme.
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LEMME 2.2.3. Avec les notations précédentes, on a
i) Soit (An, In) un système projectif de couples henséliens. Le couple (A∞, I∞) =
(lim←−An, lim←− In) est hensélien.
ii) Le complété I-adique de A est hensélien.
iii) Les couples (B, IB) et (C, IC) sont henséliens et ont même complété I-adique.
Démonstration. Soit P un polynôme unitaire deA∞[x] et a¯ ∈ A∞/I∞ une racine
simple (c’est-à-dire telle que P ′(a¯) inversible dans A∞/I∞). L’image a¯n de a¯ dans
An/In est une racine simple de P. Elle se relève donc de façon unique en une
racine an ∈ An de P d’après le lemme de Hensel. Comme In+1 s’envoie dans In,
par unicité des relèvements, l’image de an+1 dans An est égale à an de sorte que
la suite a = (an) ∈ A∞ est le relèvement cherché de a¯ ce qui prouve i).
Puisque A→ A/In est notoirement entier, les couples (A/In, IA/In) sont hen-
séliens de sorte que ii) découle de i).
Par associativité du produit tensoriel, le morphisme naturel B/InB → C/InC
s’identifie au morphisme naturel A/InA → Â/InÂ. Comme ce dernier est un
isomorphisme ([Bourbaki, A.C., III, §2, nº2, prop. 15 et cor. 2]), B et C ont même
complété I-adique. iii) suit alors de ii) car un couple fini sur un hensélien est
hensélien. 
On a donc ÛB = ÛC. D’après le lemme précédent, sous les hypothèses de 2.2.1
i) (resp. ii)), la flèche naturelle
H0(UB, F)→ H0(ÛB, F) = H0(ÛC, F)← H0(UC, F) = H0(ÛB, F)
(resp.
Tors(UB, G)→ Tors(ÛB, G) = Tors(ÛC, G)← Tors(UC, G) = Tors(ÛB, G))
est alors une bijection (resp. équivalence), ce qu’on voulait. 
2.3. Réduction au cas strictement hensélien. Résumons les notations dans le
diagramme cartésien suivant
Û
π //
 _
ĵ


// U _
j

X̂
π // X
avec U quasi-compact contenant Spec(A) − V(I). Montrons le résultat suivant.
PROPOSITION 2.3.1. Supposons que pour tout U comme plus haut,
i) pour tout ensemble fini F, la flèche H0(U, F) → H0(Û, F) est bijective si A est
de plus strictement local. Alors, 2.1.1 i) est vrai (que A soit strictement local
ou non).
ii) pour tout groupe fini G, la flèche Tors(U,G) → Tors(Û, G) est une équiva-
lence si A est de plus strictement hensélien et 2.1.1 i) est vrai. Alors, 2.1.2 est
vrai (que A soit strictement local ou non).
Démonstration. Commençons par un lemme.
LEMME 2.3.2. Supposons que pour tout U comme plus haut,
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i) pour tout ensemble fini F, la flèche H0(U, F) → H0(Û, F) est bijective si A est
de plus strictement local. Alors, la flèche de changement de base
γ : π∗j∗F→ ĵ∗π∗F = ĵ∗F
est un isomorphisme (que A soit strictement local ou non).
ii) pour tout groupe fini G, la flèche Tors(U,G) → Tors(Û, G) est une équiva-
lence si A est de plus strictement hensélien et 2.1.1 i) est vrai. Alors, la flèche
de changement de base
γ : π∗j∗Tors(U,G)→ ĵ∗π∗Tors(U,G) = ĵ∗Tors(Û, G),
où l’égalité résulte de [Giraud, 1971, III.2.1.5.7], est une équivalence (que A
soit strictement local ou non).
Démonstration. Les formules j∗j∗ = Id et ĵ∗̂j∗ = Id assurent qu’on a
ĵ∗π∗j∗ = π
∗j∗j∗ = π
∗ = ĵ∗̂j∗π
∗
de sorte que l’image inverse sur Û de la flèche de changement de base
(2.a) π∗j∗C → ĵ∗π∗C
est une équivalence pour tout champ en groupoïdes C .
Soit x^ un point géométrique de X̂ d’image le point géométrique x = π ◦ x^
de X et montrons que la fibre de la flèche de changement de base (2.a) en x^ est
une équivalence. D’après ce qui précède, on peut supposer x^ 6∈ Û. En particulier,
x ∈ V(I).
Soit Ahs (resp. X(x)) l’hensélisé strict de A (resp. X) en x et Âhs (resp. X̂(x^)) celui
de Â (resp. X̂) en x^. On a un diagramme commutatif où les flèches sont les flèches
de fonctorialité, complétion ou stricte hensélisation
̂̂
X(x^) //

X̂(x^) //

X̂

X̂(x^) // X(x) // X
On note alors
̂̂
U(x^) //

Û(x^) //

Û

Û(x^) // U(x) // U
l’image inverse du diagramme par l’immersion ouverte U → X. En particulier,
U(x) (resp. Û(x)) désigne l’image inverse de l’hensélisé strict X(x) (resp. X̂(x)) de X
(resp. X̂) en x (resp. x^) par j (resp. ĵ). Comme U est quasi-compact, il en est de
même des ouverts U(x), Û(x^) de X(x), X̂(x^) .
Les morphismes j, ĵ étant cohérents, dans le cas i), la fibre γx^ s’identifie à la
flèche naturelle
H0(U(x), F)→ H0(Û(x^), F)
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tandis que dans le cas ii) elle s’identifie à
Tors(U(x), G)→ Tors(Û(x^), G).
On déduit que les flèches naturelles
H0(U(x), F)→ H0(Û(x), F) et H0(Û(x^), F)→ H0(̂̂U(x^), F)
sont bijectives dans le cas i) et que les flèches
Tors(U(x), G)→ Tors(Û(x), G) et Tors(Û(x^), G)→ Tors(̂̂U(x^), G)
sont des équivalences dans le cas ii). Il suffit donc de voir que la flèche naturelle
(2.b) ̂̂U(x^) → Û(x)
est bijective, ou encore que
Ahs et Âhs ont même I-complété.
Puisque l’anneau local Âhs est hensélien, il est a fortiori I-hensélien (exercice).
Utilisant (2.2.3), on constate que le I-complété ̂̂Ahs est hensélien. Comme son corps
résiduel est celui de Ahs, il est strictement hensélien. La flèche Â → Âhs induit
donc une flèche Âhs → Âhs et donc, par I-complétion, une flèche
(∗) ̂̂Ahs → Âhs.
Par ailleurs, la flèche de complétion A → Â induit par hensélisation stricte puis
complétion une flèche
(∗∗) Âhs → ̂̂Ahs.
Les flèches (*) et (**) sont inverses l’une de l’autre, d’où le lemme. 
On a le diagramme commutatif à carré cartésien
Û
π //
 _
ĵ


// U _
j

X̂
π // X
XI = Spec(A/I)
?
OO
+

88qqqqqqqqqqqq
Comme on l’a observé, les paires (A, I) et (Â, IÂ) sont henséliennes. La flèche
H0(X̂,C )→ H0(XI,C|XI) est donc une équivalence pour tout champ ind-fini C sur
Xe´t d’après [Gabber, 1994, théorème 1’].
On déduit d’une part
H0(U, F) = H0(X, j∗F) = H
0(XI, (j∗F)|XI)
et, d’autre part
H0(Û, F) = H0(X̂, ĵ∗F)
2.3.2
= H0(X̂, π∗j∗F) = H
0(XI, (π
∗j∗F)|XI)
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ce dernier n’étant autre que H0(XI, (j∗F)|XI) (bien entendu l’isomorphisme induit
H0(U, F)
∼→ H0(Û, F)
est la restriction).
De même, on a
H0(U,Tors(U,G)) = H0(X, j∗Tors(U,G)) = H0(XI, j∗Tors(U,G)|XI))
et, d’autre part
H0(Û,Tors(Û, G)) = H0(X̂, ĵ∗Tors(Û, G))
2.3.2
= H0(X̂, π∗j∗Tors(U,G))
= H0(XI, π
∗j∗Tors(U,G)|XI))
ce dernier n’étant autre que H0(XI, j∗Tors(U,G)|XI)) (bien entendu l’isomor-
phisme induisant
H0(U,Tors(U,G)) ∼→ H0(Û,Tors(Û, G)).
Reste à invoquer 2.2.1. 
2.4. Fin de la preuve de 2.1.2. D’après 2.3.1, pour prouver 2.1.2, il suffit de
prouver l’énoncé suivant
PROPOSITION 2.4.1. Supposons A strictement hensélien (et I ⊂ rad(A)) et soit U
comme plus haut.
i) pour tout ensemble fini F, la flèche H0(U, F)→ H0(Û, F) est bijective.
ii) pour tout groupe fini G, la flèche Tors(U,G) → Tors(Û, G) est une équiva-
lence.
La formule π∗Tors(U,G) = Tors(Û, G) ([Giraud, 1971], III.2.1.5.7) permet de
réécrire 2.4.1 sous la forme suivante
PROPOSITION 2.4.2. Supposons A strictement hensélien (et I ⊂ rad(A)) et soit U
comme plus haut. Désignons par C le champ discret FU ou bien Tors(U,G). Alors, la
flèche H0(U,C )→ H0(Û, π∗C ) est une équivalence.
Démonstration. On va se ramener par éclatement au cas ou l’idéal J définissant
le complémentaire de U est principal .
Pour tout idéal I˜ d’un anneau A˜, on note
E´clI˜(A˜) = Proj(⊕n≥0I˜n)
l’éclatement de I˜ dans Spec(A˜). Si I˜ est de type fini, le morphisme structural e :
E´clI˜(A˜) → Spec(A˜) est projectif, en particulier propre. Si S est un A-schéma, on
note ŜJ le complété de S le long de J.
On suppose donc A strictement hensélien de corps résiduel k et F = FU
comme plus haut. On a déjà observé que Â était aussi strictement hensélien. Il
suit en particulier que l’ensemble des sections globales de tout faisceau étale sur
X ou X̂ s’identifie à sa fibre spéciale, ce qu’on utilisera sans plus de précaution.
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Comme U est quasi-compact, il existe un idéal J de type fini tel que U =
Spec(A) − V(J). Comme U contient SpecA − V(I) et que I est de type fini, on
peut supposer I ⊂ J. Soit
Y = E´clJ(A) et Y ′ = E´clJ(Â).
(On aurait dû écrire E´clJÂ(Â) pour E´clJ(Â)). Pour des raisons de cohérences, on
notera simplementX ′ le complété X̂ = Spec(Â) (resp.U ′ sa restriction Û = π−1(U)
à U).
SOUS-LEMME 2.4.3. Soient n,m des entiers≥ 0. Le morphisme de complétion
définit des isomorphismes
A/ImJn ≃ Â/ImJnÂ et A/Jn ≃ Â/JnÂ
induisant un isomorphisme
Jn/ImJn ≃ JnÂ/ImJnÂ.
Démonstration. Comme I est de type fini, le morphisme de complétion induit
des isomorphismes
A/Im+n ≃ Â/Im+nÂ et A/In ≃ Â/InÂ
d’après [Bourbaki, A.C., III, §2, nº12, cor. 2 de la prop. 16]. Mais comme J contient
I, on a
Im+n ⊂ ImJn et In ⊂ Jn,
de sorte que les changements de base
A/Im+n → A/ImJn et A/In → A/Jn
donnent alors des isomorphismes
A/ImJn ≃ Â/ImJnÂ et A/Jn ≃ Â/JnÂ
qui donnent 2.4.3. 
La flèche naturelle Y ′ → Y est donc un isomorphisme au dessus de Spec(A/I) ⊂
X car elle est induite par le morphisme gradué
⊕JnA/IJnA→ JnÂ/IJnÂ
qui est un isomorphisme. On identifiera ces restrictions par la suite. En particu-
lier, le morphisme ps : Y ′s → Ys entre fibres spéciales (c’est-à-dire au dessus du
point fermé de s ∈ Spec(A/I) ⊂ X) est un isomorphisme grâce auquel nous les
identifierons. Regardons le solide commutatif
Û = U ′ 
 j ′ //
p

Y ′
p

e
''PP
PP
PP
PP
PP
PP
PP
P Ys
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
? _
i ′oo
 X̂ = X ′
π

Spec(k)? _oo
U 
 j // Y
e
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗ Ys
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
? _
ioo
X Spec(k)? _oo
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Admettons pour un temps le résultat suivant.
LEMME 2.4.4. Soit C = FU (resp. C = Tors(U,G)). Alors, la flèche de changement
de base
γ : p∗j∗C → j ′∗p∗C
est bijective (resp. une équivalence).
Déduisons alors l’isomorphisme cherché
H0(U,C )
∼→ H0(U ′,C ) = H0(U ′, p∗C )
grâce au théorème de changement de base propre d’Artin-Grothendieck ([Giraud, 1971]
dans le cas noethérien et théorème 7.1 dans le cas général) appliqué aux faces
inférieure et supérieure du diagramme précédent. On a en effet un diagramme
commutatif où toutes les flèches sont les flèches naturelles (obtenues par adjonc-
tion)
H0(U,C )
α

H0(Y, j∗C )
b //
a

H0(Ys, i
∗j∗C )

H0(Ys, i
′∗p∗j∗C )
cuu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
H0(U ′, p∗C ) H0(Y ′, j ′∗p
∗C )
d // H0(Ys, i
′∗j ′∗p
∗C )
Les flèches b, d dont bijectives grâce au théorème de changement de base
propre (7.1) tandis que c une bijection grâce à (2.4.4). Il suit que a et α sont des
bijections.
Démonstration. Preuve du lemme 2.4.4 : Soit x ′ un point géométrique de Y ′ d’image
x dans Y. On peut supposer x ′ ∈ V(J). Soit B l’hensélisé (strict) de Y en x et B ′ celui
de Y ′ en x. On doit étudier la flèche
(∗). H0(Spec(B) − V(JB),C )→ H0(Spec(B ′) − V(JB ′),C )
Observons que par définition de l’éclatement, JB (resp. JB ′) est un idéal princi-
pal engendré par un élément non diviseur de zéro et non inversible t ∈ B (resp.
t ′ ∈ B ′) (équation locale du diviseur exceptionnel). Par ailleurs, les couples (B, JB)
et (B ′, JB ′) sont henséliens car B, B ′ sont locaux henséliens (exercice). Les isomor-
phismes
JnA/Jn+mA
∼→ JnÂ/Jn+mÂ, n,m ≥ 0
assurent que B et B ′ ont même complété J-adique B̂ = B̂J.
On utilise alors les généralisations des résultats d’Elkik [Elkik, 1973b] – et
donc de Ferrand-Raynaud pour le π0 – au cas principal non noethérien de [Gabber & Ramero, 2003
Précisément, le théorème 5.4.37 appliqué auB[t−1]-groupoïde discret FB = Spec(B[t−1])×
F assure qu’on a
H0(Spec(B[t−1]), F) = π0(FB) = π0(FB̂) = H
0(Spec(B̂[t−1]), F)
et de même en remplaçant B, t par B ′, t ′. Comme B et B ′ ont même complété
J-adique, on a donc
H0(Spec(B[t−1]), F) = H0(Spec(B ′[t ′−1]), F),
ce qu’on voulait. Dans le cas C = Tors(U,G), on déduit du cas discret que (*)
est pleinement fidèle. Soit alors P̂ un revêtement galoisien de groupe G sur Û =
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Spec(B̂) − V(JB̂). D’après le théorème 5.4.53 de [Gabber & Ramero, 2003], il pro-
vient d’un (unique) revêtement P de U. La pleine fidélité de (*) assure que le
groupe d’automorphismes de P est G. Dire que P est galoisien de groupe G, c’est
dire que la flèche canonique
φ : P ×G→ P ×U P
est un isomorphisme. On peut voir cette flèche comme un morphisme de revête-
ments étales de U. Après image inverse sur Û, elle s’identifie à la flèche analogue
P̂ ×G→ P̂ ×Û P̂
qui est un isomorphisme (de revêtements étales de P̂ donc de revêtements étales
de Û) par hypothèse. La pleine fidélité de (*) assure que φ est un isomorphisme
de sorte que P est bien galoisien de groupe G. On a donc obtenu que le foncteur
naturel entre les catégories de G-revêtements galoisiens sur U et Û sont équiva-
lentes. Il en est donc de même pour le foncteur les catégories de G-revêtements
galoisiens sur U ′ et Û ′. On conclut en se souvenant de l’égalité Û = Û ′. 

REMARQUES 2.4.5. Le théorème 2.1.2 entraîne immédiatement que la flèche
de changement de base
π∗j∗C → ĵ∗π∗C
est une équivalence. En effet, on l’a déjà vu sur Û (2.a). Si x^ 6∈ Û, on a déjà observé
dans la preuve de 2.3.2 que U(x¯) et Û(x^) avaient même complété I-adique de sorte
que deux applications de 2.1.2 assurent que la fibre de
π∗j∗C → ĵ∗π∗C
en x^ est une équivalence.
3. Rigidité de la ramification
3.1. La condition c2. Rappelons ([ÉGA IV4 18.6.7]) que l’hensélisé Ah d’un
anneau semi-local A est le produit des hensélisés des localisés de A en ses idéaux
maximaux. Pour tout anneau noethérien, on note Aν son normalisé, à savoir la
clôture intégrale de A dans l’anneau total K(A) des fractions de Are´d. Puisque
K(A) est le produit des K(A/p) où p décrit les points maximaux de Spec(A), le
normalisé de A est le produit des normalisés des A/p. Si Aν n’est en général pas
noethérien ([Nagata, 1962, exemple 5 de l’appendice]), il est en revanche quasi-
fini sur A ([Nagata, 1962, V.33.10]). En particulier, si A est local, Aν est semi-local.
Si A est local noethérien, Aν est semi-local de sorte que son hensélisé est bien
défini. On a alors (comparer avec [Nagata, 1962, 43.20 et exercice 43.21])
LEMME 3.2. Soit A un anneau local noethérien.
• La flèche canonique Ah → (Aν)h induit un isomorphisme (Ah)ν ∼→ (Aν)h.
• Cette bijection induit une bijection canonique p 7→ p∗ entre les points maxi-
maux p de Spec(Ah) et les points fermés p∗ de Spec(Aν) de telle sorte que les
anneaux intègres (Ah/p)ν et (Aνp∗)
h sont (canoniquement) isomorphes.
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Démonstration. D’après [ÉGA IV4 18.6.8], le morphisme canoniqueAν⊗AAh →
(Aν)h est un isomorphisme. Le morphisme canonique A → Ah étant ind-étale, il
est normal. D’après [ÉGA IV2 6.14.4], le morphisme canonique Ah → Aν ⊗A Ah
identifieAν⊗AAh à la fermeture intégrale deAh dansAh⊗AK(A). Si maintenant,
A → B est étale, la fibre au point maximal p ∈ Spec(A) s’identifie à Spec(K(B)).
En passant à la limite, on déduit l’égalité Ah ⊗A K(A) = K(Ah) de sorte que
Aν ⊗A Ah s’identifie à la fermeture intégrale de Ah dans Ah ⊗A K(A) = K(Ah)
et donc (Ah)ν ∼→ Aν ⊗A Ah. La composition
(Ah)ν
∼→ Aν ⊗A Ah ∼→ (Aν)h
est l’isomorphisme annoncé. Pour le second point, on observe d’une part que le
spectre du normalisé de Ah est la somme disjointe des normalisés de ses compo-
santes irréductibles
(3.a) Spec((Ah)ν) =
∐
p point maximal
Spec((Ah/p)ν),
chaque fermé Spec((Ah/p)ν) étant intègre (puisque local et normal) de sorte que
3.a est une la décomposition en composantes irréductibles de Spec((Ah)ν). D’autre
part, par définition de l’hensélisé d’un anneau semi-local, on a
(3.b) Spec((Aν)h) =
∐
p∗ point fermé
Spec((Aνp∗)
h).
Or, (Aνp∗)
h est local et normal (comme Aνp∗), donc intègre, prouvant que 3.b est la
décomposition en composantes irréductibles de Spec((Aν)h). Le lemme suit. 
PROPOSITION 3.3. Soit Z un sous-schéma fermé d’un schéma noethérien X. Les
conditions suivantes sont équivalentes :
(i) Soit p : Xν → X le morphisme de normalisation. Alors, p−1(Z) est de codimen-
sion ≥ 2 dans Xν.
(ii) Pour tout z ∈ Z, toutes les composantes irréductibles de Spec(OhX,z) sont de
dimension ≥ 2.
(iibis) Pour tout z ∈ Z, toutes les composantes irréductibles de Spec(OhsX,z) sont de
dimension ≥ 2.
(iii) Pour tout z ∈ Z, toutes les composantes irréductibles de Spec(ÔX,z) sont de
dimension ≥ 2.
Démonstration. Notons A = OX,z pour z ∈ Z. Notons d’abord que le mor-
phisme Ah → Ahs est injectif, entier et fidèlement plat. Ceci prouve que le mor-
phisme h : Spec(Ahs)→ Spec(A) vérifie dim(h(x)) = dim(x) et induit une surjec-
tion au niveau des points maximaux, ce qui prouve l’équivalence de (ii) et (iibis).
Un anneau intègre et son normalisé ainsi qu’un anneau local et son hensélisé,
ont même dimension. Conservant les notations de 3.2, on a donc
dimAh/p = dimAνp∗.
Or, dire codimp−1(Z) ≥ 2, c’est dire dimAνp∗ ≥ 2 lorsque p∗ décrit les points
fermés de
Spec(Aν) = p−1(Spec(OX,z))
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lorsque z décrit Z. Ceci revient donc à dire que toutes les composantes irréduc-
tibles Spec(Ah/p) de Spec(Ah) sont de dimension ≥ 2 prouvant l’équivalence de
(i) et (ii).
Pour montrer l’équivalence de (i) et (iii), on peut supposer que X = Spec(A)
est local hensélien et que Z est réduit à son point fermé.
Prouvons d’abord que (iii) implique (ii). Soit Y une composante irréductible
de X. Le morphisme de complétion c : X̂ → X étant fidèlement plat, Ŷ = c−1(Y)
est une réunion de composantes irréductibles de X̂ de sorte qu’on a dim(Ŷ) ≥ 2.
Comme Y est local noethérien, on a dim(Y) = dim(Ŷ) ≥ 2.
Prouvons la réciproque. Quitte à se restreindre à une composante irréductible
(réduite), on peut supposer X intègre de dimension ≥ 2. Soit x^ (resp. x) le point
fermé de X̂ (resp. X) (ce n’est pas une composante irréductible de X̂ qui est de
dimension ≥ 2). Si une des composantes de X̂ était de dimension ≤ 1, elle serait
de dimension 1 (car {x^} n’est pas une composante) et donc son point générique
serait un point isolé de X̂ − {x^} de sorte que X̂ − {x^} serait disconnexe (étant de
dimension ≥ 2). Or, d’après [Ferrand & Raynaud, 1970, corollaire 4.4], la flèche
π0(X̂ − {x^}) = π0(c
−1(X − {x}))→ π0(X− {x})
est bijective. Or, comme X est intègre de dimension≥ 2, l’ouvert X−{x} est intègre
donc connexe. 
DÉFINITION 3.4. Avec les notations de 3.3, si Z vérifie les conditions équiva-
lentes de 3.3, on dit que Z est c2 dans X.
REMARQUE 3.5. Si X est intègre et excellent, Z est c2 si et seulement si X − Z
contient tous les points de codimension ≤ 1. En effet, comme le morphisme de
normalisation est fini et X, Xν caténaires, on a dimOXν,zν = dimOX,p(zν) pour tout
zν ∈ p−1(Z).
PROPOSITION 3.6. Soit f : X ′ → X un morphisme plat de schémas noethériens et Z
un fermé de X. Alors, si Z est c2 dans X, son image inverse Z ′ = f−1(Z) est c2 dans X ′.
En particulier, la condition c2 est invariante par localisation Zariski ou étale.
Démonstration. Soit z ′ ∈ Z ′ d’image z = f(z ′) ∈ Z. On suppose donc (3.3) que
toutes les composantes de A = ÔX,z sont de dimension ≥ 2 et on veut prouver
que toutes les composantes de B = ÔX ′,z ′ sont de dimension ≥ 2. On peut donc
supposer que f est morphisme local de schémas noethériens, locaux et complets.
Comme f est plat, toute composante de X ′ domine une composante X0 de X et
est une composante de f−1(X0). On peut donc supposer X intègre de dimension
> 1, de point fermé z. D’après [SGA2 VIII 2.3], le A-module O(X − z) est de
type fini. Comme B est plat sur A, on déduit que B ⊗A O(X− z) = O(X ′ − f−1(z)
est de type fini sur B. Comme B est noethérien, le sous B-module O(X ′ − z ′) de
O(X ′ − f−1(z)) est de type fini. Mais si une des composantes X ′0 de X
′ était de
dimension 1, le complémentaire X ′0 − z
′ serait réduit au point générique η de X ′0
qui serait isolé dans X ′ − z ′ isolé de sorte que O(X ′0 − z
′) serait un sous B-module
de O(X ′ − z ′), donc de type fini (B est noethérien). A fortiori, O(X ′0 − z
′) serait de
type fini comme O(X ′0)-module, ce qui contredit [SGA2 VIII 2.3] puisque X
′
0 est
de dimension 1. 
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4. Théorème de rigidité de la ramification I : forme faible
Nous allons commencer par démontrer une variante du changement de base
lisse qui est cruciale dans la preuve du théorème de rigidité 4.2.1.
4.1. Variante du théorème de changement de base lisse. Soit G un groupe
fini. On va démontrer une variante du théorème de changement de base lisse
[SGA4 XVI 1.2] pour les faisceaux de G-torseurs sans hypothèse sur le cardinal
de G, mais en se restreignant au cas d’immersions ouvertes.
THÉORÈME 4.1.1 (Gabber). Considérons un diagramme cartésien
U ′ 
 j ′ //


X ′
p

U 
 j // X
Supposons X excellent normal, p : X ′ → X lisse et j : U → X immersion ouverte telle
que U contient tous les points de codimension ≤ 1. Alors, le morphisme de changement
de base Φ : p∗j∗ Tors(U,G)→ j ′∗ Tors(U ′, G) est une équivalence.
Démonstration. D’après le théorème de changement de base lisse pour les fais-
ceaux d’ensembles [SGA4 XVI 1.2], Φ est pleinement fidèle. Il suffit de prouver
l’essentielle surjectivité. Soit x ′ un point géométrique de X ′ d’image x = p(x ′).
Passant aux fibres, on est ramené à prouver que la flèche d’image inverse des
torseurs H1(U(x), G) → H1(U ′(x ′), G) est bijective, avec de plus x ′ fermé dans sa
fibre [SGA4 VIII 3.13 b)]. La stricte hensélisation préserve la normalité et la co-
dimension (platitude). Les propriétés de permanence des anneaux excellents (cf.
I-8) assurent donc qu’on peut supposer X = Spec(A), X ′ = Spec(A ′) avec A =
OhsX,x, A
′ = OhsX ′,x ′ strictement locaux, normaux et excellents. Comme p est lisse, le
choix de coordonnées locales t1, · · · , tn de X ′ en x ′ définit un A-isomorphisme
A{t1, · · · , tn} ∼→ A ′ où comme d’habitude A{t1, · · · , tn} désigne l’hensélisé strict
de A[t1, · · · , tn] à l’origine. Une récurrence évidente permet de supposer n = 1.
On s’est ramené à la situation
U ′
p

  // X ′
p

U 
 j //
σ
BB
X
σ
\\
avec A strictement local, normal et excellent et σ la section de p définie par l’im-
mersion fermée d’équation t = 0. Comme X, X ′ sont locaux et normaux, ils sont
intègres. Les ouverts non vides de X, X ′ sont donc intègres et donc connexes. Le
composé
π1(U)
σ∗−→ π1(U ′) p∗−→ π1(U)
étant l’identité, il suffit de prouver que σ∗ est surjectif. Soit alors V ′ un revêtement
étale connexe de U ′. On doit prouver que sa restriction V → U au fermé U σ→֒ U ′
d’équation t = 0 est connexe.
Comme X ′ est excellent, la clôture intégrale Y ′ de X ′ dans V ′ est finie sur X ′,
normale et intègre (comme X ′). Comme X ′ est hensélien, il en de même de Y ′ qui
est donc une union disjointe de ses composants locaux. Comme Y ′ est intègre,
Y ′ est local. Soit D ⊂ Y ′ le diviseur de Cartier d’équation t = 0 : D est connexe,
puisque fermé dans un schéma local.
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On a donc un diagramme commutatif à carrés cartésiens et où les flèches ver-
ticales sont finies (et dominantes).
V ′ 
 //

Y ′

D? _oo

V? _oo

U ′ 
 // X ′ X? _
σoo U? _oo
Soit x ′ un point de D − V , d’image x dans X − U. Comme D → X est fini, on
a dim {x ′} = dim {x} et dim(D) = dim(X). Comme X et X ′ sont caténaires (ils sont
même excellents), on en déduit l’égalité dimOD,x ′ = dimOX,x ce qui assure que
l’ouvert V dans D contient tous les points de codimension 1 dans D (de même
que le complémentaire de U dans X contient tous les points de codimension 1
dans X). D’après le lemme XXI-4.4 appliqué au diviseur de Cartier connexe du
schéma normal, excellent Y ′, le schéma V est connexe. 
4.2. Énoncé et réductions.
THÉORÈME 4.2.1 (Rigidité de la ramification). Soient X, X ′ des schémas noethé-
riens, Z ⊂ X un sous-schéma fermé, U j˜→֒ X l’ouvert complémentaire et X ′ π−→ X un
morphisme plat. Notons U ′
j˜ ′→֒ X ′ l’immersion ouverte U ′ = π−1(U) →֒ X ′. On suppose
que π est régulier au dessus de Z. Soit C un champ en groupoïdes surUe´t. Alors, la flèche
de changement de base
φ(C ) : π∗j˜∗C → j˜ ′∗π∗C
est une équivalence dans les deux cas suivants :
(i) C est discret (c’est-à-dire C équivalent à un faisceau d’ensembles).
(ii) Z est c2 et C = Tors(U,G) avec G un groupe (ordinaire) fini.
En considérant les fibres, on peut supposer que π est un morphisme local
de schémas strictement locaux (la condition c2 ne dépendant que des hensélisés
stricts aux points de Z).
Soient x, x ′ les points fermés respectifs de X, X ′. Par récurrence sur la dimen-
sion de X ′, on peut supposer que φ(C )y¯ ′ est une équivalence en tout point géo-
métrique y¯ ′ de X ′− {x ′} et il suffit de prouver que φ(C )x ′ est une équivalence. On
peut de plus supposer x ∈ Z (sinon U = X et c’est terminé). Par hypothèse, la
fibre spéciale F = π−1(x) de π est géométriquement régulière.
On a un diagramme commutatif à « carrés » cartésiens (avec des notations un
peu abusives)
U ′ _
j ′

j˜ ′
$$
// U _
j

j˜
yy
X ′ − F _

// X− {x}
 _

X ′
π // X
Par hypothèse de récurrence, la flèche de changement de base associée au
carré supérieur est une équivalence de sorte qu’on a une équivalence π∗j∗C
∼→
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j ′∗π
∗C sur X ′ − F. Comme X, X ′ sont strictement henséliens, la flèche de change-
ment de base φ(j∗C )x ′
H0(X, j˜∗C ) = H
0(X− {x}, j∗C )
π∗−→ H0(X ′ − F, π∗j∗C )
= H0(X ′ − F, j ′∗π
∗C )
= H0(X ′, j˜ ′∗π
∗C )
s’identifie à la flèche d’image inverse
(4.a) π∗ : H0(X− {x}, j∗C )→ H0(X ′ − F, π∗j∗C ).
LEMME 4.2.2. On peut supposer que π est un morphisme essentiellement lisse de
schémas strictement locaux et excellents.
Démonstration. Notons X̂ le complété de X le long de son point fermé et X̂ ′ le
complété de X ′ le long de F. Pour tout S-espace E sur Se´t avec S = X, X ′, on note
Ê son image inverse sur Ŝ. On a un diagramme commutatif
X̂ ′
γ ′ //
π^

X ′
π

X̂
γ // X
où γ, γ ′ sont les morphismes de complétion, donc sont plats, et π^ est plat comme
π et est un morphisme local de schémas noethériens. Sa fibre spéciale est encore
F de sorte qu’elle est géométriquement régulière. Ainsi, π^ est formellement lisse
([ÉGA IV4 19.7.1]) et donc régulier ([André, 1974]) puisque X̂ est local noethérien
complet donc excellent. D’après 3.6, Ẑ = X̂− Û est encore c2. D’après le théorème
de rigidité de Gabber (2.1.2) appliqué aux paires henséliennes (X, x) et (X ′, F), il
suffit, pour prouver que le foncteur 4.a est une équivalence, de prouver que le
foncteur
(4.b) π^∗ : H0(X̂− {x}, ĵ∗C )→ H0(X̂ ′ − F, π̂∗ĵ∗C )
est une équivalence. Mais on a d’une part
ĵ∗C = ĵ∗Ĉ
d’après la version faisceautique (2.4.5) du théorème de rigidité de Gabber, et,
d’autre part
Ĉ = Tors(Û, G)
d’après [Giraud, 1971, III.2.1.5.7]. Pour prouver que (4.a) est une équivalence, il
suffit donc de prouver que (4.b) est une équivalence dans le cas où X est complet,
donc excellent et π un morphisme local régulier.
D’après le théorème de Popescu ([Swan, 1998]), le morphisme régulier π est
limite projective filtrante de morphismes locaux essentiellement lisses πi : X ′i →
X. Notons que les X ′i sont strictement locaux et excellents comme X. Comme lesX
′
i
sont cohérents, le foncteur section globale commute à la limite projective au sens
de [SGA4 VII 5.7] de sorte qu’il suffit de prouver le théorème pour les πi. 
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4.3. Preuve de 4.2.1. On suppose donc que π est un morphisme local essen-
tiellement lisse de schémas excellents.
Si C est discret, on invoque le théorème de changement de base par un mor-
phisme (essentiellement) lisse pour conclure [SGA4 XVI 1.2] : le (i) du théo-
rème 4.2.1 est prouvé.
Supposons donc C = Tors(U,G). On doit donc prouver pour conclure la
preuve du théorème 4.2.1 la variante suivante du théorème de changement de
base lisse de Gabber (4.1.1).
PROPOSITION 4.3.1. Considérons un diagramme cartésien
U ′ 
 j ′ //


X ′
π

U 
 j // X
où π est un morphisme essentiellement lisse de schémas excellents strictement locaux. On
suppose que le fermé complémentaire Z = X −U est c2 (c’est-à-dire sous ces hypothèses,
que U contient les points de codimension 1 (3.5)). Alors, le morphisme
π∗ : H0(X− {x}, j∗ Tors(U,G))→ H0(X ′ − π−1{x}, π∗j∗ Tors(U,G))
est une équivalence.
Démonstration. Comme X est excellent, le morphisme de normalisation p :
Xν → X est fini. Son image est donc fermée. Comme p est (ensemblistement)
dominant, p est surjectif. Comme p est surjectif, le foncteur
j∗ Tors(U,G)→ j∗p∗p∗ Tors(U,G) [Giraud, 1971, III.2.1.5.7]= p∗jν∗ Tors(Uν, G)
est fidèleiv. D’après 6.4.1 et le théorème 4.2.1, (i), il suffit de prouver que la flèche
(4.a) π∗ : H0(X − {x}, p∗jν∗ Tors(U
ν, G))→ H0(X ′ − π−1{x}, π∗p∗jν∗ Tors(Uν, G))
est une équivalence.
Considérons le diagramme cartésien
X ′ν
πν //
p ′


Xν
p

X ′
π // X
Comme p est fini (donc propre), on a π∗p∗ = p ′∗π
ν∗ de sorte que 4.a s’identifie
à la flèche d’image inverse
(4.b) π∗ : H0(Xν − {x}ν, jν∗ Tors(U
ν, G))→ H0(X ′ν − (πν)−1{x}ν, πν∗jν∗ Tors(Uν, G)).
Notons que, la condition c2 ne dépendant que du normalisé, le complémen-
taire Zν deUν est encore c2 dans Xν, etUν contient tous les points de codimension
1. On invoque alors le théorème de changement de base lisse de Gabber 4.1.1. 
ivOn note E 7→ E ν le foncteur d’image inverse par p.
4. THÉORÈME DE RIGIDITÉ DE LA RAMIFICATION I : FORME FAIBLE 373
4.4. Comparaison à la complétion : cas des coefficients abéliens dans le cas
non nécessairement nœthérien.
Le paragraphe suivant est une esquisse de démonstration de
l’analogue du théorème 4.2.1 pour les coefficients abéliens. Le
cas des schémas nœthériens est traité dans [Fujiwara, 1995].
Nous reproduisons ici fidèlement une lettre d’Ofer Gabber aux
éditeurs (20 juin 2012).
Let (A, I) → (A ′, I ′) be a map of henselian pairs with I finitely generated,
I ′ = IA ′, Â ∼→ Â ′ (I-adic completions). X = Spec(A), X ′ = Spec(A ′), π : X ′ → X,
U = X − V(I), U ′ = X ′ − V(I ′), j : U→ X, j ′ : U ′ → X ′.
CTC : For every torsion abelian sheaf F on U, the base change
arrow π∗Rqj∗F→ Rqj ′∗π∗F is an isomorphism for all q.
Analogue of 4.2.1 (notations as there) : If F is a sheaf of Z/nZ-modules on U
where n > 0 is invertible on X, then π∗Rqj∗F→ Rqj ′∗π∗F are isomorphisms.
This is reduced to CTC by the same argument.
Sketch of proof of CTC using Zariski-Riemann spaces : For comparing stalks we
may assume A, A ′ strictly henselian and I a proper ideal, and we want
(∗) Hq(U, F) ∼→ Hq(U ′, F).
We call a finitely generated ideal J ⊂ A containing a power of I admissible. We
consider the admissible blow-ups BlJ(X) which form a cofiltered category using
X-scheme morphisms. In general there can be more than one X-morphism bet-
ween two admissible blow-ups but if we restrict ourselves to J’s with V(J) = V(I)
(set theoretically) (so that U is schematically dense in the blow-up), there is at
most one. Define J ≤ J ′ iff there is an X-morphism BlJ ′(X) → BlJ(X). This is a
filtered preorder. When V(J) ⊂ V(J ′), J ≤ J ′ is equivalent to the condition that for
some n > 0 and ideal K, J ′n = JK. Thus we have an isomorphism of the preor-
dered set of admissible J’s of full support in A and the corresponding set for A ′.
Let ZRSI(X) = lim←−BlJ(X) (a locally ringed space). For the closed point s of X we
can consider the special fiber ZRSI(X)s and its étale topos, which for our purposes
may be defined as the projective limit of the étale topoi (BlJ(X)s)e´t as in [SGA 4].
It has enough points by Deligne’s theorem. The points are given by "geometric
points" of ZRSI(X)s (i. e. a point and a choice of a separable closure of the residue
field). For every admissible J we have
jJ : U →֒ BlJ(X)
giving a spectral sequence (using proper base change)
(∗∗) Hp(BlJ(X)s, RqjJ∗F)⇒ Hp+q(U, F).
We pass to the limit using the general theory of [SGA4 VI]. We get a spectral
sequence (∗∗)lim involving cohomology on (ZRSJ(X)s)e´t. Since the latter topos is
the same for X ′, to show (∗) we use the morphism of the limit spectral sequence
to reduce to stalks of the limits of the RqjJ∗ sheaves.
Using the study in [Fujiwara, 1995] of the local rings of ZRS’s and their hen-
selizations, one reduces (∗) to the case of local rings at geometric points of the
special fibers of ZRS’s. Thus we are reduced to the case A, A ′ are henselian and
I-valuative. Say I = (ϕ). Then A[ϕ−1] is a henselian local ring with maximal
ideal corresponding to P =
⋂
In, and A/P is a henselian valuation ring whose
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valuation topology is the ϕ-adic one. In this case to prove (∗) one reduces to the
corresponding statement for Frac(A/P)→ Frac(A ′/P ′). In fact for K→ K ′ a dense
embedding of henselian valued fields, if we choose separable closures Ksep, K ′sep
and a map between them we have Gal(K ′sep/K
′)
∼→ Gal(Ksep/K), using forms of
Krasner’s lemma (cf. [Bourbaki, A.C., VI, §8, exercices 12, 14 a]).
Note : For admissible J, BlJ(X ′)→ BlJ(X) gives an isomorphism on I-adic com-
pletions (as in the discussion in the proof of 2.4.4) as for everym the map
⊕nJn → ⊕nJnA ′
is an isomorphism mod Im.
5. Rigidité de la ramification II : forme forte
5.1. Générisations étales immédiates. On note X(x), Xh(x) et X̂(x) les localisés,
hensélisés et complétés respectivement de X en x. On note {y} l’adhérence de
y dans X munie de sa structure réduite. L’hensélisation et la complétion com-
mutent aux immersions fermées de sorte que {y}
h
, {̂y} respectivement coïncident
avec l’image inverse de {y} par les morphismes d’hensélisation, complétion res-
pectivement. Rappelons (XIV-2.1.2) qu’une générisation y ∈ X d’un point x d’un
schémaX est une générisation étale immédiatede x si l’hensélisé strict en x¯ de l’adhé-
rence de y a une composante irréductible de dimension 1.
LEMME 5.1.1. Soit y une générisation de x. Notons c : X̂(x) → X(x) le morphisme de
complétion. Alors, y est une générisation étale immédiate de x si et seulement si l’un des
points maximaux de c−1(y) est une générisation étale immédiate du point fermé de X̂(x).
Démonstration. Notons pour simplifier Y = {y}. Observons d’abord qu’un des
trois schémas Y(x), Yh(x) et Ŷ(x) possède un point maximal de dimension nulle si
et seulement si chacun est réduit (ensemblistement) à son point fermé. On peut
donc exclure ce cas. Le morphisme Y(x¯) → Yh(x) est fidèlement plat et entier. Donc,
l’hensélisé strict possède un point maximal de dimension 1v si et seulement si
l’hensélisé Yh(x) possède un point maximal de dimension 1. D’après (3.3), Y
h
(x) pos-
sède un point maximal de dimension 1 si et seulement si Ŷ(x)(3.3) possède un
point maximal de dimension 1. Par platitude de c, il s’envoie nécessairement sur
y, le point générique de Y. 
On peut caractériser agréablement les générisations étales immédiates.
LEMME 5.1.2. Soit f : X(x¯) → X(x) le morphisme d’hensélisation strict. Les gé-
nérisations étales immédiates de x sont les images y = f(y ′) des y ′ ∈ X(x¯) tels que
dim {y ′} = 1.
Démonstration. Soit y ′ ∈ X(x¯) tel que dim {y ′} = 1. L’image y = f(y ′) est une
générisation stricte de x (car par exemple les fibres de f sont discrètes). Pour cette
même raison, {y ′} est une composante de f−1({y}) = {y}(x¯). Inversement, si y est
une générisation étale immédiate de x, le point générique y ′ d’une composante
de dimension 1 de {y}(x¯) s’envoie sur y (platitude de f) et son adhérence est de
dimension 1. 
vOn devrait plutôt dire point maximal dont l’adhérence est de dimension 1.
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EXEMPLE 5.1.3. Prenons l’exemple du pincement de [ÉGA IV2 5.6.11]. En
conservant les notations de loc. cit., l’anneau pincé C est local noethérien de di-
mension 2 et son normalisé a deux idéaux maximaux de hauteur 1, 2 respecti-
vement. D’après 3.2, l’hensélisé de C a deux composantes irréductibles de di-
mension 1 et 2 de points génériques c, c ′. Comme dans la preuve de XIV-2.1.7,
, ceci assure l’existence de c¯ (au dessus de c) dans l’hensélisé strict de C dont
l’adhérence est de dimension 1 et donc que le point générique de Spec(C) est une
générisation étale immédiate de son point fermé.
5.2. Couples associés et condition (*). Commençons par une définition.
DÉFINITION 5.2.1. Soit x un point d’un schéma X. Choisissons une clôture
séparable de k(x) définissant un point géométrique x¯ de X.
(i) Soit G un schéma en groupes sur X. On définit les sections locales de G
à support dans x¯ par la formule
H0x¯(G) = Ker(H
0(X(x¯), G)→ H0(X(x¯) − {x¯}, G)).
(ii) Soit C un champ (en groupoïdes) sur X et p un nombre premier. On dit
que (x, p) est associé de C et on écrit (x, p) ∈ Ass(C ) si il existe σ ∈ Cx¯
tel que H0x¯(Aut(σ)) ait de la p-torsion.
(iii) Soit C un champ ind-fini (en groupoïdes) sur un ouvert U de X. On dit
que C vérifie la condition (*) si pour tout x ∈ X − U de caractéristique
p > 0, il n’existe pas de générisation étale immédiate y de x telle que
(p, y) ∈ Ass(C ).
Remarquons que la condition (x, p) associé ne dépend pas du choix de la clô-
ture séparable de k(x).
EXEMPLE 5.2.2. Supposons X normal et G groupe fini. Soit U un ouvert de
X. Alors, (x, p) est associé de C = Tors(U,G) si et seulement si p| card(G) et x
est un point maximal de U. En effet, l’unique objet de Cx¯ est le torseur trivial
σ et Aut(σ) = G. Or, X(x¯) − {x¯} est connexe (resp. vide) si x non maximal (resp.
maximal). Ainsi, on a H0x¯(Aut(σ)) = {1} (resp. H0x¯(Aut(σ)) = G). On déduit que C
vérifie (*) si et seulement si U contient tous les points de codimension 1 dont la
caractéristique divise l’ordre de G.
LEMME 5.2.3. Soit f : X → Y un morphisme plat de schémas noethériens, x ∈ X
d’image y = f(x) dans Y et C un champ en groupoïdes sur Y. Alors, (x, p) ∈ Ass(f∗C )
si et seulement si (y, p) ∈ Ass(C ) et x ∈Max(f−1(y)).
Démonstration. Choisissons un point géométrique x¯ au dessus de x, qui définit
y¯ au dessus de y.
Supposons (x, p) ∈ Ass(f∗C ). Comme la flèche (f∗C )x¯ → Cy¯ est une équiva-
lence, il existe σ ∈ Cy¯ et g ∈ Aut(σ) tel que f∗g est d’ordre de p et de support
{x¯}. Notons F l’hensélisé strict de f−1(y) en x¯. C’est aussi la fibre de l’hensélisé
ϕ : X(x¯) → Y(y¯) de f au dessus de y¯. Si F n’était pas réduit à x¯, un des points
de F ne serait pas dans le support de f∗g de sorte que f∗g serait l’identité en
ce point. Mais f∗g est constant sur F = ϕ−1(y¯) de sorte que f∗g serait l’iden-
tité également en x¯ ∈ F, ce qui n’est pas. Donc, F est réduit à x¯ de sorte que
dimOf−1(y),x = 0 (puisqu’un anneau local a même dimension que son hensélisé
strict) et x ∈ Max(f−1(y)). De plus, g est trivial sur ϕ(X(x¯)− {x¯}) = Y(y¯)− {y¯} (fidèle
platitude de ϕ) ce qui assure (y, p) ∈ Ass(C ).
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Inversement, supposons (y, p) ∈ Ass(C ) et x ∈ Max(f−1(y)). On a donc un
automorphisme g d’ordre p de σ ∈ Cy¯ de support {y¯}. Le support de ϕ∗g est la
fibre φ−1(y¯) = f−1(y)(x¯). Comme x est maximal dans f−1(y), on déduit (dimen-
sion) que le schéma local φ−1(y¯) est de dimension nulle donc réduit à x¯, ce qu’on
voulait. 
COROLLAIRE 5.2.4. Soit (X, x) un schéma local noethérien hensélien, U = X − {x}
l’ouvert complémentaire du point fermé et c : X̂→ X le morphisme de complétion. Alors,
le champ en groupoïdes C sur U vérifie (*) si et seulement Ĉ = c∗C vérifie (*).
Démonstration. On note encore x le point fermé de X̂ et on choisit un point
géométrique x¯ au dessus de x.
Supposons que Ĉ vérifie (*). Soit (y, p = car(x)) ∈ Ass(C ) et notons Y l’adhé-
rence de y dans le localisé (Zariski) de X en x. Il s’agit de montrer que toutes les
composantes de Y(x¯) sont de dimension ≥ 2, ou encore (3.3) que toutes les com-
posantes de Ŷ = Ŷh(x) sont dimension ≥ 2, c’est-à-dire (3.3 à nouveau), que toutes
les composantes de Ŷ(x) sont de dimension ≥ 2. Mais c’est bien le cas car, d’après
le lemme 5.2.3, on a (y^, p) ∈ Ass(Ĉ ).
Inversement, supposons que C vérifie (*). Soit donc (y^, p = car(x)) ∈ Ass(Ĉ )
et soit y = c(y^) et supposons que l’adhérence de y^ est de dimension 1. Si une
des composantes Y = {y} était de dimension > 1, toutes les composantes de Ŷ =
c−1(Y) seraient de dimension > 1 (3.3). D’après le lemme 5.2.3, on sait que y^ est
maximal dans c−1(y) donc dans Ŷ de sorte que dim {y^} > 1, une contradiction. 
5.3. Le théorème de rigidité de la ramification.
THÉORÈME 5.3.1 (Rigidité de la ramification II). Soit π : X ′ → X un morphisme
plat de schémas noethériens, régulier au dessus d’un sous-schéma fermé Z ⊂ X. Soit
j : U = X−Z →֒ X l’immersion ouverte du complémentaire de Z et C un champ ind-fini
sur U vérifiant la condition (*). Alors, la flèche de changement de base π∗j∗C → j ′∗π ′∗C
est une équivalence.
Démonstration. D’après le théorème de rigidité de la ramification I (4.2.1), le
théorème est vrai dans le cas discret de sorte que π∗j∗C → j ′∗π ′∗C est toujours
pleinement fidèle. Comme dans la preuve de 4.2.1, on peut supposer X, X ′ stric-
tement locaux de point fermés x, x ′ et π morphisme local. Par récurrence sur la
dimension de X, on peut supposer que le changement de base par π est une équi-
valence pour l’immersion U →֒ X− {x} de sorte qu’on peut supposer U = X− {x}.
Comme dans la preuve de 4.2.1 et en utilisant l’invariance par complétion de la
condition (*) (5.2.4), on peut supposer de plus X complet et π morphisme essen-
tiellement lisse et local et il s’agit de démontrer que la flèche
π∗ : H0(X− {x},C )→ H0(X ′ − π−1{x},C ′)
est essentiellement surjective (puisque en tout point y ′ 6= x ′ la fibre du change-
ment de base est une équivalence par hypothèse).
Soit donc σ ′ un objet de H0(X ′ − π−1{x},C ′). La condition (*) étant stable par
passage aux sous-gerbes (maximales), on peut comme dans la preuve de 6.4.2
en considérant la sous-gerbe maximale de C ′ engendrée par σ ′, supposer de plus
que C est une gerbe. Comme C est ind-finie, on peut supposer que C est construc-
tible.
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Pour tout point maximal y ∈ U, notons iy le morphisme canonique
iy : Spec(k(y))→ U = X− {x}.
Soit
Ψ : C → D := ∏
y∈Max(U)
iy∗i
∗
yC
le morphisme déduit des morphismes d’adjonction. La catégorie fibre de iy∗i∗yC
sur un ouvert étale V → X s’identifie aux sections rationnelles de C définies au
voisinage (Zariski) des points maximaux de V au dessus de y. On déduit que Ψ
est conservatif et couvrant (étale localement surjectif sur les flèches et les objets).
Pour toute section τ ∈ H0(U,D) (vu comme un morphisme de U-espaces τ :
U → D), le champ des relèvements K(τ) = U ×D C associé est donc une gerbe
([Giraud, 1971, IV.2.5.4]), évidemment constructible.
Il suffit alors (exercice) de vérifier que la flèche de changement de base est
essentiellement surjective pour
1) les gerbes G = iy∗i∗yC ;
2) la gerbe des relèvements K(τ) = U×D C associée à τ ∈ H0(U,D).
5.3.2. Premier cas : changement de base pour G = iy∗i∗yC . Supposons donc G =
iy∗i
∗
yC . Quitte à changer X,U en {y}, U ∩ {y}, on peut supposer que X est irréduc-
tible de point générique y.
Si la dimension de X est 1, on a U = {y} et Gy¯ = Tors(Spec(k(y)), G) avec p =
car(y) ne divisant pas l’ordre de G (cf. l’argument dans l’exemple 5.2.2). On in-
voque alors le changement de base par un morphisme lisse usuel ([Giraud, 1971,
VII.2.1.2]).
On suppose donc que la dimension de X est > 1.
Choisissons une clôture séparable k(y) →֒ ky et notons jy : Spec(ky) → U est
le morphisme canonique. On a
j∗yC = Tors(Spec(ky), G)
où G est un groupe fini constant. Comme
iy∗i
∗
yC → jy∗j∗yC
est fidèle, on peut (6.4.1) remplacer G par jy∗j
∗
yC = jy∗ Tors(Spec(ky), G).
LEMME 5.3.3. On a R1jy∗G = {∗} et jy∗ Tors(Spec(ky), G) = Tors(U, jy∗G).
Démonstration. La seconde égalité découle de la première et de la formule
([Giraud, 1971, V.3.1.5])
π0(jy∗ Tors(Spec(ky), G)) = R
1jy∗G.
Soit A˜ l’hensélisé strict de X = Spec(A) en un point géométrique ξ¯ de X. C’est
une limite inductive filtrante d’algèbresAi de type finies qui sont génériquement
étales. On déduit que j−1y (Spec(A˜)) est le spectre de la limite inductive filtrante
des algèbres étales Bi = ky ⊗k(y) Ai qui sont donc scindées puisque ky est sépara-
blement clos. Ainsi, les schémas considérés étant cohérents, on a
(R1jy∗G)ξ¯ = H
1(j−1y (Spec(A˜)), G) = lim−→H1(Spec(Bi), G) = {∗}.

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En terme de module galoisien, jy∗G est l’induite (continue) Homc(Γ, G) où
Γ est le groupe profini Gal(ky/k(y)). En écrivant Γ = colimGal(Kα/k(y)) où
(Kα/k(y))α est le système inductif des sous-extensions galoisiennes finies de ky/k(y),
on trouve
jy∗G = colimjα∗G
où jα : Spec(Kα) → Spec(k(y)) → U est le morphisme canonique. Comme U,U ′
sont noethériens donc cohérents, on a
H0(U,Tors(U, colimjα∗G)) = colimH0(U,Tors(U, jα∗G))
et
H0(U ′, π∗ Tors(U, colimjα∗G)) = H0(U ′,Tors(U ′, π∗colimjα∗G)) = colimH0(U,Tors(U ′, π∗jα∗G))
de sorte qu’on est réduit pour le cas 1) à étudier le changement de base pour la
gerbe Gα = Tors(U, jα∗G).
Soit p :W → X la normalisation de X dans Spec(Kα)→ X : c’est unmorphisme
fini (car X est excellent) et surjectif de sorte que W est semi-local et hensélien
(comme X). On déduit queW est la réunion disjointe de ses hensélisés aux points
fermés. CommeW est intègre,W est strictement local : on notew son point fermé
w. De plus,W est normal, donc géométriquement unibranche de sorte que jα∗G =
p∗G|W−w. Comme R1p∗G est trivial (p est fini), on déduit l’égalité
Gα = p∗ Tors(W − {w}, G)
comme dans la preuve du lemme 6.5.3 infra.
En utilisant le changement de base propre pour p, on est ramené à prouver
que la flèche
Tors(W − {w}, G)→ Tors(W ′ − π−1{w}, G)
est une équivalence. Deux cas se présentent.
Rappelons qu’on a supposé que la dimension deX (ouW, c’est lamême chose)
est > 1. Dans ce cas, {w} est c2 dansW et on invoque la variante du théorème de
changement de base lisse de Gabber (4.3.1).
5.3.4. Deuxième cas : changement de base pour la gerbe des relèvements K = K(τ).
Comme le morphisme K(τ) → C est visiblement fidèle ([Giraud, 1971, IV.2.5.2]),
la gerbe des relèvements vérifie (*) comme C . Comme Ψy¯ est une équivalence
pour tout point maximal y ∈ U, on déduit que Ky¯ est la gerbe triviale (autre-
ment dit équivalente au faisceau d’ensembles ponctuels) en tous ces points. Par
hypothèse de récurrence, il suffit pour achever la preuve de prouver le lemme
suivant.
LEMME 5.3.5. Il existe une immersion fermée i : F ⊂ X nulle part dense telle que
K = i∗i
∗K.
Démonstration. Il suffit de prouver que pour tout y maximal, il existe un ou-
vert de Zariski contenant y sur lequel K est triviale. Par construction, il existe un
voisinage étale V → X de y et σ ∈ K(V). Comme Aut(σ) est un faisceau construc-
tible de Ve´t, l’isomorphisme
{Id}y¯
∼→ Aut(σ)y¯
provient d’un isomorphisme
{Id}W
∼→ Aut(σ)W
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sur un voisinage étaleW → V → X de y. Quitte à localiser, on peut supposer que
W → X est un revêtement galoisien de son image U ⊂ X. La section σ descend
sur U et n’a pas d’automorphisme par construction, ce qu’on voulait. 

6. Appendice 1 : sorites champêtres
D’après 2.1.1 i), on sait déjà que le foncteur H0(U,C ) → H0(Û, p∗C ) est plei-
nement fidèle que C soit ind-fini ou non.
Soit C un champ ind-fini sur Y. On cherche des conditions assurant que l’hy-
pothèse
HYPOTHÈSE 6.1. Soit f : X → Y un morphisme de schémas. On suppose que
pour tout faisceau d’ensembles F sur Y, la flèche H0(Y,F ) → H0(X, f∗F ) est
bijective.
entraîne que la conclusion
CONCLUSION 6.2. La flèche φ : H0(Y,C )→ H0(X, f∗C ) est une équivalence de
catégories.
est vraie, autrement dit assurant que l’assertion
ASSERTION 6.3. On a l’implication 6.1⇒ 6.2.
est vraie. On sait déjà que 6.1 entraîne que φ est pleinement fidèle (cf. 2.1).
6.4. Premières réductions. Commençons par un lemme formel :
LEMME 6.4.1. Soit f : X→ Y un morphisme de schémas et C1 → C2 un morphisme
de champs sur Y qu’on suppose fidèle. Si 6.3 est vraie pour C2, alors 6.3 est vraie pour C1.
Démonstration. On a déjà observé (2.1) que φ est pleinement fidèle. Soit donc
cX1 ∈ H0(X, f∗C1) = HomX(X, f∗C1)
dont on cherche un antécédent dans H0(Y,C1). Son image
cX2 ∈ H0(X, f∗C2)
a un antécédent (à isomorphisme près)
cY2 ∈ H0(Y,C2).
Le couple (cX1 , c
X
2 = f
∗cY2) définit une section de la gerbe des relèvements
K(f∗cX2 ) = X×f∗C1 f∗C2.
D’après [Giraud, 1971, V.1.4.3], la gerbe K(f∗cX2 ) = X×f∗C1 f∗C2 s’identifie à
f∗K(cX2 ) = f
∗(Y ×C1 C2).
Or, K(cX2 ) est un faisceau d’ensembles car C1 → C2 est fidèle. Donc, (cX1 , cX2 =
f∗cY2) ∈ H0(X, f∗K(cX2 )) a un unique antécédent de la forme (cY1 , cY2) et cY1 est bien
l’antécédent cherché. 
LEMME 6.4.2. Si 6.3 est vrai pour toute gerbe (resp. toute gerbe ind-finie), alors 6.3
est vrai pour tout champ (resp. tout champ ind-fini).
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Démonstration. Soit t ∈ H0(X, f∗C ) et γt ⊂ f∗C la sous-gerbe maximale en-
gendrée par t dans f∗C ([Giraud, 1971], III.2.1.3.2)vi. Ceci définit une section τ ∈
π0(f
∗C ) du faisceau d’ensembles π0(f∗C ) des sous-gerbes maximales de f∗C (loc.
cit., 2.1.4). D’après loc. cit., 2.1.5, la flèche naturelle
π0(f
∗C )→ f∗π0(C )
est bijective. Mais, par hypothèse, la flèche
H0(Y, π0(C ))→ H0(X, f∗π0(C )) = H0(X, π0(f∗C ))
est bijective de sorte qu’il existe une (unique) sous-gerbe (maximale) γ ⊂ C telle
que f∗γ = γt, qui sera ind-finie si C l’est. L’image dans H0(Y,C ) de l’antécédent
de t ∈ H0(X, f∗γ) dans H0(Y, γ) est l’antécédent cherché. 
6.5. Réduction au cas d’un champ de torseurs sous un groupe fini constant.
Admettons pour un instant le résultat suivant, généralisation au cas des champs
de la résolution flasque de Godement.
LEMME 6.5.1 (Lemme d’effacement). Soit γ une gerbe ind-finie sur un schéma
cohérent X. Il existe un groupe ind-fini G sur X et un foncteur fidèle γ →֒ Tors(X,G ).
On peut alors prouver le critère suivant
PROPOSITION 6.5.2. Soit f : X → Y un morphisme de schémas cohérents. On sup-
pose que pour tout faisceau d’ensembles F sur Y, la flèche H0(Y,F ) → H0(X, f∗F ) est
bijective (6.1). On suppose en outre que pour tout morphisme fini p : Y ′ → Y indui-
sant f ′ : X ′ = X ×Y Y ′ → Y ′ et tout groupe fini constant G, la flèche Tors(Y ′, G) →
Tors(X ′, G) est une équivalence. Alors, pour tout champ ind-fini C sur Y, la flèche
H0(Y,C )→ H0(X, f∗C ) est une équivalence.
Démonstration. Seule l’essentielle surjectivité pose problème. Les lemmes d’ef-
facement, 6.4.1 et 6.4.2 permettent de supposer que C = Tors(Y,G ) où G est un
groupe ind-fini sur Y. Comme X, Y sont cohérents, la cohomologie non abélienne
commute aux limites inductives filtrantes [SGA4VII remarque VII.5.14]. Comme
G est ind-fini, il est limite inductive filtrante de faisceaux en groupes construc-
tibles [SGA4 IX 2.7.2] : on peut donc supposer G constructible. Puisque Y est
cohérent, il existe (loc. cit., 2.14) une famille finie de morphismes finis pi : Yi → Y
et des groupes finis constants Gi tels que G se plonge dans le produit
∏
pi∗Gi. On
a donc un morphisme fidèle
Tors(Y,G ) →֒ Tors(Y,∏pi∗Gi) =∏Tors(Y, pi∗Gi)
grâce à [Giraud, 1971], III.2.4.4.
Utilisant à nouveau 6.4.1, on peut supposer
C = Tors(Y, p∗G)
avec G groupe fini constant et p : Y ′ → Y fini.
LEMME 6.5.3. On a Tors(Y, p∗G) = p∗Tors(Y ′, G).
Démonstration. Comme p est fini, R1p∗G est trivial. Mais π0(p∗Tors(Y ′, G)) =
R1p∗G ([Giraud, 1971], V.3.1.9.1) de sorte que p∗Tors(Y ′, G) est une gerbe, visible-
ment neutre et vaut donc nécessairement Tors(Y, p∗G). 
viDans loc. cit., π0(C ) est noté Ger(C ), qui n’est pas actuellement la notation standard.
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Le théorème de changement de base propre pour les faisceaux (trivial dans ce
cas) assure qu’on a f∗p∗G = p ′∗f
′∗G = p ′∗G. La flèche
H0(Y, p∗Tors(Y ′, G))→ H0(X ′, f∗p∗Tors(Y ′, G))
s’identifie alors à la flèche naturelle
Tors(Y ′, G) = H0(Y, p∗Tors(Y ′, G))→ H0(X, f∗p∗Tors(Y ′, G))
= H0(X,Tors(X, f∗p∗G)) (d’après 6.5.3 et [Giraud, 1971, III.2.1.5.7])
= H0(X,Tors(X, p ′∗G))
= H0(X ′, p ′∗Tors(X
′, G))
= H0(X ′,Tors(X ′, G))
= Tors(X ′, G)
qui est bijective par hypothèse. 
6.6. Preuve du lemme d’effacement. Soit X un schéma cohérent.
LEMME 6.6.1. Il existe un schéma affine X ′, un morphisme quasi-compact et surjectif
f : X ′ → X tel que pour tout x ′ ∈ X ′, le corps résiduel k(x ′) est la clôture algébrique du
corps résiduel k(f(x)).
Démonstration. CommeX est quasi-compact, on peut recouvrir X par un nombre
fini d’ouverts affines Xi. Le morphisme f : ⊔Xi → X est surjectif et quasi-compact
(X est quasi-séparé). Comme toutes les extensions résiduelles sont des isomor-
phismes, on peut donc supposer X = Spec(A) affine quitte à changer X en ⊔Xi.
SOUS-LEMME 6.6.2. Soient I l’ensemble des polynômes unitaires (non constants)
de A[X] et
T ′(A) = A[XP, P ∈ I]/(P(XP))
et
f : X ′ = Spec T ′(A)→ X = SpecA.
Le morphisme f est surjectif et, pour tout ξ ∈ X ′, le corps résiduel k(ξ) est la
clôture algébrique de k(f(ξ)).
Démonstration. Soit x ∈ X et k(x) une clôture algébrique de k(x). La fibre sché-
matique f−1(x) est le spectre de
B = k(x)[XP, P ∈ I]/(P˜(XP))
où P˜ désigne l’image de P ∈ I par le morphisme de localisation des coefficients
A[X]→ k(x)[X].
Le choix de racines xP ∈ k(x) pour tous les polynômes P de I définit un point de
f−1(x) assurant la surjectivité de f.
Soit alors ξ ∈ f−1(x) : c’est un point fermé car f est entier et k(ξ) est algébrique
sur k(x). Soit Q un polynôme unitaire de k(x) de degré d > 0. Il existe a ∈ A
d’image a(x) non nulle dans k(x), un polynôme unitaire P ∈ I et un entier n > 0
tel que
sndQ(X) = P(snX).
On déduit que l’image XP/sn dans k(ξ) est une racine de Q. Comme k(ξ) est
algébrique sur k(x), ceci assure que k(ξ) est une clôture algébrique de k(x). (C’est
un exercice (facile) de théorie de Galois ou [Bourbaki, A., V, §10, exercice 20].) 
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Comme f est quasi-compact puisqu’affine, le lemme est prouvé. 
Dans un second temps, rappelons la construction de la topologie constructible
sur X (cf. [ÉGA IV3 ]).
REMARQUE 6.6.3. Pour notre propos, on ne l’utilisera en fait que pour le
schéma affine X ′.
On construit l’espace topologique Xcons dont l’ensemble sous-jacent coïncide
avec l’ensemble sous-jacent |X| de X mais dont les ouverts (resp. fermés) sont les
parties ind (resp. pro)-constructibles, à savoir les réunions (resp. intersections)
de parties constructibles. Comme X est cohérent, X est un espace topologique
compact, totalement discontinu ([ÉGA IV1 1.9.15]). De plus, la cohérence de X
entraîne que les parties constructibles sont alors les réunions finies d’intersection
U∩(X−V) avecU,V ouverts quasi-compacts ([ÉGA III1 9.1.3] et [ÉGA IV1 1.2.7]).
Le complémentaire deU∩ (X−V) étant (X−U)∪V , il est donc également ouvert
dans Xcons de sorte que X admet une base d’ouverts compacts.
L’identité de |X| induit une application continue Xcons → X puisqu’un fermé
est pro-constructible. Si X = Spec(A) est affine, Xcons est naturellement homéo-
morphe au spectre d’une certaine A-algèbre T(A) pour un certain endo-foncteur
T de la catégorie des anneaux ([Olivier, 1968], proposition 5). Cet homéomor-
phisme est compatible à la localisation de sorte que ces structures schématiques
se recollent munissant Xcons d’une structure naturelle de X-schéma relativement
affine compatible avec l’application continue (identique !) Xcons → X. Si x ∈ |X|,
on a Ox = k(x).
On définit alors
f : Xc → X
comme le composé
f : Xc = (X ′)cons → X ′ → X.
Par construction, Xc est compact -en particulier cohérent- (réduit), totalement
discontinu et admet une base de voisinages ouverts-compacts (qui sont donc
ouverts-fermés puisque Xc est compact donc topologiquement séparé). Ses corps
résiduels sont algébriquement clos et f est quasi-compactvii et surjective (comme
composé de morphismes quasi-compacts) .
Rappelons que le faisceau vide sur un espace topologique est le faisceau as-
socié au préfaisceau de valeur constante ∅. L’ensemble de ses sections sur tout
ouvert non vide est ∅ et est réduit à un point sur l’ouvert vide.
LEMME 6.6.4. Tout morphisme étale f : Y → Xc est Zariski localement trivial. En
particulier, le morphisme canonique de topos (ǫ−1, ǫ∗) : Xce´t → XcZar est une équivalence
d’inverse (ǫ−1, ǫ∗). Tout faisceau ayant des sections localement a des sections globales.
De plus, tout torseur sur Xc est trivial et toute gerbe est neutre.
Démonstration. Soit y ∈ Y d’image x ∈ Xc. Comme f est quasi-fini et k(x) algé-
briquement clos, l’inclusion k(x) →֒ k(y) est une égalité. Le morphisme composé
Spec(Ox) = Spec(k(x)) = Spec(k(y))→ Y
se prolonge au voisinage de f en une section locale de f ce qui prouve le premier
point.
viiOn appliquera ici cette construction à un ouvert (quasi-compact) d’un schéma affine, donc
à un schéma séparé de sorte que f sera même affine dans ce cas.
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Soit F un faisceau (Zariski ou étale, c’est la même chose) sur Xc. Il est donc
Zariski localement trivial. Comme Xc est compact, on peut trouver un recouvre-
ment fini par des ouverts compacts Ui sur lesquels F a une section. On montre
par récurrence sur le nombre d’ouverts qu’on peut raffiner ce recouvrement en
un recouvrement fini Vj par des ouverts compacts disjoints. Comme pour tout j
il existe i tel que Vj ⊂ Ui, le faisceau F a des sections locales sur chaque Vj. Ces
ouverts étant disjoints, ces sections se recollent en une section globale. Le reste
suit car tout torseur (resp. toute gerbe) sur Xc a des sections localement. 
La preuve du lemme d’effacement est alors facile. Soit γ une gerbe ind-finie
sur X. Le foncteur d’adjonction
γ→ f∗f∗γ
est fidèle car f est surjectif. La gerbe f∗γ ([Giraud, 1971], III.2.1.5.6) est neutre et
ind-finie (6.6.4) de sorte qu’elle est équivalente à Tors(Xc, Gc) pour un ind-groupe
Gc convenable. Par ailleurs, comme on a déjà vu ([Giraud, 1971], V.3.1.9.1), le
faisceau des sous-gerbes maximales π0(f∗Tors(Xc, Gc)) s’identifie à R1f∗Gc.
LEMME 6.6.5. Le faisceau R1f∗Gc est trivial.
Démonstration. Soit U → X un morphisme étale. Comme dans la preuve de
6.6.4, XcU → Xc est étale et donc un isomorphisme local pour la topologie de Za-
riski car les corps résiduels de Xc sont algébriquement clos. On en déduit que les
topos étale et Zariski de XcU sont équivalents. Tout G
c-torseur étale sur XcU pro-
vient donc d’un torseur Zariski. Comme XcU → Xc est un isomorphisme local,
XcU a une base d’ouverts-fermés et donc est séparé. Comme X
c
U est quasi-compact
(puisque f est quasi-compact etU quasi-compact comme X), l’espace topologique
sous-jacent de XcU est de plus compact. On déduit comme dans 6.6.4 que tout tor-
seur sur XcU est trivial H
1(XcU, G
c) = {∗}. En passant à la limite (on n’utilise pas ici
la cohérence de f), on trouve que les fibres de R1f∗Gc sont triviales. 
D’après le lemme, π0(f∗Tors(Xc, Gc)) est le faisceau ponctuel ce qui assure que
f∗Tors(Xc, Gc) est une gerbe. Comme elle a une section, elle est neutre de groupe
G = f∗G
c et s’identifie donc à Tors(X,G). Mais f est quasi-compact de sorte que
G est ind-fini comme Gc [SGA4 IX 1.6]. La preuve du lemme d’effacement est
complète.
7. Appendice 2 : théorème de changement de base propre
d’Artin-Grothendieck pour les champs ind-finis sur des schémas non
noethériens
On va prouver l’énoncé suivant
THÉORÈME 7.1. Considérons un diagramme cartésien
X ′
g ′ //
f ′


X
f

Y ′
g // Y
avec f propre. Alors, pour tout champ ind-finiC , la flèche de changement de base g∗f∗C →
f ′∗g
′∗C est une équivalence.
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Démonstration. Notons que ce théorème est connu dans le cas discret [SGA4 XII 5.1]
et si Y est localement noethérien ([Giraud, 1971], VII.2.2.2). La preuve qui suit est
une adaptation de la preuve de ce dernier énoncé.
Preuve du théorème : D’après [Giraud, 1971], VII.2.2.5, il suffit de prouver
l’énoncé suivant : soit X propre sur S local hensélien et i : X0 →֒ X l’immersion de
la fibre fermée. Alors, pour tout champ ind-fini C sur X, la flèche
γ : H0(X,C )→ H0(X0, i∗C )
est une équivalence. Notons que X/S étant propre, il est cohérent donc X est cohé-
rent comme S [SGA4 VI 2.5]. Ainsi, i est un morphisme cohérent de schémas co-
hérents. Si C est discret, le théorème est une conséquence immédiate du théorème
de changement de base propre pour les faisceaux d’ensembles [SGA4 XII 5.1 (i)].
On en déduit que γ est pleinement fidèle. D’après 6.5.2, il suffit de montrer que
pour tout morphisme fini X ′ → X (induisant une immersion fermée X ′0 →֒ X ′) et
tout groupe fini G, la flèche
(7.a) γ : Tors(X ′, G)→ Tors(X ′0, G)
est une équivalence (et en fait est essentiellement surjective puisqu’on sait déjà
qu’elle est pleinement fidèle). On applique alors [SGA4 XII 5.5 (ii)] au mor-
phisme propre X ′ → S pour conclure. 
8. Appendice 3 : sorites sur les gerbes
On montre que toute gerbe ind-finie sur X noethérien est limite inductive fil-
trante de ses sous-gerbes constructibles (comparer avec [ÉGA IV3 IX.2.9] et [ÉGA
IV3 IX.2.2]).
8.1. Image d’unmorphisme de champs. Soitϕ : C → C ′ unmorphisme (car-
tésien) de champs sur Xe´t. On définit l’image Im(ϕ) = ϕ(C ) comme la catégorie
ayant pour objets ceux de C et telles que Homϕ(C )(g1, g2) = HomC ′(ϕ(g1), ϕ(g2)),
la structure de catégorie fibrée étant déduites des structures (compatibles) de C
et C ′. Notons que Im(ϕ) est naturellement équivalente à la sous-catégorie pleine
C ′ϕ de C
′ dont les objets sont les images des objets de C . On identifiera ϕ(C ) et
C ′ϕ.
LEMME 8.1.1. Soit x¯ un point géométrique de X et f : W → X un morphisme de
schémas. Alors,
• la flèche naturelle Im(ϕ)x¯ → Im(ϕx¯) est une équivalence ;
• on a une équivalence de champs canoniques f∗Im(ϕ) ∼→ Im(f∗ϕ).
Démonstration. Les objets de Im(ϕ)x¯ → Im(ϕx¯) coïncident avec ceux de Cx¯ et
la flèche naturelle est simplement l’identité. Construisons l’inverse de la flèche.
Soit alors a, b ∈ C¯x¯ etψ ∈ Hom(φ(a), φ(b)) qui provient deΨS ∈ HomS(φ(α), φ(β)).
Mais ΨS peut-être vu comme une flèche de Im(ϕ)(S) : on prend son germe en x¯
pour définir l’inverse (qui ne dépend pas des choix). On vérifie que ceci définit
l’inverse cherché.
Passons au second point et définissons la flèche. Par adjonction, on doit définir
une flèche (cartésienne)
Im(ϕ)→ f∗Im(f∗φ).
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Soit S → X étale. Les objets du membre de gauche sont les objets de C (S)
tandis que ceux de droites sont ceux de f∗C (f−1(S)) = f∗f∗C (S). La flèche d’ad-
jonction C → f∗f∗C permet alors de définir la flèche x 7→ f∗(x) cherchée au niveau
des objets. Soient alors x, y des objets de C (S) et
g ∈ HomS(ϕ(x), ϕ(y)) = HomIm(ϕ)(S)(x, y)
C’est donc une section sur S de Hom(ϕ(x), ϕ(y)) qui fournit (par image inverse)
une section sur f−1(S) de Hom(f∗ϕ(x), f∗ϕ(y)) ([Giraud, 1971, II.3.2.8.1 (4)], donc
une flèche de
Homf−1(S)(f∗ϕ(x), f∗ϕ(y)) = Homf−1(S)((ϕ(f∗x), ϕ(f∗y)) = Homf∗Im(f∗ϕ)(S)(x, y).
Le foncteur ainsi défini est visiblement cartésien (comme ϕ). Le premier point as-
sure que les fibres de ce foncteur sont des équivalences, ce qui achève de prouver
le lemme. 
8.2. Groupoïdes libres. Soit Γ = E
s //
b
// V un graphe orienté (E est l’en-
semble des arêtes, V l’ensemble des sommets, b, s les applications « but, source »).
On associe (voir [Berger, 1995]) le groupoïde libre L(Γ) qu’on peut décrire comme
suit. Soit E± l’ensemble E± = {e±, e ∈ E} union disjointe de deux copies de E : ses
objets sont les sommets et les morphismes entre v, v ′ ∈ V sont les mots (réduits)
e±1 · · · e±n avec b(ei) = s(ei+1)(i = 1, · · · , n− 1), s(e1) = v, b(en) = v ′.
REMARQUE 8.2.1. Il est bien connu que L(Γ) est le groupoïde fondamental
Π1(ΓR) de la réalisation géométrique ΓR de Γ .
Par construction, les foncteurs de L(Γ) dans un groupoïde G s’identifient na-
turellement aux familles
(gv) ∈ Ob(G)V , (γe) ∈ Fl(G)E telles que γe ∈ HomG(gs(e), gb(e)).
Si on préfère, L est l’adjoint à gauche du foncteur d’oubli Groupoïdes→ Graphes.
La construction se globalise de lamanière suivante. Considérons un diagramme
de X-schémas étales
ΓX : E
s //
b
//
❃
❃❃
❃❃
❃❃
❃ V
⑧⑧
⑧⑧
⑧⑧
⑧⑧
X
Par fonctorialité de la construction L, on définit un préchamp surXe´t par la for-
mule S 7→ L(ΓX(S)) dont le champ associé est noté L(ΓX) : c’est le groupoïde libre
engendré par le graphe orienté. Par construction L(ΓX) a des sections locales si et
seulement si V → X est surjectif. Les sections locales sont localement isomorphes
si et seulement si pour tout point géométrique x¯ → X, le graphe Ex¯ //// Vx¯ est
connexe. Par construction, on dispose de deux sections tautologiques
g ∈ Ob(ΓX)(V), γ ∈ Hom(ΓX)(E)(s∗g, b∗g)
définies par l’identité de V et de E respectivement. Soit G un groupoïde sur Xe´t.
On a alors la propriété d’adjonction suivante : la flèche qui à un foncteur cartésien
ϕ : L(ΓX)→ G
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associe
ϕ(g) ∈ G (V), ϕ(γ) ∈ HomG (E)(s∗ϕ(g), b∗ϕ(g))
est bijective.
8.3. Constructibilité de sous-gerbes. Considérons un hyper-recouvrementviii
de X, à savoir un diagramme de X-schémas étales (de type fini)
HX : E
s //
b
//
❃
❃❃
❃❃
❃❃
❃ V
⑧⑧
⑧⑧
⑧⑧
⑧⑧
X
où les flèches V → X et (s, b) : E → V ×X V sont surjectives. Pour tout point
géométrique x¯ → X, le graphe Hx¯ est connexe de sorte que L(HX) est une gerbe.
Soit
g ∈ G (V), γ ∈ HomG (E)(s∗ϕ(g), b∗ϕ(g))
définissant un morphisme cartésien ϕ : L(HX)→ G .
DÉFINITION 8.3.1. Une gerbe G sur Xe´t est dite constructible si pour toute
section locale σ ∈ G (S), S→ X ouvert étale, le faisceau en groupes Aut(σ) sur Se´t
est constructible.
LEMME 8.3.2. Avec les notations précédentes, supposons G ind-finie. Alors, l’image
I = Im(ϕ) est constructible.
Démonstration. Comme la formation de l’image et de L commutent à l’image
inverse, on peut procéder par récurrence noethérienne. Il suffit donc de prouver
que I est constructible sur un ouvert non vide de X. La constructibilité se testant
après n’importe quel changement de base surjectif localement de présentation
finie,[SGA4 IX 2.8], on peut supposer que V, E sont des revêtements étales de X
complètement décomposés, autrement dit que HX est un graphe constant Γ de
sorte que σ s’identifie à n = card(V) sections σi ∈ G (X) deux à deux isomorphes.
Ainsi, L(HX) est le champ en groupoïdes constant L(Γ)X. Soit N le noyau du mor-
phisme de groupoïdes (abstraits)
N = Ker(L(Γ)→ G (X)).
Par adjonction, L(HX) = L(Γ)X → G se factorise à travers la projection L(Γ)X →
(L(Γ)/N)X. Mais, comme L(Γ)/N est un groupoïde fini, il est constructible de sorte
que I l’est aussi, comme quotient de (L(Γ)/N)X. 
PROPOSITION 8.3.3. Soit π : X → Y un morphisme de schémas noethériens, G une
gerbe ind-finie sur Ye´t et σ ∈ H0(X, π∗G ). Il existe une sous-gerbe constructible G1 de G
telle que σ ∈ H0(X, π∗G1) ⊂ H0(X, π∗G ).
Démonstration. La formule π∗Gx = Gπ(x) assure que localement σ provient par
image inverse d’une section locale de G . Comme Y est quasi-compact, on peut
trouver V → Y étale (surjectif de type fini) et τ ∈ G (V) telles que π∗τ et s coïn-
cident localement sur X. En considérant E→ V ×Y V étale convenable définissant
un isomorphisme γ : s∗τ → b∗τ, il suffit d’après le lemme précédent de poser
G1 = Im(L(V, E)
(τ,γ)−−→ G ). 
viiiLa terminologie est abusive : manque la section diagonale V → E pour avoir un hyper-
recouvrement (tronqué).
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REMARQUE 8.3.4. On contourne ici l’absence de sorites sur les limites induc-
tives. L’énoncé devrait être en deux parties : d’abord qu’une gerbe ind-finie sur
un schéma noethérien est limite inductive filtrante de ses sous gerbes construc-
tibles, ce qui est pour l’essentiel le contenu du lemme précédent, ensuite que sur
un schéma cohérent, le foncteur sections globales commute aux limites inductives
filtrantes.

EXPOSÉ XXI
Le théorème de finitude pour les coefficients non abéliens
Frédéric Déglise
À la mémoire de mon oncle Olivier.
1. Introduction
Le but de l’exposé est de démontrer les théorèmes suivants, qui généralisent le
théorème d’Artin (cf [SGA4 XIV th. 1.1]) dans le cas ensembliste et non abélien :
THÉORÈME 1.1 (Gabber). Soit f : Y → X un morphisme de type fini entre schémas
noethériens.
Pour tout faisceau constructible F sur Ye´t, le faisceau f∗F est constructible.
THÉORÈME 1.2 (Gabber). Soit f : Y → X un morphisme de type fini entre schémas
quasi-excellents.
Soit L un ensemble de nombres premiers inversibles sur X.
Pour tout faisceau constructible de groupes F sur Ye´t de L-torsion, le faisceau R1f∗(F)
sur Xe´t est constructible.
THÉORÈME 1.3 (Gabber). Soit X un schéma normal excellent, Z ⊂ X une partie
fermée de codimension supérieure à 2. Notons j : U→ X l’immersion ouverte du complé-
mentaire.
Pour tout groupe fini G, le faisceau R1j∗(GU) est constructible.
THÉORÈME 1.4 (Gabber). Soit A un anneau strictement local de dimension 2. On
suppose queA est normal, excellent, et on note X ′ = Spec(A)− {mA} son spectre épointé.
Alors, pour tout groupe fini G, l’ensembleH1(X ′;G) est fini.
Le théorème 1.1 est prouvé dans la section 2. Ce théorème est utilisé par les
suivants dans le cas où X est quasi-excellent. Ce cas est beaucoup plus simple,
comme nous le dégageons dans la démonstration.
Le théorème 1.2 est réduit – en trois étapes – au théorème 1.3 dans la section
3. Toutefois, le lecteur attentif notera que ce dernier théorème n’est pas un simple
cas particulier car il n’est pas nécessaire de faire d’hypothèse sur le cardinal du
groupe G.
Le théorème 1.3 est réduit au théorème 1.4 dans la section 4. Cette réduction
apparaît en 4.6 et utilise deux lemmes qui ont été établis auparavant (lemmes 3.6
et 4.5).
Le dernier théorème est bien un cas particulier de 1.3. Toutefois, nous avons
choisi de le dégager dans cette introduction à la fois comme une résultat impor-
tant et comme un point clé. Il est démontré dans la section 5 suivant un raison-
nement par l’absurde qui utilise la méthode des ultrafiltres (voir 5.4.1 pour des
rappels).
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Notations et conventions.
• Quand une topologie sur un schéma est sous-entendue, il s’agit de la
topologie étale.
• Étant donné un ensemble D (resp. un groupe G), on notera parfois D
(resp. G) pour le faisceau étale constant induit sur un schéma X lorsque
X est clair d’après le contexte. Si l’on veut préciser X, on note ce faisceau
DX (resp. GX), suivant l’usage.
• Quand on parle de la normalisation d’un schéma X, il s’agit du mor-
phisme canonique
X ′ = ⊔i∈IX ′i → X
où I désigne l’ensemble des composante irréductibles de X et X ′i désigne
le schéma normalisé de la composante irréductible de X correspondant
à i, munie de sa structure de sous-schéma réduit. On dit aussi que X ′ est
le schéma normalisé associé à X.
2. Image directe de faisceaux d’ensembles constructibles
Dans le cas où X est quasi-excellent, la preuve est une application de résultats
déjà connus (cf [SGA4 IX]). Nous commençons par exposer la démonstration
dans ce cas, puis dans le cas général. Toutefois, l’étape de réduction exposée dans
la section qui suit est valable dans les deux cas.
2.1. Réduction du théorème. On commence par réduire le théorème 1.1 à
l’assertion suivante :
(P) Soit D un ensemble fini et j : U→ X une immersion ouverte entre sché-
mas noethériens. Alors, le faisceau d’ensembles j∗(DU) est constructible.
Considérons les hypothèses du théorème 1.1. D’après [SGA4 IX 2.14], on peut
trouver un monomorphisme
F→ n∏
i=1
πi∗(Ci) = Q
pour des morphismes finis πi : Yi → Y et des faisceaux constants finis Ci sur Yi.
Commeun sous-faisceau d’un faisceau constructible est constructible ([SGA4 IX 2.9(ii)]),
il suffit de montrer que f∗(Q) est constructible. On est donc ramené au cas de
(fπi)∗(Ci) pour tout i, ce qui montre qu’on peut supposer F = DY pour un en-
semble fini D.
Notons que dans ce cas, le théorème est local en Y. En effet, si l’on se donne
un recouvrement étale π :W → Y (Y est noethérien), le morphisme d’adjonction
DY → π∗π∗(DY) = π∗(DW)
est un monomorphisme. En lui appliquant f∗, on en déduit un monomorphisme
f∗(DY)→ (fπ)∗(DW).
Il suffit donc demontrer que lemembre de droite est constructible ([SGA4 IX prop.
2.9(ii)] à nouveau). Notamment, on peut donc supposer que Y est affine.
Alors, f est séparé de type fini. On peut donc considérer une factorisation
Y
j−→ X¯ f¯−→ X
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de f telle que j est une immersion ouverte et f¯ un morphisme propre. Le résultat
est connu pour f¯ (cf [SGA4 XIV th. 1.1]) donc on est réduit au cas de l’immersion
ouverte j, c’est-à-dire à l’assertion (P).
REMARQUE 2.2. ((i)) Si l’on suppose que X est quasi-excellent, le schéma
X¯ qui apparaît dans la réduction ci-dessus est encore excellent puisque
f¯ est de type fini.
((ii)) Dans cette réduction, on a vu que (P)est locale en U.
2.3. Cas où X est quasi-excellent. Notons le lemme facile suivant :
LEMME 2.4. Considérons un carré cartésien de schémas noethériens
U ′
j ′ //
q 
X ′
p
U
j // X
tel que j est une immersion ouverte et p un morphisme fini surjectif. Alors, pour tout
ensemble fini D, si l∗(DV) est constructible, j ′∗(DU ′) est constructible.
Démonstration. Par hypothèse, q est surjectif. On en déduit que le morphisme
d’adjonction
DU → q∗q∗(DU) = q∗(DV ′)
est un monomorphisme. Appliquant j∗, on en déduit un monomorphisme
j∗(DU)→ p∗(j ′∗(DU ′)).
Puisque p est fini, p∗ préserve la constructibilité d’après [SGA4 IX prop. 2.14(i)].
Le lemme en résulte puisqu’un sous-faisceau d’un faisceau d’ensembles construc-
tible est constructible ([SGA4 IX 2.9(ii)]). 
Avant de passer à la preuve dans le cas général, notons que la démonstration
du théorème 1.1 dans le cas où X est quasi-excellent est plus simple. Grâce à la
remarque précédente, on se réduit à l’assertion (P)dans le cas où X est quasi-
excellent. Puisque cette assertion est locale en X, on peut supposer que X est
excellent. Dès lors, la normalisation p : X ′ → X de X est finie. Ainsi, le lemme
précédent appliqué au carré cartésien évident nous ramène au cas où X est nor-
mal.
Seul le cas où X est connexe nous intéresse. Alors, d’après [SGA4 IX lem.
2.14.1], j∗(DU) = DX, ce qui conclut.
2.5. Cas général. Considérons les hypothèse de l’assertion (P).
Notons que cette assertion est trivial pour X = ∅. On peut donc raisonner
par induction noethérienne sur X. On suppose plus précisément que l’hypothèse
d’induction suivante est vérifiée :
(H ) Pour tout fermé strict Z de X, pour tout morphisme fini Z ′ → Z et pour
toute immersion ouverte l : V ′ → Z ′, l∗(DV ′) est constructible.
L’assertion étant locale en X, on peut supposer que X est le spectre d’un anneau
noethérien réduit A. Utilisant le lemme 2.4 – en prenant pour X ′ la somme dis-
jointe des composantes irréductibles de X – on peut supposer aussi que A est
intègre. On a déjà vu que (P)est aussi locale en U (point ii de la remarque 2.2).
On peut donc se ramener au cas où U = Spec(Af) pour un élément f ∈ A.
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Soit A ′ la clôture intégrale de A dans son corps des fractions. On pose X ′ =
Spec(A ′), Z = Spec(A/(f)) et on considère le diagramme formé de carrés carté-
siens :
Z ′′
h 
π

U ′
j ′ //
q 
X ′
p 
Z ′
i ′oo
r 
U
j // X Z
ioo
tel que i et j sont les immersions évidentes, p (resp. h) est la normalisation de X
(resp. Z ′).
Première étape (fibres génériques de p) :
Considérons les points génériques z ′1, ..., z
′
n de Z
′, et posons zr = p(z ′r). Bien que p
ne soit pas nécessairement fini, p−1(zr) est fini et l’extension résiduelle κ(z ′r)/κ(zr)
est finie (voir [Nagata, 1962, chap. V, th. 33.10]). D’après le lemme 2.4, on peut
toujours remplacer A par une extension finie A ⊂ B ⊂ A ′. L’hypothèse (H ) est
en effet encore vérifiée pour Y = Spec(B). Dès lors, on peut supposer que les
conditions suivantes sont vérifiées :
(h1) Pour tout indice r, p−1({zr}) = {z ′r}.
(h2) Pour tout indice r, κ(z ′r)/κ(zr) est triviale.
Notons Ai (resp. A ′i) l’anneau localisé de X en zi (resp. X
′ en z ′i). Alors, A
′
i est un
anneau de valuation discrète. Du fait que l’extension induiteA ′i/Ai est entière, on
déduit que Ai est de dimension 1, ce qui implique que zi est un point générique
du diviseur Z de X. Comme q est surjectif, on déduit de (h1) que z1, ..., zn est
l’ensemble des points génériques de Z.
Deuxième étape (restriction à un ouvert de Z) :
Puisque trivialement j∗j∗(DU) = DU, il suffit demontrer que i∗j∗(DU) est construc-
tible. Notons les faits suivants :
((i)) q surjectif : DU → q∗q∗(DU) = q∗(DU ′) est un monomorphisme.
((ii)) X ′ normal, j ′ dominante : j ′∗(DU ′) = DX ′ .
i
((iii)) h surjectif :DZ ′ → h∗h∗(DZ ′) = h∗(DZ ′′) est un monomorphisme.
On déduit de i et ii un monomorphisme
j∗(DU)→ j∗q∗(DU ′) = p∗(DX ′).
Notons que p est pro-fini. Le théorème de changement de base propre s’étend à ce
cas, ce qui donne la relation : i∗p∗ = r∗i ′
∗. Si on applique i∗ au monomorphisme
précédent, on déduit de cette relation et de iii un monomorphisme composé :
σ : i∗j∗(DU)→ i∗p∗(DX ′) = r∗(DZ ′)→ π∗(DZ ′′).
Considérons maintenant une immersion ouverte dense l : V → Z ainsi que le
carré cartésien suivant :
Z ′′
π 
V ′′
l ′oo
πV
Z V.
loo
iComme on l’a déjà vu, c’est [SGA4 IX lem. 2.14.1]
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On en déduit un diagramme commutatif de faisceaux d’ensembles :
i∗j∗(DU)
σ

α // l∗l
∗i∗j∗(DU)
l∗l
∗σ
π∗(DZ ′′)
β // l∗l
∗π∗(DZ ′′).
Or le morphisme β – induit par le morphisme de coünité l’adjonction (l∗, l∗) –
est un isomorphisme. En effet, l étant une immersion ouverte l∗π∗ = πV∗l ′
∗ par
changement de base. On obtient donc l’identification : l∗l∗π∗(DZ ′′) = π∗l ′∗(DV ′′).
De plus, à travers cette identification, le morphisme β est l’imageii par π∗ dumor-
phisme de coünité pour l’adjonction (l ′∗, l ′∗) :
DZ ′′ → l ′∗l ′(DZ ′′) = l ′∗(DV ′′).
Ce dernier est un isomorphisme puisqueZ ′′ est normal et l ′ dense (voir [SGA4 IX lem.
2.14.1]). Puisque σ est un monomorphisme, on en déduit que α est un monomor-
phisme.
Or, d’après (H ), le faisceau d’ensembles l∗(DV) est constructible. Pour conclure,
il suffit donc (d’après [SGA4 IX 2.9(ii)]) de trouver un ouvert V de Z tel que
(2.a) j∗(DU)|V = DV .
Troisième étape (composantes immergées de Z) :
Considérons la réunion T des composantes immergées de Z dans X. Alors, l’ou-
vert V = Z− T satisfait la relation (2.a).
Il s’agit de démontrer que pour tout point géométrique x¯ de V , la fibre du
morphisme canonique DV → j∗(DU)|V au point x¯ est un isomorphisme. Autre-
ment dit, le morphisme induit
(2.b) π0(X(x¯))→ π0(X(x¯) − {x¯})
est un isomorphisme.
Soit x le point de X = SpecA correspondant à x¯. Si x n’est pas un point géné-
rique, puisque V n’a pas de composante immergée,
Profx(A/(f)) ≥ 1⇒ Profx(A) ≥ 2.
D’après le théorème de Hartshorne ([SGA2 III 3.6]), le morphisme (2.b) est donc
un isomorphisme.
Supposons que x est un point générique. D’après (h1), il existe un indice i tel que
x = zi. Or, d’après (h2), le morphisme entier birationnel
X ′(z ′i)
= Spec(A ′i)→ Spec(Ai) = X(zi)
est radiciel. C’est donc un homéomorphisme universel. On en déduit que le mor-
phisme X ′(z¯ ′
i
) → X(z¯i) est encore un homéomorphisme, où z¯ ′i est le point géo-
métrique correspondant à la clôture séparable de κ(zi) définie par z¯i. Dès lors,
(2.b) est un isomorphisme puisque la propriété correspondante est vraie pour le
schéma normal X ′(z¯ ′
i
). Ceci conclut.
iiOn le vérifie facilement en revenant à la définition du morphisme de changement de base
à l’aide des adjonctions (l, l∗) et (l ′
∗
, l ′∗) et en utilisant que la composée suivante de morphismes
unités/coünités est l’identité :
l∗ → l∗l∗l∗ → l∗.
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3. Image directe dérivée de faisceaux de groupes constructibles
3.1. Réduction au cas d’un faisceau constant.
LEMME 3.2. Soit f : Y → X une morphisme de type fini et u : F→ F ′ un monomor-
phisme de faisceaux en groupes constructibles sur Ye´t.
Alors, R1f∗(F ′) constructible implique R1f∗(F) constructible.
Démonstration. Posons C = F ′/F vu comme faisceau pointé, constructible sur
Ye´t par hypothèse. On considère la suite exacte de faisceaux pointés (cf [SGA4XII 3.1])
f∗(F
′)→ f∗(C)→ R1f∗(F) v−→ R1f∗(F ′).
Supposant que R1f∗(F ′) est constructible, on peut trouver une famille génératrice
de sections locales (e1, ..., en) de R1f∗(F ′). SoitΦi le faisceau fibre de v en ei, défini
par le diagramme cartésien de faisceaux sur Xe´t :
Φi //

Vi
ei
R1f∗(F)
v // R1f∗(F ′).
Utilisant le critère de constructibilité par les fibres et les spécialisations (cf [SGA4 IX prop.
2.13(ii)]), on voit aisément qu’il suffit de montrer que le faisceau Φi est construc-
tible pour tout i.
Pour montrer cela, il suffit de se rappeler de l’interprétation de Φi en termes
de F-objets tordus. Soit x un point de Xe´t. Il existe un voisinage étale V de x dans X
et une section e deΦi sur V/X. Quitte à restreindre le voisinage V , e provient d’un
F-torseur sur V×Y X. On peut alors tordre par e la suite exacte ci-dessus restreinte
à V , chaque faisceau étant muni d’une action de f∗(F) :
f∗(F
′)e → f∗(C)e → R1f∗(F)e ve−→ R1f∗(F ′)e.
La suite obtenue est encore exacte et Φi|V s’identifie avec le noyau de ve. On en
déduit Φi|V ≃ f∗(C)e/f∗(F ′)e. Or ce faisceau est constructible d’après le théorème
1.1. 
Considérons les hypothèses du théorème 1.2. D’après [SGA4 IX prop. 2.14],
on peut trouver un monomorphisme de groupes
F→ F ′ = r∏
i=1
πi∗(Gi)
pour des morphismes finis πi : Ui → U et des groupes finis Gi pour i = 1, ..., r.
D’après le lemme précédent, on est réduit au cas de F ′. Puisque πi∗ est exact, on
est donc ramené au cas du morphisme f ◦ πi et du faisceau constant sur Ui de
groupe Gi pour chaque indice i.
3.3. Réduction au cas d’une immersion ouverte. Le lemme clé dans cette
étape de réduction est le suivant :
LEMME 3.4. Soit G un groupe fini. Considérons un diagramme commutatif
Y ′
g
$$■
■■
■■
Y
h ::✈✈✈✈✈
f // X
de morphismes de type fini. Les conditions suivantes sont vérifiées :
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(i) Si h est surjectif,
R1f∗(GY) constructible implique R1g∗(GY ′) constructible.
(ii) Si g est propre,
R1h∗(GY) constructible implique R1f∗(GY) constructible.
Démonstration. Rappelons que l’on dispose de la suite exacte de faisceaux
d’ensembles sur Xe´t (cf [SGA4 XII prop. 3.2]) :
∗→ R1g∗(h∗GY) u−→ R1f∗(GY) v−→ g∗R1h∗(GY).
Considérons l’assertion (i). Puisque h est surjectif, le morphisme d’adjonction
GY ′ → h∗h∗GY ′ = h∗GY
est unmonomorphisme. Appliquant le lemme 3.2, il suffit demontrer que R1g∗(h∗GY)
est constructible. On peut alors conclure puisque le morphisme u : R1g∗(h∗GY)→
R1f∗(GY) est un monomorphisme.
Considérons maintenant l’assertion (ii). Puisque g est propre, le théorème de
changement de base propre [SGA4 XIV th. 1.1] conjugué avec le théorème 1.1
montre que la source de u est constructible. Par hypothèse et une nouvelle appli-
cation du théorème 1.1, le but de v est constructible.
Il suffit alors de raisonner comme dans la démonstration de 3.2 sur les fibres
du morphisme v associées à une famille finie de sections locales de g∗R1h∗(GY)
qui est génératrice. Chacune de ses fibres est localement vide ou isomorphe au
faisceau tordu R1g∗
(
(h∗GY)
e
)
pour une de ces sections locales e. Comme ce fais-
ceau est toujours constructible, on peut conclure. 
Considérons maintenant les hypothèses du théorème 1.2, dans le cas F = GY .
Puisque Y est noethérien, il existe un recouvrement Zariski π : W → Y tel que
W est affine. D’après l’assertion (i) du lemme ci-dessus, il suffit de montrer le
théorème pour f ◦ π. On peut donc supposer que Y est affine.
Le morphisme f : Y → X est alors quasi-projectif. On peut donc considérer
une factorisation Y
j−→ Y ′ g−→ X de f tel que g est projectif et j est une immersion
ouverte. D’après l’assertion (ii) du lemme ci-dessus, nous sommes réduit au cas
de l’immersion ouverte j.
3.5. Réduction au théorème 1.3 (i.e. la codimension 2). Grâce aux deux étapes
de réduction précédentes, nous sommes ramenés au cas d’une immersion ouverte
j : U→ X et d’un faisceau constant sur U de groupe G. Dans cette étape de réduc-
tion, on considère la codimension du complémentaire Z de U dans X.
Pour montrer que R1j∗(GU) est constructible on peut raisonner localement sur
X. On peut donc supposer que X est excellent. Considérons la normalisation p :
X ′ → X de X ainsi que le carré cartésien :
U ′
j ′ //
q 
X ′
p
U
j // X.
Puisque q est surjectif, le morphisme d’adjonction GU → q∗q∗(GU) est un mo-
nomorphisme. D’après le lemme 3.2, il suffit donc de montrer que R1j∗(q∗GU ′)
est constructible. Or p et q étant finis, R1j∗(q∗GU ′) = p∗R1j ′∗(GU ′). On peut donc
supposer que X est normal.
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Dès lors, X est somme disjointe de ses composantes irréductibles, et on peut
donc le supposer intègre. Notons K son corps des fonctions. Pour une extension
finie L/K, on peut considérer le schéma normalisé X ′ de X dans L, ainsi que le
diagramme cartésien suivant :
U ′
j ′ //
q 
X ′
p
U
j // X.
Par adjonction, on obtient un morphisme canonique
φ
(L)
U/X : R
1j∗(GU)→ p∗R1j ′∗(GU ′)
induit par le morphisme qui à un G-revêtement d’un schéma étale V/U associe
son pullback sur V ′ = V ×U U ′.
LEMME 3.6. Considérons les hypothèses et notations précédentes. Alors, les condi-
tions suivantes sont équivalentes :
(i) R1j∗(GU) est constructible.
(ii) Il existe une extension finie séparable L/K telle que φ(L)U/X est trivial.
Démonstration. (ii) ⇒ (i) : Soit L/K une extension finie telle que φ(L)
U/X
est tri-
vial. Avec les notations qui précèdent, on pose C = q∗(GU ′)/GU, faisceau sur Ue´t
pointé de manière évidente. On peut alors former la suite exacte de faisceaux
pointés (cf [SGA4 XII 3.2]) :
j∗q∗(GU ′)→ j∗(C)→ R1j∗(GU) (1)−→ R1j∗ (q∗(GU ′)) .
Notons que, puisque p est fini, R1j∗ (q∗(GU ′)) = p∗R1j ′∗(GU ′) et le morphisme (1)
s’identifie au morphisme φ(L)U/X. Par hypothèse, la suite exacte ci-dessus implique
donc que R1j∗(G) = j∗(C)/j∗q∗(GU ′) ce qui conclut d’après le théorème 1.1.
(i) ⇒ (ii) : Considérons une famille (e1, ..., en) de sections de R1j∗(GU) qui soit
génératrice. Pour tout indice i, ei correspond à un revêtement Pi → Vi ×X U pour
un schéma étaleVi/X. On peut supposer que Pi est connexe de corps des fonctions
Li. Le morphisme Pi → X correspond donc à une extension finie séparable Li/K.
On considère la clôture normale L d’une extension de K composée des Li/K. Par
définition, φ(L)
U/X
(ei) = ∗ pour tout entier i et le résultat suit puisque (e1, ..., en) est
génératrice. 
REMARQUE 3.7. Considérons les notations qui précèdent le lemme. En termes
de G-revêtements, la trivialité du morphisme φ(L)U/X s’interprète comme suit :
(i) Pour tout point géométrique s¯ de Z et pour tout G-revêtement π : P →
Xh(s¯) − Z
h
(s¯), le revêtement φ
(L)
U/X,s(P) est trivial.
(ii) Pour tout schéma étale V/X et toutG-revêtement π : P → V−ZV , il existe
un recouvrement étaleW/V ′ tel que π|W−ZW s’étend àW (l’extension est
alors unique puisque X est normal).
Dans le cas des immersions ouvertes, on peut renforcer le lemme 3.4 comme
suit :
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LEMME 3.8. Considérons un diagramme commutatif
V
k
$$❍
❍❍
❍❍
U
h ::✉✉✉✉✉
j // X
d’immersions ouvertes tel que X est intègre normal et h est dominante. Alors, les condi-
tions suivantes sont vérifiées :
(i) Si R1j∗(G) est constructible, alors R1k∗(G) est constructible.
(ii) Si R1h∗(G) est constructible et pour tout morphisme fini surjectifX ′ → X, j ′ =
j×X X ′, le faisceau R1j ′∗(G) est constructible, alors R1j∗(G) est constructible.
Démonstration. Remarquons que l’hypothèse sur h et V entraîne que h∗(GU) =
GV (cf [SGA4 IX lem. 2.14.1]).
L’assertion (i) résulte donc simplement du fait que le morphisme canonique
R1k∗(GV)→ R1j∗(GU) est toujours un monomorphisme.
Considérons les hypothèses de l’assertion (ii). D’après le lemme précédent
appliqué à h, on peut trouver une extension finie L/K telle que φ(L)U/V = ∗. Soit
X ′ le schéma normalisé de X dans L/K, k ′ : V ′ → X ′ le pullback de k sur X ′.
Appliquant le lemme précédent à k ′, on peut trouver une extension finie E/L
telle que φ(E)
V ′/X ′
= ∗.
On note X ′′ le normalisé de X dans E/K, X ′′
p ′−→ X ′ p−→ X les morphismes cano-
niques. On note h ′, j ′, k ′ (resp. h ′′, j ′′, k ′′) les pullback respectifs de h, j, k sur X ′
(resp. X ′′). On peut alors conclure grâce au diagramme commutatif suivant :
R1j∗(G) //
φ
(L)
U/X
vv❧ ❧
❧ ❧
❧ ❧
❧
k∗R1h∗(G)
k∗φ
(L)
U/V

p∗R1k ′∗(G) //
p∗φ
(E)
V ′/X ′

p∗R1j ′∗(G) //
p∗φ
(E)
U ′/X ′

(pk ′)∗R1h ′∗(G)
(pp ′)∗R1k ′′∗ (G) // (pp
′)∗R1j ′′∗ (G).
La flèche pointillée existe du fait de l’exactitude de la suite horizontale du milieu
et de φ(L)U/V = ∗. On conclut puisque φ(E)U/X = (p∗φ(E)U ′/X ′) ◦ φ(L)U/X. 
LEMME 3.9. Soit X un schéma régulier et Z un sous-schéma fermé régulier de X.
Notons j : U→ X l’immersion ouverte complémentaire.
Soit n l’ordre de G. Alors, si n est inversible sur X, R1j∗(GU) est constructible.
Démonstration. L’assertion est évidemment locale en Xe´t. On peut donc sup-
poser que X est local strictement hensélien et régulier, spectre d’un anneau noté
A.
Si Z est de codimension supérieure à 2 dansX, il résulte du théorème de pureté
de Zariski-Nagata (cf [SGA1 X 3.1, 3.3]) que R1j∗(G) = ∗.
En codimension 1, Z admet un paramètre régulier f ∈ A. On considère le
schéma strictement local
X ′ = Spec(A[t]/tn − f).
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Le lemme d’Abhyankar absolu (cf [SGA1 XIII prop. 5.2]) montre alors précisé-
ment que pour tout revêtement E π−→ U principal galoisien de groupe G, le re-
vêtement π ×X X ′ : E ′ → U ′ se prolonge à X ′. Il est donc trivial et le lemme 3.6
accompagné de la remarque 3.7 permet de conclure. 
Revenons au cas général d’une immersion ouverte j : U → X de fermé com-
plémentaire Z, X étant supposé normal. Supposons que l’ordre deG est inversible
sur X.
Soit T la réunion des lieux singuliers de X et Z. Posons V = X − T et W =
X− (Z ∪ T) et considérons les immersions ouvertes correspondantes :
V k
))❙❙❙
❙❙
W
h 55❥❥❥❥❥
l
))❚❚❚
❚❚ ν
// X
U j
55❦❦❦❦❦
D’après le lemme précédent, R1h∗(G) est constructible. D’après le lemme 3.8, on
est donc ramené à prouver que pour tout morphisme fini surjectif X ′ → X, k ′ =
k ×X X ′, le faisceau R1k ′∗(G) est constructible. Cette dernière assertion est bien
impliqué par le théorème 1.3.
4. Cas de codimension 2 sans hypothèse sur la torsion
4.1. Résolution des singularités.
LEMME 4.2. Soit X un schéma normal connexe, Z ⊂ X une partie fermée de codi-
mension 2 et j : U→ X l’immersion ouverte complémentaire.
Supposons dim(Z) > 0. Alors, il existe une partie fermée T ⊂ Z de codimension
3 dans X telle que pour tous points géométriques s¯ et t¯ de Z − T et toute spécialisation
η : Xh(t¯) → Xh(s¯), le noyau du morphisme de spécialisation
η∗ : R1j∗(G)s¯ → R1j∗(G)t¯
est trivial.
Démonstration. Cette assertion ne dépend que d’un voisinage ouvert deZ dans
X. Quitte à enlever une partie nulle part dense de Z, on peut donc supposer que
le lieu singulier de X est inclus dans Z. De même, on peut supposer que les com-
posantes irréductibles de Z sont disjointes, et de là, que Z est irréductible.
D’après [Lipman, 1978], on peut résoudre la singularité de X au point géné-
rique de Z par une suite d’éclatements et de normalisations. Donc, quitte à retirer
de nouveau une partie fermée nulle part dense de Z, on peut supposer qu’il existe
un diagramme formé de carrés cartésiens
Z ′ //

X ′
p

U ′
q

f
⑤⑤
⑤⑤
~~⑤⑤⑤
⑤
j ′oo
Z // X U
joo
tel que X ′ est régulier, Z’ est un diviseur dans X ′, toute composante irréductible
de Z ′ domine Z et q est un isomorphisme.
On en déduit donc R1j∗(G) = R1f∗(G). Comme X ′ est régulier et U ′ dominant
dans X ′, on obtient j ′∗(GU ′) = GX ′ (cf [SGA4 IX lem. 2.14.1]). On obtient donc un
monomorphisme canonique ρ : R1p∗(G)→ R1f∗(G).
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Considérant les notations du lemme (où l’on a supposé T = ∅), on obtient
donc un diagramme commutatif d’ensembles pointés
R1p∗(G)s¯
ρs //

R1f∗(G)s¯
η∗

R1p∗(G)t¯ // R1f∗(G)t¯.
D’après le théorème de changement de base propre appliqué à p, la composée
η∗ ◦ ρs est un monomorphisme. Il nous suffit donc de vérifier que le noyau de η∗
est inclus dans l’image de ρs.
Quitte à tirer la situation sur Xh(s¯), on peut supposer que X = X
h
(s¯) pour simpli-
fier les notations. On se donne donc un G-revêtement principal connexe P → U ′
qui est trivial sur U ′ ×X Xh(t¯). On peut supposer que P est connexe. Si F désigne
le corps des fonctions de X ′, ce revêtement correspond à une extension séparable
E/F. Soit P¯ la clôture normale de X ′ dans E/F. Bien sûr, P¯ ×X ′ U ′ = P puisque P
est la clôture normale de U ′ dans E/F. Donc P¯/X ′ est non ramifié au-dessus de
U ′. Du fait que P ×X Xh(t¯) est trivial, il suit que P¯ est non ramifié en tous points gé-
nériques de Z ′ (puisque ceux-ci dominent Zh(t¯)). Autrement dit, P¯ est non ramifié
en codimension 1. Mais d’après le théorème de Zariski-Nagata (cf [SGA1 X th.
3.1]), P¯ est non ramifié en codimension supérieure à 2 car X ′ est régulier. Ainsi, P¯
est le revêtement étale cherché. 
4.3. Un argument « à la Lefschetz ». Pour cet argument, nous utiliserons le
lemme suivant, qui est une application des résultats liés à « la méthode de Lef-
schetz » de [SGA2 X §2].
LEMME 4.4. Soit X un schéma normal excellent connexe, D un diviseur de Cartier
effectif connexe dans X, et Z ⊂ D une partie fermée de codimension supérieure à 2. Alors,
D− Z est connexe.
Démonstration. Il suffit de montrer que pour tout point s de X, le schéma
(D − Z) ×X X(s) est connexe. On peut même supposer que s est un point géné-
rique de Z. On peut donc supposer que X est local, de dimension supérieure à
3 et que Z est son point fermé. Considérons le complété X^ du schéma local X.
Puisque X est excellent, X^ est encore normal. Puisque le morphisme X^→ X est un
épimorphisme universel, il suffit de montrer que (D − Z) ×X X^ est connexe. On
peut donc supposer en outre que X est complet.
Alors, le spectre épointé X ′ = X − Z est normal, connexe et de dimension
supérieure à 2. Il résulte du critère de normalité de Serre (cf [Matsumura, 1989, 23.8])
que pour tout point fermé x de X ′,
prof(OX ′,x) ≥ 2.
Dès lors, d’après [SGA2 X ex. 2.1] (voir aussi plus directement [SGA2 IX prop.
1.4]), on obtient un isomorphisme canonique
Γ(X ′,O) ≃ Γ
(
X̂ ′
D
,O
)
où X̂ ′
D
désigne le complété formel de X ′ le long de D, ce qui conclut. 
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LEMME 4.5. Soit X un schéma normal excellent, D un diviseur principal dans X et
Z ⊂ D une partie fermée non vide de codimension supérieure à 2. On pose U = X − Z,
V = D− Z.
Considérons le carré cartésien formé des immersions évidentes
V
j ′ //
iU 
D
i
U
j // X.
Alors, le morphisme de changement de base associé
i∗R1j∗(G)→ R1j ′∗(G)
est un monomorphisme.
Démonstration. On peut supposer que X et D sont locaux strictement hensé-
liens. On doit montrer que le morphisme de restriction
H1(U;G)
i∗U−→ H1(V ;G)
est injectif.
Remarquons que le lemme précédent nous montre déjà que V est connexe.
Soit P et P ′ deux G-torseurs sur U qui coïncident sur V . On considère le faisceau
L = IsomG(P, P
′) desG-isomorphismes de P dans P ′ surUe´t. on doit montrer qu’il
admet une section sur U.
Comme L est localement constant constructible, il est représentable par un U-
schéma étale fini noté U ′. Posons V ′ = U ′ ×U V . Par hypothèse, V ′/V admet une
section.
On va montrer que pour toute composante connexe U ′0 de U
′ telle que U ′0 ×U
V/V admet une section, il existe une section deU ′0/U ce qui suffira pour conclure.
Quitte à remplacer U ′ par U ′0, on peut supposer pour montrer cela que U
′
est connexe. Les corps de fonctions de U ′ et U définissent une extension finie
séparable L/K. Soit X ′ le schéma normalisé de X dans L/K. On pose encore D ′ =
X ′ ×X D et Z ′ = X ′ ×X Z.
Notons que X ′ est normal excellent et connexe. Dès lors, le lemme précédent
implique queV ′ = D ′−Z ′ est connexe. Par hypothèse, leV-schéma étale V ′ admet
une section, donc V ′ = V . Il en résulte que le revêtement étale U ′/U est de degré
1 au-dessus de V , donc U ′ = U. 
4.6. Réduction au théorème 1.4. On peut supposer que X est affine. Il alors
limite projective de schémas affines de type fini sur Spec(Z). Comme il suffit de
démontrer le théorème 1.3 pour chacun des termes de cette limite projective, on
est réduit au cas où X est de dimension finie.
On raisonne par induction sur la dimension deX. Le cas où X est de dimension
2 résulte du théorème 1.4.
On se place dans le cas où dim(X) > 2.
Si codim(Z) > 2, on peut trouver un diviseur principal connexe D i−→ X qui
contient Z. Soit j ′ : D− Z→ D le morphisme induit.
D’après le lemme 4.5, on obtient un monomorphisme i∗R1j∗(G) → R1j ′∗(G). Par
hypothèse de récurrence, R1j ′∗(G) est constructible. On peut donc conclure car
R1j∗(G) = i∗i∗R1j∗(G).
Plaçons nous dans le cas critique où codim(Z) = 2, ce qui entraîne dim(Z) > 0.
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D’après hypothèse d’induction, le théorème est connu pour le schéma semi-
localisé de X aux points génériques de Z qui sont de codimension 2 dans X. Il
existe donc, d’après le lemme 3.6, une extension finie L du corps des fonctions K
de X telle que pour tout point générique η de Z de codimension 2 dans X, φ(L)U/X,η
est trivial.
Considérons X ′ la normalisation de X dans L/K et p : X ′ → X sa projection. On
pose j ′ = j×X X ′ et Z ′ = Z×X X ′. D’après le lemme 4.2, il existe une partie fermée
T ′ ⊂ Z ′ de codimension supérieure à 3 dans X ′ tel que les noyaux des flèches de
spécialisations de R1j ′∗(G) aux points de Z
′ − T ′ soient triviaux.
Soit T la réunion des composantes irréductibles de Z de codimension supé-
rieure à 3 et du fermé p(T ′) dans Z. Considérons un point géométrique s¯ de
Z − T . Il existe un point générique géométrique t¯ de Z − T et une spécialisation
η : Xh(t¯) → Xh(s¯). Considérant les fibres de φ(L)U/X, on obtient le diagramme suivant :
R1j∗(G)s¯
φ
(L)
U/X,s¯ //

[p∗R1j ′∗(G)]s¯
η∗

R1j∗(G)t¯
φ
(L)
U/X,t¯ // [p∗R1j ′∗(G)]t¯.
D’après le choix de L/K, la composée η∗◦φ(L)
U/X,s¯
est triviale. Par ailleurs, puisque p
est fini, η∗ a un noyau trivial. On en déduit queφ(L)
U/X,s¯
est trivial. D’après le lemme
3.6, R1h∗(G) est constructible pour l’immersion ouverte h : X−Z→ X−T . D’après
le lemme 3.8, on est donc réduit à montrer que pour tout morphisme fini surjectif
X ′ → X, R1k ′∗(G) est constructible pour l’immersion ouverte k ′ : X ′ − T ′ → X ′.
Or on peut trouver un diviseur principal D i−→ X ′ qui contient T ′. On pose
k ′′ = k ′ ×X ′ D.
D’après le lemme 4.5, on obtient un monomorphisme
i∗R1k ′∗(G)→ R1k ′′∗ (G).
On peut donc à nouveau conclure d’après l’hypothèse d’induction appliquée à
k ′′ et du fait que R1k ′∗(G) = i∗i
∗R1k ′∗(G).
5. Revêtements principaux d’une surface strictement locale épointée
5.1. Mise en place. D’après le théorème de rigidité de Gabber (cf XX-2.1.1),
on peut supposer que A est complet. Soit X = Spec(A) et X ′ = Spec(A) − {mA}.
D’après le théorème de Cohen-Gabber (cf IV-2.1.1), il existe un sous-anneau
régulier R ⊂ A tel que A/R est finie génériquement étale. On note m le degré
générique de A/R Notons tout de suite le fait suivant qui résulte de l’algèbre
commutative standard :
LEMME 5.2. Soit R un anneau local régulier de dimension 2, A/R une algèbre finie
tel que A est normal. Soitm le degré générique de A/R.
Alors A est un R-module libre de rangm.
En effet, puisque R est local régulier de dimension 2, par définition prof(R) =
2. Par ailleurs, puisque A est local normal de dimension 2, il résulte du critère
de Serre que prof(A) = 2 (cf [Matsumura, 1989, ex. 17.3]). D’après le théorème
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d’Auslander-Buchsbaum (cf [Matsumura, 1989, th. 19.1]),
prof(A) + dim proj(A) = prof(R).
Il en résulte que le R-module A est nécessairement projectif, donc libre.
Faisant abstraction du groupe G, on fixe un entier n > 0 et on montre que
l’ensemble des revêtements étales de X ′ de degré n est fini.
On raisonne par l’absurde. Considérons une suite (P ′i → X ′)i∈N de revête-
ments étales de degré n telle que pour tout i 6= j, P ′i est non X ′-isomorphe à P ′j .
Soit K le corps des fractions de A. Pour tout entier i, P ′i/X
′ correspond à une
extension finie séparable Li/K. On note Bi la clôture intégrale de A dans Li, Pi =
Spec(Bi). Remarquons par ailleurs que d’après le lemme précédent, Bi/R est libre
de rang nm.
5.2.1. Questions de discriminant. Rappelons la définition suivante :
DÉFINITION 5.3. Soit B/A une algèbre finie libre de rang n. Soit B = (ei)1≤i≤n
une base de B/A. Le déterminant de la matrice
(
TrB/A(eiej)
)
1≤i,j≤n
est appelé le
discriminant de B/A relativement à B. Sa classe dans le monoïde multiplicatif
A/(A×)2 est indépendante de B. On la note discB/A.
Par abus, on considérera la classe discB/A comme un élément de A. Rappelons
que B/A est étale si et seulement si discB/A est inversible dansA. Par la suite, nous
aurons besoin de la formule suivante (cf [Ramero, 2005, 2.1.4]) : Soit B/A et C/B
deux algèbres finies libres. Soit n le rang de C/B. Alors,
discC/A = disc
n
B/A .NB/A(discC/B).
Revenant à la situation du numéro précédent, on considère un idéal p de hau-
teur 1 de R. SoitAp (resp. Bi,p) l’anneau semi-localisé deA (resp. Bi) correspondant
à la fibre au-dessus de p.
Notons que Ap est normal de dimension 1. Il résulte du lemme 5.2 que Bi,p/Ap
est libre de rang n. D’après la formule rappelée précédemment,
discBi,p/Rp = disc
n
Ap/Rp
.NAp/Rp(discBi,p/Ap).
Or A/R (resp. Bi/R) est génériquement étale et Bi,p/Ap est étale. On déduit de
la relation précédente que l’élément (discBi/R)(disc
n
A/R)
−1 de K× appartient à R×p .
Comme ceci est valable pour tout p et que R est normal, on en déduit :
(5.a)
discBi/R
discnA/R
∈ R×
5.4. Lemme clé.
5.4.1. Ultraproduits.
DÉFINITION 5.5. Soit I un ensemble. Un ultrafiltre F sur I est la donnée d’un
ensemble de parties de I ordonné par inclusion vérifiant les propriétés suivantes :
((i)) ∀F ∈ F , ∀G ∈ P(I), F ⊂ G⇒ G ∈ F .
((ii)) ∀F, G ∈ F , F ∩G ∈ F .
((iii)) ∀F ∈ P(I), F ∈ F ou bien I\F ∈ F .
((iv)) X ∈ F et ∅ /∈ F .
EXEMPLE 5.6. Soit a un élément de I. Alors, l’ensemble des parties de I conte-
nant a est un ultrafiltre F de I. Dans ce cas, on dit que F est principal.
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D’après le lemme de Zorn, il existe des ultrafiltres non principaux sur un en-
semble infini I.
DÉFINITION 5.7. Soit F un ultrafiltre sur un ensemble I et C une catégorie
admettant des limites inductives filtrantes et des produits.
Soit (Xi)i∈I une famille d’objets de C . Le système inductif (
∏
i∈F Xi)F∈F est
filtrant. On définit l’ultraproduit de (Xi)i∈I suivant F comme la limite inductive
de ce système : ∏
i∈I/F
Xi = colimF∈F
(∏
i∈I
Xi
)
.
Si (Xi)i est la famille constante de valeur un objet X, on note XI/F son ultrapro-
duit, appelé l’ultrapuissance deX suivantF . On dispose toujours de l’application
diagonale X→ XI/F .
Nous utiliserons cette notion dans le cas des anneaux ou des modules. Nous
aurons besoin du lemme élémentaire suivant :
LEMME 5.8. Soit I un ensemble et F un ultrafiltre sur I.
Considérons une famille (Ai)i∈I d’anneaux. On pose A∞ =
∏
i∈I/F Ai.
(i) Si pour tout i ∈ I, Ai est intègre (resp. un corps), il en est de même de A∞.
(ii) Si pour tout i ∈ I,Ai est local d’idéal maximalmi,A∞ est local d’idéal maximal∏
i∈I/F mi.
Considérons une famille d’algèbres (Bi/Ai)i∈I, B∞/A∞ son ultraproduit suivant F :
(iii) Si pour tout i ∈ I, Bi/Ai est locale (resp. libre de rangm), il en est de même de
B∞/A∞.
Considérons un anneau A, et A∞ = AI/F son ultrapuissance.
(iv) SiM est un A-module de présentation finie,
M⊗A AI/F = MI/F .
(v) Si A est cohérent, l’application diagonale A→ AI/F est plate.
5.8.1. Énoncé et conséquence du lemme clé. Revenons à la situation qui nous oc-
cupe. Soit F un ultrafiltre non principal sur N. On note B∞ (resp. A∞, R∞) l’an-
neau local obtenu par ultraproduit suivant F de (Bi)i∈N (resp. A, R). Soit B̂∞,
Â∞, R̂∞ leurs complétions respectives. On en déduit les tours d’anneaux locaux
suivantes :
Bi // B∞ // B̂∞
A
OO
// A∞
ϕ
OO
// Â∞
ϕ^
OO
R
OO
// R∞
OO
// R̂∞.
OO
Considérant le spectre des anneaux locaux sur les deux premières lignes, on ob-
tient le diagramme commutatif suivant :
Pi

P∞oo
p

P^∞oo
p^
X X∞oo X^∞oo
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Considérant encore le spectre épointé des anneaux locauxA,A∞ et Â∞, on obtient
par changement de base le diagramme suivant :
P ′i

P ′
∞
oo
p ′
P^ ′
∞
oo
p^ ′
X ′ X ′
∞
oo X^ ′
∞
oo
LEMME 5.9. (1) Le schéma X^∞ est noethérien.
(2) Le morphisme X^∞ → X est plat à fibre géométriques régulières.
(3) Le morphisme X^∞ → X∞ est une immersion fermée surjective sur les points
fermés de X ′
∞
.
(4) Le morphisme fini p^ : P^∞ → X^∞ est étale au-dessus de X^ ′∞.
(5) Le morphisme fini p : P∞ → X∞ est étale au-dessus de X ′∞.
Montrons pourquoi ce lemme permet de terminer la démonstration.
D’après la variante C2 du théorème de changement de base lisse (cf XX-4.2.1,
cas (ii)) appliquée aumorphisme X→ X^∞ et à l’ouvert X^ ′∞, il existe un revêtement
étaleQ→ X ′ tel que P^ ′
∞
≃ Q×X ′ X^ ′∞.
D’après le théorème de rigidité de Gabber (cf []) appliqué àA∞, le morphisme
H1(X ′
∞
, G)→ H1(X^ ′
∞
, G)
est un isomorphisme. Donc P ′
∞
≃ Q×X ′ X ′∞.
Rappelons que le morphisme p ′ est la limite projective cofiltrante suivant les
éléments F de l’ultrafiltre F des morphismes canoniques
p ′F :
⊔
i∈F
P ′i →⊔
i∈F
X ′.
Mais alors, les données étant de présentation finie sur X ′, il existe un élément
F de F tel que
⊔
i∈F P
′
i ≃
⊔
i∈FQ. Ceci constitue une contradiction puisque, F
étant non principal, F contient au moins deux éléments.
5.9.1. Preuve du lemme clé.
Assertion (1) : Notons que l’idéal de l’anneau local A∞ est de type fini. Dès lors, le
complété Â∞ est noethérien d’après [ÉGA 0I 7.2.7, 7.2.8]. Il en est de même pour
R̂∞ et B̂∞.
Assertion (2) : D’après le critère de platitude par fibres (cf [ÉGA 4 11.3.10]), il suf-
fit de montrer que pour tout entier l > 0, A/mlA → Â∞/mlÂ∞ . Or le membre de
gauche n’est autre que (A/mlA)
I/F qui est plat surA/mlA car ce dernier est cohérent
d’après la propriété (v) du lemme 5.8. Notons que l’extension résiduelle κI/FA /κA
deA∞/A est séparable. En effet, pour toute extension finie L/κA, L⊗κAκI/FA = LI/F
est un corps d’après le point (i) du lemme 5.8. On peut alors conclure par appli-
cation du théorème de localisation de la lissité formelle d’André (cf [André, 1974]).
Assertion (3) : Pour cette assertion, il suffit d’appliquer le lemme suivant à l’idéal
maximal de A∞.
LEMME 5.10. Soit A un anneau et I un idéal de type fini tel que I ⊂ rad(A). Soit A^
le complété I-adique de A.
Alors le morphisme induit Spec(A^) − V(I.A^) → Spec(A) − V(I) est surjectif sur les
points fermés.
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Pour ce lemme, on doit montrer que pour tout fermé Z ⊂ Spec(A),
Z ⊂ V(I)⇔ f−1(Z) ⊂ V(I.A^).
Comme I est de type fini, ceci équivaut à montrer que pour tout idéal J ⊂ A,
∃n > 0 | In ⊂ J⇔ ∃n > 0 | In.A^ ⊂ J.A^.
Or cela résulte facilement du lemme de Nakayama puisque pour tout m > 0,
Im ⊂ rad(A).
Assertion (4) : Remarquons d’abord que Â∞ est normal car A est normal et les
fibres géométriques de A → Â∞ sont régulières (cf [ÉGA 4 6.14.1]). Or, B̂∞/R̂∞
est libre (de rang nm), donc sans torsion. Comme Â∞/R̂∞ est entière, on en déduit
que B̂∞/Â∞ est sans torsion. Ainsi, B̂∞/Â∞ est plat.
Or, des relations (5.a) pour tout i ∈ N, on déduit
disc
B̂∞/R̂∞
discn
Â∞/R̂∞
∈ R̂×
∞
Si p est un idéal de hauteur 1 de R̂∞, l’extension B̂∞)p/Â∞)p est sans torsion, donc
libre. La relation précédente montre que disc
B̂∞)p/Â∞)p
est inversible ce qui prouve
que B̂∞)p/Â∞)p est étale, ce qui démontre (4).
Assertion (5) : D’après le critère de platitude par fibre (cf [ÉGA 4 11.3.10]), pour
tout point x ∈ X^ ′
∞
, P∞)x/X∞)x est plat. Comme dans le point (4), la relation (5.a)
permet demontrer que P∞)x/X∞)x est étale. La propriété (5) résulte donc du point
(3).
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