Abstract-This paper deals with region-of-interest (ROI) tracking in video sequences. The goal is to determine in successive frames the region which best matches, in terms of a similarity measure, a ROI defined in a reference frame. Some tracking methods define similarity measures which efficiently combine several visual features into a probability density function (PDF) representation, thus building a discriminative model of the ROI. This approach implies dealing with PDFs with domains of definition of high dimension. To overcome this obstacle, a standard solution is to assume independence between the different features in order to bring out low-dimension marginal laws and/or to make some parametric assumptions on the PDFs at the cost of generality. We discard these assumptions by proposing to compute the Kullback-Leibler divergence between high-dimensional PDFs using the th nearest neighbor framework. In consequence, the divergence is expressed directly from the samples, i.e., without explicit estimation of the underlying PDFs. As an application, we defined 5, 7, and 13-dimensional feature vectors containing color information (including pixel-based, gradient-based and patch-based) and spatial layout. The proposed procedure performs tracking allowing for translation and scaling of the ROI. Experiments show its efficiency on a movie excerpt and standard test sequences selected for the specific conditions they exhibit: partial occlusions, variations of luminance, noise, and complex motion.
I. INTRODUCTION
T RACKING a region-of-interest (ROI) in a video is still a challenging task. Various high-level applications rely on tracking, e.g., motion picture indexing, object recognition, video surveillance, audiovisual postproduction, etc. The problem can be defined as follows: a ROI is defined in a reference frame and the purpose is to determine in each subsequent frame the region which best matches the ROI in terms of a given similarity measure. Geometrically speaking, the two regions can be deduced from one another by an apparent motion usually restricted to a given model. Two classical similarity measures are the sum of squared differences (SSD) and the sum Manuscript received October 23, 2007 ; revised December 08, 2008 . First published April 14, 2009 ; current version published May 13, 2009 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Sharathchandra Pankanti.
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A. Statistical Approach
Similarity measures such as SSD and SAD impose a strict geometric constraint since the underlying residual is computed with a deterministic pixel-to-pixel correspondence between the reference ROI and the target region. In general, this apparent motion follows a rather simple model so that the estimation of its parameters remains well-posed. Therefore, it is not adapted to complex motions. Moreover, this type of similarity measures corresponds to implicit parametric assumptions on the residual probability density function (PDF) (resp., Laplacian and Gaussian for the two examples above [1] ).
An alternative is to adopt a statistical point of view by building a PDF from the ROI and using it as a reference to be compared to a target PDF built from a candidate region by means of a similarity measure. Such statistical methods account for randomness and uncertainty in the observations and, therefore, for complex motions. The PDFs can be defined in a radiometric space [2] , [3] , either in grayscale or color. However, to improve tracking accuracy, later developments tend to show that more information is required than just color. Different features were then integrated into the ROI PDF model, e.g., recurring to filters such as spatial derivative filters [4] - [6] , Gabor or wavelet filters [7] , and temporal filters [5] , [8] . A review of methods based on this framework proposed for segmentation was recently carried out [9] .
While this increase of description features improves accuracy, their combination leads to high-dimensional PDFs. There exist efficient [10] , [11] and fast [12] methods to estimate multivariate PDFs using Parzen windowing. However, due to the fixed cardinality of the data set, a limitation known as the curse of dimensionality [10] appears: as the dimension of the domain of definition of the PDFs gets higher, the domain sampling gets sparser. One can think of dilating the Parzen window [8] so as to ensure that it will enclose enough samples. However, the resulting PDF is oversmoothed. Another standard solution is to assume independence between the different features in order to bring out low-dimension marginal laws [5] and/or to make some parametric assumptions on the PDFs [13] . While these solutions may be satisfactory in some cases, we will discuss in Section I-B why they are inappropriate for tracking.
B. High-Dimensional Feature Space
The combination of color and geometry proved to be efficient for tracking. In some works, spatial information has been added by means of a Gaussian weighting of the samples according to 1057 -7149/$25.00 © 2009 IEEE their distance to the center of the ROI [2] , [3] . This weighting can be seen as a radial layout constraint. This approach has the advantage not to add any dimension to the feature space. However, it lacks generality. Geometry can instead be added directly to the radiometric vector (or any other feature vector), e.g., in the form of the Cartesian coordinates of the pixels of the ROI [13] . Independence between color and geometry cannot be assumed in order to avoid to manipulate high-dimensional PDFs. Indeed, geometry alone, seen as a random variable conditionally to the ROI, follows a uniform distribution regardless of the ROI and, therefore, brings no information. While considering color and geometry jointly, simplification can still be achieved by approximating the PDFs with parametric laws [13] . Nevertheless, fully data-driven nonparametric PDF estimation was advantageously applied to segmentation [14] - [16] , and this is the approach we propose to follow.
We also propose to extend the color and geometry feature space with the gradient of the luminance and patches of the luminance. The former was motivated by the fact that such a gradient has proved to increase accuracy in another motion-related task: optical flow computation [6] . The latter was motivated by studies or works such as [17] - [19] . Finally, we suggest to use the th nearest neighbor (kNN) framework in order to be able to handle the components of these high-dimensional feature vectors jointly and to work in a locally adaptive manner in the feature space, thus avoiding under or oversmoothing in processing the data set.
The following development applies to feature spaces of arbitrary dimension. In practice, though, the experiments that were performed to test the proposed method involve features of dimension 5, 7, or 13. Whether these dimensions can be considered as high is, in our opinion, mostly a matter of context. First, it is relative to the number of samples available. In tracking, this number can be rather small since it is given by the size of the (user-selected) ROI. Second, it depends on the purpose the samples are to be used for. When it comes to estimate statistical characteristics (entropies, divergences ), the denomination of high dimensional space makes sense since classical approaches already show their limits when the dimension gets higher than 2 or 3 (see Appendix A).
C. Similarity Measure
Although kNN PDF estimators were proposed a long time ago [20] , [21] , they did not received much attention since they were known to be biased [22] , [23] . Recently though, corrective terms have been derived to cancel the bias and led to consistent kNN-based statistical measures such as entropy [24] , [25] . Moreover, even if the kNN PDF estimator is only adapted to high dimensions [22] , the resulting entropy estimator appears to be accurate in both low and high dimensions.
In this context, the Kullback-Leibler divergence between high-dimensional PDFs will be suggested as a similarity measure for tracking. Although this measure has already been used for tracking [13] , here the divergence will be expressed nonparametrically, making no assumptions, and directly from the samples, i.e., without explicit estimation of the underlying PDFs. This divergence estimator being well-adapted to high dimensions, it can be used in an extended radiometric/geometric feature spaces [26] .
D. Paper Organization and Notations
The paper is organized as follows. Section II first provides some notations and general comments and then presents the kNN-based expressions of differential entropy, cross-entropy, and Kullback-Leibler divergence; Section III motivates the choice of geometry handling; Section IV details the ROI tracking algorithm; finally, Sections V-VII provide some results and comments for several standard sequences.
Please note that on-the-fly notations (used temporarily in a specific section) will be introduced by " ." Also note that a statistical measure function of a PDF (e.g., entropy) might appear as or , where is a set of samples drawn from , whether it refers to the definition of the measure or a sample-based approximation of it.
II. SIMILARITY MEASURE BETWEEN ROIS

Definition
Let be the reference frame in which the ROI domain is (user-)defined and let be the target frame in which the region which best matches this reference ROI (in terms of a given similarity measure) is to be searched for. Assume is sampled on a, e.g., Cartesian grid. At each grid node , suppose a feature vector of describing the frame locally at can be built. For convenience, the set of grid nodes will also be denoted by . Given the statistical approach chosen in Sections I-B and I-C, the region search mentioned above amounts to finding the geometric transformation such that (1) where is the Kullback-Leibler divergence (or information gain) and , resp. , is the PDF which generated the reference feature samples in , resp. the target feature samples in . Whenever appropriate, will be used as a generic notation for either or .
The discussion below provides a motivation for choosing the order of the arguments of the divergence 1 (apparently not detailed in [13] ).
Let us reformulate the problem in the following way: is a reference PDF and the best Gaussian approximation of it must be found. Minimizing leads to a so-called zero-forcing solution [27] : wherever is close to zero, the solution is strongly encouraged to be close to zero as well. As a consequence, "focuses" on the dominant mode of , thus underestimating the variance of . This solution is also called exclusive since it can exclude some parts of . Minimizing leads to a so-called zero-avoiding solution [27] : the solution is encouraged to cover the whole support of . As a consequence, usually overestimates the variance of (see Fig. 1 ). Various works proposed symmetric versions of the Kullback-Leibler divergence, e.g., J-divergence and Jensen-Shannon divergence [28] . Nevertheless, for tracking, seems to be the appropriate choice. Indeed, can never be identical to due to noise, occlusion, motion blur, and the fact that a frame is a projection onto a 2-D plane of a 3-D scene. However, both should have the same main modes if they correspond to the same object. Thus, the zero-forcing divergence enforces a relevant behavior in trying to "align" the main modes of the PDFs. By the way, it follows the same philosophy as the Bhattacharya distance, a measure widely used for tracking since a mean-shift-based implementation has been proposed [2] .
As a reminder, the Kullback-Leibler divergence is equal to
where is the differential entropy (4) and is the cross entropy Kernel-based methods for PDF estimation make no assumption about the actual PDF. Consequently, the estimated PDF cannot be described in terms of a small set of parameters, as opposed to, e.g., a Gaussian distribution defined by its mean and variance. These methods are, therefore, qualified as nonparametric. These estimators have the following general expression: (6) where is a multivariate kernel which bandwidth is a function of , , and [22] and is the cardinality of the sample set . Three cases can be distinguished.
• where the bandwidth is a constant. This is the Parzen approach. The choice of bandwidth is critical [10] , [29] . For a uniform kernel, estimator (6) approximates the density at with the relative number of samples falling into the open ball of volume centered on
Unfortunately, this kind of estimation provides a value too large when the underlying PDF has several modes. More generally, the Parzen method suffers from what is informally called the curse of dimensionality. As the dimension of the data space increases, the space sampling gets sparser. Therefore, less samples fall into the Parzen windows centered on each sample, making the PDF estimation less reliable. Dilating the Parzen window does not solve this problem since it leads to over-smoothing the PDF. In brief, this method cannot adapt to the local sample density.
• . This is the sample point approach [22] , [30] . One bandwidth is chosen per sample of . Although it allows to adapt to the local sample density, the following kNN framework was preferred since it leads to interesting statistical estimators such as the Kullback-Leibler divergence used in this paper.
• . This is the balloon approach [21] , [23] . The bandwidth is determined at each PDF estimation as a function of . In the kNN framework, the bandwidth is defined by the distance to the th nearest neighbor of among the samples of . For a uniform kernel, estimator (6) reads [31] 2 (8) where is the volume of the open ball centered on with a radius of equal to the distance to the th nearest neighbor of in excluding the sample located at if any, and is the volume of the unit ball in . 2) First Approximation of the Divergence: The entropy (4) can be approximated by the Ahmad-Lin estimator [32] ( 9) where is the Parzen estimation (6) of the actual PDF. 3 Approximation (9) converges in mean to the differential entropy of .
The kNN PDF estimation (8) is biased and does not respect the fundamental PDF property of integrating to one. Nevertheless, these flaws get less critical as the dimensionality increases and the estimator has better overall performances in high dimensions than fixed bandwidth estimators [22] . Let plug (8) into the Ahmad-Lin entropy estimation (9) (10) (11) Moreover, the cross entropy (5) is equal to (12) (13) Again, plugging the kNN PDF expression of into (13) leads to (14) Subtracting (11) from (14), the following Kullback-Leibler approximation is obtained (15) Actually, this estimator has a slight bias. Nevertheless, the above development can help understanding the philosophy of the following, unbiased version.
3) Unbiased Version: Since the Kullback-Leibler divergence can be expressed as the difference between a cross entropy and an entropy, let us first present unbiased estimators of these quantities in the kNN framework.
Entropy: A consistent and unbiased entropy estimator was proposed for [24] . This work was extended to with a proof of consistency under weak conditions on the underlying PDF [25] ( 16) where is the volume of the unit ball in , is the cardinality of the sample set , is the digamma function , and is the distance to the th nearest neighbor of in excluding the sample located at if any. Informally, the main term in estimate (16) is equal to the mean of the log-distances to the th nearest neighbor of each sample. Note that (16) does not depend on the PDF .
While the kNN PDF estimator is competitive in high dimensions only, the entropy estimator is accurate even in the univariate case [25] . Moreover, the choice of appears to be much less crucial than the choice of in the Parzen method (see Appendix A). Actually, when the kNN approach is used for param- eter estimation [34] [see (1) ], must be greater than the number of parameters, it must tend toward infinity when tends toward infinity, and such that tends toward zero when tends toward infinity. An admissible choice is . Note that an estimate of the Rényi entropy using a related graph-based kNN framework has also been proposed for learning [35] .
Cross Entropy: Similarly, the cross entropy (also called relative entropy or likelihood) of two sample sets and can be approximated by [24] (17)
Note again that estimator (17) does not depend on any PDF and that its main term is the mean of the log-distances to the th nearest neighbor among the samples of of each sample of . Since a sample of does not belong to , the search for the th nearest neighbor excluding itself does not in fact exclude any sample of . This is why appears in (17) whereas appears in (16) . Divergence: The Kullback-Leibler divergence can then be approximated in the kNN framework, directly from the sample sets and , using the entropy and cross entropy estimators (16) and (17), resp. (18) ( 19) It has been proven that this estimator is consistent and asymptotically unbiased [24] , [25] .
Remark About The Biased Version: Note that (19) only differs from (15) by in absolute value and that this difference tends toward zero when the number of target samples tends toward infinity. Actually, concerning entropy and cross entropy, a similar remark can be made. Besides the term in (16) instead of in (11) (corresponding to the bias just mentioned about the divergence), the entropy estimators (11) and (16), and the cross entropy estimators (14) and (17) only differ by in absolute value. Functions being very close to , this difference is also not very significant (see Table I ).
III. FEATURE SPACE: HANDLING GEOMETRY AND RADIOMETRY
As noted earlier, the feature vectors combine radiometry and geometry. Radiometry allows to check if the ROI and the target region have similar colors and geometry allows to check with a given degree of strictness if these colors appear at the same location in the regions. For comparison purposes, Sections III-A-C describe three levels of strictness. Let us assume that and only contain radiometric information.
A. Geometry-Free Similarity Measures
Classically, the similarity measure between the ROI and the target region can be a distance between color histograms or, similarly, PDFs. The knowledge of where a given color was present within the region is lost. For example, let us mention the Bhattacharya distance [2] , [3] ( 20) where is equal to three if all color components are used. The Kullback-Leibler divergence on geometry-free PDFs will also be tested in Section V.
Not accounting for the knowledge of where a given color was present in the region allows to be more flexible regarding the geometric transformation between the ROI and the target region. However, it increases the number of potential matches and then the risk for the tracking to fail after a few frames. This can be avoided by using a geometry-aware similarity measure.
B. Similarity Measures With Strict Geometry
Geometry can be involved by means of a motion model (i.e., a constraint on ) used to compute a pointwise residual between the ROI and a candidate region. A function of the residual can serve as a similarity measure: classically, the SSD or functions used in robust estimation [36] such as the SAD. The geometric constraint being strictly defined by the motion model, these measures might be less efficient if the model is not coherent with the actual motion. Indeed, this might generate too many outliers in the residual, including in the framework of robust estimation. Moreover, even if the model is globally coherent with the actual motion, the choice of the function of the residual is implicitly linked to an assumption on the PDF of the residual, e.g., Gaussian for SSD or Laplacian for SAD. This might not be valid in the case of occlusion for example.
To fix the ideas, let us assume that and let us define the following notations: (21) and (22) where can be either the absolute value or a smooth approximation of it, e.g., [37] .
C. Similarity Measures With Soft Geometry
The geometric constraint can be soften, e.g., by cascading a strict geometry approach and a radiometric approach [38] or, as proposed here, by adding geometry to the PDF-based approach presented in Section III-A, i.e., by defining a joint radiometric/ geometric PDF [13] , [26] . Formally, the PDF corresponding to the sample set is replaced with the PDF corresponding to the sample set . Therefore, the color+geometry feature space is . In general, can be any couple of independent spatial coordinates. For the ROI tracking application presented here, normalized Cartesian coordinates were chosen: these coordinates are relative to the center of the bounding box of the ROI (i.e., at the center of the bounding box) and among the points of the ROI. Because geometry and radiometry are not comparable data, it might be useful or even necessary to weight one relatively to the other. It was decided to multiply the normalized coordinates by a spatial weight , resulting in being equal to .
D. Enrichment of the Radiometric Constraint
As mentioned earlier, the proposed kNN framework is valid for any feature space dimension . In Section V, it will be clear that color and geometry as combined in Section III-C can provide enough information even in challenging situations. Yet, if it accounts for the correlation between a color and its location of appearance, it does not account for the correlation between the colors of neighboring pixels. This could be done by involving, e.g., the color gradient or patches [17] , [19] (see Section VI). The influence of the chosen feature space, involving geometry and radiometry in several ways, is illustrated in Fig. 2 . In our experiments, the following cases will be tested:
• ; • ; • and ; where is the luminance component of , are the chrominance components, is a 3 3-patch of centered at , and is a constant.
IV. TRACKING ALGORITHM
A. The Main Steps
We propose to perform tracking by minimizing the kNN Kullback-Leibler divergence (19) with respect to , or actually a set of parameters defining . The chosen motion model is "translation+scaling" (23) (24) where is the scaling factor and is the translation. The main steps of the tracking algorithm are presented in Table II . The tracking result is represented by the set .
B. Series of Minimizations
The minimization of (19) with respect to can be performed by a series of minimizations in at fixed, as illustrated in Table II . This decoupling allows to confine to a reasonable interval, e.g.,
. The minimizations in can be achieved by a gradient descent setting the -component of gradient (25) to zero. For computational considerations, they can instead be performed using a suboptimal search Fig. 2 . Influence of the feature space. The pixels in green are the 500 nearest neighbors of the pixel marked with the white cross. The feature space is composed of (in lexicographical order) geometry only; grayscale intensity only; grayscale intensity and geometry; grayscale intensity, geometry, and gradient; and 3 2 3-patch and geometry. When the gradient is added to grayscale intensity and geometry, most of the neighboring pixels are located on edges with a similar gradient norm and orientation (besides having a similar color and not being to far away in the image plane) to the pixel of reference.
procedure such as the diamond search [39] , thus following the approach for block matching of standard video coders. Naturally, more sophisticated search techniques such as particle filters [3] , 4 also known as sequential Monte Carlo methods, can be used.
C. Mean-Shift-Based Gradient Descent
Estimation (19) being defined in the kNN framework, it is not differentiable. Alternatively, one could think of using the Parzen formulation of the PDFs and the mean-shift approximation to determine the derivative of the Kullback-Leibler divergence (see Appendix B) and then evaluating the derivative using the kNN framework (see Appendix C) (25) where is a -matrix involving frame gradients and is a window of radius centered at sample .
[The definitions of all the involved terms are given in the developments presented in Appendices B and C which lead to derivative (25) .] As a consequence, the ROI tracking could be solved by gradient descent in the space of the parameters . However, the sensitivity of the similarity measure with respect to the scaling is much higher than the sensitivity with respect to translation. In practice, this can lead to undesirable convergence behaviors such as finding a match in the target frame at a scale different from the scale of the reference ROI (i.e., the reference could be matched to a region much larger or much smaller). Therefore, a procedure based on a series of minimizations might be preferable (see Section IV-B).
V. EXPERIMENTAL RESULTS-PART 1
A. Setup
The proposed kNN-based algorithm presented in Section IV will be referred to as kNN-KL-G where KL stands for Kullback-Leibler and G stands for geometry. It was compared to four other trackers: (i) a geometry-free version of the proposed method (kNN-KL), (ii) a version of the proposed method where the kNN expression (19) of the divergence was replaced with an estimation based on Parzen windowing 5 (Pz-KL-G), (iii) an SAD version of the algorithm described in Table II [i.e., replacing the Kullback-Leibler divergence in step 2a by energy (22) ], and (iv) a mean-shift-based tracker whose implementation is publicly available [40] . Note that in these comparisons, we focused on the pros and cons of the different similarity measures and their approximations. To try to avoid "corruption" of the results by other methodological aspects, we kept the tracking algorithm simple, purposely setting aside improvements such as reference update and motion prediction. Moreover, for a fair comparison between all these methods, the experimental setup of the above-mentioned mean-shift implementation was followed, namely, a rectangular ROI (see Figs. 3-6 for the dimensions) and a translation only motion (i.e., ) with a pixel resolution. The chosen radiometric space was YUV simply because the standard test sequences used in our experiments are available in this color space.
For the kNN-based methods, parameter in (19) was chosen equal to 3, which satisfies the conditions mentioned after (16) . An experimental study of the stability of the proposed method with respect to this parameter is presented in Section V-G. The distance to the th nearest neighbor of in was defined in the classical Euclidean sense. For its computation, we used a publicly available implementation [41] .
The components of the feature vectors were normalized as follows: Y, U, and V were rescaled into the interval and, as explained in Section III-C, the coordinates were rescaled into , both in the ROI and the candidate regions, the origin being located at the center of the bounding box of the region. The spatial weighting was taken equal to 1. The minimization in was implemented using a suboptimal search procedure known as the diamond search [39] . Tracking was performed with being set to while was successively equal to , When searching for the ROI in frame , the search area was empirically limited to pixels horizontally and vertically around the position of the center of the ROI computed in frame .
B. Partial Occlusions
Sequence "Car" is an aerial car chase which is part of the VIVID tracking testbed [40] . It is composed of 640 480-frames. Tracking was performed on 150 consecutive frames (see Fig. 3 ). kNN-KL eventually lost the ROI and ended up tracking the second car which has colors similar to the ROI. This is probably due to the fact that it is based on radiometry only. Pz-KL-G also failed in tracking the first car. mean-shift performed quite well although the tracking shifted upward when occlusion occurred in order to avoid including the green colors of the trees in the color PDF. Concerning SAD, the translation model being fairly well respected within the ROI, taking the pointwise residual makes sense while the use of the absolute value is robust to the outliers arising from the occlusion. As a consequence, the car was accurately tracked. Finally, kNN-KL-G also performed very well.
C. Variations of Luminance
Sequence "Crew" is composed of 352 288-frames. Two faces were tracked on 80 consecutive frames (see Fig. 4 ). kNN-KL-G tracked the faces successfully. The other methods sooner or later lost the ROIs, apparently due to the variations of luminance. This is particularly obvious with (i) mean-shift which brutal changes in tracking shift match the camera flashes in frames 16, 20, and 61 for the face on the left, and in frames 1, 7, and 61 for the face on the right, and (ii) kNN-KL which tracking error seems to follow the curve of the average intensity.
D. Noisy Sequence
Sequence "Schnee" is composed of 768 576-frames. Two cars were tracked on 160 consecutive frames (see Fig. 5 ). This sequence can be considered noisy due to the snowflakes which fall rather densely. Despite this "Salt" noise, the two cars were accurately tracked by kNN-KL-G. SAD also performed quite well. The objects being small and rather homogeneous, their motion could be considered as a translation. Therefore, the strict geometric constraint of SAD is not violated. Clearly, mean-shift was disturbed by the noise. The other two methods (kNN-KL and Pz-KL-G) worked pretty well for one car but failed for the other one. These methods have their similarity measure in common. However, only one involves geometry. This result appears difficult to interpret and might only be fortuitous.
E. Complex Motion
Sequence "Football" is composed of 352 288-frames. Tracking was performed on 20 consecutive frames (see Fig. 6 ). Note that part of the public has colors similar to colors that can be found in the ROI. In some frames, this area of the public is right above the ROI. This is probably the reason why kNN-KL stayed stuck in this region. Moreover, as the player runs, he turns and almost faces the camera toward the end of the sequence. Therefore, the translation model is not appropriate. This can explain why SAD, which relies on a strict translation model, lost the ROI in the first frames. Mean-shift succeeded to track the ROI approximately. However, it could not avoid being attracted by the public. The geometric constraint of kNN-KL-G and Pz-KL-G allowed to avoid being attracted by the public area (where the color spatial arrangement is different from that of the reference ROI) while being soft enough to deal with the mismatch between the translation model and the actual motion. The resulting trackings are accurate. (Nevertheless, kNN-KL-G performed better than Pz-KL-G, arguably because it relies on variable kernel bandwidth.)
To support these conclusions, the distance between the reference ROI and candidate regions in frame 20 was computed as a function of the translation parameters for SAD, kNN-KL, Pz-KL-G, and kNN-KL-G (see Fig. 7 ). The red spot at the center of the plane represents the correct motion. The SAD minimum is shifted as a result of the inappropriateness of the translation model between frame 1 and frame 20. kNN-KL has several local minima as there are several possible matches when accounting for radiometry only. By adding geometry, Pz-KL-G allows to find a unique minimum, although not at the right location. This is certainly due to the reduced accuracy of the Parzen-based estimator of the statistical measure in . Finally, kNN-KL-G has a minimum that matches the correct motion. Also note that the kNN-KL-G criterion seems strictly convex in a large window around the minimum. This property is interesting for the convergence of optimization algorithms (diamond search in our case).
F. Summary
The previous comparisons could be coarsely summarized by selecting the two or three best and worst methods for each of the four sequences (see Table III ).The conclusions that could be made are as follows.
• kNN-KL almost always fails. This is a known effect of not taking geometry into account (see Section III-A).
• Mean-shift fails in most of our tests (variation of illuminance and noise) but can also perform quite well.
• SAD might represent a computationally efficient alternative to kNN-KL-G if accuracy is not a major requirement. Unfortunately, it can fail completely when the motion is complex (see Fig. 6 ) since it relies on a strict geometric constraint (see Section III-B).
• The performance of Pz-KL-G ranges from reasonably good to totally unacceptable. It relies on the Parzen approach instead of the proposed kNN framework to estimate the chosen statistical measure and, therefore, allows to illustrate the expected advantages of kNN (see Section II-B and Appendix I).
• Finally, kNN-KL-G represents the best option in all cases.
G. Stability With Respect to
To evaluate the stability of kNN-KL-G with respect to the choice of parameter , tracking was performed on sequence "Football" with various values of that comply the conditions mentioned in Section II-B. The tracking obtained for equal to 3 was taken as a reference and the average shifts over the 20 frames resulting from using other values were measured (see Table IV ). In each frame, the vectorial shift between the bounding box obtained for and the bounding box obtained for another value of was determined. The second line in Table IV ) corresponds to the average of their norm. It tells us that, as gets further away from the chosen value of reference, the solution of the tracking has also a tendency to shift away from the solution of reference. This is not surprising and, looking at the numbers, this behavior is not excessive. The third and fourth lines of Table IV) correspond to, resp., the norm and the orientation of the sum of the the shift vectors in the successive frames. They tell us about the coherence of the shifts for the different values of . Apparently, there is no such coherence, the summed shifts being of negligible norms with various orientations. In conclusion, as increases, the tracking shift tends to oscillate more and more around the solution for , but confined in an acceptable range and without any obvious coherence. Therefore, the method appears to be quite stable with respect to .
VI. EXPERIMENTAL RESULTS-PART 2
A. Setup
From now on, the proposed method will be compared with variants of itself. Consequently, there are no constraints on the experimental setup and then scaling will be taken into account by choosing , and the gradient of the luminance and patches of the luminance will be optionally used as additional radiometric features.
The frames of the sequences already presented were available in the YUV color space. In the following, another sequence [42] will be used. It was available in the RGB space but will be converted to the YUV space before processing. The components of the feature vectors were normalized as follows: Y, U, and V, were rescaled into the interval , the gradient of the luminance Y (whenever used) was computed using the filter and rescaled using , and, as a reminder, the coordinates were rescaled into . The spatial coordinates were further modified by applying the spatial weighting for the target and the scaling for the reference, meaning that actually belongs to the interval and belongs to . The minimization in was either performed by a series of minimizations at fixed (see Section IV-B) implemented using a suboptimal search procedure known as the diamond search [39] , or by a gradient descent procedure: for stability, the gradient (25) was normalized such that the translation component has a norm equal to one and the scaling component is either 0.99 or 1.01. The former minimization strategy will be referred to as "Discrete search" and the latter one as "Gradient search."
The other aspects of the setup were identical to Section V-A.
B. First Example With Scaling
Sequence "WaterObject" is composed of 352 288-frames. Tracking was performed on 95 consecutive frames using the discrete search with and radiometry limited to the color information (see Fig. 8 ).
C. Influence of
A tracking was performed on 60 consecutive frames of sequence "Crew" using the discrete search and two values of : 0.6 and 1. The radiometric information was limited to color (see Fig. 9 ). As expected, the spatial weighting has an influence on the tracking quality. Nevertheless, it is not dramatic since it seems to play mostly on the duration the tracking can be considered accurate rather than acting on the stability of the processing.
D. Gradient as an Additional Radiometric Feature
A tracking was performed on 150 consecutive frames of sequence "Crew" using the discrete search and . The feature space was either or (see Fig. 10 ). Clearly, the addition of the gradient information improved the tracking accuracy. As mentioned earlier, any other feature can be added without algorithm modifications (it only add terms to the Euclidean distance computation between the feature vectors during the kNN search). It does not necessarily mean that more features implies better tracking accuracy (see Section VI-F).
E. Discrete Search Versus Gradient Search
Sequence "Poltergay" [42] is composed of 720 576-frames in JPEG format. Tracking was performed on 100 consecutive frames using either the discrete search or the gradient search with and the feature space defined as (see Fig. 11 ). As expected, the discrete search performed better than the gradient search due to the presence of local minima which can mislead a gradient descent (the gradient search performed very decently, though). However, this is at the cost of a computational time 7 times higher.
F. Noisy Sequences
A tracking was performed on 100 consecutive frames of two degraded versions of sequence "Poltergay" using the discrete search, and the feature space being either (i) , (ii) , or (iii) "patch 3 3 on Y"
(space of dimension 13). The first degradation was obtained by compressing each frame at a very low rate using a JPEG2000 coder (see Fig. 12 ). The original frames in JPEG format have a size of around 32 kB. The JPEG2000 compression rate was chosen such that the size went down to 4 kB. For the second degradation, each color channel of each frame was corrupted by a Gaussian noise of mean zero and variance equal to 9 (see Fig.  12 ).
The proposed method being independent of the ROI shape, the rectangular shape used so far for was replaced with an ellipse with a bounding box of 63 101 pixels.
Both feature spaces (i) and (ii) dealt very well with the JPEG2000 artifacts (see Fig. 13 ). Therefore, feature space (iii) was not even considered. However, since the Gaussian noise largely corrupted the gradient of the frames, the feature space did not allow to track the object. Although not satisfying, the space produced a more acceptable tracking [actually, it is even quite accurate until frame 22 [not shown in Fig. 14) ]. It is only when considering patches [feature space (iii)] that the tracking becomes fully accurate (see Fig. 14) . This robustness to noise of patches is not surprising since they were used for denoising [18] , [43] .
VII. CONCLUSION AND ONGOING WORKS This paper presents a general framework for estimating highdimensional statistical measures to perform ROI tracking. We focused on a measure derived from entropy as proofs of consistency and unbiasedness exist [24] , [25] .
The kNN-based PDF estimate has two advantages for dealing with high-dimensional data. First, it relies on a nonparametric approach which uses variable size kernels to adapt to the local density of samples. Second, it allows to derive expressions of PDF-based measures (such as entropy or the Kullback-Leibler divergence) without computing explicitly the PDFs. Although the kNN framework was mentioned in a seminal work on meanshift a while ago [44] , it has rarely been used in image processing so far, except for high-dimensional clustering [45] . To our knowledge, no tracking method has never been proposed in this framework yet.
In term of comparison with other approaches, the proposed method can be characterized by such keywords as statistical, nonparametric, variable kernel bandwidth (kNN), joint color and geometry processing, and soft geometric constraint. (i) SAD, or similar nonrobust and robust similarity measures, is deterministic in essence although it corresponds to solving the tracking problem with a parametric assumption on the residual PDF. The strict geometrical constraint does not allow much tolerance regarding motion model mismatch and the parametric PDF assumption prevents data fitting. (ii) kNN-KL can adapt to the data thanks to its nonparametric nature and the use of a variable kernel bandwidth. Because of its statistical point of view, it can account for some color variability of the ROI. Unfortunately, as it is well known, the absence of geometric constraint is a serious penalty. (iii) Pz-KL-G does include a soft geometrical constraint. However, the approximation of a PDF-based measure using a fixed kernel bandwidth, i.e., without adjustment to the local density of the samples, is a weakness, as is clear from the experimental results. (iv) The mean-shift-based tracker used in the comparisons [2] , [40] rely on another statistical measure: the Bhattacharya measure. Whether the differences observed between this tracker and the proposed method in the experimental results presented here depends on the measure itself or on the way geometry is involved 6 is unclear. Finally, (v) to a certain extent, the proposed method seems to provide answers to the problems (i) to (iii).
Current works will focus on extending the kNN framework to other statistical measures such as mutual information [33] or the Bregman divergence [46] . Moreover, a study of the kernel bandwidth estimation approach, including the balloon estimation (kNN), the sample point estimation [30] , or a hybrid estimation [23] , will be carried out.
APPENDIX I PARZEN WINDOWING METHOD AND LIMITATIONS
The duality between (7) (number of samples in a fixed volume) and (8) (volume necessary to contain a fixed number of samples) appears clearly. These two approaches were drawn from two normal laws of mean 128 in each dimension and 132 in each dimension, resp., and two different, randomly generated, diagonally dominant covariance matrices. The Kullback-Leibler divergence was estimated using the Parzen-based method of toolbox [11] and using the kNN-based expression (19) choosing . Two series of experiments were performed: (i) with a fixed sample size and the feature space dimension varying between 1 and 10; and (ii) with a fixed dimension and a sample size 7 varying between 100 and 10000. The estimations were repeated 100 times (i.e., using 100 different sample drawings for each set of parameters) and averaged (see Fig. 15 ). 8 These experiments illustrate the curse of dimensionality and suggest that the kNN framework is better adapted to estimate the Kullback-Leibler divergence than the Parzen approach, especially in high dimension and even with few samples.
APPENDIX II DERIVATIVE OF THE KULLBACK-LEIBLER DIVERGENCE
Expression: The Kullback-Leibler divergence is equal to (26) where the cross entropy can be approximated by (13) (27) and the differential entropy can be approximated by the Ahmad-Lin estimator [32] (28)
In (28) , the PDF is by definition equal to (29) The same estimation (replacing with ) will be used in (27) . Therefore, we have (30) (31) 7 Still with the condition jP j = jQj. 8 Note that the covariance matrices in Experiment (i) (i.e., jP j = jQj = 1000) for d = 5 and Experiment (ii) (i.e., d = 5) for jP j = jQj = 1000 were different. Therefore, the corresponding divergences do not match. Fig. 7 . Distance between the reference ROI of sequence "Football" and candidate regions in frame 20 as a function of horizontal and vertical translations: (in lexicographical order) SAD, kNN-KL, Pz-KL-G, and kNN-KL-G (proposed method). The dashed box is a 12 2 12-square (same size as the search window). The red spot at its center represents the correct translation. The SAD and Pz-KL-G minima are shifted, kNN-KL has two local minima, and the minimum of kNN-KL-G seems accurate. Fig. 8 . Tracking on sequence "WaterObject" (frame indices are relative to the reference frame). This sequence is characterized by zooms in and out. The diagram represents the scaling of the ROI (parameter times 100) as a function of the frame index. To deduce the scaling in terms of area, the value must be divided by 100 and squared. At the highest point, the ROI is almost 1.7 times larger in area than , a 48 2 28-square, and around 0.7 times smaller at the lowest point.
Note that is constant for all candidate regions in a given frame. Consequently, taking the derivative of (30) with respect to does not require to care about the interval of summation. Let the transformation be a translation combined with a scaling by . Sample set is equal to (32) The derivative of (30) with respect to is equal to
where [see (35) , shown at the bottom of the next page]. Matrix has lines corresponding to the number of parameters of the motion model and columns corresponding to the dimension of the feature space (here, ). After some steps, one gets (36) as a function of the frame index for the solution that used the gradient. To deduce the scaling in terms of area, the value must be divided by 100 and squared.
At the highest point, the ROI is more than three times larger in area than , a 33 2 52-rectangle.
Term Interpretation: Let us focus on the following term of (36): (37) When the number of samples tends toward infinity, tends toward (38) Fig. 11 . Tracking on sequence "Poltergay" (frame indices are relative to the reference frame). Discrete search: dashed line; gradient search: plain line. The diagram represents the scaling of the ROI (parameter times 100) as a function of the frame index for the solution using the discrete search. To deduce the scaling in terms of area, the value must be divided by 100 and squared. At the highest point, the ROI is more than four times larger in area than : 63 2 101-rectangle.
Kernel is radially symmetric. Therefore, for all and such that , we have (39) Consequently, (38) convergences (at least weakly) toward zero.
APPENDIX III DERIVATIVE OF THE DIVERGENCE: MEAN-SHIFT-BASED APPROXIMATION AND KNN IMPLEMENTATION
Mean-Shift: In the context of tracking, mean-shift is often used to refer to a mean-shift-based algorithm. Here, it refers to (35) Fig. 12 . Detail of frame 1 of sequence "Poltergay" (in lexicographical order) uncorrupted, corrupted by JPEG2000 compression artifacts, and corrupted by a Gaussian noise. the original meaning of approximation of using the shift from the mean of neighboring samples [31] , [44] 9 (40) where (41) is the mean of the samples (which happen to be in number) contained in a window of radius centered at . If is a normal distribution with mean and variance , then the mean-shift has the following, simple analytical expression (42) kNN-Based Expression: The first two terms enclosed in parentheses in (36) can be approximated using the mean-shift (40) . The expression of the mean (41) can be replaced with its 9 In [31] , see p. 534. kNN equivalent [44] (43)
In the third term enclosed in parentheses in (36) , the PDF can also be replaced with its kNN expression (8) . Therefore, using the mean-shift approximation, the derivative of the Kullback-Leibler divergence can be written as a kNN-based expression (44) where is a window of radius centered at .
Term Approximation: Let us now focus on the following term of (44) [which corresponds to the kNN version of (37)] (45) In light of Appendix II, this term could be neglected if is large enough. Nevertheless, let us propose an approximation of it.
Window at is equal to if and zero otherwise. A finite difference approximation can be used to write (46) Therefore, term (45) can be approximated by (47) This approximation leads to the final expression (25) of the kNN-based derivative of (19) . Note that, in practice, the summation condition should be understood as for a small . Since then, he has been a postdoctoral fellow at the VisionLab, University of California, Los Angeles. His research spans computer vision and image, video processing with a particular interest in applications of information theory and compressed sensing to these areas.
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