Abstract. One of the main problems in real life omics data analysis is how to extract relevant and non-redundant features from high dimensional multimodal data sets. In general, supervised regularized canonical correlation analysis (SRCCA) plays an important role in extracting new features from multimodal omics data sets. However, the existing SRCCA optimizes regularization parameters based on the quality of first pair of canonical variables only using standard feature evaluation indices. In this regard, this paper introduces a new SRCCA algorithm, integrating judiciously the merits of SRCCA and rough hypercuboid approach, to extract relevant and nonredundant features in approximation spaces from multimodal omics data sets. The proposed method optimizes regularization parameters of the SRCCA based on the quality of a set of pairs of canonical variables using rough hypercuboid approach. While the rough hypercuboid approach provides an efficient way to calculate the degree of dependency of class labels on feature set in approximation spaces, the merit of SRCCA helps in extracting non-redundant features from multimodal data sets. The effectiveness of the proposed approach, along with a comparison with related existing approaches, is demonstrated on several real life data sets.
Introduction
The Cancer Genome Atlas (TCGA) helps to provide multiple types of omics data sets such as gene expression array, protein expression array, microRNA array, DNA methylation, and copy number variation from the same individual. The integration of different omics data such as transcriptions, proteomics, or metabolomics may provide a better understanding of the biological systems. Recent integrative biological studies, for example, transcripts and metabolites, applied principal component analysis (PCA) [1] or partial least squares [2] , where prior biological knowledge indicates which type of omics data is expected to explain the other type. When there is either no assumption on the relationship between the two sets of variables (exploratory approach) or a reciprocal relationship between the two sets is expected (cross platform comparisons), canonical correlation analysis (CCA) [3] framework is preferable. It is a classical statistical bi-multivariate feature extraction method, which finds dependency between two data sets. The goal of CCA is to provide an efficient way of measuring the linear relationship between two multidimensional data sets, so that the highest correlation between them can be achieved. The CCA is popular to integrate different omics data [4, 5] . It gives those relevant latent variables from both data types, which are related to each other and provide more insight into the biological experimental hypotheses. In some recent works, CCA is used in multiple feature vector fusion, where more than two data sets are used to extract correlated features [6, 7, 8, 9] .
However, CCA incurs with a computational issue because of 'large p (number of features) and small n (number of samples)'. To overcome this problem, Gonzalez et al. [10, 11] introduced a regularized version of CCA, called regularized canonical correlation analysis (RCCA). The RCCA [10, 11, 12] , which is an improved version of CCA, prevents over-fitting of insufficient training data by using a ridge regression optimization scheme [13] . However, this regularization process makes RCCA computationally very expensive. Similar to CCA, RCCA is also unsupervised in nature and fails to take complete advantage of the available class label information [14] . To perform regularization with a supervised feature selection scheme, supervised regularized canonical correlation analysis (SRCCA) [15] is used. It incorporates the information of available class label to select maximally correlated features. In SRCCA, regularization is done by embedding component with the most discriminatory score as chosen by feature selection scheme and then adjusted for the remaining dimensions [15] . As the basis vectors are perpendicular to each other, there is no redundancy between the canonical variables. However, the existing SRCCA considers only the relevance of first pair of canonical variables, which is maximally correlated. In effect, the extracted feature set contains a relevant feature corresponding to the first pair of canonical variables, and all the remaining features are non-redundant with respect to each other. But, both the relevance and redundancy criteria should be considered while extracting features from multimodal data sets. Instead of considering the relevance of the first pair, the total or average relevance of the whole extracted feature set is expected to provide better classification accuracy.
One of the main problems in omics data analysis is uncertainty. Rough set theory [16] is an effective paradigm to deal with uncertainty, vagueness, and incompleteness. It provides a mathematical framework to capture uncertainties associated with the data [17] . It is proposed for indiscernibility in classification according to some similarity [16] . Given a data set with discretized attribute values, it is possible to find a subset of the original attributes using rough set theory that are the most informative; all other attributes can be removed from the data set with minimal information loss. From the dimensionality reduction perspective, informative features are those that are most useful in determining classification from their values [18, 16] . The rough set theory has been ap-plied successfully to feature selection of discrete valued data [19, 18, 20, 16] . However, there are usually real valued data and fuzzy information in real world applications. Combining fuzzy and rough sets provides an important direction in reasoning with uncertainty for real valued data sets [17, 21, 18, 22, 23] . The generalized theory of fuzzy-rough sets has been applied successfully to feature selection of real valued data [24, 25, 19, 26, 27, 28, 18, 29, 30] . Also, rough hypercuboid approach [31] is found to be suitable for numerical data sets. The concept of hypercuboid equivalence partition matrix [32] of rough hypercuboid is useful to compute the degree of dependency of class labels or decision attribute set on the condition attribute or feature set having numerical values. Rough set theory and its several variants have been successfully applied to omics data analysis [33, 34, 35, 36, 20, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47] .
In this background, the paper introduces a new supervised canonical correlation analysis (SR-CCA), integrating judiciously the merits of CCA and rough hypercuboid approach. It extracts relevant and non-redundant features in approximation spaces from multimodal high dimensional omics data sets. The proposed method optimizes regularization parameters of the SRCCA based on the quality of a set of pairs of canonical variables using rough hypercuboid approach, rather than considering only first pair of canonical variables. The concept of hypercuboid equivalence partition matrix of rough hypercuboid approach is used to compute the relevance of each extracted feature. It provides an efficient way to calculate the degree of dependency of class labels on feature set in approximation spaces. The equivalence partition matrix also helps in finding optimum regularization parameters employed in the proposed SRCCA. On the other hand, as all the basis vectors are perpendicular to each other, the extracted features are non-redundant in nature. In effect, the extracted features are expected to be more relevant and non-redundant, which lead to better classification accuracy. The effectiveness of the proposed approach, along with a comparison with related existing approaches, is demonstrated on several real life data sets.
The paper is organized as follows: Section 2 reports a brief description of rough sets, CCA, RCCA, and SRCCA. The proposed algorithm, based on SRCCA and hypercuboid equivalence partition matrix, is introduced in Section 3. In Section 4, a few case studies and a comparison with other related methods are presented. Finally, the conclusion is given in Section 5.
Basics of rough sets, CCA, RCCA, and SRCCA
This section presents the basic concepts in the theories of rough sets, CCA, RCCA, and SRCCA.
Rough sets
An approximation space or information system is a pair < U, A > [16] , where U = {O 1 , · · · , O i , · · · , O n } be a non-empty set, the universe of discourse, and A is a family of attributes, also called knowledge in the universe. V is the value domain of A and f is an information function f : U × A → V . Any subset P of knowledge A defines an equivalence or indiscernibility relation
If
, then O i and O j are indiscernible by attributes from P. The partition of U generated by IN D(P) is denoted as
where Given an arbitrary set X ⊆ U, in general, it may not be possible to describe X precisely in < U, A >. One may characterize X by a pair of lower and upper approximations, defined as follows [16] :
Hence, the lower approximation P(X) is the union of all the elementary sets which are subsets of X, and the upper approximation P(X) is the union of all the elementary sets which have a non-empty intersection with X. The tuple < P(X), P(X) > is the representation of an ordinary set X in the approximation space < U, A > or simply called the rough set of X. The lower (respectively, upper) approximation P(X) (respectively, P(X)) is interpreted as the collection of those elements of U that definitely (respectively, possibly) belong to X. A set X is said to be definable or exact in < U, A > iff P(X) = P(X). Otherwise X is indefinable and termed as a rough set. BN D P (X) = P(X) \ P(X) is called a boundary set. Definition 2.1. An information system < U, A > is called a decision table if the set A = C ∪ D, where C and D are condition and decision attribute sets, respectively. The dependency between C and D can be defined as [16] 
where P OS C (D) = CX i is termed as positive region of D with respect to C, X i is the ith equivalence class induced by D and | · | denotes the cardinality of a set.
Canonical correlation analysis
CCA [3] is used to extract latent features, which are maximally correlated between two multidimensional variables X ∈ R p×n and Y ∈ R q×n . Here n is the number of samples, p and q are the number of features of X and Y , respectively. CCA obtains two directional basis vectors w x ∈ R p and w y ∈ R q such that the correlation between X T w x and Y T w y is maximum. The correlation coefficientρ is given asρ
= max
wx ,wy w x T C xy w y w x T C xx w x w y T C yy w y (6) where C xy ∈ R p×q is the cross-covariance matrix of X and Y , while C xx ∈ R p×p and C yy ∈ R q×q are covariance matrices of X and Y , respectively. Sinceρ is invariant to the scaling of w x and w y , CCA can be formulated equivalently as max wx ,wy w x T C xy w y
subject to w x T C xx w x = 1; and w y T C yy w y = 1.
To calculate w x and w y , eigenvectors of ΣΣ T and Σ T Σ are needed, where matrix Σ ∈ R p×q is given as follows:
Suppose ρ 1 · · · ρ i · · · ρ p be the eigenvalues of ΣΣ T and ξ x 1 , · · · , ξ x i , · · · , ξ xp are the orthonormalized eigenvectors corresponding to ρ 1 , · · · , ρ i , · · · , ρ p . As non-zero eigenvalues of ΣΣ T are same as non-zero eigenvalues of Σ T Σ [48] , one of the matrices is enough to calculate the eigenvector of ΣΣ T or Σ T Σ. Furthermore, let say, p < q and ρ 1 · · · ρ i · · · ρ p are the p largest eigenvalues of Σ T Σ with orthonormalized eigenvectors ξ y1 , · · · , ξ yi , · · · , ξ yp . Then, the i-th pair of basis vectors are given by
and
and the i -th pair of canonical variables are as follows:
Here, (U 1 , V 1 ) is the first pair of canonical variables, which provides the maximum correlatioñ ρ = √ ρ 1 . The i-th pair of canonical variables (U i , V i ) is the linear combinations of basis vector having unit variance and data set. It maximizes the correlation among all possible linear combinations and is uncorrelated with the previous (i − 1) canonical variable pairs. From (11), the i-th feature A i is extracted as follows:
where ∀i ∈ {1, 2, · · · , m} and m = min(p, q).
Regularized canonical correlation analysis
Let us consider two data sets X and Y having p and q number of features, and the sample size is n. If n << (p, q), the features in X and Y tend to be highly collinear. As the covariance matrices of X and Y , that is, C xx and C yy , respectively, lead to ill-conditioned, their inverses are no longer reliable resulting in an invalid computation of CCA and an unreliable meta-space [49] . If n p + q + 1, the covariance matrices C xx and C yy will be invertible [50] . As in bioinformatics domain, the number of samples (n) is limited with respect to very high dimensional feature sets (p and q), this condition is usually not possible and thus regularization is needed. By adding small positive quantities to the diagonals of C xx and C yy , it is possible to make them invertible [51] .
Let us assume that X and Y are contaminated with gaussian, independent and identically distributed noise N x ∈ R p×n and N y ∈ R q×n . The RCCA [10, 12] is used to correct these noises in X and Y . As these noises are gaussian, independent and identically distributed, all possible combinations of the covariances of the p and q rows of N x and N y , respectively, will be 0 except the covariance of a particular row vector with itself. These variances of each row of N x and N y are r x and r y , and are known as regularization parameters. However, the cross-covariance matrix C xy of X and Y will not be affected. But, the matrices C xx and C yy become [C xx + r x I ] and [C yy + r y I ], where I is the identity matrix. So, (9) becomes
These regularization parameters are varied in a certain range and chosen by a grid search optimization [52] . Every pair of r x and r y will produce a pair of first canonical variables, which are maximally correlated. Among them, the pair of r x and r y will be considered as optimal parameter set for which the Pearson's correlation is maximum, that is,
Supervised regularized canonical correlation analysis
Both CCA and RCCA are unsupervised, that is, they do not incorporate the information of class labels even if it is given. In this context, a new method, called SRCCA, was proposed in [15] , which is a supervised version of CCA. SRCCA chooses the optimal regularization parameters r x and r y by using a supervised method of feature selection. Similar to RCCA, SRCCA chooses these r x and r y as optimal using grid search optimization by some feature evaluation measures such as t-test [53] , Wilcoxon rank sum test [54] , and Wilk's lambda test [55] . In this supervised method, regularization is done by embedding component with the most discriminatory score as chosen by feature selection scheme and then adjusted for the remaining dimensions [15] .
Rough hypercuboid based SRCCA
This section presents a new supervised regularized canonical correlation analysis (SRCCA) for multimodal multidimensional data. It integrates judiciously the merits of SRCCA and hypercuboid equivalence partition matrix of rough hypercuboid approach, introduced in [32] . Next section presents the basic concept of hypercuboid equivalence partition matrix.
Hypercuboid
Generally, an m-dimensional hypercuboid or hyperrectangle is defined in the m-dimensional Euclidean space, where the space is defined by the m variables measured for each sample or object. In geometry, a hypercuboid or hyperrectangle is the generalization of a rectangle for higher dimensions, formally defined as the Cartesian product of orthogonal intervals [31] . For all hypercuboids, any two objects belong to a same class hypercuboid are said to be indiscernible with respect to that particular class [32, 42, 31] . However, in real data analysis, uncertainty arises due to overlapping class boundaries, marked by rectangle in Figure 1 (a) and shaded region of Figure 1 (b) for lung cancer data as example. Hence, every two class hypercuboids may intersect with each other. The intersection of two hypercuboids also forms a hypercuboid, which is referred to as implicit hypercuboid. The implicit hypercuboids encompass the misclassified samples or objects those belong to more than one classes. The degree of dependency of the decision attribute set or class label on the condition attribute set depends on the cardinality of the implicit hypercuboids. The degree of dependency increases with the decrease in cardinality [32, 42, 31] .
Hypercuboid equivalence partition matrix
be the finite set of n objects, and C = {A 1 , · · · , A k , · · · , A m } and D are the condition and decision attribute sets in U, respectively. If U/D = {β 1 , · · · , β i , · · · , β c } denotes c equivalence classes or information granules of U generated by the equivalence relation induced from the decision attribute set D, then c equivalence classes of U can also be generated by the equivalence relation induced from each condition attribute
equivalence classes or information granules of U induced by the condition attribute A k and n is the number of objects in U, then c-partitions of U are the sets of (cn) values {h ij (A k )} that can be conveniently arrayed as a (c × n) matrix
The matrix H(A k ) is termed as hypercuboid equivalence partition matrix of the condition attribute A k [32] and is denoted by
A c × n hypercuboid equivalence partition matrix H(A k ) represents the c-hypercuboid equivalence partitions of the universe generated by an equivalence relation. Each row of the matrix H(A k ) is a hypercuboid equivalence partition or class. Here h ij (A k ) ∈ {0, 1} represents the membership of object O j in the ith equivalence partition or class β i satisfying the following two conditions:
The tuple [L i , U i ] represents the interval of the ith class β i according to the decision attribute set D.
is the value range of condition attribute A k with respect to class β i . It is spanned by the objects with same class label β i . That is, the value of each object O j with class label
This can be viewed as a supervised granulation process, which utilizes class information. However, such a granulation process does not necessarily result in a compatible granulation in the sense that every two intervals may intersect with each other. These intersections form the implicit hypercuboids (marked by rectangle in Figure 1 (a) and shaded region of Figure 1 (b) for lung cancer data as example). The degree of dependency of decision attribute on a condition attribute or a subset of attributes is evaluated by finding the implicit hypercuboids that encompass misclassified objects. Using the concept of hypercuboid equivalence partition matrix, the misclassified objects of implicit hypercuboids can be identified based on the confusion vector [32] , defined as follows:
In other words, if an object O j belongs to the lower approximation of any class β i , then it does not belong to the lower or upper approximations of any other classes and v j (A k ) = 0. On the other hand, if the object O j belongs to the boundary region of more than one classes, then it should be encompassed by the implicit hypercuboid and v j (A k ) = 1. Hence, the hypercuboid equivalence partition matrix and corresponding confusion vector of the condition attribute A k can be used to define the lower and upper approximations of the ith class β i of the decision attribute set D.
Let β i ⊆ U. β i can be approximated using only the information contained within A k by constructing the A-lower and A-upper approximations of β i [32] :
where equivalence relation A is induced from attribute A k . The boundary region of β i is defined as [32] 
Based on the definitions of lower and upper approximations, the positive, negative, and boundary regions of decision attribute set D can be defined as:
The positive region, P OS A (D), contains all objects of U that can be classified to classes of U/D using the knowledge in attribute A k . The boundary region, BN D A (D), is the set of objects that can possibly, but not certainly, be classified in this way. The negative region, N EG A (D), is the set of objects that cannot be classified to classes of U/D. The cardinality of the set is the cardinality of the upper approximation of the class β i that can be calculated with
which appears to be a natural generalization of crisp set. Similarly, the cardinalities of lower approximation and boundary region of class β i can be calculated as follows:
Combining (15), (18) , and (22), the cardinality of positive regions of decision attribute D, in terms of hypercuboid equivalence partition matrix and confusion vector of condition attribute A k , is given by
Hence, the dependency between condition attribute A k and decision attribute D is defined as follows:
where
Proposed method
In multimodal omics data analysis, different data sets may contain a number of redundant features with low relevance to the classes. The presence of such redundant and non-relevant features leads to a reduction in the useful information. Ideally, the extracted features should have high relevance with the classes while the redundancy among them would be as low as possible. The features with high relevance are expected to be able to predict the classes of the samples. However, the prediction capability may be reduced if many redundant features are extracted. In contrast, a data set that contains features not only with high relevance with respect to the classes but with low mutual redundancy is more effective in its prediction capability. Hence, to assess the effectiveness of the features, both relevance and redundancy need to be considered quantitatively.
In this regard, a new supervised regularized canonical correlation analysis is proposed, where rough hypercuboid approach is used to compute the relevance of extracted features, while canonical correlation analysis addresses the problem of redundancy among the extracted features. Let, X ∈ R p×n and Y ∈ R q×n be two data sets, where each column in X and Y corresponds to one of the n samples, and each row represents one variable or feature. Let us assume that each variable is centered to have zero mean across the samples. Let m be the number of extracted features, where m = min (p, q), and S is the set of relevant and non-redundant features extracted from all possible combinations of regularization parameters r x and r y . The average relevance of all selected features is, therefore, given by
while the average dissimilarity among the selected features is as follows
Therefore, the problem of extracting a set S of relevant and non-redundant features from all possible combinations of regularization parameters r x and r y is equivalent to maximize both J relev and J dissim , that is, to maximize the objective function J , where
where ω is a weight parameter. According to (10) , the basis vectors w x and w y are directly proportional to the eigenvectors of ΣΣ T and Σ T Σ, respectively. So, each w x i or w y i , ∀i = 1, 2, · · · , m is perpendicular to each other, where m = min(p, q). Hence, the value of J dissim is same, irrespective of the regularization parameters r x and r y . In effect, the optimization of J is equivalent to the optimization of J relev . So, to solve the above problem, the following greedy algorithm is used.
1. Calculate the cross-covariance matrix C xy ∈ R p×q of X and Y .
2. Calculate covariance matrices C xx ∈ R p×p and C yy ∈ R q×q of X and Y , respectively.
3. Initialize S ← ∅ and J optimal = 0.
4. Repeat the following eight steps for all possible combinations of parameters r x and r y .
(a) Assuming p ≤ q, calculate ΣΣ T as follows:
(b) Find the eigenvectors ξ x of ΣΣ T and the eigenvectors ξ y of Σ T Σ accordingly.
(c) Calculate the basis vectors w x and w y by using (10).
(d) Calculate the canonical variables U and V by using (11) .
(e) Extract features A by using (12) and store them in C.
(f) Calculate the relevance of each feature A i ∈ C by using (29).
(g) Calculate the average relevance
(h) If J relev > J optimal , then S ← C, and J optimal = J relev .
5. Output S, which contains m extracted features whose average relevance is maximum.
6. Stop.
Complexity analysis
Let X and Y be the two data sets with n samples and c classes, and p and q represent the number of features in X and Y , respectively. Let us assume that the regularization parameters r x and r y have t x and t y possible values. Let l = max(p, q) and m = min(p, q). The computational complexity to calculate cross-covariance matrix C xy is O(lmn), whereas the total time complexity to compute two covariance matrices C xx and C yy is O(m 2 n + l 2 n). There is a loop in step 4, which is executed (t x × t y ) times. The total time complexity to calculate C −1/2 xx and C −1 yy is O(m 3 + l 3 ). In effect, the first step of this loop has O(m 3 + l 3 + lm 2 + l 2 m) time complexity. The computational complexity to compute eigenvectors is O(m 3 ). The computational complexity to calculate the basis vectors w x and w y is O(m 3 + l 2 m), while to compute the canonical variables U and V , the total time complexity is O(m 2 n + lmn). The computational complexity to extract all m features A of C is O(mn). The time complexity to compute the relevance of a feature using hypercuboid equivalence partition matrix is O(cn). Hence, the total complexity to calculate the relevance of all m features of C is O(mcn). The computational complexity to calculate the average relevance of m features is O(m). The next step has time complexity of O(mn). Hence, the total complexity to execute the loop (t x × t y ) times is O(t x t y (m 3 +l 3 +lm 2 +l 2 m+m 3 +l 2 m+m 2 n+lmn+mn+mcn+m+mn)) = O(t x t y l(l 2 +mn)).
Hence, the overall computational complexity of the proposed algorithm to extract relevant and non-redundant features from two data sets is O(lmn + m 2 n + l 2 n + t x t y l(l 2 + mn)) = O(t x t y l(l 2 + mn)). 
Experimental results and discussion

Description of data sets
A total number of 205 breast invasive carcinoma samples with three different modalities, namely, gene expression, protein expression, and DNA methylation are used in the current research work. This data set is downloaded from TCGA: The Cancer Genome Atlas (http://cancergenome.nih.gov/). The samples are distributed in two classes, namely, infiltrating ductal carcinoma (IDC) and infiltrating lobular carcinoma (ILC). IDC is the most common type of breast cancer. It starts in a milk duct and breaks through the wall of the duct growing into the fatty tissue of the breast. At this point, it may be able to spread to other parts of the body through the lymphatic system and bloodstream. About 80% of invasive breast cancers are IDCs. On the other hand, ILC starts in the milk-producing glands, called lobules. Like IDC, it can spread to other parts of the body. About 10% of invasive breast cancers are ILC. Moreover, ILC may be harder to detect by a mammogram than IDC.
B.632+ error rate using Support Vector Machine
In the current study, the support vector machine (SVM) [56] is used to evaluate the performance of different algorithms. The SVM is a margin classifier that draws an optimal hyperplane in the feature vector space; this defines a boundary that maximizes the margin between data samples in different classes, therefore leading to good generalization properties. A key factor in the SVM is to use kernels to construct nonlinear decision boundary. In the present work, linear kernels are used. The source code of the SVM has been downloaded from Library for Support Vector Machines (www.csie.ntu.edu.tw/∼cjlin/libsvm/).
In order to minimize the variability and biasedness of derived results of different algorithms, the B.632+ bootstrap approach [57] is used, which is defined as follows:
where AE denotes the proportion of the original training samples misclassified, termed as apparent error rate, and B1 is the bootstrap error, defined as follows:
where n is the number of original samples and M is the number of bootstrap samples. If the sample x j is not contained in the kth bootstrap sample, then I jk = 1, otherwise 0. Similarly, if x j is misclassified, Q jk = 1, otherwise 0. The weight parameterω is given bỹ
where c is the number of classes, p i is the proportion of the samples from the ith class, and q i is the proportion of them assigned to the ith class. Also, γ is termed as the no-information error rate that would apply if the distribution of the class-membership label of the sample x j did not depend on its feature vector. To compute different types of error rates obtained using the SVM, bootstrap approach is performed on each pair of data sets. For each training set, a set of correlated feature is first generated, and then the SVM is trained with this feature set. After the training, the information of correlated features those were selected for the training set is used to generate test set and then the class label of the test sample is predicted using the SVM. For each data set, fifty top-ranked correlated features are selected for the analysis. In order to calculate the B.632+ error rate, apparent error (AE) is first calculated. This error is obtained when the same original data set is used to train and test a classifier. After that, the B1 error is computed from 100 bootstrap samples. Finally, the no-information error (γ) is calculated by randomly perturbing the class label of a given data set. The mutated data set is used for feature extraction and the selected feature set is used to build the SVM. Then, the trained SVM is used to classify the original data set. The error generated by this procedure is known as γ rate. Finally, the B.632+ error rate is computed based on the AE, B1 error, and γ error using (35).
Effectiveness of the proposed algorithm
This section compares the performance of the proposed SRCCA RH (m) algorithm with that of PCA and CCA. Figure 2 reports the comparative performance analysis on three pairs of different modalities.
The results are reported with respect to B.632+ error rate of the SVM. All the results reported in Figure 2 confirm that the performance of the proposed method is significantly better as compared to that of both PCA and CCA, irrespective of the number of extracted features and pair of modalities. Figure 3(a) , it can be seen that the proposed method achieves minimum B.632+ error rates of 0.131669, 0.092817, and 0.086241 at {r x = 0.1; r y = 0.1}, {r x = 0.1; r y = 0.2}, and {r x = 0.6; r y = 0.9}, marked in black, for gene-DNA methylation, gene-protein, and protein-DNA methylation, respectively. However, the proposed method optimizes regularization parameters r x and r y based on average relevance of all the extracted features. Moreover, the optimum parameters for each bootstrap sample are obtained individually. Figure 3(b) reports the heat maps of probability of occurrence of a particular pair of r x and r y . From all the results reported in Figure 3(b) , it can be seen that the probability of occurrence is more (marked in white) for lower values of regularization parameters, irrespective of the pair of modalities. The B.632+ error rates of the proposed algorithm are 0.127142, 0.091625, and 0.086241 for gene-DNA methylation, gene-protein, and protein-DNA methylation, respectively, which are better than that obtained for all possible values of r x and r y .
Importance of multi-feature-relevance criterion
In the proposed research work, it is assumed that the regularization parameters should be optimized considering the relevance of all extracted features, instead of considering only feature corresponding to first pair of canonical variables. In order to establish the effectiveness of multi-feature relevance criterion over single-feature relevance criterion, extensive experimental results are reported in Figure 4 and Figure 5 . While Figure 4 compares the performance between single-feature-relevance and multi-feature-relevance criteria for SRCCA TT , SRCCA WL , and SRCCA WR , Figure 5 depicts that for RCCA, SRCCA MI , and SRCCA RH . From all the results reported in Figure 4 and Figure 5 , it is seen that the multi-feature relevance criterion performs significantly better than single-feature relevance criterion for two pairs of different modalities, namely, gene-DNA methylation and gene-protein, irrespective of the methods and number of extracted features. Also, for protein-DNA methylation data set, the performance of multi-feature relevance criterion is significantly better in most of the cases.
Importance of rough hypercuboid approach
Finally, this section establishes the importance of rough hypercuboid approach in SRCCA. Figure 6 compares the performance of the rough hypercuboid approach with that of other feature evaluation indices on three pairs of modalities. Results are reported for both single and multi-feature-relevance criteria. While Figure 6 (a) compares the performance of different measures for single-feature relevance criterion, Figure 6 (b) compares it for multi-feature-relevance criterion. All the results reported in Figure 6 establish the fact that the hypercuboid equivalence partition matrix based approach performs significantly better than other approaches, irrespective of the number of extracted features, pair of modalities, and regularization parameter optimization techniques.
Moreover, Table 1 reports the minimum B.632+ error rates obtained using different methods for three pairs of modalities. All the results reported in Table 1 
Conclusion and future direction
One of the important problems in real life data analysis is how to extract relevant and non-redundant features from multimodal high dimensional data sets. In this regard, the contribution of the paper is to introduce a new supervised canonical correlation analysis algorithm. It integrates judiciously the merits of canonical correlation analysis and hypercuboid equivalence partition matrix of rough hypercuboid approach. The proposed method extracts relevant and non-redundant features in approximation spaces from multimodal multidimensional omics data sets. It optimizes regularization parameters based on the relevance of all extracted features using hypercuboid equivalence partition matrix. In effect, the proposed method is able to extract a set of relevant and non-redundant features from multimodal data sets. The effectiveness of the proposed approach, along with a comparison with existing approaches, is demonstrated on several real life data sets. The current formulation shows the utility of rough hypercuboid approach and canonical correlation analysis with respect to knowledge discovery tasks. One of the major concerns of canonical correlation analysis based approach is scalability for high dimensional data. In general, attribute clustering has become quite popular in machine learning and data mining [58, 59, 60, 34] . In near future, the concept of attribute clustering will be integrated judiciously with the proposed method to make it scalable for high dimensional multimodal omics data sets.
