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Für Hongorzul
Die gesamte Mathematik befasst sich aber mit dem Aufsuchen unbekannter Größen. Zu diesem
Zwecke zeigt sie uns die Methoden oder gleichsam die Wege, die zur Wahrheit führen; sie macht
die verborgensten Wahrheiten ausfindig und setzt sie ins richtige Licht. So schärft sie einerseits
unsere Denkkraft, bereichert aber auch anderseits unsere Kenntnisse. Beides sind Ziele, die
gewiss der größten Mühe wert sind. Die Wahrheit ist an sich eine Kostbarkeit; da mehrere
Wahrheiten, unter sich verknüpft, höhere Zusammenhänge ergeben, ist jede von Nutzen, selbst
wenn dieser zuerst nicht ersichtlich ist. Man wendet auch etwa ein, die höhere Mathematik
versenke sich zu tief in die Ergründung der Wahrheit. Dies ist eher ein Lob als eine Kritik.
Leonhard Euler, Vom Nutzen der höheren Mathematik
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Zusammenfassung
Die Dissertation zerfällt in drei Teile: Der erste behandelt Themen des Optimalen Transports,
der zweite das Verhalten von Lösungen von Modellgleichungen der Strömungsmechanik, und der
letzte stetige monoton steigende singuläre Funktionen.
Der erste Teil beginnt mit einem historischen Abriss der Theorie des Optimalen Transports seit
den Arbeiten von Gaspard Monge und führt über eine eingehende Behandlung der Eigenschaften
der Wasserstein-Distanzen zur Präsentation des ersten Resultats des Autors über das Langzeit-
verhalten von Lösungen des gekoppelten Drift-Diffusion-Poisson – Modells aus der Halbleiter-
technik. Weiters wird bewiesen, dass ein Optimierungsproblem mit Nebenbedingungen auf dem
quadratischen Wassersteinraum eindeutig lösbar ist und das entsprechende zeitdiskrete Schema
Lösungen einer nichtlokalen Fokker-Planck – Gleichung approximiert.
Der zweite Teil behandelt zwei Modellgleichungen, welche den Euler – Gleichungen für in-
kompressible Flüssigkeiten abgeleitet sind. Für erstere, die verallgemeinerte Proudman-Johnson
– Gleichung, werden für Spezialfälle einfache Beweise für den Verlust der Regularität von Lö-
sungen nach endlicher Zeit gegeben. Für die verallgemeinerte Constantin-Lax-Majda – Gleichung
wird gezeigt, dass es ein dem dreidimensionalen Falle entsprechendes Fortsetzungskriterium gibt.
Im letzten Teil stellen wir ein Verfahren zur Erzeugung stetiger monoton steigender singulä-
rer Funktionen vor (als singulär bezeichnen wir eine Funktion, deren Ableitung fast überall ver-
schwindet).
Die Dissertation beruht auf den drei Publikationen des Autors:
• Okamoto, Hisashi; Sakajo, Takashi; Wunsch, Marcus:
On a generalization of the Constantin-Lax-Majda equation
Nonlinearity 21 (2008), no. 10, 2447–2461
• Di Francesco, Marco; Wunsch, Marcus:
Large time behavior in Wasserstein spaces and relative entropy for bipolar
drift-diffusion-Poisson models
Monatsh. Math. 154 (2008), no. 1, 39–50
• Okamoto, Hisashi; Wunsch, Marcus:
A geometric construction of continuous, strictly increasing singular functions
Proc. Japan Acad. Ser. A Math. Sci. 83 (2007), no. 7, 114–118
ix

Summary
This thesis consists of three parts. The first is concerned with topics from optimal transport, the
second deals with the behavior of solutions to model equations in fluid dynamics, and the third
part treats continuous monotonously increasing singular functions.
The first part commences with a historical introduction to the theory of optimal transport since
the seminal contributions of Gaspard Monge, continues with a detailed description of the proper-
ties of Wasserstein distances and displays the first result of the author on the large-time asymp-
totics of solutions to the coupled drift-diffusion-Poisson system. Moreover, it is proven that a
constrained minimization problem on the quadratic Wasserstein space is uniquely solvable, yield-
ing a time-discrete scheme approximating the solution to a nonlocal Fokker-Planck equation.
The second part is concerned with two model equations in one space dimension derived from
the famous Euler equations. We demonstrate, for some special cases, simple proofs of the loss of
regularity in finite time of solutions to the so-called generalized Proudman-Johnson – equation.
Moreover, this part presents a continuation result for solutions to the generalized Constantin-Lax-
Majda – equation reminiscent of the three-dimensional case.
In the last part, we introduce a constructive method for obtaining continuous monotonously
increasing singular functions (singularity meaning that the derivative vanishes almost everywhere).
This thesis is based on the author’s three publications:
• Okamoto, Hisashi; Sakajo, Takashi; Wunsch, Marcus:
On a generalization of the Constantin-Lax-Majda equation
Nonlinearity 21 (2008), no. 10, 2447–2461
• Di Francesco, Marco; Wunsch, Marcus:
Large time behavior in Wasserstein spaces and relative entropy for bipolar
drift-diffusion-Poisson models
Monatsh. Math. 154 (2008), no. 1, 39–50
• Okamoto, Hisashi; Wunsch, Marcus:
A geometric construction of continuous, strictly increasing singular functions
Proc. Japan Acad. Ser. A Math. Sci. 83 (2007), no. 7, 114–118
xi

Part I.
Optimal Transport
and
Nonlinear Diffusions
1

Chapter 1.
The Monge-Kantorovich - Problem
1.1. The Monge Problem.
"Le troisième mémoire, entrepris à l’instigation de Condorcet, est relatif au problème
des déblais et des remblais qui, à cette époque où d’importants travaux de fortifica-
tion étaient entrepris avec des moyens technique très réduits, tenait une large place
dans les cours pratiques des écoles militaires, et spécialement dans ceux de l’école de
Mézières. Une certaine masse de terre étant à transporter d’un endroit à un autre, il
s’agit de déterminer les trajets de chaque molécule de telle sorte que le travail total à
effectuer soit minimum. Une première rédaction de ce mémoire, présentée en 1776,
semble perdue; Monge reprit l’étude de ce problème d’une façon plus ample dans un
mémoire de 1781 ([52]), (...)." ([64], 13-14) 1
Gaspard Monge was born in the era of the Ancien Régime, in 1746. His mathematical prodigy
was so apparent that he was appointed professor at the age of 22. He later became an ardent
supporter of the French Revolution and one of Napoleon’s closest friends [68]. In his "Mémoire
sur la théorie des déblais et des remblais" (commented on in the above quote), he introduced the
Monge Problem:
"When one must transport soil from one location to another, the custom is to give the
name clearing (déblais) to the volume of the soil that one must transport and the name
filling (remblais) to the space that it must occupy after transfer.
Since the cost of transportation of one molecule is, all other things being equal, pro-
portional to its weight and the interval that it must travel, and consequently the total
cost of transportation being proportional to the sum of the products of the molecules
each multiplied by the interval traversed; given the shape and position, the clearing
and the filling, it is not the same for one molecule of the clearing to be moved to
one or another spot of the filing. Rather, there is a certain distribution to be made
of the molecules from the clearing to the filling, by which the sum of the products
1"The third memoir, undertaken at Condorcet’s suggestion, is concerned with the problem of clearing and filling
which, at those times of limited technical means when important fortification activities were performed, played an
eminent role in the practical classes at military academies, in particular at those at the one in Mézières. A certain
mass of soil being assigned for transport from one place to another, the requirement is to determine the trajectories
of each molecule in such a way that the total work be minimal. A first version of this treatise, presented in 1776,
seems to be lost; Monge resumes the study of this problem in a more comprehensive way in his 1781 memoir."
(author’s translation)
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of molecules by intervals travelled will be the least possible, and the cost of the total
transportation will be a minimum." ([52],p. 666, taken from [57])
How to put this problem in a modern and feasible way? The succeeding abstractions seem reason-
able:
Consider two Polish spaces2 X , modeling the clearing (déblais), and Y , symbolizing the filling
(remblais). The clearing and the filling shall be equipped with Radon measures3 µ and ν . A
transport map is a measurable map T : (X ,µ)→ (Y ,ν) describing "the distribution to be made
of the molecules form the clearing to the filling". Obviously, the transport map T should push
forward µ onto ν , in a way that
for any measurable set B ∈ Y , ν [B] = µ[T−1(B)]. (1.1.1)
This means that ν is the image measure of µ by T , in symbols: T!µ = ν . For such transport maps
T , we call
I[T ] =
∫
X
c(x,T (x)) dµ(x)
the total transportation cost, where c(x,y) denotes the cost incurred from transporting a molecule
from point x∈X to y∈Y . Of course, c :X ×Y →R+∪{+∞} (the costs could become infinite).
We arrive at the formulation ofMonge’s optimal transport problem:
Find T ∗ such that I[T ∗] = inf
T!µ=ν
I[T ]. (1.1.2)
We call I[T ∗] the optimal transportation cost.
Monge himself only dealt with two- and three-dimensional problems with the distance acting
as the cost function, considering uniform measures on disjoint sets, and he was able to derive
some analytical resolution formulae [52], [69]. For the solution of this problem, the Académie des
Sciences of Paris offered the Prix Bordin in 1885, and it was soon afterwards given to P. Appell
for his treatise [4], in which he solved the Monge problem in somewhat more general settings (but
still not meeting modern mathematical standards).
1.2. The relaxed version: The Monge-Kantorovich Problem.
Leonid Vitaliyevich Kantorovich, born in 1912, was, like Gaspard Monge, an outstanding mathe-
matical wunderkind. He discovered the tools of linear programming; the divulgence of his numer-
ous scientific contributions was, however, delayed due to the Soviet scrutiny of any research done
in the field of economics. Having been awarded the Nobel Prize for economics in 1975 jointly with
Tjalling Koopmans "for their contributions to the theory of optimum allocation of resources", his
work got well-known nevertheless [68].
In [42], L. V. Kantorovich recalls his research activities during World War II:
My attention was concentrated on the discovery of concepts and quantitative relation-
ships of the main characteristics of socialist economy, although there were evident
2A Polish space is a separable and complete metric space.
3A Radon measure is a locally finite and inner regular measure.
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possibilities of applying the apparatus developed to some mathematical problems as
well (...), but I considered that this was of secondary importance then. (...) I gave a
report in Moscow, at the Mathematical Institute, on the circle of applied questions,
and the report aroused great interest. ([42], p. 1384)
The report referred to was comprised of several papers, among them "On the translocation of
masses" [40], and "On a problem of Monge" [41] containing an immediate proof of the Monge
problem employing techniques from the former article. There, in his own terminology, Kan-
torovich shows that a translocation is minimal if and only if it is a potential translocation, i.e., a
transportation map pi ∈ Π(µ,ν) is optimal if and only if there exists a function U(x) such that
(1) |U(x)−U(y)|≤ c(x,y) and (2) U(y)−U(x) = c(x,y) if pi(Bx,By)> 0 for any neighborhoods
Bx of x and By of y. Interestingly, in the same article, Kantorovich proposes to study the space
of mass distributions taking the quantityWc(µ,ν) =
∫
X ×Y c(x,y) dpi(x,y) when c(x,y) is a dis-
tance. (Even though for this reason, the W1-distance should be called Kantorovich - distance,
authors [68], [69] prefer to call it Kantorovich-Rubinstein - distance, because of the Kantorovich-
Rubinstein - norm inducing this distance.) At the end of [40], Kantorovich poses the subsequent
problems, dealt with in [43].
Problem 1.1. [40] (Leveling a land area.) Given the relief of the locality, i.e., the equations of
the earth surface z = f (x,y) and z = f1(x,z) before and after leveling [with
∫ ∫
f (x,y) dx dy =∫ ∫
f1(x,y) dx dy], and the cost of transporting 1 m3 of earth from (x,y) to (x1,y1), find a plan of
transporting of earth masses with the minimum total transportation cost.
Problem 1.2. [40] (On the assignment of consumption locations to production locations.) A
network of railways connects a number of production locations (Ai)mi=1 with daily output of (ai)
m
i=1
carriages of a certain good, respectively, to a number of consumption locations (Bk)nk=1 with a daily
demand of (bk)nk=1 carriages (∑i ai = ∑k bk). Given the cost ri,k involved in moving one carriage
from Ai to Bk, find an assignment of consumption locations to production locations such that the
total transport expenses be minimal.
T. Koopmans, the fellow awardee of Kantorovich for the Nobel Prize in Economics, wrote about
these problems:
The 1949 paper ([43], author’s note) discusses transportation models for a single
commodity and for many commodities (including empty vehicles), and a single-
commodity model for a capacitated network, with applications to sections of the Rus-
sian railroad network.[45]
It is obvious that the problem of leveling a land area plays a prominent role in the construction of
railroads, yet what seems surprising is that Kantorovich did not know about Monge’s work [52]
on the transfer of masses. Kantorovich’s note "On a problem of Monge" [41] appeared rather acci-
dentally: In 1946 - the scientific community was celebrating the bicentennial of Gaspard Monge’s
birthday - Kantorovich heard of the problem posed in 1781. In December 1947, he gave a talk at
the Moscow Mathematical Society on a simple solution of this problem that promptly followed
from his work on potential translocations in [40].
The substantial contribution Kantorovich made to the theory is to relax Monge’s optimal mass
transfer problem in a fashion that makes the constraints linear. Recall the notation from Section
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1.1 of this chapter. Instead of transport plans T :X →Y , let us look at joint probability measures
pi on X ×Y satisfying the marginal property (the terminology comes from the denomination
"marginal distribution")
pi[A×Y ] = µ[A] and pi[X ×B] = ν [B] (1.2.1)
for all measurable sets A ⊂X and B ⊂ Y . We denote by Π(µ,ν) the set of all joint probability
measures pi having the marginal property (1.2.1), and we call them transport plans. Observe that
this set is never empty: one can always build the tensor product µ⊗ν , which lies inΠ(µ,ν). Now
we can define
I[pi] =
∫
X ×Y
c(x,y) dpi(x,y) (1.2.2)
as the total transportation cost associated to the transport plan pi ∈ Π(µ,ν). Kantorovich’s opti-
mal transport problem can then be written as:
Find pi∗ ∈Π(µ,ν) such that I[pi∗] = inf
pi∈Π(µ,ν)
I[pi]. (1.2.3)
The quantity I[pi∗] is denoted by Tc(µ,ν) and called the optimal transportation cost between µ
and ν . In the special cases when the cost is given by a power of the distance, the optimal trans-
portation cost induces a distance best known asWasserstein distanceWp(µ,ν). More precisely,
T 1/pdp (µ,ν) =Wp(µ,ν), p≥ 1. (1.2.4)
More about Wasserstein distances shall be said in the next chapter. Let us only mention here the
natural ordering of Wasserstein distances:
1≤ p≤ q≤ ∞⇒Wp ≤Wq, (1.2.5)
whereWp(µ,ν)p = infpi∈Π(µ,ν)
∫ |x−y|p dpi(x,y) is the p-th order Wasserstein distance. We show
this with the help of the Hölder inequality (1/p′+1/q′ = 1, 1< p′ < ∞):
Wp(µ,ν)p =
∫
|x− y|p dpi∗(x,y)
≤
(∫
dpi∗
)1/p′ (∫
|x− y|pq′ dpi∗
)1/q′
= Wq(µ,ν)p,
where of course q= pq′ > p, and pi∗ is the optimizer in the Kantorovich Problem (1.2.3).
1.3. The dual variational problem: Kantorovich Duality.
We record here a result given in [69] that will be interpreted in terms of economics in the next
section.
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Recall the linear optimization program (1.2.3). As is widely known and often used, such a
problem with convex constraints admits a dual formulation; in the case of mass transport it was
apparently used first by Kantorovich.
Theorem 1.3. LetX and Y be Polish spacs, let µ ∈P(X ) and ν ∈P(Y ), and let c : X ×
Y → R+∪{+∞} be a lower semi-continuous cost function.
Whenever pi ∈Π(µ,ν) and (ϕ,ψ) ∈ L1(dµ)×L1(dν), define
J(ϕ,ψ) =
∫
X
ϕ dµ+
∫
Y
ψ dν
and
Φ˜c =
{
(ϕ,ψ) ∈ L1(dµ)×L1(dν) : ϕ(x)+ψ(y)≤ c(x,y)} ,
the inequality holding dµdν-a.e.
Then
inf
Π(µ,ν)
I[pi] = sup
Φ˜c
J(ϕ,ψ). (1.3.1)
We will use this dual formulation of the Monge-Kantorovich problem for deriving the dual
formulation of the 2-Wasserstein distance in the next chapter.
1.4. The shipper’s problem.
There is a straightforward economic interpretation of the Kantorovich duality [69].
Suppose there is a proprietor of factories and mines producing coal, yet lacking the proper
means of transporting the coal to their ship-to locations. He could of course lease trucks to deal
with this transportation problem, but he would have to pay c(x,y) for the costs arising from trans-
ferring coal from point x to y. The amount of coal taken from each mine and the amount that is
to be delivered to each factory are equal and fixed. Now the shipper, who happens to be a mathe-
matician well-versed in optimal transport, enters the stage: He offers to buy the coal at the place
x at a price ϕ(x), handle the shipment independently, and sell the coal at the point of destination
y for the price of ψ(y) such that for each transport from x to y, costs will be less than c(x,y). The
Kantorovich duality now states the following: If the shipper is sufficiently skillful, he will be able
to reproduce the optimal total transportation cost that for owner of the mines and factories would
have accrued from hiring ships:
inf
pi∈Π(µ,ν)
∫
X ×Y
c(x,y) dpi(x,y) = sup
ψ(y)−ϕ(x)≤c(x,y)
{∫
Y
ψ dν−
∫
X
ϕ dµ
}
. (1.4.1)
1.5. After Monge and Kantorovich.
Of the many contributors to the field of optimal transport after the fundamental work of Kan-
torovich, we single out Yann Brenier [11] for his discovery of the link between optimal transport
on the one hand and fluid mechanics and partial differential equations on the other hand. Let us
cite here one of the theorems that triggered lots of scientific endeavours:
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Theorem 1.4. [69] Let µ and ν be two probability measures onRN having finite second moments,
and consider the Monge-Kantorovich transportation problem associated with a quadratic cost
functional c(x,y) = 12 |x−y|2. Assume also that µ does not charge small sets (i.e., sets of Hausdorff
dimension at most N−1 in RN). Then there is a unique optimal transport plan pi given by
pi = (id×∇ϕ)!µ,
where ∇ϕ is the (dµ - a.e.) unique gradient of a convex function which pushes forward µ onto ν:
∇ϕ!µ = ν .
Having kicked open the door to the theories of partial differential equations, many interesting and
enlightening applications of optimal transport were found, not the least of which was the work by
Felix Otto. He introduced a differential point of view on optimal transport, thus giving a more
geometric description of the space of probability measures. And this revealed the connection of
optimal transport to the theory of diffusion equations, thus leading to a rich interplay of geome-
try, functional analysis, and partial differential equations. More on this line of research shall be
presented in the chapter on "Constrained Optimization in the 2 - Wasserstein Space".
For an extensive survey of the Monge-Kantorovich problem (and its history), the reader should
consult C. Villani’s books [68] and [69], and the references therein, especially the works of Evans
& Gangbo [33], Feldman & McCann [34], Caffarelli et. al. [17], Trudinger & Wang [65], Ma
et. al. [48], and Ambrosio & Pratelli [3] (for transportation problems where the cost is some
distance), and the contributions of Brenier [11], Rachev & Rüschendorf [57], Gangbo & McCann
[36], and McCann [51] (if the cost is the square of a distance).
1.6. The Monge-Ampère Equation.
The Monge-Ampère Equation (and in particular, its regularity theory) has been the object of deep
and intensive research activities by many mathematicians (cf. [16], [51], and [69] and the refer-
ences therein). Here, we shall not attempt to give an introduction to this topic. Rather, we will
present the rich connections between mass transport and the Monge-Ampère Equation, and in a
later section, its connection to the Wasserstein distances and the H−1-norm.
Consider the optimal transportation problem for two probability measures µ and ν onRN which
are absolutely continuous with respect to Lebesgue measure and therefore, due to the Radon-
Nikodym theorem, possess probability density functions f and g, respectively. Now recall Bre-
nier’s theorem 1.4. ∇ϕ will called the "Brenier map". For all test functions ζ ∈ Cb(RN), the
identity ∫
RN
ζ (y) g(y) dy=
∫
RN
ζ (∇ϕ(x)) f (x) dx (1.6.1)
is true. Assuming sufficient regularity, we perform the change of variables∫
ζ (y) g(y) dy=
∫
ζ (∇ϕ(x)) g(∇ϕ(x)) det
(
∇2ϕ(x)
)
dx. (1.6.2)
Observe that the obligatory modulus for the determinant in the change of variable - formula does
not appear, since ϕ is strictly convex and hence det
(
∇2ϕ
)
positive. Since these identities hold for
arbitrary ζ ∈Cb
(
RN
)
combining (1.6.1) and (1.6.2) yields
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f (x) = g(∇ϕ(x)) det
(
∇2ϕ(x)
)
(1.6.3)
which, assuming strict positivity of the probability density function g, gives
det
(
∇2ϕ(x)
)
=
f (x)
g(∇ϕ(x))
. (1.6.4)
This is a special case of the general Monge-Ampère equation
det
(
∇2ϕ(x)
)
= F(x,ϕ(x),∇ϕ(x).
Remark 1.1. The Monge-Ampère equation (1.6.3) can also be viewed as the (highly non-linear)
constraint in the Monge problem. In general, for a transport map T the push-forward condition
(1.1.1) implies
f (x) = g(T (x))|det(T (x))|, (1.6.5)
which is very difficult to be treated with classical methods from the calculus of variations.
The following linearization of the Monge-Ampère equation, given as Exercise 4.1 in [69], provides
us with a re-connection to Wasserstein distances and the H−1-norm, to be dealt with in a later
section.
Assuming that f > 0 and that ϕ = ϕε is a small perturbation of the identity, we make the ansatz
ϕε(x) =
|x|2
2
+ εψ+O(ε2), g= gε = (1+ εh+O(ε2)) f . (1.6.6)
Plugging this ansatz into (1.6.3), one has
f (x) = [ f (x+ ε∇ψ(x))+ εh f (x+ ε∇ψ(x)+O f (x+ ε∇ψ(x))] (1+ ε∆ψ),
where we used the Jacobi identity. This gives
f (x+ ε∇ψ)− f (x)
ε
=−h f (x+ ε∇ψ(x))−∆ψ( f + εh f +O(ε2) f )−O(ε) f . (1.6.7)
Now formally letting ε tend to zero, we get that
∇ f ·∇ψ =−h f −∆ψ f , (1.6.8)
which is just another way of writing
∆ψ+∇(− log f ) ·∇ψ =: Lψ = h. (1.6.9)
Certain Laplace-type equations can therefore be regarded as linearizations of Monge-Ampère
equations. We will continue this discussion in Section 2.4.
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1.7. Characterization of Optimal Transport Plans.
In the course of the optimal transport seminar at the Vienna University of Technology (held by
W. Schachermayer, P. A. Markowich, and J. Teichmann, with the participation of the author), an
open problem ([69], Open Problem 2.25) was solved and its solution published in [59]. First, let
us define c-monotone transport plans [69], [59]:
Definition 1.1. A set Γ⊂X ×Y is called c-monotone if for all n≥ 1, for all points (xi,yi) ∈ Γ,
i= 1, ...,n and all permutations σ ∈Sn
n
∑
i=1
c(xi,yi)≤
n
∑
i=1
c(xi,yσ(i)) (1.7.1)
is true. A transport plan pi ∈ Π(µ,ν) is called c-monotone if there is a c-monotone Borel set
Γ⊂X ×Y which pi is concentrated on.
The new and crucial concept of [59] is the following:
Definition 1.2. Given Polish spaces X and Y and a lower semi-continuous cost function c :
X ×Y →R+∪{+∞}, we call a Borel set Γ⊂X ×Y strongly c-monotone if there exist Borel
functions φ : X → R∪{−∞} and ψ : Y → R∪{−∞} such that
φ(x)+ψ(y)≤ c(x,y) (1.7.2)
for all pairs (x,y) ∈X ×Y , and equality holds if (x,y) ∈ Γ. We call a transport plan pi strongly
c-monotone if there exists a strongly c-monotone Borel set on which it is concentrated.
The solution of Open Problem 2.25 of [69] can be concluded from the following observations:
• If c is finitely valued and lower semi-continuous, and if pi is a c-monotone transport plan,
then pi is strongly c-monotone.
• Let c be a (not necessarily finite) lower semi-continuous cost function, and let pi ∈Π(µ,ν)
be strongly c-monotone. Then pi is an optimizer of the Monge-Kantorovich Problem.
Namely, for a cost function c : X ×Y →R+ that is finitely valued and lower semi-continuous on
the Polish spacesX and Y , and for a c-monotone transport plan pi ∈ Π(µ,ν) (µ , ν being Borel
measures), pi is an optimizer of the Monge-Kantorovich Problem.
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Wasserstein Distances and Spaces.
2.1. The dual formulation of the quadratic Wasserstein distance.
For later reference, we wish to give a derivation of the dual formulation of the quadratic Wasser-
stein distance W2. This dual formulation is the key tool to showing existence of an optimizer of
the constrained variational problem given in [18], yet its deduction is not given there.
Consider two probability density functions (corresponding to probability measures µ and ν) f ,
g ∈ E , where
Eu,θ :=
{
f ∈P : 1
N
∫
RN
|v−u|2 f (v) dv= θ and
∫
RN
v f (v) dv= u
}
, (2.1.1)
and let ∇ψ be the Brenier map between them, such that
g = ∇ψ! f (2.1.2)
W2( f ,g)2 =
1
2
∫
RN
|v−∇ψ(v)|2 f (v) dv (2.1.3)
In the quadratic case, the total transportation cost I[pi] is written as I[pi] =
∫
R2N |x− y|2 dpi(x,y);
hence, Kantorovich duality tells us that
inf
pi∈Π I[pi] = sup(ϕ˜,ψ˜)∈Φ2
J(ϕ˜, ψ˜), (2.1.4)
where
J(ϕ˜, ψ˜) :=
∫
RN
ϕ˜ dµ+
∫
RN
ψ˜ dν (2.1.5)
and
Φ2 :=
{
(ϕ,ψ) ∈ L1(dµ)×L1(dν) : ϕ(v)+ψ(w)≤ |v−w|
2
2
}
. (2.1.6)
We want to take advantage of the special structure of the quadratic cost function. Expanding the
square in the defining inequality of Φ2, we have
v ·w≤
[ |v|2
2
− ϕ˜(v)
]
+
[ |w|2
2
− ψ˜(w)
]
. (2.1.7)
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Since this is evocative of the theory of conjugate convex functions, , we define
ϕ(v) := |v|
2
2
− ϕ˜(v) and ψ(w) = |w|
2
2
− ψ˜(w) (2.1.8)
and observe that the Kantorovich duality has the equivalent formulation
inf
pi∈Π(µ,ν)
I[pi] = inf
(ϕ,ψ)∈Φ˜2
J(ϕ,ψ), (2.1.9)
where we denote by Φ˜2 the set of all pairs (ϕ,ψ) ∈ L1(dµ)×L1(dν) such that
ϕ(v)+ψ(w)≥ v ·w dµ−a.e. in v, dν−a.e. in w. (2.1.10)
Finally, we give the derivation of the dual quadratic Wasserstein distance:
inf
(ϕ,ψ)∈Φ˜2
J(ϕ,ψ) = inf
(ϕ˜,ψ˜)∈Φ2
{∫ [ |v|2
2
− ϕ˜(v)
]
dµ(v)+
∫ [ |w|2
2
− ψ˜(w)
]
dν
}
=
{∫ |v|2
2
dµ+
∫ |w|2
2
dν
}
− sup
(ϕ˜,ψ˜)∈Φ2
J (ϕ˜, ψ˜)
= N−W2(µ,ν)2.
For the last identity, we used both the second moment constraint of elements of E (2.1.1) as well
as the Kantorovich duality in its original form (2.1.4). The dual formulation of the quadratic
Wasserstein distance therefore reads [18]:
N−W2(µ,ν)2 = inf
{∫
RN
ϕ(v) dµ(v)+
∫
RN
ψ(w) dν(w) : ϕ(v)+ψ(w)≥ v ·w
}
, (2.1.11)
with the inequality holding almost everywhere with respect to the measure dµ dν .
2.2. Wasserstein Distances on the Real Line.
In contrast to Wasserstein distances in higher dimensions, those on the real line have a special
advantage: the existence of an explicit representation formula. Applications of this formula can
be found, e.g., in [63] to Kac’s one-dimensional model of a Maxwellian gas, in [26] to large-time
asymptotics of scalar nonlinear diffusion equations, in [27] to the drift-diffusion-Poinsson system
to be discussed later, and most recently in [10] to the Patlak-Keller-Segel model frommathematical
biology.
We will give a rather complete derivation of the formula, since it will be central for the presen-
tation of the results of [27]. See [26], [71], [46], and the references therein.
Let Π=Π(F,G) denote the set of all joint probability distribution functions H on R2 having F
and G as marginal distributions, where F and G have finite positive variances. Within Π,
H∗(x,y) = min{F(x),G(y)} and (2.2.1)
H∗(x,y) = [F(x)+G(y)−1]+ (2.2.2)
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were found to be those joint probability distribution functions with minimal and maximal corre-
lation, respectively. For these extremal distributions, the Hoeffding-Fréchet theorem affirms that
H ∈Π if and only if
H∗(x,y)≤ H(x,y)≤ H∗(x,y) ∀ (x,y) ∈ R2. (2.2.3)
It can be proven by the continuous analogue of the following lemma taken from [37].
Lemma 2.1. The sum of products ∑ni=1 xiyi is a maximum when {xi} and {yi} are both increasing
and a minimum when one is increasing and the other decreasing.
Denoting by U a random variable uniformly distributed on the unit interval, for an arbitrary H ∈
Π(F,G) there exists a vector (A,B) : [0,1]→ R2 such that the random vector [X(U),Y (U)] is
distributed according to H. Writing f (x) = A(x) and g(x) = B(x), we obtain E [A(U)B(U)] =∫ 1
0 f (x)g(x) dx (E stands for mathematical expectation). The increasing rearrangements of f and
g are obviously just f ∗(x) = F−1(x) and g∗(x) = G−1(x) which, with the help of Theorem 3.4 in
[47], implies that the random vector [F−1(U),G−1(U)] is distributed according to the extremal
H∗.
Now recall the probabilistic definition of Wasserstein distances [69]:
Wp(F,G)p = inf
{
EH |X−Y |2 : H ∈Π(F,G)
}
, p≥ 1. (2.2.4)
(EH denotes mathematical expectation with respect to the probability measure defining the distri-
bution function H.)
In the sequel, we will only deal with the case p= 2; the general case of convex cost functionals
induced by the metric of the underlying Polish space is treated in [69].
Suppose that the random vector (X ,Y ) is jointly distributed with respect to H ∈Π, then we have
that ∫
R2
|x− y|2 dH(x,y) = EH |X−Y |2 = EHX2+EHY 2−2EH(XY ). (2.2.5)
Only the last term on the RHS actually depends on our choice of H ∈ Π(F,G); the expectations
of the squares are constant in this set. A result by Hoeffding ([46], Lemma 2) now gives us the
decisive information:
Lemma 2.2. (Hoeffding) If H denotes the joint and F and G the marginal distributions of X and
Y , then
E(XY )−EXEY =
∫
R2
[H(x,y)−F(x)G(y)] d(x,y). (2.2.6)
(The proof of this lemma is based on the "layer cake" representation; cf. eg. [47], Theorem 1.13.)
Using the lemma and the Hoeffding-Fréchet theorem, we calculate that
EH(XY )−EHX EHY =
∫
R2
[H(x,y)−F(x)G(y)] d(x,y)
≤
∫
R2
[H∗(x,y)−F(x)G(x)] d(x,y) ∀ H ∈Π
= EH∗(XY )−EH∗X EH∗Y.
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This in turn gives
EH |X−Y |2 = EX2+EY 2−2(EH(XY )−EX EY )−2EXEY
≥ EX2+EY 2−2(EH∗(XY )−EX EY )−2EXEY ∀ H ∈Π
= EH∗ |X−Y |2.
This proves the statement that
inf
H∈Π(F,G)
EH |X−Y |2 = EH∗ |X−Y |2. (2.2.7)
Finally, recalling that the random vector [F−1(U),G−1(U)] is distributed relative to H∗, we con-
clude that the quadratic Wasserstein distance on the real line has the representation in terms of the
L2-distance of the pseudo-inverse functions of the marginal distributions F and G:
W2(F,G) =
(∫ 1
0
[F−1(η)−G−1η ]2 dη
)1/2
. (2.2.8)
Remark 2.1. H. Tanaka [63], who deserves credit for co-discovering Wasserstein distances and
for their successful application to the theory of Maxwellian gases, gives a different, yet quite
involved, proof of the representation formula for the quadratic Wasserstein distance based on the
Weyl automorphism, while Villani ([69], Theorem 2.18) chooses to derive the formula from the
general case in arbitrary dimension. Other approaches and applications in statistics and probability
theory are given in [57].
2.3. Properties of Wasserstein Distances
For the following considerations, the rather general setting of a Polish space (X ,d), that is, a
separable and complete metric space, will suffice. We will denote byP(X ) the set of all Borel
probability measures onX , defined on the Borel σ -algebra ofX . Any Borel probability measure
on a Polish spaceX is regular and has σ -compact support. By definition, µk converges weakly
to µ inP(X ) if for all bounded and continuous φ ,∫
φ dµk
k→∞−→
∫
φ dµ.
This defines the weak topology onP(X ). Moreover, Prokhorov’s theorem ensures that a sub-
set S ofP(X ) is relatively weakly compact if and only if it is tight, that is, if for all ε > 0 there
is a compact subset Kε ofX such that for all µ ∈ S, µ[Kcε ]≤ ε . Now for the Polish space (X ,d),
consider the convex cost functional c(x,y) = d(x,y)p for p ≥ 1. We shall use the abbreviation
Tp(µ,ν) =Tdp(µ,ν) for the associated optimal transportation cost between two probability mea-
sures µ and ν onX . Henceforth, the set of all probability measures with finite moments of order
p will be denoted by Pp(X ).
Theorem 2.1. For all p ∈ [1,+∞), Wp =T
1
p
p defines a metric onPp(X ).
In order to verify the triangle inequality, we shall need the so-called Gluing Lemma:
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Lemma 2.3. Let µ1, µ2, µ3 be three probability measures supported in Polish spacesX1,X2,X3,
respectively, and let pi12 ∈ Π(µ1,µ2), pi23 ∈ Π(µ2,µ3) be two transference plans. Then there is a
probability measure pi ∈ P(X1×X2×X3) with marginals pi12 onX1×X2 and pi23 onX2×X3.
We are now in a position to check thatWp actually defines a metric on ¶p(X ).
Proof. From the definition it is clear that Wasserstein distances of pth order are symmetric, non-
negative, and thatWp(µ,µ) = 0. On the other hand, let µ , ν be two probability measures such that
Wp(µ,ν) = 0. Let pi be an optimal transportation plan. Now supp(dpi(x,y)) ⊂ {y= x}, since
0 = Wp(µ,ν) =T
1
p
p (µ,ν) =
 ∫
X ×X
d(x,y)p) dpi(x,y)
 1p
⇒
∫
X ×X
d(x,y)p dpi(x,y) = 0.
Thus, for all φ ∈Cb(X ),
∫
φdµ =
∫
φ(x)dpi(x,y)=
∫
φ(y)dpi(x,y)=
∫
φdν , which implies µ = ν .
In order to show the triangle inequality, let us consider µ1, µ2, µ3 inPp(X ) and optimal trans-
ference plans pi12 between µ1 and µ2 and pi23 between µ2 and µ3. We chooseXi to be the support
of µi, i=1,2,3. Let pi be as in the gluing lemma, and let pi13 be the marginal of pi on X1×X3.
Clearly, pi13 ∈Π(µ1,µ3). Hence we obtain:
Wp(µ1,µ3) ≤
(∫
X1×X2
d(x1,x3)pdpi13(x1,x3)
) 1
p
=
(∫
X1×X2×X3
d(x1,x3)pdpi(x1,x2,x3)
) 1
p
≤
(∫
X1×X2×X3
[d(x1,x2)+d(x2,x3)]p d(x1,x2,x3)
) 1
p
≤
(∫
X1×X2×X3
d(x1,x2)pdpi(x1,x2,x3)
) 1
p
+
(∫
X1×X2×X3
d(x2,x3)pdpi(x1,x2,x3)
) 1
p
=
(∫
X1×X2
d(x1,x2)pdpix1,x2(x1,x2)
) 1
p
+
(∫
X2×X3
d(x2,x3)pdpi23(x2,x3)
) 1
p
= Wp(µ1,µ2)+Wp(µ2,µ3),
so the triangle inequality holds true.
The following theorem characterizes convergence in Wasserstein distances.
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Theorem 2.2 (Wasserstein Distances metrizeWeak Convergence). Let p∈ [1,+∞), let (µk)k∈N
be a sequence of probability measures in Pp(X), and let µ ∈ P(X). Then, the following four
statements are equivalent:
1. Convergence in Wasserstein distance:
Wp(µk,µ)
k→∞−→ 0,
2. (µk)k≥1 satisfies the tightness condition: for some (and thus any) x0 ∈ X,
lim
R→+∞ limsupk→+∞
∫
d(x0,x)≥R
d(x0,x)p dµk(x) = 0.
and
µk
k→∞
⇀ µ,
3. µk
k→∞−→ µ weakly, and there is convergence of order p: for some (and thus any) x0 ∈ X,∫
d(x0,x)p dµk(x)
k→∞−→
∫
d(x0,x)p dµ(x).
4. Whenever a continuous function φ on X satisfies the growth condition
|φ |≤C [1+d(x0,x)p]
for some x0 ∈ X, C ∈ R, then ∫
φ dµk
k→∞−→
∫
φ dµ.
2.4. Connection with a dual Sobolev norm.
A topic that has aroused the interest of researchers of image impainting is the connection of the
2-Wasserstein distance with the H−1-norm [69], which has been extensively used in, e. g., [15].
In what follows, we will continue the discussion begun in Section 1.6 about the linearization of
the Monge-Ampère equation and show that the H−1-norm can be viewed as the linearized 2-
Wasserstein distance.
Recall the ansatz (1.6.6) and observe that we get
W2(µ,νε) = ε
√∫
RN
|∇ψ|2 dµ+O (ε2) , (2.4.1)
where µ , νε are the absolutely continuous measures corresponding to the densities f and gε .
(2.4.1) can be justified as follows:
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W2(µ,νε) =
√∫
RN
|x−∇φε |2 dµ
=
√∫
RN
|x− (x+ ε∇ψ)|2 dµ+O (ε2) ,
where ψ satisfies the linearized version of the Monge-Ampère equation (1.6.9). For the readers’
convenience, we repeat the definition of L:
L :=−∆−∇(log f ) ·∇.
It satisfies the following integration-by-parts formula [69]:∫
RN
(Lh1) h2 dµ =
∫
RN
h1 (Lh2) dµ =
∫
RN
∇h1 ·∇h2 dµ. (2.4.2)
This can be seen after a short calculation:
∫
RN
(Lh1) h2 dµ
= −
∫
∆h1h2 dµ−
∫
∇(log f ) ·∇h1h2 dµ
=
∫
∇h1 ·∇h2 dµ+
∫
∇h1∇(log f )h2 dµ−
∫
∇(log f ) ·∇h1h2 dµ
= −
∫
h1∆h2 dµ−
∫
h1∇(log f ) ·∇h2 dµ
=
∫
RN
h1 (Lh2) dµ,
so that, in particular, L is a self-adjoint (last identity) and non-negative (second identity) operator.
By analogy with the usual Laplace-operator, we define the weighted square norm∫
RN
h (Lh) dµ = ‖h‖H˙1(dµ). (2.4.3)
If f is strictly positive everywhere, ker (L) consists of constant functions:
0 =
∫
RN
ψ Lψ dµ
= −
∫
ψ∆ψ dµ−
∫
ψ∇ f ·∇ψ dx
=
∫
|∇ψ|2 dµ+
∫
ψ∇ψ ·∇ f dx−
∫
ψ∇ f ·∇ψ
=
∫
|∇ψ|2 dµ
Under further regularity assumptions allowing the subsequent computation
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∫
RN
h dµ =
∫
∆ψ dµ+
∫
∇ψ ·∇ f dx
= −
∫
∇ψ ·∇ f dx+
∫
∇ψ ·∇ f dx
= 0
we discern that we can invert L on the space of functions whose full integral vanishes. Further-
more, for this class of functions we can substantiate the equivalence between the formula
‖h‖2H−1(dµ) =
∫
RN
h (L−1h) dµ (2.4.4)
and the general definition
‖h‖2H−1(dµ) = sup
{∫
RN
hk dµ; k ∈D (RN) , ‖∇k‖L2(dµ) = 1} , (2.4.5)
by the Riesz Representation Theorem and by noting that for all ψ such that Lψ = h,∫
RN
h(L−1h) dµ =
∫
(Lψ) ψ dµ = ‖ψ‖2H˙1(dµ).
After these preparations, we can state the following
Theorem 2.3. [69] Let µ ∈ P2
(
RN
)
be a probability measure with finite second moment and
absolutely continuous with respect to Lebesgue measure, and let h ∈ L∞ (RN) with ∫RN dµ = 0.
Then
‖h‖H−1(dµ) ≤ liminfε→0
W2(µ+(1+ εh)µ)
ε
. (2.4.6)
As stated in the beginning of this section, this means exactly that the H−1-norm can be regarded
as the linearization of the quadratic Wasserstein distance.
2.5. Related Probability Metrics.
Wasserstein metrics are by far not the only way to metrize a space of probability measures. Many
others have been found and used [25], [56], [69]. Most recently, a class of transport distances
interpolating between the usual Wasserstein distance and the distance induced by the W˙−1,p-norm
has been introduced [30]. Let us make this more precise.
The Benamou-Brenier formula [8], [69] of the Wasserstein distances expresses them as the
minimizer of an action:
Wpp (µ0,µ1) = inf
{∫ 1
0
∫
RN
ρt(x)|vt(x)|p dx dt
}
, (2.5.1)
the infimum being taken over all ρt such that
∂tρt +∇ · (ρtvt) = 0 in RN× (0,1), µ0 = ρ
∣∣
t=0L
N , µ1 = ρ
∣∣
t=1L
N , (2.5.2)
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where LN denotes N-dimensional Lebesgue measure. Dolbeault, Nazaret, and Savaré, motivated
by gradient flow formulations of general classes of power-like (h(ρ) = ρα ) diffusion equations,
introduce the "distance"
W˜ pp (µ0,µ1) = inf
{∫ 1
0
∫
RN
h(ρt(x)))|vt(x)|2 dx dt
}
, (2.5.3)
where in this case, we optimize over the set of all ρt such that
∂tρt +∇ · (h(ρt) vt) in RN× (0,1), µ0 = ρ
∣∣
t=0L
N , µ1 = ρ
∣∣
t=1L
N . (2.5.4)
In the limiting case α = 0, h(ρ) = 1, it can be shown that W˜ pp provides an equivalent description
of the homogeneous W˙−1,p
(
RN
)
Sobolev (pseudo-) distance
‖µ0−µ1‖W˙−1,p(RN) := sup
{ζ∈C 1c (RN): ‖∇ζ‖p≤1}
∫
RN
ζ d(µ0−µ1) (2.5.5)
This is another impressive instance of how Wasserstein distances relate to dual Sobolev spaces.
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Chapter 3.
Large-time behavior for the
drift-diffusion-Poisson model
1 2
3.1. Introduction.
In this paper we study the Cauchy problem for the one–dimensional nonlinear bipolar drift-
diffusion-Poisson model 
nt = ( f (n)x+n [Vn(x)−ψ(t,x)]x)x
pt =
(
f (p)x+ p [Vp(x)+ψ(t,x)]x
)
x
ψxx = n− p−C,
(3.1.1)
which arises in semiconductor device modeling and in plasma physics (see e. g. [49, 39]). The
initial data
n(t = 0,x) = n0(x), p(t = 0,x) = p0(x)
are both chosen in L1+(R) and satisfy∫ +∞
−∞
n0(x)dx= NI,
∫ +∞
−∞
p0(x)dx= PI
for fixed nonnegative NI,PI . We consider nonlinearities f of the form
f (z) = zm, m≥ 1.
In system (3.1.1), n(t,x) stands for the spatial distribution of the (negatively charged) electrons,
p(t,x) is the distribution of the (positively charged) holes, ψ(t,x) is the self-consistent electrostatic
potential created by the two charge carriers (the electrons and the holes) and the doping profileC(x)
of the semiconductor material. As is common in this framework,C belongs to L1(R)∩L∞(R). For
the existence theory related to the above IBV for problem (3.1.1), we refer to [35].
1The contents of this chapter are joint work with Marco Di Francesco. The results appeared in [27].
2Acknowledgment: The author acknowledges financial support from the Wittgenstein Award of Peter A. Markowich
and from the Austrian Science Fund (FWF) through the Wissenschaftskolleg Differential Equations. This work
profited from discussions with Alberto Farina, Peter A. Markowich, Christian Ringhofer, and Christian Schmeiser.
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In this model we additionally require that the charge carriers are confined by two (external)
potentials Vn, Vp, which we assume to be twice differentiable. Throughout this paper we work
under the following structural assumptions on the external potentials and on the doping profile:
−‖C‖L∞(R) +min
{
inf
R
V ′′n , infR
V ′′p
}
=: Λ> 0. (3.1.2)
Condition (3.1.2) can be regarded as a positive lower bound, given by ‖C‖L∞(R), for the convexity
moduli of the confining potentials Vn, Vp. Both in the result involving the decay of Wasserstein
distances and in the computation of the relative entropy, condition (3.1.2) will appear naturally.
As is well-known, the divergence form of (3.1.1) implies
∫ +∞
−∞ n(x, t)dx=NI and
∫ +∞
−∞ p(x, t)dx=
PI for all times t > 0. Moreover, a minimum principle ensures that n and p remain nonnegative for
positive times (later on we also need a stronger version of the minimum principle, which is proven
in Appendix 3.3).
The main result of our paper is concerned with the stability properties of the solutions to the
model (3.1.1) in the context of the space of probability measures P(R). More precisely, the
function t 0→ (n(t), p(t)) is interpreted (after mass normalization) as a curve in the product space
P(R)×P(R) endowed with all the q–Wasserstein distances with q ≥ 2. Under certain natural
assumptions on the initial data and under the structural condition (3.1.2), we prove that all the
solution orbits match exponentially fast for large times, in a similar fashion as in the case of
scalar nonlinear drift–diffusion models described in [53, 23]. Our result is also valid for the ∞–
Wasserstein distance, which makes sense only in the case of nonlinear diffusion, where finite speed
of propagation of the support holds. Therefore, in this case we prove that the ‘distance’ between
the supports of any two solutions tends to zero in the long run. Our result uses the interpretation of
Wasserstein distances in terms of integral norms involving pseudo–inverses, as described in [26].
Consequently, it applies only to the case of one–dimensional spaces.
The paramount novelty of our results consists in tackling the problems created by the coupling
due to Poisson’s equation ψxx = n− p−C. So far, the mass transportation approach has only
been employed in the study of scalar drift–diffusion equations (cf. [21], which inspired the ap-
proximation procedure given in the proof of the main theorem in section 3.2). The problem of
interdependence between the two charge carriers can be solved by employing additional results
involving L1(R)–decay to stationary solutions. More specifically, the famous Csiszár-Kullback
inequality had to be used for estimating the L1(R)–distance between two solutions of (3.1.1) with
different initial data, showing up in the calculations for the Wasserstein distance.
We describe the aforementioned stability result concerning the Wasserstein distances in Section
3.2.
The asymptotic behavior via entropy methods for the model (3.1.1) has been studied extensively
in recent years. We mention in particular the paper [5], where the convergence to stationary states
in relative entropy has been proven in the case of linear diffusion and in several space variables.
An analogous result has been proven in [9] in the case of nonlinear diffusion. In both papers, the
use of so called Log–Sobolev type inequalities is crucial in order to achieve the desired time decay
(see also [6, 24, 22]). In particular, the validity of a suitable inequality of that type is proven in the
case of linear diffusion in [5] by a perturbation argument which requires an a priori L∞–estimate
for the Newtonian potential ψ . Such a situation occurs when the space dimension is strictly larger
than 2. In the present paper, we apply the Bakry–Émery entropy – entropy dissipation strategy
(see [7, 69]), which consists of computing the second derivative w.r.t. time of a suitable entropy
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functional. The main advantage of such a strategy is that the rate of convergence to stationary
states does not depend on the size of the initial data, as opposed to, e.g. [5]. Moreover, we can
cover the one–dimensional case where the L∞–estimate of the Newtonian potential does not hold.
The price we pay is that we need assumption (3.1.2) (which is not needed in the aforementioned
papers) in order to achieve the exponential decay of the entropy dissipation. However, here we do
not need V ′′n and V ′′p to be uniformly bounded as required in [5]. We remark that (similarly to [9])
the result in the case of nonlinear diffusion is only formal, in the sense that one has to assume that
the solution enjoys enough regularity in order to compute the evolution of the entropy functional.
Our result concerning the entropy method is contained in Section 3.3.
3.2. Stability in Wasserstein spaces
LetP denote the space of probability measures on R. In order to interpret the solution orbit of
(3.1.1) as a curve in the product spaceP×P , we set
n :=
1
NI
n, p :=
1
PI
p. (3.2.1)
Now it makes sense to study the evolution of n(t) and p(t) in the context of the q–Wasserstein
distances. We observe that n and p satisfy the same evolution equations as n and p in (3.1.1),
whereas the elliptic equation in (3.1.1) can be reformulated as
ψxx = NIn−PI p−C.
Let us denote byPq the set of Borel probability measures on R with finite q-th moment, q ≥ 1.
Then, the Wasserstein distance of order q onPq×Pq is defined as
Wq(µ,ν)≡ inf
pi∈Π(µ,ν)
(∫ ∞
−∞
|x− y|qdpi(x,y)
)1/q
,
Π(µ,ν) denoting the set of all probability measures on R2 with marginals µ,ν , respectively (cf.
[69]). Let F(x)≡ µ(−∞,x], G(y)≡ ν(−∞,y] be the respective cumulative distribution functions
of the absolutely continuous probability measures dµ(x) = f (x)dx and dν(y) = g(y)dy. If the
probability measure µ does not charge small sets (i.e., sets of zero Hausdorff measure), then
T = G−1 ◦F transports µ onto ν , in the sense that ν(B) = µ(T−1(B)) for all Borel sets B ⊆ R.
This easily yields the following formula (see [69])
Wq(µ,ν)q =
∫ 1
0
|F−1(ξ )−G−1(ξ )|qdξ ,
where
F−1(ξ )≡ inf{x ∈ R : F(x)> ξ}, ξ ∈ [0,1]
denotes the pseudo–inverse of F . The above representation of the Wasserstein distance on the real
line is very useful in the study of certain diffusion equations (see e.g. [21, 26]). In short, one
simply has to compute the corresponding equation for the pseudo-inverses of the primitives of the
solutions (after mass normalization), and measure their distance in Lp(0,1) in order to achieve an
estimate of the q–Wasserstein distance.
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Let us then set
N(t,x) =
∫ x
−∞
n(t,y)dy, P(t,x) =
∫ x
−∞
p(t,y)dy.
Let N−1 and P−1 denote the pseudo–inverses of N and P respectively. We recall that N−1 and
P−1 are defined on the set {(ξ , t), 0 < ξ < 1, t ≥ 0}, whereas N−1(t) (P−1(t) respectively) can
be continuously extended to the points ξ = 0 and ξ = 1 if and only if n(t) (p(t) respectively)
has compact support. With this notations, we can formally deduce the partial differential equation
satisfied by N−1(ξ , t) (we refer to [26] for further details)
N−1t =−
(
(N−1ξ )
−m
)
ξ
−V ′n(N−1)+ψx|x=N−1(t,ξ ). (3.2.2)
Observe that
ψx(t,x)|x=N−1(t,ξ ) = NIξ −PIP(t,N−1(t,ξ ))−C (N−1(t,ξ )),
where we used the notation C (x) =
∫ x
−∞C(y)dy. Thus, equation (3.2.2) becomes
N−1t =−
(
(N−1ξ )
−m
)
ξ
−V ′n(N−1)+NIξ −PIP(t,N−1)−C (N−1). (3.2.3)
Analogously, we get a similar equation for P−1, namely
P−1t =−
(
(P−1ξ )
−m
)
ξ
−V ′p(P−1)−NIN(t,P−1)+PIξ +C (P−1). (3.2.4)
We are now ready to state our main theorem, in which we also refer to the entropy functional E
defined later on in (3.3.2).
Theorem 3.1. Let (n, p) and (n˜, p˜) be two sufficiently regular, global solutions to (3.1.1) with
initial data n0, p0, n˜0, p˜0 belonging to L1+(R) and such that E (n0, p0) and E (n˜0, p˜0) are finite. Let
(n(t), p(t)) and (n˜(t), p˜(t)) be defined as in (3.2.1). Let q ≥ 2 and let the integer k be defined by
k = k(q) :=
[
q+2
2
]
. If the moments of order 2k of the initial data are finite, then for any t ≥ 0 we
have [
Wq(n(t), n˜(t))+Wq(p(t), p˜(t))
]≤Ce−Λt , (3.2.5)
where C > 0 is a constant depending only on the initial data and Λ is defined by the structural
assumption (3.1.2).
Proof. We prove the assertion (3.2.5) in the case q = 2k and k is a positive integer. The general
result then comes by simple Lq interpolation. Let N, N˜, P, P˜ be the distribution functions of n, n˜, p
and p˜ respectively. In order to prove statement (3.2.5), we perform a direct L2k formal computation
on the pseudo–inverse equations (3.2.3) and (3.2.4). As is usual in this framework (see [21]),
the computation can be made rigorous by approximating the solutions to the Cauchy problem
for (3.1.1) by solutions of the IBV problem for (3.1.1) on a bounded interval with uniformly
positive initial data and zero flux boundary conditions. In order to employ such an approximation
argument one needs the validity of a minimum principle which guarantees that the solution of
the approximating IBV problem stays uniformly positive for all t > 0 if so is the initial datum.
We prove this property in Appendix 3.3. Here we only recall that the strict positivity of the four
densities n, n˜, p and p˜ is needed in the computations below in order to have the inverses of the
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four primitives N, N˜, P, P˜well defined. Moreover, classical energy estimates on the approximating
problem in the spirit of [5, Section 2] provide enough compactness for the approximating sequence
in order to have consistency in the limit, where one also employs weak lower semi–continuity
properties of the Wasserstein distances (see [69]). We refer to [21] for further details about this
approximating procedure.
As a consequence of the above considerations, the pseudo–inverses N−1 and P−1 can be con-
sidered as real inverses (because N and P are strictly monotone). Moreover, they enjoy enough
regularity in order to perform integration by parts. The boundary term eventually appearing af-
ter integration by parts can be dropped due to the finiteness of the domain in the approximating
argument (see [21]). Therefore, we use (3.2.3) to compute
d
dtW2k(n(t, .), n˜(t, .))
2k = ddt
∥∥N−1(t, .)− N˜−1(t, .)∥∥2kL2k(0,1)
= 2k
∫ 1
0
[
N−1(t,ξ )− N˜−1(t,ξ )]2k−1[− ∂∂ξ ( 1N−1ξ (t,ξ )m − 1N˜−1ξ (t,ξ )m
)
−[V ′n (N−1(t,ξ ))−V ′n (N˜−1(t,ξ ))]
−PI
[
P(t,N−1(t,ξ ))− P˜(t, N˜−1(t,ξ ))]
−[C (N−1(t,ξ ))−C (N˜−1(t,ξ ))]]dξ .
After integration by parts, the first addend of the RHS in (3.2.6) becomes
2k(2k−1)
∫ 1
0
[
N−1− N˜−1]2k−2[N−1ξ − N˜−1ξ ]
(
1
(N−1ξ )
m
− 1
(N˜−1ξ )
m
)
dξ
and the above expression is non positive due to the decreasing monotonicity of u 0→ u−m. The term
involving the external potential Vn in (3.2.6) can be estimated as follows
−2k
∫ 1
0
[
N−1(t,ξ )− N˜−1(t,ξ )]2k−1×
×[V ′n (N−1(t,ξ ))−V ′n (N˜−1(t,ξ ))]dξ
≤−2k
[
inf
x∈R
V ′′n (x)
]∥∥N−1(t, .)− N˜−1(t, .)∥∥2kL2k(0,1) .
A similar estimate holds for the term containing the doping profileC
−2k
∫ 1
0
[
N−1(t,ξ )− N˜−1(t,ξ )]2k−1(C (N−1(t,ξ ))−C (N˜−1(t,ξ )))dξ
≤ 2k‖C‖∞
∥∥N−1(t, .)− N˜−1(t, .)∥∥2kL2k(0,1) .
Let us now consider the term in (3.2.6) where the positive charge carrier appears,
−2kPI
∫ 1
0
(
N−1− N˜−1)2k−1 (P◦N−1− P˜◦ N˜−1)dξ
= −2kPI
∫ 1
0
(
N−1− N˜−1)2k−1 (P◦N−1−P◦ N˜−1)dξ
−2kPI
∫ 1
0
(
N−1− N˜−1)2k−1 (P◦ N˜−1− P˜◦ N˜−1)dξ =: J1+ J2
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Since P is nondecreasing, the term J1 above is nonpositive. Moreover, by Hölder’s inequality,
J2 ≤ 2kPI
∥∥N−1(t, .)− N˜−1(t, .)∥∥2k−12k ×
×
[∫ 1
0
(
P◦ N˜−1− P˜◦ N˜−1)2k dξ]1/2k
≤ 2kPI
∥∥N−1(t, .)− N˜−1(t, .)∥∥2k−12k ‖p(t)− p˜(t)‖L1 .
By combining all the above estimates, we obtain
d
dt
W2k(n(t), n˜(t))2k ≤−2k(infV ′′n −‖C‖∞)W2k(n(t), n˜(t))2k
+2kPI‖p(t)− p˜(t)‖L1W2k(n(t), n˜(t))2k−1.
Similarly, we can get the following estimate for the positive charge carriers,
d
dt
W2k(p(t), p˜(t))2k ≤−2k(infV ′′p −‖C‖∞)W2k(p(t), p˜(t))2k
+2kNI‖n(t)− n˜(t)‖L1W2k(p(t), p˜(t))2k−1.
In order to simplify the notation, let us set
Xk(t) :=W2k(n(t), n˜(t))2k+W2k(p(t), p˜(t))2k.
By assumption (3.1.2) and to the result in the Theorem 3.2, we can find a constantC> 0 depending
only on the initial data such that
d
dt
Xk(t)≤−2ΛXk(t)+Ce− 2Λα tXk(t) 2k−12k
≤−2k(2Λ−Ce− 2Λα t)Xk(t)+2Cke− 2Λα t ,
where α = max{2,m}. Therefore, a first use of the variation of constants formula implies the
estimate
Xk(t)≤Ce−min( 2Λα ,2k)t ,
which can be plugged into the above inequality in order to improve the rate of decay of Xk(t).
After a finite number of iterations (depending on k), one gets the desired estimate (3.2.5).
As already pointed out in the introduction, the result in the previous theorem can be extended to
k = ∞ in the case of nonlinear diffusions, due to the finite rate of growth of the support. We recall
that, given two compactly supported probability densities f ,g, and their cumulative distribution
functions F,G, we have
lim
p→+∞Wp( f ,g) =W∞( f ,g) = ‖F
−1−G−1‖L∞([0,1])
and therefore
max(| infsupp( f )− infsupp(g)|, |supsupp( f )− supsupp(g)|)≤W∞( f ,g).
Consequently, we can easily send k→+∞ in (3.2.5) and prove the following result.
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Corollary 3.1. Let f (z) = zm with m> 1. Let (n0, p0),(n˜0, p˜0) be two compactly supported initial
data for system (3.2.5). Then, the corresponding solutions (n, p),(n˜, p˜) satisfy
| infsupp(n(t))− infsupp(n˜(t))|+ |supsupp(n(t))− supsupp(n˜(t))|
+ | infsupp(p(t))− infsupp(p˜(t))|+|supsupp(p(t))− supsupp(p˜(t))|
≤Ce−Λt , (3.2.6)
where C only depends on the initial data.
Remark 3.1. As a trivial consequence of the above result, one can prove the finite speed of propa-
gation of the support of any solution to (3.1.1) in case m> 1 by plugging the compactly supported
stationary solution (n∞, p∞) defined below in (3.3.1) into inequality (3.2.6).
3.3. Entropy dissipation method
The aim of this section is to prove exponential L1– decay to stationary solutions via the entropy
method for our model (3.1.1). This task has been already performed in more than 2 space dimen-
sions in [5, 9] by direct use of Log–Sobolev type inequalities at the level of the entropy identity.
Our contribution to the theory is the computation of the time derivative of the entropy dissipation
in the spirit of [7] (see also [6, 24]). Our strategy does not require the use of the Holley–Stroock
perturbation lemma, which does not apply to the one–dimensional case. For what follows, we
always work under the structural assumption (3.1.2).
We recall that the enthalpy associated to the nonlinearity f (z) is defined as
h(y) =
∫ y
1
f ′(z)
z
dz.
The stationary states (n∞, p∞,ψ∞) of (3.1.1) are the solutions of
n∞(x) = h−1 (Cn−Vn(x)+ψ∞(x))+
p∞(x) = h−1 (Cp−Vp(x)+ψ∞(x))+
ψ∞xx = n∞− p∞−C,
(3.3.1)
where the constants Cn and Cp are uniquely determined in terms of the initial total masses NI and
PI . For the existence results concerning the stationary states mentioned above see [29] and the
references therein. For a given solution (n(t), p(t) to (3.1.1), we write
v(t,x) = (n(t,x), p(t,x))
v∞(x) = (n∞(x), p∞(x))
for notational convenience of the next. We denote by E the entropy functional defined by
E (v(t)) =
∫
(Φ(n)+n(Vn−ψ∞))dx+
∫
(Φ(p)+ p (Vp+ψ∞))dx
+
1
2
∫
(ψ−ψ∞)2xdx. (3.3.2)
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In this notation, Φ(x) =
∫ x
0 h(y) dy. The relative entropy is
E (v|v∞) = E (v)−E (v∞).
For further use we define
y(t,x) = (h(n)+Vn−ψ)x , y˜(t,x)(h(p)+Vp+ψ)x ,
such that the drift-diffusion equations in (3.1.1) become
nt(t,x) = (ny)x(t,x) pt(t,x) = (py˜)x(t,x).
We recall the following generalized Csiszár–Kullback inequality, which provides an upper bound
of the L1 norm of the difference between any positive density v and the ground state v∞ in terms
of their relative entropy. More precisely,
‖n−n∞‖αL1(R) +‖p− p∞‖αL1(R) ≤CE (v|v∞), (3.3.3)
whereC > 0 depends on NI and PI and α =max{2,m}.
Theorem 3.2. With the notation introduced above and with Λ defined in (3.1.2), we have
E (v(t)|v∞)≤ E (v0|v∞) exp(−2Λ t).
The Csiszár-Kullback inequality (3.3.3) then implies
‖n(t, .)−n∞(.)‖1+‖p(t, .)− p∞(.)‖1 ≤Cexp
(
−2Λ
α
t
)
,
where C only depends on the initial data.
Proof. As in [5, 9], we have the entropy identity
d
dt
E (t) =−
∫
n y2 dx−
∫
p y˜2 =:−I (t).
We calculate the time derivative of I (t),
d
dt
I (t) =
∫ (
(ny)xy2+(py˜)xy˜2
)
dx+2
[∫
(ny yt + py˜ y˜t) dx
]
=−2
∫ (
ny2yx+ py˜2y˜x
)
dx+2
∫
(ny(h(n)xt −ψxt))dx
+2
∫
(py˜(h(p)xt +ψxt))dx=−2
∫ (
ny2V ′′n + py˜V
′′
p
)
dx
−2
∫ (
ny2(h(n)xx−ψxx)+ py˜2(h(p)xx+ψxx)
)
dx
+2
∫ (
ny
(
(ny)xh′(n)
)
x+py˜
(
(py˜)xh′(p)
)
x
)
dx
−2
∫
(ny(ny− py˜)− py˜(ny− py˜))dx,
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where we have used
ψxt =
∫ x
−∞
(nt − pt)dx= ny− py˜.
Hence, we have
d
dt
I (t)≤−2min(infV ′′n , infV ′′p ) I (t)−2∫ (ny2h(n)xx− (ny)2xh′(n))dx
−2
∫ (
py˜h(p)xx− (py˜)2xh′(p)
)
dx+2
∫ (
ny2ψxx− py˜2ψxx
)
dx
−2
∫
(ny− py˜)2 dx≤−2min(infV ′′n , infV ′′p ) I (t)
−2
∫ (
h′(n)(nyx)2+h′(p)(py˜x)2
)
dx−2
∫ (
ny2− py˜2))(n− p)dx
−2
∫
(ny− py˜)2 dx+2‖C‖L∞I (t). (3.3.4)
Since n and p are nonnegative, one can easily prove the following inequality
(ny2− py˜2)(n− p)≤ (ny− py˜)2. (3.3.5)
Inequality (3.3.5) and assumption (3.1.2) can be plugged into the above estimate (3.3.4) in order
to obtain
d
dt
I (t)≤−2ΛI (t). (3.3.6)
Starting from (3.3.4) one can apply the so called Bakry–Émery strategy (see also [6, 24, 53, 69,
50]) in order obtain the Log–Sobolev type inequality
E (v0|v∞)≤ 1
2Λ
I (v0),
(which holds for arbitrary v0 having finite entropy) and get the desired exponential decay for the
relative entropy, thus completing the proof. Since this procedure is by now standard, we omit
it.
Remark 3.2. We stress here that the rate of decay obtained in Theorem 3.2 is independent of
the size of the initial data. This fact constitutes an improvement of the results in [5, 9] whenever
assumption (3.1.2) is satisfied.
Remark 3.3. As already pointed out in the introduction, we remark that the above result holds
as long as the solution enjoys enough regularity to give sense to the above calculations. More
precisely, one first needs to work with solutions having finite entropy production I and then use
an approximation argument. Moreover, one should make sure that the behavior for large |x| of the
solutions is such that the entropy functional E is well defined. Therefore, the result in Theorem 3.2
is only formal in the case of a nonlinear diffusion (see also [9]).
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Appendix: A minimum principle
Theorem 3.3 (Strong minimum principle). Let (n, p) solve (3.1.1) on a bounded interval with zero
flux boundary conditions. Suppose (3.1.2) holds and suppose the initial datum satisfies n(0)≥ k>
0 and p(0)≥ k > 0. Then , n(t)≥ k and p(t)≥ k, for all t > 0.
Proof. Let ηε(z) be a smooth, nonnegative, nondecreasing, convex regularization of the positive
part (z)+, in particular such that ηε(z)→ (z)+ for any z ∈ R and for ε → 0. We compute
d
dt
[∫
ηε(k−n)dx+
∫
ηε(k− p)dx
]
=−
∫
η ′ε(k−n)(( f (n)x+n(Vn−ψ)x)xdx
−
∫
η ′ε(k− p)(( f (p)x+ p(Vp+ψ)x)xdx
=−
∫
η ′′ε (k−n) f ′(n)(nx)2dx−
∫
η ′′ε (k− p) f ′(p)(px)2dx
−
∫
(ηε(k−n)+nη ′ε(k−n))(V ′′n −ψxx)dx
−
∫
(ηε(k− p)+pη ′ε(k− p))(V ′′p +ψxx)dx
≤ (‖C‖∞− infV ′′n )
∫
(ηε(k−n)+nη ′ε(k−n))dx
+(‖C‖∞− infV ′′p )
∫
(ηε(k− p)+ pη ′ε(k− p))dx
+
∫
(gε(n)−gε(p))(n− p)dx,
where gε(z) := ηε(k− z)+nη ′ε(k− z). It is easily seen that gε is nonincreasing. Therefore, thanks
to assumption (3.1.2) we obtain
d
dt
[∫
ηε(k−n)dx+
∫
ηε(k− p)dx
]
≤ 0,
which implies, in the limit as ε → 0,[∫
(k−n(t))+dx+
∫
(k− p(t))+dx
]
≤
[∫
(k−n0)+dx+
∫
(k− p0)+dx
]
= 0,
and the proof is complete.
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Constrained Optimization in the 2 - Wasserstein
space
1
4.1. The variational formulation of the Fokker-Planck equation: the
Jordan-Kinderlehrer-Otto scheme. [38]
The Fokker-Planck equation describes the time evolution of the probability density of the position
of a particle governed by an Itô stochastic differential equation. Here, we focus on linear Fokker-
Planck equations where the drift is given by the gradient of a potential:
∂F
∂ t
= ∇ · (∇Ψ(x)F)+∆F, F(x,0) = F0(x), x ∈ RN . (4.1.1)
F0 is a probability density on RN : The solution F(t,x) of (4.1.1) must, consequently, be a proba-
bility density for almost every fixed t.
The Fokker-Planck equation (4.1.1) is intimately connected to the Itô stochastic differential
equation
dX(t) =−∇Ψ(X(t)) dt+√2 dW (t), X(0) = X0, (4.1.2)
whereW (t) is the N-dimensional Wiener process, and X0 is an N-dimensional random vector with
probability density F0.
It is known that the Gibbs distribution
Fs(x) = Z−1 exp(−Ψ(x)), Z =
∫
RN
exp(−Ψ(x)) dx (4.1.3)
is the unique stationary solution of the Fokker-Planck equation (4.1.1) - as long as the potential Ψ
grows sufficiently rapidly so that the partition function Z is finite. If the Gibbs distribution (4.1.3)
exists, then it minimizes the free energy functional
1Acknowledgment: This work was started while the author was a long-term participant of the 2008 spring program
on Optimal Transport at the Institute for Pure and Applied Mathematics (IPAM) at UCLA, for which IPAM paid
housing and travel expenses. It was continued by enlightening discussions with some participants of the confer-
ence "Probabilistic Approach to Geometry" at Kyoto University, which the author could attend with support from
the COE grant of Hisashi Okamoto. Financial support from the Austrian Science Fund (FWF) through the Wis-
senschaftskolleg Differential Equations is also gratefully acknowledged.
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L(F) := P(F)+S(F) (4.1.4)
over all probability density functions on RN , where
P(F) =
∫
RN
ΨF dx
denotes the (potential) energy functional, and
S(F) =
∫
RN
F logF dx
is the negative of the Gibbs-Boltzmann entropy functional.
Even if there is no Gibbs distribution, a free energy functional, along which solutions to (4.1.1)
dissipate, can be defined. This is an analogue to the famous H-Theorem for the Boltzmann equa-
tion.
It was the merit of Jordan, Kinderlehrer, and Otto [38] to discover that one can regard the
Fokker-Planck dynamics as a gradient flow, of its own free energy. Before illustrating this obser-
vation, let us present, for the heat equation
∂
∂ t
F(t,x) = ∆F(t,x), t ∈ (0,∞), x ∈ RN ,
the classical variational scheme:
{
Determine F(k) minimizing
1
2‖F(k−1)−F‖2L2(RN) + h2
∫
RN |∇F |2 dx
over an appropriate set of densities F . Here, h denotes the time step size. Observe that we need at
least H1(RN)-regularity for the Dirichlet integral 12
∫ |∇F |2 dx to make sense.
On the other hand, the "JKO" time-discrete scheme is implemented as follows:
{
Determine F(k) minimizing
1
2 W2(F
(k−1),F)2+ h2 S(F)
(4.1.5)
in the set of all probability density functions with finite second moments. For the Fokker-Planck
equation (4.1.1), replace S by L (and assume sufficient growth of the potentialΨ). It can be shown
that there exists a unique minimizer of (4.1.5).
Next, define the time-dependent probability density Fh by setting Fh(tk) = F(k) if tk = hk and
linear interpolation otherwise:
Fh(t) =
t−hk
h
F(k+1) +
(
1− t−hk
h
)
F(k) if tk < t < tk+1.
Then, as the time-step h tends to zero, it can be shown that Fh converges weakly in L1(RN) to the
unique solution F ∈ C ∞((0,∞)×RN) of (4.1.1) – given of course that the initial datum F0 has
finite free energy. Observe that [32]
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1
2h
W2(F(k+1),F(k))2+S(F(k+1))≤ S(F(k));
so that the condition of finite initial entropy entails finiteness of Wasserstein distances and en-
tropies:
1
2h
∞
∑
k=1
W2(F(k+1),F(k))2, max
k≥1
S(F(k+1))≤ S(F0)< ∞.
We will therefore always assume that the initial datum F0 have finite entropy.
What are the advantages of the JKO - scheme? First, by the very definition of Wasserstein
distances, minimizers must stay probability densities (non-negative, having unit mass) with finite
second moments. Second, less smoothness on the minimizer F(k) is required as L involves only
the function itself, and not any of its derivatives. Third, it establishes a new link between one of
the most essential equations (the Fokker-Planck equation) and a basic quantity (the Boltzmann
entropy) of statistical mechanics. Finally, it is perfectly sensible with respect to the second law of
thermodynamics: The decrease of the (mathematical) entropy leads to a smoothing out of differ-
ences in the density (i. e., diffusion), but this process is penalized by the cost of transporting mass,
given by the Wasserstein distance.
4.2. The kinetic Fokker-Planck equation:
The Constrained JKO Scheme. [18], [19], [66]
While [38] studied purely dissipative equations, it was the idea of Carlen and Gangbo [18] to
apply and extend the JKO - scheme to a more general set of equations: equations that not only
dissipate, but also satisfy some conservation laws. They are motivated by an unresolved problem
from statistical mechanics. The Boltzmann equation
∂
∂ t
f (x,v, t)+∇x · (v f (x,v, t)) =Q( f )(x,v, t),
where for each t, f (., .,t) is a probability density on the phase space Λ×RN of a molecule in a
region Λ ⊂ RN , and Q is a nonlinear operator representing the effects of collisions to the evo-
lution of molecular velocities. While this evolution is decreasing the (negative of the Gibbs-
Boltzmann) entropy, it formally conserves the energy
∫
Λ×RN |v|2 f (x,v, t) dv dx and the momentum∫
Λ×RN v f (x,v, t) dv dx. The solution concept of DiPerna - Lions [28], the so-called renormalized
solutions, however, do not obey these conservation laws, nor is there any general uniqueness result.
As a model (space-homogeneous) Boltzmann equation, [18], [19] propose the nonlinear kinetic
Fokker-Planck equation.
∂
∂ t
F(t,v) = ∇ ·
[
e−|v−u|
2/2θ ∇
(
e|v−u|
2/2θ F(t,v)
)]
, (4.2.1)
where u is the first moment (momentum, bulk velocity), and θ is the dimensionally normalized
second moment (energy, temperature)
u :=
∫
RN
vF(v) dv and θ := 1
N
∫
RN
|v−u|2F(v) dv
33
Chapter 4. Constrained Optimization in the 2 - Wasserstein space
Let P2(RN) denote the set of all probability densities F with finite second moments. Now for
given u ∈ RN and θ > 0, we define the constraints manifold
Eu,θ := {F ∈P2 : 1N
∫
RN
|v−u|2F(v) dv= θ &
∫
RN
vF(v) dv= u}.
We remark that
Eu,θ ⊂
{
F ∈P2
∣∣∣W 22 (F,δu) = Nθ2
}
,
where δu is the Dirac mass at u. This is immediate from a optimal transport perspective: If the
target distribution is a unit mass, there is no way but to transport everything to it. Consequently,
Eu,θ is part of a sphere in the 2-Wasserstein metric centered at u with radius
√
Nθ
2 .
Next, we define the entropy by
S(F) :=
∫
RN
β (F(v)) dv (4.2.2)
for a convex function β :R→R+ with super-linear growth [32]. In the sequel, S will be either one
of the prototypical entropies: S(F) =
∫
F logF (Gibbs-Boltzmann entropy) and S(F) = 1m−1
∫
Fm,
m≥ 1−1/N (Otto entropy), or a linear combination thereof.
Now we are in a position to formulate the constrained JKO scheme: For a given time-step h> 0
and F(k−1) ∈ Eu,θ

Determine F(k) minimizing
I(F) := 1θ W2(F
(k−1),F)2+hS(F)
over all F ∈ Eu,θ .
(4.2.3)
Our aim is to find the optimizer F(k) of this constrained minimization problem (4.2.3), to calculate
the corresponding Euler-Lagrange equation, and to describe the properties of the minimizer. We
will also demonstrate that the time-dependent densities, if convergent, tend to the solution of a
nonlinearly diffusive kinetic Fokker-Planck equation with nonlocal drift.
Observe that the case of the negative Boltzmann entropy, S(F) =
∫
RN F lnFdv, was treated in
[18]. In this article, it was shown that the corresponding constrained JKO-scheme leads to the
solution of a kinetic Fokker-Planck equation which is closely related to the Boltzmann equation in
that it exhibits both dissipative and conservative features. The latter results from the assumption
that "particle collisions" preserve both the mean u and the variance θ .
4.3. Intermediate Asymptotics for Filtration Equations
An important link to the study of filtration equations [20] should be mentioned. For porous media
(slow diffusion) equations,
∂t u(t,x) = ∆um(t,x), m≥ 1−1/N (4.3.1)
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time-dependent intermediate states can be shown to exist: the Zel’dovich-Barenblatt-Pattle pro-
files. Defining λ := N(m−1)+2, they are given by the formula
u∞(t,x) = t−N/λ
(
C− k|xt−1/λ |2
)1/(m−1)
+
, k =
m−1
2m
λ ,
whereC > 0 is a constant normalizing the mass of u∞ to unity. By the time-dependent scaling
{
u(t,x) = R(t)−
N
λ v(τ,y)
y= xR(t)−
1
λ , τ = 1λ logR(t), R(t) = λ t+1,
(4.3.2)
the porous media equation (4.3.1) is transformed into the nonlinearly diffusive Fokker-Planck
equation
∂τ v(τ,y) = ∇ · (∇vm+ yv); (4.3.3)
By the same transformation, the Barenblatt-Pattle profiles become
v∞(y) =
(
C− k|y|2) 1m−1+ ,
and thus are exactly the stationary states of the aforementioned Fokker-Planck equation (4.3.3),
or, cast in a variational framework, the global minima of the free energy given by
E(v) =
1
m−1
∫
vm−1 dy+
1
2
∫
|y|2v dy,
along which the corresponding flow, with respect to the 2-Wasserstein distance, dissipates. This
expression for the free energy functional can be checked with the formula given by (and derived
later)
gradWE(v) =−∇ ·
(
v∇ δE
δv
)
.
The question arising naturally here is: For which non-homogeneous non-linearities α can there
actually be intermediate profiles? One step towards the answer of this question is to find a time-
dependent scaling analogue to (4.3.2). The so-called 2-Toscani map [20] defined by
Tt :P2
(
RN
) → P2 (RN) ,∫
RN
ξ (x) dTt [µ](x) =
∫
RN
ξ
(
xθ2[µ(t)]−1/2
)
dµt(x)
accomplishes this task. Here, we used the notation µt :=St [µ] for µ ∈M2
(
RN
)
(the subspace of
P2
(
RN
)
with normalized temperature), and the identity should hold for any given test function ξ ∈
Cc
(
RN
)
. St :P2
(
RN
)→P2 (RN) denotes a continuous dynamical system on the 2-Wasserstein
space.
For any Gibbs-Boltzmann or power-law type entropy, we demonstrate existence and uniqueness
of an optimizer of (4.2.3). By standard convergence arguments, the scheme provides us with
the solution to a nonlocal kinetic Fokker-Planck equation, which by the above scaling, can be
transformed into intermediate profiles for filtration equations whose diffusion is linear or nonlinear
- or a linear combination of linear and nonlinear terms.
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4.4. Some tools for the constrained minimization problem.
Next, we list some theorems from [18] which are crucial for the analysis of our problem.
Theorem 4.1. (Projection onto E .)
Let F0 be any probability density function on RN with bulk velocity u0 and temperature θ0. Let
θ > 0 and u be given, and set a=
√
θ0/θ . Then
inf{W 22 (G,F0) : G ∈ Eu,θ} (4.4.1)
is attained at
F˜(v) = aNF0(a(v−u)+u0).
The concept of displacement convexity first introduced by [51] is substantial in the theory of
optimal transport. For a curve Ft , t ∈ [0,1] in the 2-Wasserstein space passing through F0 at t = 0
and saturating the triangle inequality
W2(F0,Ft)+W2(Ft ,F1) =W2(F0,F1),
a functional Φ is called displacement convex if t 0→Φ(Ft) is convex for all t ∈ [0,1]. Ft is referred
to as a geodesic inP2, whence the sometimes synonymous denomination of geodesical convex-
ity. Recalling that Eu,θ is a subset of a sphere in the 2-Wasserstein space, it becomes clear that
displacement convexity inP2 cannot be the same as displacement convexity in Eu,θ . Rather,P2
- geodesics between two points in Eu,θ will be "chordal", like strings inside the sphere, while Eu,θ
- geodesics run on the sphere at constant speed [18].
Let us contrast the difference between these concepts of displacement convexity.
If t 0→Φ(Ft) is twice differentiable, we can check forP2 - displacement convexity by comput-
ing the Hessian:
HessP2 Φ(F0)(∇η ,∇η) =
d2
dt2
Φ(Ft)
∣∣∣
t=0
(4.4.2)
where ∇η is tangent to the geodesic at t = 0.
This quantity is positive whenever the entropy (or internal energy, cf. [69])
Φ(F) =
∫
RN
g(F(v)) dv
has an integrand satisfying
tg′(t)−g(t)≥ 0 and t2g′′(t)− tg′(t)+g(t)≥ 0.
So one can easily check whether a given functional Φ isP2 - displacement convex.
As for displacement convexity on Eu,θ , the formulae get more involved, but the results become
better: displacement convexity onP2 implies strict displacement convexity on Eu,θ . Again, we
define
HessEu,θΦ(G0)(∇η ,∇η) =
d2
dt2
Φ(Gt)
∣∣∣
t=0
, (4.4.3)
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but we have to bear in mind that ∇η now is tangent on Eu,θ to an Eu,θ - geodesic at t = 0. Tangen-
tiality of ∇η is guaranteed by∫
RN
v ·∇η(v) G0(v) dv= 0 and
∫
RN
∇η(v) G0(v) dv= 0. (4.4.4)
This can be seen arguing in the following way: Take Tt(v) = v+ t∇η(v) and set Gt(v) = Tt!G0.
Then,
∫
v Gt(v) dv=
∫
(v+ t∇η(v))G0(v) dv=
∫
v G0(v) dv= u,
showing that the first moment is conserved, and∫
|v|2 Gt(v) dv=
∫
|v+ t∇η(v)|2G0(v) dv=
∫
|v|2G0(v) dv= θ .
We are now ready to give a theorem describing displacement convexity in Eu,θ for internal
energies Φ.
Theorem 4.2. (Displacement Convexity in Eu,θ .) Let G 0→Φ(G) be any functional of the form
Φ(G) =
∫
RN
β (G(v)) dv,
where β is twice continuously differentiable onR+. Define the function α by α(z) = zβ ′(z)−β (z).
Suppose that F ∈ Eu,θ is such that α(F(.)) is integrable, and that at F,
G 0→ HessP2 Φ(G)(∇η ,∇η)
is continuous in the 2-Wasserstein metric for all test functions η . Then
HessEu,θ Φ(∇η ,∇η) = HessP2 Φ(F)(∇η ,∇η) (4.4.5)
+
N
2R2θ
(∫
RN
α(F) dv
)∫
RN
|∇η |2F dv, (4.4.6)
where Rθ =
√
Nθ/2 is the radius of Eu,θ , and ∇η is any gradient vectorfield satisfying∫
RN
v ·∇η(v)G(v) dv= 0 and
∫
RN
∇η(v)G(v) dv= 0.
Observe that this theorem verifies the uniform displacement convexity on the constraints man-
ifold Eu,θ of the negative Boltzmann entropy SB(F) =
∫
F lnF dv, that of the "porous media"
entropy SPM(F) = (m− 1)−1
∫
Fm dv for m > 1, and of the "fast diffusions" entropy SFD(z) =
(1−m)−1 ∫ Fm dv for m < 1. To see this, let us write βB(z) = z lnz, βPM(z) = (m− 1)−1zm, and
βFD = (1−m)−1zm, and compute
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αB(z) = zβ ′B(z)−βB(z) = z(lnz+1)− z lnz= z
αPM(z) = zβ ′PM(z)−βPM(z) =
m
m−1z
m− 1
m−1z
m = zm
αFD(z) = zβ ′FD(z)−βFD(z)
=
m
1−m(z− z
m)− 1
1−m(mz− z
m) = zm.
Then clearly, the second terms in the formulae for HessEu,θ SB(∇η ,∇η), HessEu,θ SPM(∇η ,∇η),
and HessEu,θ SFD(∇η ,∇η) is positive (as F , being a probability density function, must be), where-
fore the strict displacement convexity of the entropy functionals mentioned is proven.
4.5. Euler-Lagrange Equation.
2 In this section, we follow [18], [32] to derive the first variation of the minimizing principle of
(4.4.1). To this end, let us assume the existence of a minimizer F1 (uniqueness is immediate from
the convexity of the constraint manifold and the strict convexity of the functional to be minimized),
and define α(z) := zβ ′(z)−β (z).
Now consider a vectorfield ξ : RN → RN satisfying∫
RN
ξ (v)F1(v) dv= 0 and
∫
RN
(ξ (v) · v)F1(v) dv= 0. (4.5.1)
Next, set T˜t(v) =
(
v+ tξ ( v
a(t)
)
)
/a(t) and G˜(t,v) = T˜t!F1. Observe that, due to (4.5.1),
a(t) = 1+O(t2) and u(t) = u1+O(t2), (4.5.2)
u1 denoting the bulk velocity of F1.
Let us check the entropy term first:
S(G˜(t)) =
∫
β (G˜(t,v)) dv
=
∫
β (G˜(t, T˜t(v)))det∇T˜t(v) dv
=
∫
β
(
F1(v)
det∇T˜t(v)
)
det∇T˜t(v) dv.
Therefore, we have that
d
dt
∣∣∣
t=0
∫
RN
β (G˜(t,v)) dv= d
dt
∣∣∣
t=0
∫
RN
β
(
F1(v)
det∇T˜t(v)
)
det∇T˜t(v) dv
=−
∫
RN
α(F1(v))∇ ·ξ (v) dv.
2The author is grateful for the clarifying and inspiring discussions with Wilfrid Gangbo and Turkay Yolcu.
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We now proceed with the analysis of the Wasserstein term. For the sake of completeness, we
record the relevant computations from [18] here.
Denote by ψ the convex function on RN such that ∇ψ!F1 = F0, so that since T˜t!F1 = G˜(t),
∇ψ ◦ T˜−1t !G˜(t) = F0. Hence
W 22 (G˜(t),F0) ≤
1
2
∫
RN
|∇ψ ◦ T˜−1t (v)− v|2G˜(t,v) dv
=
1
2
∫
RN
|∇ψ− T˜t(v)|2F1(v) dv
≤ W 22 (F1,F0)− t
∫
RN
(∇ψ− v) ·ξF1(v) dv+o(t).
As a consequence,
limsup
t→0+
W 22 (G˜(t),F0)−W 22 (F1,F0)
t
≤
∫
RN
(v−ψ(v))F1(v) ·ξ (v) dv,
and, since F1 is a minimizer of the functional I(F),∫
RN
(
(∇ψ(v)− v)F1(v)
θ
)
·ξ (v) dv=−h
∫
RN
α (F1(v)) ∇ ·ξ (v) dv.
Consequently, we can give the representation
(∇ψ(v)− v) F1
θ
−h∇vα(F1(v)) = (A+b(u− v))F1 (4.5.3)
for some vector A and some scalar b.
Integrating both sides of (4.5.3) in v, we see that A= 0. Next, if we multiply the equation with
u− v and again integrate in v, we see that
Nθb=−W
2
2 (F1,F0)
θ
−Nh
∫
RN
α(F1(v)) dv
because ∫
RN
(∇ψ(v)− v) · vF1(v) dv=W 22 (F1,F0).
As a consequence, we can write down the Euler-Lagrange equation for the functional I(F) as:
∇ψ(v) = v+hθα ′(F1(v))∇v (lnF1) (4.5.4)
−u− v
θ
[
W 22 (F1,F0)
N
−h
∫
RN
α(F1(w)) dw
]
(4.5.5)
Thus we recover the result of [18], for in this case, αB(z) = z, and so
∇ψ(v) = v+hθ∇v
(
ln
F1
MF1
)
− (u− v)
[
W 22 (F1,F0)
Nθ
]
, (4.5.6)
where MF1 denotes the isotropic Gaussian density with the same mean and variance as F1, i.e.
39
Chapter 4. Constrained Optimization in the 2 - Wasserstein space
MF1(v) = (2piθ)
−N2 exp
(
− |v−u|
2
2θ
)
.
To continue with the JKO time-discrete scheme, let us first elaborate briefly on the corresponding
calculations in [18]. We observe that the velocity in each time step is given byVh =
v−∇ψ(v)
h . Then,
since ∂∂ t F+∇ · (F limh→0Vh) = 0, we recover from the Euler-Lagrange equation (4.5.6) that
∂
∂ t
F(t,v) =−∇ · (F lim
h→0
Vh) =−∇v ·
(
F(t,v) lim
h→0
v−∇ψ(v)
h
)
= ∇v ·
[
F(t,v)
(
θ∇v
(
ln
F
MF
)
− u− v
Nθ
lim
h→0
W 22 (F1,F0)
h
)]
.
Next, sinceW 22 (F1,F0) =O(h
2) as h→ 0, the second term vanishes in the limit h→ 0. This leads
us to:
∂
∂ t
F(t,v) = θ ∇ ·
[
∇vF(t,v)− u− vθ F(t,v)
]
= θ ∇ ·
e−|v−u|
2
2θ
v−uθ e
|v−u|2
2θ F+ e
|v−u|2
2θ ∇F


= θ ∇ ·
e−|v−u|
2
2θ ∇v
e |v−u|
2
2θ F(t,v)

 .
We mimic this procedure for the more general Euler-Lagrange equation (4.5.4) to see that F(t,v)
solves a non-local partial differential equation.
∂
∂ t
F(t,v) = θ ∇ ·
{
∇ [α (F(t,v))]−‖α(F(t))‖L1(RN)
(
u− v
θ
F(t,v)
)}
. (4.5.7)
As can be seen immediately, we recover the result of [18] immediately, because
∫
RN
αB(F(t,w)) dw=
∫
RN
F(t,w) dw= 1.
In the case of a "porous media" entropy (αPM(z) = zm for m> 1), we get the subsequent non-local
diffusion equation:
∂
∂ t
F(t,v) = θ ∇ ·
[
∇(Fm(t,v))−‖F(t, .)‖mLm(RN)
(
u− v
θ
F(t,v)
)]
. (4.5.8)
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4.6. A Differential Description of the Manifold of Constraints.
3
The motivation of this section comes from the Important Exercise 8.8 in [69], which asks the
reader to prove
gradWΦ(F) =−∇ ·
(
F∇δΦ
δF
)
, (4.6.1)
where δΦδF stands for the gradient of the functional Φ(F) with respect to the standard Euclidean
L2-structure. For example, Φ(F) =
∫
β (F(v)) dv entails δΦδF = β
′(F).
The plan of this section is as follows: We first recall some of the relevant definitions as given in
[69], then give a formal proof of (4.6.1), and finally show that this identity can be extended toW2,
the distance on Eu,θ which is induced by the 2-Wasserstein distance.
At least formally, one can write

W 22 (F0,F1) = inf
{
1∫
0
∥∥∥∥∂F∂ t
∥∥∥∥2
F(t)
dt; F(0) = F0, F(1) = F1
}
,∥∥∥∥∂F∂ t
∥∥∥∥
F(t)
=
∫
F |∇u|2, −∇ · (ρ∇u) = ∂F
∂ t
.
This formally endows the space of probability measuresP(RN) with a Riemannian structure, as
one can now define the scalar product between two "tangent vectors" as

(
∂F
∂ t1
,
∂F
∂ t2
)
W
=
∫
F ∇u1 ·∇u2,
−∇ · (F∇ui) = ∂F∂ ti , i= 1,2
This Riemannian structure allows us to define a Wasserstein gradient gradWΦ(F):(
gradW Φ(F),
∂F
∂ t
)
W
= DΦ(F).∂F
∂ t
. (4.6.2)
From these identities, let us prove (4.6.1).
We remark that DΦ(F) lies in (TFP(RN))∗, so that DΦ(F) · ∂F∂ t =
∫ δΦ
δF
∂F
∂ t
. Let ϕ be such
that
−∇ · (F∇ϕ) = ∂F
∂ t
.
Then the formula in (4.6.1) gives us just the right answer, since then we have the following chain
of identities (we use partial integration in the second step):
3The author thanks Cédric Villani for elucidating explanations on this topic.
41
Chapter 4. Constrained Optimization in the 2 - Wasserstein space
(
gradWΦ(F),
∂F
∂ t
)
W
=
∫
ρ ∇δΦ
δF
·∇ϕ
= −
∫ δΦ
δF
∇ · (F∇ϕ)
=
∫ δΦ
δF
∂F
∂ t
= DΦ(ρ).∂F
∂ t
.
This finishes the proof of the exercise.
Now for the study of gradW2Φ(F). In order to get a formula for this object, we proceed in
the opposite direction: We write down in gradient flow formulation the equation resulting from
the constrained JKO-scheme with generalized entropy Φ(F) =
∫
β (F(v)) dv for convex β with
superlinear growth, and try to infer the formula from this. Since we do not wish to distract the
reader from the core computation, let us restrict ourselves to E = E0,1. For simplicity, letW2 =:W .
The resulting equation reads
∂F
∂ t
= ∆α(F(t,v))+∇ · (vF(t,v))
∫
α(F(t,w)) dw
= ∇v ·
[
F(t,v)
(
∇β ′(F(t,v))+ v
∫
α(F(t,w) dw
)]
.
Now the desired formula is immediate: If we denote by
δΦ
δF
∣∣∣
W
:=
δΦ
δF
+ v
∫
α(F(t,w)) dw (4.6.3)
the gradient of Φ(F) with respect to the constrained L2 Euclidean structure, we recover
gradW Φ(F) =−∇ ·
(
F ∇δΦ
δF
∣∣∣
W
)
. (4.6.4)
This can be seen as the gradient of the functional Φ with respect to the induced differential
structure on (E ,W ). The following interpretation is immediate: The expression for δΦδF
∣∣∣
W
is
nothing but the projection of the gradient with respect to the usual L2 Euclidean structure, δΦδF ,
onto the constraint manifold E , which as a subset of the sphere in the 2-Wasserstein space (see
[18] for an explanation) has co-dimension 1. Therefore, there is one correction term, given by
v
∫
α(F(t,w)) dw.
4.7. Regularity of the Minimizer
It was one of the crucial observations of [66] that optimizers of particular variational problems in
the 2-Wasserstein space actually enjoy certain regularity properties. We motivate this finding and
its generalization below.
Consider the nonlinearly diffusive Fokker-Planck equation
Ft(t,v) = ∇v · [∇v α(F(t,v))+2λhF(t,v) v] . (4.7.1)
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Recall [29] that the enthalpy h= h(s) is defined as
h(s) =
∫ s
1
α ′(r)
r
dr. (4.7.2)
It turns out that the unique equilibrium state of (4.7.1) minimizing the free energy of (4.7.1) given
by ∫
RN
β (F(v)) dv+λh
∫
RN
|v|2 F(v) dv (4.7.3)
can be written down as
Fλ (v) = g
(
c− λh
2
|v|2
)
, (4.7.4)
where g is the generalized inverse of the enthalpy h. The constant c is determined by the mass
constraint on F : namely, c is such that∫
RN
Fλ (v) dv=
∫
RN
g
(
c− λh
2
|v|2
)
dv= 1. (4.7.5)
For example, in the case of linear diffusions we get g(σ) = exp(σ). Moreover, if β (z) = 1m−1z
m,
m≥ 1−1/N, then g(σ) = ((1+σ m−1m )+)
1
m−1 (for porous media-type nonlinear diffusions).
For later reference, we give the following
Proposition 4.1. For every h> 0 and every F0 ∈P2, the minimizer F∗ overP2
(
RN
)
of
IF0;Φ[F ] :=W2(F0,F)
2+h
∫
RN
Φ(v) F(v) dv+hS(F) (4.7.6)
(for a potential Φ satisfying |∇Φ(v)| ≤ C(1+Φ(v)) for any v ∈ RN) is such that α ◦F1 lies in
W 1,1
(
RN
)
and is given by
F∗(v) = g
[
C+
1
h
(
ψ(v)− |v|
2
2
)
−Φ(v)
]
, (4.7.7)
where the constant C > 0 is chosen such that F∗ has unit total mass.
Sketch of Proof.
As before, let p ∈ Π(F0,F1) be optimal in the Kantorovich problem 1.2.3. According to [32]
and [38], ∫
R2N
(w− v) ·ξ (w) dp(v,w)−h
∫
RN
α(F1(v))[∇ ·ξ (v)−∇Φ(v) ·ξ (v)] dv= 0
for all test functions ξ ∈ C (RN ;RN). Moreover,
∈R2N ϕ(v,w) dp(v,w) =
∫
RN
F1(w)ϕ(∇ψ(w),w) dw
for all test functions ϕ ∈ C (RN ×RN) of at most quadratic growth. We apply this to ϕ(v,w) =
v ·ξ (w) and get from the first display
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∫
RN
α(F1(v))∇ ·ξ (v) dv = −
∫
RN
F1(v){1h [∇ψ(v)− v]−∇Φ(v)} ·ξ (v) dv
=:
∫
RN
U(v) ·ξ (v) dv
for all ξ ∈ C ∞c (RN ;RN). It follows from the growth condition on Φ and the minimizing property
of F1 that α ◦F1 ∈W 1,1(RN). The remainder of the proof is analogous to the proof of Proposition
3 in [66]. !
4.8. A discrete comparison principle.
The following proposition and its proof are modifications of the maximum principles in [53] and
[66]. As announced in the introduction, we are only concerned with Boltzmann- or power-law
entropies, β (z) = z logz or β (z) = 1m−1z
m, m≥ 1−1/N, or linear combinations thereof.
Proposition 4.2. If F0 ∈P2 ∩ L∞(RN), then the unconstrained minimizer F1 of IF0(F) is also
bounded in RN and satisfies
‖F1‖∞ ≤ ‖F0‖∞
Proof. Take p ∈ Π(F0,F1) to be the optimal transfer plan from F0 to F1, and assume that E =
{v ∈ RN : F1(v)>M} has strictly positive measure. We will argue by contradiction.
Observe that p((RN\E)×E)> 0. Otherwise,
M|E| <
∫
E
F1(v) dv= p(RN×E) = p(E×E)≤ p(E×RN)
=
∫
E
F0(v) dv≤M|E|,
a contradiction. Now let us define
∫
RN
u0 ξ dv :=
∫
(RN\E)×E
ξ (v) dp(v,w)∫
RN
u1 ξ dv :=
∫
(RN\E)×E
ξ (w) dp(v,w)
for all test functions ξ ∈C(RN). Observe that, as a consequence of the definitions u0
∣∣
E = 0 and
u1
∣∣
RN\E = 0. One can also check that 0 ≤ u0 ≤ F0 ≤ M and 0 ≤ u1 ≤ F1. We can now define a
transference plan ps ∈Π(F0,F1,s), where F1,s = F1− s(u1−u0), by
∫
R2N
ξ (v,w) dps(v,w) =
∫
R2N
ξ (v,w) dp(v,w)
+s
∫
(RN\E)×E
(ξ (v,v))−ξ (v,w)) dp(v,w),
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the identity holding for all ξ ∈ C(RN ×RN). Taking test functions just depending on the first
variable, the right hand side becomes
∫
RN
ξ (v) F0(v) dv,
showing that the first marginal is indeed F0. As for the second marginal, we compute∫
RN
ξ (w) F1(w) dw+ s
∫
RN
u0 ξ dv− s
∫
RN
u1 ξ dw,
which shows that ps ∈Π(F0,F1,s). It follows that
1
h
W 22 (F0,F1,s)+
∫
RN
β (F1,s(v)) dv
≤ IF0 [F1]+
∫
RN
[β (F1,s(v))−β (F1(v))] dv− sh
∫
(RN\E)×E
|v−w|2 dp(v,w) (4.8.1)
the inequality holding since we defined ps to be just a transport plan, not necessarily the optimal
one, between F0 and F1,s.
Case 1: Power-law entropies.
We first investigate the case of power-law entropies (corresponding to porous media - like dif-
fusions). Due to the convexity of β ,
∫
RN
β (F1,s(v))−β (F1(v)) dv≤ (m−1)−1
∫
RN
(F1,s−F1)Fm−11,s dv
=−s(m−1)−1
∫
RN
(u1−u0)
m−1
∑
k=0
(m−1)!
k!(m−1− k)!F
m−1−k
s s
k(u0−u1)k dv.
The only relevant term is the one with k = 0 in the sum (all the others will tend to zero faster than
linearly in s). But u1−u0 has vanishing mass, and so
−s
m−1
∫
RN
(u1 − u0)Fm−1s dv =
−s
m−1
∫
RN
(u1 − u0)(Fm−1s − Mm−1) dv ≤ 0,
which clearly contradicts the optimality of F1, so that E = /0, or ‖F1‖∞ ≤M.
Case 2: Gibbs-Boltzmann entropy.
This result, for β (z) = z logz, is due to Tudorascu [66]. It can actually be generalized to any
admissible β with a derivative singular at zero having the property β ′(x y) = β ′(x)+β ′(y) (though
for convenience the reader may rather have in mind the logarithm).
Let u= u1−u0. Then the convexity of β yields
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s−1
∫
RN
[β (Fs(v))−β (F1(v))] dv≤ s−1
∫
RN
(Fs(v)−F1(v))β ′(Fs) dv
=
∫
RN
[
β ′(Fs(v))−β ′(M)
]
u dv
=
∫
E
[
β ′(F1− su1)−β ′(M)
]
u1dv+
∫
RN\E
[
β ′(F1+ su0)−β ′(M)
]
u1dv,
where we have used the above-mentioned fact that u0 vanishes in E, and u1 does so in the comple-
ment RN\E. We rephrase the bottom line as
∫
E
[
β ′(F1− su1)−β ′(F1)
]
u1dv+
∫
E
[
β ′(F1)−β ′(M)
]
u1dv
+
∫
RN\E
[
β ′(M)−β ′(F1+ su0)
]
w0dv=: T1+T2+T3.
The second term T2 is clearly positive by the definition of E and by the increasing monotonicity
of β ′(.); T1 can be estimated as
0 ≤ [β ′(F1) − β ′(F1 − su1)]u1 ≤ [β ′(F1) − β ′((1 − s)F1)]u1 ≤ −F1β ′(1 − s)
in E if 0< s< 1, so that the limit of T1 as s vanishes must be zero.
Likewise,
−β ′(M)+β ′(F1+ su0) = β ′
(
M
F1+ su0
)
≥−β ′(1+ s),
since both F1 and u0 are dominated by M in RN/E. As u0 ≤ F0χRN/E , this gives
T3 ≥−β ′(1+ s)
∫
RN
u0 dv≥−β ′(1+ s)
Consequently, for s> 0 sufficiently small, we have
−s
{
1
h
∫
(RN\E)×E
|v−w|2 dp(v,w)+
3
∑
i=1
Ti
}
< 0,
which clearly contradicts the minimality of F1 in (4.8.1). Therefore, |E| = 0, or 0 ≤ F1 ≤M a.e.
in RN . !
Remark 4.1. [67]We obtained a maximum principle for the unconstrained problem of minimizing
IF0 [F ] =W2(F,F0)
2+h
∫
RN
β (F(v)) dv. (4.8.2)
under the assumption that F0 ∈P ∩L∞(RN). However, what we will actually need later in the
proof of existence of minimizers is a comparison principle for
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IF0,λ [F ] =W2(F,F
2
0 )+h
∫
RN
β (F(v)) dv+hλ
∫
RN
|v|2F(v) dv. (4.8.3)
A rescaling argument will show that these problems are, in a sense, equivalent. For fixed λ and
h > 0, denote ε = (1+ λh)−1/2. Let Gε(v) := ε−NF0(v/ε), and for any density F , introduce
Fε(v) := εNF(ε v). Finally, set βε(s) := εNβ (ε−Ns). Then
IF0,λ [F ] =W2(Gε ,Fε)
2+h
∫
RN
βε(Fε(v)) dv+(1− ε2)M2(F0) =
=: JGε ,λ [Fε ]+ (1− ε2)M2(F0),
whereM2(F0) is the second moment of F0. Since the functional JGε ,λ does not, as IF0 [F ] in (4.8.2),
contain the second moment of the minimizer, we conclude that there holds a maximum principle
for Fε . Rescaling back to the minimizer F1 of (4.8.3), we have
‖F1‖∞ ≤ (1+λh)‖F0‖∞. (4.8.4)
4.9. Monotonicity of second-order moments
For the subsequent discussion, we assume, without loss of generality, that u = 0 and θ = 1. We
follow [66] (simply set β (z) = z logz and therefore α(z) = z for the special case treated therein),
generalizing the result for any α derived from the entropies introduced before. The main theorem
of this section reads as follows.
Theorem 4.3. For every F0 ∈P2∩L∞(RN) and every time-step h> 0, the minimizer
F1 := argminF∈P2 IF0 [F ]
satisfies ∫
RN
|v|2F1(v) dv≥ Nh+
∫
RN
|v|2F0(v) dv (4.9.1)
Before giving the proof of the theorem, we state and prove a helpful lemma [2], [66].
Lemma 4.1. Let Ψ : RN → R be convex and α( f ) ∈ L1(RN)∩W 1,∞loc (RN) be nonnegative (of
positive total mass). Also, suppose that |∇Ψ|α( f ) ∈ L1(RN) and ∇Ψ ·∇α( f ) ∈ L1(RN). Then∫
RN
∇Ψ ·∇α( f ) dx≤ 0. (4.9.2)
Proof of the Lemma.
We observe that, by a mollification argument,∫
BR
∇ψ ·∇α( f ) dv=
∫
∂BR
α( f ) [ν ·TR(∇ψ)]dH N−1−
∫
BR
α( f ) d[∆ψ]
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As ψ is a convex function, [∆ψ] is a non-negative Radon measure. TR denotes the trace operator,
TR : BV (BR)→ L1(∂BR). Since composition with α does not change the positivity of F1, and
since [∆ψ] is non-negative (ψ being convex), it follows that∫
RN
∇ψ ·∇α( f ) dv≤ 0. (4.9.3)
!
Now we can move on to the
Proof of the Theorem.
As a first step, we shall show that the integrability assumptions of Lemma 4.1 are satisfied.
We subtract the variances of F1 and F0, use the push-forward property of ∇ψ! F1 = F0, and
finally employ the Euler-Lagrange equation derived earlier:
∫
|v|2F1(v) dv −
∫
|v|2F0(v) dv=
∫ [|v|2− |∇ψ(v)|2]F0(v) dv
= −
∫
[∇ψ(v)+ v] · [∇ψ(v)− v]F1(v) dv
= −h
∫
[∇ψ(v)+ v] ·∇α(F1(v)) dv
We decompose this sum of integrals. LetBR denote the ball centered at the origin with radius R.
For the subsequent calculations, we assume sufficient regularity of F1 by mollification.
The first term is non-positive due to the Lemma: however, we have to verify the necessary as-
sumptions. We know that both F0, F1 ∈P and that the Euler-Lagrange equation reads h∇α(F1) =
[∇ψ − id] F1. From this knowledge we may infer that id ·∇α(F1) and ∇ψ ·∇α(F1) both lie in
L1(RN). To see this, multiply the LHS of the Euler-Lagrange equation with v, ∇ψ , respectively,
and integrate.
First,
h
∫
RN
v ·∇α(F1(v)) dv =
∫
v ·∇ψF1(v) dv−
∫
|v|2 F1 dv
= −W2(F0,F1)2−M1(F0),
where Mp(F) denotes the pth-order moment of the probability density function F .
Second,
h
∫
RN
∇ψ ·∇α(F1) dv =
∫
|∇ψ|2F1 dv−
∫
v ·∇ψF1 dv
= W2(F0,F1)2+M1(F0).
These computations show that the assumptions of the Lemma are satisfied, so that we may indeed
conclude that
∫
∇ψ ·∇α(F1)≤ 0.
Let us analyze the second product on a ball:∫
BR
v ·∇α(F1(v)) dv=
∫
∂BR
α(F1) [ν(v) · v] dH N−1−N
∫
BR
α(F1) dv.
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We remark that
lim
R→∞R
∫
∂BR
α(F1) dH N−1 = N
∫
RN
α(F1) dv−
∫
RN
v ·∇α(F1) dv
and define l ∈ R to be this quantity. Now the co-area formula,∫
RN
f |∇u| dx=
∫ ∞
−∞
(∫
{u=r}
f dH N−1
)
dr,
together with the integrability of |id|α(F1), imply that l = 0. This completes the argument.
4.10. Existence of Minimizers
4 Before stating the main theorem, some preliminaries are necessary. We first give a lemma
resembling Lemmata 2 and 3 of [66].
Lemma 4.2. Let F0 ∈P
(
RN
)
and h > 0 be given. For every λ ≥ 0, denote by F(λ ) the unique
minimizer of
IF0,λ (F) :=W
2
2 (F0,F)+h
∫
RN
β (F(v)) dv+λh
∫
RN
|v|2 F(v) dv (4.10.1)
overP(RN). Then there exists a λ1 > 0 such that∫
|v|2F(λ1)(v) dv≤
∫
|v|2F0(v) dv. (4.10.2)
Proof.
Let F(λ ) be the minimizer of IF0,λ [F ]. We use the unconstrained minimizer F1 of IF0 [F ] to write
IF0
[
F(λ )
]
≥ IF0 [F1] =: m ∀ λ > 0.
This inequality leads to
∫
|v|2 F(λ )(v) dv = 1
λ
{
IF0,λ − IF0
}
(F(λ ))
≤ 1
λ
[
IF0,λ
(
F(λ )
)
−m
]
=: n(λ ).
We contend that limsupλ→∞ n(λ ) = 0. Indeed, it is straightforward to see that (recall that (4.7.4)
minimizes the free energy (4.7.3)),
IF0,λ
[
F(λ )
]
≤ IF0,λ [Fλ ]. (4.10.3)
Furthermore,
4The author expresses his profound gratitude to Adrian Tudorascu for valuable comments and suggestions.
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IF0,λ [Fλ ] =W
2
2 (F0,Fλ )+hS(Fλ )+λh
∫
|v|2Fλ (v) dv
= W2(F0,Fλ )2+h
∫
β
(
g(c− λh
2
|v|2)
)
dv
+λh
∫
|v|2g
(
c− λh
2
|v|2
)
dv
≤
∫
|v|2F0(v) dv+hλ−N/2
∫
β
(
g
(
c−h/2 |v|2)) dv
+
1+λ
λN+2/2
∫
|v|2g(c−h/2 |v|2) dv.
This proves that n(λ ) tends to 0 as λ becomes infinitely large. And this fact, in turn, asserts the
statement of our lemma. !.
For the next lemma, the comparison principle of Section 4.8 is essential.
Lemma 4.3. Let F0 ∈P ∩L∞(RN) and h> 0 be given. Let λ1 > 0 be such that∫
|v|2F(λ1)(v) dv≤
∫
|v|2F0(v) dv.
Then there is a λ0 ∈ (0,λ1] such that∫
RN
|v|2F(λ0)(v) dv=
∫
RN
|v|2F0(v) dv. (4.10.4)
Proof.
We define the function ϕ : [0,∞)→ R by
ϕ(λ ) :=
∫
RN
|v|2F(λ )(v) dv−
∫
RN
|v|2F0(v) dv.
From Theorem 4.3 we know that ϕ(0) is strictly positive, and from the last Lemma we conclude
that there is a λ1 > 0 such that ϕ(λ1) is non-positive. Let us assume that ϕ(λ1)< 0 (otherwise we
are done, and λ1 = λ0). The proof thus reduces to demonstrating continuity of ϕ on the interval
(0,λ1); its zero will be assumed at λ0.
The minimizing property of F(λ ) is equivalent to
IF0,λ [F
(λ )]≤ IF0;λ [F ] ∀F ∈P ∩L∞(RN). (4.10.5)
If we let λ → λ0 > 0, we deduce from the superlinearity of β (.) that there exists a F∗ ∈P such
that
F(λ ) ⇀ F∗ weakly in L1(RN) as λ → λ0
up to a subsequence. By a lower-semicontinuity argument [38],
W2(F0,F∗)2 ≤ liminf
λ→λ0
W2(F0,F(λ ))2∫
RN
β (F∗(v)) dv≤ liminf
λ→λ0
∫
RN
β (F(λ )(v)) dv.
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From (4.10.5), we conclude that F∗ minimizes IF0,λ0 over P . However, the unique minimizer
is F(λ0), so that F∗ ≡ F(λ0), and the weak convergence F(λ ) ⇀ F(λ0) is true for the whole range
of parameters λ → λ0. Now let fs :=
[
(1− s) idRN + s∇ψ(λ )
]
!F
(λ ) be displacement interpolative
between f0 = F(λ ) and f1 = F0, where ∇ψ(λ ) is the Brenier map from F(λ ) to F0. It is well-known
that
s ∈ [0,1]→M4( fs) =
∫
RN
|(1− s)v+ s∇ψ(λ )(v)|4F(λ )(v) dv (4.10.6)
is convex. Thus
M4(F0)−M4
(
F(λ )
)
≥ d
ds
∫
RN
|v|4 fs(v) dv
∣∣∣
s=0
=
∫ d
ds
|(1− s)v+ s∇ψ(λ )(v)|4
∣∣∣
s=0
F(λ )(v) dv
= 4
∫ (|v|2v) ·{[∇ψ(λ )(v)− v]F(λ )} dv.
We know that for the unconstrained problem with a potential Φ, the minimizer F1 over L1+
(
RN
)
satisfies the Euler-Lagrange equation
∇α(F1) =
{
1
h
[∇ψ(v)− v]−∇Φ(v)
}
F1(v) (4.10.7)
a. e. in RN .
Recall from Proposition 4.1 that α ◦F1 ∈W 1,1(RN) and set Φ(v) = λ |v|2. Then substituting
(4.10.7) into the moments estimate, we get
M4
(
F(λ )
)
−M4(F0)≤−4h
∫ (|v|2v) ·{∇α (F(λ ))+2λvF(λ )(v)}dv
=−8λhM4
(
F(λ )
)
+4(N+2)h
∫
|v|2α
(
F(λ )
)
dv.
For showing uniform convergence of the 4th-order moments M4, we use the maximum principle
for F1 (see Section 4.8 and (4.1)), which yields
F(λ ) ⇀ F∗ weakly in L1
(
RN
)
as λ → λ ∗. (4.10.8)
Thus the fourth-order momentsM4(F(λ )) are uniformly bounded, whence∫
|v|≥R
|v|2F(λ )(v) dv≤ C
R2
(4.10.9)
for some positive constantC independent of λ : Since λ ∈ (0,λ1), we can bound (cf. (4.8.4))
‖F(λ )‖∞ ≤ (1+λ1h)‖F0‖∞.
So for any R> 0, one has
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|M2(F(λ ))−M2(F∗)|≤
∣∣∣∣∫|v|<R |v|2F(λ )(v) dv−
∫
|v|<R
|v|2F∗(v) dv
∣∣∣∣
+
∫
|v|≥R
|v|2F(λ )(v) dv+
∫
|v|≥R
|v|2F∗(v) dv.
As R↗ ∞, the last integral on the right-hand side obviously vanishes. Together with (4.10.9) and
the weak L1-convergence F(λ )⇀ F∗, we obtain convergence of the second-order moments, hence
continuity of ϕ . !
Theorem 4.4. Let the initial datum F0 ∈ Eu,θ ∩ L∞(RN). Then there exists a unique minimizer
F1 ∈ E ∩L∞(RN) of the constrained minimization problem
F1 = arg min
F∈Eu,θ
IF0(F). (4.10.10)
Proof. Uniqueness is a consequence of the strict displacement convexity of the entropy S on
Eu,θ .
Without loss of generality, we prove existence for E = E0,1 only. Let us write down the mini-
mizing property of F(λ0):
1
h
W 22
(
F0,F(λ0)
)
+
∫
RN
β (F(λ0))(v) dv+λ0
∫
RN
|v|2F(λ0)(v) dv
≤ 1
h
W 22 (F0,F)+
∫
β (F(v)) dv+λ0
∫
|v|2F(v) dv,
true for all F ∈P . In particular,
1
h
W 22 (F0,F
(λ0))+
∫
RN
β (F(λ0)(v)) dv≤ 1
h
W 22 (F0,F)+
∫
β (F(v)) dv
for all F ∈P such that ∫ |v|2Fdv = 1 = ∫ |v|2F0 dv. Let us write F1 = F(λ0). Since α ◦F1 ∈
W 1,1(RN) (see Proposition 4.1), it follows that∫
RN
∂ (α ◦F1)
∂vi
dv= 0, i= 1, ...,N.
Integrating the Euler-Lagrange equation for the unconstrained problem with a potential λ0|v|2
componentwise, the last identity implies
(2λh+1)
∫
RN
viF1(v) dv−
∫
RN
∂ψ
∂vi
(v)F1(v) dv= 0,
which gives the desired result, as ∇ψ!F1 = F0:∫
RN
∂ψ
∂vi
F1(v) dv=
∫
RN
viF0(v) dv= 0.
!
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4.10. Existence of Minimizers
Summary
We studied a constrained minimization problem on the 2 - Wasserstein space that arose in the
study of the kinetic Fokker-Planck equation [18], [19], which is an important example of evolutive
equations whose solutions dissipate along certain Lyapunov functionals, yet at the same time con-
serve other quantities. By using other entropy functionals (such as porous-media type entropies),
we discovered that approximative solutions to the constrained JKO-scheme introduced in [18] in
the limit tend to solutions of nonlinearly diffusive and nonlocally advective equations. The main
difficulty, namely, showing existence of an optimizer in each step of the constrained JKO-scheme,
was solved with arguments of [66] and [67], which enable the use Lagrange multipliers greatly
simplifying the existence proof via duality of [18].
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Model Equations in Fluid Dynamics:
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Chapter 5.
Introduction [21, 22, 23]
5.1. Introduction
If a solution to an evolution equation with smooth initial data loses its regularity at a finite instant
T ∗, then the solution is said to blow up in finite time. Otherwise, we say that it exists globally
in time (thereby including the possibility of blow-up in infinite time). The knowledge of global
existence of finite-time singularities of solutions to evolution equations is of utmost importance for
many applications in modern technologies and hence arouses great interest in physics and mathe-
matics. The answer to the problem of propagation of regularity of solutions to the incompressible
Navier-Stokes equations in three space dimensions is even worth quite a fortune [15]. However,
our motivation here is purely mathematical.
We shall consider the Navier-Stokes equations (ν > 0) and the Euler equations (ν = 0) for
incompressible fluids in vorticity form:
∂ω
∂ t
+(u ·∇) ω = ν∆ω, x ∈ R2 (5.1.1)
∂ω
∂ t
+(u ·∇) ω− (ω ·∇) u = ν∆ω, x ∈ R3. (5.1.2)
Here, ∆ stands for the Laplace operator, and u and ω denote the vector-valued velocity and vortic-
ity, respectively. The vorticity is the rotation (or curl) of the velocity (ω = rot u). Our assumption
that the fluid be incompressible guarantees that the velocity u can be recovered from the vorticity
ω by means of the Biot-Savart law
u(t,x) = KN ∗xω(t,x) =
∫
RN
KN(x− y) ω(t,y) dy, N = 2,3, (5.1.3)
where
K2(x) =
1
2pi
(
− x2|x2| ,
x1
|x1|
)T
K3(x) h =
1
4pi
x×h
|x|3 , h ∈ R
3.
The superscript (., .)T denotes transposition of a vector, and we remark that K3 is a 3× 3 matrix
kernel.
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Two-dimensional Euler and Navier-Stokes flows are known to lack spontaneous singularities,
while the corresponding problem in three space dimensions is, as mentioned above, still wide open.
Why is this so? The following intuitive explanation is standard: The stretching term (ω ·∇) u
appearing in the three-dimensional vorticity formulation is absent in the two-dimensional one. On
the other hand, the convection term (u ·∇) ω does not amplify the magnitude of ω , in the sense
that ∫
R2
ω (u ·∇) ω dx= 0.
Since in the inviscid case (ν = 0), finite-time blow-up of the velocity u occurs if and only if the
vorticity ω explodes in the sense of Beale, Kato, and Majda [2]:
lim
t↗T ∗
∫ t
0
‖ω(s, .)‖L∞ ds= ∞,
we could therefore conclude that only the stretching term is responsible for finite-time singularities
(if they happen). While the convection term is mostly regarded as a neutral player, the above
reasoning actually does not imply that it plays absolutely no role in blow-up phenomena. In fact,
this research work shall collect examples that favor the conjecture of a more active character of
the convection term.
64
Chapter 6.
The generalized Proudman-Johnson Equation
6.1. The generalized Proudman-Johnson Equation.
6.1.1. Derivation and Links to other PDEs.
We regard the two-dimensional Navier-Stokes equations:
ut +(u ·∇) u = ν∆u−∇p
div u = 0.
Here, ν is the kinematic viscosity, p is the pressure, and we assume that the velocity vector u is
given by u = (u,v) = (ψy,−ψx), where ψ is a scalar-valued function called the stream function.
We shall consider the Navier-Stokes equations in α < x < β , −∞ < y < +∞. Then, we separate
the space variables
ψ(t,x,y) = y f (t,x),
plug this ansatz into the Navier-Stokes equations, and obtain the generalized Proudman-Johnson
Equation [25], [22]:
ftxx+ f fxxx−a fx fxx = ν fxxxx (6.1.1)
f (0,x) = f0(x). (6.1.2)
(For the original Proudman-Johnson equation [26], a= 1.) By ν we again denote the viscosity. x
is contained in an interval [α,β ]. a ∈ R is an artificial parameter:
• If dealt with in Rm, m≥ 2, setting a=−m−3m−1 , one gets a model equation for the self-similar
axisymmetric Navier-Stokes flow in Rm.
• If a=−2 and ν = 0, then we have the Hunter-Saxton equation
ftx+ f fxx+
1
2
f 2x = 0
which has the pleasant property of conserving the H1-norm of solutions.
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• Finally, if a=−3, we obtain nothing but the Burgers equation: Simply differentiate
ft + f fx = ν fxx
twice. If ν = 0, we can already conclude from familiar results that there has to be a break-
down of regularity (see the introduction to conservation laws, shockwaves etc. in [14]).
The last remark already points into a direction of high interest: For which values of the parameter
a do solutions exist globally, and for which values can there be catastrophic amplification (finite-
time singularities) of f (t,x)?
Before further proceeding with partial answers to this question, let us more closely analyze
(6.1.1). It has three important terms: namely, the dissipation term ν fxxxx, the convection term
f fxxx, and the stretching term fx fxx (strictly speaking, fx should be positive for the term to be
thus called, but we will christen in stretching term nevertheless). Recalling the discussion from
the introduction, we have hence arrived at an analogue of three-dimensional vortex dynamics of
incompressible fluid motion. What makes the equation (6.1.1) especially useful for our purposes
is the scalar factor a in front of the stretching term: It will tell us how much stretching a solution
can endure in order to exist globally, or how much it takes for the solution to blow up in finite
time.
6.1.2. Local Existence of the generalized Proudman-Johnson Equation.
Local-in-time existence of solutions to the generalized Proudman-Johnson Equation was shown in
[25].
Let us consider the generalized Proudman-Johson equation with periodic boundary conditions
and an initial datum that satisfies
fxx(0,x) ∈ L2(0,1)/R. (6.1.3)
Lp(α,β )/R (p≥ 1) shall denote the space{
f ∈ Lp(α,β ) :
∫ β
α
f (x) dx= 0
}
.
Then the following theorem holds true [25]:
Theorem 6.1. For any fxx(0) ∈ L2(0,1)/R, there exists a T > 0 and a solution of{
ftxx+ f fxxx = a fx fxx x ∈ (0,1), t > 0
fxx(0) ∈ L2(0,1)/R
satisfying periodic boundary conditions, and unique in the class
fxx ∈ C ([0,T ],L2(0,1)/R)∩C 1w([0,T ],H−1(0,1)/R), (6.1.4)
w denoting weak continuity.
Remark 6.1. The theorem is proved in [25] using a result on semi-groups by [18]. Uniqueness,
not being a consequence of this theorem, is shown directly by a standard argument.
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6.1.3. A Priori Estimates
First, we define φ(t) :=
∫ 1
0 fx(t,x)
2 dx. Then, the two a priori estimates
φ ′(t) = (a+2)
∫ 1
0
fx(t,x)3 dx (6.1.5)
d
dt
∫ 1
0
fx(t,x)3 dx =
5+3a
2
∫ 1
0
fx(t,x)4 dx− 3(3+a)2 φ(t)
2. (6.1.6)
hold.
The first inequality is obtained from (6.1.1) by multiplication with f and subsequent integration
in space:
∫ 1
0
f fxxt dx+
∫ 1
0
f 2 fxxx dx = a
∫ 1
0
f fx fxx dx
−
∫ 1
0
fx fxt dx = (a+2)
∫ 1
0
f fx fxx dx
d
dt
∫ 1
0
fx(t,x)2 dx = (a+2)
∫ 1
0
fx(t,x)3 dx.
In order to show the second inequality, let us integrate (6.1.1) once:
ftx+ f fxx =
a+1
2
f 2x − γ(t),
where γ(t) = a+3
2
φ(t), and proceed as follows:
d
dt
∫ 1
0
fx(t,x)3 dx= 3
∫ 1
0
f 2x
(
a+1
2
f 2x − f fxx−
a+3
2
∫ 1
0
f 2y dy
)
dx
=
3a+3
2
∫ 1
0
f 4x dx−3
∫ 1
0
f 2x f fxx dx−
3(a+3)
2
(∫ 1
0
f 2x dx
)2
=
3a+3
2
∫ 1
0
f 4x dx+
∫ 1
0
f 4x dx−
3(a+3)
2
φ(t)2
=
5+3a
2
∫ 1
0
fx(t,x)4 dx− 3(a+3)2 φ(t)
2.
6.1.4. Finite-Time Singularities.
We cite a theorem from [25].
Theorem 6.2. Suppose that a ∈ (−∞,−2) and that∫ 1
0
fx(0,x)3 dx< 0.
Then the solution to (6.1.1) blows up in finite time in the sense that ‖ fx(t, .)‖2 ↗ ∞ as t tends to
T ∗ < ∞.
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A proof of this theorem is given in [25]. As a lemma, the authors use a differential inequality
of the form φ ′′(t)≥ bφ 2(t) with positive b, implying blow-up of the functional φ . We give here a
shorter proof of such an estimate with a better blow-up constant, using Jensen’s inequality.
Lemma 6.1. Let φ(t) =
∫ 1
0 f
2
x (t,x) dx and assume that a<−2. Then
φ ′′(t)≥−2(a+2) φ 2(t). (6.1.7)
Proof.
Using Jensen’s inequality
∫ 1
0 fx(t,x)
4 dx≥ φ(t)2 and the a priori estimate (6.1.5), we obtain
φ ′′(t) = (a+2)
[
5+3a
2
∫ 1
0
fx(t,x)4 dx− 3(a+3)2 φ(t)
2
]
≥ (a+2)
[
5+3a−9−3a
2
]
φ(t)2
= −2(a+2) φ(t)2.
In order that Jensen’s inequality hold in the desired direction, we required (5+ 3a)(a+ 2) > 0.
However, this works anyway since we assumed a<−2. As b=−2(a+2) is strictly positive, we
have the desired inequality for φ(t). !
6.1.5. A Lemma by Constantin and Escher.
The following lemma [6] helps simplifying the proof of finite-time explosion given in [22] if
−5< a<−1.
Lemma 6.2. Let T > 0 and v ∈ C 1([0,T ];H2(R)). Then, for every t ∈ [0,T ), there exists at least
one point ξ (t) ∈ R with
m(t) := inf
x∈R
[vx(t,x)] = vx(t,ξ (t)),
and the function m is almost everywhere differentiable on (0,T ) with
m′(t) = vtx(t,ξ (t)) a.e. on (0,T ).
Remark 6.2. In [6], the authors use this abstract lemma to show wave-breaking (blow-up of
the slope) of solutions to Whitham-type and Camassa-Holm equations from shallow water wave
theory. Interestingly, [34] uses the same technique for demonstrating that smooth solutions to the
Hunter-Saxton equation (a = −2) exist locally and break down in finite time. For his proof, the
author uses the fact that the Hunter-Saxton equation conserves the energy:
‖ fx(t, .)‖L2(0,1)/R = ‖ fx(0, .)‖L2(0,1)/R.
However, this property is not necessary for our purposes, as we shall see in the next subsection.
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6.1.6. A Simple Blow-up Proof
1
Theorem 6.3. Assume that f (0,x) ∈ Hr(0,1)/R, r ≥ 3, and that fxx(0) is not a constant. Then
the corresponding solution to the generalized Proudman-Johnson equation in the range of a ∈
[−3,−1) blows up in finite time.
We use the Lemma setting
m(t) := inf
x∈(0,1)
fx(t,x) = fx(t,ξ (t))
(therefore, fxx(t,ξ (t)) = 0). The maximal time of existence will be denoted by T ∗ (we have to
show that T ∗ < ∞). Without loss of generality, let us assume that m(0)< 0.
m′(t) =
a+1
2
m2(t)− a+3
2
∫
fx(t,x)2 dx
≤ a+1
2
m2(t)≤−C(a)m2(t)< 0,
whereC(a) =−a+1
2
. It follows that m(t)< m(0) for all t ∈ (0,T ∗). Now we easily see that
d
dt
1
m(t)
= − 1
m2
m′(t)
≥ C(a) a.e. on (0,T ∗).
Integrating this inequality in time gives
0>
1
m(t)
≥ 1
m(0)
+ t C(a), 0≤ t < T ∗, (6.1.8)
so that m(t) explodes as t approaches T ∗ =− 1C(a) m(0) . !
Proposition 6.1. Under the assumptions of Theorem 6.3, supx∈(0,1) fx(t,x) decreases strictly in
time.
Proof.
Since the Constantin-Escher – Lemma works for suprema as well, setting
M(t) := sup
x∈(0,1)
fx(t,x)
we obtain
M′(t) =
a+1
2
M2(t)− a+3
2
∫
fx(t,x)2 dx< 0.
This implies thatM(t) is a strictly decaying function. !
1The author thanks Adrian Constantin for inspiring discussions on his blow-up technique and for the reference [34].
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6.1.7. Another Proof of Blow-up.
While Okamoto [22] demonstrates blow-up of solutions to the generalized Proudman-Johnson
equation in the L2 - norm with −∞< a<−3 if the initial datum satisfies ∫ 10 fx(0,x)3 dx < 0 (see
Theorem 6.2), we give here another proof of blow-up for a in the range (−5,−3], with a different
assumption.
Theorem 6.4. We make the assumptions of Theorem 6.3, and additionally require that the sum
M(0)+m(0) be strictly negative. Then for a ∈ (−5,−3], solutions to the corresponding general-
ized Proudman-Johnson equation become unbounded in finite time.
Proof.
Observe that
∫ 1
0 fx(t,x)
2 dx≤M(t)2+m(t)2. Now we can compute
M ′(t) =
a+1
2
(M(t)2+m(t)2)− (a+3)
∫ 1
0
fx(t,x)2 dx
≤ (a+1)− (2a+6)
2
(M(t)2+m(t)2)
≤ −a+5
2
M (t)2
implying
1
M (t)
− 1
M (0)
≥ a+5
2
t.
This shows that
0>
1
M (t)
− a+5
2
t ≥ 1
M (0)
∀ 0≤ t ≤ T ∗,
from which we conclude that the maximal time of existence T ∗ of the solution must be finite. !
Remark 6.3. We have seen that the Constantin-Escher – Lemma [6] provides us with a powerful
tool for showing finite-time blow-up if a ∈ (−5,−1), thus reducing the proofs of Okamoto [22].
It goes without saying, though, that Okamoto’s proofs apply to wider ranges of the parameter a.
Also note the analogy with the result of [6] about Whitham-type equations: also in our case, a
"sufficiently asymmetric profile" yields a spontaneous singularity of the slope.
Remark 6.4. In the next section, we shall see that the Constantin-Escher – Lemma [6] can also
be employed for the proof of global existence if a=−1.
6.1.8. Alternative Proof of Global Existence.
Theorem 6.5. Assume that f (0,x) ∈H2(0,1)/R, and that fxx(0) is not a constant. Then the solu-
tion to the generalized Proudman-Johnson equation with a=−1 exists globally in H2(0,1)/R.
Proof.
Let M(t) and m(t) be as in the previous proposition and theorem, respectively. This yields the
ordinary differential equations
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M′(t) = −
∫ 1
0
fx(t,x)2 dx< 0
m′(t) = −
∫ 1
0
fx(t,x)2 dx
implying (M−m)′(t) = 0, so that
M(t)−m(t) =M(0)−m(0).
Combining this with the fact thatM(t) decays (but is bounded from below by zero, as
∫ 1
0 fx dx= 0),
we conclude thatm(t) stays bounded as well, whence ‖ fx(t, .)‖∞ cannot blow up. But we can show
more. Using the a priori identity
d
dt
∫ 1
0
fxx(t,x)2 dx= (2a+1)
∫ 1
0
fx fxx(t,x)2 dx, (6.1.9)
we infer by Gronwall’s Lemma that ‖ f (t, .)‖H1 grows at most exponentially, which entails global
existence. The only thing remaining now is the proof of (6.1.9). But this is straightforward using
partial integration:
d
dt
∫ 1
0
fxx(t,x)2 dx = 2
∫ 1
0
fxx fxxt dx
= 2a
∫ 1
0
fx f 2xx dx−2
∫ 1
0
f fxx fxxx dx
= (2a+1)
∫ 1
0
fx fxx(t,x)2 dx.
!
Remark 6.5. Okamoto [22] proves global existence of solutions to the generalized Proudman-
Johnson equation in the case −1≤ a< 0 using a convexity argument.
6.1.9. Further Results, Open Problems
Since a, as a multiplier, regulates the impact of the stretching term on the blow-up behavior of
the corresponding solutions, we might expect that for small a (in the sense that, e.g., |a|6C for
a given constant C), there is actually global existence. The subsequent theorem [22] verifies this
expectation.
Theorem 6.6. [22] The following statements hold true:
• Suppose that −1 ≤ a < 0 and that fxx(0) ∈ L− 1a (0,1)/R. Then the solution exists globally
in time.
• Now assume that 0 ≤ a < 1. If fxxx(0) ∈ L 11−a (0,1)/R, then there is a solution existing for
all times.
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• If a=+∞, then there is blow-up if and only if the Lebesgue measure
|{x ∈ [0,1] : f (0,x) = max
{0≤y≤1}
f (0,y)}|≤ 1/2.
Remark 6.6. The proof of the first two results is straightforward using a priori estimates of certain
power-functions of solutions, while the last result (corresponding to the case of just stretching
without any convection) is an application of a theorem in [4].
Remark 6.7. As for the case a ≥ 1, the boundary a∗ between equations with solutions existing
globally and those with spontaneous singularities has not yet been determined (but a∗ must be
in [1,∞)). [22] constructs a family of blow-up solutions in the case a = 1; a general criterion
is however still unknown. A possible track towards solving this problem could be, again, the
Constantin-Escher technique [6]. Define
m(t) = inf
x∈(0,1)
fx(t,x) dx
M(t) = sup
x∈(0,1)
fx(t,x) dx,
Then, the Proudman-Johnson equation tells us that m(t), M(t) follow the trajectories
m′(t) = m21(t)−2 φ(t)
M′(t) = m22(t)−2 φ(t),
where, as above, φ(t) :=
∫ 1
0 fx(t,x)
2 dx. We also observe that for a≥−2
3φ(t) m1(t)≤ φ ′(t)≤ 3φ(t) m2(t).
So far, however, several attempts using these differential (in)equalities have not been success-
ful. The author suspects that this might be due to the qualitiatively different nature of blow-up
(observed numerically in [22]) if a < −1 and if a ≥ 1: In the first case, solutions explode at a
single sharp spike, while in the latter case, they do so on broad fronts (the phenomenon of which
Okamoto calls "everywhere blow-up").
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1 2
7.1. The generalized Constantin-Lax-Majda Equation
Also in this section, the subsequent outstanding unsolved problem shall be the main topic:
"Are there smooth solutions with finite energy of the three-dimensional Euler equa-
tions that develop singularities in finite time? More precisely, are there smooth initial
data in the Sobolev space Hs, s ≥ 3, in all of space or in the periodic setting so that
the maximal interval of smooth existence, [0,T ∗), is finite, i.e., T ∗ < ∞?" [21]
Here, we call [0,T ∗) themaximal interval of smooth existence for solutions u to the Euler equations
in three space dimensions with smooth initial data having finite energy if and only if the vorticity
ω = rot u increases so rapidly that∫ T
0
‖ω(s, .)‖∞→ ∞ as T → T ∗.
7.1.1. Derivation of the CLM Equation
Using the Biot-Savart law (5.1.3) and the vorticity formulation of the Euler equations in three
space dimensions (5.1.2), one gets that the vorticity satisfies the equation
Dω
Dt
=D(ω) ω, (7.1.1)
where D(ω) is the symmetric, traceless, 3×3 deformation or rate-of-strain matrix given by
D = (Di j) =
[
1
2
(
∂vi
∂x j
+
∂v j
∂xi
)]
.
Furthermore, the convective derivative
D
Dt
is defined by
1The content of this chapter is joint work with Hisashi Okamoto; Subsections 7.2.2, 7.2.5, 7.2.8 are contained in the
publication [24].
2Acknowledgment: This work was supported by a research scholarship awarded by the Japanese Ministry of Educa-
tion, Culture, Sports, Science and Technology (Monbukagakusho) during the author’s stay at the Research Institute
for Mathematical Sciences (RIMS) at Kyoto University.
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D
Dt
=
∂
∂ t
+(u ·∇).
P. Constantin, F. Lax, and A. Majda [7] observed that the operator ω 0→ D(ω), a linear singular
integral operator given by a convolution of ω with a kernel homogeneous of degree −3 and with
vanishing mean value on the unit sphere, has exactly one one-dimensional analogue: the Hilbert
transform. It is given by
Hω(x) = 1
pi
∫
R
ω(y)
x− y dy for functions defined on the real line R
Hω(x) = 1
2pi
∫ pi
−pi
ω(x) cot
(
x− y
2
)
dy for periodic functions.
Replacing the convective derivative
D
Dt
by simply the time derivative
∂
∂ t
, we obtain a one-dimensional
analogue of (7.1.1) [7]:
∂ω
∂ t
= Hω ω (7.1.2)
ω(x,0) = ω0(x). (7.1.3)
The velocity u is recovered from ω by
u(t,x) =
∫ x
−∞
ω(t,y) dy.
It can be shown that (7.1.2), (7.1.3) is well-posed in H1(R). Even better, this equation (called
CLM equation henceforth) is explicitly solvable:
Theorem 7.1. [21] Supposed that ω0 ∈ H1(R). Then the solution to (7.1.2), (7.1.3) is given by
ω(t,x) = 4ω0(x)
(2− tHω0(x))+ t2ω20 (x)
. (7.1.4)
Now the following corollary is immediate:
Corollary 7.1. [21] The smooth solution to (7.1.2), (7.1.3) blows up in finite time if and only if
the set
Z = {x|ω0(x) = 0 and Hω0(x)> 0} 7= /0. (7.1.5)
In this case, the blow-up time is given explicitly by
T ∗ =
2
sup{(Hω0)+(x)|ω0(x) = 0} .
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7.1.2. Shortcomings of the CLM Equation
The article [7] was published in 1985. Soon after, Schochet [31] showed the limits of the CLM
equation:
In an attempt to extend the CLM equation by adding a viscosity term (to obtain an analogue of the
Navier-Stokes equations), the equation
∂ω
∂ t
= Hω ω+νωxx (7.1.6)
was explicitly solved - which, however, also revealed that viscosity can, in some cases, shorten
the maximal life span of solutions! Besides being somewhat paradoxical in itself, this result of
course also contradicts the fact that solutions to the three-dimensional Navier-Stokes equations are
more regular than those to the Euler equations. Moreover, the energy, confined in the absence of
viscosity, can now become unbounded. Finally, the author shows simultaneous blow-up of both
vorticityω and velocity u, which never happens for the three-dimensional Navier-Stokes equations
[30].
7.1.3. Dealing with the Shortcomings
In order to tackle with the deficits of the CLM equation, several approaches have been proposed.
Wegert and Murthy [33], proposed the introduction of a dissipative term νHωx:
ωt = ωHω−νHωx in R>0×R
ω(x,0) = ω0(x)
and proved the
Theorem 7.2. Let ω0 be a non-constant Hölder – continuous periodic function such that∫ 2pi
0
ω0(x) dx= 0
Then
• The blow-up time Tν(ω0) is a monotonously increasing function of ν .
• For each initial datum ω0 there exists a positive ν∗ such that Tν(ω0) = +∞ if ν > ν∗.
This result is of course much more satisfying and intuitive than the one for the viscous CLM
equation, since we naturally expect dissipation to protract the catastrophic amplification of the
vorticity.
7.1.4. A Generalization by Sakajo
[29] obtains similar results for more general dissipative terms:
∂ω
∂ t
= Hω ω−ν(−∆)α/2ω, x ∈ R, t > 0
ω(x,0) = ω0(x),
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where α ∈ [0,2]. The author shows that, for sufficiently large viscosity coefficients ν , solutions
exist as long as α ≥ 1, which includes the result of [33] (α = 1). (If α < 0, then there cannot be a
global solution no matter how large the viscosity coefficient.)
In the three-dimensional setting, solutions to the Navier-Stokes equations are known to remain
smooth for all times if α > 5/2, regardless of the size of ν : It is therefore still an open problem to
determine the correct dissipation term to extend the CLM equation to an appropriate analogue of
the three-dimensional Navier-Stokes equations.
Finally, the case α ∈ (0,1) seems to be unresolved as well (for α = 0, we have the blow-up
criterion for the CLM equation (7.1.5)).
7.2. The De Gregorio Vorticity model equation [12], [13]
If we formally compare the three-dimensional Euler equations in vorticity formulation (7.1.1),
Dω
Dt
=
∂ω
∂ t
+(u ·∇)ω =D(ω) ω,
with the CLM equation in one space dimension
∂ω
∂ t
= Hω ω
the striking difference is obviously the missing equivalent of the convection term, (v ·∇) ω , in the
second display. De Gregorio [12] argues that the pathologies of the viscous CLM equation [31]
are rooted exactly in this omission, and hence proposes a model that retains the convection term
and redefines the velocity "field" u as the antiderivative of the Hilbert transform of the vorticity ω:
D
Dt
ω(t,x) = ∂
∂ t
ω(t,x)+ vωx(t,x) = ωvx(t,x) = ωHω
vx(t,x) = Hω(t,x)
Remark 7.1. De Gregorio himself comments on the vorticity model equations as follows:
"A surprising result was that the initial conditions that gave rise to exploding solutions
in the model [7] now give, in the modified model [12], stationary solutions, showing a
drastic change in the output due to apparently minor modifications of the model itself.
So the beautiful and simple model of Constantin et. al. lost most part of its interest."
[13]
Much of our work, in particular the generalized CLM equation to be presented below, is concerned
with precisely this conundrum of what actually happens when there is convection. As we shall see
in the next subsection, if the convection term is subtracted (instead of added, as in the De Gregorio
equation), there is also blow-up in finite time [10], [11].
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7.2.1. The Quasigeostrophic Equations
[10], [11], [21]
The Quasigeostrophic equations model the dynamics of a mixture of hot and cold air and the
fronts between them:

θt +(u ·∇) θ = 0
u= ∇⊥ ψ, θ =−(−∆)1/2 ψ
θ(x,0) = θ0(x),
(7.2.1)
where ψ is the stream function, θ represents the potential temperature, and u the velocity. This
is a set of nonlocal quadratically nonlinear equations, also called the two-dimensional quasi-
geostrophic active scalar, with a strikingly powerful physical and mathematical analogy with the
three-dimensional Euler equations that was first described, both analytically and numerically, in
[8]. Furthermore, adding an appropriate dissipation term (−ν(−∆)1/2u) on the RHS of the equa-
tion, [27] could show a deep correspondence to the incompressible Navier-Stokes equations in
three space dimensions. Last, but certainly not least, the blow-up problems for both the 3D Euler
equations and the 2D active scalar are still wide open.
We now wish to reformulate (7.2.1) in such a way that we can get a 1D model equation (as in
the case for the CLM equation).
From (7.2.1) it follows that
u=−∇⊥(−∆)−1/2 θ =−R⊥ θ ,
where R⊥ stands for the vector orthogonal to the Riesz transform in 2D:
Rjθ(x, t) = (2pi)−1(PV )
∫
R2
(x j− y j)θ(y, t)
|x− y|3 dy, ( j = 1,2).
We therefore can rewrite the Quasigeostrophic Equation as
{
θt −∇ · [(R⊥θ)θ ] = 0
θ(x,0) = θ0(x)
since ∇ ·R⊥θ = 0.
For obtaining a one-dimensional model equation for the quasigeostrophic equations, we make
the substitutions
∇·→ ∂
∂x
and R⊥ →−H
and therefore have
θt +(θHθ)x = 0.
More generally, one can study
θt +δ (θHθ)x+(1−δ )θxHθ = 0, δ ∈ [0,1]. (7.2.2)
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Theorem 7.3. (Nonexistence of solutions to the generalized Quasigeostrophic model equation)
[3], [10], [11]
Let θ0 ∈C 1[−pi,pi] be a non-constant periodic initial datum such that
∫ pi
−pi θ0 dx= 0. Then there
is no C 1[−pi,pi]× [0,∞) solution to (7.2.2).
We finally remark that [1] established an analogy between (7.2.2) with δ = 0,
{
θt −Hθ θx = 0
θ(0,x) = θ0(x)
(7.2.3)
and the Birkhoff-Rott equations modelling the evolution of vortex sheets with surface tension [10].
7.2.2. The Generalized CLM Equation
As the attentive reader might have already noticed, there is but a small difference between the
model equations introduced so far: the presence (De Gregorio’s equation) or absence (the CLM
equation) of a convection term. Moreover, upon differentiating the quasigeostrophic model equa-
tion, we find out that we basically get De Gregorio’s equation, however with the opposite sign in
front of the convection.
There is a natural interpolation between these model equations:
Definition 7.1. Set vx(t,x) := Hω(t,x). We call the evolution
{
∂
∂ t ω(t,x) = ωvx−a ωxv
ω(0,x) = ω0(x)
(7.2.4)
the generalized Constantin-Lax-Majda equation (generalized CLM equation for short).
The following special cases are of particular interest:
a=−1: Quasigeostrophic model equation,
a= 0: CLM equation,
a= 1: De Gregorio equation,
especially if we observe that in the first two cases, there are blow-up solutions [10], [11] (for the
CLM equation, most solutions do so [7]); however, in the third case, we expect global existence in
time. In fact, there is strong numerical evidence supporting this conjecture in [24] to be discussed
in Subsection 7.2.8.
7.2.3. Local Existence in Time
We first cite a theorem by Kato and Lai [18] from which we can later deduce local existence of
solutions to the generalized CLM equation.
Theorem 7.4. [18], [24] Suppose that there exists a continuous, nondegenerate bilinear form on
V ×X, denoted by 〈., .〉, such that
〈v,u〉= (v,u)W (v ∈V,u ∈W ),
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where (., .)W denotes the inner product of W. Let A be a sequentially weakly continuous mapping
fromW into X such that
〈v,A(v)〉 ≥ −γ(‖v‖2W ) for v ∈V, (7.2.5)
where γ(r) ≥ 0 is a monotone increasing function of r ≥ 0. Then for any u0 ∈W there exists a
T > 0 and a solution of the abstract evolution equation{
ut +A(u) = 0
u(0) = 0
(7.2.6)
in the class
Cw([0,T ],W )∩C1w([0,T ],X).
Here, .w indicates weak continuity. Finally, sup
(0,T )
‖u(t)‖W depends solely on T, γ , and ‖u0‖W .
Remark 7.2. This theorem contains only an existence result. However, uniqueness of solutions
of the generalized CLM equation can be demonstrated directly.
For an application of the Kato-Lai theorem, we first define
L2(S1)/R=
{
f ∈ L2(−pi,pi)
∣∣∣∣ ∫ pi−pi f (x) dx= 0
}
Hs(S1)/R=
=
{
f
∣∣∣∣∣ f = ∞∑n=1(an cosnx+bn sinnx),
∞
∑
n=1
(a2n+b
2
n)n
2s < ∞
}
.
Next, we setV =H2(S1)/R,W =H1(S2)/R, and X = L2(S1)/R. Then we can check the condition
(7.2.5) for the generalized CLM equation:
Theorem 7.5. [24] For all ω0 ∈ H1(S1)/R, there exists a Ta depending only on the parameter a
and ‖ω0,x‖ such that there is a unique
ω ∈ C 0([0,Ta];H1(S1)/R)∩C 1([0,Ta];L2(S1)/R)
with ω(0) = ω0.
Proof. Since we will use similar arguments for the proof of a small data result later, we omit the
proof here. !
7.2.4. A Priori Estimates
Proposition 7.1. Letω be a solution to the generalized CLM equation (7.2.4) withω0 ∈ L2(S1)/R.
Then for all times t > 0,
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‖ω(t, .)‖2L2 ≤ ‖ω0(.)‖2L2 exp
2+ |a|
2
C
t∫
0
‖Hω(s, .)‖BMO ds
 (7.2.7)
with a positive constant C independent of ω .
(For definitions of BMO and the Hardy space, please refer to the appendix.)
Proof. The crucial ingredients for the proof (see the Appendix) are the duality between BMO
andH 1, as well as the following estimate given in [9] which follows from commutator estimates
in [5]
‖ fH f‖H 1 ≤C‖ f‖2L2 , (7.2.8)
true for any f ∈ L2 (for a constantC independent of f ).
1
2
d
dt
‖ω(t)‖2L2 =
∫
ω2Hω dx−a
∫
ωωxv dx
=
2+a
2
∫
ω (ωHω) dx≤ 2+ |a|
2
‖ω(t)‖BMO‖ω(t)Hω(t)‖H 1
≤ 2+ |a|
2
C‖ω(t)‖BMO‖ω(t)‖2L2 .
Employing Gronwall’s inequality, we have the result. !
Remark 7.3. This proposition beautifully exemplifies the analogy to results of [19], [20] for the
two- and three-dimensional Euler and Navier-Stokes equations using the BMO - norm.
Next, we consider an a priori estimate for ‖ω(t, .)‖H1 in the case a= 2.
Proposition 7.2. Consider the generalized CLM equation with a= 2:
ωt = ω Hω−2ωx v,
with ω0 ∈ H1(S1)/R. Then
‖ω(t, .)‖2H1 ≤ ‖ω(0, .)‖2H1 exp
2C t∫
0
‖ω(s)‖BMO ds
 (7.2.9)
with a positive constant C independent of ωx.
Proof.
First set Λα = (−∆) α2 . Then, using the isometries ‖ωx‖L2 = ‖Hωx‖L2 = ‖Λω‖L2 , we perform the
following computation.
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d
dt
1
2
pi∫
−pi
|ωx(t)|2 dx =
∫
Λω Λ(ω Hω) dx−2
∫
Λω Λ(ωx v) dx
= −
∫
ωxxω Hω dx+2
∫
ωxxωx v dx
=
∫
ω2x Hω dx+
∫
ωωx Hωx dx−
∫
ω2x Hω dx
≤ C‖ω(t)‖BMO ‖ωx(t)‖22.
Again, we employed theH 1 - BMO duality and the estimate (7.2.8). An application of Grönwall’s
inequality therefore gives the desired estimate. !
Remark 7.4. The merit of this a priori estimate lies in the generality of the bound: It would
be sufficient that ω(t,x) remain bounded just in (the much larger space) BMO to guarantee its
boundedness in the Sobolev space H1.
7.2.5. A Beale-Kato-Majda Criterion
Analogously to the Beale-Kato-Majda criterion for the 3D Vorticity equation [2], we find that the
subsequent theorem holds true.
Theorem 7.6. Suppose that ω0 ∈ H1(S1)/R, that the solution exists in [0,T ), and that∫ T
0
‖Hω(t)‖∞ dt < ∞. (7.2.10)
Then the solution exists in 0≤ t ≤ T +δ with some δ > 0.
Proof. Differentiating in x yields
ωxt = ωHωx+(1−a) ωxHω−a ωxxv,
so that
1
2
d
dt
||ω(., t)||2H1 =
∫
ωωxHωx dx+(1−a)
∫
ω2x Hω dx−a
∫
ωxωxxv dx
=
∫
HωH(ωxHωx) dx+(1−a)
∫
ω2x Hω dx+
a
2
∫
ω2x Hω dx
=
1
2
∫
Hω(Hω2x −ω2x ) dx+
(
1− a
2
)∫
ω2x Hω dx
≤ 2+ |a|
2
||Hω||∞ ||ω||2H1 .
The following identity, together with the fact that the Hilbert transform is an isometry in L2, has
been used ∫
H (ωHω) dx= 1
2
[∫
(Hω)2−ω2 dx
]
.
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Gronwall’s Lemma therefore yields
||ω(t, .)||2H1 ≤ ||ω(0, .)||2H1 exp
(
(2+ |a|)
∫ t
0
||Hω(s, .)||∞ ds
)
,
from which our analogue of the Beale-Kato-Majda criterion (7.2.10) follows.
!
Remark 7.5. As we have seen in Proposition 7.2, for a= 2 the above continuation criterion holds
even if only
∫ T
0 ‖Hω(t, .)‖BMO dt is finite.
7.2.6. The viscous generalized CLM equation
In this subsection, we will study the generalized CLM equation with a viscous term:
{
ωt(x, t) = ωHω−aωxHθ −νΛβω
ω(x,0) = ω0(x).
(7.2.11)
Recall that A˜ := ν (−∆)β/2 is the infinitesimal generator of a C0-group on L2 [29]. We choose
β ≥ 1.
Theorem 7.7. Let a ∈R be given. For all ω0 ∈H1(S1)/R=D(A˜)/R, there is a T > 0 dependent
only on a and ‖ω0,x‖L2 such that there exists a unique solution ω in the class
C0([0,T ];H1(S1)/R)∩C1([0,T ];L2(S1)/R) with ω(x,0) = ω0(x).
Proof. This theorem is a corollary of Theorem 3.1 in [24] which itself is an application of a
theorem given in [18].
We define
Aν(ω) := avωx− vxω+νΛβω
and observe that A0(ω) = avωx− vxω equals A(ω) in [24]. We denote the H1 inner product by
〈., .〉.
Let us show first that
〈ω,A0(ω)〉 ≥ γ(‖ω‖2H1)
for a monotonously increasing function γ(.). Now
ω ∈W := H1(S1)/R⇒ v ∈V := H2(S1)/R
Therefore, Sobolev’s inequality implies that
‖A(ω)‖ ≤ |a|‖v‖∞‖ωx‖+‖Hω‖‖ω‖∞
≤ c0|a|‖vx‖‖ωx‖+ c0‖ω‖‖ωx‖
= c0(|a|+1)‖ω‖‖ωx‖.
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Similarly, we have
‖A(ω)−A(ζ )‖ ≤C(1+ |a|)(‖ωx‖+‖ζx‖)‖ωx−ζx‖.
This shows that A :W → X is strongly continuous (so that we may discard the .w subscripts from
the original Kato-Lai theorem [18]). We then consider
〈ω,A(ω)〉 = (ωx,A(ωx))
=
(a
2
−1
)∫ pi
−pi
vx(t,x)ωx(t,x)2 dx−
∫ pi
−pi
ωωxHωx dx.
Using the bound
‖ f‖∞ ≤ c0‖ fx‖ ( f ∈ H1(S1)/R),
where c0 = pi√6 , we arrive at the estimate
|〈ω,A(ω)〉|≤C(1+ |a|)‖ωx‖3 (7.2.12)
with an absolute constant C. Therefore the Kato-Lai condition (7.2.5) is satisfied with γ(r) =
C(1+ |a|)r 32 , which shows that solutions exist locally for the operator A0.
For the remaining viscosity term νΛβωx, we compute
ν〈Λβωx,ωx〉 = ν‖Λ1+
β
2ω‖22 ≥ 0
≥ −c‖ωx‖22
Hence the Kato-Lai condition is still fulfilled for Aν . This completes the proof of local existence
of solutions to (7.2.11).
For showing uniqueness, we observe that
ωt −ζt = −av(ω−ζ )x−a(v−u)ζx−νΛβ (ω−ζ )
+vx(ω−ζ )+(v−u)xζ ,
where vx = Hω and ux = Hζ , such that we have the estimate
d
dt
1
2
‖ω(t)−ζ (t)‖22 =
2+a
2
pi∫
−pi
vx(t)(ω(t)−ζ (t))2 dx−ν‖Λ
β
2 (ω−ζ )‖22
+
pi∫
−pi
ζ (v−u)(ω−ζ )−aζx(v−u)(ω−ζ )
≤ C(1+ |a|)M‖ω(t)−ζ (t)‖22,
with M :=max0≤t≤T (‖ωx(t)‖2+‖ζx(t)‖2), which implies uniqueness of (7.2.11). !
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7.2.7. A Small Data Result
The case a=−2 allows for a small data result:
Proposition 7.3. Let a=−2 in the generalized viscous CLM equation. Assume that
‖ω0(.)‖2 ≤ νC , (7.2.13)
for a positive constant C, and that ∥∥∥Λ 12ω0(.)∥∥∥
2
< ∞. (7.2.14)
Then, the corresponding solution exists for all times.
Proof. First, let us mention that the L2 - norm of solutions is conserved (cf. the Miscellaneous
Results below).
1
2
d
dt
∥∥∥Λ 12ω(t, .)∥∥∥2
L2
=
∫
ΛωωHω dx+2
∫
ΛωωxHθ dx−ν‖Λω(t)‖22
≤ c1‖ω(t, .)‖2‖ωx(t)‖22+‖Hθ(t, .)‖BMO‖ωx(t)‖22
−ν‖Λω(t, .)‖22
≤ (C‖ω(t, .)‖2−ν)‖ωx(t, .)‖22
= (C‖ω(0, .)‖2−ν)‖ωx(t, .)‖22
≤ 0
where the positive constants c1,C are independent of ω or its derivatives; the non-positivity of this
evolution is a consequence of the smallness assumption on ω0 (7.2.13). Hence we conclude
∥∥∥Λ 12ω(t)∥∥∥2
2
≤
∥∥∥Λ 12ω0(.)∥∥∥2
2
⇒
t∫
0
‖ωx(s)‖22 ds ≤ c2
∥∥∥Λ 12ω0(.)∥∥∥2
2
< ∞,
for positive c2, thus verifying the Beale-Kato-Majda type criterion (7.2.10), since
‖Hω‖∞ ≤ c‖ωx‖2.
!
7.2.8. Numerical Results
There is strong numerical evidence for global-in-time existence for the De Gregorio equation
ωt = ωvx−ωxv, vx = Hω
ω(0,x) = ω0(x),
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Figure 7.1.: The solution of the De Gregorio equation with initial datumω(0,x)= sinx+0.1sin2x.
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Figure 7.2.: Evolutions of ωx(t,x) for initial data ω(0,x) = sinmx+0.1sinnx.
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equipped with periodic boundary conditions, presented in Okamoto et. al. [24]. The authors use
a version of the pseudo-spectral method introduced in [30], with some modifications for a more
accurate study of the seemingly singular behavior of ωxx. (It can actually be shown analytically
[24] that the solution does not lose its H2-regularity as ω approaches its maximal existence time
T ∗.) What is of special interest in Figure 7.1 is the fact that there seems to be a maximum princi-
ple not only for Hω (implying ‖Hω(t, .)‖∞ ≤ c‖Hω0(.)‖∞ for all times t), which would already
guarantee global existence due to condition (7.2.10); even better, there appears to be a maximum
principle for ωx as well, which is even stronger than the aforementioned condition, because
‖Hω‖∞ ≤ c0‖Hω‖H1 = c0‖ω‖H1 ≤ 2pic0‖ωx‖2∞.
Another fascinating study is done in Figure 7.2: Now, initial data with varying frequencies are
taken. Notice that Figure 7.2 (d) suggests the conservation of maxima and minima:
max
[−pi,pi]
ωx(t,x) = max
[−pi,pi]
ωx(0,x) and
min
[−pi,pi]
ωx(t,x) = min
[−pi,pi]
ωx(0,x) ∀t > 0
Here is an intuitive "explanation" for this phenomenon:
We make the ansatz ω(t,x) = ∑∞n=1ωn(t)sin(2nx). Differentiating twice in x, we have ωxx(t,x) =
−∑∞n=1ωn(t)4n2 sin(2nx). Now from the preserved oddness of ωxx, we see that those extremal
points of ωx = ∑∞n=1ωn(t)cos(2nx) which are assumed at integer multiples of pi2 are actually con-
served. This conforms with Figure 7.2 (d). Of course, this does not constitute a proof of global
existence for solutions of this special case (as a loss of regularity could still happen at non-integer
multiples of pi2 ), yet it does exclude spontaneous singularities at points of blow-up for the CLM
equation [7] or the quasigeostrophic model equation [3], [10].
7.2.9. Miscellaneous Results
Here we collect some further results on the generalized Constantin-Lax-Majda equation.
Proposition 7.4. Let a= 1. If we consider periodic boundary conditions, and if the initial datum
ω(0,x) is odd in x, then the corresponding solution stays odd in space and the value of ωx(t,x) at
the origin is preserved: ωx(t,0)≡ ωx(0,0).
Proof. By the algebraic structure of the De Gregorio equation (which is the generalized CLM
equation for a= 1), solutions originating from odd initial data must stay odd: the terms f fxxx and
fx fxx are always odd. Now if we differentiate the equation in x, we have
ωtx =−vωxx+ vxxω,
so that the RHS vanishes at x= 0 because of the oddness of ω . !
We remark next that certain norms are conserved for negative parameters a.
Lemma 7.1. If −∞< a<−1, then
‖ω(t, .)‖L−a = ‖ω(0, .)‖L−a
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Proof. The proof is straightforward:
d
dt
pi∫
−pi
|ω(t,x)|−a dx = −a
pi∫
−pi
|ω(t,x)|−a−1ωt dx
= −a
pi∫
−pi
|ω|−a−1 (ωvx−aωxv) dx
= −a
pi∫
−pi
|ω|−avx dx+a2
pi∫
−pi
|ω|−a−1ωxv dx.
= 0
!
7.3. Concluding Remarks
We studied the qualitative properties of solutions to the generalized Proudman-Johnson equation
and of the generalized Constantin-Lax-Majda equation, demonstrating the importance of balanc-
ing the stretching term and the convection term in order that solutions exist for all times.
Let us stress that we do not claim that the presence of a convection term alone prevents the
solution from becoming singular (as a counterexample, solutions to the quasigeostrophic model
equations of [10], [11] do blow up in finite time). However, if the convection term is completely
absent, as in the CLM equation, the addition of a dissipative term can lead to the unphysical
phenomena observed in [31].
For the generalized Proudman-Johnson equation, negative values of the stretching term multi-
plier (−∞< a<−1) imply finite-time singularities, while the case−1≤ a< 1 allows for eternally
bounded solutions.
Likewise, solutions to the generalized Constantin-Lax-Majda equation with a convection term
multiplier in (−∞,−1) do not develop spontaneous singularities, whereas if a ∈ {−1,0}, they oc-
cur. We additionally know that if a = 2 in the viscous case, there is global existence if smallness
of the initial datum (in a certain norm) is guaranteed.
Numerical simulations [24] stronlgy suggest global-in-time existence for solutions to the De
Gregorio equation, yet this remains to be proved analytically. Also, characterizing solutions to the
Proudman-Johnson equation per se that become singular in finite time is still an open problem.
Summing up, for parameters lying in the range [1,+∞) showing analytically global existence
of solutions to the generalized Constantin-Lax-Majda equation, and (characterizing) blow-up so-
lutions to the generalized Proudman-Johnson equation continue to be open problems.
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Appendix: Hardy Spaces and BMO
[21], [32] The Hardy spaceH 1(RN), a subspace of L1(RN), is defined as follows.
Definition 7.2. Set
(G f )(x) = sup{|φt ∗ f (x) | φ ∈F , t > 0},
where φt(x) = t−nφ(t−1x) and
F = {φ ∈ C ∞0 | φ(x) = 0 for |x|≥ 1, ‖∇φ‖L∞≤1}.
G f is called the grand maximal function of f . Then we define the Hardy space (of first order)
H 1(RN) as
H 1(RN) = { f ∈ L1(RN) | G f ∈ L1(RN)}
!
It was the deep and consequential observation of [16] that the dual ofH 1 can be identified with
the space BMO that was first introduced by [17]. We next define this space
Definition 7.3. Suppose f is defined on RN . Then it is said to be of bounded mean oscillation (on
RN), BMO, if there exists a finite constantM such that
1
|Q|
∫
Q
| f (x)− fQ| dx≤M
for every cube Q in RN , where fQ is the mean value of f over Q: fQ =
∫
Q f (x) dx.
Remark 7.6. An Example. While it is not bounded in the usual sense (L∞), ln |x| is of bounded
mean oscillation.
The importance of the space of bounded mean oscillation lies in the fact that it can substitute L∞
when it comes to working with singular integral operators (such as the Hilbert or Riesz transforms).
In particular, we have the
Lemma 7.2. [21] Let P be a singular integral operator, Then
P : L∞0
(
RN
)→ BMO,
where L∞0 (RN) denotes the set of all essentially bounded functions with compact support.
!
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Part III.
Continuous strictly increasing singular
functions
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Chapter 8.
Continuous strictly increasing singular
functions
1 2
8.1. Short historical overview
Continuous strictly increasing singular functions are not only continuous and monotonically in-
creasing, but also singular, i.e., their derivatives vanish almost everywhere. The first to study these
functions was H. Minkowski [2] in 1904; his example was termed the "question mark function"
(which was recently extended by [8]). In 1916, Sierpin´sky gave another example [7]. The most
famous continuous strictly increasing singular function is Salem’s function [6], sometimes also
called the Riesz-Nágy function (also revisited lately by [5]).
8.2. The Construction.
While the question mark function and the Riesz-Nágy function are known to be strictly monotone
singular functions, our approximation process provides us with new examples of such functions.
The geometric approximation process under consideration was introduced in [3] (with the object
of obtaining continuous nowhere differentiable functions):
We first define f0(x) = x for 0 ≤ x ≤ 1. Then we construct a sequence ( fn)n≥1 iteratively in the
following way:
fn+1(x) is linear for x ∈ [k3−(n+1),(k+1)3−(n+1)], k = 0,1, ...,3n+1−1
fn+1 is continuous throughout x ∈ [0,1]
and fn+1 is derived from fn by the prescriptions
1The content of this chapter is joint work with Hisashi Okamoto. The results were published in [4].
2Acknowledgment: This work was supported by a research scholarship awarded by the Japanese Ministry of Educa-
tion, Culture, Sports, Science and Technology (Monbukagakusho) during the author’s stay at the Research Institute
for Mathematical Sciences (RIMS) at Kyoto University.
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fn+1
(
k
3n
)
= fn
(
k
3n
)
fn+1
(
3k+1
3n+1
)
= fn
(
k
3n
)
+a
[
fn
(
k+1
3n
)
− fn
(
k
3n
)]
fn+1
(
3k+2
3n+1
)
= fn
(
k
3n
)
+(1−a)
[
fn
(
k+1
3n
)
− fn
(
k
3n
)]
fn+1
(
k+1
3n
)
= fn
(
k+1
3n
)
for k = 0,1, ...,3n−1. We then set
Fa(x) = limn→∞ fn(x).
Remark 8.1. F1/2 is the Cantor function, and F1/3 is obviously the identity. It is also immediate
that Fa is strictly increasing if 0 < a < 1/2. Moreover, (Fa)a∈[2/3,1) is a family of continuous,
nowhere differentiable functions [3].
8.3. Limiting Procedure
Theorem 8.1. Suppose that 0< a< 1/2 and that a 7= 13 . Then Fa is a continuous strictly increasing
singular function.
For a short proof of this theorem, the following theorem by Tonelli [9] will be useful. We first
recall the concept of convergence in measure.
Definition 8.1. We say that a sequence of functions (vn)∞n=1 converges in measure, which we shall
denote by µ , to a function v if and only if
lim
n→∞µ({x : |vn(x)− v(x)|> ε}) = 0
for all strictly positive numbers ε .
Theorem 8.2. [9] If the sequence of functions (un(x))∞n=1, given on the interval (a,b), converges
almost everywhere to a function u(x) and if the lengths of the curves associated with un tend to the
length of the curve of u, then
u′n(x)→ u′(x),
where convergence is in (Lebesgue) measure.
Proof. The length of the graph of fn, which is obviously increasing, is computed as
n
∑
k=0
√
3−2n+(1−2a)2n−2ka2k n!
k!(n− k)!2
k
and hence bounded by
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n
∑
k=0
[
3−n+(1−2a)n−kak
]
2k
= 3−n(1+2)n+(1−2a)n
(
1+
2a
1−2a
)n
= 3.
It therefore converges to a certain value, say, L. Let the length of the graph of Fa be denoted by L′.
By definition, L′ is the supremum of the length of polygonal curves inscribed in the graph of Fa.
Since the graph of fn is such a polygonal curve, we have L′ ≥ L. Suppose now that L′ > L. Then,
again by definition, there exists a polygonal curve whose vertices are on the graph of Fa, and its
length is greater than L. On the other hand, fn converges uniformly to Fa. Note also that all the
vertices of the graph of fn are also on the graph of fm for all m ≥ n. From these facts, one can
derive a contradiction, so that convergence of lengths is established.
Now Tonelli’s theorem tells us that
lim
n→∞µ({x : | f
′
n(x)−F ′a(x)|> ε}) = 0
for all ε > 0. Let us set G= {x : F ′a(x) 7= 0}. As convergence in measure is equivalent to∫ 1
0
| f ′n(x)−F ′a(x)|
1+ | f ′n(x)−F ′a(x)|
dx→ 0,
and since f ′n(x)→ 0 almost everywhere, we have∫
G
|F ′a(x)|
1+ |F ′a(x)|
dx= 0,
which implies that G has zero Lebesgue measure. !
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Part IV.
List of Symbols
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(X ,µ), (Y ,ν)... Polish spaces equipped with Radon measures
Π(µ,ν)... set of joint probability measures pi with marginals µ , ν on Polish spacesX , Y
Tc(µ,ν) =
∫
X ×Y c(x,y) dpi ... total transportation cost between µ and ν
Wp(µ,ν) = p
√
inf
pi∈Π(µ,ν)
∫
X ×Y |x− y|p dpi(x,y)... Wasserstein distance of order p (p≥ 1)
P(X )... set of probability measures/density functions onX
Pp(X )... set of probability measures/density functions onX with finite p-th moment
HessP2 ... Hessian with respect to the Riemannian structure ofP2
Eu,θ = {F ∈P2(RN) : 1N
∫
RN v F(v) dv= u&
∫
RN |v−u|2F(v) dv= θ}...
constraints manifold in the constrained JKO scheme
HessEu,θ ... Hessian with respect to the Riemannian structure of Eu,θ
gradWΦ(F) =−∇ ·
(
F∇ δΦδF
)
... Wasserstein gradient of the functional Φ
gradW Φ(F)... W2 - (induced Wasserstein) gradient of Φ on Eu,θ
Lp(α,β )/R= { f ∈ Lp(α,β ) :
β∫
α
f (x) dx= 0}
H f ... Hilbert transform of f
R f ... Riesz transform of f
Hs(S1)/R=
{
f
∣∣ f = ∑∞n=1(an cosnx+bn sinnx), ∑∞n=1(a2n+b2n)n2s < ∞}
H 1(RN)... Hardy space of first order
BMO= { f : ∫Q | f (x)− fQ| dx< ∞ ∀ cubes Q in RN}...
space of functions of bounded mean oscillation, dual of the Hardy spaceH 1
Λα = (−∆)α/2... fractional Laplacian to the power α
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