The problem of maximizing the p-th power of a p-norm over a halfspace-presented polytope in R d is a convex maximization problem which plays a fundamental role in computational convexity. It has been shown in [19] that this problem is NP-hard for all values p ∈ N, if the dimension d of the ambient space is part of the input. In this paper, we use the theory of parametrized complexity to analyze how heavily the hardness of norm maximization relies on the parameter d. More precisely, we show that for p = 1 the problem is fixed parameter tractable but that for all p ∈ N \ {1} norm maximization is W[1]-hard. Concerning approximation algorithms for norm maximization, we show that for fixed accuracy, there is a straightforward approximation algorithm for norm maximization in FPT running time, but there is no FPT approximation algorithm, the running time of which depends polynomially on the accuracy. As with the NP-hardness of norm maximization, the W[1]-hardness immediately carries over to various radius computation tasks in Computational Convexity.
Introduction and Preliminaries
The problem of computing geometric functionals of polytopes arises in many applications in mathematical programming, operations research, statistics, physics, chemistry or medicine (see e.g. [16] for an overview). Hence, the question how efficiently these functionals can be computed or approximated has been studied extensively, e.g. in [1, 2, 13, 15, 19] . Of particular interest is the problem of maximizing (the p-th power of) a p-norm over a polytope. Despite its simple formulation, this problem already exhibits the combinatorial properties which are responsible for hardness or tractability of the computation of many important geometric functionals. As for most computational problems on polytopes, the presentation of the input polytope is crucial for the computational complexity of norm maximization: If the input polytope is presented as the convex hull of finitely many points, norm maximization is solvable in polynomial time by the trivial algorithm of computing and comparing the norm of all these points. The situation changes dramatically when the input polytope is presented as the intersection of halfspaces. The present paper is concerned with the investigation of the parametrized complexity of this problem. For p ∈ N ∪ {∞}, a precise formulation of the norm maximization problem that we consider is as follows:
Input: d ∈ N, γ ∈ Q, rational H-presentation of a symmetric polytope P ⊆ R d Parameter: d Question:
Is max{ x p p : x ∈ P } ≥ γ?
Here, a rational H-presentation of a polytope is a presentation as intersection of finitely many halfspaces which are defined by inequalities that have only rational coefficients.
As shown in [19] , for p = ∞ (with the understanding that x ∞ ∞ = x ∞ ), Normmax ∞ is solvable in polynomial time via Linear Programming. For all p ∈ N, on the other hand, Normmax p is NP-complete. (When speaking of NP-hardness of parameterized problems, we mean the same decision problem, simply ignoring the parameter.) Moreover, in [1] , it is shown that NP-hardness persists for all p ∈ N even when the instances are restricted to full-dimensional parallelotopes presented as a Minkowski sum of d linearly independent line segments. Moreover, by [2] , there is no polynomial time approximation algorithm for norm maximization for any constant performance ratio, unless P = NP.
It is important to note that, as usual in the realm of computational convexity, the dimension d is part of the input and the hardness of Normmax p relies heavily on this fact, especially for the very restricted instances in [1] . Indeed, if d is a constant, the obvious brute force algorithm of converting the presentation of P yields a polynomial time algorithm with running time O(n d ), where n denotes the number of halfspaces in the presentation of P . However, this algorithm quickly becomes impractical as n grows, even for moderate values of d. The main purpose of this paper is to close the gap between NP-hardness for unbounded dimension and a theoretically polynomial, yet impractical algorithm for fixed dimension. A suitable tool that allows us to analyze how strongly the hardness of Normmax p depends on the parameter d is the theory of Fixed Parameter Tractability. For an introduction to Fixed Parameter Tractability, we refer to the textbooks [8, 21] . This theory has already been applied successfully to show the intractability of several problems in Computational Geometry even in low dimensions, see e.g. [4, 5, 10, 11, 12, 18] .
Our analysis of Normmax p shows that, although Normmax p is NP-hard for all p ∈ N, the hardness has a different flavor for different types of norms: Whereas hardness of Normmax 1 only comes with the growth of the dimension, Normmax p has to be considered intractable already in small dimensions for all other values of p. More precisely, we prove the following theorem: Theorem 1.2 (Fixed-parameter complexity of Normmax) Normmax 1 is in FPT, whereas Normmax p is W [1] -hard for all p ∈ N \ {1}.
The presented reduction also shows that in the hard cases no n o(d) algorithm for Normmax p exists, unless the Exponential Time Hypothesis 1 is false. Thus, the brute force algorithm for Normmax p mentioned above already has the best achievable complexity, if p ∈ N \ {1}.
In this case, one can also ask how strongly the inapproximability result of [2] relies on the fact that Normmax p is a problem in unbounded dimension. For this purpose, call an algorithm that produces anx ∈ P such that, for some β ∈ N,
The proof of the fact that Normmax 1 is in FPT then suggests the following: Replace the unit ball of the p-norm by a suitable symmetric polytope which approximates it sufficiently well and use the maximum of this polytopal norm as an approximation for the maximum of the p-norm. As polytopal norms can be maximized by solving a linear program for every facet of the unit ball and linear programs can be solved in [20] ), which is polynomial in n for fixed d, this yields an FPT-time approximation algorithm for fixed accuracy β. This paper is organized as follows. In the remainder of this section, we explain our notation. In Section 2, we will analyze the parameterized complexity of Normmax p , i.e. we prove Theorem 1.2 and prepare some technical lemmas, which we will also use in Section 3 where we prove Theorem 1.3. Finally, in Section 4, we prove the corollaries for the mentioned radius computation tasks.
Notation.
The symbols N, Z, Q and R are used to denote the set of positive integers, integers, rational numbers and real numbers, respectively. For a positive integer n ∈ N, we will abbreviate [n] := {1, . . . , n}. 
If a polytope P ∈ P d is described as a bounded intersection of halfspaces, we say that P is in H-presentation. If P is given as the convex hull of finitely many points, we call this a V-presentation of P . For a convex set C ⊆ R d , we let ext(C) denote the set of extreme points of K.
x i y i for the standard scalar/inner/dot product of x and y and by
we denote the half-space induced by a ∈ R d and β ∈ R, bounded by the hyperplane
If X is a finite set and k ∈ N, then
We denote by P (and NP, respectively) the classes of decision problems that are solvable (verifiable, respectively) in polynomial time. For an account on complexity theory, we refer to [9] . We write FPT for the class of fixed-parameter-tractable problems and W [1] for the problems of the first level of the W-hierarchy in the theory of Fixed Parameter Tractability. For an introduction to Fixed Parameter Tractability, we refer to the textbooks [8, 21] . 
Problem 2.1 (Clique)
Input:
Parameter: k Question:
Moreover, it is shown in [6] that Clique cannot be solved in time n o(k) , unless the Exponential Time Hypothesis fails.
In order to show the hardness result, we will first show how to construct a polytope P for a graph G = ([n], E) with the property that max{ x p p : x ∈ P } = k ⇐⇒ G contains a clique of size k.
This "reduction" will be laid out as if irrational numbers were computable with infinite precision. The second part of this section will then show that the numbers can be rounded to a sufficiently rough grid in order to make the reduction suitable for the Turing machine model.
The construction.
Let (n, k, E) be an instance of Clique and p ∈ [1, ∞). Throughout this paper, we assume without loss of generality that n is an even number. (If not, we add an isolated vertex to the graph.)
We choose d := 2k and consider
i.e. we will think of a vector x ∈ R 2k as k two-dimensional vectors stacked upon each other. Therefore, it will be convenient to use the following notation.
Notation 2.2
By indexing a vector x ∈ R 2k , we refer to the k two-dimensional vectors
Further, for a ∈ R 2 and β ∈ R, we let
p , we will first construct a 2-dimensional polytope P 1 ⊆ B 2 p as our basic building block by placing vertices on the unit sphere S 1 p (compare Figure 1 ):
Note that P 1 is 0-symmetric by construction and that the required H-presentation of P 1 in (3) can be computed in time O(n log(n)), see e.g. [7] . For notational convenience, we also define p 2n+1 := p 1 and p −1 := p 2n .
Lemma 2.3 (Distance between the p v ) Let P 1 := conv{p 1 , . . . , p 2n } be the polytope defined in Equation (3) and v ∈ [2n]. The distance between two neighboring points on S 1 p satisfies
n .
Figure 1: Construction of P 1 in the case p = 2, n = 8.
Proof.
Let Π : R 2 → B 2 1 denote the projection onto B 2 1 . By the definitions in (1) and (2), we have Π(p v ) = p v . Since Π is contracting, the equidistant placement of p 1 , . . . , p n yields Inspection of the triangle conv{p v , q 1 , q 2 } shows that it is equilateral with a right angle at q 1 . Thus,
Using Notation 2.2, we define a polytope P 2 ⊆ R 2k via
Observe that P 2 is 0-symmetric by construction and that any vertex x of P 2 is of the form
As for any x = (x T 1 , . . . , x T k ) T ∈ R 2k the identity
holds, and as for p ∈ N \ {1} the unit sphere {x ∈ R 2 : x p p = 1} contains no straight line segments, it follows that for x ∈ P 2 ,
For v ∈ [2n], let x v , y v ∈ R be the coordinates of p v = (x v , y v ) T and define
Noting that for all x ∈ P 1 and v ∈ [2n], q T v x = 1 if and only if x = p v , we define
and for u, v ∈ [n] and i, j ∈ [k], 2 \ E, define
and obtain the following lemma.
Lemma 2.4 (Reduction with infinite precision)
Let (n, k, E) be an instance of Clique, p ∈ [1, ∞) and P ⊆ R 2k the polytope obtained by the construction above. Then, max{ x p p : x ∈ P } = k ⇐⇒ G = ([n], E) contains a clique of size k.
Analysis of the constructed polytope.
We will now investigate how much we can perturb the (possibly irrational) polytope P in order to make it suitable for an FPT-reduction without loosing its ability to decide between Yes-and No-instances of Clique. For this purpose, we define the constant
In the following, we show that rounding the vertices p 1 , . . . , p 2n of our initial polytope P 1 ⊆ R 2 to the grid U 2 Z 2 preserves all important features of our reduction. Since the parameter p is a constant in Normmax p , all the necessary computations can be carried out with a precision of O(log(nk)) bits. Since we only need a polynomial number of computations, the whole reduction can be carried out in polynomial time.
Lemma 2.5
Let P 1 = conv{p 1 , . . . , p 2n } ⊆ R 2 with p 1 , . . . , p 2n ∈ S 1 p be the polytope from Equation (3). For ε := 1 − max{q T u p v : u, v ∈ [2n], u = v} with q u defined as in Equation (4), we have
Proof.
n , and
n . Combining this inequality with x ∈ S 1 p yields
where the last inequality follows by bounding the concave function x → x 1 p from above by a linear approximation at x = 1. Now, let u, v ∈ [2n] with u = v. Then,
Since the points of lowest curvature on S 1 p are ±e 1 and ±e 2 , and since e 1 = p 1 = q 1 , we obtain cos(q u , p v − p u ) ≤ cos(e 1 , p 2 − e 1 ), which in turn can be bounded by
n by Lemma 2.3. Using (7), we can continue Equation (8) to
where the last inequality follows again from Lemma 2.3. 
By choice of our grid, we get
Moreover, if q ∈ [1, ∞) is such that 
First, we show that the pointsp 1 , . . . ,p 2n are still in convex position, which is binned into a separate lemma.
Lemma 2.6
LetP 1 = conv{p 1 , . . . ,p 2n } ⊆ R 2 the polytope from (9) . Then, ext(P 1 ) = {p 1 , . . . ,p 2n } and the coding length of an H-presentation ofP 1 is polynomially bounded in the coding length ofp 1 , . . . ,p 2n .
Proof.
} is an H-presentation ofP 1 . Applying Cramer's Rule, we see that, for all v ∈ [2n], the entries ofā v are quotients of polynomials inp 1 , . . . ,p 2n and so the coding length of the H-presentation ofP 1 is bounded by a polynomial in the coding length ofp 1 , . . . ,p 2n .
Since the coding length ofP 1 is polynomially bounded, we also get that the coding length ofP
is polynomially bounded.
) and using (10) and (11), we obtain
Finally, defineĒ
The following two lemmas will now prepare the proof that we can still reduce Clique to norm maximization overP . To be able to state them in a concise way, we introduce the following notation.
Notation 2.7
LetP ⊆ R 2k be the polytope from Equation (13) and
we can refer to the index of a vertex which is "closest" to x in the sense thatq
. This is illustrated in Figure 3 . First, we show that ifP contains a point which is "close" (in the sense specified in Notation 2.7) to a clique vertex, thenP contains the clique vertex itself.
Lemma 2.8
LetP ⊆ R 2k be the polytope constructed above in Equation (13) . If there existsx ∈P such thatq
In view of Lemma 2.8, it remains to show that the norm of a vertex which is "far" from a clique vertex is sufficiently small:
Lemma 2.10 (Reduction with finite precision) Let (n, k, E) be an instance of Clique, G = ([n], E) andP ⊆ R 2k the polytope with rounded coordinates constructed above in (13) . Then,
pn p < k(1 − U ) p , if suffices to show the "forward" direction in both (15) and (16) . (10) . Assume now that ω(G) < k and let x * ∈P be a vertex of maximal norm inP . If
T is a vertex ofP and therefore contradict ω(G) < k. Hence, there is some
By adding a constant number of vertices to G, we can assume that n is sufficiently large and apply Lemma 2.9 in order to obtain
\ {i}, the right hand side of (16) follows.
The construction of the polytope P (orP ) relies on the fact that, for p ≥ 2, the boundary of the unit ball of a p-norm contains no straight line segment. This is not the case for p = 1 and we show in the next subsection that Normmax 1 is indeed in FPT.
Tractability
This subsection completes the proof of Theorem 1.2 by showing that Normmax 1 is fixed parameter tractable. The statement of Theorem 2.12 is slightly more general than needed for Theorem 1.2 but will be of use in Section 3. The result for Normmax 1 can be obtained from Theorem 2.12 by choosing ϕ d : R d → R; x → x 1 in Problem 2.11. 
Is max{ϕ d (x) : x ∈ P } ≥ γ? Proof.
Thus, Max-Φ can be decided by the following algorithm:
Compare the biggest objective value to γ.
We can also establish fixed parameter tractability for the two problems [−1, 1]-Parmax p and [0, 1]-Parmax p as considered in [1] .
Is max{ x
Is max{
In [1] , it was shown that Problem 2.13 and 2.14 are both NP-hard, so that the NPhardness of Normmax p persists even on very restricted instances. However, the following theorem shows that these problems are fixed parameter tractable, when parametrized by the dimension. So in this case, the hardness of Parmax p is really a phenomenon of high dimensions. 2) Run A on the polytopeP and obtain an approximate normmaximal vertexx ∈P .
By the properties of A, the running time of the algorithm A is O (f (d)q(n p k, d, n) ) and by Lemma 2.10 and the choice of β, A decides (18) correctly. A is thus an FPT algorithm for Clique. Unless FPT=W [1] , this is a contradiction to the fact that Clique is W[1]-hard.
Some Implications
As stated in the introduction, norm maximization over polytopes plays a fundamental role in Computational Convexity. This section gives corollaries concerning the hardness of determining four important geometric functionals on polytopes. If P ⊆ R d is a polytope, we denote by R(P, B d p ) (r(P, B d p ), respectively) the circumradius (inradius) of P with respect to the p-norm. Further, similar to the notation in [14] , we write R 1 (P, B d p ) (r 1 (P, B d p )) for half of the width (diameter) of P , i.e. half the radius of a smallest slab containing P (half the length of the longest line segment contained in P ). For p ∈ N ∪ {∞}, we consider the following problems: Is r 1 (P, B d p ) p ≥ γ?
It has been shown in [15] that Problems 4.1 and 4.2 are solvable in polynomial time if p = ∞ and, by using an identity for symmetric polytopes from [14] , that both problems are NP-hard when p ∈ N. Using the same identity, we can establish (in-)tractability for both problems when parameterized by the dimension: Is R 1 (P, B d q ) p ≤ γ?
As for the previous two problems, the question of NP-hardness of Inradius p -V and Width p -V has been studied in [15] . It is shown that Problems 4.4 and 4.5 are solvable in polynomial time if p = 1 and by using an identity for symmetric polytopes from [14] that both problems are NP-hard when p ∈ N. Here again, we can use the same identity to establish (in-)tractability for both problems when parameterized by the dimension: 
Proof.
It is shown in [14] that if P ⊆ R d is a 0-symmetric polytope and P • is its polar the identities R j (P, B 
