Acoustic Monitoring System Using Wireless Sensor Networks  by Ismail, Muhammad Fahmi Firdaus Bin & Yie, Leong Wai
 Procedia Engineering  41 ( 2012 )  68 – 74 
1877-7058 © 2012 Published by Elsevier Ltd.
doi: 10.1016/j.proeng.2012.07.144 
International Symposium on Robotics and Intelligent Sensors 2012 (IRIS 2012)
Acoustic Monitoring System Using Wireless Sensor Networks
Muhammad Fahmi Firdaus Bin Ismail, Leong Wai Yie 
Nanyang Technological University, Singapore, 
University Tunku Abdul Rahman, Kuala Lumpur, Malaysia.
Abstract
In this paper, an acoustic monitoring system is developed to address the issue and limitations of large volume sampling. IRIS and MICAz 
sensor motes are used to realize the hardware requirements of the WSN and the acquired data were processed. Multi-hop capability of the 
mesh network is also implemented. A couple of limitations are encountered on the motes such as the limited sampling rate achievable on 
the mote and the size of the data to be acquired. In order to find out the various limitations of the mote, numerous tests are conducted and 
stable parameters are used in the final system.  A comparison was made between the reconstructed audio and the original audio to 
highlight the key differences. A low level detection system is proposed. Problems encountered during the course of work are also 
highlighted and solutions are proposed. With all the required objectives met, the paper has contributed to the development of an acoustic 
monitoring system.
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of 
Humanoid Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA.
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1. Introduction 
Recent advances in miniaturization and low-power design have resulted in the rapid research and development of 
large-scale, highly distributed systems of small-size, low cost and wireless unattended sensors [4-5]. These intelligent 
sensors are known as the ‘Wireless Sensor Networks (WSN) [1-3] and they are capable of detecting ambient conditions 
such as temperature, light and sound. These sensors, due to their wireless communication capabilities, are able to form a 
large mesh-like network in the vicinity of interest to collect the data, send the information back to a gateway for 
computation purposes.
Due to the ability of sensor nodes to detect sound using a microphone condenser, it is possible to realize a WSN in 
which its sensor nodes are configured to sample audio signals which are detected from their surrounding environment [9-
10]. These acquired large volumes of audio signals could then be transmitted back by the sensor nodes as data packets 
which in turn could be used for further processing on a high performance processing platform such as a single board 
computer. In addition, a graphical implementation of the monitoring system can also provide the user a visual feedback on 
the current acoustic activity and he/she is able to listen back to the audio waveform being recorded. By analyzing the audio 
signal and performing data signal processing, possible scenarios like speech recognition can be achieved.
Thus, the possibility of implementing WSNs into such applications provides the basis for developing an acoustic 
monitoring system.  This paper will describe the design and implementation of a basic system which is capable of providing 
a visual interpretation and audio feedback of the signals present in the environment to be monitored [10-11]. This paper 
focuses on developing an acoustic monitoring system which is capable of detecting the audible frequency (20Hz to 20 kHz). 
The sensor mote will be programmed to sample the acoustic signal at high frequency and the acquired data will be 
transferred back to the workstation for data processing. The end system will be responsible in the full audio reconstruction 
and playback of the sampled audio waveform. Results of the playback quality will be discussed and the limitations of the 
WSN hardware will be highlighted. Future improvements on the system will be recommended at the end of the project.
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2. Architecture of the Acoustic Monitoring System
The system (Figure 1) consists of three separate classes of sensor notes. Firstly, a sensor node will be responsible to 
monitor the surrounding area for any instances of sound and issue a command to the other sensors to start recording the 
acoustic data. This class of motes will be known as the Parent class [9,14]. Since the Parent motes is involved in performing a 
simple sensing activity, the sampling frequency chosen for this class would be a low frequency sampling rate of 2 Hz. This 
rate would be suitable to detect any distinct change in the acoustic activity of the environment.
A threshold will be predefined for the Parent node such that it only triggers when the sound of interest is higher than 
the ambient sound level. The ambient sound level would be described as the normal sound level present in an environment. 
Thus, with the above requirement in mind, no unnecessary triggers will be activated resulting in further waste of resources. 
The second class will be the main players of the acoustic monitoring system; the Child class. These motes will wait for the 
‘start sampling’ command to be sent by the Parent and be in idle mode most of the time[9, 13]. They will be responsible in 
the actual data acquisition and must be able to perform the sampling at an acceptable sampling frequency. For example, to 
sample speech, a high frequency sampling of at least 8 kHz is needed in order to perform a reproduction of the speech data 
acquired. However, it is to note that the ADC of the sensor node would have to be able to sample at very small intervals of 
microseconds, save the data into the flash memory of the mote in one pass and continue the next cycle of sampling [9].
After finish sampling the required amount, the mote will send all of its acquired data stored in the flash logger 
memory in the form of data packets as there is a limit to how large the size of each message packet. Therefore, the whole 
chunk of data has to be segmented into small packets and sent over through a queue. Upon completion of data send, the 
sensor node will restart its current state back to idle mode. The motes will wait for the next round of sampling. On the next 
instance of sampling, the mote will have to erase the previous data away to make space for the new. This is required as there 
is no use in keeping the old data once it has been successfully sent to the base station. 
Fig.1: Architecture of the proposed acoustic detection system Fig. 2:  External flow chart of Parent Mote
The final class of motes will be the Base-station class. This sensor node will be responsible in receiving incoming 
packets from the Child motes and place them into a First in First out (FIFO) queue and forward them through the USB 
COM port of the workstation. The Base-station should also possess enough memory buffers for data transmission to 
accommodate the multiple large streams of incoming data coming from multiple motes simultaneously. Otherwise, a 
bottleneck is bound to occur at this stage and may slow down the rate of data processing.
After analyzing the above flowchart in Figure 2, a study was done on the various interfaces that the TinyOS 1.8 
libraries provide [9, 14].  The author had to select the ones required to be implemented in the module component of the 
Parent class. 
A. Parent Class Testing
For the Parent sensor motes, the threshold for the ‘start sampling’ command had to be defined so that the Child 
motes would start sampling only with the presence of acoustic activity. Thus, the audio sounds chosen had to sound louder 
and more distinct than the ambient background noise but not too loud which can result in maxing out the sound input level of 
the microphone sensor.
Since the Parent mote will send out packets whenever it detects a sound level that is higher than a defined threshold, 
a little additional modification was made to the source code in order for the mote output the result of the sampled data into the 
data packet. Thus, by setting the initial threshold to a moderately low level and monitoring the output and differences when 
the actual distinct sound is played, the author can make a deduction on the range of interest and decide on a threshold level.
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Fig.3: Parent Threshold Test
An initial threshold of 02 00 was chosen initially and the outputs are displayed in the Xsniffer application below.  It 
is to note that the result is displayed as 00 02 instead due to the endianness issue [21] as Xniffer displays the lower byte first, 
followed by the higher byte of the 2-byte microphone sample value in hexadecimal format.
From the results obtained from Figure 3, the ambient sound levels had a range of 02 000 – 02 150 which 
corresponded to 02 00 – 02 96 in hex. Thus, it was safe to add a bit of upper tolerance of 50 to result in a final concluded 
threshold of 02 200 or 02 C8 for the parent mote.
B. Child Class Testing
For the Child sensor motes, we will need to determine the maximum sampling frequency it can obtain as this will 
enable us to know the limitation of the sensor mote with regards to its acquisition rate. Thus a variety of tests will need to be 
performed and there are 2 factors that we can choose to vary:  The sampling interval (in microseconds) and the number of 
sample counts. 
3. Experimental Results
A. Analysis of Test
x Sampling Interval, Ts - Refers to the fixed duration between a sample and its adjacent sample. The sampling 
frequency can be calculated as 1/ Ts = Fs .
x The starting Ts will be 500us and it will be decremented until a limit is reached.
x The ADC clock rate was adjusted to fire at 7500ns by implementing the ADCControl interface. Anywhere below 
this duration will result in a hardware error.
x The number of samples will be chosen as 1 sample, 100 samples, 10000 samples.
x Results of the tests will be in the following format:
1. OK – No Hardware Error, Data present in Xsniffer.  
2. Not OK – Hardware Error, Data not present in Xsniffer.
B. Number of Samples, 100 Samples
Fig.4: 100 samples
Ts (us) 1 20 50 100 150 120 125 129
100 samples NOT OK NOT OK NOT OK NOT OK OK NOT OK NOT OK OK
Table1 – Results for 100 samples
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From the results of Table 1, it can be seen that by just increasing the amount of samples to 100. This shows that as 
the number of samples increase, the higher the lowest minimum interval achievable. his is an inherent hardware limitation 
issue. A point to note is that by acquiring 100 samples to sample audio at 129us interval will just result in 12.9ms of audio 
data. This is not an acceptable value to monitor an acoustic activity as it is too short. However, the corresponding sampling
frequency works out to be 7.751kHz which is close to the Nyquist criterion of 8 kHz for speech signals.
C. Number of Samples, 10000 samples
RESULTS:
Ts (us) 129 150 180 200 250 230 220 225 222
10K samples NOT OK NOT OK NOT OK NOT OK OK OK NOT OK OK OK
Table 2 – Results for 10000 samples
Fig. 5: 10 000 samples
From Table 2, it can be observed from comparing to Table 1, the stable time interval has increased to from 129us
to 222us which corresponds to 4.5kHz of sampling frequency.  The duration of acoustic monitoring is increased to 2.22s
which is appropriate to sample a short duration of acoustic activity. Speech signals normally fall around 4kHz but in order to 
perform a full reproduction, the sampling should be done ideally at double of this frequency, 8kHz.
To analyse the limitation of the WSN, more tests were performed, the numbers of samples were increased and 
results were plotted.
RESULTS:
Ts (us) 222 230 225
32K samples OK
64K samples NOT OK OK OK
65536 (max) NOT OK OK OK
Table 3 – Results for various number of samples
From the results in Table 3, it can be shown that as the no of samples increased further to 32k and to 65 536 
samples, the sampling interval, Ts , have somewhat stabilized to 225us which is a great find since initially, the results varied 
linearly with the number of samples. Another point that was observed for sampling (32k and above data samples) is that the 
Child mote takes an additional amount of time after it finishes sending the large volume of data before going back to ‘Idle’ 
mode in which it can start to receive packets. During this short latency of a few seconds (1 – 4), any ‘start sampling’ 
command issued by the Parent mote will be ignored as it is in its ‘Busy’ state.
Any value above 65 536 samples would result in a hardware failure since 65 536 x 2 bytes = 131 kB. This is the 
maximum allocated memory size for the sampling feature. This may be improved if the flash memory size of the sensor 
mote is increased. Here are the parameters that were concluded at the end of the tests:
Parent mote Threshold = 02C8H
Maximum No. of Samples = 65 536 samples
Sampling Interval, Ts = 225 microseconds
Sampling Frequency, Fs = 4.44 kHz.
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Fig. 6: Labview WSN Block Diagram Fig.7: Waveform reconstruction process
Figure 6 shows the overview of the components that make up the initial stage of the data extraction process of the 
acquired samples. The block diagram shows a flowchart-like structure in which the input starts from the left and flows down 
towards the right. The input of the block diagram is the COM port that the MIB520CB interface board is connected to. 
Since there are 2 COM ports associated with the interface board, it is important to choose the communications port instead 
of the programming port in order to be able to retrieve data from the base-station.
In this display, Data In denotes an input 2-D array String data which requires undergoing two For Loops in order 
to retrieve a resultant scalar string data. The first subset of this data will start from Byte 12 (first index of the sampled 
bytes) with a size of 2 bytes and will be converted to an integer value using the Type Cast function and the bytes will be 
swapped due to the endian problem encountered earlier. The resulting value will be the raw microphone units and needs to 
be divided by 1023 to project a range from 0 to 1, a normalized value. This value will be reflected as the amplitude of one 
sample of the waveform array. Normalization is required in order to correctly perform signal transformation such as FFT or 
in order to be able to save the recorded audio clip into the .WAV file format. 
As observed from Figure 7, in order to reconstruct the waveform, all the data samples will have to be concatenated 
into a 2-D array of samples and upon exiting the two For Loops, a 3-D array of samples will be formed. 
Taking note the 3-D array model: The 1st level of array will be consisting of 25 data samples. The 2nd level is the 
number of packets received by the base station for a given volume of samples. e.g. (10000 samples/ 25 samples = 400
packets). Last but not least, the 3rd level will consist of the array of Child Node Ids so that the system can classify the 
corresponding mote’s data. The segmentation and formation of waveform will be performed by the Read_100 VI. This VI 
is responsible in creating ‘100 x 25 samples’ which results in 2500 samples per VI. Thus, the index to each VI has to be 
numbered to specify the start point. The outputs will be concatenated again in the final step. By implementing this method, 
the author is able to avoid wiring every single piece of data which can be a great hassle.
D.. Audio Waveform Test  
For this example, an audio clip of a ‘cat meowing’ will be played and the results will be compared to the original 
file. The reconstructed waveform will be 7 seconds long and will also be played on the PC speakers for comparison.
From Figure 8, it can be seen from the Acquired Signal waveform that the signal of interest is located in 
highlighted areas. There are some subtle noises present in the background. Noise cannot be removed totally from the 
waveform but it can be minimized using various digital filters that Labview provides. Each filter caters to different 
requirements of the target application. However, the use of filters may sometimes remove parts of the wanted signal and 
might attenuate the overall signal quality resulting in a toned down waveform. Some of the filters used in this application 
are Equi Low-Pass and High Pass Filter and the Savitzky-Golay smoothing filter.
The Spectrum Analyzer shows a variety of frequency amplitudes detected over the limited spectrum. There is a 
slight increase in amplitude in the range of 1000Hz to 1700Hz and this may be due to the presence of the frequency 
components from the cat speech.  Low amplitude areas such as the range of 500Hz to 600Hz may be due to the noise 
components present. The drawback of sampling at 4.44kHz is that only frequencies of 2.22kHz and below can be detected 
due to the Nyquist criterion of sampling frequency.
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RESULTS:
Fig.8 : Results of Audio Clip, ‘Cat meow’
The results of the cross-correlation is a small positive value of 2.5e-6 which denotes that there are some level of 
similarity to the original waveform although ideally, a result of 1 will be achieved if an exact reproduction is possible. 
However, due to the very low sampling rate of 4.44kHz achievable as compared to the 44.1kHz original audio and the 
addition of noise, it is sufficient to use this as a form of low-level detection method. A negative result would mean that the 
wanted signal has not been detected. The threshold can be determined as the zero value. The results may be subjected to 
errors such as false alarm or missed detection as shown in the table below.
Actual
result
Obtained
result
Correct detection 0 0
False alarm 0 1
Missed 1 0
Correct detection 1 1
Table 4 – Truth table for detection analysis: ‘0‘denotes no signal present, ‘1’ 
denotes signal present.
Fig.9: Original Vs Reconstructed waveform
In order to verify the obtained results, the waveform of the actual audio clip will be analyzed using a freeware 
Sound Editor application, Audacity 1.3.9 and compared with the acquired waveform. Figure 9 shows the comparison.
From the comparison, it can be deduced that the envelope of the reconstructed waveform is wider and very course 
whereas the original one is very fine and compact. One of the obvious reasons of this difference is due to the much lower 
sampling rate achieved by the mote (4.44kHz) as compared to high- quality PC recording (44.1kHz). The latter has a very 
high frequency resolution. (Fs/# of samples)
Secondly, the reconstructed waveform is affected by the presence of noise which makes the signal to appear 
distorted. However, the overall shape of the envelope of the reconstructed waveform is still preserved and this concludes 
that the reconstruction process was successful. 
On the overall results of the playback quality of the acquired waveforms, the following traits were observed:
x Speech-related audio clips (4kHz–5kHz) would sound stretched and low pitched but still recognizable to some extent. 
However, if the acquired waveform was subjected to a faster playback speed in Audacity, the sound will appear very 
similar to the original.
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x Low frequency tones and sounds especially below 2kHz would sound clearer and original.
x Presence of crackling sounds and hissing due to background and circuit noise.
x High Frequency sounds like a bird chirping would generally appear louder and not so recognizable.
F. Noise Comparison Test
Fig.10 : Factory Machine Floor, No Filter
Fig.11: Factory Machine Floor with S-V smoothing filter
4. Conclusions
This project was carried out with large volume sampling, adding multi-hop functionality to the sensor motes, full 
reconstruction of the acquired sound clip and providing a visual and audio feedback on the workstation. Lastly, the 
limitations of the WSN in this area were explored. In order to realize an acoustic monitoring system, the architecture of the 
system was designed. Three classes of motes were highlighted to complement the system functionality: Parent, Child and 
Base-Station. The algorithm of the TinyOS applications to perform the detection and sampling were written in the NesC 
language and flashed onto the sensor motes. Explanations on deriving the functionalities of the interfaces and components 
and the wiring topology of TinyOS programming were presented.  Tests were conducted on the sensor motes in order to 
derive the working parameters of the Parent and Child classes.
Last but not least, the system was tested by generating an audio clip using a mobile phone. The results showed that 
the reconstruction was generally successful but since a low sampling frequency of 4.44 kHz was achievable on the mote, the 
reconstructed waveform had a wider and distorted envelope as compared to the original waveform. A low-level form of 
acoustic detection was presented and tested and errors that could occur were analyzed. A comparison between the use of 
digital filters for noise removal is also included to show the differences and advantages of such applications. Also, problems 
which occurred during the course of work were highlighted and solutions were proposed.
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