1. Introduction
Problem definition
The cut locus from a point p in a Riemannian manifold M is essentially the set of points in M, which are connected to p by more than one minimizing geodesic. For example: in Euclidean space, the cut locus of a point is empty; on an nsphere, the cut locus of a point consists of the point opposite to it (antipodal point); on an infinitely long cylinder, the cut locus of a point consists of the line opposite to that point. For a more mathematically rigorous definition, see [3] .
Let us define the distance circle of a point p in a Riemannian manifold M and radius r as the set of points in M whose geodesic distance from p equals r. One can look at the cut locus of p as the set of points where the distance circle centered at p forms first time cusps or self-intersections as its radius increases.
Cut loci are among the main objects of study in global differential geometry (see [4] ), with applications in diverse problems, like for example: recognition in computer vision [5] or forest fire modelling [6] .
For the sake of clarity, in this paper we are primarily interested in 2-dimensional manifolds, embedded in R 3 , defined by a parametrization:
where U ⊂ R 2 . However, proposed method is applicable to any Riemannian 2-manifold, given a metric tensor. The method can also be applied to Riemannian 3-manifolds.
Torus setting
We chose tori as our test examples for the following reasons:
• they are easily parametrizable;
• cut loci of circular and elliptic tori are non-trivial and have been a subject of extensive prior research (including analytic solutions for equatorial generators presented in [2] ), which provides us with ground truth to benchmark our method. The standard torus of revolution with circular generator in where (u 1 , u 2 ) ∈ R 2 . Periodicity identifies points in the image. The parameter plane R 2 is the universal cover. The fundamental domain is only, e.g.
The corresponding metric tensor is in this representation:
If we work and operate in the parameter plane, when pushing a front forward to next level by a unit vector (a 1 , a 2 ) at the position given by coordinates (u 1 , u 2 ), then "unit" means that the length (a 1 , a 2 ) of (a 1 , a 2 ) must be 1: that is:
So, if at the position (u 1 , u 2 ) we want to go with unit speed in the direction given by the vector (cos(θ), sin(θ)), then in the (u 1 , u 2 )-parametric space we should go with the velocity vector given by:
Similarly, if we want to go in a direction orthogonal to a given (front) vector (b 1 , b 2 ) then the angle θ must be chosen, so that
which gives two values of θ corresponding to the two orthogonal directions. Going with velocity 1 away from the point p = (0, 0) along geodesics in a number of equally distributed directions gives Figure 1 .1, where also the distance circles reached at given distances from p are indicated in a rough grid. The cut locus C(p) consists of those points where the distance circle front creates cusps and begin (locally) thereafter to cross itself together with those points where the distance circle front meets itself head-on and crosses itself.
Cut locus as a projection of a Voronoi diagram in a universal cover
In the Euclidean space, the cut locus of a compact set K is the set of centers of open balls contained in the complement of K that are maximal for the inclusion [7] . There resides the link between cut locus and Voronoi diagram: the cut locus contains the medial axis of the complement and it is contained in the closure of the medial axis of the complement. The cut locus of a single point p is the set of points x such that there exists a distance-minimizing geodesic between p and x that loses the minimizing property within any neighborhood of x.
Let us now introduce the definition of a generalized Voronoi diagram (see [8] ), in order to be able to show that the reduced cut locus is a generalised Voronoi diagram.
is called an assignment rule.
Under an assignment rule δ, we consider the set V (O i ) of points assigned to O i , and the set e(O i , O j ) of points assigned to both O i and O j with i = j. Definition 1.2. A Voronoi tessellation is a set V (O, δ, S) such that the assignment rule δ satisfies the following two conditions:
• every point in S is assigned to at least one element of O i.e., ∀p ∈ S, From this definition, we can say that the cut locus of a point p corresponds to the boundary between the Voronoi region of p and the union of the Voronoi regions of each one of the freely chosen representative point for each one of the regions bounded by the cut locus not containing p and of the extremity of each dangling edge of the cut locus, if there exist dangling edges. Of course this construction might seem completely artificial, but in fact the reduced cut locus can also be defined as the projection to the manifold M of the Voronoi diagram (with respect to the shortest path metric) of the lifts of p ∈ M in the universal coverM [10] . 
Related work
The first generic tools allowing numerical evaluation of cut loci in Riemannian 2-manifolds began to appear in the early years of the last decade. R. Sinclair's and M. Tanaka's Loki [11] allowed to construct cut loci of genus 1 surfaces with very high accuracy (it was used in, e.g.: numerical evaluation of cut locus of a torus of revolution [2] ). It is, however, very difficult to apply to surfaces of other genera, and its complexity is very high, even when a rough approximation of a cut locus is sought. J. Itoh and R. Sinclair developed Thaw [12] which addressed the problem of finding approximate ("quick and dirty" as the authors say) cut loci in a short time using a triangulation of a surface. It turned out to be a useful tool, giving reasonable results for almost arbitrary surfaces, but its computational cost increases exponentially with the level of subdivision of the triangular mesh and hence is not suitable for applications requiring higher accuracy.
In contrast to our DSC method neither of those previous tools is generalizable to solving a problem of finding cut loci in 3-dimensional Riemannian manifolds.
Method Description

Deformable simplicial complexes
Like the level set method [13] , DSC is a method for dealing with deformable interfaces. In DSC, the interface is represented explicitly as a set of faces of simplices belonging to a simplicial complex one dimension higher. These simplices belong either to the object or to the exterior. Simplices never straddle object boundaries. Thus, in 2D, the computational domain is divided into triangles, and the deforming interface is the set of line segments which divide interior triangles from exterior triangles (as illustrated in Figure 2 .1). This approach is similar to the one of Pons and Boissonat [14] who, however, do not utilize Steiner vertices in their method making it virtually impossible to extend it to the 3D case or to 2D domains with non-trivial topology.
The interface deformation is performed by moving the vertices, hence it suffers from little numerical diffusion, and there is an explicit representation of the interface which, furthermore, does not change gratuitously between time steps. Moreover, the simplicial complex does not have to be regular meaning that we can allow details of significantly different scale in the same grid (c.f. Figure 2.1 left) .
Whenever the interface moves, the triangulation is updated to accommodate the change. If two different interface components collide, this change causes them to merge. Thus, topology is allowed to change transparently to the useralthough it is equally simple to stop the interface and disallow topological changes. This is due to the fact that the DSC provides an intrinsic and immediate collision detection mechanism (whenever collision is about to happen, degenerate edges and triangles whose vertices are nearly collinear appear), which allows us to stop the deformation before the topological change occurs. We are going to utilize this topology control property in our cut locus construction algorithm.
The basic idea is to compute the new position for the interface vertices in each time step (using an arbitrary velocity function) and then attempt to displace the interface vertices to the new positions, one ofter another. If the displacement of a vertex does not invert any triangle in its star (1-ring) then it is performed. Otherwise, it is moved in a straight line as far as possible. When all vertices have moved, we perform a mesh improvement routine and the displacement of the vertex to its final position is continued in the next substep, taking as many substeps as required to reach the end of the time step.
The mesh improvement step aims at improving the quality of the mesh in order to decrease the likelihood of situations where the displacement of a vertex to its final position is not possible, provided that no self-collision of the interface occurs. The following operations are used in the mesh improvement routine:
• Mesh quality improvement: We perform Laplacian smoothing of the non-interface vertices. Edge flips are performed for all non-Delaunay edges in the mesh which are not interface edges. • Detail control: Non-interface edges are removed if this can be done without changing the interface and without introducing degenerate triangles or triangles with a minimum angle smaller than a given threshold. This also removes a non-interface vertex. Sometimes we also need to add non-interface "Steiner" vertices. We do so by inserting vertices in the barycenters of needles (triangles with one extremely small angle). This will produce two triangles with even smaller angles, but these are removed by edge flips. DSC does not require the underlying mesh to have disk (or [0, 1] × [0, 1]) topology. In fact, in our algorithm for genus 1 manifolds, we give it torus topology, which allows us to detect all all local and global, cuspidal and head-on, aelf-intersections of all local and global, cuspidal and head-on, self-intersections of the growing distance circles.
Cut locus construction overview.
We are given a 2-dimensional Riemannian manifold M which is either defined by its intrinsic metric in a parameter domain chart U or by an explicit parametrization
with its inherited metric from the ambient space. Let p (the cut locus initiator point) denote a given point in M. At every time step the advecting front is represented as a piecewise linear curve in the coordinate chart. For each vertex of the discretization of the front we store another piecewise linear curve connecting it with the cut locus generator p, approximating the minimizing geodesic. In every time step, we advect the front along the geodesics by a distance V · Δt,
where Δt is the size of a time step and V is the velocity vector in the parameter space (this way, the front moves by a distance Δt on the manifold; compare with Equation (1.2)). We add new positions of the vertices to the discretizations of the minimizing geodesics connecting them with p. However, due to the discretization error, those new curves might not be geodesic any longer. We have to re-compute the geodesic distances of the new vertex positions from p (using an algorithm described in Section 2.3, which also produces a minimizing geodesic curve from an input, piecewise linear path) and, if it does not equal to the desired value d (which is the radius of the distance circle at the current time step) -correct the position of the vertices. We iterate those steps until all new vertex positions have geodesic distance d from p.
Having new vertex positions we displace the vertices in the DSC framework (see Figure 2. 2). Head-on self-collision of the interface is detected by apperance of very short, non-interface edges connecting two interface vertices or caps (a cap is a very flat, obtuse triangle, the base of which is an interface edge, and the apex of which is an interface vertex), we then stop the motion of the interface, in the former case by marking both vertices of an edge as locked, in the latter -by splitting the base of each cap at the point closest to the apex, and marking both the apex and the new vertex as locked. Local self-collision of the interface is detected by the interface edge becoming tangent to the geodesics connecting its vertices with p. In this case we mark both vertices of such an edge as locked.
It is possible to add new vertices to the interface by splitting an interface edge in half when e.g. its length in the coordinate chart is larger than a certain threshold value, or when the geodesic distance between its vertices is larger than another threshold value. For an initial approximation of a geodesic for a vertex introduced this way we can choose the average of the geodesics of its neighbors (of course, such an approximation might not be geodesic, so it has to be corrected the same way as described above). Once all vertices of the interface are locked, an approximation of the cut locus of the point p in manifold M is obtained from the dual graph of the subcomplex spanned by the triangles marked as outside ("squeezed" between colliding pieces of the interface).
Geodesic distance computation.
The details of the following method can be found in [15] and [16] . Let c : s ∈ [0, 1] → (x 1 (s), x 2 (s)) ∈ U be a smooth map. Then the curve r •c is geodesic if it fulfills the following equations:
where Γ k i,j are the second kind Christoffel symbols [17] .
For a pair of points
2 ) in U we want to find a geodesic on M connecting r(x A ) and r(x B ). We solve the Equation 2.1 using the finite differences method. We approximate a geodesic as a piecewise linear
Then, by substituting:
and multiplying by h 2 we obtain the following finite difference scheme:
We can solve it by finding a fixed point of a transformation
, transforming the approximation of a geodesic into a better approximation of a geodesic in GaussSeidel method iteration [18] :
where:
We do that by finding a zero of H(x) − x, using NewtonRaphson algorithm [19] . Starting with an initial guess (z 1 , z 2 , . . . , z N −1 ), we iterate:
Given a good initial guess, the algorithm converges in a few iterations. This is, of course, the case in our algorithm, since we only make a small error as we move one step forward along the geodesic line, which was correct in the previous step.
Initialization
In order to obtain the initial front L 0 of points whose distance from p equals a small value d init we start with a piecewise linear approximation of a circleL 0 = {v 0 , v 1 , . . . , v N0 } centered at p. The initial approximation of the geodesic connecting vertex v i on the circle with p is a piecewise linear curve:
In order to push v i onto the distance circle at d init , we compute its geodesic distance d i from p (as shown in Section 2.3), withỸ i as an initial guess. We then push it along the geodesic by a distance of d init − d i . We then iterate geodesic distance computation and vertex displacement until it lies on the desired distance circle.
Accuracy and Complexity
The accuracy of our method depends on two factors: the level of subdivision of the advancing front and the size of the time step. In principle, the maximum error of the vertex position on the cut locus (in the parametric space) is bounded by the time step and maximum velocity in the coordinate chart:
The accuracy could be improved by computing exact collisions, which is not available in our implementation yet. We also believe, that even better results could be obtained, if more sophisticated interface refinement schemes are applied -for example, a refinement based on the induced curvature of the advancing geodesic circle front in the manifold. We intend to investigate this asset in a forthcoming paper.
The most costly operation in our algorithm is geodesic distance computation. Its cost is a quadratic function of the number of vertices in the piecewise linear approximation of the geodesic curve (because the matrix in the scheme 2.2 is banded). We perform a constant amount of geodesic distance computation calls per vertex in one time step. Since we add one vertex to the approximation of the geodesic curve in each time step, the size of it is inversely proportional to Δt. The time complexity of our algorithm is also proportional to the maximum number of vertices in the discretization of the front. However, the performance can be further optimized by slower adding of new vertices to the approximations of the geodesics. In our tests we add new vertex every 25 iterations, and several experiments have shown that this modification does not affect the results in a noticeably. 
Tests and results
Benchmark result: Outer equatorial geodesic
The general torus with elliptic cross section is given by a parametrization:
where
It has a geodesic outer equatorial curve: r(u 1 , 0). Along this curve the Gaussian curvature is constant:
The geodesic variational Jacobi equation -with standard initial conditions at p = r(0, 0) -along the outer equator thence reads:
where s = (a + b)u 2 denotes the arc length parameter along the equator.
The first conjugate point q from p along this geodesic is also the first cut locus point from p along the geodesicunless the cut locus contains points which are closer to p in an arbitrarily small neighborhood of q . Such a conjugate point occurs precisely at the first zero of the solution to (3.1) which is:
The arc length from p to the first zero of this solution is: corresponding to the u 1 parameter value:
We consider (in These values of the distance to the first conjugate locus encounter from p along the outer equator of the torus are verified by the algorithm: In the first case the conjugate point is a cut locus point, in the second case the conjugate point is far beyond the bifurcated cut locus along the outer equatorial geodesic. It is of course possible to verify other cases in a similar way by changing a, b, c through the three-parameter family while always keeping p itself on the outer equator.
If p is on the inner equator, the cut locus is trivial by symmetry. If p is not on any of these equators, the situation is more complicated.
Standard torus of revolution, circular generator
Cut loci of a torus defined by Eq. 1.1 for different positions of the point p on the generating circle are shown in Figure  3 .2. For p lying on the outer equator, the first conjugate locus appears at s ≈ 5.42 (corresponding to u 1 ≈ 1.81), while time step, Δt = 0.08 in all examples.
Standard torus of revolution, elliptic generator
An elliptic cross section generator gives a different metric and a different geodesic spray from each initiator point. For a parametrization:
, λ ∈ R + , the corresponding metric is then:
The results for λ = 2 are shown in Figure 3 .3. Note the bifurcation of the cut locus.
Performance
Each test took approximately 30 minutes (on Intel R Core TM i5 CPU M 520 2.40 GHz, 4 GB RAM), which gives an average of 2-3 seconds per iteration.
Discussion
Generality of the method
We presented the results of our cut locus construction method for genus 1 Riemannian 2-manifolds, embedded in R 3 . However, the careful reader might have noticed that the method itself is generic, and can be easily adapted to handle other 2-manifolds. If a Riemannian 2-manifold M cannot be embedded in R 3 , it can alternatively be defined by three functions E(u 1 , u 2 ), F (u 1 , u 2 ) and G(u 1 , u 2 ) defining the metric tensor in parametric space:
This representation is, of course, just as appropriate for our algorithm in its current form.
Our method also gives a possibility to track the evolution of the distance circles not in the parametric space U , but also in the manifold itself. The DSC mesh would be a triangulation of the manifold M in this case. Most of the steps of the algorithm would not change in such a settinghowever, we might need to use a different geodesic distance computation algorithm, e.g. [20] or some other approach to geodesic curvature minimization.
Since a 3D DSC implementation already exists [1] , it is highly interesting and relatively straight-forward to use it for cut locus constructions in Riemannian 3-manifolds. In particular -as a first benchmark case of great interest -we intend to construct the cut loci of 3D ellipsoids and other 3D quadrics using the DSC method. We refer to the seminal work [4] for a general discussion of what is known -and in particular what is not known -about cut loci in higher dimensions. 
