Abstract. In this paper we experiment with a 2-player strategy board game where playing models are evolved using reinforcement learning and neural networks. The models are evolved to speed up automatic game development based on human involvement at varying levels of sophistication and density when compared to fully autonomous playing. The experimental results suggest a clear and measurable association between the ability to win games and the ability to do that fast, while at the same time demonstrating that there is a minimum level of human involvement beyond which no learning really occurs.
Introduction
Several machine learning concepts have been tested in game domains, since strategic games offer ample opportunities to automatically explore, develop and test winning strategies. The most widely publicised results occurred during the 1990s with the development of Deep Thought and Deep Blue by IBM but the seeds were planted as early as 1950 by Shannon (1950) who studied value functions for chess playing by computers. This was followed by Samuel (1959) who created a checkers program and, more recently, by Sutton (1988) who formulated the TD(λ) method for temporal difference reinforcement learning (RL). TD-Gammon (Tesauro, 1992; 1995) was the most successful early application of TD(λ) for the game of backgammon. Using RL techniques and after training with 1.5 million self-playing games, a performance comparable to that demonstrated by backgammon world champions was achieved.
Implementing a computer's strategy is the key point in strategy games. By the term strategy we broadly mean the selection of the computer's next move considering its current situation, the opponent's situation, consequences of that move and possible next moves of the opponent. In our research, we use a strategy game to gain insight into how we can evolve game playing capabilities, as opposed to programming such capabilities (using mini-max, for example). Although the operational goal of achieving improvement (measured in a variety of ways) is usually achieved in several experimental settings (Ghory, 2004; Osman & Mańdziuk, 2005) , the actual question of which training actions help realize this improvement is central if we attempt to devise an optimized training plan. The term optimize reflects the need to expend judiciously the training resources, be it computer power or human guidance.
This paper attempts to define quantitative metrics of the quality of playing models based on knowledge of how these models were evolved. It builds on previous experimental research and assumes that computer players receive very simple feedback during the game; namely, a lump credit (penalty) for Player co-modelling in a strategy board game Page 3 of 19 eventual win (loss) and a scaled credit (penalty) for the capturing of pawns. The playing models are evolved based on gaming sessions with varying human involvement and varying human skill. The encouraging result is that even with such limited feedback, the successful models seem to have also developed the capability to limit the amount of moves they need in order to secure a win, even though no such quantitative information has been built into the credit scheme. We consider this to be a strong indicator of the potential of our approach, namely that playing speed has emerged as an important quality metric despite its absence from the design stage. We argue that this is important in the design of any knowledge-based system that deals with strategy issues.
The rest of this paper is organised in four sections. The next section presents the basic details of the game and its introductory analysis. The third section describes our experimentation on training. The fourth section discusses the impact and the limitations of our results and examines the potential for developing autonomous players based on very low information content. The concluding section summarises the work.
Game Description and Analysis -in brief
The game is played on a square board of size n, by two players. Two square bases of size a are located on opposite board corners. The lower left base belongs to the white player and the upper right base belongs to the black player. At game kick-off each player possesses β pawns. The goal is to move a pawn into the opponent's base.
The base is considered as a single square, therefore every pawn of the base can move at one step to any of the adjacent to the base free squares (see Fig. 1 for examples and counterexamples of moves).
A pawn can move to an empty square that is vertically or horizontally adjacent, provided that the maximum distance from its base is not decreased (so, backward moves are not allowed). Note that the distance from the base is measured as the maximum of the horizontal and the vertical distance from Player co-modelling in a strategy board game Page 4 of 19 the base (and not as a sum of these quantities). A pawn that cannot move is lost (more than one pawn may be lost in one round). If some player runs out of pawns he loses.
The leftmost board in Figure 1 demonstrates a legal and an illegal move (for the pawn pointed to by the arrow). The rightmost boards demonstrate the loss of pawns (with arrows showing pawn casualties), where "trapped" pawn automatically draws away from the game. As a by-product of this rule, when there is no free square next to the base, the rest of the pawns of the base are lost.
Figure 1: Examples and counterexamples of moves
The game is a discrete Markov procedure, since there are finite states and moves. The a priori knowledge of the system consists of the rules only. The agent's goal is to learn an optimal policy that will maximize the expected sum of rewards in a specific time, determining which action should be taken next given the current state of the environment. A commonly used starting ε-greedy policy with ε=0.9 was adopted, i.e. the system chooses the best-valued action with a probability of 0.9 and a random action with a probability of 0.1. At the beginning all states have the same value except for the final states. After each move the values are updated through TD(0.5).
Each player approximates its state space with a neural network (Sutton & Barto, 1998) . The input layer nodes are the board positions for the next possible move (in total n 2 -2a 2 +10). The hidden layer consists of half as many hidden nodes. There is one output node; it stores the probability of winning when one starts from a specific game-board configuration and then makes a specific move.
Note that, drawing on the above and the game description, we conclude that we cannot effectively learn a deterministic optimal policy. Such a policy does exist for the game (Littman, 1994) , however
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Experimentation -Planning and Implementation
Earlier experimentation (Kalles & Kanellopoulos, 2001) initially demonstrated that, when trained with self-playing games, both players had nearly equal opportunities to win and neither player enjoyed a pole position advantage. Follow-up research (Kalles & Ntoutsi, 2002) furnished preliminary results that suggested a computer playing against itself would achieve weaker performance when compared to a computer playing against a human player. More recently we focused on the measurable detection of improvement in automatic game playing, by constraining the moves of the human (training player), while experimenting with different options in the reward policies (Kalles, 2006) .
In the present paper we advance one step in opening up the available moves of the human player and compare the learned playing models to the model corpus we have been building up in this line of research. The outcome is the generation of game metrics that will allow us to develop a better insight into which rounds of experiments we should be planning next in our quest to develop a human-level playing machine with minimal human interaction.
Experiments are reported in terms of game batches. Each game batch consists of 5,000 computervs.-computer (CC) games, carried out in 5 stages of 1,000 games each. For batches that have involved human-vs.-computer (HC) games, each CC stage is interleaved with a HC stage of 10 games. Thus, HC batches are 5,050 games long. In HC games, a human is always the white player. Two HC batches have been tested with 1 game per stage to further explore the potential of accelerated learning; these HC 1 batches are 5,005 games long. Note also that earlier CC experiments (Kalles, 2006) were initially designed in stages of 10,000 games each; however it was found that shorter stages seem to better avoid the dilution of "lessons learned" by a computer when playing against a human.
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We now show the alternatives for the human player in Table 1 . Briefly describing them, in Policy 1, we always move from the bottom-left base to the north and then move right, attempting to enter the black base from its vertical edge (see Figure 2 , left). In Policy 2 (see Figure 2 , right), the white player (human) now attempts to cover all ground of the board in one HC stage, but with a different trajectory each time. For example, in the 5 th game of a HC stage, the white player may start at the same cell as in the 2 nd or the 4 th game and will then proceed along the solid arrowed line. Only if the black player manages to effectively block access to its base will the white player be allowed to use a second pawn out of its base. In the 9 and 10 game of such a stage, the white player will move two pawns out of its base, and then proceed by moving in the central range of the board (shaded area) North, then Right, attempting to enter from vertical edge 2 8 "parallel-like" routes in all board + 2 "central" arbitrary routes
The reward scheme assigns a credit of 100 for a game win and of -100 for a game loss. It also rewards the capturing of pawns by calculating the difference of pawn counts between the two players and by scaling that difference to a number in [-100,100] .
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We now show the graph representing the structure of the experimental plan (with reference to Figure 3 ) and describe the key notations with some examples. All in all we report on 14 game batches, indexed from 9 up to 22. After concluding the experiments we can measure the relative effectiveness of the learning policies that delivered the model for each one of any batches X and Y. Each comparison is done in two steps (of 1,000 CC games each) where, in the first step the white player of the X th batch plays again the black player of the Y th batch (in the second step a similar setting applies). A measurement sample is shown in Table 2 . 
Testing the acceleration hypothesis
The first experimental session was designed to test the acceleration hypothesis. We ran a tournament between batches 9, 12, 13 and 16. An extract of the experimental plan showing these batches is shown in Figure 4 . Note that batches 9 and 12 are based on the same number of HC experiments, but batch 12 is longer in terms of its CC experiments (since it is already based on a full CC batch). Batches 13 and 16 are similar but accelerated in the sense that they use less HC experiments (1 per stage).
Figure 4: A short test for the acceleration hypothesis
In our earlier work (Kalles, 2006) we had presented experimental evidence that scaling down the number of games in a CC stage from 10,000 to 1,000 had produced favourable results in the sense that the extra 9,000 games per stage did not seem to really refine the knowledge of the players. In this work we have now trimmed the HC batches and left the CC ones intact; after all it is human intervenPlayer co-modelling in a strategy board game Page 9 of 19 tion that we argue must be judiciously used to improve the computer player. A substantial cost to train a computer player is the time that must be expended by a human trainer.
We have calculated the number of games won by each player in this tournament as well as the average number of moves in the games each player was involved. Table 3 presents the results for the number of games won. For example, W (the white player of batch 9) has won 222 games more than B during their CC comparison (of 1,000 games). Also, W has participated in 3 CC comparisons and, in total, has lost 238 games more than it has won, thus earning it the 3 place among all white players. In contrast B has lost 1032 more games than it has won, putting it at the 4 place among all black players (Note that, for a black player, a small negative value -large absolute value-signifies a big win, whereas a positive value signifies a loss). Table 4 presents the results for the average number of moves.
Player co-modelling in a strategy board game Page 10 of 19 However, it is when we combine the performance of the white and the black player in each batch that we really obtain an indication of whether one batch has produced good players that have participated in relatively short games. Table 5 presents the results for the average number of moves. While the scale of the experiments is not yet sufficiently large to allow for a steadfast argument (though we cannot quantify what "sufficiently large" may really mean), we do observe a clear association between the ability to play fast and the ability to win games. Nevertheless, this observation is only a side effect of the experimentation, however noticeable. The most significant one is that the two accelerated learning batches based on sparse human involvement are abysmally low in performance. This suggests that there may be a lowest acceptable rate of human involvement, beyond which the effect of human training is effectively diluted. Going back to the details in Table 3 and in Table 4 , we note that white players do in general bad.
We have thus confirmed our earlier findings that black players are more effectively trained, since they learn to defend and may then (even, accidentally) win.
It is interesting to see that W is involved in all three lengthiest matches and that there are two very fast matches, namely W -B and W -B and that B and B have been both generated based on the smallest possible number of CC experiments. This clearly suggests that the unwarranted introduction of CC experiments may result in the development of spurious navigation paths in the state space of the game, leading the player into wandering. It is also very interesting to see that these two very fast matches also result in very clear winning outcomes. That W -B is the match where a white player scores a significant win is a further confirmation of the fact that the sparseness of human involvement must be judiciously set. Note, for example, that B has been based on a ratio of 1:1000 for HC and CC games, whereas for B the corresponding ratio is 1:100. 
Identifying efficient and effective learners
The second experimental session was designed to further test the initial outcome of the previous stage;
namely that fast experiments generally indicate the existence of a good player. We used all batches shown in Figure 3 to create tournament couples using batches with human involvement and the results were tabulated using the template shown in Table 2 . However, we needed to calculate two new quantities (see Table 6 for an example based on the results for the tournament between batches 9 and 12):
Page 12 of 19 -The speed ratio is defined as the ratio of the average number of moves in each round of the tournament. For normalization purposes, the speed ratio must be at least 1.
-The advantage ratio is defined as a ratio of two further ratios: each component is the ratio of the number of games won by the white player over the number of games won by the black player. The composite ratio indicates the difference between the two batches. For normalization purposes, the advantage ratio must be at least 1. The two ratios help indicate whether apparently fast games are associated with at least one apparently good batch. We show the results in terms of increasing speed ratio in Figure 5 .
Player co-modelling in a strategy board game A straightforward observation is that, just like in section 3.1, a large speed ratio is associated with a large advantage ratio. There are two spurious measurements in data points 4 and 9, where the advantage ratio is much larger that what the speed ratio would imply. Investigating back into the individual results we noticed that data point 4 refers to the tournament between batches 9 and 12, while data point 9 refers to the tournament between batches 18 and 21. However (see Figure 3 for a reference) these are two similar sets of batches, since they are based on the same ratio of HC vs. CC games, and such games are in the same order. The difference between these data points is that batches 18 and 21 have been both based on Policy 2 ("cover all board") and have had the opportunity to generate many more meaningful paths to be subsequently explored by the CC games. In contract, batches 13 and 16
(their tournament is at data point 6) amply demonstrate that the sparseness of human involvement does not lead to any learned winning behaviour and allows both players to wander in almost the same amount of time (both ratios are at about 1).
For our next attempt at analysis we redefined the advantage ratio towards more "compressed" values. Table 7 shows an example of the new definition. It could be argued that the new composite ratio better reflects the difference between the two batches.
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Discussion
The cautious reader might ask what may be the ramifications of this experimental research in the design of knowledge-based systems at large, besides being a showcase of application of specific techniques and besides the goal of developing autonomous computer playing. We believe that the fundamental answer lies in the identification of one archetypal design peculiarity of such systems: the elicitation of knowledge.
When confronted with strategy issues in an unknown field we, humans, tend to learn by trial and error. By confronting problems in a new domain we slowly develop measures of success and of measuring up the difficulty of the problem at hand. When on one's own, the selection of problems is a delicate exercise in resource management and can easily lead to exasperation. Much more effective is the employment of a tutor, if we can afford one.
Too coarse problems lead us to learn nothing while too fine problems focus us too much and render us unable to generalize if we are novices. Our research attempts to navigate the fine line between the sparseness and density of learning examples when the computer serves as the student (Rosin, 1997; van den Herik et al., 2005; Long, 2006) . Our goal is to establish some examples of successfully tuning the "syllabus" when the computer serves as the student. Along that direction we expect that the length and the content of a training session will slowly become evident if we spend enough time even with very simple feedback (for example, pursuing the analogy, how one does in tests). This can be best visualized in Figure 5 and in Figure 6 , where the similarity of data points 4 and 9 is reflected by the structural similarity of the corresponding batches that have generated the player models.
A subtle point therein is that while the ratios are very similar, the average number of moves in data point 9 is about 3 times the average number of moves in data point 4, which probably accounts for the richness in exploration possibilities incurred by Policy 2. Such richness is necessary to improve the standard of the computer player and achieve playability by human standards (Keh & Wang, 2004 ).
While we have drawn analogues to human tutoring, we are yet far from having a system at a moderately good playing level (the most we have achieved so far is the development of relatively good defensive tactics). We have elsewhere argued (Kalles, 2006) that there are two key technical directions to follow: first, devising an experimentation engine that will produce and perform experimental plans (see Partalas et al. (2006) for a related problem) and, second, devising an experiments' life-cycle and workflow administration tool that will support the human expert in designing the learning experiences of the computer. However, both directions do demand even a loose formulation of some type of effectiveness measures for the training sessions. We believe that this paper has reported significant progress in that direction.
We have not yet formulated a theoretical framework to deal with the temporal modelling of human tutoring. Such a framework would probably also need to accommodate an already implemented extension: that of extra knowledge readily available but not used by the white player. Specifically, in HC games, the computer always maintains a model of the white player (played by a human) and such a model obviously always has a recommendation handy for the next white move. Of course, at this early stage of game development, the human player does know better but that knowledge is only reflected in the white player's model at the temporal points where some credit or penalty is involved. While this ensures a relative balance, it slows the game down since the white player model could have been also updated at points where the human player selects a move that is different from the one the model would recommend. However, the improved model of the white player during the HC stage could in principle (as has been seen in the experiments reported in this paper) lead to increased pressure in the black model during the CC stages, leading to more effective learning.
Conclusion
We have presented experimental evidence that autonomous playing in a strategy board game is a domain where judicious human involvement can lead to more than measurable improvement. The timing Player co-modelling in a strategy board game Page 17 of 19 and scope (extent) of that involvement can be seen to produce a relative richness in the ability of autonomous players to navigate faster in the state space of available game tactics. That such behaviour emerges is a strongly encouraging result, particularly so since it is not explicitly implemented in the credit scheme of the autonomous players. The price for the emergence of such behaviour is the (up to now) realization that human involvement cannot be simply dispersed throughout an experimental plan but must be carefully and exercised. The analogue to human tutoring is very interesting.
In our earlier work (Kalles, 2006) we had suggested that significant applied research is required for the establishment of tools that will streamline the experimentation process and that such workflow-like tools to assist the human game designer (and, researcher) are more important than the autonomous management of this process (Tesauro, 2002) . While we still stand by that claim, we also believe that the establishment of objective and credible success measures will be important in both directions. This paper has reinforced the quality of experimental indices that may serve as such measures.
