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Abstract—Shared memory is among the most common
approaches to implementing message passing within multi-
core nodes. However, current shared memory techniques do
not scale with increasing numbers of cores and expanding
memory hierarchies – most notably when handling large
data transfers and collective communication. Neglecting the
underlying hardware topology, using copy-in/copy-out memory
transfer operations, and overloading the memory subsystem
using one-to-many types of operations are some of the most
common mistakes in today’s shared memory implementations.
Unfortunately, they all negatively impact the performance and
scalability of MPI libraries – and therefore applications.
In this paper, we present several kernel-assisted intra-node
collective communication techniques that address these three
issues on many-core systems. We also present a new Open
MPI collective communication component that uses the KNEM
Linux module for direct inter-process memory copying. Our
Open MPI component implements several novel strategies
to decrease the number of intermediate memory copies and
improve data locality in order to diminish both cache pollution
and memory pressure. Experimental results show that our
KNEM-enabled Open MPI collective component can outper-
form state-of-art MPI libraries (Open MPI and MPICH2) on
synthetic benchmarks, resulting in a significant improvement
for a typical graph application.
Keywords-MPI, multi-core, many-core, shared memory,
NUMA, kernel, collective communication
I. INTRODUCTION
In recent years, thermic issues have prevented the straight-
forward performance improvement of increasing processor
operating frequency. Maintaining an increase in performance
therefore had to be achieved a different way. Parallelism on
a chip – in the form of multi-core processors – has been
widely adopted as the solution. This trend is even more
pronounced when considering the systems of the TOP500
list of supercomputers [1]. These systems are expected to
feature, in the near future, fat many-core nodes composed of
one hundred (or more) cores. While increasing the number of
cores raises the theoretical peak performance, keeping that
many processing units busy requires a significant amount
of data to be transferred to and from main memory. The
flat memory bus, as featured in many legacy Symmetric
Multi Processors (SMP) north-bridge chipsets, is not able to
sustain such a bandwidth and request throughput, practically
limiting the achievable performance to a tiny fraction of the
computing peak – a problem known as the memory wall. To
avoid this problem, most recent multi-core designs embrace
Non Uniform Memory Access (NUMA) and hierarchical
memory interconnects to enable core count scalability and
adequate bandwidth between the cores and the memory
banks, but at the expense of an excruciating programming
complexity.
Message passing has been the dominant programming
model in High Performance Computing (HPC) applica-
tions for over a decade. However, MPI applications that
are oblivious of the NUMA topologies and the associated
performance traps, are bound to suffer from unacceptable
performance because they generate a load pattern on the
memory subsystem that crashes into the memory wall.
While the MPI programming model is expressive enough
to enable a mapping between the underlying shared memory
topology and the application communication pattern, such an
approach requires the modification of every code on every
platform, defeating one key feature that has empowered the
prevalence of MPI: performance portability. Indeed, applica-
tion developers have come to expect performance portability
not just in point-to-point MPI communications, but in MPI’s
collective communications. Although researchers have been
advancing the state of the art in collective communication
performance for years, the investigative focus has typically
been on the complexity and performance difficulties posed
by hierarchical network interconnects. We believe that the
collective communication techniques used with hierarchical
network interconnects should now also be applied to dis-
tributed machines featuring many cores and NUMA archi-
tectures.
The usual approach for transporting message payloads
between MPI processes across shared memory is based on
the copy-in/copy-out algorithm (as illustrated by the SM
component in Open MPI [2] and the Nemesis [3] device in
MPICH2 [4]). This algorithm uses an extra pre-allocated
shared memory buffer as an exchange zone between pro-
cesses. Each message is copied to this intermediate zone
by the sender process and then copied to the destination
buffer by the receiver process. With the rise of multi-core
processors, alternative methods of transferring data between
processes have emerged in the form of kernel assisted
memory copy (such as KNEM [5] and Limic [6]). These
approaches utilize one-copy memory transfers, and have
proved beneficial in the context of point-to-point commu-
nications [7].
As the premise of this work, we have identified three
critical issues specific to collective communications between
cores in NUMA architectures that prevent fully utilizing the
benefits of kernel-assisted copy methods. The first problem
arises from the contentions imposed on the root process in
one-to-all or all-to-one collective operations. Every process
has to wait for the progression of the core hosting the root
process in the copy of data to or from the intermediate buffer.
This effect actually prevents any potential acceleration from
having multiple cores available to undertake multiple copies
simultaneously. Second, many algorithms do not take into
account temporal locality, which results in cache-ready data
being discarded and then reloaded multiple times. More
cache pollution, in turn, leads to a plummeting memory
bandwidth as more data lines are reclaimed from the slow
and contention-prone memory banks. Last, many implemen-
tations ignore topological characteristics such as NUMA and
network-style processor interconnects. The blind application
of the one size fits all collective algorithm can lead to un-
necessary traffic between sockets, potentially overwhelming
some memory links while under-utilizing others. These is-
sues can be tackled by 1) extending the feature set of kernel-
assisted memory copy mechanisms to allow the specification
of copy direction and granularity, and 2) reworking the
collective algorithms themselves to detect and exploit data
locality in NUMA architectures.
In this paper, we propose new MPI collective communica-
tion algorithms that take advantage of the NUMA memory
subsystem to avoid memory contention and to maximize the
overall sustained bandwidth. Our approach is based on the
KNEM Linux module – a software mechanism that enables
direct memory copying between processes. We investigate
several different optimizations to collective algorithms that
maximize both parallelism and pipelining, all of which
are NUMA topology-aware. A key point in the design is
that multiple processes can access the same buffer – or
different parts of the same buffer – simultaneously, without
the need for more than a single memory copy between
processes. Moreover, stream direction control enables the
collective algorithm to select sender-writing or receiver-
reading according to the communication pattern (all-to-one
or one-to-all) to avoid the root process bottleneck. Last, our
collective algorithms can detect distance between hardware
units to build an optimized communication topology that
minimizes inter-socket traffic. Each of these approaches are
evaluated experimentally on a variety of different hardware
setups, exhibiting a better scalability when increasing the
number of cores, leading to substantial performance gains
on many-core hardware.
The rest of this paper is organized as follows: Section II
introduces related work on intra-node collective operations
and kernel-assisted memory copy. Section III introduces
some key concepts of the KNEM kernel copy framework.
Next, Section IV discusses the simultaneous use of KNEM-
based collective algorithms with a NUMA topology aware
hierarchical layout. Then, Section V describes the linear
KNEM collective algorithms: one-to-all (Broadcast and
Scatter), all-to-one (Gather), all-to-all (Alltoall and All-
gather), and their corresponding implementations in a new
collective component for Open MPI. All those algorithms are
compared experimentally with state-of-the-art MPI imple-
mentations: Open MPI and MPICH2 in Section VI. Finally,
Section VII concludes the paper with a discussion of the
results.
II. RELATED WORK
The work presented in this paper is the meeting point be-
tween two different trends focusing at optimizing MPI com-
munications within shared memory machines. It therefore
relates both the optimization of MPI collective operations
on shared memory machines and the advances in kernel-
assisted process-to-process copies.
Several optimizations have been used to maximize
throughput of collective communications on shared mem-
ory nodes. Most of them have been based on adopting
different communication topologies (linear, chain, split bi-
nary tree, binomial tree, etc.), [8] and by enabling par-
allel treatment of the message through pipelining. Both
MPICH2 and Open MPI feature many of those algorithms
and select among them with highly tuned and optimized
switch-points based on the message size. Consequently, they
deliver good performance on SMP nodes, even though all
those algorithms rely on the double memory copy shared
memory transport device. However, this last aspect is greatly
challenged by the multiplication of the number of cores in
currently deployed fat supercomputer nodes.
One of the most recent of those efforts is due to Richard
Graham et al. [9], who proposed a shared memory-based fan-
in/fan-out implementation for multi-core MPI collectives,
implemented in the Open MPI SM collective component.
Their optimization focuses on lightweight synchronization,
reducing memory copy times, increasing parallelism by
copying messages in a pipeline way, and controlling working
set size to fit into caches by building a logical fixed degree
tree. This shared memory based method simply takes multi-
core/many-core as a SMP system and ignores other archi-
tecture characteristics, such as NUMA, memory hierarchy,
and core distance. The fixed degree tree is built following the
logical ranks layout, which cannot always reflect architecture
characteristics. With more heterogeneity in modern NUMA
multi-core designs, it is hard to optimally tune a shared
memory based implementation for different platforms.
Open MPI also features another interesting intra-node
collective component named tuned. The fundamental idea of
the tuned collectives is to make available several different
algorithms, and use a runtime decision to select the best
algorithm according to message size, communicator size,
and other parameters [10]. As an example, for a Broadcast
in the tuned collective component, a binomial algorithm is
used to deliver small messages, a split binary tree algorithm
is selected for intermediate messages, and large messages are
transferred by a pipeline algorithm in which the pipeline size
varies with the message and communicator size. However, it
is still hard to tune for an unknown platform, even for expert
developers. Indeed, there are too many parameters such as
pipeline size, thresholds, etc, and any wrong selection might
ruin the overall performance of the tuned collectives.
These previous approaches are orthogonal works to the
proposed ideas of this paper. They try to maximize the
throughput of the collective operation by developing new
collective topologies, or selecting, among the available al-
gorithms, the most suitable one. For those approaches to
reach their full potential, there is a need to cooperate with
another approach to alleviate the penalty due to heteroge-
neous NUMA architectures, a feature that kernel assisted
approaches are able to deliver, if used properly. Unlike those
collective algorithms, our component is fully aware of the
existence of kernel assisted collective, and uses strategies
specifically tailored to maximize the resulting benefits.
Several platform-specific efforts offered single-copy large
message communication. For instance BIP-SMP imple-
mented such an optimization for Myrinet based clusters [11].
This idea has spread into most vendor specific HPC stacks,
such as Myricom MX, Qlogic IPath, and Bull MPI. Some
lightweight kernels enabled an even bigger rework of the
model on Cray platforms, thanks to the ability of the operat-
ing system to make all processes address spaces accessible
to any of them. This unusual feature enabled single-copy
RMA-based communication (SMARTMAP [12]) which
greatly reduces memory copies needed by intra-node mes-
sage passing, especially for collectives. Recent Linux kernels
support the remapping of others’ processes memory thanks
to the XPMEM module which enables similar optimizations
but is restricted to SGI machines.
Lei Chai et al. [6] introduced a kernel module interface
called LiMIC. This kernel-based approach can reduce the
number of necessary memory copies to one. KNEM [13]
is another similar kernel module used in MPICH2 and
Open MPI. KNEM offers additional features such as an
asynchronous copy model, vectorial buffer support, and copy
offload on dedicated hardware. This approach has already
proved to be valuable to increase point-to-point bandwidth
between processes communicating over shared memory [5].
However, beyond the free performance upgrade offered by
using more efficient point-to-point operations [14], hierarchy
aware MPI collective components need more control over
the underlying memory copy mechanism to reach their full
potential. In this paper, we present new collective algorithms
that take into account the specificities of kernel assisted
memory copies, and require a new feature compared to
state of the art kernel assisted copies: directional control
of transfers. The details of those novel KNEM features are
introduced in the following section.
III. KERNEL ASSISTED MEMORY COPIES
Copy-in/copy-out in a shared memory segment is still
the most common approach for transferring data between
processes on a shared memory platform. The most prominent
drawback is the necessity to copy every data twice. Kernel-
assisted memory copy alleviates this issue by using system
calls to offload the copy to the kernel. Because the kernel has
complete access to the memory space of both processes, it
can perform the copy from the source buffer in the sender’s
address space directly to the target buffer in the receiver’s
address space without the need for an intermediate buffer.
KNEM is an example of such a Linux kernel module that
enables high-performance, inter-process, one-copy memory
copies. It offers support for asynchronous and vector data
transfers. KNEM can also offload memory copies to a
hardware DMA engine (such as the Intel I/O AT hardware),
if available.
It was not long before the above-cited features raised
interest for improving intra-node MPI communications.
Open MPI v1.5 includes KNEM support in its shared mem-
ory point-to-point communications component. MPICH2
v1.1.1 uses KNEM in the DMA LMT to improve large
message performance within a single node. The general
operating principles of the integration between KNEM and
MPI point-to-point messages are the following (more details
can be found in [5]): (1) The sender process declares a
send buffer to KNEM. The kernel module saves the list of
virtual segments contained in the buffer and associates them
with a unique cookie. (2) The sender passes the cookie to
the process which is interested in this buffer by an out-of-
band transfer. (3) The receiver gives this incoming cookie to
KNEM along with a receive buffer. (4) The KNEM module
copies the data from the send buffer to the receive buffer
within the kernel.
The security model of this strategy is similar to System V
IPC shared memory segments. Declaring a memory buffer
to the KNEM driver makes it available to any other process.
However, other memory regions cannot be accessed unless
explicitly declared to KNEM as well. A malicious user mod-
ifying a cookie value would either get an invalid parameter
error or get a valid access to a previously properly declared
buffer.
A. Issues with MPI Collective Operations
While the beneficial effect of KNEM on point-to-
point performance also translates into collective improve-
ments [14], we have identified a series of additional opti-
mizations that further boost collective communication per-
formance. They require that the collective component has
more control over the movement of data (vs. simply using
MPI point-to-point primitives): (1 Because control of the
kernel module is delegated to the point-to-point MPI mes-
sage passing engine, using inter-process kernel-assist mem-
ory copies results in the same data region being registered
multiple times when sent to different destination processes.
The overhead of synchronizing and exchanging cookies
therefore cannot be amortized. The collective component
knows when the same buffer is used with multiple recipients,
and can therefore eliminate redundant registrations. (2 Many
collective algorithms exhibit a one-to-all communication
pattern. Such a communication pattern stresses the root
process resources. Although in kernel execution space when
using KNEM, only the core hosting the root process is
performing all the data movements. This actually serializes
all memory copies and limits the progression of the col-
lective to the speed of only a single core (i.e., where the
root process is executing), even though multiple cores are
available (and probably waiting for the collective operation
to progress). Attempting to alleviate this issue by inverting
the point-to-point algorithm – i.e., having the receiver(s)
make the copies – simply results in degrading all-to-one
communication patterns, instead. Thus, it is desirable for
the collective algorithm to be able to express the direction
of data transfer, independently of concurrent point-to-point
strategies.
B. KNEM Direction and Granularity Control
Implementing collective operations directly on top of the
original KNEM interface wastes system resources. Collec-
tive patterns such as one-to-all or all-to-one would declare
the same multiply-accessed memory buffer multiple times
and pass multiple KNEM cookies between processes for
synchronization. To solve this issue, we introduced, (avail-
able since KNEM 0.7), an extended programming interface
designed to address the needs of collective operations. In-
stead of only offering a point-to-point send-receive interface,
KNEM now offers the ability to register persistent mem-
ory regions and access them multiple times from different
processes. Such accesses may either touch all or only part
of the region, enabling the actual copy a single message
at once or as multiple chunks simultaneously. This model
avoids wasting system resources and reduces the overhead
of synchronizing processes when creating and passing region
identifiers.
Another extension added to KNEM is the ability to read
(receiver-reading) or write (sender-writing) to each region,
enabling effective direction control of the data transfer.
Direction control is a very important feature to unleash the
performance of collective operations. The effective direction
control of the copies can be decided by the collective
component to match the communication pattern (one-to-all
or all-to-one), with the goal of maximizing the number of
cores participating to the progression of the data transfers,
and parallelize the progression of the collective algorithm as
much as possible.
Those two novel features introduced into the KNEM
kernel module are used by our KNEM collective compo-
nent in Open MPI. Unlike previous components that only
used kernel-assisted copies simply through the point-to-point
interface, this component takes advantage of directional
control and persistent registrations to further increase the
performance achieved on collective communications.













































Figure 1. Progression of the hierarchical pipeline KNEM Broadcast
A significant amount of work has been done over the
past decade toward improving the collective communication
performance by taking into account the network features.
Some algorithms take advantage of the low latency of some
specific high-performance, while others capitalize on the
bandwidth capabilities. Additionally, the network topology
(butterfly, torus) has been another important factor in re-
designing collective communications algorithms. While this
work is significant, and has clearly influenced our approach,
one has to keep in mind the tight conditions required for
collective algorithms in shared memory. The memory access
latency and bandwidth are important, but not more important
than the topology of the links to and from the memory
banks. Therefore, the algorithms designed in this context
are significantly more complex than the usual two-level
hierarchical collective algorithms [15], and take into account
the topology as well as the memory accesses performance,
that usually exhibit several order of magnitude performance
differences for different levels in the hierarchy.
In order to explain how the collective algorithm will be
affected by the hardware architectural features, let us take
our large NUMA node (IG) as an example. This machine
consists of 8 NUMA nodes, each of them containing a six-
core AMD Opteron processor and 16GB of local memory. 8
NUMA nodes are interconnected by AMD HyperTransport
(HT). The Figure 1 shows how a 48 processes broadcast
will unfold on this large NUMA node. Processes are split
into 8 sets according to their NUMA locality information,
which means processes within the same socket and NUMA
node are in the same set. A two levels’ tree is then built
accordingly, one process per NUMA node will belong to
the first tree level (the green background circles), while all
the remaining processes per NUMA node will belong to the
second level (the blue background circles), and behave as
leafs to the tree. This tree structure reflects the architecture
topology such as core distances and relationships which can
be retrieved thanks to the Hardware Locality [16] software.
Dividing the processes based on the topology and NUMA
information has the advantage of reducing inter-socket traffic
since a single data transfer is performed towards each
NUMA node. Moreover, since a cache is shared between
all processes inside the same NUMA node, multiple copies
between processes in the same set benefit from cache hits.
However, one of the disadvantages of such an algorithm
is the reduction in the degree of parallelism between the
memory copies toward NUMA nodes, and between the leaf
nodes and their corresponding intermediary node (a leaf
process cannot start a memory copy until the intermediary
process received the entire data). To alleviate this strong
synchronization requirement, and therefore minimize the
unnecessary waiting on the leaf nodes, we divide the data in
several segments and pipeline the operations corresponding
to each one of these segments (pink arrows).
V. IMPLEMENTATION
A. Framework
We implemented the KNEM based collectives as a new
component named KNEM coll in Open MPI. Open MPI is
based on a flexible component architecture, collective algo-
rithms are placed under the COLL framework (as depicted
in Figure 2). Multiple collective components are available
(Tuned, Basic, SM, and our proposed KNEM coll), and can
be selected at runtime. In Open MPI’s component archi-
tecture, different collective components can use different
point-to-point communication components underneath (the
Operating System
COLL Framework
KNEM coll Tuned coll SM collBasic coll ...





Figure 2. Open MPI collective communication framework
byte transfer layer, BTL) [17]. By default, the Tuned col-
lective component and the SM BTL component are teamed
to provide for MPI collective operations, resulting in the
default setup to use the best collective algorithms with
the copy-in/copy-out point-to-point transport. In previous
works the SM/KNEM BTL have been introduced. This BTL
enhances shared-memory point-to-point operations by using
the KNEM driver for large messages. While this is not a
default setup, the Tuned collective component can be teamed
with this BTL to benefit from KNEM speedup to some
extent for large messages.
Unlike other collective components, the KNEM collective
component uses the shared memory BTL only as an out of
band channel for synchronization or delivering ”cookie”. All
data movements are directly handled inside the collective
component by resorting to direct calls to the KNEM kernel
driver. While the KNEM kernel module is used directly,
the collective algorithms themselves remain implemented
in user-space. Direct calls to KNEM within the collective
component are required to have enough flexibility to express
the new algorithms intended to avoid unnecessary buffer
registrations, handle directional copies, and fragment the
messages to establish a pipeline suitable for the most com-
plex memory hierarchies. The KNEM RMA API that we
introduced in KNEM (see Section III) is used to create mem-
ory regions dynamically and read or write all or part of them
multiple times whenever needed. However, trapping into
kernel mode has a non-negligible overhead (about 100 ns on
modern processors) when delivering small messages. So we
only consider KNEM for optimizing collectives for interme-
diate and large messages (larger than 16KBytes). We started
by adapting the most useful algorithms first (Gather(v),
Scatter(v), AlltoAll(v), AllGather(v) and Broadcast, v stands
for vector variants of corresponding operations). For smaller
messages, or unimplemented collective calls, the operation
is delegated to the regular Open MPI component.
B. Rooted Operations: Broadcast, Scatter and Gather
The implementation of KNEM Broadcast is a straight-
forward adaptation of the KNEM point-to-point model: 1)
The root process declares a send buffer to KNEM and gets
the corresponding cookie in return. 2) It passes the cookie
to all non-root processes in the communicator through an
out-of-band transfer (Open MPI SM BTL). 3) Each receiver
process passes the incoming cookie to KNEM along with
a receive buffer. 4) KNEM triggers a memory copy from
the send buffer to receive buffer within the kernel. The
copy is performed by each receiver core in parallel. 5)
Each receiver process sends back a synchronization message
to root process after the completetion of KNEM copy. 6)
After the root process receives all synchronization messages
from non-root processes, it deregisters the send buffer from
the KNEM driver. The KNEM Broadcast also features a
hierarchical pipelining algorithm (as sketched in Section IV),
that can be turned on or off depending on the properties of
the hardware. The topology mapping is static for now, but
will be dynamic in future works.
The KNEM Scatter implementation is overall similar to
the broadcast, except that each non-root process reads only
parts of the root buffer. Their starting offset is calculated
from their ranks and the data type.
The KNEM Gather consists of the opposite communi-
cation pattern of Scatter. Therefore it can benefit from the
direction control of the new KNEM version to declare the
root process memory as a write buffer. Unlike the regular
Gather, all non-root processes can write simultaneously to
that buffer.
C. AllGather and Alltoall
The KNEM AllGather is an assembly of a gather followed
by a broadcast. During the first step, all processes do a
KNEM Gather operation to rank 0. In the second stage,
the root process performs a KNEM Broadcast. This method
is far from being optimal, because it puts the memory
controller of the the core hosting the root process under a
high pressure. Although it could be perfected, it is a simple
and straightforward way to capitalize on the improvements

























(1)-(4) is the sequence of memory
copy inside one process

































Figure 3. An example of copy sequence for KNEM AlltoAll on four
processors.
Unlike one-to-all operations, in the AlltoAll communica-
tion pattern, cache reuse plays little to no role. Therefore, our
AlltoAll algorithm focuses on avoiding bandwidth sharing,
by rotating the access pattern so that at any instant, a core
is sending and receiving exactly one fragment of data. First,
each process declares its send buffer to KNEM and gets
back the corresponding cookie. Those cookies are exchanged
by doing an out of band AllGather operation based on
shared memory(not KNEM AllGather); it is necessary to
pre-allocate an integer array the size of the communicator
to store cookies from all other processes. A loop of KNEM
copies is performed to fetch the corresponding messages
from other nodes (receiver-reading). Each process offsets the
starting point of this loop in a round-robin manner. Finally,
each process deregisters memory buffer from the KNEM
driver after a barrier operation. Figure 3 gives an example
of this communication scheduling; as one can see, for every
step of the algorithm (marked between parenthesis on the
right buffer), the memory belonging to a particular sender
is accessed only once, and the workload is evenly spread on
the entire duration of the collective.
VI. EXPERIMENTAL EVALUATION
A. Experimental Conditions
Our experimental platform is composed of four multi-
core/many-core machines that cover the spectrum of typical
current commodity high-performance computing nodes, but
also expected designs for the upcoming years. They feature
Intel and AMD processors, and represent a wide variety
of setups, from SMP to massively NUMA machines. As
our approach does not impact the performance of inter-
node communications, our experiment focuses on intra-node
communications performance.
Zoot is a 16 core machine with 32GB of memory. The
system has four sockets with a quad-core 2.40 GHz Intel
Xeon Tigerton E7340 featuring 4 MB L2 caches shared
between pairs of cores. A single SMP memory controller
in the north-bridge chipset connects all the sockets with the
global shared memory.
Dancer is an 8 core machine with 4GB of memory. The
system is composed of two sockets populated with a quad-
core 2.27 GHz Intel Xeon Nehalem-EP E5520 with 8 MB
L3 caches and 2 GB of memory on each NUMA socket.
Hyper-threading is disabled in the configuration.
IG is a 48 cores machine with 128GB of memory. The
system is composed of 8 sockets with a six-core 2.8 GHz
AMD Opteron 8439 SE, 5 MB L3 caches and 16 GB
memory per NUMA node. The sockets are further divided
as two sets of 4 sockets on two separate boards connected
by a low performance interlink.
Saturn is a 16 core machine with 64GB of memory. It is
composed of two sockets with an octo-core 2.00 GHz Intel
Xeon Nehalem-EX X7550, 18 MB L3 caches and 32 GB
memory on each NUMA socket. Hyper-threading is enabled
but not used.
Software setup includes KNEM version 0.9.2 [13]. The
Intel MPI benchmark suite IMB-3.2 was used to assert the
difference between the collective components with the off-
cache option in enabled to avoid cache reuse. Open MPI
version 1.7a1 and MPICH2-1.3.1, both properly tuned, are
compared to our approach. Tuning parameters between all
components based on Open MPI are identical, unless stated.
On a particular machine, the mapping between physical
cores and MPI processes is identical, regardless of the
MPI implementation used. Due to the large number of
combinations, we restrict the discussion only to the most
meaningful algorithms, but still covering the entire spectrum
of collective patterns.
Because our own component (referred to as KNEM-Coll
from now on) is inside Open MPI, we undergo a deeper
comparison with its default collective component: the Tuned
component. It does not use kernel assisted copies by default,
but uses the SM device that relies on copy-in/copy-out;
results obtained with this setup are called Tuned-SM. To
assert clearly what are the extra benefits of our approach,
we also present the results obtained when simply using
the Tuned component on top of KNEM point-to-point mes-
sages (Tuned-KNEM). MPICH2-SM and MPICH2-KNEM
are similar to Tuned-SM and Tuned-KNEM, with respectively
shared-memory or KNEM as the underneath point-to-point
communication transport. The MPICH2 KNEM implemen-
tation is broken for messages of size beyond 64 KB on the
Saturn platform; we could not obtain a revised version from
the author at the date of publication of this paper.
To ease the comparison, our KNEM collective component
is taken as the reference point for performance, and the
execution time of other implementations are normalized
against it. The smaller these normalized values, the better
the performance of the corresponding collective component.








































Figure 4. Performance comparison between linear KNEM Broadcast,
hierarchical KNEM without pipeline, and different pipeline sizes in the
hierarchical pipelined KNEM Broadcast on the IG platform. Results are
normalized to the runtime of hierarchical KNEM Broadcast without pipeline
(lower is better).






































































































































Figure 5. Performance comparison of Broadcast operations between Open
MPI Tuned components, MPICH2, and the KNEM collective component.
Results are normalized to the runtime of the KNEM Bcast (lower is better).
hierarchical pipelined KNEM Broadcast on the large NUMA
machine IG. The pipeline sizes range from 4KB to 2MB.
The execution time of different pipeline sizes is normalized
to the execution time of hierarchical KNEM Broadcast with-
out pipeline. Compared with the linear KNEM broadcast,
the hierarchical approach itself contributes a 2.2× to 2.4×
speedup on this large NUMA node. And the pipelining
provides hierarchical KNEM Broadcast extra up to 1.25×
speedup. One can see that except using too small pipeline
size (4KB), hierarchical KNEM Broadcast always can get
significant benefits from pipelining.
Selecting a suitable pipeline size can be a challenging
problem for the hierarchical pipelined strategies. A too
small pipeline size induces more synchronization between
each segment and makes the transfer efficiency suffer due
to KNEM copy startup overhead when delivering small
messages (4KB and 8KB in Fig 4), while a too large pipeline
size (2MB in Fig 4) leads to a long initialization time for
the pipeline algorithm to take effect. One can see that the
best pipeline size is 16KB for intermediate message size
(smaller than 2MB), and 512KB for large message sizes. In
the rest of this paper, we settled the pipeline size according
to this tuning on IG: 16KB for intermediate message size
and 512KB for large message size.
C. One-to-all and All-to-One Operations
Figure 5 shows the performance comparison of the Broad-
cast implementations on all platforms. The KNEM Broad-
cast outperforms other collective components in all cases.
Compared with Open MPI’s best collective component, the
KNEM Broadcast can provide a speedup of about 1-2.5× on
Zoot, 1.2-2.8× on Dancer, 1-1.8× on Saturn and 1.5-2.1×
on IG.
Figure 6 presents the performance comparison of the
Gather operation. The linear KNEM Gather tremendously
outperforms all other components in all cases. Compared
with the best Gather in Open MPI and MPICH2, the max-
imum speedup, thanks to KNEM collective component, is





















































































































































Figure 6. Performance comparison of Gather operations between Open
MPI Tuned components, MPICH2 and the KNEM collective component.
Results are normalized to the runtime of the KNEM Gather (lower is better).
KNEM Gather and Scatter operations are very similar,
except from the different copy direction: sender-writing for
Gather and receiver-reading for Scatter. Consequently, those
two algorithms exhibit very similar performance profiles
and the Scatter results are not presented here. Compared
with Open MPI’s best Tuned Scatter implementation, the
maximum speedup of KNEM Scatter is about 3× on Zoot,
2× on Dancer, 4× on Saturn, and 4× on IG.
The KNEM collective component has a huge performance
speedup in these ”rooted” collective operations, thanks to
unleashing parallel access to the buffer of the root process.
Compared with the approach of indirectly using KNEM
copy as underneath communication (Tuned-KNEM), the
KNEM collective component can provide more reliable
improvement in all cases, benefiting from KNEM drivers’
new features we mentioned at section III.
D. All-to-all Operations
Figure 7 shows the performance comparison for the






















































































































































Figure 7. Performance comparison of AlltoAllv operations between Open
MPI Tuned components, MPICH2 and the KNEM collective component.













































































































































Figure 8. Performance comparison of AllGather operations between Open
MPI Tuned components, MPICH2 and the KNEM collective component.
Results are normalized to the runtime of the KNEM AllGather (lower is
better).
all-to-all collective operations is restricted by the press
over memory buses due to delivering too many messages
simultaneously. As a consequence, the relative performance
benefits are smaller when compared to Tuned-KNEM than
for the one-to-all or all-to-one rooted operations presented
in the previous paragraphs. However, compared with Tuned-
SM based on the shared memory approach, the KNEM
AlltoAllv can still show significant improvement, with a
maximum speedup of 2× on Zoot, 1.9× on Dancer, 1.25×
on Saturn, and 2.7× on IG.
Finally, Figure 8 presents the performance of the col-
lective components on the AllGather operation. On the
SMP machine (Zoot), and the medium size NUMA ma-
chines (Dancer, Saturn), the KNEM AllGather has the
best performance among all collective components except
some medium size messages on Dancer and Saturn. On
the large NUMA node (IG), Tuned-KNEM performs better
than KNEM AllGather by up to 25%. The loss of KNEM
AllGather’s performance on large NUMA nodes lies in
the KNEM AllGather operation not being optimized as
explained in Section V-C. The operation is split into two
separated stages. Although the KNEM Gather and Broadcast
are optimized in each stage, overlapping between these two
stages is eliminated by this simple concatenation of the
KNEM Gather and Broadcast algorithms. And the selected
root process forms a single point in KNEM AllGather im-
plementation, forcing the throughput of AllGather operation
restricted by the limited memory bandwidth of the NUMA
node owning the root process. This is also the reason why
the KNEM AllGather’s performance suffers more on the
large NUMA nodes than on SMP or small NUMA nodes.
However, even on large NUMA node IG, the KNEM All-
Gather still performs better than Tuned-SM and MPICH2-
SM, which are based on shared memory approach. The
implementation of these two all-to-all collective operations
(e.g. AlltoAllv and AllGather) benefits greatly from the
adoption of KNEM copy, thanks to reducing memory copies
and cache pollution in these communication-intensive opera-
tions. In the next release of the KNEM collective component,
we will borrow some ideas in Tuned collective components
such as adopting a ring-style algorithm to distribute memory
accesses evenly across memory controllers in the KNEM
AllGather, especially on large NUMA nodes.
E. Application Performance
To evaluate the impact of the improvement due to using
KNEM collective operations on real application perfor-
mance, we use the ASP [18] application, a parallel im-
plementation of the Floyd-Warshall algorithm used to solve
the all-pairs-shortest-path problem. The main MPI collective
operation used in this application is MPI Bcast. We tested
this application on two machines: Zoot and IG, the two
extreme platforms regarding the degree of complexity of the
core hierarchy. The problem is scaled to match the available
memory; the matrix size is 163842 on Zoot and 327682 on
IG (32bits integers). Matrices are distributed by rows across
all the available cores. The MPI Bcast operation is called
16384 times (64 KB message) on Zoot and 32768 times (128
KB message) on IG. The KNEM collective component uses
the linear KNEM algorithm on Zoot and the hierarchical
pipelined algorithm on IG. All tests use the same mapping
between cores and processes.
Table I
ASP APPLICATION EXECUTION TIME BREAKDOWN AND SPEEDUP FROM
USING KNEM COLLECTIVES.
Zoot IG
Bcast Total Bcast Total
Open MPI 405.7s 2891.2s 550.2s 6650.9s
MPICH2 152.3 2640.4s 293.9s 6413.8s
KNEM Coll 26.8s 2508.4s 198s 6288.1s
Improvement 82.4% 5.2% 33% 2%
Table I presents the application execution time of ASP
when using different collective components. The improve-
ment is the relative difference between the best perform-
ing MPI library (between Open MPI and MPICH2) and
our KNEM collective components. By using the KNEM
collective components, the application can see a signifi-
cant improvement in the time it spends doing Broadcast
operations, with the improvement of 82% on Zoot and
33% on IG. One can notice that the performance improve-
ment of the Broadcast only on the SMP machine is even
more pronounced than for the synthetic benchmark, because
unlike the synthetic benchmark, the application does not
systematically invalidate the cache before performing the
operation. As a consequence of the shorter time spent in
the collective operations, the overall application runtime
is improved when compared to other optimized collective
components, with an improvement of 5% on Zoot and 2%
on IG.
VII. CONCLUSION
In this paper, we showed that an MPI implementation can
successfully take advantage of new features in the kernel,
namely kernel assisted memory copies between process
spaces, to greatly improve the performance of shared mem-
ory collective communication while successfully hiding the
complexity of the NUMA characteristics of modern many-
core nodes. Three challenges specific to many-core systems
have been addressed to meet that goal: NUMA complexity,
cache pollution, and collective algorithm sequentialization.
The main contributions of this paper are: (1) extend
kernel-assisted memory copy operations to include direc-
tion and granularity control, thereby giving more flexibility
and data movement control to the collective component
implementation, and (2) embed the use of kernel-assisted
copies directly into collective algorithms rather than relying
on kernel-assisted speedups from MPI point-to-point-based
primitives. (3) Our collective component also maps the
inherent parallelism of MPI collective communications on
to the specific characteristics of NUMA multi-core systems.
For example, the root process can offload memory copies
to non-root processes in order to parallelize operations
with multiple receivers. Finally, the pipelining algorithm
strategically overlaps the latency incurred by transferring
first to the upper levels of the NUMA hierarchies with
data transfers to the leaf nodes in the collective topology.
Experimental results show that our approach outperforms
all other types of optimizations on many-core systems,
including the Tuned Open MPI component (even though
Tuned benefits from KNEM-enabled point-to-point oper-
ations). These performance improvements translate into a
substantial gain for our showcase application.
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