working on a noiseless channel with correct tap weights is studied. We show that the space of channel parameters can accordingly be partitioned into a finite number of sets. The error recovery performance of a DFE is the same for all DFE's within one such set, and is determinable. We also discuss some tight bounds for recovery time statistics, which are particularly important when the number of equalizer taps is not small. We argue that minimum phase or near minimum phase character for thb, channel does not necessarily guarantee short recovery time.
I. INTRODUCTION
UR aim is to present some error recovery properties of decision feedback equalizers (DFE's) in terms of noiseless communication channels. We show that the nonlinear decision function, in the DFE receiver has the effect of partitioning the space of channel parameters into a finite number of sets. Further, we show that By examining this partition, one is led naturally to-classify some of the important nonadaptive properties of DFE's, namely, 1) the error recovery time statistics, 2) the input data sequences which result in arbitrarily long recovery times, and 3) the identification of channels which are inappropriate for the use of DFE's.
Error recovery and error propagation effects of DFE's have been the subject of several papers, and our work forms a natural extension of previous ideas. Duttweiler et af.
[l] determine an upper bound on the steady-state error probability of the DFE in terms of the probability of error in the absence of past decision errors. This bound, is valid for arbitrary channels, but q u e s t i o n s r e g a r d i n g t i g h t n e s s were left open.
More recently, O'Reilly and de Oliveira Duarte [2], [3] extended the techniques and results
in [l] by developing a procedure which gives upper and lower bounds on the steadystate error statistics and recovery time statistics for a given channel. They are motivated by the need to reduce the computational effort associated with doing an exact .calculation. (Their results are also valid for multilevel data and correlated noise.) A different approach to the stochastic analysis of DFE's was given by Cantoni and Butler [4] , [5] who gave a bound on the expected recovery time which is also valid for arbitrary channels and the presence of noise. They include a discussion on the input sequences which result in poor DFE recovery performance. These references ' all use ideas based 6n finite state Markov processes (see also [6] ). This is true also of our paper.
Our contribution is to analyze the DFE in terms of the noiseless (high signal-to-noise ratio) communication channel, and to show precisely how the channel parameters affect the stochastic dynamics of DFE's. We provide exact calculations paper approved by the Editor for Digital Communications of the IEEE Communications Society. Manuscript received September 25, 1986; revised March 17, 1987 . This work was supported by the Australian Telecommunications and Electronics Research Board.
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for the classes of channel of greatest theoretical and practical interest. We emphasize that the stochastic analysis of DFE's can be conceptually reduced to the understanding of the oneto-one correspondence between disjoint polytopes in the space of channel parameters and a set of finite state Markov p';ocesses (or more generally, a set of state transition diagrams). Our results extend, generalize, and clarify the important contributions in [4] . The nontrivial but close connection of our results (and those in [4] , [SI) to the results in [ 11, [2] , [3] and the inclusion of channel noise into the analysis will be treated in a sequel [7] . The qualitative ideas of this paper carry over with almost no change. The quantitative theory requires modification, the modification being less the higher is the signal-to-noise ratio.
We work exclusively using two-level input sequences. The ideas could easily be generalized to handle M-level inputs
We preview the contents of the remainder of this paper by section. Section I1 contains our definitions and a development of finite state Markov processes used to analyze the stochastic dynamics of DFE's. The N = 2 tap DFE is treated Section 111.
By extending the results and concepts found in Section 111, we are able to treat in Section IV the general N 2 2 tap DFE. The conclusions, Section V , contain a summary of the main contributions and give possible extensions.
(see, e.g., [21-[51) .
PROBLEM FORMULATIONS

A . System Definitions
The system under consideration is given in Fig. 1 v T denotes the transpose of v). A discussion of a wide class of physical channels (defined by those which are minimum phase), which generally consist of a dominant cursor followed, but not preceded, by a series of echos (the tail), is given by Clarke [SI. He advocates the use of DFE's for the equalization of these channels.
The effect of the channel tail is to introduce intersymbol interference (ISI) which corrupts the information carried, with the cursor ho. Additive channel noise nk may also contaminate the received signal. The receiver structure attempts to remove the introduced IS1 by modeling the channel tail with a tapped delay line which is represented by the vector of weights DN = [dl dz . . . dN]' E mN. using estimates..of !he data cik rather than the actual data ak, .the channel IS1 is reconstructed and cancelled at the receiver input.
The data estimates cik are generated by a signum function sgn( -) which produces -1 for negative argurhents and + 1 otherwise. This equation represents an idealization since it assumes that the length of the DFE tapped delay line equals the length of the channel tail (both N).
In the sequel to this paper, we treat the case where channel noise nk in (2.1) is significant. For the results in the present paper, we will take n k = 0 since we regard the high signal-tonoise ratio case as being of greatest practical interest, and the results for the noiseless channel obtained will be a good pointer to the high signal-to-noise ratio situation.
We assume the feedback tap weights have the correct values, i.e., they equal the channel tail, viz. D N = H N , and that the channel is effectively noiseless.
Therefore, (2.1) becomes Error recovery becomes an object of concern when previous decisions are incorrect since this increases the likelihood of further errors because the IS1 is incorrectly cancelled and the eye closes. This effect, termed error propagation [l] , may result in unacceptably high error rates.
Further, many DFE applications are adaptive and involve the adjustment of D N on line in response to errors. It is important that the error recovery properties and time scales of the correctly tuned DFE be understood before a sensible analysis of an adaptive DFE can proceed.
B. Finite State Markov Processes
Our analysis of the recovery statistics of DFE's uses the theory of finite state Markov processes (FSMP) as have [I]-[6] . In modeling the DFE, we can assign a Markov state to the 2N vector of past data (channel states) and past decisions (DFE tapped delay line states) as follows:
" C I
Each component can take on two values; therefore, we have 4 N different Markov state vectors (2.3) which we refer to as atomic states. The complete sef of atomic states will be denoted by Q . The Markovian property arises since the input binary data stream is white and takes the values -1 and + 1 with equal probability, i.e., {ak) is a sequence of i.i.d. random variables.
We remark that this definition of .an FSMP has not been used previously, to the authors' knowledge, in the DFE literature. We will show that by aggregating atomic states, one obtains the FSMP's appearing in [ 11-[5] . The advantage of the 4 N atomic state Markov process is twofold: 1) in the analysis of pathological input sequences (Section III-B), and 2 ) without modification it may be used to analyze the case when DN # HN (e.g., with adaptive DFE's). The advantage of aggregated FSMP's is reduced complexity:
We introduce an ordering of the atomic states which will be useful in Section 111. Any logical scheme can be used for this purp~e.,. and we choose the following lexicographic rule: e.g., with N = 2, xk = [ -1 + 1 + 1 + 1 I T gets coded as (decimal) i = 7 . In words, this cryptic formuia simply gives the decimal number associated with xk (2.3) considered as a binary number with a k -, the MSB and 3 k -N the LSB (with 
(with data of opposite sign). Because of Property 1 , the transition probabilities are the same despite the transitions being made on data symbols with opposite signs. Hence, the P states form an FSMP as claimed.
A salient feature of both the error system and the P-state system is that the aggregation has created a single absorbing state corresponding to the closed set of 2N atomic states.
These atomic states satisfy 6k-j = ak-i, i = 1 , 2, * . * , N, and they form a closed set since the only transitions from one such atomic state are to another atomic state in the set. We refer to the absorbing state as A (for absorbing), and it has the simple interpretation that if the system is in state A , then we have the last N decisions correct, and hence all future decisions will be correct. Naturally, once in A , the system stays in A (in the absence of further noise disturbances) and we say the DFE has recovered. We will denote the set of atomic states excluding A , i.e., the complement of A , by Q \A.
We model an initial ,error condition, e.g., a single noiseinduced error, in the DFE as an initial error distribution r0 across the atomic states. Without loss of generality, we take the time of this disturbance as k = 0. For time k > 0, we assume the only subsequent decision errors are, internally generated by the DFE through error propagation [4] .
In a natural way, a distribution across the atomic states induces a distribution across the aggregated states Fo, through a matrix B ,
where Bij = 1 if ( j ) belongs to aggregated state i, and 0 otherwise. If we choose the P-state aggregation, B would have dimensions (3"' + 1)/2 by 4"'. When working .with an aggregated state model, we will denote that part of the induced distribution excluding set A by F$ i.e., the partial distribution across Q \ A . Therefore, we partition f o as follows:
Letting I( I denote the I, norm, we have cr = 1 -(1 +$(I E F91 to ensure %O is a probability vector,, noting also that we have implicitly ordered the aggregated states with state A last. The main restriction with aggregating atomic states i s that we lose information by having our observations based on coarser objects, e.g., P states rather than atomic states. However, in studying DFE recovery, we are mainly concerned with observations. concerning A and its complement Q \A. These two sets are "resolved" by P states; therefore, all our general results. will be modeled by P states. (Remark: The P states appear to be lowest order FSMP for which we can exactly model the transient properties of DFE's. Lower order models appear in The space of channel parameters (or equivalently, the space of tap parameters) will be called H space, corresponding to W2, containing the particular channel tail denoted by H2 = [hl h2] *. (The cursor ho will be carried along implicitly or, equivalently, we could adopt a channel normalization.)
The set of lines in H space given by
define the thresholds of the sgn ( 0 ) function in (3.1), and as such represent the boundaries between regions in H space where the performance of the DFE is fixed. So the DFE performance does not depend continuously on Hz, but varies in a quantized fashion. These regions are the intersection of half-planes with boundaries given in (3.2) and therefore represent polytopes in W2.
The eight boundaries of (3.2) partition H space into the 29 polytopes of Fig. 2 . Hence, there are only 29 classes of channel to be considered, up to an arbitrary scaling factor (note how the cursor ho is incorporated in Fig. 2) . Remarkably, two DFE's working on two different channels within the same polytope, with the same data sequence {ak) and initial conditions, have indistinguishable output sequences {&I. (However, with the inclusion of noise into the analysis, the position of the channel vector relative to the polytope boundary affects the DFE behavior.)
B. Pathological Sequences
As noted in [4] , there may exist "pathological" input data sequences { a k } , depending on the polytope, for which by definition the DFE never recovers, i.e., the absorbing group of atomic states fl is never reached. In this situation, some decision errors must be made after any fixed but arbitrary time. However, from a stochastic viewpoint, it was demonstrated in [4] that these sequences have zero probability in the sense that the probability of the input sequence remaining pathological decreases to. zero with time.
Our aim is to classify the pathological sequences in terms of the polytopes for N = 2. For brevity, our demonstration will be for one of the 29 polytopes, labeled-V and shown shaded in Fig. 2 , which is formally given by
The remaining 28 poiytopes may be treated in a similar fashion. (Generalizing the result for N > 2 proceeds analogously; however, the calculations become increasingly intractable the higher the order. Appendix A shows how such a diagram may be generated for,N > 2 . )
We adopt the atomic ,FSMP consisting of 16 states {(0), * . . , (15)) for our classification for polytope V . In Fig. 3 , we have shown polytope V's (restricted) state transition diagram with the set A 4 { (0), ( 5 ) , ( l o ) , (15)}, corresponding to recovery (i.e., error-free transmission), removed. Such a diagram encapsulates the complete ensemble of pathological input data sequences (by defined).
We note that there is an infinite number of periodic and aperiodic pathological input. data sequences associated with polytope V , e.g., we have the periodic sequence { + l , + 1 ,
corresponding to the state transitions
1n. Fig. 3 , we also delineate the critical and noncritical states of the polytope V . When the system is in a noncritical state, the input data are essentially DON'T CARE and the system cannot recover in one step. This defines a purely stochastic component of a pathological sequence-the source of potential aperiodicity . In a critical state, however,.
we have, only a probability 'of 1/2 of remaining pathological. For the remaining 28 polytopes, we may have either:
1) no pathological sequences, 2) only periodic pathological sequences, or 3) as in polytope V , both periodic and aperiodic pathological sequences. In the next section, we will determine to which of the three groups indicated above each of the 29 polytopes belongs.
C . Finite Recovery Time Polytopes
In the previous subsection, we referred to the existence of polytopes for which the set of pathological sequences was empty. In view of the definition of pathological sequences, this implies that after some fixed time k and for all input sequences, we must have x k E A , i.e., a bounded recovery time. In this subsection, we establish necessary and sufficient conditions for a polytope to have this property. In [4] , it was shown that a necessary condition on the channel parameters for there to be no pathological sequences is that they lie in the triangle A C E of Fig. 2 . In the following, we demonstrate that this is also a sufficient condition. Proposition 11I. I : A necessary and sufficient condition on the channel parameters Hz for the DFE to have a bounded recovery time is H2 E triangle A C E (Fig. 2) .
Pro08 Define sets: Gol = { ( l ) , ( 4 ) , ( l l ) , ( 1 4 ) ) where e k -1 = 0 and e k -2 # 0: Glo = {(2), (7), (8), ( 1 3 ) ) where e k -l # 0 and e k -2 = 0; G11 = {(3), (6), (9), (12)) where ek-l # Oandek-2 # 0 , a n d A = { ( 0 ) , ( 5 ) , (lo), (15)) where ek-, = e k -2 = 0. Referring to (3.1), if we constrain H2 to lie in the horizontal strip Ro {H2: 12h21 < ho} , and let x k E Gol, thenho > Ihlek-l + hzek-21, whencexk+I E A , i.e., the DFE recovers. Now if instead we let x k E {Glo U GI1}, then either x k + I E GIl or x k + I E Gol. In the latter case, we get x k + 2 E A . Hence, any pathological sequence must consist only of transitions constrained within the set G l l (ignoring the first transition). However, the only possible G l l -+ GI1 1) Triangle A C E defines the union of five polytopes (see Fig. 2 ) which have an empty set of pathological sequences. This region determines the necessary and sufficient conditions for "stability" defined in [4] .
2) The six polytopes E {Hz:Ro \ {triangle ACE}} have only pathological sequences which are periodic (see list above for regions R 1 and R2).
3) The 18 polytopes E {H2:W2\RO}, e.g., polytope V , have both periodic and aperiodic pathological sequences since noncritical set Glo is reachable from set Gol.
In Fig. 2 , we have superimposed a region labeled M defining the class of (second-order) minimum phase channels (zeros inside the unit circle). It is interesting to note that triangle A C E is contained wholly within M. We will return to the relationship between our channel classification and minimum phase channels in Section IV-D.
D. Mean Error Recovery Time
Pathological sequences represent the worst case situation since arbitrarily long recovery times are possible. However, as is pointed out in [4], pathological sequences have a special structure which makes their occurrence among the ensemble of sequences {ak} events of zero probability. This is implied by the upper bound derived in [4] for the mean recovery time. (We will have more to say about the probabilistic nature of pathological sequences in Section IV-E.) It therefore becomes relevant to determine the statistical recovery properties of DFE's rather than examine improbable (pathological) behavior.
The specific aims of this section are to demonstrate how the 29 polytopes (and hence the particular class of channel) affect the mean and variance of the recovery time and to give general formulas for the recovery statistics valid for all N.
Each of the 29 polytopes defines a different probability transition matrix P which describes the stochastic dynamics of the DFE for that class of channel. The FSMP we choose for our following N = 2 example is the P-state system consisting of only five aggregated states.
The probability transition matrix P and the associated induced initial error distribution .Ira can always be represented in the following generic -form (valid for any of the aggregations of atomic states that we consider in this paper):
where we order the aggregated states with A last, and Q is a submatrix, describing transitions between aggregated states belonging to Q \A, which has eigenvalues satisfying 1 Ai@) 1
.< 1 . This nontrivial property of the eigenvalues follows from the theory of nonnegative (and stochastic) matrices [9] . Theoretically, it can be shown that the dominant eigenvalue of any stochastic matrix P is unity. The multiplicity of this eigenvalue corresponds to the number of irreducible closed subsets of the FSMP [lo] . As will be shown in .the proof of Proposition IV.1 in Section IV, the state A is reachable from all atomic. states in Q \ A , and as such, there are no closed subsets within Q \ A . Only state A forms a closed subset of the FSMP, and therefore the unity eigenvalue of P is simple. The remaining eigenvalues of P are common to Q and this implies I M Q ) l < 1.
Determining the recovery time is precisely a study of transitions made to the absorbing state A. Prom the generic form (3.4), let matrix T be defined as T 0 ( I -Q ) -' .
(3.5) 
where %,*is determined from ro by (2.7) and (2.8), and where 1 denotes the vector of 1's of the appropriate dimension. We now proceed to use (3.6a) and (3:6b) in calculating the first two moments of the recovery time statistics for each of the 29 polytopes where we assume an initial error distribution . corresponding to 1) a single noise-induced error r:, and 2) a uniform error distribution across the 16 atomic states, r: = 1/16 1. These are the two cases of greatest practical interest. The first models corruptive channel noise as a rare event (a high signal-to-noise ratio approximation). The second models a startup of the DFE where the N tap states 6 k -j , i = 1 , 2, f . . , N take arbitrary initial values (independent of { a k } ) ,
e.g., during a reset or during power up. We give an outline of the calculation for polytope V defined in (3.3) and shown in Fig. 2 (the remaining 28 polytopes can be handled similarly). The atomic states form the following five P states: P I 2 {(3), (12)), P2 { ( 2 ) , (7), (8), (13)}, (5), (IO), ( 15)). The probability transition matrix (given the above ordering of P states) for polytope V along with noiseinduced error distribution %$ and the uniform error distribu-P3 P {(6), (9)}, P4 P {(I), (4), (11), (14) Note that with a single noise-induced error, we have ak-I # i k -I and ak-2 = 6 k -2 , and this codes through (2.4) as one of four States in P2. The uniform atomic distribution induces a P state distribution which has 'components in proportion to the cardinality of the five P states, i.e., 2:4:2:4:4 in the above ordering. Substituting for Q and %,*using (3.5)-(3.6a), (3.6b), we get p k = 4 and u: = 8 for the first distribution, and p k = 3 and a : = 10 for the second. The remaining 28 polytopes can be handled similarly, and Fig. 2 summarizes the results for both distributions. (Due to a symmetry in the recovery time statistics for both distributions with respect to a sign change in h l , we have saved space by giving the statistics for r; on the right side of the Fig. 2 and those for rt on the left. For example, to determine the statistics for r: for a "left" polytope, we select the numbers in the mirror image "right" polytope, etc.) We make the following comments based on Fig. 2. 1) The inner I,-ball BCDF (diameter ho) has the best recovery statistics of the 29 polytopes for the two distributions.
2) For the uniform distribution (left-hand entries), the maximum mean recovery time of p k = 4 is associated with eight symmetrically placed polytopes.
We generalize this observation in Section IV-C. (Note, some of the channels in these polytopes are minimum phase.)
, 3 ) For the noise-induced distribution (right-hand entries), there are five polytopes clustered about the origin with deterministic recovery behavior (zero variances). This shows that certain atomic states are unreachable from %;l (unlike the uniform distribution case). Therefore, conclusions regarding DFE performance based on the single noise-induced error distribution alone could be misleading.
4) There is a symmetry with respect to hl sign change, but not with respect to h2 sign change. In general, we can demonstrate that H space displays an asymmetry in the moments of the expected recovery time (for the two distributions considered) with respect to arbitrary sign changes of the components of HN for N L 2. Therefore, the appearance of symmetry for hl with N = 2 can be regarded as anomalous.
In Section IV, we will have more to say on the polytope? where the slowest and quickest recovery times have been observed for the general N 1 2 case. N such that (tl, t2, . . . , tN) E ( ( -2 , 0, + 2 ) x ( -2 , 0, + 2 ) x ... x ( -2 , 0 , + 2 ) ) \ (0, 0, . . -, 0): The word polytope is reserved in this paper for the smallest regions in RN generated by the boundaries given in (4.2).
It is a difficult problem to determine the exact number of polytopes which result in this partition of WN. However, the number of polytopes ZN can be bounded as follows:
The upper bound follows by considering the (3N -1)/2 pairs of parallel hyperplanes which each divide W N into three regions (these pairs are defined in Appendix A). We can then generate a unique ternary number corresponding to each polytope where each digit identifies in which of the three regions the poIytope lies. This (conservative) upper bound simply gives the total number of combinations of (3N -1)/2 ternary digits. The lower bound is easily deduced from arguments given in a later section (see Proposition IV. 1). The size of ZN for N > 3 prohibits a complete classification of channels. Hence, it is important to identify those polytopes which represent the extremes in DFE behavior and whether these extremes are physically relevant.
.
In the next subsection, we examine precisely those restricted classes of channel which represent the best and worst in terms of the DFE mean recovery time performance.
C. Mean Recovery Time Bounds
Cantoni et al. [41 address the problem of bounding the mean recovery time, and by using the theory of success runs, they demonstrated that an upper bound was (in their notation) ~( 1 1 2 , N ) = 2(2N -1 ) . We show that this is the tight bound when we have the worst case class of channel (to be defined) and a single noise-induced error. (This bound is tight in the sense that we define channels which realize the value of the bound.) The aims of this section are to give both the tight upper and lower bounds for the mean recovery time and to determine some of the corresponding polytopes, i.e., classes of channel which realize these bounds. As in the previous section, we will consider the two (same) initial error distributions of greatest practical interest.
We begin with some definitions before deriving our main result (Proposition IV. I). Let Pg denote the probability of a correct decision common to all atomic states belonging to some set B, e.g., if we set B = A (the absorbing group of states), we have PA = 1 (valid for all polytopes). We are interested in two cases.
1 ) The polytopes where = 1, i.e., before recovery the DFE always makes the correct decision.
2) The polytopes where = 1/2, i.e., before recovery the decision will be correct or incorrect with equal probability. 15IT where the h,'s are positive and increasing but do not conform to (4.4). However, polytopes of the form (4.4) have a vertex with the least I, norm. and in this sense are the nearest = 112 polytopes to the origin. We adopt the terminology "best case class of channel" and "worst case class of channel," respectively, for the two cases considered in Proposition IV. 1. Clearly, the terminology is justified in the former case since decision errors (in the absence of noise) are never made. In the latter case, we claim the recovery time is maximized when Pa,A = 1/2. This fact can be deduced from an important and intuitively reasonable result in [5] whose proof needs a lengthy formal argument. In our notation, this result takes the form In words, the slowest (conceivable) recovering DFE system is precisely one where the probability of a correct decision for all atomic states before recovery is 112. This is true for all arbitrary initial (error) distributions a, and whether or not noise nk is present. (In the sequel to this paper [7] , we treat the noisy case when nk f 0. ) We now evaluate the mean recovery times for the two classes of channels considered in Proposition IV. 1 and thereby obtain lower and upper bounds on the mean recovery times for all channels. Clearly, for = 1 channels, we obtain a lower bound noting that the error recovery is deterministic. Therefore, for this case, we simply note that the recovery time is bounded above by N. In fact, from elementary considerations, the "mean" recovery time realizes this bound when we have a single noise-induced error.
The calculation for the = 1/2 channels, giving the upper bounds, is less straightforward than that for the lower bounds. It is possible to compute the mean recovery time bounds as a function of a,; however, for brevity, we compute the bounds for the two important practical cases. We use the theory in [4] to determine the upper bound when we start from the single noise-induced error distribution a;. From such a distribution, we need to make N consecutive correct decisions each of probability 112 to recover. However, this mean recovery time was computed in [4] by using the theory of success runs and is given by (This bound is also derived in [3] .) However, our calculation is for an explicit channel, e.g., any channel satisfying (4.4), and not for a hypothetical one [4] . (As pointed out in [4], the bound (4.6) becomes "tight" in the low signal-to-noise ratio limit. As the symmetric noise'variance increases, the probability of a correct decision tends to 112, independent of the channel.)
From (4.6), we may regard a single noise-induced error as , being in the woist case class of initial error distributions when working on the worst case class of channel. However, for other channels, the ,single noise-induced error need not represent the worst case among the distributions.
The second initial error .distribution of interest is the uniform atomic distribution TO". In this case, the mean recovery time can be shown to be p(..,")=2(2,-1)-N (4.7)
by an elementary but tedious calculation. A more extensive treatment of calculations involving mean recovery times, their variances; and error propagation effects may be found in 121, 131. Our contribution to this style of analysis is to demonstrate that actual channels result in behavior best described as pathological. However, the question as to the physical significance of these channels needs to be addressed. This is the subject of the next subsection.
D. Minimum Phase Channels
We make some remarks regarding whether PQ\A = 112 polytopes contain minimum phase channels. Sensible models for physical channels should be casual and (nearly) minimum phase [8] . Note in (4.4) we have a region whose channel impulse responses increase at least exponentially. It is extremely dubious whether such a channel would exist in practice or that a DFE would be contemplated for its equalization. Channels of the form (4.4) appear to be (nearly) maximum phase. However, (4.4) represents only one of a class of 2 N -N ! polytopes. Another, more interesting, polytope in this class is represented by When N = 2, this polytope intersects the triangular minimum phase region (see Section 111-C and Fig. 2) . We conclude in this case there exist minimum phase channels with the worst possible error recovery performance. For N > 2, we have been able to demonstrate that polytope (4.8) contains "nearly" minimum phase channels, i.e., those with only one zero outside the unit circle and N -1 zeros inside. We have been unable to determine whether there are any minimum phase channels in the class of all Pn,A = 1/2 polytopes (we do not believe there are any minimum phase channels in the 2 N -N ! P Q ,~ = 1 /2 polytopes constructed in Proposition IV.l for N > 2).
We remark that discretization of continuous minimum phase channels (zeros only in the left half-plane) need not result in a discrete minimum phase channel. There are two possible causes for this. First, sampling a continuous minimum phase channel with clock skew can easily result in a nonminimum phase discrete channel. The second cause is a result well known in the control literature. In [ l l ] , Astrom et al. show that a zero-order-hold discretization of a minimum phase continuous system with a high frequency rolloff of greater than 12 dB/octave always results in a nonminimum phase discrete system at sufficiently high sampling rates. Further, this may happen for quite reasonable sampling rates 1111. Therefore, for this second case, the fact that we have a worst case channel with only one zero outside the unit circle (nonminimum phase) does not negate the possibility that the continuous model of the channel is minimum phase.
E. Asymptotic Recovery Time Bound
The intention here is to give an asymptotic formula for the probability of a DFE failing to recover by time k , starting from an arbitrary error distribution when we,have the worst case class of channel (where = 1/2). This then forms an asymptotically tight upper bound on the DFE error recovery performance versus time, upon invoking (4.5). (The bound is asymptotically tight in the sense that there exist channels whose recovery time corresponds with the bound.)
To simplify subsequent calculations, we 131. An atomic state belongs to the aggregated state i if the DFE requires i consecutive correct decisions to reach set A (also an aggregated state). We now describe why the fixed transition probabilities shown in Fig. 4 are appropriate for any P,,, = 1/2 channel. As correctly pointed out in [ 11, the aggregation depicted in Fig. 4 will not preserve the Mirkov property of the original atomic FSMP (i.e., the transition probabilities between aggregated states will not be constants). So, in general, the transition probabilities between aggregated states would be quantities varying according to the particular atomic state within the aggregated state. However, for a = 1/2 channel, all the atomic states within Q \A have identical probabilities, by definition. Hence, the probability of transiting: 1) from aggregated state i to i -1 (a correct decision) is 1/2, and 2) from aggregated state i to N (an incorrect decision) is 1/2. This is precisely what is represented by Fig. 4 . Therefore, Fig. 4 represents a valid FSMP capable of exactly modeling a DFE on a = 1/2 channel. (We remark that the use in [3] of models similar to Fig. 4 is a device for approximation that leads to upper and lower bounds on DFE performance. However, as noted in 131, if the upper and lower bounds coincide, then the approximation scheme is exact. This possibility is realized by our construction of Pn\A = 1/2 channels.) We need a simple preliminary lemma before we demonstrate our main results.
Lemma W . 2 : The polynomial
has: 1) one real simple root zI E (1, 2) approximately given by the Newton approximation zI G 2 -(2N -1) -I ; 2) p -1 simple roots zi E G such that IziJ < 1 for i = 2, 3, . * , N.
With the worst case channel (modeled in Fig. 4 Proposition IV.3: The probability of a DFE failing to recover by time k when operating on a worst case channel (lying in a PnXA = 1/2 polytope), starting from an initial error distribution ao, is given by with cr 4 1/2 A;' (Q).
Proof: See Appendix C . Remarks: 1) The dominant eigenvalue h l (Q) determines the asymptotic "leakage rate" to the absorbing state A , and is approximated by XI E 1 -(2N+ I -2) -I using Lemma IV.2.
So the ability of the DFE to recovery on a worst case channel deteriorates with N increasing.
2) There are two initial error partial distributions (2.8) of practical interest corresponding to a single noise-induced error 3) The error term 0 ( 2 -~) decays very rapidly with time:
hence, the asymptotic formula is very accurate even for small k. Proof: This result follows directly from (4.5). Note, the addition of noise nk cannot make things worse. We will have more to say on this in the sequel [7] .
A . Summary
V . CONCLUSIONS
Pr x k E fl\AIPQ\A=-, KO We have shown that the class of all channels of a given tap =(&T*$) . X:(Q)+ 0 ( 2 -~) (4.12) length N can be classified into afinite number of subclasses identified with polytopes in WN. With each polytope, we where Al(Q) is the dominant eigenvalue of matrix Q (4.10); no associate a unique FSMP from which one may determine error and f,* are related through (2.7)-(2.8) using the aggregation recovery statistics. In Section 111 which examined the N = 2 tap DFE, we. showed how to classify the complete set of pathological input sequences, i.e., those input sequences which lead to arbitrarily long recovery times, for a given polytope. We also gave necessary and sufficient conditions for a polytope to have a bounded recovery time,. Section IV gave some results for the N 2 2 tap DFE.
In particular, we identified polytopes which represent the best and worst extremes in DFE recovery behavior (Proposition IV.l), and thus gave tight bpunds on the expected recovery times. An asymptotic formula which gave the tight bound on the probability of a DFE failing to recover in a given time was also developed (Proposition IV.3).
Apart from our demonstration of the relationship between classes of channels and polytopes in W N , our main contribution is to highlight that the apparently pathological upper bounds on the expected recovery times of DFE's given in [3] , [4] are tight in the 'sense that there exist channels which realize these bounds (in the absence of noise): Further, we showed that for N = 2, there are minimum phase channels with this property (for N 2 2, it is known that there are nearly minimum phase channels with this property; but the same question regarding N > 2 minimum phase channels is open).
Our .results demonstrate that DFE's are practical only .on restricted classes of channe1.m else, e.g., with an N = 64 tap DFE running at a sampling rate of 1 kHz, the mean (error) recovery time can be as high as 1Olo years; see (4.6). The imposition of just a minimum phase condition on the class of channels does not appear strong enough to guarantee satisfactory DFE operation (see Section IV-D).
B. Extensions
In the sequel to this paper, we investigate how channel noise may be incorporated into our analysis. With channel noise, it is important to determine the corresponding error recovery bounds and to assess the possible improvement or detriment caused by the noise. This style of analysis aligns more closely with the approach given in A, modification to our treatment is needed if the length of the DFE tapped delay line is less than the channel length or if the DFE taps do not ,match the channel impulse response.
However, given an [,-norm bound on the unmodeled channel tail, this component may be lumped in with the channel noise or incorporated into the cursor, and, the modifications are straightforward. APPENDIX A
GENERIC FORM OF TRANSITIONS BETWEEN ATOMIC STATES
Here we outline how Fig. 3 and higher dimensional probability transitions diagrams can be generated. The kth transition from an atomic state (i) can always be represented in the following form, conditioned on the particular channel { ho, H N } and data ak: where TN is defined along the lines of (4.2). Equation (A. 1) shows that W space can be partitioned by two parallel hyperplanes into three regions, according to a particular atomic state. So one simply needs to check in which of these three regions a particular polytope lies to determine the corresponding state (probability) transitions.
For example, with N = 2 and i = 3, then u = 1, u = 3, w = 9, z = 11 with HFTz = -2hl -2hz. ,Therefore, in polytope V defined in (3.3), we obtain (3)'-+ (1) when ak = -1 and (3) + (9)
when ak = + 1 (cf. Fig. 3 ). The Schur-Cohn matrix [I21 associated with (4.9) is given by Y = 211 -21 which has N -1 eigenvalues at ,-2 and one at 2 N -2. This shows that N -1 roots lie in (21 < 1 and one in IzI > 1 . Since F(I)F(2) < 1 , there is one root lying in the interval (1, 2). The approximate value is easily checked. The derivative of (z -1) F(z) has roots at 0 of multiplicity, N -1 and a simple root at 2N/(N + 1). Neither value is a root of We outline the steps in the proof.
Step I : We normalize the left and right eigenvectors (4.1 1b)-(4.1 IC) corresponding to the dominant eigenvalue Xl(Q) to yield GI and 3, such that I l i l l l l = 1 and $;GI = 1. Then GI is as given in (4.13).
Step2: Choose w1 = GI and v l = i l and scale {wj:i = 2, 3, * * -, N} in (4.1 IC) such that w r v , = 6 , (Kronecker delta).
Step 3: By the simplicity. of the roots in Lemma IV.2, the basis {vi} spans W N . With this basis, . ' $ E RN has components ~7 % : .
In paiticular, the component in the direction of the dominant eigenvector is G : % : .
Step 4: GI is apositive vector. Therefore, with ?r,*nonzero and nonnegative, we have UT.'$ E (0, 11 (nondegeneracy).
Step 5: From Lemma IV.2, the remaining eigenvalues behave asymptotically as o(2 -k ) as k increases.
Step 6: Noting Pr (xk E Q\AIPQ,A = 112, TO) = IIQk%$ 11 (4.12) follows from standard bounding arguments.
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