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1. INTRODUCTION 
The mathematical theory of evidence, as developed by Shafer [l, 21, is based, 
in the main, upon the notion of lower-probability measures in the work of 
Dempster on statistical inference (e.g., [3]). Such set-functions have been 
employed in many different fields such as theory of capacities (Choquet, [4]), 
stochastic geometry (Kendall [Sj, Matheron [6]), random fields (Spitzer [7]), 
and set-valued Markov processes (Harris [S]). 
This paper deals with a closer relationship between Dempster’s scheme of 
multivalued mappings and Shafer’s belief functions. The basic probability 
assignment is regarded as the probability distribution of a random set, the notion 
of condensability is expressed in terms of a multivalued mapping and is related 
to a general notion of regularity of probability measures. These points of view 
are useful for applying the notion of belief to fuzzy analysis where multivalued 
mappings are replaced by fuzzy mappings, and propositions are of the form 
“X is A,” where A is the label of some fuzzy set [9] of a universe of discourse, 
possibly a continuum. 
2. MEASURABILITY OF MULTIVhLUED MAPPINGS 
Let (X, &), (S, z%), (P(S), @) be three measurable spaces, where!?(S) denotes 
the collection of all subsets of the set S. 
Consider a multivalued mapping: 
I? x - qq. 
We shall formulate two notions of measurability for l? the first one is needeu 
for defining the lower (and upper) probability measure, the second one for 
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considering random sets. Note that these notions of measurability have been 
investigated, for example, by Debreu [lo] in a topological setting. 
First, consider two inverses of T: 
(a) Lower-inverse: 
r,: S(S) ---f P(X), 
T E &Q r,(T)= T, ={xEX:~,#~,~,CT}. 
(b) Upper-inverse: 
r*: 3(S) + qx>, 
T E ,9(S), F*(T)=T*={xEX:~,~T#=#I). 
Remark. The names of these inverse of I’ are given in the way that is related 
to lower and upper probability measures. The lower-inverse [resp. upper- 
inverse] is called upper-inverse [resp. lower-inverse] by Berge [II], and strong 
inverse [resp. weak inverse] by Debreu [lo]. 
DEFINITION 2.1. The multivalued mapping r is said to be strongly measur- 
able, with respect to G! and 9?, iff: 
VBE%‘, r*(B)Ed. 
EXAMPLE. Let X be a topological space and & its Bore1 a-field; S is a finite 
set with its discrete topology. If r is lower-semicontinuous on X (i.e., for each 
x0 E X, for any V open in S such that V n rzO # +, there exists a neighborhood 
U of X0 such that: x E U 3 V n r, f d), then r is strongly measurable, with 
respect to & and Y(S), since VA C S r*(A) is open in X. 
Now consider r as a point-to-point mapping from X to B(S), where “points” 
in 9(S) are in fact subsets of S. The collection of all subsets of .9(S) is denoted 
by 99(S). 
Let Pi be the inverse mapping of I’, i.e., 
r-l:.w(s)-9(x), 
IL+ E .myS), r-l(T) = tx~x: r,E Pj. 
If & is a u-field on P(S), then as usual, r is said to be measurable, with respect 
to JZY and 4, if? 
VFE.4, r-i(F) 
Remark. Let f be the class of all finite subsets of the set S. For I E 2, let 
T, be the projection from 9(S) to P(1), i.e., 
A E 9(S), r,(A) = A n I. 
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A finite-dimensional cylinder set in S(S) is a subset a of B(S) of the form: 
A = 7g(A), where IE $, and ACB(I). 
In particular, if A = {I,}, Ii C I, then: 
Note that if I1 , I, E 2 and I1 n I, = 4, then: 
TT$,&) = {B C S: B 3 I1 , B’ 3 I,}. 
Let @ denote the class of all finite dimensional cylinder sets in B(S), and 
.F = u(U), the o-field of 9’(S), g enerated by 9. It is clear that if r is strongly 
measurable (with respect to &’ and 9) and if $ C 9Y, then r is measurable 
(with respect to & and 9). 
3. LOWER-PROBABILITY MEASURE AND BELIEF FUNCTIONS 
3.1. A source is a probability space (X, ~2, P) and a multivalued map- 
ping E X + S(S). For simplicity, we assume that S* E &’ and P(S*) = 1. 
Let $ be a a-field on S, we assume that I’ is strongly measurable (with respect 
to & and 99) and in addition: 
If T E &?, then 
The lower and upper probability measures P, , P* are defined respectively by: 
P*(B) = P(B*), 
P*(B) = P(B*). 
Note that P*(B) = 1 - P,(B’). 
Dempster [3] considered also the set-function: 
Q(B) = PC@ 
Remark. In the study of random fields [7] and set-valued Markov pro- 
cesses [8], the set-functions Q and P*, in the case where r is regarded as a 
random set, are called the correlation function and incidence function, res- 
pectively. 
Let f be a set-function: g + R. Two types of successive differences of f(B), 
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B E ~8, with respect to parameters B, E 99, i = I,..., n + 1, are defined as 
follows: 
(4 v,v% Bdf = f(B) - f(B ” Bd7 
V,+,(B; B, I..., B,+,)f = V,(B; B, ,..., B,), - V,(B u &+I; B, j...> &Jr , 
(ii) A(& B,)f = f(B) - f(B D B,), 
4+,(B; B, ,...> B,+Jf = A@; B, a..., Bn)f - 4@ n &+I; B, >..., Bn), . 
Following Choquet [4], we say that: 
(a) f is alternating of infinite order if V, < 0 for all n, 
(b) f is monotone of infinite order if A, 2 0 for all n. 
Properties of P, and P* can be summarized as follows: 
PROPOSITION 3.1.1. (i) P,(+) = 0, P,(S) = 1, 
(ii) P, is monotone of infinite order. 
(iii) If B, E .58 is a decreasing sequence, then: 
In a dual way: 
PROPOSITION 3.1.2. (i) P*(C) = 0, P*(S) = 1, 
(ii) P* is alternating of injinite order. 
(iii) If B, E LS? is an increasing sequence, then: 
P*(BrJ T P” (0 i). 
11 
These facts can be seen from the definition of P, and P* in terms of P, and the 
fact that: 
I’” v Bi = u r*(Bi). 
( 1 i 
Remarks. (a) We have only T,(lJ, Bi) 2 vi r,(B<). 
(b) In particular, the lower-probability measure P, [resp. P*] is strongly 
superadditive [resp. strongly subadditive]. 
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(c) For the time being, no topological notions are considered. For further 
application to fuzzy analysis, where S = [0, I] or some compact set of the real 
line, the topology will play an important role. Let us point out a result in [6] 
(Choquet’s theorem) concerning a functional associated with a random closed 
set [this functional plays the role of probability distribution function of a real 
random variable]: If S is a locally compact space, the space F of closed subsets 
of S is topologized in some suitable way, uF denotes its Bore1 u-field, and T is a 
set-function defined on the space X of compact sets of S, then the following 
are equivalent: 
(i) T is an alternating Choquet Capacity of infinite order such that 
T takes values in [0, l] and T(4) = 0. 
(ii) There exists a unique probability measure fi on Us such that 
T(K) = fi[(A EF: A n K # $}I, VKEX. 
3.2. We recall here the notion of belief function on a finite set S. 
A belief function Be1 on S is a set-function from P(S) to [0, I] such that: 
(i) Bel($) = 0, 
(ii) Bel(S) = 1, 
(iii) For any k, 
3 c (-l)lllfl Bel(n Bi), 
I& &I 
IC(l,...,k) 
where 1 I / denotes the number of elements in 1. 
Note that a belief function Be1 is increasing and there exists a set-function: 
such that: 
m: P(S) -+ [0, l] 
(4 m(d) = 0, 
(b) Lee(s) (4 = 1, 
(4 BeV) = Lc~ m(B). 
m is called the basic probability assignment [2], and 
m(A) = c (-l)IA-BI BeI( 
BEA 
Note also that (iii) is equivalent to the nonnegativity of m. 
Remark. The representation problem of belief functions in terms of measure 
algebra and allocation of probability has been fully discussed in [I]. 
409/W3-3 
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4. RANDOM SETS AND BELIEF FUNCTIONS 
Consider a source (X, ,QI, P), R X + 9(S). 
Let g be a u-field on S. We assume that r is strongly measurable (with 
respect to &’ and B). 
PROPOSITION 4.1. The lower-probability measure P, on 98 is deduced from the 
probability distribution of I’ considered as a random set. 
Proof. Let & be the u-field on B(S) defined by: 
Thus, with respect to .xY and 4, r is a measurable mapping. We say that r is a 
random set by specifying its probability distribution P on 2: 
TEL?& P(T) = qr-l(F)]. 
If A EY(S), denote by I(A) the principal ideal generated by A, i.e., I(A) = 
{B C S: B C A}, then VB E A?, I(B) E 9. Indeed: r-l(I(B)) = B, E .@’ by strong 
measurability of r. It follows that: @[I(B)] = P,(B), VB E 8. 1 
PROPOSITION 4.2. In the$nite case, the probability distribution of the random 
set r is precisely the basic probability assignment. 
Proof. Since S is finite, and we assume that A E & for all A C S, it is clear 
that .4? = 9%‘(S). 
On the other hand. since: 
m(A) = c (-l)IAI-IBI P,(B) 
BCA 
Z- P,(B) = C m(B) = 2 m(B) = $1(A)], 
BCA BEJ( A) 
where tit is the probability measure on %9’(S) with density m. But 
P[I(A)] = P,(A) 3 @({A}) = 1 (-l)IAI-IBl P,(B) 
BCA 
Remarks. (i) For A C S, let F(A) be the principal filter generated by A; 
then: VA C S (or more generally, A E a, in the infinite case) a E ~4 *F(A) E 98. 
(ii) Let X be a topological space, and J&’ its Bore1 u-field. Let S be a 
Hausdorff, locally compact space, and 33 its Bore1 u-field. 
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F, 9, X denote respectively the collection of all closed, open, compact 
subsets of S. As a topological space, where the topology is generated by 
{FK, K E X} and {FL. , G E F?}, with 
FK={A~F:AnK=+), 
FG. = {A EF: A n G # c$}, 
the space F is a Hausdorff, compact space. If l? X -+ .F is continuous, then: 
QBE~‘, {x~X:r, = B}E&. 
Note that if A, and a E &’ then: 
A,nA={n:P,=A}Ed. 
(iii) In this finite case, the existence of the biunivocal correspondence 
between belief functions on S and probability distributions of random sets is 
established by using the fact that to construct P, it is sufficient to construct its 
density on B(S), on one hand; and on the other hand, given a set function v 
(belief function) on B(S), we define l&I(A)] = w(A), and we are in conditions 
of application of the Mobius inversion theorem [12] to obtain &{A}) via the 
Mobius function: 
p(A, B) = (-l)~A~-~EI, ACB. 
(iv) If 9?(T) denotes the range of r, it is sufficient to consider I(A) = 
{B E e%?(r): B C A}. 
EXAMPLE. Let E = {A,, t E [0, l]} be a family of subsets of S such that: 
(a) 4 = S, 
(b) A, = 4, 
(4 s<t-A,>A,. 
Let 6 be the a-field on E defined as follows: 
where T E 9J1 the Bore1 u-field of the unit interval [0, I]. 
Let r be a random set taking values in (E, cF) with probability distribution I?: 
@[I% F] = A(T), 
where /l is the Lebesgue measure on [0, I]. 
Let 
I(A,) = {A,: A, _C A,}. 
538 HUNG T. NGUYEN 
Then 
since 
Wt) E 8 for all t E [0, 11, 
W) = GuSEtt.ll * 
Define a belief function v on E by: 
v(A,) = fi[lw(At)] = 1 - t. 
5. REGULARITY AND CONDENSABILITY 
In this paragraph, given a scheme (X, ~2, P), r: X---f g(S), we assume that r 
is strongly measurable with respect to &’ and 9(S). Thus, the belief function 
P, and the upper probability measure P* are defined on B(S). Following 
Shafer [l], we say that the upper probability measure P* is condensable iff P* 
has the following approximation property: 
VA E 9(S), P*(A) = 
Ef$2&4, P*(B) 
(1) 
where $ denotes the collection of all finite subsets of S. Recall that, if A, is an 
increasing sequence in B(S), then: 
= s”,p P*(A,). 
The condensability of P* is stronger than this sequential increasing continuity. 
In fact [l], P* is condensable if and only if for any upward net Ai in Y(S), i E 1, 
we have: 
P* c) Ai = sypP*(Ai). 
( 1 
(2) 
The fact that (2) implies (1) can be seen as follows: Let A Ed, and T = 
$ n B(A). It is obvious that T is an upward net in 9(S), and A = lJIET thus: 
= sup P*(I). 
ZEB~SYA) 
Recall also that the upper-inverse r* of r maps 9(S) into ,al, since r is strongly 
measurable, and: 
(i) r* is increasing, 
(ii) r*(UI Ai) = UI r*(Ai). 
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As a consequence, if A, is an upward net in 9(S), then T*(A,) is an upward net 
in &. 
We now proceed to give a first characterization of condensability of P* in 
terms of r. 
Let d(P) be the subset of .9(d) defined by: 
a E &8(P) 
-AtI 
AEd 
oP u A =supP(A). 
( > AEA A4 
Let U[g(S)] be th e set of all upward nets in 9(S). Define the mapping f, from 
.93?(S) into 9%3’(X) [in fact into 9V(yQI)], induced by fi*, as follows: 
p(A) = {T*(A), A E A}. 
PROPOSITION 5.1. A necessary and suficient condition for the condensability of 
P* is that I’ maps U[9’(S)] into G’(P). 
Proof. Suppose that P* is condensable. Let Ai , i E I, be an upward net in 
9(S). By strong measurability of r’, I’(U, Ai) E JZZ, thus (J, T*(AJ E ~2. We 
have: 
p*(vAi)=P[(vAi)*] =P[I,IA,*] =syP*(A,)=SypP(&). 
Thus {Ai , i E I} E d(P). 
The sufficiency follows immediately from the definition of &(P). 4 
There is another way to study the condensability of the upperprobability 
measure P*, associated with the scheme (X, -02, E), I? X+9(S), uniquely in 
terms of the probability space (X, &, P) and r. As before, the upper-inverse 
r* will play an important role. For this purpose, we shall first introduce a 
general notion of regularity for probability measures (or generally, for measures); 
using this notion, we shall express the condensability of P* in terms of r* as a 
criterion and study some consequences. 
Notion of p-regularity. Let (Q, &, P) be a probability space. Let (E, <) be 
a partially ordered set, and F C E. Finally, let p be a mapping from E to .&. 
DEFINITION 5.2. We say that the probability measure P is regular with 
respect to the system (E, F, p) (or simply p-regular, if E and F are fixed) iff: 
VXEE, P[P(-~ = A~prj P(A), 
where 
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Remarks. (i) Let, E, F be subclasses of d: F C E C s’; and p: E --, d the 
canonical injection. Then the p-regularity of P is the usual one, i.e., 
VAEE, P(A) = sup P(B). 
BeFnl(A) 
Here, F;(A) = F n B(A). 
(ii) If P is p-regular, and p increasing, then: 
WP@)l = sup P(A)- 
Consider again the scheme (X, ~2, P), E X+ 9(S), with r strongly measur- 
able. Denote by # the collection of all finite subsets of S. Put F* = r*(y) 
and d* = r*[9’(S)]. Consider the system (B(S), $, r*). 
We say that P is r*-regular if P is regular with respect to the system (.9(S), 
f, r*). Then it is straightforward that: 
PROPOSITION 5.3. The following are equivalent : 
(i) P* is condemalbe, 
(ii) P is r*-regular. 
PROPOSITION 5.4. If P is r*-regular, then: 
VA E -oil*, P(A) = sup P(T). 
Tej*nC(A) 
Proof. Let B EY(S) such that A = T*(B). 
We have: 
where 
Thus: 
f*(B) = (r*(I), I E f,Z C B}. 
P(A) = sup w*m 
Ie#,ICB 
< Jtd,~~~~r*(B~P[r*(I)] since r* is increasing. 
We obtain, in fact, equality since P is increasing. 1 
Remark. If (Q &, P) is a probability space and p C 6? C &, we say that P 
is (inner) regular on SY if: 
VBE?b%, P(B) = sup P(T). 
T&nl(B) 
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More generally, let (CI be a mapping from 39 into .9(g) such that #(B) C V n B(B) 
for all B E 9#. We can say that P is regular with respect to (U,23’, I/) ifi VB E g’, 
P(B) = ~upr~$(~) P(T). If the upper-inverse r* is injective [l I], i.e., 
A # B => r*(A) n T*(B) = 4, 
then P* is condensable if and only if P is regular with respect to ($*, A@*, 4) 
where: 
AEdd*, A #A 
#(A) = {r*(I), I E I, 1 C B), w h ere B is the unique element of 9(S) such 
that A = I’*(B). 
PROPOSITION 5.5. If for each B E 9(S), there exists a sequence {I,,}nsN elements 
of d such that: 
r*(B) = u r*(In), 
7% 
then P is regular on d* with respect to $*. 
Proof. Let A E&‘*, A = T*(B) for some B Ed’. 
Since y is closed under finite union, and r* preserves (arbitrary) unions, 
we can assume that the sequence {r*(I,J},,, is increasing. 
By monotone continuity of P, we have: 
P(A) = P[r*(B)] = sup P[r*(I,J] ,( sup P(r*(l)). 
n IEf,r*(I)CA 
We then get equality since P is increasing. 1 
PROPOSITION 5.6. If S is countable, then P is F-regular. 
Proof. Each B 6.9(S) can be written as: 
B=uIn with LEE, and I,, increasing, 
n 
T*(B) = u T*(I,) with (T*(I,)}, increasing. 
n 
Thus : 
Wr*WI = s",p W*KJl 
< SUP IE>,i-*(I)Ci-‘(B) W*(I)1 g W*(B)1 I 
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