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Abstract
The inapproximability of non-NP-hard optimization problems is investigated. Techniques are
given to show that the problems LOG DOMINATING SET and LOG HYPERGRAPH VERTEX COVER
cannot be approximated to a constant ratio in polynomial time unless the corresponding NP-hard
versions are also approximable in deterministic subexponential time. A direct connection is es-
tablished between non-NP-hard problems and a PCP characterization of NP. Reductions from
the PCP characterization show that LOG CLIQUE is not approximable in polynomial time and
MAX SPARSE SAT does not have a FPTAS under the assumption that NP* DTIME(2O(
√
n log n)).
A number of nontrivial approximation-preserving reductions are also presented, making it
possible to extend inapproximability results to more natural non-NP-hard problems such
as TOURNAMENT DOMINATING SET and RICH HYPERGRAPH VERTEX COVER. c© 2002 Elsevier
Science B.V. All rights reserved.
Keywords: Computational complexity; Approximation hardness; Combinatorial optimization;
Reductions
1. Introduction
Recent work on the approximability of NP-hard optimization problems has shown
that the task of computing good approximate solutions for such problems is often
as hard as computing exact solutions. (See [2, 23].) Indeed, our ability to Gnd even
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remotely good approximation algorithms (within n of optimal) for problems such as
minimal graph coloring hinges upon the central question in complexity theory, namely,
whether P is equal to NP. The technical mechanisms that allow us to prove such strong
results come from work on probabilistically checkable proofs and, most notably, from
the probabilistic characterization of NP, the well-known PCP theorem [3, 4]. It is natural
to ask whether the approximability of non-NP-hard problems can be determined using
similar techniques.
Certain natural problems, such as computing the VAPNIS–CHERVONENKIS (V–C) DIME-
NSION, TOURNAMENT DOMINATING SET, and many restricted versions of NP-complete prob-
lems have the property that they can be solved with a limited (i.e., O(logkn)) amount of
nondeterminism, yet are not known to have eNcient deterministic solutions. Such prob-
lems have been investigated extensively in the literature [8, 10–12, 16, 18, 24, 25, 27].
(See [21] for a survey of results.) Since these problems can be solved deterministically
in O(nlog
k n) time, it is unlikely that these problems are NP-hard since this would imply
that every problem in NP is computable in quasi-polynomial (i.e., 2poly(log n)) time.
In this paper, we are particularly interested in the following problems.
MAX SPARSE SAT: Given a set F of clauses, C1; : : : ; Cm, where F contains at most
log2 m boolean variables, Gnd an assignment to the variables that satisGes the maximum
number of the clauses.
TOURNAMENT DOMINATING SET: Given a tournament graph G, Gnd a minimum domi-
nating set for the graph.
LOGk DOMINATING SET: (k¿1) Given a directed graph G=(V; E) in which V =
{v1; : : : ; vn} and some subset {u1; : : : ; ulogk n} of V forms a dominating set for G, Gnd a
minimum dominating set for G. (We write LOG DOMINATING SET for LOG1 DOMINATING
SET:)
RICH HYPERGRAPH VERTEX COVER: Given a hypergraph H with n vertices in which
each hyperedge contains at least half of the vertices, Gnd a minimum vertex cover
for H .
LOGk HYPERGRAPHVERTEXCOVER: (k¿1) Given a hypergraph H =(V; E) in which
V = {v1; : : : ; vn} and some subset {u1; : : : ; ulogk n} of V forms a vertex cover for H , Gnd
a minimum vertex cover for H .
V–C DIMENSION: Given a family C of subsets of a universe U , Gnd a maximum
subset S of U such that for each subset T of S, there is a set CT ∈C satisfying
S ∩CT =T .
LOGk CLIQUE: (k¿1) Given a graph G of n vertices, Gnd a maximum clique for G
given that the size of the maximum clique in G is bounded by logkn.
While it is unlikely that any of the above problems is NP-hard, it is also un-
likely that any of these problems is computable in polynomial time. In particular,
Papadimitriou and Yannakakis [25] show that the decision versions of LOG DOMINATING
SET, TOURNAMENT DOMINATING SET, and RICH HYPERGRAPH VERTEX COVER are all com-
plete for the syntactical class LOGSNP and that a decision version of V–C DIMENSION
is complete for LOGNP. Working on Gxed-parameter tractability, Downey and Fellows
[14, 15] prove that the parameterized versions of V–C DIMENSION and TOURNAMENT
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DOMINATING SET are W [1]-hard and W [2]-hard, respectively, under the uniform reduc-
tion. Cai and Chen [10] give an alternative hardness characterization of the complexity
for these problems and demonstrate that (log2n) nondeterminism is essential to solv-
ing these problems. Feige and Kilian [18] prove that if LOG CLIQUE is computable
in polynomial time, then NTIME(f(n))⊆DTIME(2O(
√
f(n)polylog f(n))). Megiddo and
Vishkin [24] prove that there are polynomial-time algorithms for TOURNAMENT DOMI-
NATING SET and SPARSE SAT if and only if SAT can be computed in time O(2
√
vnc)
time, where v is the number of variables, n is the length of the formula and c is a
constant.
As mentioned above, the best-known algorithms for this class of non-NP-hard op-
timization problems run in time O(nlog
k n). Since these algorithms perform poorly on
reasonably large input instances (e.g., when n=500 or larger), it is desirable to design
eNcient approximation algorithms for these problems. Unfortunately, there is evidence
that these problems are also hard to approximate. Recently, through the work on the
probabilistic characterization of NP, Feige and Kilian [18] show that LOG CLIQUE cannot
be approximated to any constant ratio in polynomial time unless there is a subexponen-
tial randomized simulation of linear nondeterministic computation. Cai and Chen [9]
show that it is unlikely that V–C DIMENSION has a fully polynomial-time approximation
scheme since such a scheme would imply the collapse of the W -hierarchy [13] and
the consequence of SAT∈DTIME(2o(n)) [11].
We expect that more detailed approximability results for the above problems will
reveal intrinsic natural properties of the underlying problems just as approximability
research on NP-hard optimization problem revealed similar results. Because of the na-
ture of the above problems, existing inapproximability results for NP-hard optimization
problems cannot be directly applied. Our primary interest here is to build techniques to
demonstrate the negative aspects of the approximation of these non-NP-hard problems.
Our results are summarized into three broad categories as follows.
Our Grst broad category contains results that use self-reducibility. Many NP-hard
optimization problems are self-reducible in the sense that they can be reduced to a
non-NP-hard version of the same problem (e.g., with solutions restricted to size log n)
in super-polynomial time, and their solutions can be related in a uniform manner. In
Section 2, we show that HYPERGRAPH VERTEX COVER and DOMINATING SET are both self-
reducible. The fact enables us to show, in particular, that LOG DOMINATING SET cannot
be approximated in polynomial time to any constant ratio unless the corresponding NP-
hard problem can be approximated to a constant ratio in time O(2n

), for some ¡1.
Similar results are also proved for LOG HYPERGRAPH VERTEX COVER and LOG CLIQUE.
Our second category contains results that use a direct PCP characterization. In
Section 3, we show that a direct PCP characterization of certain non-NP-hard prob-
lems is possible. For example, we show that the class PCP(r; q) is equal to the class
PCP(cr; 2(1−c)rq), for any c¡1, and that the latter can be reduced to LOGk CLIQUE to
obtain an inapproximability result for LOGk CLIQUE, for some k¿1.
To improve the inapproximability results demonstrated in Section 2, we base our
techniques on the new PCP characterization of NP by Fotakis and Spirakis [20] which
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uses strictly log n+ t random bits and a constant number of query bits for each instance
x of length n, where t is independent of n. We reduce the number of random bits
to d log n, for d¡1, and thus increase the number of query bits to the factor of
n1−d. The latter characterization can be directly reduced to MAX SPARSE SAT and
LOG CLIQUE. We show that MAX SPARSE SAT does not have a fully polynomial-time
approximation scheme and that LOG CLIQUE cannot be approximated to the constant
ratio 2 in polynomial-time unless NP⊆DTIME(2O(√n log n)). The latter result somewhat
improves the one by Feige and Kilian [18] that LOG CLIQUE is not approximable to
any constant ratio unless there is a subexponential randomized simulation of linear
nondeterministic computation.
Our Gnal category of results concerns the approximability of more natural prob-
lems such as RICH HYPERGRAPH VERTEX COVER and TOURNAMENT DOMINATING SET. In
Section 4, we build some nontrivial reductions among these problems and LOG DOMI-
NATING SET. We show that in polynomial time RICH HYPERGRAPH VERTEX COVER cannot
be approximated to a constant ratio unless LOG DOMINATING SET can be approximated
to the same ratio. We also show a polynomial time reduction from RICH HYPERGRAPH
VERTEX COVER to TOURNAMENT DOMINATING SET that guarantees the increase of the
approximation ratio to be within the factor of 2. Essentially, we demonstrate that
approximabilities of the above three non-NP-hard problems are equivalent and
their approximabilities all hinge upon whether the NP-hard problem DOMINATING SET
can be approximated to a constant ratio in time O(2n

), for some ¡1.
2. Self-reducibility
For restricted versions of NP-hard optimization problems, it is natural to ask whether
the approximability of these problems becomes more manageable because of this re-
striction. The central question is whether approximability is uniformly distributed over
all instances of a problem. In this section, we investigate the self-reducibility of op-
timization problems. Self-reducibility, called self-improvability in the recent book by
Ausiello et al. [5], has long been used to investigate the inapproximability of opti-
mization problems. In the context most closely related to the present paper, Feige and
Kilian [18] used this approach to study the complexity of LOG CLIQUE. We begin this
section by precisely deGning a notion of self-reducibility.
Denition 2.1. Let  be a maximization problem, and let I be the set of instances of
. The problem  is self-reducible if there is a function f : I→ I, and an unbounded
function t(n) such that
(1) for any instance I of , with length n, and for any m¿0, there is a solution s to
instance f(I) with value at least m if and only if there is a solution s′ to instance
I with value at least m · t(n);
(2) the function f is computable in time O(2n

), for some ¡1.
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The problem  is strongly self-reducible if there is a function g such that the solution
g(s)= s′ to I can be constructed based on the solution s to f(I) in time polynomial
in |f(I)|.
By replacing at least by at most in the above deGnition, we may similarly deGne
the self-reducibility of minimization problems. For our purposes, we will assume that
|f(I)|=R(2n). Notice that this restriction an be satisGed trivially for any problem 
that is paddable in the sense that a problem instance can be easily modiGed to construct
larger instances without altering the value of optimal solution. Problems such as LOG
CLIQUE and LOG DOMINATING SET are easily seen to be paddable.
For integers k¿1, deGne LOGk to be a restricted version of the optimization problem
 in which the cost of solutions for each instance of size N is bounded by logk N .
Feige and Kilian [18] show that CLIQUE is self-reducible to LOGk CLIQUE, for any
k¿1.
Proposition 2.1 (Feige and Kilian [18]). CLIQUE is self-reducible (to LOGk CLIQUE; for
any k¿1).
Here we extend this work to DOMINATING SET and HYPERGRAPH VERTEX COVER.
Theorem 2.2. DOMINATING SET is self-reducible (to LOGk DOMINATING SET; for any k¿1).
Proof. We show self-reducibility for the problem on directed graphs; the proof for
undirected graphs is similar. Let c¡1 be a constant. Given a directed graph G=(V; E),
where V = {v1; : : : ; vn}, enumerate all subsets of V of size at most nc; let D1; : : : ; Dm be
these subsets. Construct a new graph HG =(V ′; E′), where V ′=V ∪U; U={u1; : : : ; um},
and
E′ = {(ui; uj): 16 i; j 6 m}
∪{(ui; vj): vj ∈ Di or there is a v ∈ Di s:t:(v; vj) ∈ E}:
Notice that {u1; : : : ; um} forms a clique in the graph HG. Moreover, if the original graph
G has a dominating set of size hnc, then this dominating set can be partitioned into h
disjoint sets Di1 ; : : : ; Dih . In this case, {ui1 ; : : : ; uih} is a dominating set for HG. On the
other hand, if HG has a dominating set of size h, there must be a dominating set for
HG of size at most h that is a subset of U . This implies that there is a dominating set
for G with size at most hnc.
Notice that we can build a dominating set for V ′ by breaking V into n1−c equal size
subsets of size nc and by using the corresponding vertices in U as the dominating set.
Hence, the minimum dominating set for HG has size at most n1−c. Now, the size of
HG (in terms of the number of vertices) is at least 2n
c
since
nc∑
i=1
(
n
i
)
¿
nc∑
i=1
(
nc
i
)
= 2n
c
:
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It follows that n1−c6logk |HG|, where k =(1 − c)=c. (Notice that k =1 when c= 12 .)
Therefore, HG is an instance of LOGk DOMINATING SET. Furthermore, the time for the
reduction is bounded by nn
c
62n

, for some ¡1.
Theorem 2.3. HYPERGRAPHVERTEXCOVER is self-reducible (to LOGk HYPERGRAPHVERTEX
COVER; for any k¿1).
Proof. The proof is based on a construction that is similar to the previous one.
In general, the self-reducibility ensures that problems with cost of solutions bounded
by a polynomial can be reduced (in a subexponential time) to some restricted version
with cost of solutions bounded by a polylogarithm. Moreover, the proofs for the self-
reducibility of concrete problems such as DOMINATING SET show that these optimization
problems are strongly self-reducible. As shown in the following, for each strongly
self-reducible problem, there is close connection in the inapproximability between the
problem and its restricted version.
Theorem 2.4. Let  be a polynomial-valued strongly self-reducible problem. Then
there exist an integer k¿1 and a constant c¿0 such that for any integer function r;
the restricted version LOGk cannot be approximated to the ratio r(n) in a polynomial
time; unless there exists a ¡1 such that  can be approximated to the ratio R(n)
in time O(2n

) for some function R(n)62r(c2n

).
Proof. Let  be a strongly self-reducible minimization problem. Given an input in-
stance I of size n, assume that |f(I)|=N6c2n . Similarly, assume the cost of solu-
tions for I is bounded above by a polynomial p(n). Since  is strongly self-reducible,
the cost of solutions for f(I) is at most q(n)=p(n)=t(n)=O(nd) for some d¿0. In
this case, q(n)6c logk N , where k is the smallest integer such that k¿d=. Therefore,
f(I) is an instance of the restricted problem LOGk.
Now assume that there is a polynomial time algorithm A that generates approximate
solutions for the problem LOGk such that the approximation ratio is bounded by
r(N ) for the function r given in the statement of the theorem. We now construct an
approximation algorithm B for the problem .
Let f; g, and t be the functions as in DeGnition 2.1. The algorithm B on input
I of  Grst constructs the instance f(I). The algorithm B then calls algorithm A to
construct a solution s for f(I). As its Gnal step, the algorithm B constructs a solution
s′= g(s) for I based on s.
Assume, without loss of generality, that OPT (f(I))¿2. From DeGnition 2.1, we
have that for any m¿0; s′ has cost6mt(n) if and only if s has the cost6m. It follows
that
(OPT (f(I))− 1) · t(n)6 OPT (I)6 OPT (f(I)) · t(n):
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Therefore, the performance of B is
B(I)=OPT (I)6 A(f(I)) · t(n)=OPT (I)
6 A(f(I)) · t(n)=(OPT (f(I))− 1)t(n)
= A(f(I))=(OPT (f(I))− 1)
6 A(f(I))= 12OPT (f(I))
= 2r(|f(I)|)6 2r(c2n):
Finally, note that the time used by algorithm B is O(2c1·n

)=O(2n
′
) for ¡′¡1 if
the algorithm A runs in time O(nd).
The proof when  is a maximization problem is similar.
Corollary 2.5. Let  be a strongly self-reducible problem. Then there is an integer
k¿1 such that the restricted version LOGk  cannot be approximated to any constant
ratio in a polynomial time; unless  can be approximated to some constant ratio in
time O(2n

) for some ¡1.
Using Theorem 2.4 and the proofs of Proposition 2.1, Theorems 2.2, and 2:3, we
also obtain the following corollaries.
Corollary 2.6. For each integer k¿1 and each constant .¡k; LOGk CLIQUE cannot
be approximated to the ratio log.n in polynomial time unless CLIQUE can be approx-
imated to the ratio O(n. · ) in time O(2n

) for some ¡1=k.
It is well-known that CLIQUE is hard to approximate. Currently, the best known
polynomial-time approximation algorithm for CLIQUE achieves an approximation ratio
of O(|V |=(log |V |)2) [7]. However, CLIQUE cannot be approximated in polynomial time
to the ratio |V |1− for any ¿0 unless co− RP=NP [26]. In contrast, CLIQUE can
be approximated to the ratio |V |1− in time O(2n′ ) for ′¿ via brute force search.
Corollary 2.6 says that if we can approximate LOGk CLIQUE in polynomial time to the
ratio log |V |, then we can approximate CLIQUE to the ratio O(n1=k) in O(2n1=k ) steps —
a signiGcant improvement over the brute-force algorithm.
Corollary 2.7. For each integer k¿1 and .¿0; LOGk DOMINATING SET cannot be
approximated to the ratio . log log n in polynomial time unless DOMINATING SET can
be approximated to the ratio 2. log n in time O(2n

) for some ¡1=k.
In comparison with CLIQUE, DOMINATING SET is much easier to approximate. The
best known polynomial-time approximation algorithm for DOMINATING SET achieves the
ratio 1 + log |V | [22]. However, DOMINATING SET cannot be approximated to the ratio
(1− ) log |V | for any ¿0 unless NP⊆DTIME(nlog log n) [19]. Corollary 2.7 says that
if LOGk DOMINATING SET can be approximated to the ratio 1=3k log log |V | in polynomial
time, then DOMINATING SET can be approximated to 23 log n in time O(2
n1=k ) steps.
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It is still an open question whether the NP-hard optimization problems DOMINATING
SET or CLIQUE can be approximated to some constant ratio in time O(2n

), for some
¡1. However, it has been shown that [3, 4, 6, 17] that they do not adopt polynomial-
time approximation algorithms achieving any constant ratio unless P=NP. These
results (even with worse ratios) have been obtained through the connection between
recently developed probabilistic characterizations of NP languages and the inapprox-
imability of these problems. Based on probabilistic checkable proofs, we are able to
relate the inapproximability of LOGr DOMINATING SET; LOGk HYPERGRAPHVERTEXCOVER
and LOGr CLIQUE to open questions in complexity theory.
For our purpose, we give a deGnition for PCP protocols and refer the reader to [2]
for more details.
Denition 2.2. A language L is in the class PCP(r; q) if there exists a randomized
polynomial time veriGer V such that for every input x
(i) random strings generated by V are of length r, and the number of bits in a proof
(witness) queried by V is at most q,
(ii) if x∈L, there is a proof such that V accepts x for every generated random string,
and
(iii) if x =∈L, for any proof, V rejects x for at least half of the generated random strings.
Proposition 2.8 (PCP Theorem, Arora et al. [3], Arora and Safra [4]). NP=
PCP(O(log n);O(1)).
Theorem 2.8. Let  be any of the problems DOMINATING SET;HYPERGRAPHVERTEXCOVER
and CLIQUE. Then for some k¿1; LOGk cannot be approximated to any constant
ratio unless SAT can be solved in deterministic time O(2n

); for some ¡1.
Proof. First consider  to be either CLIQUE or DOMINATING SET. By [2], there is a
sequence of reductions from a PCP characterization of SAT to  such that a constant
ratio approximation algorithm for  can be used to solve the membership problem for
SAT. By Corollary 2.5, a constant ratio polynomial time approximation algorithm for
LOGk, if one exists, could be used to help solve the membership problem for SAT.
Because the sequence of reductions from SAT to  is constructible in polynomial
time, the size of the input can only be expanded at most polynomially during the
reductions, i.e., there must be Gxed constant d¿0, such that for each input I; |I |= n,
of SAT, the constructed instance I ′ for  is of size bounded by nd. By Theorems
2.2, 2:3, and Proposition 2.1, the reduction from  to LOGk can be done in time
O(2|I
′|1=(k+1)). If we choose k¿d, then the time for the reduction is O(2|I |
d=(k+1)
), which
is bounded by O(2n

), for some ¡1.
Now, consider the case when  is HYPERGRAPH VERTEX COVER. By the proof of
Theorem 4.5, there is a polynomial-time reduction from DOMINATING SET to HYPERGRAPH
VERTEX COVER. This reduction converts any graph G to a hypergraph H such that
any vertex cover of size m for H can be used to construct in polynomial time a
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dominating set of size m for graph G. This reduction can be done in a polynomial
time and it preserves approximation ratios. Hence, if HYPERGRAPH VERTEX COVER can
be approximated to a constant ratio in polynomial time, then SAT can be solved in
time O(2n

).
3. PCP and inapproximability
An alternate PCP characterization of NP can be used to establish a direct connection
between PCP and the inapproximability of non-NP-hard optimization problems. Our aim
is to strengthen the inapproximability results given in the previous section. For this,
we need to reduce the number of random bits used by the veriGer. First, we observe
that the number of random bits can be reduced by introducing more queries [1].
Lemma 3.1. Let r and q be two constants. A language L is in PCP(r log n; q); then
it is in PCP(cr log n; qn(1−c)r) for any constant c; 0¡c¡1.
Proof. Let V1 be the veriGer of some PCP(r log n; q) protocol for the language L.
Construct a second PCP with a veriGer V2 that behaves as follows. On input x and a
Gxed random string R∈{0; 1}cr log n; V2 enumerates all strings S ∈{0; 1}(1−c)r log n and
carries out the action of V1 on the random string RS for each S. For any given proof,
V2 rejects the input x if V1 rejects on RS for some S, and V2 accepts x if V1 accepts x
on RS for all S.
We verify the correctness of the second protocol. If x∈L, then there exists a proof
such that V1 accepts x for all strings of length r log n. The same proof causes V2
to accept x for all strings of length cr log n. If x =∈L, then V1 or V2 may accept x
for some random string; however, the probability that V2 accepts x is no more than
that for V1 to accept. To see this, let RS be a random string, where |R|= cr log n and
|S|=(1−c)r log n, that causes V1 to accept x. Then on the random string R; V2 accepts
x only if V1 accepts x on all strings RT , with T ∈{0; 1}(1−c)r log n. Conversely, suppose
that there are i strings of length r log n that cause V1 to accept. Let j be the number
of strings accepted by V2. Then we have that j6i=n(1−c)r : Therefore, the probability
that x is accepted by V2 is j=ncr6i=n(1−c)r=ncr = i=nr; which is less than or equal to the
probability that V1 accepts.
Notice that the veriGer V2 uses qn(1−c)r query bits since it needs to probe (possibly
new) q locations in a proof for each string S of length (1− c)r log n. Moreover, it is
clear that V2 runs in time polynomial in n.
Lemma 3.1 enables us to present an alternative proof for a slightly weaker version of
Theorem 2.8. In particular, it gives a new proof of this result for LOGk CLIQUE without
resorting to the self-reducibility of the problem. The key is that a PCP(cr log n; qn(1−c)r)
characterization of an NP language can be reduced to LOGr CLIQUE in time O(2o(n)).
The reduction is an extension of the generic one used in [17]. We brieTy describe the
diUerences in the constructions.
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Let PCP(cr log n; qn(1−c)r) be the new PCP characterization for a language L∈NP
as described in Lemma 3.1. Let a= cr log n and b= qn(1−c)r . Assume, without loss of
generality, that the veriGer reads exactly b bits of the proof on each input. A graph
G=(V; E) is constructed from an input x as follows. The set of vertices is
V = {〈s; t〉 | s ∈ {0; 1}a; t ∈ {0; 1}b; and the veriGer accepts x with random
string s and query bits t}:
Two vertices u= 〈s1; t1〉 and v= 〈s2; t2〉 are connected in G based on the behavior of
the veriGer on the random strings s1 and s2 and the query bits t1 and t2. The vertices are
connected in G if and only if the query bits t1 and t2 agree on all portions of the proof
queried during the computation of the veriGer on the random bits s1 and s2. This graph
is a 2a-partite graph with 2a+b vertices and 2b vertices in each partition. (To see this,
notice that 〈s; t1〉 and 〈s; t2〉 cannot be connected since t1 and t2 are diUerent.) The size
of the graph G is N =2a+b¡22qn
(1−c)r
and all cliques for the graph have size at most
2a= ncr . To guarantee that N is subexponential, let (1− c)r= , for some ¡1. Then
c=(r − )=r and all cliques in the graph are of size bounded by ncr = nr−6logkN ,
for k¿(r − )=. Hence, the graph G is an instance for LOGk CLIQUE.
The graph G encodes the behavior of the veriGer on input x. If x∈L then there exists
a proof  such that the veriGer accepts x for all random strings s. Hence, the size of
the maximum clique is .(G)= 2a. If x =∈L then for every proof , the veriGer rejects
x for at least 12 of all random strings s. Hence, the size of the maximum clique in G
is 62a=2. It follows that a polynomial time approximation algorithm for LOGk CLIQUE
that achieves a constant approximation ratio of 2 can be used to decide membership
in L in time O(2O(n
)).
Notice that this weaker version of Theorem 2.8 does not apply to problems LOGk,
for k¡(r − )=. This is because that k is determined by the constant factor r for
the logarithmic function that bounds the number of random bits used by veriGers. In
particular, k¿r when = r=(r + 1).
In order to show the same inapproximability for problems LOGk, for k¡r, we need
to further scale down the number of random bits, while at the same time keeping
the number of query bits small. For this, we base our techniques on the new PCP
characterization of NP languages introduced by Fotakis and Spirakis [20] which uses
strictly log n + t random bits, where t is independent of n, and a constant number of
query bits for each instance x of length n.
Theorem 3.2. For any d; e¡1 with e + d¿1; every NP language admits a
PCP(d log n+ t; qne) characterization; for some q; t independent of n.
Proof. By [20], an NP language L admits a PCP(log n + t; q) characterization for
each instance x in L of length n, where t; q are independent of n. By the Lemma
3.1, the characterization can be reduced to PCP(d log n+ dt; qn1−d), and therefore, to
PCP(d log n+ dt; qne), for e¿1− d.
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According to Lemma 8 in [20], for each instance x of L characterized by PCP(r; s),
there exists an instance 3x of SAT of size O(2rs) such that x∈L iU 3x ∈SAT. There-
fore, it does not seem possible to remove the condition that d+ e¿1 in Theorem 3.2
since this could imply that NP⊆DTIME(2o(n)). Thus Theorem 3.2 can be considered
optimal in the trade oU between the number of random bits and the number of query
bits in the PCP characterizations of NP.
Corollary 3.3. Every NP language admits a PCP(12 log n + t; q
√
n) characterization;
for some q; t independent of n.
The new PCP characterizations given in Theorem 3.2 and Corollary 3.3 allow us to
improve some results given in the previous section. It also leads to inapproximability
results for MAX SPARSE SAT.
Theorem 3.4. LOG CLIQUE cannot be approximated to the constant ratio 2 in polyno-
mial time unless SAT can be solved in deterministic time 2O(
√
n log n).
Proof. We proceed in a fashion that is similar to the construction described for the
alternate proof of Theorem 2.8. Construct a graph G from the new PCP characterization
of L as given in Corollary 3.3. G is an 2t
√
n-partite graph that contains N =2t
√
n2q
√
n
vertices, with each partition containing 2q
√
n vertices. The maximum size of any clique
in G is bounded by 2t
√
n6 logN = q
√
n. (If 2t¿q, we can simply let the veriGer
query more bits of the proof.) Therefore, G is an instance of LOG CLIQUE. The time
for constructing G is O(N )62O(
√
n log n).
Corollary 3.5. For any constant k¿1; LOGk CLIQUE cannot be approximated to the
constant ratio 2 in polynomial time unless NP⊆DTIME(2n); for some 8xed ¡1.
Theorem 3.4 and its corollary improve, somewhat, the result by Feige and Kilian
[18] that LOG CLIQUE cannot be approximated to any constant ratio unless there is
a subexponential randomized simulation of nondeterministic computation. It is open
whether the statement of Theorem 3.4 can be improved from the constant ratio of 2
to any constant ratio.
Theorem 3.6. MAX SPARSE SAT does not have a fully polynomial time approximation
scheme unless SAT can be solved in time 2O(
√
n log n).
Proof. We reduce the PCP characterization of a language L∈NP in Corollary 3:6
to MAX SPARSE SAT. The construction is an extension of the generic reduction from
the PCP characterization of SAT to MAX 3SAT in [2]. We describe only the
diUerences.
Let a= 12 log n+ t and b= q
√
n. Since the number of bits in a proof probed by the
veriGer is at most q
√
n, we can assume that the total length of a proof is bounded by
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m=2ab. DeGne x1; : : : ; xm to be m boolean variables such that xi =1 if and only if the
ith position on a proof is 1.
Fixing a random string R for the veriGer, let j1; : : : ; jb be the sequence of b po-
sitions probed by the veriGer under this random string. DeGne a boolean function
fR(h1; : : : ; hb)= 1 if and only if the veriGer accepts when xji = hi; i=1; : : : ; b. For each
R, the truth table of the function fR can be constructed by considering the 2b possible
values of h1; : : : ; hb.
The function fR can be written as a CNF expression in which there are 2b clauses,
each with b variables. The total number of clauses, when all the R’s are considered,
is N =2a+b=O(
√
n2q
√
n). The total number of variables is m=2ab=2tqn, which is
bounded by log2 N . (Again, this is true as long as 2t6q.) So, the number of variables
is at most a quadratic in the logarithm of the number of clauses. Thus the constructed
CNF formula 4 is an instance for MAX SPARSE SAT.
The constructed CNF formula 4 encodes that action of the veriGer on an input x.
If x∈L then 4 is satisGable, and hence the maximum number of clauses that can be
satisGed simultaneously is N =2a+b. If x =∈L then for every proof  the veriGer rejects
x for at least 12 of all random strings R. Since at least one of the clauses for each
such fR must evaluate to false, at most N − 2a=2=N (1 − 1=2b+1) of the clauses can
evaluate to true simultaneously. Hence, any algorithm that produces an assignment to
the variables of 4 where the number of satisGed clauses is within (1 − 1=2b+1) of
maximum can be used to decide the membership of x∈L.
If MAX SPARSE SAT has a fully polynomial-time approximation scheme then there
is an algorithm that runs in time p(1=)nc and produces an assignment to the variables
of 4 where the number of satisGed clauses is within (1 − ) of maximum. Hence,
membership in L can be decided in time p(2b+1) · Nc=2O(√n log n).
Corollary 3.7. MAX SPARSE SAT does not have fully polynomial-time approximation
scheme unless NP⊆DTIME(2n); for some 8xed ¡1.
Note that Theorem 3.6 and the corollary complement the result that MAX 3SAT does
not have polynomial time approximation scheme unless P=NP [3]. The consequence
that all NP languages can be computed in time O(2o(n)) is not as strong as P=NP;
however, it is widely considered to be unlikely.
Using our new PCP characterization, we can also improve inapproximability results
for LOGk DOMINATING SET and LOGk HYPERGRAPH VERTEX COVER.
Corollary 3.8. For some k¿1; LOGk DOMINATING SET cannot be approximated to
the constant ratio 2 in polynomial time unless NP⊆DTIME(2n); for some 8xed
¡1.
Corollary 3.9. For some k¿1; LOGk HYPERGRAPH VERTEX COVER cannot be approxi-
mated to the constant ratio 2 in polynomial time unless NP⊆DTIME(2n); for some
8xed ¡1.
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4. Approximability-preserving reductions
Approximability-preserving reductions have proved eUective in demonstrating inap-
proximability of NP-hard optimization problems. The nature of non-NP-hard optimiza-
tion problems shows that it is harder to devise approximability-preserving reductions
among them because any such reduction should preserve not only approximability but
also restrictions enforced on these problems.
In this section, we present a number of approximability-preserving reductions to show
that problems LOG DOMINATING SET, TOURNAMENT DOMINATING SET and RICH HYPERGRAPH
VERTEX COVER, equivalent in complexity [25], are also equivalent in approximability.
First we construct a reduction from RICH HYPERGRAPH VERTEX COVER to TOURNA-
MENT DOMINATING SET.
Given a hypergraph H=(V; E) with hyperedges E={e0; : : : ; em−1} and V={v1; : : : ;
vn}, we construct a tournament graph T =(VT ; ET ) such that VT =V ∪U and
U = {uij | 06 i 6 p− 1; ej ∈ E} ∪ {uij | 06 i 6 p− 1; m6 j 6 p− 1};
where p¿m is a prime to be deGned later. We deGne ET =
⋃6
i=1 Ei,
E1 = {(vs; vt) | 16 s ¡ t 6 n}; E2 =
p−1⋃
j=0
{(uij; ukj ) | 06 i ¡ k6p− 1};
E3 = {(uis; ukt ) | s− t ≡ a2 (modp) for some a ∈ Zp;
06 s; t 6 p− 1; and 06 i; k6p− 1};
E4 = {(vs; u) | u ∈ Gj and vs ∈ ej; 16 s6 n; and 06 j 6 m− 1};
E5 = {(vs; u) | u ∈ Gj; 16 s6 n; and m6 j 6 p− 1}; and
E6 =
{
(u; v) | u ∈ U; v ∈ V; and (v; u) =∈
5⋃
h=1
Eh
}
;
where for each j=0; : : : ; p − 1 the set Gj is deGned as Gj = {uik | k = i + j (modp);
i=0; 1; : : : ; p− 1}:
The tournament T contains n+p2 vertices. The Grst n vertices come from V = {v1; : : : ;
vn} in H . The next p2 vertices are p copies of the p items u0; : : : ; up, with the Grst m
of which correspond to the m hyperedges in H and with the last p − m items being
dummies. Let U = {uij | 06i; j6p − 1}. The p2 vertices in U form a p × p matrix
layout. Column j is a set of p copies of uj and row i is the ith copy of {u0; : : : ; up−1}.
The edges of T are constructed in the following way. For vertices in V , vertices
with a lower indices dominate those with higher ones. Within the matrix U , for each
column, vertices with a lower superscripts dominate those with higher ones. Within
row i, vertices are connected according to a construction proposed by Meggido and
Vishkin [24], where vertex uis dominates vertex u
i
t if and only if s − t is a square
in the Geld Zp. Meggido and Vishkin [24] show that s − t is a square if and only
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if t − s is not a square. This guarantees a construction of tournament edges for each
row. Moreover, such construction is extended in U to vertices belonging to any two
diUerent rows. That is, vertex uis dominates vertex u
k
t if and only if s − t is a square
in the Geld Zp, i; k =0; : : : ; p− 1:
The edge construction between vertices in V and vertices in U can be explained as
follows. Logically, matrix U is diagonally partitioned into p sets G0; : : : ; Gp−1, where
Gj = {uik | k = i+j (modp); i=0; 1; : : : ; p−1}. Informally, each set Gj contains one ver-
tex from each row and one from each column. SpeciGcally, G0 = {u00; u11; : : : ; up−1p−1 }; G1
= {u01 ; u12; : : : ; up−2p−1 ; up−10 }; : : : ; Gp−1 = {u0p−1; u10; : : : ; up−1p−2 }. Then Gj ∩Gi = ∅ for i = j.
Also for each j, the set Gj contains vertex u0j from the Grst row.
For each vertex vi ∈V , if vi ∈ ej in the hypergraph H then for each u∈Gj there
is an (directed) edge (vi; u) in T . In other words, in the tournament T the vertex vi
dominates the vertex u0j in the Grst row of the matrix and all other vertices in the set
Gj if and only if a vertex vi covers hyperedge ej in the hypergraph H . After this, for
each v∈V and u∈U , add (u; v) to ET if (v; u) is not already in ET .
Now we identify the prime number p used in the construction. Let q be such that
m622qq2. The prime number p is chosen so that p¿22qq2 and p≡ 3 (mod 4). Note
that q can be chosen to be the smallest number that is at least logm. By Proposition
2.11 of Meggido and Vishkin [24], the growth rate of the function p∗(q) that assigns
a prime p to each number q as above is O(22qq2).
Lemma 4.1. For the constructed tournament T; let V ′⊆V and U ′⊆U . If V ′ ∪U ′
is a dominating set for T; then either there is a subset of U of size |U ′| + 1 that
dominates the vertices of U or there is a subset of V of size |V ′|+1 that dominates T .
Proof. Let V ′ and U ′ be the sets as stated. Assume that there is no subset of U of
size |U ′|+ 1 that dominates the vertices of U . We show that V ′ ∪{v1} dominates T .
Examine U ′ and replace each vertex uij with u
0
j . By our construction, this set still
dominates the same vertices in U . Now, since U ′ is not a dominating set for all of
U , there must be a j such that the vertices in the jth column of U are not completely
dominated by U ′. In fact, none of the vertices in the column can be dominated by U ′.
Otherwise, suppose that vertex uij is dominated by U
′. Then either (1) uij is dominated
by some u0s ∈U ′, for some s = j, or (2) uij is dominated by some u0j ∈U ′. If (1) was
true then u0s would dominate all vertices in the jth column by our construction of
E3, which contradicts our assumption. Similarly, if (2) was true then u0j dominates
all vertices in the jth column by our construction of E2, which also contradicts our
assumption.
Because none of the vertices in the jth column are dominated by U ′, they must
be dominated by V ′. It is clear that for each i; 06i6p − 1; uij belongs to diUerent
Gk . So, if V ′ dominates vertex uij in the jth column, V
′ dominates all vertices in the
set Gk . We conclude that V dominates all vertices in
⋃p−1
t=0 Gt =U . It follows that
V ′ ∪{v1} dominates T since v1 dominates V .
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Proposition 4.2. Let U0 = {u0j | 06j6p − 1} in the matrix U . Any subset of U0
requires at least q vertices from U0 to dominate the set U0; where q is the largest
number such that p¿22qq2.
Proof. According to Meggido and Vishkin [24], there exists a constant c such that for
every N there exists a tournament such that the size of the minimum dominating set
for the tournament is at least c logN . An explicit construction of such a tournament
is also given that for every q, if p is a prime such that p¿22qq2 and p≡ 3 (mod 4),
the minimum dominating set is of size at least q + 1. Our construction of U0 in the
reduction satisGes these conditions.
Lemma 4.3. Let D be a dominating set for the tournament T constructed in the
reduction. Then there is subset of V of size at most |D| that dominates T .
Proof. If D⊆V , then the lemma holds. If D⊆U , then it suNces to examine the edge
constructions in the reduction and Proposition 4.2 to see that |D|= |U |¿q+1= logm+
1. Since H is a rich hypergraph, there is a cover V ′⊆V of size logm that covers all
of the hyperedges in H . In our construction, V ′ dominates all of the vertices in U .
Therefore, V ′ ∪{v1} dominates all of T . Hence, |V ′ ∪{v1}|6 logm + 16|D| and the
lemma holds.
If D*V and D*U , let V ′=D∩V and U ′=D∩U . If there exists a subset U ′′
of U of size |U ′|+ 1 that dominates T , then the previous argument shows that there
exists a subset V ′′ of V that dominates T and has size |V ′′|6|U ′′|6|D|. If there does
not exist such a subset U ′′, then Lemma 4.1 guarantees that there is a subset of V of
size |V ′|+ 16|D| that dominates T .
We consider the approximation-preserving property for the reduction. Suppose that
there is an approximation algorithm A that Gnds an approximate minimum dominating
set D for each tournament T and that it achieves an approximation ratio c for some
c¿1. By Lemma 4.3 and its proof, there is a dominating set V ′ for T; V ′⊆V and
|V ′|6|D|. It is easy to see that vertices in V ′ cover all hyperedges in H . Hence, the ap-
proximate minimum vertex cover size is bounded by A(T ). Moreover, OPT (H)¿OPT
(T ) − 1 by the edge construction of E4 (assuming OPT (T )¿1). Then the approx-
imation ratio of this hyperedge covering algorithm is bounded by A(T )=(OPT (T ) −
1)= c=(1− 1=OPT (T ))62c.
All the work in the reduction can be done in polynomial time. In fact, to Gnd
the prime number p given q the smallest number such that q¿ logm and p¿22qq2
can be done in time polynomial in the length of the prime p. Since the growth
rate of the function p∗(q) that assigns a prime p to each number q as above is
O(22qq2)=O(m2 log2 m), the prime p can be found as follows. First, identify the
number q= logm and compute r=22qq2. Then, enumerate the sequence of numbers
r + 1; r + 2; : : : and Gnd the smallest prime number in the sequence. This process will
stop and a prime p=3 (mod 4) will be found within time bounded by a polynomial
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in m. So our reduction is a polynomial-time reduction that preserves approximability.
We obtain the following theorem.
Theorem 4.4. For any c¿1; in polynomial time; TOURNAMENT DOMINATING SET can-
not be approximated to the ratio c unless RICH HYPERGRAPH VERTEX COVER can be
approximated to the ratio 2c.
Theorem 4.5. For each constant r¿1; in polynomial time; problem RICH HYPER-
GRAPH VERTEX COVER cannot be approximated to the ratio r unless problem LOG
DOMINATING SET can be approximated to the ratio r.
Proof. For simplicity, we consider only digraphs for LOG DOMINATING SET. We reduce
this problem to RICH HYPERGRAPH VERTEX COVER via an approximability-preserving
reduction as follows.
Given a graph G=(V; E) for the problem LOG DOMINATING SET, where V = {v1; : : : ;
vn}, we construct a hypergraph H =(V ′; E′) such that V ′=V and E′= {ev | v∈V},
where ev= {u | (u; v)∈E}∪ {v}. First, we observe that graph G has a dominating set
of size k if and only if hypergraph H has a vertex cover of size k.
Now we amplify the hypergraph H in a way such that each hyperedge contains
at least n=2 vertices. For this, we follow a construction used in [25]. In the ampliGed
hypergraph H ′ of H , there are t new vertices u1; : : : ; ut , where t=(2nr−1)2 = (2l−1)2
when l= r log n+ 1. In H ′, each hyperedge ev is replaced by t hyperedges ev1 ; : : : ; evt ,
each a modiGed copy of ev with additional vertices from u1; : : : ; ut . Notice that any
number in the range {1; : : : ; t} can be encoded by a binary vector of length 2l consisting
of a high and a low l-bit vectors a and b. Let i; j be two numbers such that i= a1a2
and j= b1b2. The new hyperedge evi contains the vertex uj if and only if either a1 · b1
is odd or a2 · b2 is odd.
Let s¿1 be the number of 1’s in a1. The possible number of b1’s for which a1 · b1
is odd is (2s=2)(2l−s)= 2l−1. So the number of j for which a1 · b1 is odd is 2l−1(2l−
1). Besides this, the number of b2’s for which a1 · b1 is even and a2 · b2 is odd is
2l−12l−1 = 22l−2. So the total number of vertices ui’s contained in evj is 2
l−1(2l−1)+
22l−2¿t=2+ t=4=3t=4. So each hyperedge in H ′ contains at least half of the vertices.
Now suppose graph G has a dominating set of size k, then according to the above
construction, this dominating set gives a vertex cover for H ′. Therefore, OPT (G)¿
OPT (H ′). On the other hand, if a polynomial-time algorithm Gnds for H ′ a vertex
cover of size k, then the algorithm can be used to Gnd for a dominating set for G of
size 6k.
Let A be an approximation algorithm for RICH HYPERGRAPH VERTEX COVER that
achieves ratio r. For the hypergraph H ′ constructed as above, let A(H ′) be the size of
an approximate minimum vertex cover for H ′. There are two possibilities.
Case 1: If A(H ′)¡l, then let C be the set of old vertices (of H) in the cover.
Assume that some hyperedge ev is not covered by C. Since A(H ′)¡l, there are fewer
than l new vertices ui in the cover. Let i= a1a2, where a1; a2 are two vectors of
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length l. Therefore, there are two Gxed non-zero vectors b1 and b2 such that a1 · b1
is even and a2 · b2 is even for every ui in the cover. Therefore, if j= b1b2; evj is not
covered by either new vertices or old vertices, which contradicts our assumption. This
implies that evj has to be covered by C and therefore C is a cover for G. It follows
that |C|=OPT (G)6A(H ′)=OPT (H ′)6 r in this case.
Case 2: If A(H ′)¿l, we arrive at a contradiction to the assumption that OPT (G)6
log n. In this case, A(H ′)¿r log n+1. Because A(H ′)=OPT (H ′)6r; OPT (H ′)¿(r log n
+ 1)=r and OPT (G)¿OPT (H ′)¿(r log n+ 1)=r¿ log n.
Corollary 4.6. For each constant r¿1; in polynomial time; LOG HYPERGRAPH VERTEX
COVER cannot be approximated to the ratio r unless LOG DOMINATING SET can be
approximated to the ratio r.
Proof. This result follows from the proof for Theorem 4.5.
Theorem 4.7. For any c¿1; LOG DOMINATING SET cannot be approximated in polyno-
mial time to the ratio c unless TOURNAMENT DOMINATING SET can be approximated to
the same ratio.
Proof. There is an simple reduction from the latter problem to the former. Given a
tournament graph T =(V; E), Gnd a dominating set V ′⊆V for T . It is known [24, 25]
that such a set can be found in polynomial time and its size k = |V ′ |6 log |V |. Let
V ′= {vi1 ; : : : ; vik}. DeGne a permutation 7 : {1; : : : ; n}→{1; : : : ; n} such that 7(ij)= j
for i=1; : : : ; k.
Construct a graph G=(V1; E1) in which V1 = {v7(s) | vs ∈V} and E1 = {(v7(s); v7(t)) |
(vs; vt)∈E}. It is easy to see that G is an instance for LOG DOMINATING SET. Moreover,
{vj1 ; : : : ; vjl} is a dominating set for T if and only if set {v7(j1); : : : ; v7(jl)} is a dominating
set of G.
By Theorems 4.4, 4.5, Corollary 4.6, and Theorem 4.7, the approximabilities of
TOURNAMENT DOMINATING SET, LOG DOMINATING SET, RICH HYPERGRAPH VERTEX COVER,
and LOG HYPERGRAPH VERTEX COVER are equivalent. Moreover, by Theorem 2:5, we
obtain the following
Corollary 4.8. For any constant c¿1; TOURNAMENT DOMINATING SET; LOG DOMINA-
TING SET; RICH HYPERGRAPH VERTEX COVER; and LOG HYPERGRAPH VERTEX COVER cannot
be approximated to the ratio c in polynomial time unless DOMINATING SET can be
approximated to the ratio 2c in time O(2n

); for some ¡1.
5. Concluding remarks
Our results show that, under strong complexity theoretic assumptions, LOG CLIQUE,
MAX SPARSE SAT, LOG DOMINATING SET, TOURNAMENT DOMINATING SET, RICH HYPERGRAPH
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VERTEX COVER, and LOG HYPERGRAPH VERTEX COVER do not have constant ratio approx-
imation algorithms. Since these complexity theoretic assumptions imply that P =NP, it
is natural to ask whether or not these complexity theoretic assumptions can be weak-
ened or placed in a more uniGed framework to achieve the same results.
Our results leave some open questions. Is it possible to improve the approxima-
bility ratios for the above problems? Can we give a stronger inapproximability re-
sult for TOURNAMENT DOMINATING SET? What about inapproximability results for V–C
DIMENSION? Finally, can we give a direct PCP characterization for these non-NP-hard
problems?
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