ABSTRACT The purpose of production and rail transportation rescheduling is to coordinate the completion times of products with the departure times of connecting trains to mitigate the negative effects caused by operation unpunctuality. The problem is already complicated due to the time coordination between production and rail transportation. In particular, concomitant production scheduling factors make the problem more complex. Therefore, a rescheduling model that solves unpunctuality is introduced. First, the model aims to minimize the processing time and the train operation time, including running time and dwell time. Second, the model attempts to minimize the difference between the original schedule and the rescheduled one. A genetic algorithm is employed to solve the problem. The results show that once an unpunctual event occurs, the effective management is to adjust the production and rail transportation schedule, which consists of the running time, dwell time, and processing time. Moreover, when the degree of unpunctuality is not particularly large, the proposed model can counteract the negative effects.
I. INTRODUCTION
The production and rail transportation coordinating problem aims at determining a preoperational timetable for a set of orders. During the executive process, an unpredictable incident may make the scheduled timetable infeasible, e.g., a train breakdown, processing delays, etc. To diminish the negative effects, rescheduling is needed to be executed so that production and rail transportation are coordinated again. The side effects of unpredictable incidents can be mitigated by simply implementing a proper and flexible rescheduling method, such as the waiting time of orders, the processing time of orders, and so on. Therefore, determining an approach to adjust correlated variables (such as production processing time, train running time, dwell time and so on) is the key factor to reduce the negative effects. Based on these considerations, this study was carried out.
The connecting trains provide a very important as well as unique opportunity for orders to reach their final destinations. Therefore, the accessibility of orders as an important issue needs to be considered in production and rail transportation networks. The connection redundant time (CRT) and network connection accessibility (NCA) are proposed to describe accessibility.
If the original schedule for production and rail transportation is disorganized by some unexpected incidents, the rescheduling method proposed in this study can coordinate the production lines and connecting trains to mitigate the negative effects and recover a smooth coordination between production and rail lines. However, we should note that producers and customers are not satisfied with large changes between the original schedule and the rescheduled one. Thus, we need to take this factor into account in the model through a quantified method. A measure that describes the difference between two schedules (DBT) is employed in the model to ensure these levels of satisfaction.
In summary, the contributions of this study include the following three aspects. First, we propose a rescheduling model to minimize the train operation time (running time and dwell time) and processing time. It also maximizes the average connection redundant time (AvgCRT) and network connection accessibility (NCA). Moreover, a measure that describes the difference of two schedules is employed in the model to ensure the same connections as the original schedule. Finally, a genetic algorithm is employed to solve this multiobjective programming problem. By introducing different parameters to several objectives, we transform multiobjective programming into single objective programming.
II. RELATED STUDIES
The coordinating and rescheduling issues have received widespread attention recently. Trucks are an important transport mode for most orders to reach their destination. A few studies focus on coordinating the relationship between production and truck scheduling. Others focus on air transport. Chang and Lee [1] , Chen and Lee [2] , Zhong and Jiang [3] , Moons et al. [4] , Wang and Cheng [5] , Xuan [6] , Zhong et al. [7] , Seyedhosseini and Ghoreyshi [8] , Ganesan [9] , Hajiaghaei-Keshteli and Aminnayeri [10] , Zandieh and Molla-Alizadeh-Zavardehi [11] and Delavar et al. [12] proposed mathematical models to optimize the production and road and air transportation coordinating problem. An integrated production and distribution scheduling problem is considered by Devapriya et al. [13] , and in this research, the trucks' routes and the fleet size are the important decisions. Moons et al. [4] developed a study on a production and distribution system, and decisions on vehicle routing received considerable attention. Sawik [14] discussed the production and distribution scheduling problem in supply chains under regional and local disruption risks. Azadian et al. [15] researched on order contract producing problem from a manager's perspective, and proposed an integrated scheduling model on the coordination of production and transportation planning.
Although there are many works on the study of productiondistribution issues as mention above, the coordination between production and rail transportation in an operational time dimension is one of the less focused aspects. Several similar versions of this problem termed the production road/air transportation problem have been studied in Moons et al. [4] and Li and Li [16] . Comparatively, the airline transportation problem, in which air transportation is also apparently affected by the flight plan and aircrafts used (Pemberton [17] ; Liang and Li [18] ; Ho and Leung [19] ), indicates that the loading required by each flight is usually satisfied at its origin port. In the rail transportation problem, a train can either be loaded at a trip's origin or at its other passing station. Hence, the distribution system design becomes a prominent issue. In addition to this, according to the schedule, the connecting trains provide a very important as well as unique opportunity for orders to reach their final destinations in time. Producers and customers tend to complain more when missing the connecting train. Finally, if the original schedule is disorganized by some unexpected incidents, the rescheduling process needs to be executed to mitigate the negative effects and recover a smooth coordination. These characteristics lead to some difficulties to apply the off-the-shelf technologies in a production-distribution system. To the best of our knowledge, few studies have been conducted to investigate these topics in the context of railway timetables.
Unpredictable incidents may make production lines for a flow-shop or a job-shop production become disordered, and rescheduling needs to be executed to re-coordinate. Some circumstances have been studied in related studies, such as considering job unavailability and rejection, machine equipment availability, dynamic and unexpected disruptions and so on (Chang and Hsieh [20] ; Wang et al. [21] ; Gu et al. [22] , Salido et al. [23] , Ma et al. [24] ). Railway timetables are also easily disturbed by unexpected disruptions such as large passenger flows and train delays (Huo et al. [25] , Kang et al. [26] ). Scheduling and rescheduling technology for urban railway transit networks represents a worthwhile learning process. Representative studies consist of Yin et al. [27] , who proposed a mathematical model which can obtain the last train's timetable considering social welfare and synchronization. Kang et al. [28] provide a new formulation to precisely describe the first train transfer problem in mathematical terms. A mixed integer nonlinear model is proposed to maximize the transfer synchronizations in a transitional time period by Guo et al. [29] . Equity is embedded in timetable synchronization optimization by Wu et al. [30] .
Rail transport, as the main mode of freight transport of heavy industrial enterprises, such as nonferrous smelting enterprises, bears the heavy responsibility of ensuring production. Transportation operations are carried out according to the production requirements of enterprises. However, the supply and demand relationship is random, which results in the uncertainty of transportation tasks. Therefore, it makes a difference with state-owned railways. The products have specified completion times and delivery times. It is necessary to minimize the processing time and train operation time, which may be one way to reduce business costs. Therefore, from the literature, it can be concluded that this research area is an important topic both in academia and industry. In addition, to the best of our knowledge, there have been few studies focusing on an integrated rescheduling of production and rail transportation which take the timetable into account in a production-distribution system. Fig. 1 shows the necessity of a rescheduling process. Case A represents a scheduled connecting relationship for production and rail transportation. Orders in the production line (feeder line) need to ride the connecting train at station s. In case A, orders succeed in connecting with the train. In case B, it shows that the connecting train arrives at station s earlier than the orders in the production line. Thus, orders cannot connect successfully. When the scheduled connecting relationship is disorganized, the rescheduling process should be executed to ensure the same connections as the original schedule. There are three ways to recover a smooth connection. They are summarized as follows: (1) speed up delay production line, (2) slow down the connecting train, and (3) increase the dwell time of the connecting train at station s. In our study, comprehensive approaches are employed to reschedule the connecting timetable to ensure a smooth connection.
III. RESCHEDULING MODEL
Two key steps are included in the rescheduling process shown in Fig. 2 . (1) The scheduling step provides an optimal connecting timetable, and several constraints need to be considered in this step, such as order demand, operational constraints, equipment constraints, etc.
(2) The rescheduling step produces a new optimal connecting timetable to reduce the side effect caused by unexpected incidents in processing or train operations.
A. SYMBOL NOTATIONS
In this study, two directions of the same rail line are defined as two separate rail lines, and a production line is considered as only one direction. Finite stations on rail line l are denoted as S(l) = {s|s = 0(l), 1(l), 2(l), . . . , m(l)}, where station 0 represents the first station of rail line l, and station m represents the last station on line l. L = {l|l = 1, 2, . . . ,n} represents a set of rail transportation lines in the production and rail network. The set of production lines are symbolized The necessary parameters are summarized as follows. q slp is the transfer demand from line p to l at station s.
The decision variables are summarized as follows.
B. BASIC ASSUMPTIONS
To facilitate the model formulation, several assumptions are made throughout the paper. Assumption 1: We define the transfer operation time (t Tra slp ) as a constant for simplification.
Assumption 2: The orders demand, q slp , is known and fixed for simplification.
Assumption 3: We regard the production line as a single machine, and no idle time is allowed.
Assumption 4: The proposed connecting timetable rescheduling model exclusively addresses the unpunctuality caused by a production delay or an early arrival of a train. Other unexpected incidents in processing or train operations are not considered here.
C. SCHEDULING AND RESCHEDULING OBJECTIVE
The rescheduling process in this paper is developed as a multiobjective planning problem. The hard constraints and the soft constraints mentioned above together constitute the objective function. From the perspective of hard constraints, we aim to minimize the processing time and train operation time. From the perspective of soft constraints, we expect to maximize AvgCRT and NCA. Considering these two aspects comprehensively, we obtain the following equation:
Objective function = Min (hard constraints-soft constraints)
The different objectives cannot be simply combined together because they have different units. For example, the unit of AvgCRT is time, and the unit of NCA is number. We combine these two aspects together with making any transfer. α and β are weight coefficients of each subobjective function.
However, we should note that producers and customers are not satisfied with large changes between the original scheduled timetables and the rescheduled one. Thus, the model attempts to minimize the difference between them. Here, a new indicator, which is defined as DBT, is introduced in the objective function. DBT represents the difference between the scheduled timetables and the rescheduled one. We aim to minimize Eq. (2), and less change means the rescheduled one is better.
where t(org) is the original running time, dwell time and processing time, and t(new) represents the rescheduled one.
In conclusion, the multiobjective function is defined by Eq. (3), where γ is a coefficient to balance the magnitude.
Objective function = Min hard constraints-soft constraints +timetable shift
We design two types of constraints in the rescheduling model, which are hard constraints and soft constraints. The hard constraints guarantee the feasibility of the rescheduling timetable, and the rescheduling timetable quality is ensured by soft constraints. t Dw s l is the total dwell time accumulating from the starting station to station s.
2) TRAIN RUNNING TIME LIMITS
The connecting trains running in the section s to s − 1 must observe its speed limit in consideration of transportation safety. It means that trains cannot travel too fast or too slowly. Train running time limits are imposed as Eq. (6) 
4) PRODUCTION PROCESSING TIME
The processing time should be restricted to within minimum and maximum values in consideration of quality and efficiency. It means producers cannot produce too fast or too slowly. Production processing time limits are represented as Eq. (8) for all production lines p ∈ P.
5) SOFT CONSTRAINTS
A connecting timetable for production and rail transportation that is built by the hard constraints above is a feasible plan but not an optimal one. To make the connecting timetable better, two types of soft constraints are introduced into our model.
• CRT, t r slp , represents the difference between the connecting train departure time and the orders processing completion time. It can be formulated by the following equation. (9) Orders can connect successfully when t r slp ≥ 0. Otherwise, orders fail to catch the connecting trains, i.e., t r slp < 0. Moreover, the average CRT is embedded in the model, shown as Eq. (10), where q slp represents the quantity of orders connecting from line p to l at station s, and Q is the total number of orders in the network.
• NCA determines the degree of coordination between production and rail lines, and a binary variable x slp is defined in Eq. (11) .
where M is a sufficiently large positive number. As mentioned in Eq. 
IV. SOLUTION ALGORITHM
The connecting timetable rescheduling problem for production and rail transportation is a real-world problem. Intelligent optimization algorithms are usually employed to address complex combinational and various types of problems. For example, the genetic algorithm (GA), simulated annealing (SA) algorithm, tabu searching (TS) algorithm and branch and bound (B&B) method are commonly used, and GA is especially widely used, e.g., the train scheduling problem (Wang et al. [21] ), the train rescheduling problem (Gu et al. [22] ), the network design problem (Jiang and Zhang [31] ), and the transportation problem (Gen et al. [32] ), have also been proven. The train running times, train dwell times and order processing times are selected as genes for any chromosome in our GA. A chromosome represents a solution, and real number encoding is utilized. The chromosome is represented as a matrix, as shown in Fig. 3 . In Fig. 3 , the row represents the rail line set and production line set, and the column represents the connecting stations and intervals between them. Considering that the number of stations or intervals in each rail line is not equal, we fill the vacancy with a blank. Since each production line has only one processing time, we use ''0'' to fill the other columns. 4 shows the flow of the GA process, and it includes two key steps, which are crossover and mutation. Crossover operates on two chromosomes at a time and generates two offspring that combine the parents' features. An arithmetic crossover process is adopted. Mutation operates to help the GA avoid local convergence and make the population more diverse. Some cells are selected randomly to adjust in the range of 80%∼120%. Once the change of the new solutions exceeds ±20%, the GA will remove them and regenerate. The termination of the GA is the last basic issue. In this paper, if iterations reach the preset number, the GA will terminate the computational process. 
V. DISCUSSION IN A TEST NETWORK
To verify the feasibility and effectiveness of the model and algorithm, we design a simple production and rail transportation network with 2 production lines, 2 rail lines, 1 connecting station and 2 destination stations (Fig. 5) . Table 1 lists the original running times between two consecutive stations and the dwell times for two rail lines. The original order connecting demands between the production lines and rail lines are given in Table 2 . For simplicity, the processing time of one unit order is set to be 0.1 h. The mean operation time from the production line to the connecting train is assumed to be 1 h. As mentioned above, the production and train operation times should be changed in the range of 80%∼120% compared to the original values.
A. SCHEDULING RESULTS
We test the model and GA algorithm on a personal computer with an Intel Core i5, 2.60 GHz CPU and 4 GB RAM. We set the population size to be 200, the crossover fraction to be 0.9, the mutation rate to be 0.1 and the GA maximum number of iterations to be 200. The GA can solve the model in a very short time, and the optimized timetable is shown in Table 3 . The train running time, train dwell time and production processing time change under the constraints. The data indicates that the processing time of each production line has been adjusted to 80% of its original value. Eq. (6) may provide some explanation. To reach a larger NCA and higher CRT, the production processing needs to be completed as quickly as possible, and the running time of the connecting line 2 will be increased to 112.5% of its original value simultaneously. In this case, there are 3 successful transfer directions in the network, including P1→R1, P2→R1 and P1→R2. However, P2→R2 cannot transfer successfully; that is, the difference between the departure time in R2 and the completion time of P2 is negative, t r slp < 0. Even if the processing time of P2 is improved to 5.6 (80% of its original value), the running time of R2 is reduced to 4.8 (120% of its original value) and the dwell time of R2 is reduced to 0.6 (120% of its original value), the difference between the departure time in R2 and the arrival time of P2 is still negative.
B. ANALYSIS OF ALGORITHM PERFORMANCE AND CONVERGENCE TEST
Other algorithms are used to compare the results of the GA, such as the SA algorithm, TS algorithm and branch-andbound method. In Table 4 , the results of the original timetable are listed in row 3. Rows 4-5 are the corresponding results when the production and train operation times are changed to 80% and 120%, respectively, compared to the original values. The result of the GA is listed in row 6 of Table 4 , and the results of the other algorithms are listed in rows 7-9 of Table 4 . The following conclusions can be obtained. (1) Similar results can be obtained by SA, TS, GA and B&B approaches but the CPU time is different. GA takes 4.9 s to obtain an optimal solution. However, it takes SA and TS approximately 9.9 s and 10.3 s, respectively. The objective result using B&B is 32.7, and it can be used as the lower bound of the objective function. The optimal result between the GA and B&B indicates a 1.8% gap, and we believe that the computational efficiency and accuracy of the algorithm is excellent. Fig. 6 depicts the CPU time for each algorithm. In Fig. 6 , the x-axis describes the CPU time and the y-axis is VOLUME 7, 2019 the corresponding objective function. Clearly, the GA is more efficient than the others.
(2) Compared to the original timetable, the objective function is improved from 34.7 h to 33.3 h by the GA approach. Similarly, the average CRT has been improved from 0.3 h to 1.7 h, and NCA has been improved to 3. However, it makes the train dwell time become longer, from 1 h to 1.1 h. (3) The processing times, train running times, train dwell times, AvgCRT and NCA contributed to the objective function together. The optimal result of the GA is almost stable after 100 generations as shown in Fig. 7 . The best objective value and the mean objective value at each GA generation are described with the grids and the circles, respectively.
C. VARIATION ANALYSIS OF t Tra slp AND q slp
We show how the analysis changes when assumptions 1 and 2 in Section 3.b are relaxed. We set the transfer time from line p to l at station s per unit as 0.01, and t Tra slp = 0.01 * q slp . We change the quantity of orders from the production line to the rail line, and fix other demands as shown in Table 2 ( Fig. 8) . We could turn to Eq. (9) for some explanations. The gap between the connecting train departure time and the order processing completion time becomes increasingly larger with the increased demand, i.e., the number of successful connections is reduced. To reverse the trend, the model may increase the train running time and dwell time. Meanwhile, a sharp adjustment means the DBT is increased. 
D. EFFECT OF PROCESSING DELAY
In this part, we test the processing delay experiment to analyze the effect on the rescheduling process. First, the delay time of processing is set to be 3 h in production line 1. In this case, the rescheduled process is executed and a new timetable is obtained as listed in Table 5 .
In this system, there is no relation between the running times t R 125 and t R 224 since they do not have any effect for connecting. Therefore, t R 125 and t R 224 are set to the minimal value (t R 125 = 3.2 and t R 224 = 6.4). Moreover, production line 1 and production line 2 have connecting relations with rail line 1. The rescheduling process sets t R 142 = 8.4 and t Dw 12 with the maximum dwell time. The processing time of production line 2 is reduced to 5.6, which is only changed to minimize the processing time, and production line 2 also fails to connect with rail line 2. It is easy to see that, regardless of the values of t R 252 and t Dw 22 , production line 1 and 2 cannot connect successfully with rail line 2. Affected by DBT, t R 252 and t Dw 22 are set to be as close to the original value as possible.
TABLE 5.
Rescheduled timetable of processing delay (3 h delay in the production line 1). Table 6 displays the analysis result of the rescheduled timetable. The objective function has been improved by the GA from 42.9 h to 41.6 h in the case of a 3 h delay. Similarly, the GA reduces the train running time from 24 h to 22 h and improves the AvgCRT from −0.9 h to 0.3 h. The processing time has been reduced from 15 h to 13.6 h. The case of the 3 h delay is not sufficient. Therefore, more delay situations analyses are tested, and the results are listed in Table 7 . We find that the values of t R 125 and t R 224 are restricted to be as close to the original timetable as possible, and they always fluctuate at approximately 3.2 and 6.4, respectively. Meanwhile, the objective function also tries to minimize t R 125 and t R 224 as much as possible. The GA also contributes to the fluctuation. Moreover, the train dwell time has always been fluctuating at approximately 0.5 h.
VI. A LARGE NETWORK EXPERIMENT
Well-designed connecting timetables ensure high-efficiency coordination between production and connecting trains, and orders can connect smoothly. In this section, we use a larger production and rail network as a case study. As Fig. 9 illustrates, 7 two-way rail lines are included in the network. The two directions of each rail line are considered as two separate rail lines, so that 14 one-way lines are in the network. There are 17 connecting stations and 36 production lines. Fig. 9 also identifies the up-train direction and the rail line and production connecting directions labeled with a red arrow at each connecting station. Table 8 illustrates a total of 42 connecting directions in the network.
To further illustrate the data in Table 8 , readers are referred to the green boxes in Table 8 . The two rows in the green box show the connecting relationship between the rail line ''−1'' (Down direction of rail line 1) and the production line ''a'' nearby station 2 . The first row in the green box shows the train timetable of rail line −1, and the data of columns 3 through 6 demonstrate the train arrival time at station 2 , the dwell time at station 2 , the running time from station 2 to 1 , and the dwell time at station 1 . Because there is no connecting demand to rail line −1 at upstream stations (station 3 , 4 and 5 ), we only need to start to count the train arrival time at station 2 . The second row in the green box shows the orders completion time for production line ''a'' nearby station 2 ; therefore, we put number ''20'' in column 4 to present the orders completion time. In addition, the number of orders on each production line is assumed to be 10, and the mean transfer operation time is set to be 1.
A. ANALYSIS OF HARD AND SOFT CONSTRAINTS
The timetable considering hard constraints is only feasible but may have a very low service level. The service level of the corresponding timetable can be improved when we introduce soft constraints into the problem. In Eq. (1) . It can be seen that the hard constraints' magnitude is nearly 100 times more than that of the soft constraints. Table 9 gives the impact of α and β on the solutions. We test different β values when α is fixed to 0.01. When β < 1.5, managers may pay more attention to hard constraints in the scheduling process. In this situation, soft constraints can be improved by changing the train dwell time and train running time. When β > 1.5, it means the magnitude of the hard and soft constraints are at the same level, and the optimal AvgCRT and NCA will not be influenced by adjusting the train dwell time and train running time. As seen in Table 9 , when β ≥ 2, AvgCRT and NCA are stable at 17.7 and 32, respectively, and the hard constraint value is almost 27.6. Fig. 10 describes the relationship between the TABLE 9. Impact of β on solutions (α = 0.01).
fitness value and generation with α:β = 1:200. The population size, crossover fraction, mutation rate and GA generation are set to 200, 0.95, 0.10 and 500, respectively. The time cost of the GA with 500 generations is 224 s, and the fitness value is almost stable at −72. If we need to make decisions in a short time, the GA can be terminated at approximately 200 generations. The computing time for 200 generations can be reduced to approximately 84 s. The fitness value is almost equal to −72 (within a 1% improvement with more iterations), but using 200 generations can save 62.5% of the time consumed by using 500 generations.
B. EARLY ARRIVAL OF TRAIN AND TIMETABLE RESCHEDULING
We consider the situation of an early arrival of a train as the unexpected incident in the large network experiment. The experiment tests the unpunctuality magnitude step by step, and the network redundancy can be revealed. The first column in Table 10 shows the value of an early arrival of a train for rail line 1. For example, the 5 early arrivals in Table 10 means the connecting rail line 1 arriving at the No.3 station will be 5 earlier than the original timetable. As mentioned in VI. A, α and β are set to 0.01 and 2, respectively. In consideration of DBT, less change means the rescheduled timetable is better, and the rescheduling process is activated to recover the same connections as the original schedule as much as possible. Thus, DBT is considered to be as important as soft constraints. To let DBT and the soft constraints have a similar level, β is set to be equal to γ here, that is, β = γ = 2. The results show that the network has a certain reserve capacity when the unpunctuality magnitude is small. When the value of the early arrival of a train is less than 1, the unpunctuality has a small side effect on the system. The test continues to increase the unpunctuality scale, and some interesting results are revealed. We increase the unpunctuality to 2 and resolve the model. As Table 10 shows, NCA is also stable at 28 and AvgCRT can be considered as almost remaining the same when the unpunctuality is less than 2. Then, we continue to set the unpunctuality to be 10. As a result, AvgCRT decreases from 7.0 to 6.3, and NCA falls from 28 to 27. When we continue to increase the unpunctuality to 15, the falling trend of the soft constraints occurs more quickly. The results show that the system cannot neutralize the side effect when the unpunctuality is large. In other words, we can say that the network can neutralize the side effect when the unpunctuality is in the range of 0 to 2.
Moreover, the experiment is based on an early arrival of a train, and the rescheduling process can recover the smooth connection with a small-scale unpunctuality. If another unpunctuality or multiple unpunctuality situations occur in rail lines or production lines, the rescheduling model can also eliminate the side effect and ensure the same connections as the original schedule.
VII. CONCLUSION
Products usually have to connect rail lines to reach their destination. Managers strongly desire well-coordinated production and rail timetables, so that products can connect smoothly. The production-distribution problem is complicated which can be attributed to the time coordination between production and rail transportation. In particular, concomitant considerations of operation unpunctuality make the problem more complicated.
There are many studies regarding production-distribution issues, but few works dig deeply into the coordination of the time level. This paper focuses on the connecting timetable rescheduling problem for production and rail transportation, and a rescheduling model that solves unpunctuality is proposed that satisfies hard constraints and soft constraints. On one hand, the model aims to minimize the processing time and train operation time, including running time and dwell time. On the other hand, the model attempts to maximize AvgCRT and NCA. Finally, the difference between the original schedule and the rescheduled one is considered in the objective function to obtain a better timetable.
Moreover, the hard constraints, soft constraints and DBT constitute multiobjective optimization programming. We transform it to a single objective programming problem by employing weight coefficients. Multiple algorithms are used to solve the model. Importantly, obtaining a feasible solution in a shorter time is a challenging problem.
Our research can facilitate breakthroughs in several areas. First, both ordinary trains and charter trains can be considered in the problem, which makes the problem more interesting because the timetable for charter trains can be more personalized to meet the order demand. Moreover, the product delivery time window may influence the feasible connecting train selection, so it is worth discussing the relationship between unpunctuality with a time window penalty.
