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Abstract
We show in this paper that there exist domains Ω , which are not conformally equivalent to starshaped
domains, such that the Dirichlet problem: −Δu = un+2n−2 , u > 0 in Ω; u = 0 on ∂Ω has no solution. Some
nonexistence results about the Dirichlet problem: −Δu = λu + u5, u > 0 in Ω; u = 0 on ∂Ω for certain
λ > 0 over three dimensional non-starshaped domains are also obtained.
© 2006 Elsevier Inc. All rights reserved.
0. Introduction
We consider in this paper the following Dirichlet problem.
D(Ω):
{
−Δu = un+2n−2 , u > 0 in Ω,
u = 0 on ∂Ω, (0.1)
where Ω ⊂Rn (n 3) is a smooth bounded domain.
The history about the study of (0.1) can be found, for example, in an elegant survey paper [2]
by Brezis. The first negative result is due to Pohozaev. In [12] Pohozaev showed that (0.1) has
no solution if the domain is starshaped. In order to regain the existence of a solution, one has to
get around Pohozaev’s obstruction. In fact, Bahri and Coron [1] were able to relate the existence
of a solution to (0.1) to the topological property of the domain. Note that (0.1) is invariant under
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738 J. Kim, M. Zhu / J. Differential Equations 225 (2006) 737–753conformal maps and a starshaped domain is not conformally invariant. It was pointed out by
Dancer [7] that there may exist a non-starshaped domain which is conformally equivalent to a
starshaped domain. In view of Pohozaev’s obstruction, one easily obtains a non-existence result
over such domain. However it is interesting to know whether starshaped condition about the
domain is intrinsic to the existence results under the conformal transformation. Namely, one may
ask: does there exist some domain Ω , which is NOT conformally equivalent to a starshaped
domain, such that there is no solution to problem D(Ω)?
In an interesting paper [4], Caprio Rodriguez, Comte and Lewandowski showed that for 5
n  8 and any constant C > 0, there exists a non-starshaped domain Ω , such that there is no
solution u with the energy
∫
Ω
|∇u|2 less than C to problem D(Ω). But the energy assumption is
not so natural and there is no way to be checked. In other interesting paper [6] (see also the related
work [8] by Dancer and Zhang), using a variant Pohozaev identity, Chou and Zhu constructed
some non-starshaped domains on which there is no solution to problem D(Ω). It is, however,
not clear to us whether these domains are conformally equivalent to some starshaped domains or
not.
In this paper we shall show that there exist non-starshaped domains, which are not conformally
equivalent to starshaped domains, such that there is no solution to problem D(Ω). Our method
is quite different from those in [4,6,8].
The domain we construct here is motivated by [4]. Set x = (x′, xn), where x′ ∈Rn−1, xn ∈R.
Denote B1(0) as the open unit ball centered at the origin, P = (0,1) as the north pole, M =
(0,−2). For any 0 <  < 1, let C be the cone with vertex M given by
C =
{
(x′, xn): |x′| (xn + 2)3
}
.
Define
Ω ′ = B1(0) \
(
C ∩
{
(x′, xn): xn  1 − 2
})
. (0.2)
Our domain Ω is obtained by smoothing the corners of Ω ′ (Fig. 1). It is easy to see that
Ω is not starshaped for any 0 <  < 1 and tends to B1(0) as  → 0. Since conformal maps
Fig. 1. Ω ′ .
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a starshaped domain.
Our main theorem can be stated as the following.
Theorem 0.1. There is a constant ∗ > 0 such that there is no solution to problem D(Ω) for
0 <  < ∗.
Theorem 0.1 is proved by contradiction. The argument relies on two main ingredients:
the method of moving planes and the energy independent a priori estimates. We outline
the proof as follows. Suppose that there is a sequence i → 0 such that problem D(Ωi )
has a solution ui . To simplify our notation, we may assume that i is the whole sequence
and drop the subscript i later on. In view of the nonexistence result to problem D(B1(0)),
we know that ‖u‖L∞ → ∞ as  → 0. Let ML(u) be the set of local maximum points
of u . Using the method of moving planes we can show that maxy∈ML(u) dist(0, y) → 0
as  → 0. We then use energy independent estimates to study the blowup set BL(u)
in ML(u), where BL(u) is the set of local maximum points satisfying properties (1.2)
and (1.3) of Proposition 1.2. We are able to show that there is a unique blowup point
x in BL(u) if  is small. Moreover, we are able to show that u(x) · u(x) → G0(x)
in C2(K) for any compact set K ⊂⊂ B1(0) \ {0}, where G0(x) is the Green’s function
with the pole at the origin. It follows from the maximum principle that the regular part of
G0(x) is negative. We then can derive a contradiction by applying a Pohozaev type iden-
tity.
The proof of Theorem 0.1 is given in Section 1. The same argument also allows us to obtain
some non-existence results over other non-starshaped domains, which are obtained by perturbing
some symmetric domains. One example is given at the end of the section.
The last section is devoted to the study of the following related three-dimensional Dirichlet
problem
{−Δu = λu+ u5, u > 0, in Ω ⊆R3,
u = 0, on ∂Ω. (0.3)
It was shown by Brezis and Nirenberg in [3] that there is a positive constant λ∗ such that there
is at least one solution to (0.3) for any λ ∈ (λ∗, λ1), where λ1 is the first eigenvalue of −Δ
with Dirichlet boundary condition. In particular, it was shown that λ∗ = λ1/4 = π2/4 when
Ω = B1(0). The non-existence results for 0 < λ  λ∗ when Ω = B1(0) is derived from the
symmetric property of solutions and a delicate Pohozaev identity. It seems to us that there is
no other non-existence results about (0.3) for 0 < λ < λ∗. Based on the result of Brezis and
Nirenberg on B1(0), we can show some non-existence results about (0.3) on domains close to a
ball. More specifically, let Ω be the domain given in (0.2). We have the following
Theorem 0.2. For any λ < π2/4, there is a constant # > 0 such that there is no solution to (0.3)
for any 0 <  < #.
The proof of Theorem 0.2 will be given in Section 2.
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We start to prove Theorem 0.1 by contradiction. Suppose that there is a sequence i → 0 such
that for any i there is a solution ui to D(Ωi ) on Ωi . We are going to derive a contradiction.
For simplicity, we may view i as the whole sequence  and drop the subscript i later on. Let
ML(u) = {x ∈ Ω : x is a local maximum point of u}
and x ∈ ML(u) be the maximum point of u . Since there is no solution to D(B1(0)), we know
that u(x) → ∞ as  → 0.
1.1. Location of ML(u)
In this subsection we shall show, via the method of the moving planes, that all points in
ML(u) converge to the origin as  goes to 0.
We first move the parallel planes along the negative xn-axis direction. Let λ be a positive
number, x = (x′, xn) and
Tλ = {x: xn = λ}, Σλ = Ω ∩ {x: xn > λ},
xλ = (x′,2λ− xn), uλ(x) = u
(
xλ
)
, wλ = uλ − u.
Our first lemma says that the moving planes can be started.
Lemma 1.1. There is a constant 0 < λ1 < 1 such that for all λ ∈ [1 − λ1,1],
u(x) < uλ(x), ∀x ∈ Σλ; ∂u
∂xn
< 0, ∀x ∈ Tλ ∩ Ω.
The proof of Lemma 1.1 follows from the maximum principle on narrow domains.
Denote
λ0 = inf
{
λ > 0: wμ(x) 0 in Σμ, for all λ < μ 1
}
. (1.1)
Our next lemma says that the critical position is below the hyperplane xn = 0.
Lemma 1.2.
λ0 = 0.
The proof, again based on the maximum principle on narrow domains, is well known. The
details are omitted here.
Let y = (y1, y2, . . . , yn) be a point in ML(u). It follows from Lemma 1.2 that yn  0. On
the other hand, if we move planes along the positive xn-axis direction, by the same argument we
know that yn  −. Similarly, if we move planes along other xk-axes for k = 1, . . . , n − 1, we
know that (see Fig. 2)
|yk|AB + BC  1
√
1 − (1 − 2)2 + 1 · 3 − 2 · .
2 2 2 3
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We summarize the above as the following.
Proposition 1.1.
max
y∈ML(u)
dist
(
y, {0}) 3
2
√
n.
Moreover, for  sufficiently small and k = 1, . . . , n,
∂u
∂yk
(y)
{
 0 yk > ,
 0 yk < −.
1.2. Analysis of blowup point set
We shall show in this subsection that u has only finite number of maximum points at which
u tends to infinite. Moreover, every two of them have a distance larger than a universal constant
independent of . In view of the previous subsection, we are led to the conclusion that u blows
up at only one point.
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ple blowup points”, we need the following proposition of Schoen (see also, Schoen and Zhang
[13]).
Proposition 1.2. For 0 <  < 1/(36n), small constant δ > 0 and large constant R  1, there
exist constants C0, C1, depending on δ and R, such that for any u satisfying (0.1) with
max
B1/2(0)
u > C0,
there are some integer N = N(u) 1 and N local maximum points of u, denoted as y1, y2, . . . ,
yN ∈ B1/2(0), such that
(i) for each j
∥∥u(yj )−1u(u(yj )− 2n−2 x + yj )− (1 + c(n)|x|2)− n−22 ∥∥
C2(2BR) < δ, (1.2)
where |x| =√|x′|2 + x2n , and c(n) = 1/(n(n− 2)); and
Bri (y
i)∩ Brj (yj ) = ∅ ∀i = j,
where rj = Ru(yj )− 2n−2 , if δ < δ0 for some universal positive constant δ0.
(ii) dist(x,{y1, y2, . . . , yN}) n−22 u(x) C1 ∀x ∈ Ω. (1.3)
The proof of the above proposition is based on the following lemma.
Lemma 1.3. For any 0 <  < 1/(8n), small constant δ > 0 and large constant R  1, there
exists a constant C0, depending on δ and R, such that for any compact set S ⊂⊂ B1/2(0) and u
satisfying (0.1) with
max
x∈B1/2(0)\S
dist(x, S)
n−2
2 u(x) > C0,
we have, for a local maximum point of u in B1/2(0) \ S, denoted as y0,∥∥u(y0)−1u(u(y0)− 2n−2 x + y0)− (1 + c(n)|x|2)− n−22 ∥∥
C2(2BR) < δ, (1.4)
where dist(x, S) = 1 if S = ∅, and c(n) = 1/(n(n − 2)).
Proof. We prove it by contradiction. Suppose that Lemma 1.3 is false. Then for some δ > 0,
R  1, there are some compact sets Si ⊂⊂ B1/2(0) and ui solving (0.1) such that
max
x∈B1/2(0)\Si
dist(x, Si)
n−2
2 ui(x) i,
but no such local maximum point y0 exists.
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dist
(
yi, Si
) n−2
2 ui
(
yi
)= max
x∈B1/2(0)\Si
dist(x, Si)
n−2
2 ui(x) → ∞. (1.5)
Denote
wi(y) = ui
(
yi
)−1
ui
[
ui
(
yi
)− 2
n−2 y + yi] ∀y ∈ BRi (0),
where Ri = 14ui(yi)
2
n−2 dist(yi, Si). From (1.5) we know that
Ri 
i
2
n−2
4
→ ∞ as i → ∞.
Therefore, for any |y|Ri and i large enough
dist
(
ui
(
yi
)− 2
n−2 y + yi, Si
)
 3
4
dist
(
yi, Si
)
.
It follows that for all |y|Ri ,
[
3
4
dist
(
yi, Si
)] n−22
ui
[
ui
(
yi
)− 2
n−2 y + yi]

[
dist
(
ui
(
yi
)− 2
n−2 y + yi, Si
)] n−2
2 ui
[
ui
(
yi
)− 2
n−2 y + yi]

[
dist
(
yi, Si
)] n−2
2 ui
(
yi
)
,
which implies that for i large enough
wi(y)
(
4
3
) n−2
2 ∀|y|Ri. (1.6)
Notice that wi(y) satisfies {
−Δwi = w
n+2
n−2
i in Ω
i
,
wi = 0 on ∂Ωi,
(1.7)
where Ωi = (Ω − yi) · ui(yi)
2
n−2
. Using (1.6) and the standard elliptic estimates we know that
wi → w in C2loc(Rn+,T ) and w(y) satisfies{
−Δw = wn+2n−2 in Rn+,T ,
w = 0 on ∂Rn ,+,T
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from (1.5) that T = ∞ and Rn+,T = Rn. Then by the Liouville theorem of Caffarelli, Gidas
and Spruck [5], we have
w(y) =
(
γ
1 + c(n)γ 2|y − y¯|2
) n−2
2
for some γ > 0 and y¯ ∈Rn.
From wi(0) = 1 we know w(0) = 1, thus γ  1. From the explicit form of w(y) we know
that there exists xi , a local maximum point of wi(y), tending to y¯ as i → ∞. Denote y˜i =
ui(y
i)−
2
n−2 xi + yi , then y˜i is a local maximum point of ui . Since xi → y¯ and hence |xi | C it
is easy to see that dist(y˜i , Si) 12 dist(yi, Si) > 0, thus y˜i ∈ Ω \ Si .
Now we repeat the scaling with
w˜i(y) = ui
(
y˜i
)−1
ui
[
ui
(
y˜i
)− 2
n−2 y + y˜i], ∀y ∈ BR˜i (0),
where R˜i = 14ui(y˜i)
2
n−2 dist(y˜i , Si) and obtain that∥∥ui(y˜i)−1ui[ui(y˜i)− 2n−2 y + y˜i]− (1 + c(n)|y|2)− n−22 ∥∥C2(B2R(0)) < δ.
This contradicts the nonexistence assumption of y0. The lemma is proved. 
We now derive Proposition 1.2 by iterating the above lemma.
Proof of Proposition 1.2. Without loss of generality, we assume that C−
2
n−2
0 R < 1/4.
We first apply Lemma 1.3 with S = ∅ and dist(y, S) = 1, and have that y1 is the maximum
point of u with (1.2) holding for j = 1. From Proposition 1.1 we know that y1 ∈ B1/4(0) once
 < 1/(36n).
We now take S = Br1(y1) ∩B1/4(0) in Lemma 1.3, where r1 = Ru−
2
n−2 (y1). If
max
B1/2(0)\S
dist(y, S)
n−2
2 u(y) C0,
we stop. Otherwise we obtain the second local maximum point of u: y2 ∈ B1/4(0), such that (1.2)
holds for j = 2. Let r2 = Ru− 2n−2 (y2). Due to (1.2), there is a δ0 > 0 such that for δ < δ0 there
is only one local maximum point of u in B2r2(y2) and in B2r1(y1), thus
Br1(y
1)∩ Br2(y2) = ∅.
This process will stop after finite steps since each time
∫
Bri (y
i )
|∇u|2 is greater than some fixed
constant, and we obtain several local maximum points of u(x): {y1, y2, . . . , yN } satisfying (1.2)
and
Bri (y
i)∩ Brj (yj ) = ∅ ∀i = j
if δ < δ0. Moreover, we know that dist(x,
⋃N
i=1 Bri (yi))
n−2
2 u(x)C0 for x ∈ B1/2(0).
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. . . ,N . In the first case, dist(x, {y1, y2, . . . , yN }) dist(x, yk) < 2rk . Using (1.2) we know that
u(x) u(yk) = R n−22 r−
n−2
2
k . Thus
dist
(
x,
{
y1, y2, . . . , yN
}) n−2
2 u(x) (2rk)
n−2
2 R
n−2
2 r
− n−22
k = (2R)
n−2
2 .
In the second case, dist(x, {y1, y2, . . . , yN }) 2 dist(x,⋃Ni=1 Bri (yi)), thus
dist
(
x,
{
y1, y2, . . . , yN
}) n−2
2 u(x)
[
2 dist
(
x,
N⋃
i=1
Bri
(
yi
))] n−22
u(x) 2 n−22 C0.
Choosing C1 = 2(2R)n−22 +2 n−22 C0 we have (1.3) for x ∈ B1/2(0). It then follows from Propo-
sition 1.1 that (1.3) holds for all x ∈ Ω . we have hereby established Proposition 1.2. 
Since ‖u‖L∞ → ∞ as  → 0, we know that for each  small enough, there are N local
maximum points of u : {y1 , . . . , yN } in Ω such that (1.2) and (1.3) hold. We denote it as
BL(u). Obviously BL(u) ⊂ ML(u), and by Propositions 1.1 and 1.2 it is easy to see that
u(x) → ∞ as  → ∞ for x ∈ BL(u).
We are going to show that every two points (if there are more than two points) in BL(u) have
a distance larger than a universal constant independent of .
To achieve this we need to introduce some terminologies as in [9]. Consider the following
problem {
−Δu = un+2n−2 , u > 0, in Ωi,
u = 0, on ∂Ωi,
(1.8)
where i ∈ I .
Definition 1.1. Assume that ui is a solution to (1.8). A point y¯ ∈⋂i∈I Ωi is called an isolated
blowup point of {ui} if there exist r¯ > 0, C˜ > 0, and a sequence yi ∈ Ωi tending to y¯ as i → i0 (an
accumulate point in I ), such that, yi is a local maximum of ui , ui(yi) → +∞, Br¯(yi) ⊂⋂i∈I Ωi
and
ui(y) C˜
∣∣y − yi∣∣− n−22 for all y ∈ Br¯(yi). (1.9)
Remark 1.1. If every two points in BL(u) have a fixed positive low bounded distance, one easily
sees from Proposition 1.2 that all points in BL(u) converge to isolated blowup points.
Even near an isolated blowup point the behaviors of ui are not simple. There might be another
complicated situation: two (or even more) bubble functions accumulated at the same center. In
order to rule out this case, we introduce, as in [9], the simplicity of an isolated blowup point as
the following.
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u¯i (r) = 1|∂Br(yi)|
∫
∂Br (yi )
ui, 0 < r < r¯. (1.10)
Definition 1.2. y¯ ∈⋂i∈I Ωi is called an isolated simple blowup point, if y¯ is an isolated blowup
point of {ui}, such that, there exists a 0 < ρ < r¯3 (independent of i), r
n−2
2 u¯i (r) has precisely one
critical point in (0, ρ) for i close enough to i0.
Some basic properties on isolated, or isolated simple blowup points are given in the following.
Lemma 1.4. Assume that u satisfies (0.1) and y → y¯ ∈ Ω is an isolated blowup point. Then
for any 0 < r < 13 r¯ , we have the following Harnack type inequality:
max
y∈B2r (y)\B r
2
(y)
u(y)C1 min
y∈B2r (y)\B r
2
(y)
u(y), (1.11)
where C1 is a positive constant independent of r and .
Proof. See the proof in [9, Lemma 2.1, p. 333]. 
Lemma 1.5. Suppose that u solves (0.1) and y → y¯ ∈ Ω is an isolated blowup point. Then
for any R  1, after passing to some subsequence, we have that
∥∥u(y)−1u(u− 2n−2 (y)x + y)− (1 + c(n)|x|2)− n−22 ∥∥C2(B2R(0)) → 0 as  → 0. (1.12)
Proof. See the proof in [9, Proposition 2.1, p. 333]. 
The following proposition is essential in obtaining energy independent estimates.
Proposition 1.3. Assume that {u} {y} are the same subsequences given in Lemma 1.5 and
y → y¯ is an isolated simple blowup point, then there exists a constant C > 0, such that, for 
small enough,
u(y)u
(
y
)
 C
∣∣y − y∣∣−(n−2), ∀∣∣y − y∣∣ ρ, (1.13)
where ρ is given in Definition 1.2.
Proof. See the proof in [9, Proposition 2.3, p. 335]. 
Next two propositions provide a complete classification of blowup points of u . The proofs
of these two propositions are the same in spirit. We thus only present a proof to the second one,
since the result in the second one has a direct application to our problem.
Proposition 1.4. Let u be a solution to (0.1) and y¯ be an isolated blowup point. Then y¯ must be
an isolated simple blowup point.
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Proof. We prove it by contradiction. Suppose not, then there exists sequence of small numbers
i and blowup sets BL(ui ) = {q1, q2, . . . , qNi } with Ni  2. Without confusion, we drop the
subindex and use  to replace i . In view of Proposition 1.1, without loss of generality, we can
assume that as  → 0
δ := |q1 − q2| = min
j =l |qj − ql | → 0.
Let w(x) = δ
n−2
2
 u(δx + q1), Ω, = (Ω − q1)/δ . It follows that w(x) satisfies{
−Δw(x) = w(x) n+2n−2 , w(x) > 0 in Ω,,
w(x) = 0 on ∂Ω,.
(1.14)
From Proposition 1.2(i) we know that for sufficiently small ,
δ > max
{
Ru(q1)
− 2
n−2 ,Ru(q2)
− 2
n−2
}
, (1.15)
and
u(y) C1 dist
(
y, {q1, q2, . . . , qN }
)− n−22 for all y ∈ Ω. (1.16)
Denoting bα = (qα − q1)/δ for 1 α N , we have (using (1.15) and (1.16)) that⎧⎪⎨⎪⎩
w(0), w(b2)R
n−2
2 ;
Each bα is a local maximum point of w;
w(x)dist(x, {b1, b2, . . . , bN })
n−2
2  C1, ∀ x ∈ Ω,.
As in [9], we claim that
w(0) → ∞ and w(b2) → ∞. (1.17)
If one of them tends to infinity along a subsequence, say w(0) → ∞, we know that {0} is
an isolated blowup point, and therefore in view of Proposition 1.4, is an isolated simple blowup
point. Then w(b2) has to tend to infinity along the same sequence since otherwise, by Harnack
inequality, {w} would be uniformly bounded near {b2} along a further subsequence. In turn,
using Proposition 1.3 and Harnack inequality, we know that {w} uniformly goes to zero near
{b2}, which violates w(b2)  R n−22 . On the other hand, if both of {w(0)} and {w(b2)} stay
bounded, we know from a similar argument as above that {w} is locally bounded. It then follows
from the standard elliptic estimates that after passing to a subsequence, w → w in C3(Rn) and
b2 → x¯ with |x¯| = 1, where w satisfies −Δw = wn+2n−2 ,w > 0 in Rn and ∇w(0) = ∇w(x¯) = 0.
This is a contradiction since there is no positive solution to the equation with two distinct critical
points according to the Liouville type theorem of Caffarelli, Gidas and Spruck [5].
According to our definition, we know that {0} and b2 → x¯ are two isolated blowup points for
w(x). Therefore, from Proposition 1.4 we know that these two points are exactly two isolated
simple blowup points for w(x).
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min
{|bm − bl |: bm, bl ∈ S˜ } 1.
Without loss of generality, we assume that w is the subsequence satisfying (1.12) with y =
b1 = 0 for some R  1 and assume (passing to some further subsequence) that
w(0) = min
x∈S˜
w(x). (1.18)
Define
T = lim
i→∞ inf
dist(q1, ∂Ω)
δ
.
Since δ → 0, it follows from Proposition 1.1 that T = ∞. From Proposition 1.3, we have
w(0)w(x) C(K) for x ∈ K ⊂⊂Rn \ S˜.
Thus
lim
→0w(0)w(x) = h
∗(x) in C2loc
(
R
n \ S˜), (1.19)
where h∗(x) is a regular harmonic function in Rn \ S˜. It follows from Böcher’s formula that
h∗(x) = a1|x|−(n−2) + a2|x − x¯|−(n−2) + r∗(x), x ∈Rn \ S˜, (1.20)
where a1, a2  0, and r∗ is a regular harmonic function in Rn \ (S˜ \ {0, x¯}).
Since {0} is an isolated simple blowup point, we know that r n−22 h∗(r) is non-increasing near
r = 0. It follows that h∗ has a singular point at {0}, that is a1 > 0. Similarly, we know a2 > 0.
Also, noticing h∗  0 and h∗ → ∞ as x → S˜, we know that r∗(x)  0 as |x| → ∞ or x →
S˜ \ {0, x¯}. It follows from the maximum principle that r∗(x)  0 for all x ∈ Rn \ (S˜ \ {0, x¯}).
Therefore, for some A > 0,
h∗(x) = a1|x|−(n−2) +A + r∗1
(|x|) as |x| → 0, (1.21)
with r∗1 satisfying
r∗1
(|x|)= O(|x|), ∣∣∇r∗1 (|x|)∣∣ C as |x| → 0.
We need the following Pohozaev identity to complete the proof.
Lemma 1.6. Suppose that u is a solution to
−Δu = un+2n−2 , u > 0, in Ω.
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∂Bσ (x0)
B(x,σ,u,∇u) + (n − 2)σ
2n
∫
∂Bσ (x0)
u
2n
n−2 = 0,
where
B(x,σ,u,∇u) = n− 2
2
u
∂u
∂ν
− σ
2
|∇u|2 + σ
(
∂u
∂ν
)2
,
ν is the exterior unit normal on ∂Bσ (x0).
Proof. See, for example, the proof of Proposition 3.1 in [14]. 
We continue our proof of Proposition 1.5. It follows from the above lemma that in Bσ (0) ⊂
Ω , w satisfies ∫
∂Bσ (0)
B(x,σ,w,∇w)+ (n − 2)σ2n
∫
∂Bσ (0)
w
2n
n−2
 = 0. (1.22)
From (1.19)–(1.21), it is easy to see that for σ sufficiently small
lim
→0w(0)
2
∫
∂Bσ
B(σ, y,w,∇w) =
∫
∂Bσ
B
(
σ,y,h∗,∇h∗)
= − (n − 2)
2a1A|∂B1(0)|
2
+ oσ (1) < 0, (1.23)
where oσ (1) → 0 as σ → 0.
On the other hand, from (1.19) we have
lim
→0w(0)
2 · (n − 2)σ
2n
∫
∂Bσ (0)
w
2n
n−2
 = 0.
We thus derive a contradiction by sending  → 0 in (1.22). We have hereby established Proposi-
tion 1.5. 
1.3. Ruling out one blowup point
We will complete the proof of Theorem 0.1 by ruling out the case of one blowup point in this
subsection.
It first follows from Propositions 1.1, 1.3 and 1.5 that BL(u) consists of only one point
x → 0 and it is an isolated simple blowup point. It then follows from Proposition 1.3 that for
some constant 0 < ρ < 1/2, C > 0
u(x) · u
(
x
)
 C
∣∣x − x∣∣−(n−2), ∀x ∈ Bρ(0). (1.24)
Due to Proposition 1.1, we know the above inequality actually holds for all x ∈ Ω .
750 J. Kim, M. Zhu / J. Differential Equations 225 (2006) 737–753Let z(x) = u(x) ·u(x). Then z → z in C3(K) for any compact set K in B1(0)\{0} where
z is the Green’s function: {−Δz = 0 in B1(0) \ {0},
z = 0 on ∂B1(0).
It follows from Böcher’s formula that
z(x) = a1|x|n−2 + R(x) (1.25)
with a1  0 and R(x) is a harmonic function in B1(0). Since {0} is an isolated simple blowup
point, we know that a1 > 0. Also by the maximum principle we know that R(0) < 0.
We apply Lemma 1.6 to (0.1) on a small ball Bσ (0) ⊂ B1(0) and have∫
∂Bσ (0)
B(x,σ,u,∇u) = − (n− 2)σ2n
∫
∂Bσ (0)
u
2n
n−2
 . (1.26)
From (1.25), it is easy to see: as σ small enough
lim
→0u
(
x
)2 ∫
∂Bσ
B(σ, y,u,∇u) =
∫
∂Bσ
B(σ, y, z,∇z)
= − (n − 2)
2a1R(0)|∂B1(0)|
2
+ oσ (1) > 0.
From (1.24), we have
lim
→0u
(
x
)2 (n− 2)σ
2n
∫
∂Bσ (0)
u
2n
n−2
 = 0.
Contradiction! We have thus completed the proof of Theorem 0.1. 
In the same spirit we can show that there are some other non-starshaped domains over which
(0.1) has no solution. These domains can be obtained by perturbing some symmetric domains.
For example, we consider an ellipsoid:
E =
{
x = (x1, x2, . . . , xn): x
2
1
a21
+ x
2
2
a22
+ · · · + x2n = 1, ai > 1 for i = 1, . . . , n − 1
}
.
Let
D =
{
(x′, xn): |x′| (xn + 2)3
}
, E′ = E \
(
D ∩
{(
x′, xn
)
: xn  1 − 2
})
and E is the domain obtained by smoothing the corners of E′ (Fig. 3). We have
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Theorem 1.1. There is a constant 1 > 0 such that problem D(E1) has no solution for all
0 <  < 0.
The proof can be carried out in the same way. We shall omit details here.
Remark 1.2. In view of Theorem 1.1, it is interesting to study the following problem: For any
given starshaped domain Ω , is there some non-starshaped domain, which is close to Ω , such that
(0.1) has no solution on it? We tend to believe that the answer shall be yes.
2. Other nonexistence results
In this section, we shall sketch the proof of Theorem 0.2. We prove it by contradiction. Sup-
pose that there is a sequence i → 0 such that (0.3) has a solution ui on Ωi . As before, for
simplicity, we may view i as the whole sequence  and drop the subscript i later on. Set
ML(u) = {x ∈ Ω : x is a local maximum point of u}.
Proposition 2.1.
max
y∈ML(u)
dist(y,0) 3
2
√
n.
Proof. This proposition can be proved in the same way as Proposition 1.1. 
We consider BL(u), “isolated blowup point” and “isolated simple blowup point” as in Sec-
tion 1. It was proved in more general case in [10] that all blowup points of u must be isolated
and simple and every two blowup points have a distance larger than some constant independent
of  (n = 3 was used there). Combining this with Proposition 2.1 we can conclude:
Proposition 2.2. BL(u) consists of only one point x , which is isolated and simple.
For an isolated simple blowup point x , one can show that the following Harnack-type in-
equality holds
u(x)u
(
x
)
 C
∣∣x − x∣∣−1 ∀x ∈ Bρ(0), (2.1)
where ρ is given in Definition 1.2. The proof of (2.1) can be found, for example, in [10]. In view
of Proposition 2.2, it can be shown as in Section 1 that the above inequality holds for all x ∈ Ω .
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where z is the following Green’s function:⎧⎨⎩
−Δz = λz in B1(0) \ {0},
z = 0 on ∂B1(0),
z(x) → ∞ as |x| → 0.
It is well known that
z(x) = a|x| +R(x), (2.2)
where a > 0 and R(x) satisfies ΔR < 0. Let R(x) = b+R1(x) with R1(0) = 0. It is well known
(see for example Appendix B in [11]) that for any small number τ > 0, there exists a constant
C = C(τ) such that ∣∣∇R1(x)∣∣ C|x|τ .
Since λ < π2/4 and the regular part of Green’s function of operator −Δ−λ∗ on Ω with Dirich-
let boundary condition tends to zero as  → 0, it follows from the maximum principle that b < 0.
We need the following Pohozaev type identity. The proof can be found in [14].
Lemma 2.1. Suppose that u satisfies (0.3) and Bσ (0) ⊂ B1(0). Then u satisfies
−λ
∫
Bσ (0)
u2 +
∫
∂Bσ (0)
B(x,σ,u,∇u) + σ
6
∫
∂Bσ (0)
u6 + σλ
2
∫
∂Bσ (0)
u2 = 0,
where
B(x,σ,u,∇u) = 1
2
u
∂u
∂ν
− σ
2
|∇u|2 + σ
(
∂u
∂ν
)2
,
ν denotes the exterior unit normal on ∂Bσ (0).
It follows from the above lemma that u satisfies
−λ
∫
Bσ (0)
u2 +
∫
∂Bσ (0)
B(x,σ,u,∇u)+ σ6
∫
∂Bσ (0)
u6 +
σλ
2
∫
∂Bσ (0)
u2 = 0. (2.3)
From (2.1) and (2.2), it is easy to see that for σ small enough
lim
→∞u
(
x
)2 ∫
∂Bσ
B(σ, y,u,∇u) =
∫
∂Bσ
B(σ, y, z,∇z)
= −ab|∂B1(0)|
4
+ oσ (1) > 0,
where oσ (1) → 0 as σ → 0.
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lim
i→∞u
(
x
)2 · (n− 2)σ
2n
∫
∂Bσ (0)
u
2n
n−2
 = 0
and
u2
(
x
)
λ
∫
Bσ (0)
u2 = oσ (1),
where oσ (1) → 0 as σ → 0. Contradiction!
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