This study investigates the role of interplanetary magnetic field (IMF) B z fluctuations periodicity in the transfer of solar wind mass and energy to the magnetosphere during the co-rotating interaction region/high-speed stream event of 10 November 2003 through global modelling simulations using the space weather modelling framework. To do so, we used both solar wind observations and a variety of idealized inputs as upstream boundary conditions, describing different solar wind configurations for which relative contribution of the peak-to-noise ratio in the input B z power spectrum to the periodicity transfer is examined. Fast Fourier transforms of both input to and the response of the magnetosphere reveal that the transfer of IMF B z periodicity to the magnetosphere is unaltered by other solar wind parameters, although the size of the peak-to-noise ratio of the input signal is the controlling factor that determines this transfer. The global magnetosphere simulation suggests that a threshold amount of power (peak-to-noise ratio) of approximately 10 in the input signal is needed for the magnetosphere to react to the periodicity in the input B z , while for the cross-polar cap potential, the threshold amount is significantly smaller.
Introduction
The Sun-Earth system is a complex, electrodynamically coupled system dominated by nonlinear interactions, and geomagnetic storms have their origin in the structure and dynamics of the solar atmosphere. Co-rotating interaction regions (CIRs), coronal mass ejections (CMEs) and interplanetary shocks (ISs) are the most typical causes for geomagnetic activity on Earth.
Geomagnetic activity is mainly driven by v x × B z (Bargatze et al. 1986) , where v x denotes the x component of the solar wind velocity and B z is the z component of the interplanetary magnetic field (IMF).
The orientation and intensity of the IMF play a central role in the interaction between the solar wind and Earth's magnetosphere. The contribution of the southward component of IMF, whose geoeffectiveness is closely related to the effect of the solar wind electric field, is the most significant among the contributions from all other solar wind parameters such as bulk velocity, density, temperature and magnetic-field strength (Burton et al. 1975; Baker et al. 1981; Akasofu 1983) . Solar wind-magnetosphere interaction is highly evolving with time, and the parameters associated with it often exhibit a variety of transient and periodic fluctuations. The different origins of the solar wind streams and the conditions of their propagation in the interplanetary medium lead to different variations in the solar wind and IMF parameters. Furthermore, variations in the B z component for different types of the solar wind conditions are different from one another regarding the duration of fluctuation periods, as well as their intensities (Tsurutani et al. 1988) .
During the late declining phase of the solar cycle, CME-type events become less frequent and the high-speed streams (HSSs) originating in coronal holes (Gonzalez et al. 1999) are the main source of magnetic activity. CIR events have a 27 day periodicity (a consequence of the solar rotation) and they tend to occur mostly in the late declining phase of the solar cycle and during solar minimum, as shown by Mursula & Zieger (1996) . CIRs are typically followed by HSSs, and either the CIR or the stream can be the driver for geomagnetic activity. While the CIR events are typically associated with modest levels of geomagnetic activity, it was suggested their geoeffectiveness might also have a seasonal dependence (Russell & McPherron 1973) . HSSs have lower densities compared with CMEs, but the eastward component of the electric field is strong, and therefore they can cause strong convection within geospace. CME-driven magnetic storms are related to long periods of the strong southward IMF, which allow reconnection with the geomagnetic field and make possible the transfer of solar wind energy throughout the magnetosphere. During CIR-driven events, the reconnection intervals are expected to be intermittent as well as shorter than during CME-driven storms, therefore the injection of particles into the magnetosphere may appear to be sporadic (Tsurutani et al. 2005) . This is due to the fact that the z component of the magnetic field within a CIR is highly fluctuating, and it was noted that these fluctuations are highly correlated with excursions of the D st index (Tsurutani et al. 2005) . These oscillations have large amplitudes during periods of high-speed solar wind (Tsurutani et al. 1995; Diego et al. 2005) , and usually the B z varies in the form of fluctuations about a zero level, with a period of approximately 60 min and average fluctuation amplitudes of 5-6 nT (Hviuzova et al. 2007) . Typically, the wave amplitude is largest during the early stage of the streams, when the solar wind velocity is increasing, owing to the compression of the magnetic-field magnitude and the amplification of the waves from stream-stream interactions (e.g. Pizzo 1985; Tsurutani et al. 1995) . Conversely, the wave amplitude becomes smaller as the solar wind speed decreases to nominal values. These Alfvén wave intervals are modestly geoeffective, in the sense that the D st index is disturbed but seldom goes below −50 nT. The origin of the largeamplitude Alfvén waves is uncertain, but it has been suggested that they may be locally generated from stream-stream interaction effects or amplified Alfvén waves originating from the coronal hole. Tsurutani & Gonzalez (1987) reported on the existence of such Alfvén wave trains that propagate outward from the sun, typically in the trailing portion of HSSs.
Since CIR recoveries and the events themselves can last much longer than the recoveries observed during CME-driven magnetic storms (i.e. Turner et al. 2006) owing to the southward component of trailing Alfvén waves, these events can transfer considerable amounts of solar wind energy to the terrestrial magnetosphere. It has been shown that the southward components of the IMF B z fluctuations (Alfvén waves) within HSSs cause sporadic injection of particles into the magnetosphere through magnetic reconnection, owing to the the oscillatory nature of the B z component of the magnetic field, preventing the magnetosphere from fully recovering. A comparative statistical study of the geoeffectiveness of the HSSs, CMEs and ISs (Lu 2006) concluded that the ratio of solar wind kinetic power to the magnetospheric energy is similar for all these drivers. Turner et al. (2006) showed that CIRs seem to be more geoeffective in the sense that, on average, the ratio of the energy deposited into the magnetosphere to the energy input to the magnetosphere for HSSs exceeds the corresponding ratio for the CME case. explored and tabulated the main differences between CIR-and CME-driven storms, showing a direct comparison of their input functions and the corresponding responses. Further, ring-current investigations of HSS-/CIR-versus CME-driven events using numerical models (Jordanova et al. 2006; Liemohn et al. 2008 Liemohn et al. , 2010 show that the ring-current response is different for these drivers. CIRs produce smaller D st disturbances compared with the ones produced by CMEs , indicative of a weaker ring current.
In this study, we investigate the geoeffectiveness of IMF B z fluctuation periodicities during a CIR-driven event (10 November 2003) and focus on the HSS part of it. Moreover, we examine the role of IMF B z fluctuation periodicity in the transfer of solar wind mass and energy to the magnetosphere. The response of the magnetosphere to these fluctuations is assessed through global magnetosphere (GM) simulations within a space weather modelling framework (SWMF), using both spacecraft observations and idealized input as upstream boundary conditions.
(a) The space weather modelling framework
The SWMF is a flexible, high-performance numerical tool that can be used or customized to concurrently link together the Sun and Earth, capable of simulating physics from the solar surface to the upper atmosphere (UA) of the Earth (Tóth et al. 2005) . The SWMF integrates and controls numerical models for numerous physics domains, self-consistently solving the physics within each region of interest and the coupling between them. This coupling is configured to simulate the interaction between the different physical systems. The SWMF includes models of the solar corona, eruptive event generator, inner heliosphere, solar energetic particles, GM, inner magnetosphere (IM), plasmasphere, radiation belt, polar wind, ionosphere electrodynamics (IE) and UA coupled into a complex model. Each domain can be represented with alternative physics models, and the coupling of these modules makes the SWMF a unique and powerful tool in simulations that were not possible with individual physics models. It has been extensively used for scientific studies of the geospace by many authors (e.g. Tóth et al. 2007; Zhang et al. 2007; Yu & Ridley 2009; Ilie et al. 2010) . Below we will briefly describe the domains and their corresponding physical models relevant to this study.
Global magnetosphere: this domain describes the magnetic field and plasma properties in the outer magnetosphere and encompasses the bow shock, the magnetopause and the magnetotail of the planet. It is responsible for the largescale processes, such as mass and energy transfer from the solar wind to the magnetosphere, as well as the magnetospheric convection. There is one model for the GM in the SWMF, the Block Adaptive Tree Solar-wind-type Roe Upwind Scheme (BATS-R-US) global magnetohydrodynamic (MHD) model (Powell et al. 1999; De Zeeuw et al. 2000; Gombosi et al. 2003; Tóth et al. 2006) . This model solves the MHD equations, everywhere outside an inner boundary near the Earth, flux-tube volume and ionospheric footprints are passed to the IM component and the plasma pressure calculated by the IM model is returned to nudge the MHD solution. An electric potential given by the IE component provides the velocity at the inner boundary for the GM domain. For the simulations described below, the plasma density at the inner boundary is set to a fixed value of 28 cm −3 , while the temperature and the magnetic field are continuous through the boundary.
Inner magnetosphere: the physics of the Earth's IM is highly complicated since this region contains overlapping particle distributions over a large range of energies. The motions (gradient and curvature drifts) of these different particle populations are energy dependent, therefore a standard single-fluid treatment of this plasma cannot provide an adequate description of the IM. To accurately simulate this closed-field-line region, a kinetic model solving the energy-dependent particle flows of hot ions and electrons is used. The Rice Convection Model (RCM) (Harel et al. 1981; De Zeeuw et al. 2004 ) is one of the IM models within the SWMF, and it was used for this study. The GM domain provides the RCM outer-boundary plasma information, along with the closed field line volumes for the IM component, while the IM computes the density and pressure along those closed field lines and feeds this information to the GM in order to correct these values. The IM receives the ionospheric electric potential from the IE component, creating a self-consistent IM when all three components are used (GM, IM and IE) . For these simulations, all ions are considered to be protons and charge-exchange collisions are not considered within the RCM domain.
Ionosphere electrodynamics: the two-dimensional electric potential and auroral precipitation patterns are described within this domain. The SWMF uses an ionospheric model that is a combination of an electric potential solver and a model of the electron precipitation (Ridley & Liemohn 2002; , which calculates the height-integrated quantities (mapped to a height of approximately 110 km). The ionospheric model is needed for self-consistent GM-and IM-domain simulations. Field-aligned currents are provided by the GM and used to calculate particle precipitation and conductance patterns in this domain, while the IE provides the electric potential to the GM and IM.
For simulations of the Earth's magnetosphere, the coordinate system of choice is geocentric solar magnetospheric (GSM), with the x-axis pointing radially from the centre of the Earth towards the Sun. The z-axis points towards the northern hemisphere, such that the terrestrial dipole axis is contained by the x-z-plane and the y-axis points dusk-ward, completing the right-handed system. The Earth's magnetic-dipole axis is tilted away from the rotation axis by 11
• and can move as a function of time, so it rotates around the rotation axis each day. The algorithms and numerical schemes are described in detail by Powell et al. (1999) and De Zeeuw et al. (2000) .
For the purpose of this study, the inner boundary of the GM domain is set to be a sphere at 2.5 R e from the centre of the Earth, the outer boundary is 32 R e in the upstream direction, 224 R e downstream and 128 R e in the other two directions. Observed solar wind parameters (or idealized versions of these parameters) are imposed as the upstream boundary conditions. The IM domain overlaps with the GM domain and changes according to the open/closed field line boundary as provided by BATS-R-US; typically, this extends to 10 R e in the x-and y-coordinates in the equatorial plane. Field-aligned currents are computed at 3.5 R e in the magnetosphere and then mapped down into the ionosphere, where the ionospheric electric potential is calculated. Since most of the mapping occurs between 2.5 R e (GM inner boundary) and 110 km (known as the 'gap' region), the magnetic field in this region is set to dipolar values and the current is scaled according to the B ionosphere /B 3.5 R e ratio, where B ionosphere represents the strength of the magnetic field in the ionosphere while B 3.5 R e is the magnetic field at 3.5 R e in the magnetosphere. Therefore, in the shell region, from 2.5 to 3.5 R e the spatial resolution is the most refined, namely 1/8 R e , while close to the Earth (x: 16 R e , −32 R e , y: −8 R e , 8 R e , z: −8 R e , 8 R e ), the resolution was set to 1/4 R e . Close to the tail and bow shock, the resolution was set to 1/2 R e , while everywhere else was 2 R e . The three components were coupled every 10 s, sending information back and forth between the GM, IE and IM. Typically, each simulation domain contained about 2.5 million cells.
Real-event simulation: results and discussion
In this paper, we study the geomagnetic activity during the event of 10-12 November 2003, a magnetic storm triggered by a classic CIR, representative for this type of solar wind driver. During this time, a moderate disturbance of the geomagnetic field was observed with a recorded minimum D st index of −78 nT and Symmetric H index (SYM-H) index of −67 nT. Solar wind observations from the Advanced Composition Explorer (ACE) satellite, orbiting around the Lagrange 1 point on the Sun-Earth line, were used as solar wind upstream boundary conditions for the SWMF simulation. Using the minimum variance analysis method (Weimer et al. 2003; Weimer 2004) , data are propagated from the satellite location to (32, 0, 0) R e in the GSM coordinate system, where x is the direction from the Earth to the Sun. Figure 1 shows solar wind plasma and IMF parameters for this event. From top to bottom, we present the model input parameters:
, temperature T (K) and the eastward component of the electric field E y (mV m −1 ), where 
, (h) temperature T (K) and (i) the eastward component of the electric field E y (mV m −1 ). A horizontal dashed red line is drawn at zero in the B z and E y panels to better identify northward/southward turnings.
A compression in the plasma and the magnetic field is seen around 06.00 universal time (UT) on the first day, when the particle density increases from 6 cm −3 to almost double its value. This magnetically compressed region is the CIR, although its temporal delimitations are not well defined. The IMF B z fluctuations are largest within the CIR, with frequent northward/southward turnings, with the large negative B z component of the IMF reaching peak values of −15 nT. It has been suggested that the highly fluctuating z component of the magnetic field in the CIR region is the main parameter responsible for the induced disturbance in the geomagnetic field and the subsequent development of the storm main phase (Tsurutani et al. 1995) . For this particular storm, the observed minimum D st occurs outside the CIR region, at about 12.00 UT on 11 November (figure 2). The HSS region extends from approximately 06.00 UT on 11 November to beyond 13 November, when the magnitude of the x component of the solar wind velocity ramps up from approximately 450 km s −1 to approximately 700 km s −1 . During this time, the particle density is quite steady with a value of approximately 4 cm −3 . The y component of the electric field is highly fluctuating owing to the excessive variability of the IMF B z , with higher values in the CIR region than in the HSS. Even though the velocity is elevated, the B z values during the stream passage do not exceed 5 nT in magnitude.
The temperature is slowly increasing at the beginning of the interval and remains elevated at approximately 2 × 10 5 K during the HSS. The x component of the solar wind velocity v x is steady, showing very little temporal variation during the stream passage. The B y component is roughly positive during the whole time interval, except at the beginning of 11 November, when it rotates and changes sign for a period of about 3 h, while the B x component is mainly negative during this time.
(a) D st index and cross-polar cap potential
The results of the GM simulation of the 10-12 November 2003 event, using the time-shifted ACE observations as the upstream boundary conditions (run 1), are presented in figure 2. Figure 2a shows cross-polar cap potential (CPCP-N) model results (blue lines) against the ionospheric potentials from the assimilative mapping of ionospheric electrodynamics (AMIE) routine of Richmond et al. (1998) and Ridley & Kihn (2004) . The 1 min temporal resolution AMIE CPCP-N was obtained by running AMIE for the time interval of interest, using only magnetometer data from about 128 stations. We note that the simulated CPCP-N closely follows the observationally based potential obtained from AMIE (black line) in the Northern Hemisphere, throughout the whole period, although the global simulation overestimates the values of the CPCP-N. We note the elevated transpolar potential during the main phase of the storm, i.e. during the CIR passage, when the convection electric field is high. During the stream, both the AMIE and SWMF potential show a decrease, owing to decreased E y (decrease in magnitude of the southward component of the IMF). Figure 2b presents the D st index in the same format as above. The modelled D st index (blue line) is calculated by solving the Biot-Savart integral for all the electric currents encompassed by the BATS-R-US simulation domain from the inner boundary outward, and taking the magnetic-field disturbance along the z-axis at the origin of the coordinate system. The comparison with the observed indices provides us with a measure of the ability of the model to accurately reproduce the IM response. Note that the observed D st index (black dashed line) is underestimated, but the overall trend is captured by the global simulation. Also, there are some discrepancies between the observed SYM-H and D st profiles, sometimes showing greater differences than those between the simulated D st and observed SYM-H. To quantify the SWMF performance, we use the correlation coefficient and normalized root-mean-square error (nRMSE) between the modelled D st and the observed D st and SYM-H,
where x is the measured value, y is the simulated value and n is the number of data-model pairs used in the calculation. The nRMSE ranges from 0 (model is in perfect agreement with the observations) to 1, and a value of 1 indicates that the simulation results are within ±1 of the means of the measured values. However, this value can be misleading; therefore, the nRMSE values must be paired with the correlation coefficient for a proper interpretation of these statistics. Table 1 shows these values for both data-data and data-model comparisons. Note that for all the data-model comparisons, the nRMSE scores are well below 1, indicating that the model results are closer to the observed values for the corresponding parameters than the average magnitude of the observations. When comparing the two observationally based indices, D st and SYM-H, the nRMSE has the highest value from all the comparison pairs. However, the correlation coefficient, which is a measure of how well the two sample populations vary together, is the highest too. The discrepancies between the two observed geomagnetic indices are due to the fact that, even though both indices are designed to measure the disturbance in the equatorial horizontal component of the geomagnetic field, they are calculated based on slightly different methods of baseline subtraction, as well as on observations from different ground stations. The correlations coefficients are all greater than 0.6, except for the modelled CPCP-N-AMIE potential pair, indicating that the model does reasonably well capturing the trend within the observations. Although the CPCP-N comparison shows the lowest nRMSE, the correlation coefficient indicates the least correlation between these two quantities. However, this is due to the highly varying potential, and if the data are smoothed by applying a running average with a window of 1 h, the correlation coefficient increases to approximately 0.7. Therefore, the global magnetospheric model reproduces the observations reasonably well.
(b) Mass transport
The major sources for the ring-current population are ionospheric outflow and the injection of plasma-sheet particles into the IM. Convection electric fields accelerate the plasma-sheet particles as they move closer to the Earth, and then gradient curvature drifts move the particles around the Earth, forming the ring current. We investigate the contribution of the plasma-sheet density to the energization of the ring current by including 24 virtual satellites in our simulations. These satellites are located 1 h of local time apart at the geosynchronous orbit. Plasma and field information from BATS-R-US is extracted at their location. Figure 3 displays the mass flux through the geosynchronous orbit ring. Figure 3a shows the average flux crossing the geosynchronous orbit, and figure 3b,c separates this net mass flux into its positive (inward) and negative (outward) components, respectively. The average flux was calculated as the mean of all particle fluxes across the geosynchronous orbit, while the inward (outward) flux was calculated as the average of all positive (negative) mass fluxes across the geosynchronous orbit. During the main phase of the storm, we note a large increase in the average particle flux corresponding to injection of particles from the plasma sheet, as seen in figure 3b . We also note the 'sine wave'-like shape of the average flux, corresponding to inflow then outflow of plasma crossing this boundary. distributed over all frequencies, and lacks any apparent spike that would indicate a preferential frequency, as suggested by Hviuzova et al. (2007) . In addition, the power spectrum of SYM-H shows no indication of 1 h periodicity and most of the power is distributed among all frequencies. However, it displays a peak corresponding to an approximately 5 h periodicity, but the power contained at this frequency is relatively low compared with the background. Similar to the SYM-H index, the spectral power of CPCP-N suggests the existence of an approximately 5 h periodicity, but there is no indication of a 60 min periodicity. On the bottom two rows, we present the modelled D st and CPCP-N results (run 1) and for these parameters too, the power is distributed over all frequencies, showing no large peak at any frequency. Similar to figure 4, figure 5 shows the same quantities and their associated power spectra, only this time the Fourier transform was applied for each quantity on the time domain corresponding to the last day of the simulation (12-13 November). Since the 3 day period spans over both the CIR and HSS, we choose to take a closer look at the HSS region (12-13 November). Fourier transform of the IMF B z reveals a larger peak in the frequency (at 0.245 mHz), corresponding to a 68 min periodicity of the fluctuations (vertical dashed blue line). However, the power of the signal contained at this frequency is low, only double the background noise level. Similarly, the power spectrum of the observed SYM-H index shows a peak at the same frequency, but once again, the power of the signal is low and about twice as large as the background noise. This frequency/periodicity of the z component of the IMF is not yet picked up by the AMIE transpolar potential, although a small peak is present at this frequency in the power spectrum of the CPCP-N within sampling time of the last day. This might be due to the fact that the AMIE potential is a derived quantity and not a direct measurement; therefore, the time cadence and the power of the signal might have been affected by the data processing. However, the modelled D st does not show a large peak at the 0.245 mHz frequency. Furthermore, the simulated CPCP-N and averaged mass flux across the geosynchronous orbit also show no periodicity; therefore, the periodicity in the input (however weak) is not seen in the modelled magnetospheric response.
Since the power of the signal (observed IMF B z and SYM-H) contained at the 0.245 mHz frequency (corresponding to a 68 min periodicity) is low, it is uncertain whether there is any correlation between the driver (IMF B z ) and the system response (SYM-H and CPCP-N) periodicities. The question is whether the periodicity in the IMF B z is not transmitted through the system (not really driving it) or is it just that the model is incapable of picking it up. To answer this question, we designed a simulation setup that involves idealized input as the upstream boundary conditions, and the results are described below.
Idealized input simulation 1: results and discussion
As an alternative scenario to the real measurements, we ran the code for 2 days using time-shifted values of the ACE observations to 32 R e as upstream boundary conditions, and on 12 November 2003, during the HSS period, we replaced the observationally based model input with an idealized version of it. Therefore, for run 2, the observed IMF B z parameter was replaced by a simplified IMF B z , a square wave for which the northward/southward turnings have a frequency of 1 h and oscillate around the zero level from 5 to −5 nT. The periodicity choice, as well as the wave amplitude, is justified by the findings of Hviuzova et al. (2007) , as well as the observed periodicity in the real data (68 min), although the 1 h periodic wave was selected for simplicity. In compliance with the observations during the HSS passage, all the other solar wind parameters were set as constants for simplicity. The x component of the solar wind velocity was set to v x = −650 km s −1 , particle density n = 5.0 cm −3 , temperature T = 2 × 10 5 K, while B x , B y , v y and v z were set to zero. A similar numerical study was carried out by Gonzalez et al. (2006) also using MHD simulations. The IMF B z was set as a 40 min periodic square wave with an amplitude alternating between −5 and 5 nT, and a constant solar wind speed of 600 km s −1 and density of 5 cm −3 . Their study shows that the response of pressure, the eastward component of the convection electric field and the x component of the plasma velocity in the plasma sheet responds to the imposed variation of the IMF B z . However, the response is delayed by 15 min from the IMF B z .
(a) D st index and cross-polar cap potential Figure 6 shows the model results only for the last day of the simulation, during the HSS, for both real (blue lines, run 1) and idealized (red lines, run 2) input, for the same parameters as in figure 2. The modelled CPCP-N for this idealized input case does not resemble the AMIE-derived potential (black line) or the one obtained using the real data as input. The transpolar potential starts increasing as soon as the B z becomes negative and reaches a maximum at the end of the 30 min time interval of the southward IMF. When B z becomes positive, the magnetosphere starts to relax and the CPCP-N begins to decrease.
The northward-/southward-varying B z field of run 2 produces similar variations in the modelled D st time series to that in the CPCP-N, showing that the ring current responds to the changes in the IMF B z . In a similar way, a decrease (increase) in the B z field produces an intensification (weakening) of the ring current. We also note that the real and idealized input simulations produce similar D st profiles, in the sense that the modelled D st profiles are within the same slope and average values.
Similar to the Gonzalez et al. (2006) study, the global simulation results presented here also suggest that the magnetosphere's reaction to the step-like change in the z component of the IMF is delayed by approximately 18 min.
(b) Mass transport
In the same manner as in figure 3, figure 7 shows only the last day of the simulation, where again the red line presents the model results for the idealized input case (run 2) while the blue lines correspond to the run 1 simulation results. Mass fluxes through the geosynchronous orbit display great variability with the periodicity of the northward/southward turnings in the IMF B z , displaying sporadic injections into the IM that appear to be correlated with the variations in the IMF B z amplitude. The trend between the two cases is similar; in both cases, a decrease in the particle injection occurs in the afternoon interval of 12 November. We note that for the real-input case, the decrease starts earlier (approx. 13.00 UT) than in the idealized input case (approx. 15.00 UT), but interestingly enough, the 'sine wave'-like shape of the average flux is observed for both simulation cases. This might be due to some plasma-sheet density internal feedback mechanism, captured even in the idealized input case.
(c) Periodicity
The same Fourier transform technique is applied for the input parameters of run 2 as well as for the modelled D st , transpolar potential and inward and outward fluxes at the geosynchronous orbit. The results are presented in figure 8. For this case, the IMF B z presents a strong peak at 60 min (how we designed this run), with a signal-to-noise ratio of about approximately 10. Apart from the peak at the fundamental frequency (0.27 mHz), a new peak is seen at 0.92 mHz, corresponding to a periodicity of 20 min. This is to be expected, since a square wave has the largest peak at the fundamental frequency and additional peaks at each odd harmonic of the fundamental frequency, with a 25 per cent reduction in the power contained at each of the subsequent frequencies. Therefore, the secondary peaks in the B z power spectrum are just a consequence of the square-wave profile of the input B z .
However, this 1 h periodicity in the northward/southward turning of the IMF B z is reproduced in the magnetospheric response. The D st index, transpolar potential and mass flux all show that most of the signal power is contained at the 0.27 mHz frequency. The largest peak-to-noise ratio in the power is displayed by the CPCP-N (approx. 9), while the same ratio for the modelled D st and the inward/outward fluxes is approximately 6 and approximately 3, respectively. 
time ( The peaks in the power spectra of the mass fluxes are the weakest, but this is due to the fact that these are averaged quantities and the signal power was altered by averaging across the 6.6 R e boundary. However, the periodicity in the southward component of the IMF is best picked up upon by the CPCP-N, meaning that the transpolar potential is one quantity that quickly responds to the northward/southward turnings of the IMF.
Idealized input simulation 2: results and discussion
The results of run 2 indicate that the periodicity in the IMF B z is transmitted through the system, and both the magnetosphere and the ionosphere are sensitive to the sudden changes in this parameter. However, for this case, not only was the z component of the interplanetary field changed, but all the other solar wind parameters were greatly simplified (set to constant values). Because the solar wind-magnetosphere interaction is highly nonlinear, in order to assess the relative contribution of all the other solar wind parameters in the transfer of periodicity from IMF B z to the magnetosphere, we designed an additional run (run 3) that takes, as input, the observed solar wind parameters, and only the IMF B z is set to a square wave as in run 2. Moreover, the simulation results presented in the previous section appear to suggest that the signal-to-noise ratio in the input B z power spectrum might be the controlling factor in transmitting this input periodicity to the magnetosphere. Therefore, three more runs were designed to help investigate this issue. To do so, the peak in the IMF B z power spectrum contained at 0.245 mHz frequency (observed in the real data) was increased by a factor of 3 (run 4), 5 (run 5) and 10 (run 5), and the IMF B z signal was reconstructed by applying the inverse Fourier transform to the modified power spectra. All the other solar wind input parameters were set to the observed values. The input parameters B z and their corresponding power spectra are presented in figure 9 for all four runs described above. Increasing the peak in the observed IMF B z power spectrum removes the high-frequency spikes, yielding a less noisy reconstructed B z, as well as changes the amplitude of the oscillations. (a) Periodicity Figure 10 shows the model results for the disturbances in the geomagnetic field (figure 10a) and their corresponding power spectra (figure 10b) for all four input cases described above. We note that for run 3, for which the model input contains observed solar wind parameters and the IMF B z is a pure square wave, the magnetospheric response is very similar to the case of run 2, for which the IMF B z is the same, but all the other solar wind inputs are set to constant values. The power contained at the 0.27 mHz frequency by the modelled D st is slightly lower for run 3, and a peak-to-noise ratio of about the same as in the case of run 2. Therefore, the variations/fluctuations in all the other input parameters have very little to no contribution to the transfer of the field periodicity to the IM. However, the density, temperature and the x component of the solar wind velocity were steady during this time period, with little variation around the constant values that were set as an input for run 2. The modelled D st results from run 4 (purple line) reveal that, even though the peak in the power spectrum was increased by a factor of 3, IMF B z periodicity is not seen in the magnetospheric response. The amplitude of the wave is smaller than in the observed B z or the square wave; therefore, this would decrease the amount of energy being transferred to the magnetosphere. Similarly, the modelled D st results from run 5 (light blue line) show no preferential frequency in the power spectrum, although for this case, the frequency peak was increased by a factor of 5. Figure 10 (iv) presents the modelled D st results for the case when the peak in the power spectrum of observed IMF B z was increased by a factor of 10. For this case, the magnetosphere responds to this periodicity, and the peak-to-noise ratio in the modelled D st power spectrum is about 3. Therefore, a peak-to-noise ratio of the input signal of about 10 is necessary in order for the magnetosphere to peak up on the periodicity of IMF B z .
Similar to figure 10, figure 11 shows the model results for the transpolar potential. Although no significant 68 min periodicity is observed in the AMIEderived CPCP-N, the model results indicate that this parameter requires a lower than 10 peak-to-noise ratio in the input B z for it to respond to it. Furthermore, the peak-to-noise signal ratio in CPCP-N is proportional to the peak-to-noise signal ratio in the IMF B z , meaning that the more power is contained at that specific frequency in the IMF B z , more is going to be transmitted to the ionosphere. Therefore, for the magnetosphere to react to the periodicity in the input B z , a threshold amount of power (peak-to-noise ratio) in the input signal is necessary, while for the CPCP-N, the threshold amount is significantly smaller.
The profiles of the modelled CPCP-N and D st of the four simulation cases are presented in figure 12 . The CPCP-N looks similar for all runs, with the amplitude of the wave being altered by the amplitude of the IMF B z input. Also, there is a phase shift of the signal by the end of the simulation time owing to the fact that the period of the driver and the response is 68 min for runs 4, 5 and 6, while run 3 input B z had a 60 min periodicity; therefore, they slowly shift out of phase over the day. D st shows a similar phase shift. Moreover, the results from run 3 (orange line) are lower than those from run 4 (purple line), owing to the B z change in amplitude, and the difference between the two can be as high as 10 nT.
Summary and conclusions
In this paper, the CIR-driven storm of 10 November 2003 was examined using GM simulations with both real and idealized solar wind upstream conditions. When using ACE observations as upstream conditions, the model reproduces well the observed magnetospheric response, that is, the modelled D st profile is similar to the observed one, although it is underestimated. Nevertheless, discrepancies between the observed 1 h resolution D st and 1 min resolution SYM-H also exist, with a difference in minimum values of about 15 per cent. Furthermore, for this case, the model results for the transpolar potential illustrates very good agreement with the observationally based potential from AMIE.
Although a 68 min periodicity is seen in the observed IMF B z and SYM-H during the HSS, the model results show no indication of this periodicity being carried through the system, that is, both the ionosphere and the magnetosphere are not sensitive to it. However, owing to the fact that the average energy of the input signal (IMF B z ) contained in the frequency corresponding to 68 min periodicity is low (about twice the noise value) while most of it is spread out over the entire frequency range, it is uncertain whether there is any correlation between the driver (IMF B z ) and the system response (SYM-H and CPCP-N) periodicities.
When using idealized input data as upstream conditions in our simulation setup, we find that the CPCP-N is more sensitive to the changes in the IMF orientation. The fast and abrupt changes in the IMF B z control the variations in the CPCP-N, which in turn regulates the particle injection rate. The ring current intensifies and weakens as the IMF B z changes sign. The transpolar potential starts increasing when the IMF B z turns southward, reaching maximum at the end of the 30 min period of negative B z . When the IMF turns northward, the magnetosphere starts to relax and the CPCP-N starts decreasing, and all of these responses are greatly correlated with the northward/southward turnings displayed in the IMF B z profile. Furthermore, both the inward and the outward flux at the geosynchronous orbit exhibit similar behaviour, indicating an intermittent injection of particles through this boundary, also seen in the current-density distribution.
Furthermore, the transfer of IMF B z periodicity to the magnetosphere is unaltered by other solar wind parameters, although the size of the peak-to-noise ratio of the input signal is the controlling factor that determines this transfer. The GM simulation suggests that a threshold amount of power (peak-to-noise ratio) of approximately 10 in the input signal is needed for the magnetosphere to react to the periodicity in the input B z , while for the CPCP-N, the threshold amount is significantly smaller.
Funding for this study was provided by Los Alamos National Security subcontract 33673-001-06, National Science Foundation grant ATM-0802705 and NASA grants NAG05GM48G, NIX08AW15G and NIX07AL88G. The authors would like to thank the National Space Science Data Center for providing the ACE data used in this study. Geomagnetic indices were obtained from WDC in Kyoto, Japan. We would also like to thank the entire SWMF software development team for the availability of the code.
