Let V and X be Hausdor , locally convex, real, topological vector spaces with dimV > 1. We show that a map from an open, connected subset of V onto an open subset of X is homeomorphic and convexity-preserving if and only if is projective.
Introduction
The motivation for this paper is the role that certain projective maps play in the derivations of the well-publicized algorithm of Karmarkar 7] (see also 6] and many references contained therein) for linear programming, and in the equally innovative but less well known class of algorithms of Davidon 3, 4, 5] for minimization of smooth nonlinear functions of several variables. Ariyawansa, Davidon and McKennon 1] examine the speci c projective maps used in the derivations of the algorithms of Karmarkar 7] and Davidon 3, 4, 5] . They argue that as a consequence of the characterization of projective maps presented in this paper, projective maps are perhaps the only maps that are likely to be useful in the setting in which projective maps are used in the derivation of the algorithms of Karmarkar 7] and Davidon 3, 4, 5] , as well as in similar settings in the derivation of optimization algorithms in general.
The projective maps used in the contexts of optimization algorithms mentioned above are de ned on proper subsets of vector spaces. Therefore, as we shall explain more fully in the sequel, existing results such as those related to the fundamental theorem of projective geometry 12] (for maps de ned on an entire projective space), and the characterization by Meyer and Kay 8] of convexity-preserving maps (de ned on an entire vector space), are not applicable to the setting that motivated our work.
While the motivating applications cited above are always nite dimensional, our result is valid in the more general setting of Hausdor , locally convex, real, topological vector spaces. Let V and X be Hausdor , locally convex, real, topological vector spaces with dim V > 1. We show that a map from an open, connected subset of V onto an open subset of X is homeomorphic and convexity-preserving if and only if is projective. Convexity is a desirable feature in the context of computational algorithms for optimization. Therefore, we suspect that our characterization will prove to be useful in applications beyond those mentioned above.
To understand the concept of projective maps on a not-necessarily nite dimensional vector space, one must go beyond the classical de nitions found in most textbooks on the subject. The authors found it necessary to set down a foundation for the subject in 2] , stressing those aspects of projective spaces needed in the settings which motivated the present paper. We now summarize the essentials of 2] in nonrigorous terms. One of the salient features of projective spaces is that they come in pairs (P; Q). Each element of P corresponds to a maximal proper subspace of Q (although in the in nite dimensional case not all maximal subspaces occur within this correspondence). What connects the two together and controls the geometric structure of the dual spaces is a scalar-valued map ; ; ; ] called the cross-ratio, which has four arguments, the rst two in P and the second two in Q.
Isomorphisms from one projective duality (P; Q) to another (R; S) If an element p 2 P falls not within the subspace q of P corresponding to an element q 2 Q, the pair (p; q) is said to be standard. To each such standard pair (p; q) the set P n q is a vector space, with binary operations addition and scalar multiplication de ned in terms of the cross-ratio in a certain manner (cf. 2, x4] ). This vector space is denoted by (P; p; q) and said to be a standard vector space in P. Here, \most" of P can be associated with a vector space, the remainder q being regarded as \points at in nity", each such point corresponding to a line through the origin of (P; p; q). Projective isomorphisms are in fact just the bijections ' from one projective space P to another R such that, for each standard vector space (P; p; q) in P, (R; '(p); '(q)) is a standard vector space in Q and the restriction of ' to P n q is a linear isomorphism from (P; p; q) to (R; '(p); '(q)).
If one begins with a vector space V , either nite dimensional or endowed with a dual topology (i.e. a vector space topology relative to which the set V 0 of continuous linear functionals separate points, as is the case if V is a Hausdor , locally convex, real, topological vector space), one de nes P as the union of V with the directions on V (i.e. the lines passing through the origin of V ), and one de nes Q as the union of the vector space V 0 with the directions on V 0 . The cross-ratio is de ned
Suppose that there is another vector space X with a dual topology. Then a projective duality (R; S) may be de ned for X just as (P; Q) was de ned for V . The restriction := 'j D of a projective isomorphism ' : P ! R to a subset D of V is said to be a local projective isomorphism, or, in abbreviated fashion, a projective map.
Let ' and D be such that the range of 'j D is a subset of X. Obviously if '(V ) = X, then 'j V is just an a ne isomorphism from V to X. If (2) is a projective map (i.e. is the restriction to its domain of a projective isomorphism ' : P ! R) provided that the quotient =a is injective on V and, in the non nite dimensional case, is homeomorphic.
We now comment on two existing results related to the characterization o ered in the present paper. The rst result is contained in the the early work of Schreier and Sperner 8, Chapters 5, 6] for the nite dimensional case in connection with the fundamental theorem of projective geometry. They rst note that a projective space P can be represented as a family of lines in a vector space V , and they call a subset A of P linearly independent if the span of the corresponding lines in V is a subspace of which the dimension equals the cardinality of A. They de ne a bijection ' from one projective space P to another R to be a projectivity if '(A) is linearly independent precisely when A is linearly independent (for the case where dim P = 1 it is also required that harmonic quadruples are sent to harmonic quadruples). Their work leads to the following: Theorem 1.1 ( 12, Chapters 5, 6] ). Let P and R be real projective spaces of equal nite dimension. Then a bijection from P to R is a projective isomorphism if and only if it is a projectivity. Theorem 1.1 essentially says that the cross-ratio is preserved if linear independence is preserved when the projective space has dimension greater than 1. The restriction to the real eld is connected with the fact that R has no nontrivial eld automorphism.
In the real, nite dimensional case, Theorem 1.1 can be used to show that the restriction of a projectivity to a subset of V is a quotient of an a ne map and an a ne functional as in (1) and (2) . Indeed, it is based on this fact that the term projective map is traditionally used to refer to such quotients. However, we note that Theorem 1.1 is inapplicable to characterization of projective maps, because projective maps, unlike the maps in Theorem 1.1, are not de ned on the entire projective space P. The characterization that results from Theorem 1.2 is applicable to maps dened on a nite or in nite dimensional vector space, but only to maps de ned on the entire vector space.
It is important to note that in the context of the algorithm of Karmarkar 7] , the domain D of the maps of interest is a proper subset of an a ne subspace of R n that may be identi ed with R n?1 , and that in the case of algorithms of Davidon 3, 4, 5] D is a proper subset of R n . Thus the characterization that results from Theorem 1.2 is not applicable to the setting that motivated us to prove our characterization.
On the other hand, since we assume continuity (which is natural in the context of optimization algorithms), our characterization is not more general than that of Meyer and Kay 8] . Indeed, we became aware of the work of Meyer and Kay after we proved our characterization, and when a reviewer of an earlier version of this paper and 1] indicated references 8, 13] to us. The characterizations and proofs presented in 8] are complementary to those of the present paper. The requirement of continuity, plus the desire to present a solution valid for in nite as well as nite dimensional vector spaces, leads us to work in the setting of Hausdor , locally convex, real, topological vector spaces.
It is interesting to note that although our characterization is related to the work of Meyer and Kay 8] , the techniques we use in proving our characterization are quite di erent from those employed in 8] to prove Theorem 1.2. The authors were unable to see how the techniques in 8] can be used to prove a characterization of convexity-preserving maps from a subset of a vector space into another vector space. This is because the proof of Theorem 1.2 in 8] depends crucially on the following theorem. . Then by direct computations we can verify that the range E of is given by E := fx 2 R 2 : 1 ? e T 1 x > 0g, is injective with inverse ?1 (x) = ?x=(1?e T 1 x), and that maps line segments in D onto line segments in E. Therefore, E is convexity-preserving. However, maps the parallel line segments in D joining (0; 2) T , (1; 1) T and (0; 0) T , (1; ?1) T onto line segments joining (0; 2) T , (1=2; 1=2) T and (0; 0) T , (1=2; ?1=2) T respectively in X, which are not parallel as they meet at (1; ?1) T outside E.
Preliminaries
We begin with the following notation for use in the sequel. Let V be a real vector space. Given v 1 ; v 2 Let V and X be r-dimensional, real vector spaces. The next theorem states that there is a unique projective map that maps the vertices of an r-dimensional simplex in V and a point in its interior to the vertices of an r-dimensional simplex in X and a point in its interior respectively. Noting that and are vectors with positive elements since v r+2 and x r+2 are in the interiors of S V and S X respectively, and that X has full column rank, it follows that all solutions to (4) that specify projective maps can be described as follows. We have now demonstrated the existence of a desired projective map . Its uniqueness follows from the above construction.
Our next theorem leads to the equivalence of convexity-preserving and linesegment-preserving maps from a subset of a topological vector space into another assuming that the maps are continuous. In view of Theorem 2.2 and the fact that line-segment-preserving maps are convexity-preserving, we have the following corollary. We note that Theorem 2.2 is related to 8 Theorem 2] that permit the omission of continuity.) It seems possible to modify the proof of 8, Theorem 2] so that the theorem holds for maps from an open subset of a topological vector space into another topological vector space, and hence to obtain a stronger version of Theorem 2.2 above without assuming that is continuous. However, the continuity of the maps play a crucial role in the rest of our paper, and therefore, we have stated Theorem 2.2 in the above weaker form and provided a simpler proof. Corollary 2.3 allows us to prove our characterization of convexity-preserving maps by proving it for line-segment-preserving maps. Therefore, for the most part in the remainder of the paper our focus is on line-segment-preserving maps.
The Characterization
We begin with the di cult direction of our characterization. Let V and X be Hausdor , locally convex, real, topological vector spaces with dim V > 1 (but V not necessarily nite dimensional) and let D be an open, connected subset of V . Let be a homeomorphic, line-segment-preserving map from D onto an open subset of X. We show that is a projective map. The basic scheme of our proof is as follows.
We show that the image of a simplex by any continuous, injective, line-segmentpreserving map is a simplex of the same dimension, which implies in particular, that if S is an r-dimensional simplex in D then (S) is an r-dimensional simplex and (vert S) = vert (S). Then we apply Theorem 2.1 to obtain a projective map S (relative to a S) which agrees with on the vertices and at a relative interior point of S. A special construction is used for the 2-dimensional case, and induction is employed to extend to all nite dimensions to show that S and agree on S. The next step provides the existence of a projective map that agrees with on an open, convex subset of D, and the nal step, using standard arguments from analysis, leads to the desired result on an open, connected domain D.
The remainder of this section is used for carrying out the scheme outlined in the above paragraph in precise terms. We begin with the following lemma. Proof. Assume that the lemma is false. We may, and shall, choose S to be of minimal dimension such that the lemma does not hold. Since the lemma is true for r := dim S = 1, evidently r > 1. Let denote the inverse of .
Assume that (i) is false. Choose x 2 (vert S) disjoint from a subset T of (vert S) such that x 2 a T. Then x 2 line y; z] for two points y; z 2 conv T.
Since the cardinality of (T) is less than that of vert S, the minimality of dim S implies that (conv (T)) = conv T and so (y) and (z) exist and are in conv (T). Hence (x) is a vertex of S on a line intersecting conv (T) in two points. This violates the a ne independence of vert S. Hence (i) holds.
That (vert S) is a subset of (S) is trivial. Let x 2 conv (vert S). Let H be any hyperplane of a (S) passing through x. Since each face F of S has dimension less than dim S, it follows that (F) is a face of conv (vert S). Thus the set V of vertices of the intersection of H with conv (vert S), being all on faces (F), is in (S). Since the cardinality of (V) is less than the cardinality of vert S, it follows from (ii) that x 2 (conv (V)) = conv V. Thus conv (vert S) is subset of (S). Now let v 2 S. If v is on a face F of S, it follows from dim F < dim S and (ii) that (v) is in conv (vert S). If v is on no face, choose a hyperplane G in a S passing through v. Then the intersection of G with S has dimension less than dim S and so by (ii) (v) 2 conv (vert S). This establishes (ii).
That part of the proof of our main result showing that S and agree on S proceeds by considering the set of xed points of ?1 S in S. The construction utilized for this depends on the following lemma. Figure 2. ) By Lemma 3.2 applied to S k , it follows that v k is -xed for k = 1; 2; : : :. It is easy to verify that fS k g converges to p by constructing the projective map (as in the proof of Theorem 2.1) that sends vert S and p to the vertices of an equilateral triangle (S) and to its center respectively, performing the image of the construction on (S), and showing that the ratio of the diameter of (S k ) to the diameter of (S k?1 ) for k 2 is 1=2 (independent of k). The conclusion follows.
We come next to our main result, but rst we explain what is meant by a topologically projective map from a subset of one locally convex space to another. Let V be a Hausdor , locally convex, topological vector space. As is well known, the conjugate space V 0 of continuous linear functionals separates points of V and so, in the language of 2], V is a dual topological vector space. It follows that (up to isomorphism) there is a unique projective duality (P; Q; ; ; ; ]) such that P is a topological projective space, V is an open, dense standard vector space in P, and V 0 is a standard vector subspace of Q (cf. 2, Discussion 6.13]). Now let D be a subset of V and a homeomorphism of D onto a subset of E of another Hausdor , locally convex, topological vector space X. As with V , there exists a unique projective duality (R; S; ; ; ; ]) such that R is a topological projective space, X is an open, dense standard vector space in R, and X 0 is a standard vector subspace of S. If there exists a homeomorphic projective isomorphism ' of P onto R such that is its restriction to D of ', then we say that is a standard topological local projective isomorphism, or within our context, topologically projective.
We mention in passing that if V and X are nite dimensional then a topologically projective map as described in the previous paragraph is the same as a projective map as described in x1 and 2, Discussion 5.7] . We have now established that for F not to be S, the dimension r of S must be greater than 2. Let r have the least value for which such an example exists and assume that F is not S. The relative interior of each face of S is pierced by the line through p and the vertex of S opposite that face. Thus Lemma 3.2 implies that each face has at least one -xed point in its relative interior. Since each face of S has dimension less than r, it follows by our assumption of minimal dimension, that leaves xed each point on the face. Consequently, F contains the boundary of S. Let q be a point in S not in F, and let M be any maximal proper a ne subspace of V passing through both p and q. The intersection of M with S is a simplex N of M. Note that M is of dimension less than that of S, the vertices of N are on the boundary of S (and thus in F), and p is in the interior (relative to M) of N. It follows that N is a subset of F, and so q is in N. Since this is absurd, it follows that F = S.
Suppose that D is convex. We have established that on each simplex S D contained in a linear subspace E of V spanned by S, is the restriction to D of a unique quotient S of an a ne isomorphism of E with an a ne functional on E. Consider any other simplex S 0 D which spans E. If the interior (relative to E) of S 0 intersects the interior of S, the intersection contains a simplex S 00 which spans E. Since S = S 00 and S 0 = S 00 by uniqueness, it follows that S = S 0 .
If S 0 does not intersect S, it follows from the convexity of D that there exists a nite chain fS i : i = 0; 1; : : :; ng such that S 0 = S, S n = S 0 , the interior of S i intersects the interior of S i+1 for i = 0; 1; : : : ; n ? 1, and S i is a simplex spanning E for i = 0; 1; : : : ; n. We have Si = Si+1 for each i = 0; 1; : : : ; n ? 1 whence follows that S = S 0 . We shall write E for S since it does not depend on the particular simplex S D spanning E which induces it, but only upon E.
Let P and R be as in the discussion preceding the statement of this theorem.
It now follows from 2, Theorem 6.18] that there exists a homeomorphic projective isomorphism ' of P onto R such that is the restriction to D of '|in other words, is topologically projective.
Consider now the general case in which D is open and connected, but not necessarily convex. Let C denote the family of open, convex subsets of D and, for each C 2 C , let ' C denote the homeomorphic projective isomorphism of P onto R such that is the restriction to C of ' C . Let G be a xed element of C and let C G denote the family of all C 2 C such that ' C = ' G . Let Proof. We rst note that for nite dimensional spaces, a projective map is the same as a topologically projective map.
Suppose that is continuous, injective and convexity-preserving. Suppose that Since a projective map is topologically projective in the present context, it follows directly from Theorem 3.5 that such a map is continuous, injective and convexity-preserving.
