Recently there has been a lot of effort to model extremes of spatially dependent data. These efforts seem to be divided into two distinct groups: the study of max-stable processes, together with the development of statistical models within this framework; the use of more pragmatic, flexible models using Bayesian hierarchical models (BHM) and simulation based inference techniques. Each modeling strategy has its strong and weak points. While max-stable models capture the local behavior of spatial extremes correctly, hierarchical models based on the conditional independence assumption, lack the asymptotic arguments the max-stable models enjoy. On the other hand, they are very flexible in allowing the introduction of physical plausibility into the model. When the objective of the data analysis is to estimate return levels or kriging of extreme values in space, capturing the correct dependence structure between the extremes is crucial and max-stable processes are better suited for these purposes. However when the primary interest is to explain the sources of variation in extreme events Bayesian hierarchical modeling is a very flexible tool due to the ease with which random effects are incorporated in the model. In this paper we model a data set on Portuguese wildfires to show the flexibility of BHM in incorporating spatial dependencies acting at different resolutions.
Introduction
Suppose we have observations x(s i , t), s i ∈ A ⊂ R 2 , t = 1, 2, ..., T , i = 1, ..., n t from a non-stationary space-time process X (s, t), continuous in space and discrete in time. Based on such a data set, how can we make inference on the extremal properties of X (s, t)? Specifically, we may want to estimate probabilities, such as
for some high thresholds u 1 ,...,u p and at any locations s * 1 ,...,s * p . Let us start with the simpler case of extremes of a spatial process X (s), s ∈ A ⊂ R 2 . As in univariate and multivariate extreme value theory, it makes sense to base inference on asymptotic models. However, since in most applications A is limited, it may not make sense to look for asymptotics by expanding the space indefinitely, as in the case of temporal extremes. Hence, there are two alternatives:
1. Start with n iid replicates X i (s) and look at the convergence in distribution of max 1≤i≤n X i (s), as n → ∞, for all s ∈ A upon suitable normalization
2. Start with a sufficiently fine grid (lattice) over A, characterize the extremal properties of the process X (s) over this fine grid, and obtain asymptotics by letting the grid sizes go to 0. This method is often called the double sum method of Pickands (see for example, Piterbarg 1996) and is used extensively to get limiting results for extremes of continuous time processes. See Leadbetter et al. (1983) and Albin (1987 Albin ( , 1990 . See also Piterbarg (1996) for the extension of this method to obtain limiting results for Gaussian random fields.
