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ON SHUFFLE-TYPE FUNCTIONAL RELATIONS OF
DESINGULARIZED MULTIPLE ZETA-FUNCTIONS
NAO KOMIYAMA
Abstract. We treat desingularized multiple zeta-functions introduced by Fu-
rusho, Komori, Matsumoto and Tsumura. In this paper, we prove functional
relations, which are shuffle type product formulae, between desingularized mul-
tiple zeta-functions and desingularized values.
0. Introduction
We start with the multiple zeta-function (MZF for short), which is defined by
ζ(s1, . . . , sr) :=
∑
0<m1<···<mr
1
ms11 · · ·msrr
.
It converges absolutely in the region
{(s1, . . . , sr) ∈ Cr | R(sr−k+1 + · · ·+ sr) > k (1 ≤ k ≤ r)}.
The special values of this function at (s1, . . . , sr) = (k1, . . . , kr) for k1, . . . , kr−1 ≥ 1
and kr ≥ 2 are called multiple zeta values (MZVs for short). They were studied by
Euler ([4]), Ecalle ([3]), Hoffman ([7]), Zagier ([11]), etc.
In the early 2000s, Zhao ([12]) and Akiyama, Egami and Tanigawa ([1]) inde-
pendently showed that MZF can be meromorphically continued to Cr. Especially,
in [1], the set of all singularities of the function ζ(s1, . . . , sr) is explicitly given as
sr = 1,
sr−1 + sr = 2, 1, 0,−2,−4, . . . ,
sr−k+1 + · · ·+ sr = k − n (3 ≤ k ≤ r, n ∈ N0).
Because almost all of non-positive integer points are located in the above singu-
larities, we can not determine the special value of this function at these points.
Only the special values ζ(−k) (at k ∈ N0) and ζ(−k1,−k2) (at k1, k2 ∈ N0 with
k1 + k2 odd) are well-defined. Giving a nice definition of “ζ(−k1, . . . ,−kr)” for
k1, . . . , kr ∈ N0 is one of our most fundamental problems.
In [5], Furusho, Komori, Matsumoto and Tsumura introduced the desingularized
MZF ζdesr (s1, . . . , sr) which is entire on the whole space C
r. They proved that the
functions are represented by finite linear combinations of shifted MZFs (cf. Proposi-
tion 1.3). They also showed explicit formulae of special values of ζdesr (s1, . . . , sr) at
non-positive integers, which is called desingularized values, in terms of the Bernoulli
numbers (see Proposition 1.5).
In the previous paper [9], the author showed the following sfuffle-type prod-
uct formulae of desingularized values at non-positive integers which is based on
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a equivalence in [8, Theorem 3.5] between renormalized values by Ebrahimi-Fard,
Manchon, Singer [2] and desingularized values in [5]:
Theorem 1.6 ([9, Theorem 3.3]) For p, q ∈ N and k1, . . . , kp, l1, . . . , lq ∈ N0, we
have
ζdesp (−k1, . . . ,−kp)ζdesq (−l1, . . . ,−lq)
=
∑
ib+jb=lb
ib,jb≥0
1≤b≤q
q∏
a=1
(−1)ia
(
la
ia
)
ζdesp+q(−k1, . . . ,−kp−1,−kp − i1 − · · · − iq,−j1, . . . ,−jq).
He also proved the following shuffle-type functional relations between desingular-
ized MZFs and desingularized values:
Proposition 1.8 ([9, Proposition 4.9]) For s1, . . . , sr−1 ∈ C and l ∈ N0, we have
ζdesr−1(s1, . . . , sr−1)ζ
des
1 (−l) =
∑
i+j=l
(−1)i
(
l
i
)
ζdesr (s1, . . . , sr−2, sr−1 − i,−j).
In this paper, we show the following theorem which generalizes the above two for-
mulae.
Theorem 2.7 For s1, . . . , sp ∈ C and l1, . . . , lq ∈ N0, we have
ζdesp (s1, . . . , sp)ζ
des
q (−l1, . . . ,−lq)
=
∑
ib+jb=lb
ib,jb≥0
1≤b≤q
q∏
a=1
(−1)ia
(
la
ia
)
ζdesp+q(s1, . . . , sp−1, sp − i1 − · · · − iq,−j1, . . . ,−jq).
The plan of our paper goes as follows. In §1, we will recall the definition of the
desingularized MZFs and some properties of these functions. In §2, we will show the
formula (2.11) in Theorem 2.7, which is reduced to Proposition 1.6 and Proposition
1.8.
1. Desingularization of multiple zeta-functions
In this section, we review desingularized MZFs desingularized values introduced
by Furusho, Komori, Matsumoto and Tsumura in [5]. We recall the definition of
the desingularized MZF, and explain some remarkable properties of their functions.
We start with the generating function1 H˜r (t1, . . . , tr; c) ∈ C[[t1, . . . , tr]] (cf. [5,
Definition 1.9]):
H˜r (t1, . . . , tr; c) :=
r∏
j=1

 1
exp
(∑r
k=j tk
)
− 1
− c
exp
(
c
∑r
k=j tk
)
− 1


=
r∏
j=1

 ∞∑
m=1
(1− cm)Bm
(∑r
k=j tk
)m−1
m!


1It is denoted by H˜n ((tj); (1); c) in [5].
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for c ∈ R. Here Bm (m ≥ 0) is the Bernoulli number which is defined by
(1.1)
x
ex − 1 :=
∑
m≥0
Bm
m!
xm.
We note that B0 = 1, B1 = − 12 , B2 = 16 .
Definition 1.1 ([5, Definition 3.1]). For non-integral complex numbers s1, . . . , sr,
desingularized MZF ζdesr (s1, . . . , sr) is defined by
ζdesr (s1, . . . , sr)(1.2)
:= lim
c→1
c∈R\{1}
1
(1 − c)r
r∏
k=1
1
(e2piisk − 1)Γ(sk)
∫
Cr
H˜r (t1, . . . , tr; c)
r∏
k=1
tsk−1k dtk.
Here C is the path consisting of the positive real axis (top side), a circle around the
origin of radius ε (sufficiently small), and the positive real axis (bottom side).
One of the remarkable properties of desingularized MZF is that it is an entire
function, i.e., the equation (1.2) is well-defined as an analytic function by the fol-
lowing proposition.
Proposition 1.2 ([5, Theorem 3.4]). The function ζdesr (s1, . . . , sr) can be analyt-
ically continued to Cr as an entire function in (s1, . . . , sr) ∈ Cr by the following
integral expression:
ζdesr (s1, . . . , sr) =
r∏
k=1
1
(e2piisk − 1)Γ(sk)
·
∫
Cn
r∏
j=1
lim
c→1
c∈R\{1}
1
1− c

 1
exp
(∑r
k=j tk
)
− 1
− c
exp
(
c
∑r
k=j tk
)
− 1

 r∏
k=1
tsk−1k dtk.
For indeterminates uj and vj (1 ≤ j ≤ r), we set
(1.3) Gr(u1, . . . , ur; v1, . . . , vr) :=
r∏
j=1
{
1− (ujvj + · · ·+ urvr)(v−1j − v−1j−1)
}
with the convention v−10 := 0, and we define the set of integers {arl,m} by
(1.4) Gr(u1, . . . , ur; v1, . . . , vr) =
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r
|m|=0
ar
l,m
r∏
j=1
u
lj
j v
mj
j .
Here, |m| := m1 + · · ·+mr.
Another remarkable properties of desingularized MZF is that the function is given
by a finite “linear” combination of shifted MZFs, i.e.,
Proposition 1.3 ([5, Theorem 3.8]). For s1, . . . , sr ∈ C, we have the following
equality between meromorphic functions of the complex variables (s1, . . . , sr):
(1.5) ζdesr (s1, . . . , sr) =
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r
|m|=0
ar
l,m

 r∏
j=1
(sj)lj

 ζ(s1 +m1, . . . , sr +mr).
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Here, (s)k is the Pochhammer symbol, that is, for k ∈ N and s ∈ C (s)0 := 1 and
(s)k := s(s+ 1) · · · (s+ k − 1).
Definition 1.4. For k1, . . . , kr ∈ N0, desingularized value ζdesr (−k1, . . . ,−kr) ∈
C is defined to be the special value of desingularized MZF ζdesr (s1, . . . , sr) at
(s1, . . . , sr) = (−k1, . . . ,−kr).
We consider the following generating function ZFKMT(t1, . . . , tr) of ζ
des
r (−k1, . . . ,−kr)
which is defined by
ZFKMT(t1, . . . , tr) :=
∞∑
k1,...,kr=0
(−t1)k1 · · · (−tr)kr
k1! · · · kr! ζ
des
r (−k1, . . . ,−kr).
This is explicitly calculated as follows.
Proposition 1.5 ([5, Theorem 3.7]). We have
ZFKMT(t1, . . . , tr) =
r∏
i=1
(1− ti − · · · − tr)eti+···+tr − 1
(eti+···+tr − 1)2 .
In terms of ζdesr (−k1, . . . ,−kr) for k1, . . . , kr ∈ N0, the above equation is reformu-
lated to
ζdesr (−k1, . . . ,−kr) = (−1)k1+···+kr
∑
ν1i+···+νii=ki
1≤i≤r
r∏
i=1
ki!∏r
j=i νij !
Bνii+···+νir+1.
We have the following shuffle-type product formulae of desingularized values at
non-positive integer points.
Theorem 1.6 ([9, Theorem 3.3]). For p, q ∈ N and k1, . . . , kp, l1, . . . , lq ∈ N0, we
have
ζdesp (−k1, . . . ,−kp)ζdesq (−l1, . . . ,−lq)
(1.6)
=
∑
ib+jb=lb
ib,jb≥0
1≤b≤q
q∏
a=1
(−1)ia
(
la
ia
)
ζdesp+q(−k1, . . . ,−kp−1,−kp − i1 − · · · − iq,−j1, . . . ,−jq).
Remark 1.7. The desingularized value ζdesr (−k1, . . . ,−kr) satisfies the same shuffle-
type product formula to ζEMS(−k1, . . . ,−kr) introduced in [2].
In [9], the author generalize the above proposition to the following.
Proposition 1.8 ([9, Proposition 4.9]). For s1, . . . , sr−1 ∈ C and l ∈ N0, we have
ζdesr−1(s1, . . . , sr−1)ζ
des
1 (−l) =
∑
i+j=l
(−1)i
(
l
i
)
ζdesr (s1, . . . , sr−2, sr−1 − i,−j).
In the next section, we will show the generalization this proposition.
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2. Functional relation of desingularized MZF
We prove shuffle-type product formulae between ζdesp (s1, . . . , sp) and ζ
des
q (−l1, . . . ,−lq)
in Theorem 2.7. We assume r ∈ N≥2 in this section. In [5], the multiple zeta-
function of the generalized Euler-Zagier type is defined by
ζr(s1, . . . , sr; γ1, . . . , γr) :=
∑
m1,...,mr≥1
r∏
k=1
(γ1m1 + · · ·+ γkmk)−sk ,
for γ1, . . . , γr ∈ C with the condition ℜ(γj) > 0 (1 ≤ j ≤ r). This series absolutely
converges in the region
(2.1) {(s1, . . . , sr) ∈ Cr | ℜ(sr−k+1 + · · ·+ sr) > k (1 ≤ k ≤ r)}.
In [10], it is proved that this function ζr(s1, . . . , sr; γ1, . . . , γr) can be meromorphi-
cally continued to Cr. For simplicity, we sometimes denote it by ζr((sj); (γj)).
Lemma 2.1. For s1, . . . , sr ∈ C, we have
ζ
des
r (s1, . . . , sr) = lim
c→1
c∈R\{1}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δrζr(s1, . . . , sr; c
δ1 , . . . , c
δr ).
(2.2)
Proof. Let c > 0 such that |c− 1| is sufficiently small. We assume (s1, . . . , sr) ∈ Cr
satisfies
ℜ(sr−k+1 + · · ·+ sr) > k (1 ≤ k ≤ r).
Then, we have
lim
c→1
c∈R\{1}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δrζr(s1, . . . , sr; c
δ1 , . . . , c
δr )
(2.3)
= lim
c→1
c∈R\{1}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δr
∑
m1,...,mr≥1
r∏
k=1
(
c
δ1m1 + · · ·+ c
δkmk
)−sk
.
Because we have
m−s =
1
Γ(s)
∫ ∞
0
e−tmts−1dt
by using the Mellin transformation, we get
lim
c→1
c∈R\{1}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δrζr(s1, . . . , sr; cδ1 , . . . , cδr )
= lim
c→1
c∈R\{1}
1
(1 − c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δr
·
∑
m1,...,mr≥1
r∏
k=1
{
1
Γ(sk)
∫ ∞
0
e−tk
∑k
j=1 c
δjmj tsk−1k dtk
}
= lim
c→1
c∈R\{1}
1
(1 − c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δr
∑
m1,...,mr≥1
·
r∏
k=1
1
Γ(sk)
∫
(0,∞)r
r∏
n=1
e−tn
∑n
j=1 c
δjmj
r∏
l=1
tsl−1l dtl.
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By using
r∏
n=1
e−tn
∑n
j=1 c
δjmj =
r∏
j=1
e−mjc
δj
∑r
n=j tn , we have
= lim
c→1
c∈R\{1}
1
(1 − c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δr
∑
m1,...,mr≥1
·
r∏
k=1
1
Γ(sk)
∫
(0,∞)r
r∏
j=1
e−mjc
δj
∑r
n=j tn
r∏
l=1
tsl−1l dtl.
Because ζ((sj); (c
δj )) absolutely converges, the integral
∫
(0,∞)r
and the sum
∑
m1,...,mr≥1
are commutative. So we have
lim
c→1
c∈R\{1}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δrζr(s1, . . . , sr; cδ1 , . . . , cδr )
= lim
c→1
c∈R\{1}
1
(1− c)r
r∏
k=1
1
Γ(sk)
·
∫
(0,∞)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δr
∑
m1,...,mr≥1
r∏
j=1
e−mjc
δj
∑r
n=j tn
r∏
l=1
tsl−1l dtl
= lim
c→1
c∈R\{1}
1
(1− c)r
r∏
k=1
1
Γ(sk)
·
∫
(0,∞)r
r∏
j=1


∑
δj∈{0,1}
(−c)δj
∑
mj≥1
e−mjc
δj
∑r
n=j tn


r∏
l=1
tsl−1l dtl.
By using the defintion of H˜r and the following formula
(2.4)
1
ey − 1 −
c
ecy − 1 =
∑
m≥1
e−my − c
∑
m≥1
e−mcy =
∑
δ∈{0,1}
(−c)δ
∑
m≥1
e−mc
δy,
for y > 0, we get
lim
c→1
c∈R\{1}
1
(1 − c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δrζr(s1, . . . , sr; cδ1 , . . . , cδr )
= lim
c→1
c∈R\{1}
1
(1− c)r
r∏
k=1
1
Γ(sk)
∫
(0,∞)r
H˜r (t1, . . . , tr; c)
r∏
l=1
tsl−1l dtl
= ζdesr (s1, . . . , sr).
Therefore, we get the claim for (s1, . . . , sr) ∈ Cr with
ℜ(sr−k+1 + · · ·+ sr) > k (1 ≤ k ≤ r).
Because ζdesr (s1, . . . , sr) and ζr((sj); (γj)) are meromorphic on C
r and the limit of
meromorphic functions is also meromorphic, the equation (2.2) holds for (s1, . . . , sr) ∈
Cr. 
Lemma 2.2. Let γ1, . . . , γr > 0, s1, . . . , sr ∈ C with ℜ(sj) > 1 (1 ≤ j ≤ r). Put
1 ≤ t ≤ r − 1 and take at+1, . . . , ar ∈ R with −ℜ(sk) < ak < 0 (t + 1 ≤ k ≤ r).
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Then, we have
ζr((sj); (γj)) =
(
1
2pii
)r−t ∫
(at+1)×···×(ar)
r∏
k=t+1
Γ(sk + zk)Γ(−zk)
Γ(sk)
(2.5)
· ζt

s1, . . . , st−1, st + r∑
j=t+1
(sj + zj); γ1, . . . , γt


· ζr−t(−zt+1, . . . ,−zr; γt+1, . . . , γr)
r∏
l=t+1
dzl.
Here, the symbol (ak) is the path of integration on the vertical line ℜ(zk) = ak from
ak − i∞ to ak + i∞, for t+ 1 ≤ k ≤ r.
Proof. Consider Mellin-Barnes integral formula
(1 + λ)−s =
1
2pii
∫
(a)
Γ(s+ z)Γ(−z)
Γ(s)
λzdz,
where λ, s ∈ C, λ 6= 0, | argλ| < pi, ℜ(s) > 0, −ℜ(s) < a < 0.
For m1, . . . ,mr ≥ 1, by putting λ = γt+1mt+1+···+γjmjγ1m1+···+γtmt and s = sj and a = aj for
j = t+ 1, . . . , r (1 ≤ t ≤ r − 1), we have(
γ1m1 + · · ·+ γjmj
γ1m1 + · · ·+ γtmt
)−sj
=
1
2pii
∫
(aj)
Γ(sj + zj)Γ(−zj)
Γ(sj)
(
γt+1mt+1 + · · ·+ γjmj
γ1m1 + · · ·+ γtmt
)zj
dzj .
So we get
(γ1m1 + · · ·+ γjmj)−sj
=
1
2pii
∫
(aj)
Γ(sj + zj)Γ(−zj)
Γ(sj)
(γ1m1 + · · ·+ γtmt)−sj−zj (γt+1mt+1 + · · ·+ γjmj)zj dzj .
Taking product over j = t+1, . . . , r and taking summation over mt+1, . . . ,mr ≥ 1,
we have
∑
mt+1,...,mr≥1
r∏
j=t+1
(γ1m1 + · · ·+ γjmj)−sj
(2.6)
=
(
1
2pii
)r−t ∑
mt+1,...,mr≥1
∫
(at+1)×···×(ar)
r∏
k=t+1
Γ(sk + zk)Γ(−zk)
Γ(sk)
· (γ1m1 + · · ·+ γtmt)−
∑r
j=t+1(sj+zj)
r∏
j=t+1
(γt+1mt+1 + · · ·+ γjmj)zj
r∏
l=t+1
dzl.
By multiplying
∏t
j=1(γ1m1 + · · · + γjmj)−sj to the equation (2.6) and tak-
ing summation over m1, . . . ,mt ≥ 1, we see that the left hand side becomes
ζr((sj); (γj)). The series ζr((sj); (γj)) absolutely converges in the region (2.1) and
we have ℜ(sj) > 1 (1 ≤ j ≤ r), so we get the equation (2.5). 
We set (−z1, . . . ,−zt) :=
(
s1, . . . , st−1, st +
∑r
j=t+1(sj + zj)
)
.
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Lemma 2.3. Let c ∈ R \ {1} satisfying that |c − 1| is sufficiently small. Let
s1, . . . , sr ∈ C with ℜ(sk) > 1 and let aj ∈ R with −ℜ(sj) < aj < −1 (t+1 ≤ j ≤ r).
Then, the integral
∫
(at+1)×···×(ar)
{
r∏
k=t+1
Γ(sk + zk)Γ(−zk)
Γ(sk)
}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(2.7)
·(−c)δ1+···+δrζt
(−z1, . . . ,−zt; cδ1 , . . . , cδt) · ζr−t(−zt+1, . . . ,−zr; cδt+1 , . . . , cδr ) r∏
l=t+1
dzl.
uniformly converges.
Proof. We have
t∏
j=1

 1exp(∑tk=j uk)− 1 −
c
exp
(
c
∑t
k=j uk
)
− 1


·
r∏
j=t+1

 1exp(∑rk=j uk)− 1 −
c
exp
(
c
∑r
k=j uk
)
− 1


=
t∏
j=1


∑
δj∈{0,1}
(−c)δj
exp
(
cδj
∑t
k=j uk
)
− 1

 ·
r∏
j=t+1


∑
δj∈{0,1}
(−c)δj
exp
(
cδj
∑r
k=j uk
)
− 1


=
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δr


t∏
j=1
1
exp
(
cδj
∑t
k=j uk
)
− 1




r∏
j=t+1
1
exp
(
cδj
∑r
k=j uk
)
− 1

 .
By using this and the following integral expression of ζr((sj); (γj))
ζr((sj); (γj)) =
r∏
k=1
1
Γ(sk)
∫
(0,∞)r
r∏
j=1
1
exp
(
γj
∑r
k=j uk
)
− 1
r∏
l=1
usl−1l dul,
we have
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δrζt
(−z1, . . . ,−zt; cδ1 , . . . , cδt)
· ζr−t(−zt+1, . . . ,−zr; cδt+1 , . . . , cδr)
=
1
(1 − c)r
r∏
k=1
1
Γ(−zk)
∫
(0,∞)r
t∏
j=1

 1exp(∑tk=j uk)− 1 −
c
exp
(
c
∑t
k=j uk
)
− 1


·
r∏
j=t+1

 1exp(∑rk=j uk)− 1 −
c
exp
(
c
∑r
k=j uk
)
− 1


r∏
l=1
u−zl−1l dul.
By [5, Lemma 3.6], for c ∈ R \ {1} such that |c− 1| is sufficiently small, we have a
constant A > 0 independent of c such that∣∣∣∣ 1c− 1
∣∣∣∣
∣∣∣∣ 1ey − 1 − cecy − 1
∣∣∣∣ < Ae−y/2
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holds for any y > 0. Therefore, we get
∣∣∣∣∣∣
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δrζt
(−z1, . . . ,−zt; cδ1 , . . . , cδt)
· ζr−t(−zt+1, . . . ,−zr; cδt+1 , . . . , cδr)
∣∣∣∣∣∣
≤
r∏
k=1
1
|Γ(−zk)|
∫
(0,∞)r


t∏
j=1
A exp

−1
2
t∑
k=j
uk




·


r∏
j=t+1
A exp

−1
2
r∑
k=j
uk




r∏
l=1
u
−ℜ(zl)−1
l dul
=
r∏
k=1
A
|Γ(−zk)|
∫
(0,∞)r
exp

−1
2
t∑
j=1
t∑
k=j
uk

 exp

−1
2
r∑
j=t+1
r∑
k=j
uk

 r∏
l=1
u
−ℜ(zl)−1
l dul
=
r∏
k=1
A
|Γ(−zk)|
∫
(0,∞)r
exp
(
−1
2
t∑
k=1
kuk − 1
2
r∑
k=t+1
(k − t)uk
)
r∏
l=1
u
−ℜ(zl)−1
l dul
=
{
r∏
k=1
A
|Γ(−zk)|
}
t∏
k=1
{∫ ∞
0
exp
(
−k
2
uk
)
u
−ℜ(zk)−1
k duk
}
·
r∏
k=t+1
{∫ ∞
0
exp
(
−k − t
2
uk
)
u
−ℜ(zk)−1
k duk
}
.
Because we have
n−sΓ(s) =
∫ ∞
0
exp(−nu)us−1du
for ℜ(s) > 0 and n ∈ R>0 and we get ℜ(zk) > 0 for 1 ≤ k ≤ r, we obtain the
following inequality on the formula (2.7):
∣∣∣∣∣∣
∫
(at+1)×···×(ar)
{
r∏
k=t+1
Γ(sk + zk)Γ(−zk)
Γ(sk)
}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
·(−c)δ1+···+δrζt
(−z1, . . . ,−zt; cδ1 , . . . , cδt) · ζr−t(−zt+1, . . . ,−zr; cδt+1 , . . . , cδr ) r∏
l=t+1
dzl
∣∣∣∣∣
≤
∫
(at+1)×···×(ar)
{
r∏
k=t+1
|Γ(sk + zk)Γ(−zk)|
|Γ(sk)|
}{
r∏
k=1
A
|Γ(−zk)|
}
·
t∏
k=1
{(
k
2
)ℜ(zk)
Γ
(ℜ(zk))
}
r∏
k=t+1
{(
k − t
2
)ℜ(zk)
Γ
(ℜ(zk))
}
r∏
l=t+1
|dzl|.
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On the above integral paths, we have ℜ(zk) = ak (t + 1 ≤ k ≤ r) and −zk = sk
(1 ≤ k ≤ t− 1) and −zt = st +
∑r
j=t+1(sj + zj). So we put
C :=Ar
{
r∏
k=t+1
1
|Γ(sk)|
}{
t−1∏
k=1
1
|Γ(−zk)|
}
·
t∏
k=1
{(
k
2
)ℜ(zk)
Γ
(ℜ(zk))
}
r∏
k=t+1
{(
k − t
2
)ℜ(zk)
Γ
(ℜ(zk))
}
.
Then this symbol C is independent on zt+1, . . . , zr. Therefore, we get
∣∣∣∣∣∣
∫
(at+1)×···×(ar)
{
r∏
k=t+1
Γ(sk + zk)Γ(−zk)
Γ(sk)
}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
·(−c)δ1+···+δrζt
(−z1, . . . ,−zt; cδ1 , . . . , cδt) · ζr−t(−zt+1, . . . ,−zr; cδt+1 , . . . , cδr ) r∏
l=t+1
dzl
∣∣∣∣∣
≤ C
∫
(at+1)×···×(ar)
r∏
k=t+1
|Γ(sk + zk)| 1∣∣∣Γ(st +∑rj=t+1(sj + zj))∣∣∣
r∏
l=t+1
|dzl|.
We have
|Γ(σ + iτ)| =
√
2pi|τ |σ− 12 e−pi2 |τ |(1 +O(|τ |−1)) (|τ | → ∞),
for |τ | ≥ 1, where O is the Landau symbol. So by using this equation, we get
∫
(at+1)×···×(ar)
r∏
k=t+1
|Γ(sk + zk)| 1∣∣∣Γ(st +∑rj=t+1(sj + zj))∣∣∣
r∏
l=t+1
|dzl| <∞.
We obtain the claim. 
The equation (2.5) holds not only for ζr ((sj); (γj)) but also for ζ
des
r (s1, . . . , sr).
Proposition 2.4. Let s1, . . . , sr ∈ C with ℜ(sj) > 1 (1 ≤ j ≤ r). Then, for
−ℜ(sk) < ak < −1 (t+ 1 ≤ k ≤ r) and 1 ≤ t ≤ r − 1, we have
ζdesr (s1, . . . , sr) =
(
1
2pii
)r−t ∫
(at+1)×···×(ar)
r∏
k=t+1
Γ(sk + zk)Γ(−zk)
Γ(sk)
· ζdest

s1, . . . , st−1, st + r∑
j=t+1
(sj + zj)

 ζdesr−t(−zt+1, . . . ,−zr)
r∏
l=t+1
dzl.
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Proof. We set (−z1, . . . ,−zt) :=
(
s1, . . . , st−1, st +
∑r
j=t+1(sj + zj)
)
and σk :=
−ℜ(zk) for 1 ≤ k ≤ r. By using Lemma 2.1 and the above equation (2.5), we get
ζ
des
r (s1, . . . , sr)
(2.8)
= lim
c→1
c∈R\{1}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δr ζr((sj); (c
δj ))
= lim
c→1
c∈R\{1}
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δr
(
1
2pii
)r−t ∫
(at+1)×···×(ar)
r∏
k=t+1
Γ(sk + zk)Γ(−zk)
Γ(sk)
· ζt
(
−z1, . . . ,−zt; c
δ1 , . . . , c
δt
)
· ζr−t(−zt+1, . . . ,−zr; c
δt+1 , . . . , c
δr )
r∏
l=t+1
dzl.
= lim
c→1
c∈R\{1}
(
1
2pii
)r−t ∫
(at+1)×···×(ar)
r∏
k=t+1
Γ(sk + zk)Γ(−zk)
Γ(sk)
·
1
(1− c)r
∑
δ1,...,δr∈{0,1}
(−c)δ1+···+δrζt
(
−z1, . . . ,−zt; c
δ1 , . . . , c
δt
)
· ζr−t(−zt+1, . . . ,−zr; c
δt+1 , . . . , c
δr )
r∏
l=t+1
dzl.
By Lemma 2.3 and Lebesgue’s dominated convergence theorem, we can commute
the limit lim
c→1
c∈R\{1}
with the integral
∫
(at+1)×···×(ar)
. Therefore we have
ζ
des
r (s1, . . . , sr)
=
(
1
2pii
)r−t ∫
(at+1)×···×(ar)
r∏
j=t+1
Γ(sj + zj)Γ(−zj)
Γ(sj)
·

 limc→1
c∈R\{1}
1
(1− c)t
∑
δ1,...,δt∈{0,1}
(−c)δ1+···+δtζt
(
−z1, . . . ,−zt; c
δ1 , . . . , c
δt
)

·

 limc→1
c∈R\{1}
1
(1− c)r−t
∑
δt+1,...,δr∈{0,1}
(−c)δt+1+···+δrζr−t(−zt+1, . . . ,−zr; c
δt+1 , . . . , c
δr )


r∏
l=t+1
dzl
=
(
1
2pii
)r−t ∫
(at+1)×···×(ar)
r∏
k=t+1
Γ(sk + zk)Γ(−zk)
Γ(sk)
ζ
des
t (−z1, . . . ,−zt)ζ
des
r−t(−zt+1, . . . ,−zr)
r∏
l=t+1
dzl.
So we obtain the claim. 
Proposition 2.5. Let 1 ≤ t ≤ r. For s1, . . . , st ∈ C and kt+1, . . . , kr ∈ N0, we
have
ζdesr (s1, . . . , st,−kt+1, . . . ,−kr)
=
∑
ib+jb=kb
ib,jb≥0
t+1≤b≤r
r∏
a=t+1
(
ka
ia
)
ζdest (s1, . . . , st−1, st − it+1 − · · · − ir)ζdesr−t(−jt+1, . . . ,−jr).
Proof. Let s1, . . . , sr ∈ C with ℜ(sj) > 1 (1 ≤ j ≤ r), 1 ≤ t ≤ r − 1 and
at+1, . . . , ar ∈ R with −ℜ(sk) < ak < −1 (t+1 ≤ k ≤ r). We assume 1 ≤ t ≤ r−1.
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To save space, we put
f(s1, . . . , sr; zt+1, . . . , zr) := ζ
des
t
(
s1, . . . , st−1, st +
r∑
j=t+1
(sj + zj)
)
ζ
des
r−t(−zt+1, . . . ,−zr).
By using Proposition 2.4, we have
ζdesr (s1, . . . , sr) =
(
1
2pii
)r−t−1 ∫
(at+1)×···×(ar−1)
r−1∏
j=t+1
Γ(sj + zj)Γ(−zj)
Γ(sj)
·
{
1
2pii
∫
(ar)
Γ(sr + zr)Γ(−zr)
Γ(sr)
f(s1, . . . , sr; zt+1, . . . , zr)dzr
}
r−1∏
l=t+1
dzl.
For Mr ∈ N and sufficiently small εr > 0, we set Dr := {zr ∈ C | ar < ℜ(zr) <
Mr−εr}. For zr ∈ Dr, we have ℜ(sr+zr) > 0 by −ℜ(sr) < ar < 0. So singularities
of the above integrand, which lie on Dr, are only zr = 0, 1, . . . ,Mr − 1. By using
the residue theorem, we get
ζdesr (s1, . . . , sr)
=
(
1
2pii
)r−t−1 ∫
(at+1)×···×(ar−1)
r−1∏
j=t+1
Γ(sj + zj)Γ(−zj)
Γ(sj)
·

−
Mr−1∑
jr=0
Res
[
Γ(sr + zr)Γ(−zr)
Γ(sr)
f(s1, . . . , sr; zt+1, . . . , zr), zr = jr
]
+
1
2pii
∫
(Mr−εr)
Γ(sr + zr)Γ(−zr)
Γ(sr)
f(s1, . . . , sr; zt+1, . . . , zr)dzr
}
r−1∏
l=t+1
dzl.
(By the same arguments to those of [10], the above second term converge). By
using the fact that the residue of gamma function Γ(s) at s = −j is (−1)jj! , we have
Res
[
Γ(sr + zr)Γ(−zr)
Γ(sr)
, zr = jr
]
= (sr + jr − 1) · · · sr · (−1)
jr
jr!
=
(−sr
jr
)
.
So we obtain
ζdesr (s1, . . . , sr)
=
(
1
2pii
)r−t−1 ∫
(at+1)×···×(ar−1)
r−1∏
j=t+1
Γ(sj + zj)Γ(−zj)
Γ(sj)
·


Mr−1∑
jr=0
(−sr
jr
)
f(s1, . . . , sr; zt+1, . . . , zr−1, jr)
+
1
2piiΓ(sr)
∫
(Mr−εr)
Γ(sr + zr)Γ(−zr)f(s1, . . . , sr; zt+1, . . . , zr)dzr
}
r−1∏
l=t+1
dzl.
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By setting sr = −kr and Mr = kr + 1 for kr ∈ N0, because of 1Γ(−kr) = 0, we get
ζ
des
r (s1, . . . , sr−1,−kr) =
(
1
2pii
)r−t−1 ∫
(at+1)×···×(ar−1)
r−1∏
j=t+1
Γ(sj + zj)Γ(−zj)
Γ(sj)
·
{
kr∑
jr=0
(
kr
jr
)
f(s1, . . . , sr−1,−kr; zt+1, . . . , zr−1, jr)
}
r−1∏
l=t+1
dzl.
In the same way, we have
ζdesr (s1, . . . , sr−2,−kr−1,−kr)
=
(
1
2pii
)r−t−2 ∫
(at+1)×···×(ar−2)
r−2∏
j=t+1
Γ(sj + zj)Γ(−zj)
Γ(sj)
·


kr∑
jr=0
kr−1∑
jr−1=0
(
kr
jr
)(
kr−1
jr−1
)
f(s1, . . . , sr−2,−kr−1,−kr; zt+1, . . . , zr−2, jr−1, jr)


r−2∏
l=t+1
dzl.
By repeating the above computation, we get
ζdesr (s1, . . . , st+1,−kt+2, . . . ,−kr)
=
1
2pii
∫
(at+1)
Γ(st+1 + zt+1)Γ(−zt+1)
Γ(st+1)
·


kr∑
jr=0
· · ·
kt+2∑
jt+2=0
(
kr
jr
)
· · ·
(
kt+2
jt+2
)
f(s1, . . . , st+1,−kt+2, . . . ,−kr; zt+1, jt+2, . . . , jr)

 dzt+1.
By carrying out the above computation again, lastly we obtain
ζdesr (s1, . . . , st,−kt+1, . . . ,−kr)
=
kr∑
jr=0
· · ·
kt+1∑
jt+1=0
(
kr
jr
)
· · ·
(
kt+1
jt+1
)
f(s1, . . . , st,−kt+1, . . . ,−kr; jt+1, . . . , jr).
Therefore, we get the proposition for (s1, . . . , sr) ∈ Cr with ℜ(sj) > 1. Because the
function ζdesr (s1, . . . , sr) is analytic on C
r we get the claim for (s1, . . . , sr) ∈ Cr. 
Lemma 2.6. Let f, g : C× Zq → C be maps (q ∈ N). We assume that
(2.9) g(s;−l1, . . . ,−lq) =
∑
ib+jb=lb
ib,jb≥0
1≤b≤q
{
q∏
a=1
(
la
ia
)}
· f(s− i1 − · · · − iq;−j1, . . . ,−jq)
for s ∈ C and l1, . . . , lq ∈ N0. Then we have
(2.10)
f(s;−l1, . . . ,−lq) =
∑
ib+jb=lb
ib,jb≥0
1≤b≤q
{
q∏
a=1
(−1)ia
(
la
ia
)}
· g(s− i1 − · · · − iq;−j1, . . . ,−jq)
for s ∈ C and l1, . . . , lq ∈ N0.
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Proof. Firstly, we prove this claim in the case of q = 1 by induction on l1. The
case of l1 = 0 is obvious. We assume the equation (2.10) for q = 1 and l1 ≤ l − 1
(l ∈ N). When l1 = l, from the equation (2.9), we have
f(s;−l) =g(s;−l)−
l−1∑
j=0
(
l
j
)
f(s− l + j;−j).
By using the equation (2.10), we get
=g(s;−l)−
l−1∑
j=0
(
l0
j
){ j∑
k=0
(−1)k
(
j
k
)
g(s− l + j − k;−j + k)
}
=g(s;−l)−
l−1∑
j=0
j∑
k=0
(−1)k
(
l
j
)(
j
k
)
g(s− l + j − k;−j + k).
By putting i = j − k (0 ≤ i ≤ l − 1), we have
=g(s;−l)−
l−1∑
i=0
l−1∑
j=i
(−1)j−i
(
l
j
)(
j
j − i
)
g(s− l + i;−i)
=g(s;−l)−
l−1∑
i=0


l∑
j=i
(−1)j−i
(
l
j
)(
j
i
)
− (−1)l−i
(
l
i
)
 g(s− l + i;−i)
=g(s;−l) +
l−1∑
i=0
(−1)l−i
(
l
i
)
g(s− l + i;−i)
=
l∑
i=0
(−1)l−i
(
l
i
)
g(s− l + i;−i).
Secondly, we prove the claim for q ≥ 2. From the equation (2.9), we have
g(s;−l1, . . . ,−lq)
=
∑
i1+j1=l1
(
l1
i1
) ∑
i2+j2=l2
(
l2
i2
)
· · ·

 ∑
iq+jq=lq
(
lq
iq
)
f(s− i1 − · · · − iq ;−j1, . . . ,−jq)


· · ·



 .
By using Lemma 2.6 as q = 1, we get
∑
i1+j1=l1
(−1)i1
(
l1
i1
)
g(s− i1;−j1,−l2 . . . ,−lq)
=
∑
i2+j2=l2
(
l2
i2
)
· · ·

 ∑
iq+jq=lq
(
lq
iq
)
f(s− i2 − · · · − iq;−l1,−j2, . . . ,−jq)


· · ·

 .
By using Lemma 2.6 as q = 1 again, we have
∑
i2+j2=l2
(−1)i2
(
l2
i2
) ∑
i1+j1=l1
(−1)i1
(
l1
i1
)
g(s− i1 − i2;−j1,−j2,−l3 . . . ,−lq)


=
∑
i3+j3=l3
(
l3
i3
)
· · ·

 ∑
iq+jq=lq
(
lq
iq
)
f(s− i3 − · · · − iq ;−l1,−l2 − j3, . . . ,−jq)


· · ·

 .
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Therefore, by using Lemma 2.6 repeatedly, we obtain the claim. 
By Proposition 2.5 and Lemma 2.6, we obtain the following theorem.
Theorem 2.7. For s1, . . . , sp ∈ C and l1, . . . , lq ∈ N0, we have
ζdesp (s1, . . . , sp)ζ
des
q (−l1, . . . ,−lq)
(2.11)
=
∑
ib+jb=lb
ib,jb≥0
1≤b≤q
q∏
a=1
(−1)ia
(
la
ia
)
ζdesp+q(s1, . . . , sp−1, sp − i1 − · · · − iq,−j1, . . . ,−jq).
Proof. By putting r = p+ q, t = p and (kt+1, . . . , kr) := (l1, . . . , lq) in Proposition
2.5, we have
ζdesp+q(s1, . . . , sp,−l1, . . . ,−lq)
=
∑
ib+jb=lb
ib,jb≥0
1≤b≤q
q∏
a=1
(
la
ia
)
ζdesp (s1, . . . , sp−1, sp − i1 − · · · − iq)ζdesq (−j1, . . . ,−jq).
By applying Lemma 2.6 to the above equation with
g(s;−l1, . . . ,−lq) = ζdesp+q(s1, . . . , sp−1, s,−l1, . . . ,−lq),
f(s;−l1, . . . ,−lq) = ζdesp (s1, . . . , sp−1, s)ζdesq (−l1, . . . ,−lq),
we get the theorem. 
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