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Abstract
Marginally outer trapped surfaces (MOTSs) are the main tool in numerical relativity
to infer properties of black holes in simulations of highly dynamical systems. On the
one hand, the present work extends previous numerical methods in order to allow
tracking of highly distorted horizons in axisymmetry. On the other hand, by applying
the new method to a family of initial data as well as to simulations of head-on collisions
of black holes, we discover three new phenomena: (i) the merger of MOTSs providing a
connected history of the full merger in terms of marginal surfaces without any “jumps”,
(ii) the formation of self-intersecting MOTSs immediately after the merger, and (iii) a
non-monotonicity result for the area of certain smoothly evolving MOTSs.
The merger of MOTSs closes a gap in our understanding of binary-black-hole mergers
in terms of the quasilocal horizon framework and provides the quasilocal analog of
the famous “pair-of-pants” picture of the event horizon of two merging black holes.
It allows tracking the evolution of properties such as the area through the highly
dynamical regimes from the initially separate to the final common horizon.
Through a detailed analysis of geometrical and dynamical properties, we uncover
features of the horizons not often considered. In particular, we show why the area
increase law for smoothly evolving MOTSs fails to hold in some of the cases analyzed
here. Furthermore, we demonstrate a surprisingly direct correspondence of the decay
behavior of multipoles and the shear on the outermost horizon with the quasinormal
modes of a Schwarzschild black hole.
An important role is played by the spectrum of the MOTS stability operator, for
which we provide numerical examples of the connection between invertibility of the
operator and the existence of a MOTS. Furthermore, we give a prospect of how the
full spectrum can become useful for gaining more insight into the merger in absence of
symmetries.
Finally, a first working generalization of the new numerical algorithm to non-
axisymmetric situations is shown, proving the general applicability of the method.
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Black holes combine some of the most remarkable properties of objects that occur in
nature. This holds for their theoretical description as well as in astrophysical situations:
In stationary settings, they belong to the simplest exact solutions of Einstein’s theory
of general relativity, while at the same time providing the prime example of what is
sometimes referred to as the “breakdown of the theory” due to the singularity they hide
behind their horizon. In realistic contexts, they often are far from dark and instead
power some of the most radiant and energetic phenomena in the observable universe.
It is this combination of properties that makes them so interesting and important
to understand. Due to their simplicity, stationary black holes lend themselves to
detailed mathematical studies and perturbative analyses provide remarkable results for
understanding black holes close to equilibrium. Nature itself presents us an abundant
supply of black holes even in highly dynamical situations, while the enormous technical
difficulty in accessing this supply observationally has been overcome through the now
numerous direct detections of gravitational waves emitted during the coalescence of
two black holes [1, 2, 76, 77, 97, 100] and the success in constructing the first image of
the near horizon region of a supermassive black hole [3].
However, the mathematical simplicity of stationary black holes is strikingly con-
trasted by the complexity of understanding them in dynamical situations, such as the
observed mergers, which are far beyond the applicability of perturbation theory. In
these regimes, their defining property—the black hole region as the part of spacetime
from which no information can escape to infinity—does not yield a physically mean-
ingful interpretation capturing the details of the dynamics. The event horizon, defined
as the boundary of this region, can grow in flat space regions due to its teleological
nature. An example is provided by the Vaidya spacetime where an event horizon may
form in a flat Minkowskian region in anticipation of a collapsing shell of null dust
(see e. g. [20]). Moreover, a “precursory collapse” was recently found in [40], which
describes an event horizon developing inside a neutron star even before it merges with
a large black hole.
A non-teleological alternative to event horizons has its roots in the singularity
theorems by Penrose and Hawking [48, 49, 79]. In his proof [79], Penrose introduced
trapped surfaces defined in a Cauchy slice of spacetime—a notion of an instant of
1
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time. To understand trapped surfaces, consider light emanating in normal direction
from a sphere in a flat spacetime. The light rays converge to the inside and diverge
to the outside. A trapped surface is a closed smooth surface where the light rays
are converging in both directions. Existence of a trapped surface in such a Cauchy
slice was shown to imply existence of an inextendible causal geodesic, i. e. spacetime
is singular. Later, Hawking [47] introduced trapped regions, the outer boundaries of
which were called apparent horizons. Assuming weak cosmic censorship and reasonable
energy conditions, an apparent horizon must be in the black hole region and thus be
located inside the event horizon or lie on it [47]. In other words, existence of a trapped
surface implies the existence of a black hole.
Since trapped surfaces and apparent horizons are defined locally in time, this laid the
foundations for the application to dynamical situations. However, several important
questions remained open. Will these apparent horizons evolve smoothly? Are the world
tubes they trace out independent from the way that spacetime is foliated using Cauchy
slices? Do they faithfully capture the dynamics of black holes, for example when two
black holes merge?
In numerical relativity, it became customary to associate black holes with marginally
outer trapped surfaces (MOTSs). These are similar to trapped surfaces, except that
the outgoing light rays are neither diverging nor converging, and there is no condition
on the ingoing light rays. They are hence marginally outer trapped. The term “apparent
horizon” is now used for the outermost of these surfaces. Though originally used as
pragmatic alternatives to event horizons, which are numerically inaccessible during a
simulation, apparent horizons and closely related surfaces and their time evolution
have been studied thoroughly. This led to the notion of trapping horizons by Hayward
[50–53] and later to the introduction of the quasilocal horizon formalism by Ashtekar,
Krishnan and others, see [20] for a review. In the latter, a dynamical horizon is defined
as 3-dimensional world tube of evolving MOTSs, with two added conditions: 1) ingoing
null rays converge and 2) the world tube is a spacelike hypersurface of spacetime.
Within this context, several of the above questions can be answered. For a given
spacetime, the dynamical horizons are not unique and instead depend on the foliation.
There are, however, certain restrictions on their locations, see e. g. [17, 67]. The MOTS
stability analysis of Andersson, Marc and Simon [7, 8] showed smoothness of the time
evolution, and the laws of black hole mechanics have successfully been transferred to
the quasilocal framework [10–12, 14, 16, 18, 19]. The area balance law of Ashtekar and
Krishnan [18, 19] connected physical fluxes through the horizons with their growth in
an exact formula in full nonlinear general relativity.
Even though the horizons were seen to evolve smoothly, there remained a gap in
the understanding of the merger of two black holes within the quasilocal paradigm.
While an intuitive way to imagine such a merger is given via the event horizon in the
famous “pair of pants” picture [71], no such connected history was available in terms of
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dynamical horizons. At a certain point after the initially two disjoint horizons approach
each other, a common horizon forms around them. This common horizon immediately
splits into an inner and an outer one, see [46] for an example. While the outer horizon
subsequently loses its deformations and asymptotes to a Kerr state, the inner branch
could not be tracked for very long and the question of its fate remained open. This
scenario resulted in ideas of how a connected history might form. In [75] and [46], it
is suggested that the inner branch and the two individual horizons could merge and
annihilate. Unfortunately, a fundamental issue inherent in most numerical approaches
to locating the MOTSs prevented further progress and this question remained open.
The problematic assumption is that MOTSs must be star-shaped (“Strahlkörper”),
which means that in the numerical coordinates, we can choose a point from which
the MOTS can be parametrized via a horizon function h representing the coordinate
distance of the surface to this point.
The present numerical work closes the gap and provides the missing link [80–84]. For
the case of a head-on collision of two non-spinning black holes of unequal masses, we
show that the dynamical horizons do merge, yielding a connected sequence of MOTSs
taking us from the initial two separate black holes to the final common one. This
result required the implementation of a new numerical algorithm for locating MOTSs.
It is based on the commonly used AHFinderDirect [95] but removes the assumption
of the MOTSs being star-shaped. Instead of a reference point, the new method uses
a suitable reference surface and the horizon function h now describes the coordinate
distance to this surface along its normal direction.
Most of the results presented here will be for the axisymmetric case, in which
the problem of finding MOTSs simplifies greatly. However, the method itself can be
generalized to fully non-symmetric cases, and first results of this generalized version
of the algorithm are shown at the end of this work.
With the ability to find highly distorted surfaces with high accuracy, an unexpected
wealth of results even for just the axisymmetric case was produced. Among the more
surprising ones are the formation of self-intersecting MOTSs, a non-monotonicity
result for the area evolution along a smoothly evolving MOTS, unusual geometrical
properties related to the expansion of the ingoing light rays and the signature of the
horizons, as well as an unexpectedly direct correspondence between the decay behavior
of infalling gravitational radiation through the outermost horizon and the quasi-normal
modes of a Schwarzschild black hole. The general occurrence of such correlations is
not unexpected and it suggests the possibility of connecting the horizon dynamics of
merging black holes with observations made far away (see e. g. [42, 43, 46, 58, 61, 62,
86, 88]).
Since the merger of MOTSs and the existence of self-intersecting MOTSs are new
phenomena not previously described, much focus will be put on justifying the reliability
of the numerical indications we have for these results. In this context it is noteworthy
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that self-intersecting MOTSs have also been found by Booth et al. [29], who showed
that in slices of a Schwarzschild spacetime there exist MOTSs with arbitrarily many
self-intersections.
The remainder of this thesis is organized as follows. First, a precise attribution
of the author’s contributions is given in Sec. 1.1. Chapter 2 will introduce the basic
mathematical notions required for the machinery of the quasilocal horizon framework.
In particular, the terminology used throughout this work deviates in one key aspect
from the usual one: Since the horizons we find occur in a much larger variety than
usually considered, the term “dynamical horizon” will be used as in [80, 81] and
refer to a more general case. The chapter continues with a geometric construction of
coordinates on axisymmetric surfaces and then presents an important mathematical
concept for our analyses, the MOTS stability operator introduced by Andersson et al.
[7, 8]. It concludes with a brief discussion of a possible application of our results to a
certain version of the Penrose inequality.
Chapter 3 introduces the new numerical algorithm and details the mathematical
and practical steps needed to achieve highly accurate results. After the general idea of
a surface representation suitable for a pseudospectral method of solving the nonlinear
horizon problem, it will present several important improvements specific to the ax-
isymmetric implementation. Finally, the new method is validated using analytically
known horizon data.
The first set of main results is given in Chapter 4. This chapter focuses on a family of
time-symmetric initial data containing two non-spinning black holes. It is parametrized
by the mass ratio of the black holes and the distance parameter, both of which will be
varied, yielding an unexpectedly rich variety of different horizon configurations. After
a basic overview, we give an analysis of the connection between the MOTS stability
operator and the vanishing of MOTSs in certain regions of the parameter space.
The most important results are presented in Chapter 5, where we determine the
MOTS structure in numerical simulations of the head-on collision of two black holes.
We first show the general evolution of the different horizons, including the merger of
MOTSs and the occurrence of self-intersecting MOTSs. After a description of how the
simulations are performed, the additional challenges of working with data on a finite
set of grid points are discussed and a thorough analysis of the numerical convergence
is given. This is followed by a detailed analysis of the numerical indications for the
merger of MOTSs The results for geometrical properties, in particular the expansion
of the ingoing light rays and the signature of the horizons, are then connected with
the area anomaly of the inner horizon. A large part is played by the spectra of the
MOTS stability operator, with a focus on the low eigenvalues demonstrating existence
of the various world tubes, and an attempt at a global analysis using a short-range
spectrum statistic called the nearest neighbor spacing distribution. This chapter is
concluded with a study of the fluxes of gravitational radiation through the horizons.
4
1.1 Contributions of the Author
The shear and multipole moments are compared with quasi-normal modes, revealing a
direct correspondence with the different frequencies of the fundamental mode.
Chapter 6 shows a proof-of-concept of a generalized MOTS finder algorithm which
works in non-axisymmetric settings and presents an example demonstrating that the
method is applicable for this general case.
Finally, Chapter 7 concludes this thesis by summarizing the results and discussing
possible future research.
1.1 Contributions of the Author
Since the results presented in this dissertation are based on the work of several authors,
a clear attribution of the author’s own contributions is in order. Most of the presented
results have been published [82–84] or submitted [80, 81], a notable exception being
the generalized algorithm discussed in Chapter 6. The following list gives a detailed
account of the technical contributions.
• MOTS Finder: The new MOTS finder algorithm [85] has been devised and
written by the author, with numerical and programming questions discussed
with Ofek Birnholtz, Badri Krishnan and Erik Schnetter. The code is written
in a combination of Python for the majority of the work, with certain parts
being implemented in Cython. The libraries SciPy [98], NumPy [96], SymPy [73],
mpmath [64], spinsfast [33] and matplotlib [38, 56], were used for most of the
low-level numerical tasks, like solving systems of linear equations for the written
pseudospectral solver, for working with large matrices, or for plotting tasks.
• Numerical Simulation Data: Most numerical simulations were initiated and
supervised by Erik Schnetter using the Einstein Toolkit [39, 69] (see Chapter 5.2
for details). However, interpretation of the resulting data on the numerical
grid, including their interpolation via Lagrange and Hermite interpolation, was
implemented by the author.
• MOTS Stability Operator: The mathematical and numerical work required to com-
pute the eigenvalues and eigenfunctions of the stability operator was performed
by the author. Mathematical suggestions related to the mode decomposition in
ϕ direction were contributed by José Luis Jaramillo. Supervised by the author,
a numerical transformation of the stability operator was provided by Victor
Zhang.
• Physical quantities: Many of the other computed properties of the MOTSs and
dynamical horizons (e. g. intrinsic Ricci scalar, invariant coordinates, shear,
multipoles, signature) were mathematically prepared and then implemented
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by the author. For several of these, new algorithms were created to perform,
e. g., numerical searches for self-intersections or construction of highly accurate
tangent vectors to the dynamical horizon which are orthogonal to the MOTSs.
• Analyses: All the analyses that led to the presented results were carried out by
the author. This includes implementing and supervising a horizon tracker which
uses the finder to follow horizons through simulations or families of initial data.
• Numerical algorithms: For some mathematical computations, existing tools in the
used libraries turned out to not be sufficient in either performance or accuracy.
For this reason, an efficient implementation of the synthesis and analysis of
spherical harmonic series was implemented in Cython using recursion relations
and other formulas described in [54, 74].
Throughout the projects in the context of this thesis, discussions with the other
members of our research group (i. e. the authors of [80–84]) and the author’s supervisors





This section will collect a set of basic geometrical constructs which will enable us to
define various kinds of trapped and marginally trapped surfaces. These surfaces will
play a fundamental role in the quasilocal definitions of black hole horizons and present
the foundation upon which the remainder of this thesis is built. This quite terse and
technical part will at the same time introduce the notation and conventions used
throughout.
Spacetime (M , g) is a four-dimensional smooth manifold M with a Lorentzian
metric gµν of signature (−+ + +). The term “surface” will denote an orientable
smooth two-dimensional spacelike submanifold of M . We will use lowercase Greek
letters µ, ν, ρ, . . . for the four spacetime indices, lowercase Latin letters i, j, k, . . . for
the three “spatial” coordinates and uppercase Latin letters A,B,C, . . . for indices of
coordinates on a surface S ⊂M .
2.1 Trapped Surfaces
Let now S ⊂ M be a closed surface with induced Riemannian metric qAB. At any
point p ∈ S, the four-dimensional tangent space TpM can be decomposed into the
direct sum TpM = TpS ⊕ TpS⊥, where TpS is the tangent space of S at the point
p ∈ S and TpS⊥ is the space of vectors orthogonal to any vector in TpS, i. e. the
space of normals to S. This space can be spanned by two future directed linearly
independent null vectors, which we will call `µ and nµ. We further assume that it is
possible to assign an outward direction on S and will, by convention, take `µ and nµ
to be pointing outward and inward, respectively. The freedom of scaling `µ and nµ by
positive functions is reduced by requiring ` · n = −1. This yields an expression for the
induced metric qAB:
qµν := (P ‖g)µν = gµν + `µnν + nµ`ν , (2.1)
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where P ‖ is the parallel projection onto the tangent space of S. Acting on a vector
field Xµ, the projection P ‖X can be written in components as
(P ‖X)µ = qµνXν . (2.2)
This leads to the definition of the tensor field
Θ(`)µν = qαµqβν∇α`β , (2.3)
where ∇µ is the covariant derivative compatible with gµν . This tensor can be decom-





µν + ω(`)µν . (2.4)
Here, Θ(`) := qµνΘ(`)µν is the expansion of `µ, the symmetric tracefree tensor σ(`)µν :=
Θ(`)µν− 12Θ(`)qµν is the shear, and ω
(`)
µν the twist. The twist will vanish in our case because
the field `µ is orthogonal to a smooth surface. The same construction can be repeated





µν + ω(n)µν . (2.5)
Since we will be mostly concerned with the shear of the outgoing null normal, σ(`)µν , we
will drop the superscript and simply write σµν .
The conventional classification of S in terms of the expansions Θ(`) and Θ(n) is as
follows.
Definition 1. A closed surface S is called a
1. (future) trapped surface if Θ(n) < 0 and Θ(`) < 0
past trapped surface if Θ(n) > 0 and Θ(`) < 0
2. (future) untrapped surface if Θ(n) < 0 and Θ(`) > 0
past untrapped surface if Θ(n) > 0 and Θ(`) > 0
3. (future) marginally trapped surface (MTS) if Θ(n) < 0 and Θ(`) = 0
past marginally trapped surface if Θ(n) > 0 and Θ(`) = 0
4. marginally outer trapped surface (MOTS) if Θ(`) = 0 with no restriction on Θ(n).
Each of the above conditions must hold on all points of S. Note that the qualifier
“future” is usually implied and hence omitted1 (although in cosmological contexts it
1Case 3 is sometimes also referred to as “future/past marginally outer trapped surface”. Here, the




Let spacetime M be foliated by spacelike hypersurfaces Σt. The label t becomes a
coordinate (“time”) on M via t(p) = s⇔ p ∈ Σs. The unit timelike normal field on Σt
will be denoted T µ, i. e. we have XµTµ = 0 for any X ∈ TpΣt and T µTµ = −1. We shall
choose T µ future pointing by demanding T µ∂µt > 0. We can then write the vector
field ∂t with components (∂t)µ using the usual decomposition into a lapse function α
and the shift vector field βµ:
(∂t)µ = αT µ + βµ . (2.6)
See e. g. [21, 44] for more details on the 3 + 1 decomposition of spacetime. Further, we
shall use hij to refer to the induced Riemannian 3-metric on the slice Σt and Di for
the covariant derivative operator compatible with hij. The second fundamental form
of Σt, i. e. the extrinsic curvature of Σt in M , is defined by
Kµν := −hρµhσν∇ρTσ . (2.7)
If St is a surface contained in Σt, let Rµ denote the unit spacelike normal to St in Σt.
One convenient choice of null normals in terms of the quantities introduced above is
`µ = 1√
2
(T µ +Rµ) , nµ = 1√
2
(T µ −Rµ) . (2.8)
Fig. 2.1 shows a diagram indicating the various normals introduced here. One can




(DiRi +KijRiRj −K) , Θ(n) =
1√
2
(−DiRi +KijRiRj −K) , (2.9)
where the normal Rµ has to be smoothly extended to a neighborhood of S in Σt (the
result does not depend on how it is continued). The remarkable property of these
equations is that they can be easily evaluated numerically for a surface S knowing
only the data hij and Kij on the Cauchy slice Σt, as we do in numerical relativity.







Figure 2.1: Visualization of the various introduced
normals for a 2-surface St contained in a spatial
slice Σt. The 3-dimensional slice is here represented
with 2-dimensions.
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f via
˜̀µ = f`µ , ñµ = f−1nµ . (2.10)
This retains the condition ˜̀ · ñ = −1 but results in a change of the expansions
Θ(˜̀) = fΘ(`) , Θ( ñ) = f−1Θ(n) . (2.11)
Hence, the above classification of S in terms of the two expansions Θ(`) and Θ(n) is
independent of the choice of null normals.
2.2 Quasilocal Horizons
Stacking up a series of MOTSs contained in slices Σt leads to the notion of a dynamical
horizon H.
Definition 2 (Dynamical Horizon). Let H ⊂M be a smooth 3-dimensional hyper-
surface with topology S2 ×R. Then H is called a dynamical horizon (DH) if it admits
a foliation by MOTSs S.
Traditionally, these objects are called marginally outer trapped tubes (MOTTs) and
a dynamical horizon is in addition required to have spacelike signature and be foliated
by marginally trapped surfaces (i. e. having Θ(n) < 0 everywhere). However, as we
shall see in Chapter 5, we will encounter MOTTs with not only spacelike but also
timelike and even mixed signature, as well as cases not satisfying Θ(n) < 0 everywhere.
Instead of adding multiple qualifiers to an acronym and reserving the term “dynamical
horizon” to one special case, we will therefore follow [80, 81] and change the usual
terminology in favor of more descriptive names. In particular, we can identify the
following correspondences:
• A generic MOTT will here be called a dynamical horizon.
• A marginally trapped tube (MTT) is a future dynamical horizon.
• A dynamical horizon (as used in e. g. [18, 19]) is here called a future spacelike
dynamical horizon.
• A non-expanding horizon (NEH) is a dynamical horizon H with null signature
and the following additional condition: The Einstein field equations hold on H
and −T µν `ν is future directed and causal if `µ is future directed. Here, Tµν is
the stress energy tensor and `µ any null normal to H. This latter condition is
implied by e. g. the dominant energy condition.
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A subclass of non-expanding horizons is that of isolated horizons. These need to
satisfy additional requirements, which we will not introduce here. See [20] for the exact
definition.
The question of uniqueness touched upon in the introduction is discussed in [67]
with important results shown in [17]. In essence, in [17] it is shown that for a future
spacelike dynamical horizon H, the foliation via MOTSs is unique. Let now S ⊂ H
be a MOTS, with S ⊂ Σ0. The question of whether S evolves smoothly through a
foliation that contains Σ0 will be discussed below in Sec. 2.4. Given this is the case,
then a dynamical horizon exists, at least for a short time, in any foliation containing
Σ0. Slices away from Σ0 will, however, in general not contain the same MOTSs that
foliate H. Hence, the dynamical horizons must be different hypersurfaces in spacetime.
Fortunately, there are restrictions as to how much two different of these dynamical
horizons can deviate from each other. However, the present work will not contribute
to these questions and the reader is referred to [17, 67] instead.
2.3 Invariant Coordinates in Axisymmetry
It will be helpful for several calculations and for presenting results to have access
to invariant coordinates on a MOTS S, i. e. coordinates that do not depend on
a particular numerical representation. In fact, this will be crucial for defining the
multipolar decomposition of certain fields on the horizons, which we shall discuss in
great detail in Chapter 5, in particular Sec. 5.7. Fortunately, this is easy to do in
axisymmetry, following [15]. In our case, we will have manifest axisymmetry with a
readily available axial Killing field ϕA preserving the induced 2-metric qAB on S. This
field has closed orbits and vanishes at two points of S—the two “poles”. We can now








ζ dA = 0 , (2.12)
where εAB is the volume 2-form on S and A its area. For a round sphere in flat space,
ζ = cos θ for the usual polar angle θ. Even for distorted surfaces S, it can be shown
that ζ ∈ [−1, 1] and hence we can set θ := arccos ζ. Note, however, that θ will not
correspond to an “angle” in the traditional sense for very distorted surfaces. For
example, it is well defined even if S has self-intersections. The other angular coordinate
φ can now be defined as affine parameter along the orbits of ϕA. We can take the ϕA
such that φ ∈ [0, 2π) on S. Setting φ = 0 along any one fixed integral curve of DAζ
fully determines the φ coordinate on S.
A key result of [15] is now that in the coordinates (θ, φ), the volume element of the
induced 2-metric qAB on S becomes identical to that of a canonical round 2-sphere
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A/4π is the areal radius of S. This means that spherical harmonics writ-
ten in terms of the coordinates (θ, φ) will automatically satisfy the usual orthogonality
relations. In the same way, we can construct spin weighted spherical harmonics and
perform a geometrically defined decomposition of fields on horizons.
2.4 The MOTS Stability Operator
Consider a MOTS S contained in a Cauchy slice Σ. Is it possible to tell whether S is
a leaf of a dynamical horizon H? In other words, can we determine the conditions,
under which S has a smooth time evolution in a foliation of spacetime containing
Σ? In 2005, Andersson, Mars and Simon [7] found an answer to this question in the
affirmative. By calculating the eigenvalue spectrum of a second order, elliptic, not
necessarily self-adjoint operator, existence of the dynamical horizon can be shown, at
least locally in time, by a simple criterion. If zero is not contained in the spectrum,
i. e. if the operator is invertible, there will be a smooth evolution. The analysis of this
spectrum in families of initial data as well as in numerical simulations will be a major
topic in this thesis. In this subsection, this stability operator is introduced and the
main results important for our analysis are stated.
The general construction leading to the definition of the stability operator can easily
be visualized as follows. Consider a smooth one-parameter family of surfaces Sσ such
that Sσ=0 = S. For definiteness, this family shall be constructed from a differentiable
map Φ : S × I →M , where I = (−ε, ε) is an interval containing 0, and where we set
Sσ := Φ(S, σ). For fixed σ, Φ( · , σ) shall be an immersion and Φ(S, 0) = S. Note that
we make no reference to any spatial slice the surface S is contained in, whence the
surfaces Sσ need not lie in the same spatial slice Σt as S. On the other hand, fixing a







Φµ(p, σ) . (2.14)
We are now able to define the variation of Θ(`) on S. To this end, construct null
normal fields `µσ on Sσ which are differentiable with respect to σ. Their expansions







It is shown in [8] that this is indeed fully characterized by the vector fields Xµ and `µ
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on S and is independent of the particular map Φ or choice of `µσ for σ 6= 0. Clearly, if Xµ
is tangent to S, the variation (2.15) vanishes. We therefore consider only deformations
in normal direction, i. e. we take
Xµ = b`µ + cnµ . (2.16)
The variation (2.15) is obviously R-linear,
δaX+bY Θ(`) = aδXΘ(`) + bδY Θ(`) , (2.17)
for a, b ∈ R, but it is not C∞-linear. That is, in general we have
δψXΘ(`) 6= ψδXΘ(`) , (2.18)
where ψ is a function on S. Finally, we can define the stability operator.
Definition 3 (MOTS Stability Operator). Let S be a MOTS with future pointing
outgoing null normal field `µ and Xµ a normal field on S. The stability operator L(X)
with respect to Xµ is then defined via
L(X)ψ := δψXΘ(`) . (2.19)
For Xµ = `µ, one can show [8] that in vacuum spacetimes we have
L(`)ψ = δψ`Θ(`) = −2|σ|2ψ , (2.20)
where |σ|2 := σµνσµν . To construct L(X) for a general normal Xµ = b`µ + cnµ, we
furthermore need






Here, DA is the covariant derivative compatible with the induced metric qAB, ∆S and
R are the Laplacian and Ricci scalar of S, respectively, and ωµ := −qνµnρ∇ν`ρ.
The stability operator associated with the slice Σ is obtained by taking Xµ in the
direction of the normal Rµ of S within Σ. Making use of the freedom to scale the
operator by a constant to simplify further expressions, we consider
√
2Rµ = `µ − nµ , (2.22)
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The operators L(n) and LΣ are second order elliptic operators defined on the compact
manifold S and thus have a discrete spectrum. Furthermore, under the rescalings (2.10),
the expressions (2.21) and (2.23) transform such that the spectrum remains invariant
[59].
An important result in [7, 8] is that the invertibility of LΣ implies smoothness of
the time evolution. This is numerically discussed in [81–84]. In general, LΣ is not
self-adjoint due to the 2ωADA term. However, the principal eigenvalue Λ0, defined as
the eigenvalue with smallest real part, can be shown to be real. If it is positive, no
other eigenvalue can be zero and invertibility is guaranteed.
There is an interesting connection between the principal eigenvalue and the behavior
of a MOTS under small outward deformations. The following definition allows us to
state the precise result.
Definition 4 (Strictly Stably Outermost). Let S be a MOTS with normal Rµ in a
slice Σ. Then S is called strictly stably outermost if and only if there exists a non-
negative function ψ 6≡ 0 on S such that δψRΘ(`) ≥ 0 with at least one point satisfying
δψRΘ(`) > 0.
It is shown in [7] that a MOTS S is strictly stably outermost if and only if Λ0 > 0.
Furthermore, a strictly stably outermost MOTS S has a neighborhood U such that
no smooth surface S+ ⊂ U with Θ(`) ≥ 0 can enter the interior of S and no smooth
surface S− ⊂ U with Θ(`) ≤ 0 can enter the exterior of S.2
A useful simplification for the practical purpose of evaluating the spectrum numeri-
cally is the following. In axisymmetry, with the coordinates (θ, φ) on S introduced in




ψm(θ) eimφ . (2.24)
All φ derivatives occurring in L(X) can therefore be carried out analytically, reducing
the spectral problem to the following one-dimensional one:
L(X)m ψm =
(
LΣ + 2imωφ +m2qφφ
)
ψm . (2.25)
2To avoid pathological cases, one needs to add the condition that there must exist a smooth
deformation of S → S+ (or S → S−) completely contained in U .
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No summation over m is implied here. Instead, we solve the spectral problem for a
fixed integer m and repeat this procedure for various values of m.
All configurations considered in this thesis will be axisymmetric and with no angular
momentum. In these cases, it is possible to scale the null normal `µ such that ωA


















Note that due to ωA = 0 in this case, the effective one-dimensional problem (2.25)
depends onm only viam2, resulting in a ±m degeneracy form 6= 0. With the spectrum
being real, we will label the eigenvalues Λ by two integers via Λl,m, where we shall call
m the angular mode fixed in Eq. (2.25). The number l is then assigned to the resulting
set of values in ascending order
l = |m|, |m|+ 1, |m|+ 2, . . . , (2.28)
which leads to a labeling of eigenvalues consistent with those we find for a round
sphere.
To see this, we will now determine the spectrum of a round sphere S with negligible
contributions of the |σ|2 term. This can later be compared with the spectra we find
on actual MOTSs especially for the case when they approach or originate from such a
state. For a round sphere of radius R, the Ricci scalar is just R = 2/R2. This is also
the value of R for a Schwarzschild horizon of areal radius R =
√
A/4π, where A is the
surface area of a cross section of the horizon. The spectrum of the stability operators
is then given by the spectrum of the Laplacian on the sphere, shifted by the constant




(1 + l(l + 1)) , (2.29)
where (l,m) label the eigenvalues and run through l = 0, 1, . . . and m = −l, . . . , l,
respectively. Thus, the eigenvalue l is (2l + 1)-fold degenerate.
3From [60, eq. (4)], we know that we can always scale the null normals `µ and nµ such that ωA is
divergence free. After this rescaling, ωA is related to the angular momentum [63] and will be zero in
all cases considered here.
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2.5 The Penrose Inequality in a Black Hole Merger
One possible application of the quasilocal horizon framework concerns one of the open
problems of mathematical relativity, namely the Penrose inequality [78]. See also [70]
for a general review.
This inequality reads
A ≤ 16πM2 (2.30)
and it bounds a “suitable” surface A of a section of a black hole with a Cauchy slice
Σ by the Arnowitt Deser Misner (ADM) mass of the spacetime. Different choices for
this surface can be considered, with A = Amin being the most promising candidate
for a general proof. Here Amin is defined as the infimum of the areas of all surfaces
enclosing the apparent horizon in Σ. In the original argument of Penrose, a fundamental
assumption is the weak cosmic censorship conjecture, which states that all singularities
are hidden from observers at infinity by an event horizon. It was since the goal to
prove this inequality without cosmic censorship.
For the case that Σ is time symmetric, i. e. its extrinsic curvature vanishes, and the
dominant energy condition is satisfied, the inequality was proven for A being the area
of the apparent horizon itself. This version of the inequality is called the Riemannian
Penrose inequality and the proof of Huisken and Ilmanen [55] for the case that the
horizon has one component was later followed by Bray [34] for the case of multiple
components.
A result due to Ben-Dov [22] showed by an explicit counter example that without
time symmetry, (2.30) cannot be proven for A being the apparent horizon area.
However, instead of general apparent horizons, consider now leaves of future spacelike
dynamical horizons H. For this case, Ashtekar and Krishnan suggest in [18] that
the monotonicity of the area evolution along H may help proving a version of this
inequality. An important ingredient is the fact that if the final state of H is an isolated
horizon extending to timelike infinity i+, then the horizon mass will tend to the
asymptotic value of the Bondi mass, provided that suitable regularity conditions hold
[11]. By the positivity of the energy flux through null infinity I + [28, 89], the Bondi
mass is bounded from above by the ADM mass, whence this suggested version of the
inequality is even stronger than the original one. Note that in this argument, no use is
made of the event horizon and of weak cosmic censorship.
The question relevant for the present work is now whether this suggestion is applicable
for the case of a binary black hole merger. Provided the final common horizon becomes
an isolated horizon and does extend to i+, the above argument would apply to the initial
two separate horizons of the individual black holes and to the final common horizon,
but not directly in the very dynamic merger regime. For this, one needs to control
the area evolution across the merger. Our results [83, 84] may help at exactly this
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point, since we do find a connected history of the dynamical horizons numerically, see
Chapter 5. However, despite the powerful monotonicity results of Bousso & Engelhardt
[30, 31], the question cannot be settled completely. The results shown here in Chapter 5
and in [80] will demonstrate that the area is not fully monotonic across this history
due to certain properties of the involved horizons, which will be discussed in great
detail. Provided an understanding of this small “area anomaly” can be achieved, the





This chapter describes the new numerical algorithm which is able to accurately find
MOTSs even when they are highly distorted. Our method has first been described
in [82] with certain details discussed in [84]. The need for an extension of previous
methods rarely arises for the outermost MOTS in a given slice, as it is found in
practice to be “round” enough in the numerical coordinates to not present a problem
for common algorithms. However, in order to understand the geometry of the dynamical
horizons involved, and to resolve the merger of these horizons, we need to be able to
numerically track not only the outermost MOTSs, but also the inner horizons that
may form. These are seen to become highly distorted and cannot be tracked with the
usual methods for very long before they disappear, see e. g. [46, 75].
The technical reason for this is an ubiquitous assumption of how the MOTS S can
be represented numerically. Using a suitable reference point, S is usually described by
a horizon function h encoding the coordinate distance to this point. Surfaces that can
be represented this way are called “star-shaped” surfaces or “Strahlkörper”.
The advantage of this representation is that it solves the problem of numerically
computing the surface normal Ri in the slice and its derivatives appearing in the
expansion formula of Eq. (2.9). One uses the fact that the horizon S becomes the
zero-level set of the function
F := r − h , (3.1)
where r is the coordinate distance from the reference point and h the horizon function.
The normal is computed using si = DiF and then normalized Ri = si/
√
sjsj . Eq. (2.9)
then becomes an elliptic nonlinear partial differential equation for the horizon function
h. Algorithms based on this concept are hence often called elliptic-PDE finders.
Publicly available implementations are, for example, the often used AHFinderDirect
by Thornburg [94] or TGRapparentHorizon2D by Schnetter [91, 92].
The basic idea of the new algorithm presented here is to use a reference surface
instead of a reference point. This modifies the representation of the surface as well as
the definition of the function F in Eq. (3.1), but retains most of the other aspects of
these algorithms. In particular, the star-shaped version of the algorithm becomes the
special case of taking a round sphere as reference surface.
The details of this method are discussed in the remainder of this chapter. Starting
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with the new representation of surfaces in Sec. 3.1, the numerical implementation of
the nonlinear search using a pseudospectral method is described in Sec. 3.2. Up to
this point, the discussion is applicable to fully general cases without any symmetries.
Sec. 3.3 then concentrates on the axisymmetric case, which is the focus of the present
work, and presents several numerical techniques developed to enhance accuracy and aid
in situations of highly distorted MOTSs. Finally, Sec. 3.4 validates the new algorithm
using analytically solvable problems.
3.1 Representation of arbitrary smooth surfaces
In this section, we will introduce a representation of surfaces which removes the need to
assume the surfaces to be star shaped. In fact, the representation is general enough to,
at least in principle, represent any smooth immersion of a smooth surface of arbitrary
topology, although in practice we will limit ourselves to immersions of the 2-sphere S2.
The new idea naturally arises as generalization of the star-shaped parametrization
in terms of a horizon function h. This function maps S2, parametrized by, say, the two
angles θ and ϕ of the usual spherical coordinates, to the coordinate distance h(θ, ϕ)
between a reference point pref and a point p ∈ S on the represented surface S, i. e.
p = Φ−1
(
Φ(pref) + h(θ, ϕ) er
)
, (3.2)
where Φ : U ⊂ Σ→ V ⊂ R3 is a local chart of a slice Σ containing S with S ⊂ U and
er is the usual radial unit vector. The dependence of er on θ, ϕ is implied. Instead of
Φ(pref), we can, in fact, take any point xref ∈ R3 as reference point, even if xref /∈ V ,
provided that xref + her ∈ V .
We will henceforth assume that a particular chart Φ has been chosen and we will
call its component functions (the coordinates) in the common way xi = x1, x2, x3, so
that Φ(p) = xi(p) ei, where {e1, e2, e3} is the canonical basis of R3. Where convenient
and when no ambiguity can arise, we may also use the names x, y, z to refer to
x1, x2, x3, respectively. With such a chart fixed—as is common practice in the context
of numerical relativity—we can express (3.2) in the more familiar form
x(θ, ϕ) = xref + h(θ, ϕ) er , (3.3)
where x ∈ R3 now traces out the points of Φ(S), i. e. it represents S in coordinate
space. Following common practice, we will henceforth identify points and surfaces in
Σ with their coordinate representation. For example, we might state that the points x
of Eq. (3.3) are points on the surface S. Likewise, adding a displacement vector to a
point is always defined to take place in the coordinate space of the fixed chart Φ.
The generalization, which eliminates the assumption that S is star shaped, consists of
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} Figure 3.1: Visualization of the representation of a sur-
face S using a reference shape Sref.
letting the reference point xref become a function of θ, ϕ. More formally, let σref : S2 →
R3 be an immersion and let λA = λ1, λ2 be coordinates on S2 (e. g. the usual angles
θ, ϕ). We shall call Sref = σref(S2) the reference surface and σref a parametrization of
Sref. We now construct coordinates λ1, λ2, ξ in a neighborhood of Sref via
x(λ1, λ2, ξ) = σref(λ1, λ2) + ξ ν(λ1, λ2) , (3.4)
where ν is a fixed smooth nowhere vanishing vector field on the reference surface
Sref pointing in a direction transverse to Sref. Fig. 3.1 shows a visualization of this
construction. It is numerically both convenient and efficient to construct ν by taking
a field of normals (not necessarily normalized) in coordinate space.
We can now state how surfaces S are represented. Let h : S2 → R be a smooth
function. We then define
σ(λ1, λ2) = x(λ1, λ2, h(λ1, λ2)) = σref(λ1, λ2) + h(λ1, λ2) ν(λ1, λ2) . (3.5)
This way, the surface S = σ(S2) is written in terms of the coordinates (3.4) where we
have set ξ = h. As a consequence, S is, in coordinate space, the zero-level set of the
function
F (λ1, λ2, ξ) = ξ − h(λ1, λ2) . (3.6)
With this definition of F replacing the analog definition (3.1) in the previous star-
shaped methods, one can in principle return to these methods and employ the existing
numerical machinery to determine h.
Fig. 3.2 shows a simple example where the advantage of the reference-shape based
representation over the star-shaped representation is easily seen. Note that here the
reference shape Sref is not very well adapted to the geometry of the represented surface
S but still provides a clear advantage.
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Figure 3.2: Effect of a star-shaped parametrization (left) and a parametrization based on a reference
shape that is not a perfect sphere (right). The left panel shows a problematic accumulation of points
near the central region with accompanying loss of resolution further away. This is alleviated by taking
a suitable reference shape. In practice, the reference shape will be much closer to the target shape
than shown in this example. (Figure adapted from [82].)
3.2 Numerical Implementation
One additional mathematical ingredient is required for an actual numerical implemen-
tation of an algorithm based on this new parametrization. In order to evaluate the
surface normal Ri = si/
√
sjsj, we compute








where A = 1, 2. Below, we shall use ua, a = 1, 2, 3, to refer to the coordinates λ1, λ2, ξ.
Furthermore, we will use the abbreviations ua,i = ∂u
a
∂xi
, xi,a = ∂x
i
∂ua
and extend this to
higher derivatives in the obvious way.
On a first glance, it may seem as if (3.7) poses a problem since it involves derivatives
of the new reference-shape based coordinates ua with respect to the coordinates
xi, effectively requiring the inverse of the transformation (3.4). For fully general,
numerically given, reference shapes σref, it is nontrivial to find a highly accurate but
still fast enough method for evaluating this inverse transformation as it generally
involves numerical optimization. However, this problem can easily be avoided since the
Jacobian of a coordinate transformation is the inverse of the Jacobian of the inverse










In order to evaluate the expansion Θ(`) and its variational derivatives, the latter being
needed for the strategy introduced below, we will need derivatives ∂isj and ∂i∂jsk.
These can easily be obtained by differentiating (3.7). Higher derivatives of ua, which
occur in these expressions, are given by









,bc + ub,iuc,jkua,lxl,bc + ub,iuc,jua,klxl,bc + ub,iuc,jua,lud,kxl,bcd
]
. (3.10)
To find xi,a and the higher derivatives, first note that from Eq. (3.4) we immediately
get
xi,λA = (σiref),λA + ξ νi,λA , xi,ξ = νi . (3.11)
We hence have
xi,a = (σiref),a + ξ νi,a + δ0aνi , (3.12)
xi,ab = (σiref),ab + δ0aνi,b + δ0bνi,a + ξ νi,ab , (3.13)
xi,abc = (σiref),abc + δ0aνi,bc + δ0bνi,ca + δ0cνi,ab + ξ νi,abc , (3.14)
where, of course, we have (σref),3 = ν,3 = 0. At this point, we note that the numerical
representation of the reference surface σref must allow for highly accurate computation
of third and even fourth derivatives1 to evaluate (3.14).
3.2.1 Solving the nonlinear problem for the horizon function
With the reference-shape based parametrization of the surface S, the MOTS condition
Θ(`) = 0 translates to formally the same equation as in the case of a star-shaped








− tr(K) = 0 , (3.15)
where ‖s‖2 = hijsisj and




B = hij,i sj + hijsi,j + (ln
√
dethij),k sk . (3.17)
1Fourth derivatives of σref(λA) are needed for the third derivatives of the normal ν(λA), which
are computed from the tangents (i. e. the first derivatives of σref).
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Using (3.7) to define si, we see that (3.15) becomes a nonlinear partial differential
equation (PDE) for the horizon function h. There are multiple ways to numerically
solve such a nonlinear PDE. We chose to use a method based on the idea of a
standard Newton root search, extended to solving nonlinear differential equations via
the Newton-Kantorovich scheme as follows. See [32] for a discussion.
Let N be a nonlinear differential operator and u a solution of N (u) = 0. We will
start with some initial guess u(0) for u and let u(i) be the ith step in the search. Now,
let ∆(i) = u− u(i), so that we have u = u(i) + ∆(i). If the u(i) are sufficiently close to u,
we can expand N (u) around u(i) up to linear order, i. e.
0 = N (u(i) + ∆(i)) ≈ N (u(i)) +Nu∆(i) . (3.18)
Here, Nu is the variational derivative of N (u) acting as a linear operator on ∆(i) and
it is defined as
Nu∆ = lim
ε→0






N (u+ ε∆(i)) . (3.19)
A common and possibly more familiar notation for (3.19), which we shall use in some
instances, is Nu∆ = (δN )∆. We take (3.18) to approximate a step u(i) → u(i+1) by
solving the linear PDE
Nu∆(i) = −N (u(i)) (3.20)
for ∆(i) and define u(i+1) = u(i) + ∆(i). These steps are continued until a suitable
convergence criterion is satisfied.
In our case, the operator is the expansion Θ(`) taken as acting on the horizon
function h. Note that Θ(`) depends on h only ultralocally, i. e. evaluated at one point
of a surface S represented by h, it depends on h only through its value and partial
derivatives, not on values of h elsewhere. This immediately implies that (3.19) can
be obtained almost trivially by treating ζ1 := h, ζ2A := ∂Ah and ζ3AB := ∂A∂Bh as
independent variables of an ordinary function Θ(`)(ζ1, ζ2A, ζ3AB) and computing the
partial derivatives ∂ζ1Θ(`), ∂ζ2AΘ(`) and ∂ζ3ABΘ(`). The linear operator (3.19) is then,
with obvious notation, given by
(δΘ(`))∆(i) =
[




where summation over A and B is implied.
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3.2.2 Taking the linear steps
The individual Newton steps consist of solving
(δΘ(`))∆(i) = −Θ(`) (3.22)
for ∆(i) and then taking the step h(i+1) = h(i) + ∆(i). Note that the expansion Θ(`)
and its variation occurring in Eq. (3.22) depend on h(i) and its derivatives, so that
we solve a different problem in each step. These steps are repeated until a suitable
convergence criterion, to be detailed below, is met. We chose a pseudospectral method
to solve (3.22) numerically. This method is based on the idea that we represent the
solution u : Rd → R of a general uniquely solvable linear PDE,
Lu = f and boundary conditions , (3.23)




an Φn(x) . (3.24)
In one-dimensional problems (d = 1), we will call N the resolution of a particular
numerical solution. When inserting (3.24) into (3.23), the operator L acts only on the
basis functions, i. e. (3.23) is equivalent to
N∑
n=1
an LΦn(x) = f(x) . (3.25)
We now choose a set of N points in V , the so-called collocation points
xm ∈ V, m = 1, . . . , N, (3.26)
and demand that (3.25) holds at these points. The result is a set of N linear equations
for the N coefficients an,
La = f , (3.27)
where L is the matrix with elements Lmn := LΦn(xm), a is the vector of components
an and f has components fm := f(xm). Boundary conditions can be imposed by either
choosing the Φn to individually satisfy them or by replacing equations in (3.27). We
will be able to use the former strategy in our applications. With a suitable choice of a
basis Φn and collocation points xm and the correct boundary conditions imposed such
that (3.23) is uniquely solvable, the square matrix Lmn will have full rank. Efficient
numerical methods exist in many of the standard numerical libraries to solve for the an
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with high accuracy. Note that for common choices of basis sets Φn, the convergence of
uN in (3.24) will be exponential in general cases [32, 37], which means that for large N ,
we usually have |u(x)− uN(x)| ∼ O(b(N)e−rN), where b(N) varies more slowly with
N than the exponential. If the basis functions are of order 1, which will be the case for
the usual choices, then this implies that the coefficients an also decay exponentially.
As a first convergence test, it is therefore possible to simply inspect the decay of |an|.
In one dimension, the typical choices for bases include Fourier bases for periodic
problems without further symmetries, cosine or sine bases for periodic problems with
even or odd symmetry, respectively, w. r. t. reflections about x = 0, and Chebyshev
polynomials for general problems without symmetries. This exponential convergence
is thus retained when solving (3.23) using the pseudospectral method.
In general, convergence can be assessed in various ways. For the present case, we use
the fact that by (3.22), we obtain values of the expansion at the collocation points in
each step. Since a MOTS has Θ(`) = 0, we take the maximum of the magnitudes of these
values. If this lies below some tolerance, we define the solution to have converged at the
collocation points. This test checks for a solution of the nonlinear problem (3.15), i. e.
that the Newton steps have converged. However, it will not indicate convergence of the
solution in terms of the resolution N . Therefore, after convergence at the collocation
points has been achieved, we evaluate Θ(`) at a larger set of points lying between the
original collocation points. The solution has converged if these values also lie below
the set tolerance. Typical for numerical methods involving finite representations of real
values is the occurrence of a round-off plateau, indicated by no further reduction of
errors when increasing the resolution or taking further Newton steps. Further factors
limiting the accuracy we can attain occur when individual quantities used in computing
LΦn(xm) or f(xm) contain errors. In our case, the main source of such errors will
be the values of the metric components hij and the extrinsic curvature Kij as well
as their derivatives. When these are obtained from numerical relativity simulations,
their accuracy is often limited much more by the used evolution parameters than by
the limitations in floating point representation. Additional errors are introduced if
such quantities are known on a fixed set of grid points and need to be interpolated
to the exact coordinates they have to be evaluated at. Fortunately, the effect of all
these errors can easily be analyzed by (independently) varying the resolution of the
simulation as well as the resolution with which the MOTS finder operates. These error
analyses will be discussed together with the results for the time symmetric case in
Chapter 4 and for numerical simulations in Chapter 5.
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3.3 Considerations in axisymmetry
If we limit ourselves to axisymmetric problems, i. e. to slices Σ of spacetimes possessing
a one-parameter group of isometries χφ with orbits that are closed spacelike curves
contained within a slice, and also only consider axisymmetric MOTSs, then the MOTS
finding problem (3.15) becomes an ordinary differential equation (ODE) for the horizon
function h : S1 → R. The axisymmetry allows us to represent the reference surface
Sref via a curve γref in some coordinate plane. Without loss of generality, we shall
choose coordinates such that the symmetry axis is the z axis and we shall take γref
to lie in the x-z coordinate plane. The surface of revolution around the z axis then
defines Sref. The curve γref : [0, π]→ R2 starts at one pole γref(0) and ends at the other
pole γref(π), both lying on the z axis. For sufficient smoothness, we demand that the
tangents γ′ref(0) and γ′ref(π) are orthogonal to ∂z, i. e. to vectors pointing along the










We shall call Nref the resolution of the reference curve. The transverse vector field ν





where the differentiation of the sums in (3.28) can be done analytically. The horizon




an cos(nλ) , (3.30)
where we use cosines to account for the symmetries of h with respect to mirroring
across λ = 0 and λ = π. The curve γ : [0, π]→ R2 representing the MOTS S is thus
γ(λ) = γref(λ) + h(λ) ν(λ) . (3.31)
N shall be called the resolution of the curve γ representing the MOTS S. When no
ambiguity can arise, we will henceforth identify the curves γ and γref with the MOTS
S and the reference shape Sref, respectively.
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In a simulation scenario, where we are given slices (Σ, hij, Kij) of spacetime in close
succession, it is natural to track a horizon by using a MOTS we found in one slice as
reference surface in the next slice. But even in case of just initial data, a successful
strategy has been to locate a MOTS in a configuration where it can easily be found,
possibly even with a star-shaped ansatz, and then successively change the parameters
in small increments until the desired values are reached. In each step, we can use
the MOTS of the previous step as reference shape. We always start with h(λ) ≡ 0,
resulting in the previous MOTS becoming our initial guess for the nonlinear search.
To avoid a deep hierarchy in the shape definition (with multiple layers of reference
shapes being each in turn based on a reference shape, up to an almost undistorted
star-shaped initial shape), we numerically sample the x and z component functions
and represent these as finite sums as per (3.28).
However, one key observation was necessary for achieving accurate results, especially
in cases of highly distorted MOTSs: Consider a slice Σt1 containing a MOTS γ1 and
a neighboring slice Σt2 containing a MOTS γ2 close to γ1. Assume γ1 has already
been located by the MOTS finder. We now wish to use γ1 as reference surface γref
for locating γ2.2 When γref has a high resolution Nref, then the precise details of this
shape will not match the features of the MOTS γ2 we try to locate. One example is
a narrow almost crease-like neck which we found for the inner common MOTS (see
Chapter 5). Even if the location of this near-crease-like structure is offset only slightly
by the time step, all the details introduced by the high-frequency components (i. e.
the contributions of the axn and azn for large n) need to be compensated (and the new
structure be introduced) by the horizon function h of the MOTS γ2 we try to find.
Much higher accuracy could be obtained, and at a much lower resolution, when the
reference surface γref was artificially smoothed by limiting its resolution Nref to low
values, usually around 10 % of the original curve’s resolution, but no less than Nref = 5.
3.3.1 Reparametrization
Another equally important part of the numerical strategy is controlling the parametri-
zation of the reference shape γref. Take any smooth bijection s : [0, π]→ [0, π], where
s(0) = 0 to retain orientation, then γref ◦ s has the same image as γref and could, at
least conceptually, be taken equally well as reference shape. In practice, however, the
parametrization of γref has a large influence on the resolution N required to obtain
accurate results. One approach to fix the parametrization is that of constant speed in
coordinate space, i. e.
‖γ′ref‖2 = const , (3.32)
2This means we use the component functions of γ1 with respect to coordinates in Σt1 as component
functions of γref with respect to coordinates in Σt2 .
28
3.3 Considerations in axisymmetry
where ‖ · ‖2 is the Euclidean 2-norm of the coordinate values. However, it turned out
that a better choice is to “slow down” at places of high curvature in coordinate space.
Best results were achieved with the following algorithm for reparametrizing a reference
curve γref.
1. Compute a constant speed parametrized curve γ0 = γref ◦ s0, such that ‖γ′0‖2 =
const.
2. Take the function f(λ) = kABkAB|γ0(λ) and expand it into a series of cosines,
f(λ) ≈ ∑N0−1n=0 an cos(nλ). Here, kAB is the extrinsic curvature of the surface of
revolution embedded in coordinate space.
3. “Smoothen” f by artificially damping the coefficients via an → ane−βn, where
the smoothing factor β is set to β = 0.05. Let f smooth be the function constructed
from this new set of coefficients.
4. Compute a parametrized curve γ1, such that ‖γ′1‖2 ∝ 1/
√
f smooth and take γ1 as
the reparametrized reference curve.
Given a curve γ0 and any speed function v, how do we obtain a curve γ = γ0 ◦ s, such
that ‖γ′‖2 ∝ v? First, note that
‖γ′(λ)‖2 = s
′(λ) ‖γ′0(s(λ))‖2 , (3.33)
implying
s′ = α v(s)
‖γ′0(s)‖2
(3.34)
for some proportionality factor α, which is chosen such that s(π) = π. This is a
nonlinear ODE for the reparametrization function s. To solve (3.34) numerically, we
initially set α = 1. Starting now with s(0) = 0, we integrate (3.34) using a Runge-Kutta
integration method provided by the scipy.integrate.solve_ivp routine of the SciPy
Python library [98]. We stop the integrator when it reaches s = π. This will happen at
a parameter b and the result is a bijection s : [0, b]→ [0, π]. A simple linear rescaling
provides the reparametrization function λ 7→ s(λb/π) used to construct the new curve
γ.
Fig. 3.3 shows the effect of three different parametrizations. For the same MOTS,
we take the same initial reference curve and parametrize it in three different ways.
Afterwards, the MOTS finder is used to locate the precise MOTS in the given slice. In
this example, we use a fairly distorted inner common MOTS S of Brill-Lindquist initial
data, which is discussed in detail in Chapter 4. The three panels on the left show S and
a visual indication of the parametrization using a set of equidistant points in the curve
parameter λ. The panels on the right show the magnitudes of the coefficients needed
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Figure 3.3: Comparison of different reparametrization strategies. The left panel in each row shows
the coordinate representation of a MOTS together with 100 points distributed according to the
parametrization of the curve, i. e. the points lie equidistant in the curve parameter λ. The respective
right panels show the magnitudes of the coefficients an used to represent the horizon function h via
Eq. (3.30). The point at which these reach the round-off plateau is an indication of the resolution
required for convergence. See text for details.
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for representing the horizon function h. Note that for easier comparison, the number of
points shown on the left is always set to 100. We follow the strategy explained above
and track S through a series of initial data, starting with a case where S is star-shaped
and easy to locate. The reference shape Sref is then the MOTS of the previous step.
The top panel of Fig. 3.3 shows a case with no reparametrization performed. The
resulting parametrization is “inherited” from the first MOTS located with points
equally distributed in the angle θ in coordinate space. As a result, the horizon function
h requires a resolution of about N ≈ 7000 basis functions to produce an accurate
representation of the MOTS. With a constant speed parametrization using Eq. (3.32),
the middle panel shows that the resolution required for convergent results drops by
about one order of magnitude to N ≈ 800. The curvature-based parametrization shown
in the bottom panel reduces this resolution further and produces the numerically most
efficient and accurate result with a resolution of N ≈ 250.
3.3.2 Bispherical Coordinates
The numerical difficulty of finding the various MOTSs is strongly dependent on how
distorted their coordinate shapes are. For all but the most extreme cases, the methods
introduced thus far are sufficient to converge to the floating point round-off plateau or
the respective accuracy limits imposed by the numerical data. We encountered these
extreme cases solely with the inner common MOTSs consisting of two near-spherical
portions smoothly connected by a very narrow neck-like part. See Chapter 5 for details
on the geometry of this MOTS. There exists a choice of coordinates, the bipolar
coordinates (u1, u2), which are well suited for such kinds of problems. They possess
two foci located at x = 0 and z = c± a and are implicitly defined by
x = a sin u1cosh u2 − cosu1
, z = c+ a sinh u2cosh u2 − cosu1
. (3.35)
Representing the reference shape γref using component functions for the (u1, u2)
coordinates instead of the (x, z) coordinates leads to a much less distorted shape. This
is shown in Fig. 3.4, where three cases of different degrees of distortion are shown with
corresponding choices of the constants c and a.
Applying additionally the reparametrization strategy of Sec. 3.3.1 in the (u1, u2)
coordinate space equipped with a fictitious flat metric, results in both, higher accuracy
as well as lower required resolution N . An example demonstrating the effect of these
coordinates is shown in Fig. 3.5.
The parameters c and a used in Eq. (3.35) are numerically optimized. The precise
strategy utilizes multiple of the MOTSs available in each Cauchy slice of an evolution.
The following description will therefore refer to a particular aspect, which is presented
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Figure 3.4: Effect of using bipolar coordinates to represent highly distorted surfaces. The three
columns show a particular MOTS, Sinner, at three different times of a simulation, with the right-most
column showing a case with self-intersections. Details of the physical interpretation can be found in
Chapter 5. The top panels show the MOTSs in the numerical coordinates as well as lines of constant
u1, u2. The bottom panels contain the representation in the bipolar coordinates (here limited to the
part of positive x values). Note that the constants c and a of Eq. (3.35) are numerically optimized to
minimize distortions in the u1,2 coordinate plane. The results of this optimization read in the left
panel c ≈ 0.07M, a ≈ 0.59M, in the middle panel c ≈ −0.0007M, a ≈ 0.016M, in the right panel
c ≈ −0.05M, a ≈ 0.033M. (Figure adapted from [84].)
and interpreted in much greater detail in Chapter 5. For the present description, it
suffices to know that in the slices considered here, we have two MOTSs S1, S2 with
relatively low distortions. These are accompanied by a common highly distorted MOTS
Sinner which encloses S1,2 from the outside or inside. The outermost MOTS Souter will
be unimportant here. We now choose c to lie in the coordinate center between the
facing points of S1 and S2 on the symmetry axis. The value of a is optimized after Sinner
is found in one slice and this optimal value is used for constructing the coordinates
(3.35) when finding Sinner in the next slice.
The optimization itself is carried out as follows. We first represent the curve defining
Sinner using coordinate functions u1(λ) and u2(λ) chosen to be truncated series of sines
and cosines, respectively. This choice correctly captures the reflection symmetry of
the shapes across the symmetry axis in the x-z coordinate plane. We truncate these
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Figure 3.5: The effect of applying the curvature based reparametrization described in Sec. 3.3.1
in the numerical x, y, z coordinate space (top) or the bipolar u1, u2 coordinate space (bottom). To
visualize the resulting parametrization, both cases show 100 points equidistant in the curve parameter
λ. Both cases show the same MOTS, Sinner, at a simulation time t = 5.5M where the distortions
are very high (see Chapter 5 for details). The left panels show an overview and the upper and lower
panels on the right show a close-up near the “neck” where the curvature is highest, and the coefficients
of the horizon function required for a converging solution, respectively. Notice how the case on the
bottom using bipolar coordinates requires only a fraction of the resolution of the top case without
bipolar coordinates. The reason is the extremely high curvature at the “neck”, which is resolved much
better in the bottom case.
series slightly earlier than required for a faithful representation. As a consequence, the
residual expansion will be larger than the round-off plateau. Varying a, this process
is repeated until a local minimum of the residual expansion is found, indicating a
suitable value of a. Assuming the optimal parameter varies slowly with simulation
time, this value is then used in the next time step.
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3.4 Validation
With a new MOTS finder code in place, it is important to assess its performance both
in terms of correctness and accuracy. The first test verifies the most important aspect,
namely the correct calculation of the expansion of the outgoing null rays on a surface.
Since our convergence checks are based on computing this quantity, it is crucial that
its evaluation yields correct and highly accurate results. This test uses a slice of the
Schwarzschild spacetime in isotropic coordinates. The 3-metric is given by hij = ψ4δij ,
where δij is the flat 3-metric and
ψ(r) = 1 + M2r . (3.36)














2r r −M/2(r +M/2)3 . (3.37)
We construct different surfaces Sr of constant r coordinate using the new reference
shape based parametrization. For r 6= M/2 these will not be MOTSs, but they are
surfaces of constant expansion Θ(`). The expansion on these surfaces computed using
the numerical methods implemented in our code are then compared with the analytical
value given by Eq. (3.37). Fig. 3.6 shows that the numerical calculation matches with
the analytical one on the order of 10−15, i. e. close to the floating point limit.
The second test evaluates the MOTS finder itself and uses a much more general
configuration. In order to have a non-time-symmetric slice and hence non-vanishing
extrinsic curvature, we take the Schwarzschild spacetime in Kerr-Schild coordinates
Figure 3.6: Accuracy of the numerical code to com-
pute the expansion. We calculate the expansion Θ(`)
at a point of an r = const surface in a slice of the
Schwarzschild spacetime in isotropic coordinates and
compare it with the exact value of Eq. (3.37). For
each value of r, we use a sphere of radius r/2 as








































Here, δij is again the flat 3-metric and (x1, x2, x3) = (x, y, z) the Cartesian coordinates
for which δij becomes the Kronecker delta, and r2 = x2 + y2 + z2. The notion of a
MOTS being star-shaped is bound to the chosen coordinates. We can hence perform a
coordinate transformation to make it non-star-shaped. The transformation used here
is z̄ = z and
x̄ = x
(
1− βcosh((z − z0)/γ)
)
, (3.40)
where z0, β, γ are constants. Using the transformation (3.40), the metric hij and
extrinsic curvature Kij are sampled on grids of various resolutions and the MOTS
finder is used to locate the apparent horizon S. The exact location of S is at r = 2M ,
whence we can compare the numerically generated result with the exact one. Fig. 3.7
shows in the left panel the exact form of S in the transformed coordinates and the



















‖S − Sexact‖∞ /M
Figure 3.7: Horizon S in a slice of the Schwarzschild spacetime in Kerr-Schild coordinates (3.38)
transformed using Eq. (3.40). The left panel shows the exact shape S as well as the reference shape
Sref used to numerically locate S. We sample the slice data on an equidistant grid in the (x̄, z̄)
coordinates to test the full pipeline of finding MOTSs in numerical simulations. Varying the grid
spacing ∆x, the right panel shows that both, the numerically computed area A of S as well as its
coordinate shape converge to the exact results as the grid resolution 1/∆x is increased. (Figure
adapted from [84].)
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reference surface Sref used also as initial guess for the finder. The right panel shows
that we do find the horizon with high accuracy by plotting the errors of two different
quantities as function of the grid resolution. The first is the area A of the numerically
found surface. The second shows the maximum coordinate distance of the found shape
to the exact shape. Both quantities clearly decay for higher resolutions demonstrating
the high accuracy of our finder.
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Results for Initial Data
One of the great practical advantages of the quasilocal horizon formalism is the fact
that the basic building blocks, the MOTSs, can be located using data on a Cauchy
slice Σ ⊂ M without knowledge of the surrounding spacetime. Even though some
exact black-hole solutions to the Einstein field equations are known, there is a much
larger variety of solutions providing data only on such a slice. In a numerical context,
these can e. g. be used as initial data for a simulation. One of the simplest of these
solutions is due to Brill and Lindquist [35], which provides a closed-form expression for
a slice containing an arbitrary number of black holes at a moment of time symmetry.
This class of solutions will be discussed in Sec. 4.1.
From a numerical perspective, these solutions are very fast and accurate to compute
and thus open the unique opportunity to analyze horizons in a large number of
configurations. Among these are configurations containing highly distorted MOTSs
useful for benchmarking a horizon finder. However, the interest in these configurations
extends beyond having an efficient numerical test bench. In fact, the number of horizons
we can locate varies across the parameter space of even a simple two-black-hole Brill-
Lindquist configuration. By approaching the points where horizons “disappear”, we
can gain insights not only into the performance of the numerical algorithm, but also
into the connection between the MOTS stability operator and their existence. Many
of the results discussed here are published in [82].
4.1 Brill-Lindquist initial data
Let Σ be an orientable sufficiently smooth 3-manifold and hij a Riemannian metric
on Σ. Furthermore, let Kij be a symmetric tensor field. Provided that the constraint
equations
R +K2 −KijKij = 16π TijT iT j , (4.1)
DjK
j




are satisfied, the initial value formulation of general relativity tells us that we can, at
least locally, construct a spacetime satisfying the Einstein field equations by evolving
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hij and Kij using evolution equations. See also [21, 44]. In Eq. (4.1), R is the Ricci
scalar of Σ, Di the covariant derivative compatible with hij , and K := Kii is the trace
of Kij. Tij is the stress energy tensor and T i defines a direction normal to Σ. The
constructed spacetime will contain Σ as a Cauchy slice with induced metric hij and
extrinsic curvature Kij.
This is the predominant strategy to find spacetimes satisfying Einstein’s field
equations: We prescribe some initial data describing a physical situation of interest
and then use numerical simulations to obtain a part of the corresponding spacetime.
Interestingly, by making several simplifying choices, we can still obtain a great variety
of black hole initial data. First, we choose our slice Σ to be time symmetric, which
means that the extrinsic curvature Kij vanishes identically on Σ. Next, we choose the
3-metric hij to be conformally flat,
hij = ψ4 δij , (4.3)
where ψ is the conformal factor and δij the flat metric. The constraints then turn into
a Laplace equation for ψ, i. e.
∆δψ = 0 , (4.4)
where ∆δ is the flat Laplacian, and we demand ψ → 1 for ‖x‖ → ∞ to obtain an
asymptotically flat solution. The possible solutions then depend on the topology we
choose for Σ. For Σ = R3 \ {xi : i = 1, . . . , n}, we obtain






where ai ∈ R are constants and xi ∈ R3 are the coordinate values of the n punctures
of Σ. This metric was described by Brill and Lindquist in 1963 [35] and represents a
configuration of n non-spinning black holes at a moment of rest. In fact, this solution
has n+ 1 asymptotically flat ends; one for ‖x‖ → ∞ and one each for x→ xi. Their




2ai for ‖x‖ → ∞ , (4.6)






 for x→ xi , (4.7)
where M is associated with the total mass of Σ.
It is common to define mi := 2ai and call mi the “bare masses”. This is motivated
by the case when the xi are far apart in coordinates, whence the ADM masses of the
38
4.2 The MOTS structure in Brill-Lindquist data
asymptotic ends converge to the mi for infinite separation. However, it is important
to note that in the general case, the mi are not the ADM masses of the n black holes.
Nevertheless, M = ∑imi always holds exactly.
4.2 The MOTS structure in Brill-Lindquist data
Despite the simplicity of the Brill-Lindquist solution, there can be a rich MOTS
structure. As an example, Fig. 4.1 shows the MOTSs found for n = 3 black holes located
very close together on the z axis. The left panel shows a 3-dimensional visualization
of the surfaces, while the right panel only shows the sections through the x-z plane.
Due to the axisymmetry, the full information of the MOTSs is contained in the curves
shown in the right panel. Therefore, we will henceforth represent axisymmetric MOTSs
by curves in the x-z plane. In the depicted setting, we see three individual horizons
(dashed red lines in the right panel) as well as various common MOTSs enclosing two
or three of the individual horizons. The outermost MOTS, i. e. the apparent horizon,
encloses all other MOTSs in this configuration.









Figure 4.1: MOTSs found in Brill-Lindquist data for n = 3 black holes with bare masses m1 = 0.5,
m2 = 0.2, m3 = 0.3 and punctures located at z1 = −0.45, z2 = −0.1 and z3 = 0.12. The total ADM
mass is M = 1. The left panel shows a 3-dimensional visualization of the 9 MOTSs found in this
setting, while the right panel shows only the sections in the x-z plane.
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with n = 2 black holes, i. e.
hij dx





(dx2 + dy2 + dz2) , (4.8)
where ri := ‖x− xi‖ and x1,2 = (0, 0,±d/2). These configurations are axisymmetric
with the two black holes placed on the z axis. To parametrize this family of initial
data, we use the bare mass ratio q = m2/m1 ≥ 1, with M = m1 + m2 = 1, and the
distance parameter d.
4.2.1 Results for mass ratio 1:4
The general behavior we find when modifying the distance parameter d has certain
similarities to what one expects for a simulation of a head-on collision of two non-
spinning black holes. For example, for large d there are only two separate individual
MOTSs, while common horizons form as d is decreased. However, this correspondence
is qualitative only and no quantitative conclusions can be drawn which would apply
to time evolutions. For example, reducing d keeps the ADM mass of the slice constant,
while by Eq. (4.7) the individual ADM masses M (i) tend to infinity as d→ 0.
In this section, we first focus on the case of a bare mass ratio q = 4. This has
been studied previously by Mösta et al. [75] and since our new numerical algorithm
is able to locate even highly distorted MOTSs, we will be able to extend the results
presented in Fig. 2 of [75]. The MOTSs we find for various values of d are depicted in
Fig. 4.2. For large d, there is no common horizon and the two black holes are seen
to be separate, each having their own individual MOTS S1 and S2. When d becomes
smaller than some q-dependent value dbifurcate, two common horizons exist, an outer
one, Souter, and an inner one, Sinner. For d → dbifurcate, Sinner and Souter are found to
coincide, while for decreasing d, Souter loses its distortions while Sinner becomes highly
distorted as is visible in Fig. 4.3.
For values of d below some value dvanish < dbifurcate, we are not able to locate Sinner
numerically, although we continue to locate the three remaining horizons. Reducing d
further by a small amount, we reach a case when also S2 cannot be found. One might
ask whether this is due to numerical issues preventing Sinner and S2 from being located
successfully, or whether the horizons are actually not present in these configurations.
We will return to this question in much greater detail in Sec. 4.3 but it already seems
clear from the shape visible in Fig. 4.3 that at least for S2, distortions cannot be
responsible for the failure of locating it.
In summary, for q = 4, the behavior when d decreases is as follows:
• For large d, only S1 and S2 are found.
• At d ≈ 0.6987, the two common horizons Souter and Sinner form.
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d = 1.0 S1S2
(a) At d = 1, common MOTSs have not yet











(b) Here, two common MOTSs Souter and Sinner






















(d) As d is reduced further, Souter becomes less
distorted while Sinner is increasingly distorted.
Figure 4.2: MOTSs in Brill-Lindquist initial data for a bare mass ratio of q = 4 and various values
of the distance parameter d. (Figure adapted from [82].)
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• For d . 0.6987, Souter becomes less distorted while Sinner becomes increasingly
distorted.
• For d . 0.1660, Sinner ceases to be located by our MOTS finder.
• For d . 0.1646, S2 is no longer found, leaving only Souter and S1 for smaller d.
Before continuing the discussion of physical and geometric properties of the MOTSs
presented above, we shall point out that our new numerical algorithm is able to
produce highly accurate results, even in the very distorted cases. Fig. 4.4 shows a
quantity we monitor in order to asses convergence, i. e. the residual expansion ‖Θ(`)‖∞,
which is the maximum violation of the MOTS condition along S. In order to get a
conservative estimate of ‖Θ(`)‖∞, we evaluate Θ(`) at a large number of “measuring”
points along the curve representing S. Recall that we use a pseudospectral method to
perform the linear steps, which eventually converge to Θ(`) vanishing. By construction,
the expansion will vanish only on the chosen set of collocation points. The number
of collocation points is referred to here as the resolution of the curve. Choosing too
small a resolution may lead to a large residual expansion between these collocation
points. Hence, the number of measuring points is chosen to be at least a factor of
2 larger than the resolution of the curve, and the points are placed to not coincide
with the collocation points. The log-linear plots in Fig. 4.4 clearly show exponentially
decaying residual expansion as the pseudospectral resolution N is increased, with a


















Figure 4.3: MOTSs at the smallest value of d for which Sinner could still be found. The left panel
shows an overview and the right panel a close-up at the “neck” of Sinner. (Figure adapted from [82].)
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N
Sinner
Figure 4.4: Residual expansion com-
puted using increasing pseudospectral
resolution N of the MOTS represen-
tation. The initially nearly linear de-
cay in this log-linear plot indicates
exponential decay of the error until
the round-off plateau is reached. Note
that for each resolution N , the full
nonlinear search is repeated. The four
MOTSs are found using the configu-
ration of Fig. 4.2(d). (Figure adapted
from [82].)
One notable feature in Fig. 4.3 is the fact that S2 becomes deformed, seemingly
avoiding S1. This can be understood as an effect of keeping the condition of time
symmetry. In time symmetric initial data, the MOTS condition Θ(`) = 0 coincides
with that of Θ(n) = 0 and is the condition for a minimal surface. As argued in [75], two
minimal surfaces sharing a common tangent must coincide by the maximum principle
for elliptic operators. This implies that in axisymmetric configurations, MOTSs cannot
touch on the z axis, which is consistent with the shapes we find.
One valid concern at this point could be that distortions of MOTSs are here discussed
in terms of their shape in the x-z coordinate plane. We will therefore now present
coordinate independent measures of curvature, namely the intrinsic Ricci scalar R of
the MOTSs. This is shown in Fig. 4.5 for all four horizons for various values of d. From
the top two panels, we see that Souter and Sinner have very similar scalar curvatures
for d close to dbifurcate. However, as d is reduced, we see that R becomes essentially
constant along Souter, while for Sinner it develops regions of high negative values around
the points of highest distortion in coordinate shape. Note that the plot of R for Sinner
does not show the value at the extremum in order to better visualize the remaining
behavior. The dependence of the extremal value on d will be discussed together with
other mass ratios in Sec. 4.2.2. Interestingly, for very small d close to dvanish, the
Ricci scalar has a second region with negative values (albeit less pronounced), which
seems to correspond with a similar region of S2. Furthermore, while S1 has an almost
constant Ricci scalar which decreases as d→ 0, we find stronger variations in S2, again
matching the expectation from the coordinate shapes.
4.2.2 Considering other mass ratios
The results in this section contain various geometric quantities for the bare mass ratios
q = 1, 1.5, 2, 3, 4, 5. We will present the dependency on the distance parameter d, while
keeping the ADM mass of the slice at M = 1 as before.
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(a) As d decreases to 0, R becomes constant
along Souter. Note that close to where it forms,















(b) R coincides with that of (a) for d close to
dbifurcate. Distortions increase dramatically














(c) The smaller MOTS has nearly constant R
for all d with the value decreasing despite the













(d) Almost constant for large d, the Ricci scalar
starts to vary considerably towards the point
where S2 cannot be found anymore.
Figure 4.5: Ricci scalar along the four MOTSs as function of the invariant angle θ introduced in
Sec. 2.3.





where dA denotes the surface element on S. In terms of coordinates (θ, ϕ) on S, where
cos θ = ζ refers to the invariant angular coordinate introduced in Sec. 2.3, this reduces





det qAB dθ . (4.10)
Fig. 4.6 shows the numerically computed areas for the different mass ratios as function
44
4.2 The MOTS structure in Brill-Lindquist data


















(a) The area of the apparent horizon Souter
approaches 16πM2 for all mass ratios. The
increase is faster for more unequal masses.

















(b) The area of Sinner increases for decreasing d
until it can no longer be found. The increase is
slower for more unequal masses.


















(c) S1 has the largest area increase as d→ 0
(note the logarithmic y axis). For d→∞, it has
smaller area for higher mass ratios.

















(d) The area of S2 is larger for higher mass
ratios as d→∞.
Figure 4.6: Areas of the four MOTSs as function of d for various mass ratios. (Figure adapted from
[82].)
of d. Note that as d→ 0, the initial data becomes a slice of the Schwarzschild spacetime
in isotropic coordinates with an ADM mass of M = m1 +m2 = 1. The horizon mass




and must hence tend to this value, i. e. Aouter → 16πM2 ≈ 50.265. This can indeed be
seen in the upper-left panel of Fig. 4.6 for all mass ratios considered.
A similar argument can be made for S1 and S2. In this case, they can be modeled
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(a) For d→ 0, we have R → 1/(2M2irr),
consistent with the results here.

















(b) This complements Fig. 4.5(b) and shows
that the extremum takes on large values near
the point where Sinner vanishes.


















(c) The maximum of |R| for S1 vanishes as
d→ 0, consistent with S1 moving towards the
puncture (i. e. an asymptotically flat end).


















(d) For q = 1, this is the same as in (c). The
discontinuous slope in the other cases is due to
jumps of the point where the maximum is
attained.
Figure 4.7: Maximum magnitude of the Ricci scalar R of the four MOTSs as function of d. (Figure
adapted from [82].)
as isolated Schwarzschild black holes in the limit d → ∞. Here, the separate ADM
masses depend on the mass ratio q via M (1) → 1/(1 + q) and M (2) → q/(1 + q).
For large d, we hence expect A1 → 16π/(1 + q)2, i. e. the area decreases with q, and
A2 → 16πq2/(1+q)2, where the area increases with q. Finally, no such simple argument
exists for the area of Sinner, which is seen to rapidly increase as d is reduced. At dbifurcate,
the two MOTSs Souter and Sinner coincide and have the same area. At any smaller d
where Sinner could be located, its area is larger than that of any of the other MOTSs.
The next quantity is depicted in Fig. 4.7 and it shows the maximum absolute
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Figure 4.8: Behavior of the ratio r/d as d →
0, where r is the coordinate distance of S1 to
the puncture. Values asymptoting to a constant
< 1 mean that S1 cannot intersect the other
puncture (at x2, cf. Eq. (4.8)). This constant is
smaller for larger mass ratios. (Figure adapted
from [82].)
value of the Ricci scalar along the four surfaces S. For Sinner, this complements the
top-right panel of Fig. 4.5, which did not show the extremal value. As above, the four
panels belong to the four horizons and the different curves represent the various mass
ratios, with the x axis representing the distance parameter. The maximum ‖R‖∞
is found by first sampling |R| on a large number of points and then performing a
numerical maximum search starting from the point of largest |R|. Consistency with
the theoretical prediction for Souter can again be observed. To see this, consider the
limiting case d = 0, where Souter is the horizon of a Schwarzschild black hole and is
geometrically a “round” sphere with constant Ricci scalar R = 2/R2, where R is the
area radius defined by R =
√
A/4π = 2Mirr. As a result, the top-left panel of Fig. 4.7
is consistent with R converging to 1/2 as d→ 0.
Note that for Sinner and S2, the curves extend to the smallest value of d for which
the respective MOTS could be located numerically. For Sinner, this is a point of very
large variation compared with the behavior for other values of d. Accordingly, the end
points, i. e. the maximal values of ‖R‖∞, are therefore not accurate enough to allow
interpretation. The maximum of |R| for small d is actually a global minimum where
R  0 (compare the top-right panel of Fig. 4.5).
The Ricci scalar of the smaller horizon S1 becomes small as d → 0. Recall from
Fig. 4.6 that in this limit, the area of S1 is rapidly increasing. This is compatible
with the interpretation that S1 is “moving” across the Einstein-Rosen bride into the
asymptotically flat end of the x1 puncture. To further analyze this idea, Fig. 4.8
shows the ratio of the coordinate radius r of S1 at the south pole to d. The proper
distance from the horizon to the puncture is, of course, infinite, which is why we
show the coordinate radius. This still allows for a geometric interpretation: For the
mass ratios considered here, r/d asymptotes to a value less than 1. This means that,
asymptotically, S1 cannot intersect the puncture at x2 as d→ 0.
We have found no deeper insight into the behavior of ‖R‖∞ of S2, which, in the
bottom-right panel of Fig. 4.7, shows local minima and maxima as d is varied. Note
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that the discontinuous slopes of the curves are due to showing the global maximum of
|R|, the location of which can jump along the surface.
4.3 The “vanishing” of MOTSs
An aspect that was briefly mentioned in the previous section, but is in fact central
to the understanding of the behavior of marginal surfaces, is that they appear and
disappear in our numerical analysis. Above, we showed how we were unable to locate
Sinner and S2 at different values of the distance parameter d. For reference, we find for
a mass ratio of q = 4
• Souter is found for 0 ≤ d . dbifurcate ≈ 0.6987,
• Sinner is found for d innervanish ≈ 0.1660 . d . dbifurcate,
• S1 is found for 0 < d,
• S2 is found for d(2)vanish ≈ 0.1646 < d.
The same holds for the other mass ratios with slightly different numerical values.
The vanishing of Souter and Sinner for d ≥ dbifurcate can be understood as the horizons
coinciding in the limit d→ dbifurcate at which point they “annihilate”.
The lower limits of d are more interesting. It is true that Sinner is numerically
more difficult to represent than S2. This poses the question of whether the difference
∆d := d innervanish − d
(2)
vanish ≈ 0.0014 of the values of d at which we fail to locate them is
due to numerical issues alone. This section will focus on this question and show that
there is strong numerical evidence against such a numerical cause. The key here will
be the analysis of the MOTS stability operator. However, even if numerical issues were
to blame for ∆d not vanishing, they cannot immediately explain the disappearance of
S2, which shows no sign of becoming numerically difficult to locate.
Before turning to the stability operator, we shall first collect other indicators making
an actual vanishing of Sinner and S2 plausible. First, from Figs. 4.2 and 4.3, one could
naively assume that Sinner might merge with or touch one or both of the individual
horizons. As argued previously and proven in [75], this would necessitate Sinner to
cease to exist separately. In order to examine this possibility, we compute the proper
distance of the intersections of S1,2 with the symmetry axis to the intersections of
Sinner with this axis. In particular, we measure the distance of the “south poles” of
Sinner and S2 and the “north poles” of Sinner and S1. Fig. 4.9 shows the former of these
quantities and it is clear that no such merger happens. Instead, an interesting increase
of this distance measure is seen to occur just before Sinner vanishes. The sudden change
of behavior may be taken as a first hint that we approach a critical value of d.
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Figure 4.9: Proper distance of S2 and Sinner
computed as proper length of the geodesic con-
necting the south pole of S2 with the south pole
of Sinner along the z axis. As d is reduced, this
distance initially decreases. However, shortly
before Sinner vanishes the distance increases
rapidly, showing that the two MOTSs do not
merge. The case of equal masses behaves quali-
tatively different and no increase of separation
can be observed for as long as Sinner could be
tracked. (Figure adapted from [82].)
From Sec. 2.4 and in particular Definition 4 and the connection with the stability
operator, we know that deformations of a MOTS S within the spatial slice Σ of a
foliation are related to local existence of the dynamical horizon in that slicing. A
particular class of such deformations takes a MOTS with Θ(`) = 0 into a surface
of constant expansion Θ(`) = const 6= 0. Fig. 4.10 shows such surfaces of constant
expansion close to Souter and Sinner. As expected, there are untrapped surfaces in a
neighborhood of Souter, which lie completely outside, and trapped surfaces on the
inside. This is the barrier property of Souter discussed in Sec. 2.4 and an indication
that it is stable. On the other hand, all surfaces of constant expansion we find close
to Sinner intersect Sinner and lie partially outside and partially inside—an indication
that Sinner is unstable, since it is not a barrier. S1 and S2 behave just like Souter in this
respect.
Note that Fig. 4.10 shows a case of d = 0.65, far from the critical values of d where
horizons disappear. It turns out that for Sinner and S2, there is an upper limit cmax for
the expansion for which surfaces of constant expansion can be located.
To understand this, first note that there may be many surfaces satisfying Θ(`) = c
in a spatial slice Σ, just like there are multiple MOTSs. Our numerical method for
locating MOTSs and surfaces of constant expansion is naturally suited to find surfaces
in a neighborhood of another surface, by using this other surface as an initial guess. If
it is close enough to one of the solutions, the nonlinear search will quickly locate this
surface. This enables us to look for surfaces of constant expansion in the neighborhood
of a particular MOTS. We then gradually increase or decrease the value of c and use
the previously found surface as initial guess. Suppose now Sc is a surface of constant
expansion c in a neighborhood of Sinner. Using this as starting point for locating a
surface with constant expansion c+ ∆c succeeds if ∆c is small enough. These “steps”
are then continued until the search fails for any ∆c ≥ ε, where ε controls how accurately
we find the upper limit cmax and is chosen to be ε = 10−8 in our searches.
Note that cmax will depend on d and, by definition, we have cmax(dvanish) = 0. In
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Figure 4.10: Surfaces of constant expansion in a Brill-Lindquist slice for q = 4 (m1 = 0.2,m2 = 0.8)
and d = 0.65. Shown are the MOTSs Souter (solid blue) and Sinner (thin solid green) along with nearby
surfaces Scouter and Scinner of various positive and negative constant expansions Θ(`) = c. The surfaces
Scouter do not cross Souter, consistent with it being a barrier for trapped (c < 0) and untrapped (c > 0)
surfaces, cf. Sec 2.4. This does not hold for Sinner, where all found surfaces Scinner cross Sinner. (Figure
adapted from [82].)
other words, approaching a critical value of d at which a horizon S vanishes, we find
that cmax gradually decreases, reaching 0 at the point dvanish of S vanishing, and then
continues to negative values. That is, reducing d further, we get cmax < 0 and continue
to find surfaces of constant expansion c ≤ cmax < 0.
Fig. 4.11 shows an example of the structure of constant expansion surfaces around
Sinner and Souter in terms of parametric curves of area over expansion. This also
demonstrates the behavior of cmax as d is varied. Since we consider time symmetric
slices here, MOTSs are surfaces of (locally) minimal area. Therefore, we expect that a
plot of the surface area over the expansion should have the MOTSs appear at local
minima. Consistent with this, the blue dots marking the location of the MOTSs in
Fig. 4.11 all lie at minima of the curves. The lowest dot in this plot belongs to the
apparent horizons Souter for four different values of d.1 From Souter, we find surfaces of
constant expansion larger than zero (i. e. to the right in the plot) and smaller than
zero (to the left). The former lie outside Souter while the latter are inside, cf. Fig. 4.10.
1Since the area of Souter varies only slightly for the shown values of d, the four dots appear as
only one dot in this figure.
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Figure 4.11: Parametric curves showing the
area over the expansion of surfaces of constant
expansion. We use a mass ratio of q = 4 and
plot the curves for four values of d. The low-
est blue dot marks the four different MOTSs
Souter, which have very similar areas. The three
remaining blue dots belong to Sinner. For the
case d = 0.14, Sinner could not be located. The
shown endpoints of the curves mark the value
of cmax for the respective distance d. (Figure
adapted from [82].)
Reducing the expansion further, we see that the area increases up to a point where
no further reduction of the expansion is possible. Going further inward and nearing
Sinner, the expansion starts to increase again and soon after, the area has a local
maximum. If this procedure is to reach Sinner, the expansion must increase and become
zero at a point where the area has another minimum. Fig. 4.11 shows that this is
what we find for values of d > d innervanish, where we can generically extend to positive
expansions. However, for d = 0.14, we see that cmax < 0 and neither Sinner nor surfaces
with constant negative expansion 0 > c > cmax are found.
As a remark, Fig. 4.11 shows that there is a family of surfaces of constant expansion
connecting Souter and Sinner. No such connection could be found for other horizon
pairs as the punctures pose natural obstructions. However, this family is not a regular
foliation of the space in this region, since the surfaces start to intersect each other
when approaching Sinner (cf. Fig. 4.10).
4.3.1 MOTS Stability and Existence
The previous discussion presented several indications that the MOTSs are actually not
present when the numerical algorithm fails to locate them. However, non-existence is
inherently difficult to show numerically, and the discussion is as yet far from conclusive.
We will therefore now turn to the stability operator introduced in Sec. 2.4. Recall from
there that invertibility of the operator LΣ implies existence of the dynamical horizon
in a foliation of spacetime that contains the slice Σ. The numerical tool we use to
analyze this invertibility is the spectrum of the operator. If it does not contain 0, the
operator is invertible. We are here only considering time symmetric initial data. The
horizon existence criterion hence picks out the parts of parameter space where the
dynamical horizon does not end in Σ. In general, one expects that the points where
one of the eigenvalues approaches 0 are the critical points beyond which the initial
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data do not contain the horizon in question. A good illustration of this is dbifurcate,
where Souter and Sinner are last found when increasing d. Fig. 4.12 shows that as d is
increased, one of the eigenvalues, in this case the principal eigenvalue Λ0, becomes
zero at the same value of d, i. e. at dbifurcate, for both MOTSs.
Fig. 4.13 shows the principal eigenvalue for all four MOTSs as function of d for the
various mass ratios. For Souter in the top-left panel, the behavior is as expected. It
appears with vanishing principal eigenvalue, which then increases as d is reduced. For
d→ 0, we obtain, for all mass ratios, the expected value of Λ0 = 1/4 compatible with
the value of a Schwarzschild horizon in Eq. (2.29). For S1, the bottom-left panel of
Fig. 4.13 shows that Λ0 is positive throughout, though it vanishes asymptotically for
d→ 0, again compatible with the previous observations.
The more interesting cases are when Sinner and S2 disappear for decreasing d. The
bottom-right panel of Fig. 4.13 clearly shows that the principal eigenvalue vanishes
for finite values of d > 0 for all mass ratios. The exception is the case q = 1, which
behaves qualitatively different. This provides clear support for S2 not being present in
those configurations.
The situation is very different for Sinner. Its principal stability eigenvalue immediately
decreases from 0 and assumes large negative values. The behavior near the point it
is born is shown in Fig. 4.12 and the full curves can be seen in the top-right panel
of Fig. 4.13. Recall that the principal eigenvalue is defined as the eigenvalue with
smallest real part. Since the stability operator is self-adjoint in this axisymmetric
and time symmetric case, the full spectrum is real. Hence, in case Λ0 > 0, no other
eigenvalue can approach zero and the analysis of Λ0 suffices. This does not hold for
Sinner, where Λ0 < 0 throughout. Here, since Λ0 = 0 initially, we look at the next higher
eigenvalue, Λ1, which is plotted in Fig. 4.14. This eigenvalue provides the missing
link in understanding the vanishing of Sinner, as it also goes to zero at precisely the
point our algorithm ceases to find the MOTS. Again, the mass ratio q = 1 behaves
differently in that we find no evidence for d innervanish > 0 in this case.
These overview plots do not yet suffice for arguing that Sinner and S2 cease to exist
Figure 4.12: Principal eigenvalue Λ0 of the
stability operator LΣ at the values of d where
Souter and Sinner appear for different mass ra-
tios. The negative values (thin lines) belong to
Sinner while the other values belong to Souter.
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(a) Souter appears with Λ0 = 0 at dbifurcate. Λ0
then increases as d is reduced. For d→ 0, we
have Λ0 → 1/(4M2irr).


















(b) Like Souter, Sinner appears with Λ0 = 0. It
then rapidly decreases to negative values as d is
reduced.


















(c) For the smaller MOTS S1, Λ0 seems to
vanish in the limit d→ 0, compatible with a
diverging area (cf. Eq. (2.29)).

















(d) The principle eigenvalue Λ0 vanishes at
finite values of d, consistent with S2 not
existing for small d. The case of equal masses is
qualitatively different and not easy to resolve
numerically.
Figure 4.13: Principal eigenvalue Λ0 of LΣ for all four MOTSs as function of d for different mass
ratios. (Figure adapted from [82].)
at different values of d. For this reason, we show a close-up of the relevant stability
parameters (Λ0 for S2 and Λ1 for Sinner) in Fig. 4.15, which provides conclusive
numerical evidence for the outlined scenario. This figure shows the mass ratio q = 4,
but the behavior is qualitatively the same for the other analysed mass ratios (with the
usual exception of q = 1).
Finally, Fig. 4.16 contains the different values of d for which the two horizons S2
and Sinner vanish as a function of the mass ratio q. In this plot, the difference between
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Figure 4.14: The second eigenvalue Λ1 of LΣ
as function of d for different mass ratios. Λ1 van-
ishes at finite values of d, consistent with Sinner
not existing for smaller values. This happens at
larger d for more unequal masses. Again, the
case q = 1 is numerically difficult to resolve.
(Figure adapted from [82].)

















Figure 4.15: Close-up of Λ0 for S2 and Λ1 for
Sinner near the values of d where they cannot be
found anymore. Clearly, the two curves become
zero at different values of d, indicating that the
MOTSs cease to exist at different points. The
shown curves are for a mass ratio q = 4 and look
very similar for the other mass ratios, with the
exception of q = 1 where neither curve becomes
zero for as far as we can track the MOTSs.












Figure 4.16: Distance parameters dvanish at
which S2 and Sinner vanish. The difference of
the two values is difficult to see in this plot, but
it is much larger than the numerical uncertainty,
as explained in the text and visible in Fig. 4.15.
(Figure adapted from [82].)














the values at which the two horizons vanish can hardly be made out by eye. However,
the general q-dependence is clearly visible and dvanish is seen to increase with higher
mass ratio.
With the detailed understanding we gained from the study of the time symmetric
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case, especially for the connection between MOTS stability and existence, we will now





Results for Numerical Relativity Simulations
The study of the time-symmetric case in Chapter 4 already revealed a rich structure of
MOTSs in a family of parametrized initial data. However, many questions of interest
cannot be answered without an analysis of the dynamical horizons foliated by MOTSs
in a spacetime. Among these are questions regarding the appearance and vanishing of
MOTSs, whether dynamical horizons can connect in a binary black hole merger, as
well as the evolution of physical properties such as the area, shear, and multipoles.
The results shown in this chapter are centered around a particular simulation of Brill-
Lindquist initial data of two black holes merging in a head-on collision. After giving an
overview of the dynamical horizons present in this simulation in Sec. 5.1, including the
main results of the merger of MOTSs and the formation of self-intersections, Sec. 5.2
then describes how our numerical simulations are performed. This is followed by the
specific new challenges for the MOTS finder in Sec. 5.3 where we also discuss the
numerical convergence in detail. Sec. 5.4 will justify the MOTS merger with a detailed
analysis of the numerical indications we find for this new phenomenon.
The signature of the dynamical horizons and the expansion of the ingoing null rays
will be shown in Sec. 5.5, where a connection to the evolution of the area is analyzed.
Sec. 5.6 studies in detail the eigenvalues of the MOTS stability operator and Sec. 5.7
concludes by discussing multipoles and fluxes through the horizons as well as their
decay when the final state is approached.
Most of the results presented throughout this chapter have been published in [80,
81, 83, 84].
5.1 Dynamical Horizons in a Black Hole Head-on
Collision
We start with the kind of initial data already analyzed in Chapter 4, namely Brill-
Lindquist data, and perform a numerical evolution to obtain part of the corresponding
spacetime. The parameters chosen for this simulation are m1 = 0.5, m2 = 0.8 and a
distance parameter d = 1.3 = M . We will often state simulation times t in units of
M := M/1.3 rather than the usual units of ADM mass M .
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The various MOTS configurations we encounter during the evolution are shown
in Fig. 5.1. Initially, common horizons are not present in the data, but they form
shortly after the beginning of the simulation. The notable phases can be summarized
as follows:
• Initially, only the two individual horizons S1 and S2 exist (top-left panel of
Fig. 5.1).
• At t = tbifurcate ≈ 1.37460222M, the apparent horizon Souter and the inner
common MOTS Sinner form together. The top-right panel shows the MOTSs a
short time afterwards. During this phase, Souter quickly loses its initial distortions
while Sinner becomes increasingly distorted. Though based on the horizon shapes
in the numerical coordinates, this intuitive interpretation shall turn out to be
supported by the analysis of geometrical quantities like the multipoles and shear
of the horizons presented in the subsequent sections.
• Sinner encloses the individual MOTSs S1,2 from the outside, always keeping a
(decreasing) distance. Various quantities presented below give strong numerical
indication that Sinner merges with S1,2 at the moment they touch at ttouch ≈
5.5378176M. The bottom-left panel of Fig. 5.1 shows the last time before ttouch
at which our algorithm is able to locate Sinner separately.
• After ttouch, we find that Sinner and S1,2 all continue to exist separately, now
intersecting each other. At this point, Sinner has self-intersections. The bottom-
right panel of Fig. 5.1 shows this case at a time well after ttouch.
The numerical values presented above are given up to the number of decimal places
we can show convergence for. This will be detailed in Sec. 5.3.3.
The history of how the MOTSs evolve can also be summarized by plotting their
respective dynamical horizons H. These are 3-dimensional manifolds and can be seen
as the world tubes traced out by the MOTSs. Fig. 5.2 shows the four dynamical
horizons we find in our simulation. H1 (in purple) and H2 (in red) are the world
tubes of S1 and S2, respectively. In the figure, they are shown as 2-dimensional “tubes”
starting at t = 0. Time progresses upwards here and the tubes hence extend vertically
up to t = 8M. Horizontal sections through these tubes are sections through the
MOTSs, yielding the curves shown in Fig. 5.1. Houter is the dynamical horizon formed
by Souter and it is shown in blue in Fig. 5.2. Hinner connects with Houter at tbifurcate and
is shown in green with a mesh to make it easier to see. The horizontal lines of this
mesh are equidistant in t and the vertical lines are equidistant in the invariant angle θ
(cf. Sec. 2.3). At ttouch, Hinner crosses S1,2 and subsequently lies inside the individual
horizons. The right panel is a close-up of the part after ttouch, showing S1, S2 and the
self-intersections of Sinner. Fig. 5.2 is the quasilocal analog of the famous “pair-of-pants”
picture [71] for the head-on collision of two black holes in terms of the event horizon.
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Figure 5.1: MOTSs found at various times during the simulation of a head-on collision of two
non-spinning black holes. The initial data is a Brill-Lindquist configuration with m1 = 0.5, m2 = 0.8
and d = 1.3. The top-left panel shows that there are two separate MOTSs and no common horizons
initially. Common MOTSs form at tbifurcate ≈ 1.375M and the top-right panel shows a time shortly
after this where Souter and Sinner have already clearly separated. The bottom-left panel shows the
last time we can find Sinner before ttouch ≈ 5.538M, which is the time where S1,2 touch. The inset
demonstrates that Sinner is very distorted and nearly pinches off between S1 and S2. The bottom-right
panel shows a time well after ttouch where now Sinner is on the inside of S1,2. The inset shows that
Sinner has developed self-intersections close to the intersection points of S1 and S2. (Figure adapted
from [84].)
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Figure 5.2: World tubes of the four MOTSs showing the analog of the “pair-of-pants” picture of the
black hole merger now in terms of dynamical horizons. The left panel shows an overview containing
the individual horizons H1 (purple) and H2 (red) as well as the outer common one Houter (blue)
and the inner common horizon Hinner (green with mesh). Indicated is the time tbifurcate where the
common horizons form as well as the time ttouch where S1 and S2 touch and start to intersect. The
right panel shows a close-up of the part after ttouch where the self-intersections of Hinner can clearly
be made out. (Figure adapted from [80].)
5.1.1 Understanding the Self-intersection
One of the most surprising results in this numerical study is the existence of MOTSs
that intersect themselves. Fig. 5.3 shows a close-up of such a case. Not only do the
individual horizons intersect each other—such a case was already observed in [75]—
but the curve representing Sinner has two double points at which it self-intersects.
The full two-dimensional MOTS consequently has a ring at which it intersects itself.
Staying in the curve-picture for this axisymmetric configuration, such a case can
mathematically be understood in terms of an immersion i : S1 → Σ of the circle S1
into the Riemannian 3-manifold Σ. For the self-intersecting cases, the immersion i is
not injective, though the push forward i∗ : TS1 → TΣ of the tangent bundles of course
is.1 Therefore, tangent spaces, normals, and quantities like the expansion Θ(`) are well
defined at the double points. Numerically, aside from Sinner not being star-shaped,
nothing changes from a computational side, since even non-injective immersions locally
are just embeddings.
By the nature of our algorithm, finding these self-intersecting MOTSs requires an












Figure 5.3: Close-up of the self-intersections of
Sinner close to the points of intersection between
S1 and S2.
appropriate reference surface and a good initial guess. In practice, we use the reference
surface as initial guess in most cases. In the simulations, we find Sinner after ttouch by
constructing a self-intersecting reference surface at one time not too close to ttouch, in
this case at t = 5.75M. From this point, the MOTS is tracked forward and backward
in time.
5.2 Numerical Simulations
As mentioned above, our simulations evolve the initial data introduced and thoroughly
analysed in the previous chapter. In particular, we start with a Brill-Lindquist slice
described in Sec. 4.1, containing two black holes at a moment of rest, with the punctures
occurring at coordinates on the z axis. This makes the initial slice axisymmetric w. r. t.
the z axis.
The parameter files containing the exact settings of the various simulations we have
performed are available in the repository [85]. The various initial conditions differ by
the mass ratio and initial distance of the two black holes. Several of these configurations
have been simulated using different grid resolutions 1/∆x to verify convergence of
the simulation as well as the accuracy of the MOTS finder. These two aspects will be
discussed below and in Sec. 5.3.3, respectively. Most results presented in this chapter
are obtained for a configuration with parameters m1 = 0.5, m2 = 0.8 and d = 1.3.
This setup has been simulated with the resolutions 1/∆x = 60, 120, 240, 480, 960.
The simulations themselves are carried out using the Einstein Toolkit [39, 69]. The
initial data is generated by TwoPunctures [9] and the evolution is performed by
an axisymmetric version of McLachlan [36], which in turn uses Kranc [57, 66] for
generating C++ code. The evolution is based on the Baumgarte-Shapiro-Shibata-
Nakamura (BSSN) formulation of the Einstein equations, using 1 + log slicing and a
Γ-driver shift condition [4, 6].
For the axisymmetric evolution, we do not need to evolve a full 3-dimensional slice
Σ. Instead, our domain was set to only span the y = 0 plane for positive x coordinates,
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i. e. we have
x ∈ [0, xmax] , y = 0 , z ∈ [−xmax, xmax] , t ∈ [0, tmax] . (5.1)
We impose Dirichlet conditions at the outer domain boundaries. This creates errors
that “travel” from the boundaries to the interior. However, since the simulation evolves
only a small amount of total time, we can chose xmax large enough to prevent any
information from the boundary to reach the near-horizon region before the simulation
end time tmax.
Axisymmetry could be imposed using the Cartoon method [5] and we initially used
this method for our simulations. It is based on the idea that spatial finite difference
derivatives can be computed with the usual method, even involving points away from
the y axis, by using the axisymmetry to rotate the x-z plane. This way, all necessary
grid points in a small 3-dimensional volume around the y = 0 plane can be populated
with data required for computing derivatives on that plane. However, higher than
4th order finite differencing produces large oscillations near the symmetry axis due to
the larger rotation angles there. Subsequently, following the ideas of [87] extended to
second derivatives, a new method for evolving axisymmetric data was developed.2 It
is based on the idea that the Lie derivatives in ϕ direction of axisymmetric tensors
vanish by definition. Derivatives in y direction are then 0 or can be expressed in terms
of (lower order) x derivatives.
In this grid-based evolution method, the spatial derivatives themselves are computed
using a finite difference scheme. These schemes use linear combinations of a small
number of values on a usually equidistant grid (the “stencil”) to approximate the
derivative at a particular point. The accuracy of this approximation can be controlled
by the grid spacing ∆x and the size of the stencil, i. e. the number of grid points
used. The residual error of the computed derivative is proportional to a power of ∆x.
This power is called the order of the method. A method of order 2, 4, 6, or 8 uses,
respectively, 3, 5, 7, or 9 grid points in each direction. An effect that becomes important
as the grid spacing is reduced is the magnification of the floating point round-off
error. The round-off error is a result of the finite representation of numeric values.
The representation used throughout this work uses 64-bit floating point numbers
with a maximum relative representation error of roughly 10−16. Arithmetic operations
involving these imperfect representations necessarily lead to an accumulation of errors.
Finite difference schemes magnify this kind of error in the following way. Consider the
2The described analysis and development of the new evolution code was done by Erik Schnetter
and not by the author.
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Figure 5.4: Error of second to eighth order fi-
nite difference derivatives as function of the
grid resolution 1/∆x. Shown is the Hamil-
tonian constraint computed at one point of
radial coordinate r ≈ 0.24M in a slice of
Schwarzschild spacetime in Kerr-Schild coor-
dinates (cf. Sec. 3.4). Since this is an exact so-
lution of the Einstein equations, we have H ≡ 0
and hence show the error introduced by the
discretization. (Figure adapted from [84].)
following centered second order accurate first derivative approximation
f ′(x) ≈ f(x+ ∆x)− f(x−∆x)2∆x . (5.2)
The error εf of the representation of the difference f(x + ∆x) − f(x −∆x) is then
essentially independent of ∆x. Consequently, the round-off error of the approximation
of f ′(x) will be of order εf/∆x and grow indefinitely as ∆x → 0. There is hence
a balance between reducing the grid spacing to get a better approximation of the
derivative and not reducing it so far that the round-off errors become dominant.
Fortunately, this round-off error is independent of the order of the method used, so
that higher order methods can reach much higher accuracies at the optimum grid
spacing. This is shown in Fig. 5.4, where we evaluate the Hamiltonian constraint
H := KijKij −K −R (5.3)
using different grid spacings and second to eighth order finite differencing.
For our simulations, we chose to use the 6th order accurate finite difference scheme,
which is significantly faster than the 8th order methods since the latter use larger
stencils and a higher number of time integrator substeps. On the other hand, a 4th
order method requires much higher resolutions to produce the same accuracy. Further
details of our simulation are a 6th order Kreiss-Oliger artificial dissipation and a 6th
order Runge-Kutta time integrator. We did not use mesh refinement.
Due to the dissipation, the effective spatial accuracy is reduced to 5th order. To show
this, we plot in Fig. 5.5 the Hamiltonian constraint (5.3) close to a MOTS (the inner
common MOTS Sinner in this case) for different grid spacings at two different simulation
times. The left panel shows a time before ttouch and the right a time after ttouch. This
allows for a comparison of the convergence for a case without self-intersections (left)
and one with self-intersections (right). The plotted curves are scaled such that they
lie on top of each other if we do have 5th order convergence. As can be seen, this is
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Figure 5.5: Hamiltonian constraint near the inner common MOTS at two simulation times for the
grid resolutions 1/∆x = 60, 120, 240, 480, 960. The constraint is computed at the grid points closest
to Sinner and plotted as function of the invariant angle θ (cf. Sec. 2.3). The left panel shows a case
before ttouch where no self-intersections are present and the right panel a case after ttouch where
Sinner self-intersects. The curves have been scaled to account for 5th order convergence in the grid
resolution, i. e. curves roughly agreeing confirm this convergence. (Figure adapted from [84].)
the case for resolutions of res := 1/∆x ≥ 240 in the first half and for res ≥ 120 in
the second half of the curves. The difference between these two regions is that in the
first, Sinner lies closer to one of the punctures, while in the second it is further away.
This implies that the regions closer to the punctures require higher resolutions to
enter the convergence regime. Another observation is that for the highest resolution of
1/∆x = 960, the second half is slightly worse than 5th order convergence predicts. This
is a case where the round-off error described above limits the accuracy. An important
feature is that the two cases depicted do not show any significant differences, which
indicates that the simulations themselves are equally accurate at both times and do
not exhibit numerical problems that could be held responsible for the occurrence of
self-intersections.
5.3 Finding MOTSs in Simulation Data
The numerical simulations produce data on a series of spatial slices Σt, where t is the
time coordinate of the simulation. Specifically, we obtain data for
• the six independent components of the 3-metric hij,
• the six independent components of the extrinsic curvature Kij,
• the lapse function α (a scalar) and its time derivative α̇, and
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• the three components of the shift vector field βi and their time derivatives β̇i.
Each of these 20 components is provided on a 2-dimensional grid on a t = const section
of the domain given by Eq. (5.1).
Our algorithm to locate MOTSs relies on evaluating the expansion and its various
variational derivatives on a set of collocation points on a trial surface. This surface
is numerically represented as a curve in the x-z plane. In general, the collocation
points on this surface do not coincide with any of the grid points, making it necessary
to interpolate the components of the above tensor fields. Similar to [94, section 6.1],
we explored 5-point Lagrange interpolation and later decided to use quintic Hermite
interpolation. These will now be described in turn.
5.3.1 Lagrange Interpolation
Lagrange interpolation of order n interpolates data using an nth order polynomial
through n + 1 grid points. We employed a 5 point scheme as follows. For a point
p = (x, z) ∈ R2 in the numerical domain, we first determined the closest grid point
(xi, zj). The 2-dimensional interpolation is carried out on a 5×5 grid around this point
by first interpolating along the five rows (x direction) and storing the five interpolated
values (x, zj+n), n = −2, . . . , 2. These are then interpolated to (x, z).
The main drawback with this scheme is that the necessary moving of the considered
grid across the numerical domain creates an interpolant that is either not continuous
or not differentiable. With a 5 point scheme, the grid is moved half way between two
grid points, creating discontinuous jumps in the interpolant.
5.3.2 Hermite Interpolation
Focussing first on 1-dimensional interpolation, this scheme is based on polynomials
defined each by only two neighboring grid points. In contrast to Lagrange interpolation,
the polynomial here is determined by the values and a number of derivatives at the
grid points. We chose to use the first two derivatives, leading to a twice continuously
differentiable interpolant. The six conditions (a value and two derivatives each on two
points) then fully determine a polynomial of degree 5.
The same principle can be applied in two dimensions. In each “cell” of four grid
points, we prescribe the four values and the first and second partial derivatives. This
means that, at each of the four grid points (xk, zl), we use the 9 values
∂ix∂
j
zf(xk, zl) , i, j = 0, 1, 2 , (5.4)
where f : R2 → R is one of the interpolated tensor component functions. These 36
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It should be noted here that the partial derivatives used in Eq. (5.4) must be approxi-
mated numerically by a finite difference scheme, since the component functions are
only available on the numerical grid. For finding MOTSs, we choose the same 6th
order finite difference scheme that is used in the evolution described above.
5.3.3 Convergence
Before discussing physical properties of the horizons, their reliability, that is, the
convergence behavior of the individual MOTSs, should be analyzed. Are the self-
intersecting instances of Sinner actually just numerical artifacts caused by extremely
distorted surfaces that our algorithm simply cannot resolve? To answer this question,
this section presents a detailed convergence analysis for all horizons, focusing on Sinner
at one time before, and one time after ttouch. The former has no self-intersections,
while in the latter case, Sinner is self-intersecting. The simulations were already shown
in Fig. 5.5 to be reliable near Sinner at these two times.
There are multiple measures of convergence. First, we can vary the resolution of
the simulation grid and look at the coordinate shape and residual expansion of the
MOTSs we find. The latter was already used in Sec 4.2.1 to determine the reliability
of our results. The next quantity to vary is the pseudospectral resolution, i. e. the
number of basis functions used to represent the horizon function. For sufficiently
well-behaved solutions and the correct choice of basis, the error of an expansion into
a Fourier-kind basis should decay exponentially when increasing this resolution. We
will then track the residual expansion for all MOTSs throughout the simulation to
ensure the heuristics for choosing a sufficient resolution have picked correct values at
each analysed time step. Finally, the dependence of the numerical values for tbifurcate
and ttouch on the grid resolution of the simulation can be used to give a conservative
estimate of the accuracy of these values.
We begin with the convergence of the coordinate representations of Sinner at t =
5.35M, which is before ttouch ≈ 5.5378176M, and at t ≈ 5.733M, which lies after.
Fig. 5.6 shows the maximum coordinate distance of a MOTS found at a particular grid
resolution to the respective MOTS found using the highest resolution simulation. We
clearly see convergence of the shapes as the resolution is increased with no appreciable
difference between the cases with and without self-intersections.
A more meaningful measure for convergence is the next quantity: the residual
expansion, which corresponds to the maximum value of |Θ(`)| on the MOTS (i. e.
66



















Sinner at t = 5.35MSinner at t ≈ 5.733M Figure 5.6: Maximum coordinate distance be-
tween the curves γ representing the MOTSs in
simulations of various grid spacings ∆x. Shown
is the distance to the MOTS found in the high-
est resolution simulation of 1/∆x = 960. The
dotted blue curve refers to a time before and the
solid orange curve to a time after ttouch. (Figure
adapted from [84].)
























































Figure 5.7: Residual expansion, i. e. maximum of |Θ(`)| measured between collocation points, as
function of the pseudospectral resolution N for various grid resolutions 1/∆x. The two panels show
again a case before ttouch (left) and a case after (right). (Figure adapted from [84].)
computed between the collocation points). Fig. 5.7 shows that this error clearly falls
off exponentially, which is indicated by the nearly straight line segments of negative
slope in the log-linear plot. For each resolution of the simulation grid, this figure shows
a convergence plot obtained by varying the pseudospectral resolution of the MOTS
representation at the same two times as before. Again, there is no significant difference
in the behavior with (right panel) and without self-intersections (left panel). Another
notable feature is the different plateaus, which signify that other convergence limiting
effects become dominant at certain pseudospectral resolutions. These plateaus occur
at much higher errors when the grid resolution is lower.
Note that for lower grid resolutions, the plateaus still have a small negative slope. In
this regime, the solutions adapt to unwanted features introduced by the interpolation
on the numerical grid. Here, the slope is controlled by the smoothness of these added
features, which become less smooth with higher grid resolutions. For the highest two
grid resolutions of 1/∆x = 480, 960, this overfitting becomes negligible.
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Figure 5.8: Residual expansion of the four MOTSs as function of time close to ttouch for the
simulation of highest resolution 1/∆x = 960. As Sinner approaches the state of having a cusp at
ttouch, the residual expansion grows due to the large increase in pseudospectral resolution N causing
accumulation of round-off errors. (Figure adapted from [84].)
Clearly, a numerical algorithm for choosing the pseudospectral resolution needs to
avoid increasing the resolution far into this slowly decaying region. Without accounting
for this effect, the numerical searches quickly failed in case of low grid resolutions as
the pseudospectral resolutions were reaching our cutoff of 12 000 collocation points. A
heuristic algorithm subsequently prevented the resolutions to grow into very slowly
converging regimes, where the meaning of “slow” is determined from an initial phase
of fast convergence.
However, in order to ensure this method does not cut off the resolution too early, we
monitor the residual expansion for all horizons at all time steps for sudden variations.
Fig. 5.8 shows a subset of this data for times before and after ttouch. Each dot represents
the residual expansion of a particular MOTS for the simulation with highest resolution
1/∆x = 960. For Sinner, we find that the residual expansion increases very close to ttouch
where we chose to disregard results with expansions ‖Θ(`)‖∞ & 10−8. The increased
error can be attributed to the formation of the cusp in the horizon shape, requiring
a much larger pseudospectral resolution. This in turn increases the accumulation of
round-off errors. Interestingly, about 0.1M away from ttouch, Sinner is as accurate as the
other MOTSs. In fact, S1 is the least accurate at later times, which is well explained
by its proximity (in coordinates) to the puncture.
The above tests for accuracy strongly indicate that Sinner exists and is found with
high accuracy by our algorithm before and after ttouch, where in the latter case it
possesses self-intersections.
We are not able to reliably track S1,2 and Sinner beyond about t ≈ 8M. This is due
to the used gauge conditions, which make them move very close to the punctures in
coordinates, where the geometry is underresolved in the simulation. This effect can
be seen in Fig. 5.1 as an apparent shrinking of the horizons S1,2. This only happens
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Figure 5.9: Convergence of three different
times characteristic for the simulation. The first
(blue solid line) is the time tbifurcate where the
two common horizons form. The dashed orange
line shows ttouch where S1,2 touch. At tmin, the
area of Sinner has its first local minimum. The
full merger analysis has been carried out for the
grid resolutions 1/∆x = 60, 120, 240, 480, 960
and these times have been determined in each
case. We plot here the difference to the results
for the 1/∆x = 960 resolution as function of
1/∆x, which gives an estimate of the accuracy
of these times. (Figure adapted from [84].)
in coordinate space and we will see later that, e. g., the areas of S1 and S2 are, in
fact, non-decreasing. The gauge conditions used in the simulations were analyzed in
more detail by Evans et al. in [41]. Using adaptive mesh refinement, they were able to
resolve the individual horizons up to much later simulation times and could show that
proper time essentially halts in the central region.
Finally, by determining the various relevant times in the different simulations, we can
give an estimate of their accuracy. Fig. 5.9 shows that the time tbifurcate of formation
of the two common horizons Souter and Sinner is the most precise, with a difference
smaller than 10−8M for the highest two resolutions. In these two simulations, the
time at which S1,2 touch and start to intersect, ttouch, varies by less than 10−7M. The
least accurate value shown in Fig. 5.9 is tmin. This is the time at which Sinner has
the first local minimum in its area evolution. This will be shown in more detail in
Sec. 5.5.3. Here we just note that the accuracy of this value is at least 10−4M.
5.4 Merger of MOTSs
With the accuracy and reliability of both the performed simulations as well as the
location of the MOTSs shown, this section will now turn towards the merger of MOTSs
described in Sec. 5.1. One way to visualize this merger is in terms of physical quantities
that can be tracked along the dynamical horizons. Various such quantities will be
discussed below, but the bifurcation and merger scenario is most easily understood
in terms of the evolution of areas of the four different MOTSs. We therefore show
in Fig. 5.10 the area evolution in the left panel. If Sinner is to coincide with S1 ∪ S2
at ttouch, then clearly its area Ainner must equal the sum A1 + A2 of the areas of the
two individual MOTSs. The area curves of Sinner and S1,2 in Fig. 5.10 consequently
connect at ttouch. This creates the link between the initial state before the merger—the
state where there are only two separate black holes far apart—and the final state
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Figure 5.10: Areas (left) and irreducible masses (right) of the four horizons as function of time. The
left panel shows that the sum of the areas of the individual MOTSs (segments I and I ′) increases
and coincides with the area Ainner (segments II and II ′) at the time ttouch. On the other hand, Ainner
connects smoothly at tbifurcate with the area of Souter (segment III ). Details and the non-monotonicity
of segment II will be discussed in Sec. 5.5.3. The right panel shows that the irreducible masses of
the horizons do not provide an intuitive interpretation of the MOTS merger due to the interaction
energy M − (M (1)irr +M
(2)
irr ) they include. See text for details. (Figures adapted from [80, 83].)
consisting of a single Kerr (or in our case Schwarzschild) black hole. The connected
history of the merger in terms of MOTSs hence features no discontinuous jumps, but
the connection is not smooth. The left panel of Fig. 5.10 indicates the path along
this connected history with arrows following the different segments. The area sum
of S1,2 increases slightly along segment I (before ttouch) and I ′ (after ttouch), while
the area of Sinner is obviously not monotonic along segments II and II ′. Souter has
monotonically increasing area shown as segment III . The connected path consists of
I → II → III (where II is followed backwards in time). We note here that even along
this connected path, the area is not monotonically increasing, though it does increase
overall, of course. This will be discussed in detail in Sec. 5.5.3.
Since the black holes are non-spinning, the area directly leads to the irreducible
mass via Eq. (4.11). Fig. 5.10 shows in the right panel the evolution of these masses
for the four horizons as well as the sum M (1)irr + M
(2)
irr . This sum does not equal the
mass of Sinner at ttouch but lies significantly higher. It is also larger than the ADM
mass of M = 1.3 in this simulation, which can be interpreted as being due to the
binding energy between the individual black holes [68, 93].
Several other quantities tracked along the horizons justify the proposed merger
of Sinner with S1,2. Fig. 5.11 shows four curves that each need to become zero if the
merger is to happen. The first is the red solid line, showing the proper distance of the
south pole of S1 and north pole of S2. Let z1 and z2 be the respective z coordinates of
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Figure 5.11: Various quantities we track to in-
dicate the merger of Sinner with S1 ∪ S2. The
solid red line shows the distance of S1,2, which
defines the time ttouch as its root. The neck
circumference of Sinner as well as the respec-
tive proper distances of Sinner to S1 and S2 is
then extrapolated from the last instances where
Sinner could be located (the latter two multi-
plied by 10 to make them clearly visible here).
See text for the precise definition of the shown
quantities. The roots of the extrapolated curves
agree within ∆t ≈ 10−5M with ttouch. (Figure
adapted from [83].)
these points. The distance is computed as the proper length of the geodesic along the
symmetry axis connecting these two points. By definition, the length of this geodesic
is non-negative and the time of its vanishing is, again by definition, the time ttouch. To
accurately determine this time, however, we count the length as positive when z1 > z2
and as negative for z1 < z2. An interpolation of the distances we obtain at the discrete
time steps of the simulation allow us to find ttouch to an accuracy of about 10−7M, as
was shown in Sec. 5.3.3.
The other quantities shown in Fig. 5.11 are computed fully independently from this
distance. They are the proper circumference of the “neck” of Sinner and two different
distance measures between Sinner and the individual MOTSs. The neck is defined as
follows. Consider an axisymmetric MOTS S represented by a curve, whose surface of
revolution is S. Fixing a point on the curve, we take the proper length of the curve
obtained by rotating this point along the ϕ direction by 2π. This length is, of course,
zero at the two poles. However, for Sinner, there is a local minimum at the point at
which the cusp forms at ttouch. In Fig. 5.1, this point can be seen in the two insets in
the bottom panels, where it lies approximately at the point of closest approach to the
axis x = 0.
The two distances of Sinner to S1,2 are defined as proper lengths of geodesics con-
necting the north poles of Sinner ↔ S1 and the south poles of Sinner ↔ S2 on the z
axis, respectively.
All these quantities can be tracked up to a small time interval around ttouch, where
Sinner almost pinches off and becomes numerically difficult to represent. For reference,
in the simulation with the highest grid resolution 1/∆x = 960, we find Sinner the last
time at about 2.4× 10−3M before and 2.3× 10−3M after ttouch. In this resolution,
one time step is ∆t ≈ 2.6× 10−4M, which means we approach the horizon merger up
to about 9 time slices from both sides. We get equally close for the lower resolution
of 1/∆x = 480. Since the size of the simulation time steps is coupled to the grid
resolution, this means that we approach the merger up to about 4 slices from each
71
Chapter 5 Results for Numerical Relativity Simulations
side. Note that Sinner has self-intersections from the first time it is found after ttouch.
Extrapolating these curves (dotted lines in Fig. 5.11) shows that they all become
zero within ∼ 10−5M of ttouch, which we take as strong numerical indication that the
time of Sinner pinching off and the time of S1,2 touching coincide.
5.5 Geometric Properties of the Dynamical Horizons
The previous section presented the general properties of the MOTS evolution, including
their merger and formation of a connected history taking us from the initial separate
horizons to the final one. This section will continue this analysis and focus on certain
geometric properties which characterize the dynamical horizons foliated by the MOTSs.
One result will be that in practice, we do encounter kinds of such dynamical horizons not
usually considered in the literature. Even the outermost MOTS, the apparent horizon,
possesses unusual properties, albeit for a very short time directly after formation. The
results will be related to the behavior of the areas already mentioned in the previous
section, with a focus on their (non-)monotonicity for Sinner. The case studied here in
detail is the same as before, starting with a Brill-Lindquist configuration of two black
holes at rest and bare masses m1 = 0.5, m2 = 0.8 and d = M .
The horizons usually considered in dynamical situations are those meant by the
“traditional” definition of a dynamical horizon. In the terminology defined in Sec. 2.2,
these are future spacelike dynamical horizons. Here, “future” refers to the expansion
Θ(n) of the ingoing null rays to be negative everywhere and “spacelike” to the signature
of the world tube, i. e. its induced metric has signature (+++). The expansion Θ(n) is
a property of a MOTS, while the signature requires knowledge of the time evolution
of the MOTS. We will now in turn present Θ(n), which we will sometimes refer to as
ingoing expansion, and the signature for all four dynamical horizons. The following
two sections focus primarily on a descriptive presentation of the results. These will be
interpreted and related to the status of the area increase law in Sec. 5.5.3.
5.5.1 The Expansion of the Ingoing Null Rays
The two individual MOTSs S1,2 initially have vanishing Θ(n). This is due to the initial
data being time symmetric, which implies Θ(n) = Θ(`) = 0 on a MOTS. However,
immediately afterwards we have Θ(n) < 0 everywhere. This can be seen in the top two
panels of Fig. 5.12. The two panels in the middle row of this figure show the sign of
Θ(n) for Souter. This holds the first interesting feature, as we find a very short time of
∆T ≈ 0.056M with a small region of positive ingoing expansion. This early part is
shown in the middle-right panel of Fig. 5.12. The part with Θ(n) > 0 corresponds to a
ring near the equator of Souter, which quickly becomes thinner and then vanishes.
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Figure 5.12: Sign of the ingoing expansion Θ(n) for all four dynamical horizons. For the individual
horizons H1,2 (top row), the sign is purely negative. Houter (middle row) has a small portion at the
beginning where the sign is positive on a region near the equator (see close-up in the middle-right
panel). The bottom row shows that Hinner has a region with Θ(n) > 0 through the whole evolution,
which momentarily vanishes at ttouch, see close-up on the bottom-right. (Parts of this figure adapted
from [80].)
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Figure 5.13: Analysis of the ingoing expansion Θ(n) near the neck of Sinner. The left panel shows a
measure of the width of the region with Θ(n) > 0 along Hinner shown in Fig. 5.12. The quantity ∆l
is computed as the proper length of the curve segment of Sinner having Θ(n) > 0. The dashed line
in the inset is an extrapolation of this curve and reaches zero from both sides within ∆t ≈ 10−4M
from ttouch. The right panel shows the value of Θ(n) at the neck of Sinner, which seems to smoothly
cross the time ttouch.
Figure 5.14: Average ingoing expansion as
function of time. For all times t > 0, the aver-
age Θ(n) is negative for all four horizons despite
some regions having Θ(n) > 0. (Figure adapted
from [80].)














Such a region with positive ingoing expansion also exists for Sinner, which is consistent
with Sinner smoothly connecting with Souter. However, in the bottom row in Fig. 5.12
it can be seen that this region persists and becomes smaller, vanishing momentarily
at ttouch and then reappearing afterwards. To show this, we plot in the left panel of
Fig. 5.13 the proper length ∆l of the curve segment of Sinner along which Θ(n) > 0. This
becomes smaller towards ttouch and the extrapolated intersections with zero coincide
with ttouch to about ∆t ≈ 10−4M. On the other hand, the right panel of Fig. 5.13
shows that the value of Θ(n) seems to evolve smoothly across ttouch.
None of the regions with positive ingoing expansion become dominant. To demon-






Θ(n) dA . (5.6)
It is zero for the MOTSs present in the time symmetric initial state and negative
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thereafter.
5.5.2 The Horizon Signatures
The signature is one of several properties which require knowledge of the evolution
of the MOTSs on a dynamical horizon. This poses new numerical challenges and our
approach to computing these quantities includes several new algorithms, which will
be described briefly. In the case of the signature, the definition is straight forward:
Given a point p ∈ H on a dynamical horizon H, the signature at p is defined via the
determinant of the induced metric Qab on H. If H is spacelike at p, then detQ > 0 and
the metric has Riemannian signature (+++). H is timelike if one of the eigenvalues
of Qab is negative, i. e. when its signature is (−++) and hence detQ < 0. In the
degenerate case when detQ = 0, H is said to have null signature at p. In principle,
this can change from point to point, and we will see that this will become important
in our case.
Numerical Computation of the Signature
Numerically, the signature is determined in the following way. We will use the fact
that the signature of H at p can be determined by the character of any normal τµ to
H. Let τµp ∈ TpM be a normal to H at p, then
τp · τp

< 0 ⇔ H spacelike
> 0 ⇔ H timelike
= 0 ⇔ H null
. (5.7)
Since a normal to H is also normal to S, we have τµp ∈ T⊥p S, which is spanned by the
null normals nµ and `µ. This implies
τµp = c1`µp + c2nµp (5.8)
for some coefficients c1, c2, and hence τp · τp = −2c1c2. Now, let Uµp be any tangent to
H at p with 0 6= Uµp /∈ TpS (to exclude the case that Uµp is orthogonal to `µ and nµ).
Clearly, Uµp and τµp are orthogonal, implying τp · Up = 0 and thus
c1 (`p · Up) = −c2 (np · Up) . (5.9)
Therefore, the sign of −2c1c2 is the same as that of
fsig := (` · U)(n · U) . (5.10)
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Numerically, a valid tangent Up is very efficient to compute: We simply take any
parametrization along the curves representing the MOTSs St at different times, which
varies smoothly along H. An example is the invariant angle ζ introduced in Sec. 2.3.




where λ ∈ [0, π] is the parameter along the curve of St used in the numerical repre-
sentation, and lλ the proper length of the curve segment starting at the north pole
(where λ = 0) and ending at λ, i. e. lπ is the total proper length of the curve from
the north pole of S to the south pole. Fixing ζ or λ̃ and varying t, we obtain a curve
along H and take Up to be the tangent along this curve.
One useful property of Eq. (5.10) is that fsig has no poles along S and also varies
smoothly in time. This allows us to obtain accurate interpolations of function values,
yielding precise locations of the signature changes on H.
The Evolution Vector Field
A different quantity onH will be very important for various physical properties. Among
other uses, it yields the signature of H in a different way than discussed above. This
quantity is the evolution vector field V µ, which is tangent to H and orthogonal to the
MOTSs S. We fix the scaling by requiring LV t = 1, where LV is the Lie derivative
along V . Since LV t = V µ∂µt = V 0 in the simulation coordinates, this scaling is
numerically trivial to achieve. To determine the signature of H, we write V µ using the
null normals of S:
V µ = b`µ + cnµ . (5.12)
Since V µ is orthogonal to S, the signature ofH only depends on the sign of V ·V = −2bc.
When b and c have opposite signs, H is spacelike. When they have the same sign, H is
timelike. H is null if either b or c vanish. Intuitively, this can be understood by writing
the null normals `µ and nµ in terms of the timelike normal T µ on the slice and the
spacelike normal Rµ of S within the slice. Doing this, using Eq. (2.8), we get
V µ = b+ c√
2
T µ + b− c√
2
Rµ . (5.13)
When b and c have different signs, the Rµ term dominates andH is spacelike. Conversely,
the T µ term is dominant if b and c have the same sign.
Despite the simplicity in scaling, finding V µ numerically is more expensive than
computing fsig via Eq. (5.10), which is why we use fsig for computing the signature if
none of the other advantages (to be discussed later) of V µ are needed. We note that
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the signature results determined via V µ and fsig agree within numerical limits.
Numerically, V µ can be determined as illustrated in Fig. 5.15. First, we choose
invariant coordinates (θ, ϕ) on each MOTS S constituting H based on the construction
in Sec. 2.3. Using the simulation time coordinate t, we obtain coordinates (θ, ϕ, t) on H.
Fixing θ and ϕ yields a curve in H, which is in general not orthogonal to the MOTSs
S. Consider now a point p ∈ H and a MOTS St0 containing p. We then introduce a
linear t-dependence for θ and ϕ,
θ → θ(t) = θ0 + ε1 (t− t0) , ϕ→ ϕ(t) = ϕ0 + ε2 (t− t0) , (5.14)
where (θ0, ϕ0) are the coordinates of p in St0 and ε1,2 are constants which are numerically
optimized. The optimization condition is that the tangent Xµ to the generated curve
be orthogonal to St0 . In case of no angular momentum, it turns out that the numerical
coordinates already fix ϕ such that setting ε2 ≡ 0 suffices for finding V µ. This leaves us
with a one-dimensional optimization problem, which is numerically efficient to solve.
Signature Results
Let us now turn to the results computed using the above methods. As already
mentioned, the signature turns out to be accurately computed with both methods. We
will show the signature itself, and also describe the signs of the coefficients b and c of
Eq. (5.12).
As before, the two individual horizons H1,2 are the easiest to describe: They are
spacelike everywhere, as can be seen in first two panels of Fig. 5.16. In contrast to the
ingoing expansion, Houter remains uninteresting as well and is spacelike everywhere.
This is shown in the right panel of Fig. 5.16. In these three cases, we have b > 0 and
c < 0 everywhere.
The picture changes dramatically for Hinner, for which we show the signature in
Fig. 5.17. We find in total two transitions. Hinner starts out being spacelike everywhere
for a very short duration. In this part, visible at the bottom of the bottom-left panel












Figure 5.15: Numerical method to determine
the evolution vector V µ at a point p ∈ H with
coordinates (θ0, t0) in H (the ϕ dependence is
suppressed in this example). Keeping θ0 fixed,
we obtain a curve with tangent Xµ ∈ TpH.
Numerical minimization is used to determine
ε1 such that Xµ becomes orthogonal to St0 ,
whence Xµ = V µ.
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Figure 5.16: Signature of H1, H2 and Houter. All three of these horizons are purely spacelike
hypersurfaces.
becomes positive. The corresponding red region of timelike signature soon stretches
across the full MOTSs of Hinner. At a time before (but relatively close to) ttouch, the
region enclosing S2 shows a transition to spacelike signature, indicated by the blue
area. Here, c changes sign and becomes negative. As will be discussed in Sec. 5.5.3,
this sign change of c is crucial in understanding the behavior of the area of Sinner. Of
special importance is the fact that c is at no point negative on one full MOTS. In
fact, the spacelike region never reaches the neck of Sinner, except for potentially at one
instant, namely ttouch. This latter fact is shown in Fig. 5.18, where we show the proper
length of the curve segment connecting the neck with the point of signature change.
5.5.3 The Area Increase Law and the Area Anomaly
The general behavior of the area was already presented in Fig. 5.10 in Sec. 5.4. There,
we briefly mentioned that even along the connected path I → II → III , the area is
not monotonically increasing. The precise location where monotonicity fails is along
segment II , just before ttouch. A close-up of this part is shown in Fig. 5.19, where we see
that the area change turns from decreasing to increasing at tmin ≈ 5.5059M < ttouch.
We shall call the difference between the area at the MOTS merger and the minimum
the area increase ∆A. If the anomalous area increase ∆A vanishes, the area increases
monotonically along I → II → III .
The fact that ∆A is greater than zero for a particular valid initial configuration is
enough to show that monotonicity cannot be expected to hold in all cases. However,
it is still of interest whether astrophysically relevant configurations also show such a
feature. Keeping axisymmetry, a clearly non-generic property, we can still vary the
parameters of the initial condition and determine the effect on ∆A. Fig. 5.20 contains
the numerically computed values of ∆A when varying the initial separation and the
mass ratio. Keeping a fixed mass ratio, we find that the area increase generally shrinks
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Figure 5.17: Signature of Hinner. Blue regions are spacelike, red regions are timelike, and the thick
dotted line indicates the transition where the signature is null. The top panel contains an overview
and includes the signs of the coefficients b and c of Eq. (5.12). A close-up in the bottom-left shows
that Hinner is initially spacelike on full sections and quickly develops timelike portions around the
poles. The bottom-right panel shows a close-up of the part after ttouch and contains an indication of
the double points where Sinner self-intersects (thin dashed line). The coordinate axes are included so
that the perspective is easier to make out. (Parts of this figure adapted from [80].)
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Figure 5.18: Proper length ∆l of the curve
that connects the point of signature change on
Sinner (dotted line in Fig. 5.17) with the neck for
times close to and after ttouch. It is numerically
difficult to confirm whether the signature change
happens at the neck in the limit t → ttouch.
(Figure adapted from [80].)

































































A1 +A2 at ttouch
min. of Ainner
Figure 5.19: Details of the area anomaly of Sinner. The left panel shows the overview of the left
panel of Fig. 5.10 and the right panel a close-up of the times near ttouch. The dotted orange line shows
the area sum A1 +A2 and the green dots are the data points at which we have found the MOTS and
computed the area. The area increase ∆A is defined as the difference between the minimal area at
tmin and the value of A1 +A2 at ttouch. (Figure adapted from [83].)
as the initial separation is increased. We also see an increase of ∆A for more unequal
masses. The shaded region in Fig. 5.20 shows the parameter space in which the initial
data already contain a common horizon. Note that our initial data consist of a time
symmetric slice; the black holes are initially “at rest”. Since merging astrophysical
black holes will unlikely assume a configuration of being at rest while in close proximity,
one should expect larger initial separations d̃0 to be more natural, and thus ∆A to
become insignificant.
Despite this observation, the mathematical question of how this result is consistent
with the various area increase laws remains. The most important result for our case is
the proof of Bousso & Engelhardt [30, 31]. Consistency with our result is easily found,
since Hinner does not satisfy the necessary conditions required for the proof to hold, i. e.
it is not a regular holographic screen. In fact, it is not even a holographic screen, which
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Figure 5.20: Values of the area increase ∆A
for various initial data. We vary both, the initial
distance and the mass ratio and compute the
proper initial distance d̃0 of the horizons along
the z axis as well as the ratio of the irreducible
masses M (1)irr and M
(2)
irr . The shaded region is
the part of parameter space where the common
horizons are already present in the initial data.
(Figure taken from [83].)

































Figure 5.21: Integral of cΘ(n) for Souter and Sinner as functions of time, where c is defined via
Eq. (5.12). The left panel shows the results close to where the common horizons form and rapidly
increase (Souter) or decrease (Sinner) in area. The right panel shows the times tmin of minimal area
and ttouch where Sinner merges with S1,2. A comparison with Fig. 5.19 shows that it is consistent
with the integrals plotted here being the time derivative of the area. (Figure adapted from [80].)
in the terminology used here is called a future dynamical horizon with no condition on
the signature. This is because the future condition is violated by the portions of Hinner
having Θ(n) ≥ 0. At this point, it is already clear that no inconsistencies are present.
However, especially in light of the discussion of the Penrose inequality in Sec. 2.5, it is
useful to precisely point out which of the remaining conditions are not satisfied either.
The first step is the following observation. The rate of change of the area A with
respect to our time coordinate t can be written as the Lie derivative of A along the
evolution vector field V µ:






cΘ(n) dA . (5.15)
Fig. 5.21 shows the numerically computed values of Eq. (5.15) for Houter and Hinner.
We have seen that, apart from a very small region near the formation of the common
horizons, Houter, H1 and H2 all have Θ(n) < 0 and c < 0, so that the area must increase.
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For Hinner, we initially have c > 0. The ingoing expansion Θ(n) does have a region
near the neck where it is positive. However, this is too small and the values not large
enough to become important, whence the area initially decreases. However, it is the
sign change of c from positive to negative values which results in a growing region
having a positive integrand in Eq. (5.15). The left panel of Fig. 5.21 shows the times
close to the formation of the common horizons and the right panel the behavior near
ttouch. The interpolated curve for Hinner crosses zero within a time about 10−5M from
tmin. Since the computation of both c and Θ(n) is fully independent of the area, this
also presents another verification for the area increase not being a numerical artifact.
Summarizing the behavior of Hinner relevant for the proof in [30, 31], we have the
following properties:
1. c > 0 on a portion covering most of Hinner, with the exception of a portion
appearing before ttouch, where c < 0.
2. The portion with c < 0 never contains a full MOTS for as long as we can track
Hinner. On this portion, Hinner is spacelike.
3. After ttouch, the leaves Sinner of Hinner self-intersect, i. e. they do not split the
Cauchy slices Σ into just two disjoint portions.
Regularity in the sense of Definition II.8 in [31] requires, in addition to certain genericity
conditions satisfied in our case, that (i) every inextendible portion of definite sign of c
is entirely timelike or contains at least one full MOTS and (ii) every MOTS of the
horizon splits a Cauchy slice Σ into two disjoint portions.
Property 2 in the above list violates (i) and property 3 violates (ii).
5.6 Stability Analysis
The analysis of the stability operator in the time symmetric case in Chapter 4 proved
to be a key ingredient in assessing the existence of the MOTSs and thus show the
capabilities of the new MOTS finding algorithm. In anticipation of the dynamical case,
where MOTSs did vanish in earlier analyses (see e. g. [46]), this application of the
stability spectrum was supposed to aid in arguing why the MOTSs vanished. In fact,
it turned out that in the simulations we analyzed thus far, no such sudden vanishing
of MOTSs could be observed. The instances of our finder failing to locate a MOTS
present in a neighboring time slice can, in each case, be ascribed to one of two reasons:
i) lack of accuracy of the numerical slice data ii) distortions approaching a non-smooth
state. The first can be alleviated by increasing the numerical resolution. This was
necessary to, e. g., locate S1,2 at times up to t = 8M in the simulation setup discussed
in the previous sections. The second is a consequence of our numerical representation
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of the MOTSs (cf. Sec. 3.1), which leads to the resolution diverging when a non-smooth
feature like the cusp of Sinner forms at ttouch.
Both of these instances are consistent with no eigenvalue of the stability operator
approaching zero, which we will discuss below. However, the application of the spectrum
is potentially wider than predicting existence. After focusing on the lower eigenvalues
and existence in Sec. 5.6.1, section 5.6.2 will present a much larger part of the spectrum
than shown in the time symmetric case.
5.6.1 Existence and the low Eigenvalues
Building on the results obtained for the time symmetric case in Sec. 4.3.1, we expect
the individual MOTSs S1,2 and the apparent horizon Souter to be stable, i. e. the
principal eigenvalues Λ0 of LΣ should be positive as long as these MOTSs are found.
Fig. 5.22 shows the principal eigenvalue of LΣ for all four horizons in the two left
panels. For comparison, the right panels show the principal eigenvalue of L(−n). The
two bottom panels of Fig. 5.22 show the absolute value of Λ0 on a logarithmic scale in
order to capture their behavior for Sinner.
As long as we can track them, S1,2 always have Λ0 > 0, with S1 having the larger
of the two values. This is consistent with Eq. (2.29) since S1 has the smaller area
(and hence areal radius R). For Souter and Sinner the initial behavior is very similar
to the time symmetric case when decreasing the distance d: They are both born
with vanishing principal eigenvalue. Λ0 then increases to positive values for Souter and
decreases to large negative values for Sinner. In contrast to the time symmetric case,
Sinner forms a cusp and then self-intersects. As a result, the evolution of the principal
eigenvalue is very different. At the moment the cusp forms at ttouch, Λ0 seems to
diverge to −∞. After this time, it falls to negative values of much smaller magnitude,
with no indication of eventually becoming 0.
The principal eigenvalue of the stability operator L(−n) differs from that of LΣ in
that it is generally larger. Interestingly, there is a short time interval after formation
where Sinner has positive principal eigenvalue Λ(−n)0 > 0. This eigenvalue then becomes
zero at some time t < 2M, which demonstrates that for the existence analysis, LΣ
should be considered.
Since the principal eigenvalue of LΣ for Sinner is negative, we need to consider
the higher eigenvalues to analyse existence. First, it is clear that during the smooth
evolution of Sinner from the point it is born up to ttouch, all higher eigenvalues must be
positive. This is due to Λ0 = 0 initially, combined with the fact that it is the smallest
eigenvalue and can be shown to be non-degenerate [7, 8]. Consequently, all higher
eigenvalues are greater than zero and should remain so for as long as Sinner evolves
smoothly. This expectation is indeed met, which is shown in Fig. 5.23 where Λ1,0 is
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Figure 5.22: Principal eigenvalue Λ0 of the stability operators LΣ (left) and L(−n) (right) as function
of time. The top two panels clearly show the bifurcation of Souter and Sinner while the bottom two
panels present the numerical indication that Λ0 diverges to −∞ for Sinner at ttouch. Note that Λ(−n)0
has a root for Sinner in the upper-right panel which is also visible in the lower-right panel. (Parts of
this figure adapted from [81].)












































Figure 5.23: Eigenvalue Λ1 := Λ1,0 of Sinner for angular mode m = 0. Before ttouch, this is the
second lowest eigenvalue of LΣ and can hence be seen as “stability parameter”. The left panel shows
the full behavior and the right panel a close-up near ttouch. The curve seems to form a cusp at ttouch
but we cannot numerically resolve how far further down it drops. Since it is not zero here, Sinner is
guaranteed to exist even closer to ttouch (Figure adapted from [81].)
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stability spectrum of Sinner
Figure 5.24: The negative eigenvalues of LΣ for Sinner as function of time. Before ttouch, the principal
eigenvalue Λ0 := Λ0,0 is the only negative eigenvalue. After ttouch, a new pair of degenerate eigenvalues
Λ0∗,±1 appears. The left panel shows an overview and the right panel the magnitude of Λ0∗,±1. (Figure
adapted from [81].)
plotted.3 Note that in the left panel, there is no visible indication of this eigenvalue
vanishing at ttouch. However, very close to ttouch, a cusp seems to form in this curve, as
can be seen in the close-up in the right panel. Based on these results, it is not possible
to exclude the case that Λ1,0 becomes zero for one instant in time at ttouch.
The proposed merger scenario could be excluded if Λ1,0 vanishes at a time before
ttouch. This could happen if Λ1,0 → −∞ for t→ ttouch. Numerically, such a case cannot
be completely ruled out, though the results presented here also do not point towards
this possibility.
Interestingly, two new (degenerate) negative eigenvalues appear after ttouch. Since
these are added to the spectrum, we chose to deviate from the labeling scheme discussed
in Sec. 2.4 and instead assign these values the label Λ0∗,±1. These values are shown in
Fig. 5.24 as dashed blue curve. The close-up on logarithmic scale in the right panel
suggests that these eigenvalues might also diverge to −∞ at ttouch, though this is
far less clear than for Λ0. No such new negative eigenvalues appear for L(−n). Their
appearance for LΣ is hence caused by the shear term −2|σ|2 by which the two operators
differ (cf. their definitions (2.26) and (2.27)). Fig. 5.25 shows that indeed this term
also seems to diverge at ttouch.
Turning again to Houter, we have already mentioned that at late times, the apparent
horizon approaches its equilibrium state, for which Eq. (2.29) tells us that Λ0 → 1/4M2irr.
We can thus ask how Λ0 approaches this asymptotic value during the evolution. Seeing
that Λ0× 4M2irr → 1, Fig. 5.26 shows the difference of this value to 1. After an initially
fast, almost exponential decay, a phase of slower decay follows, with the transition
3The shown eigenvalue is the next higher one for an angular mode m = 0. Before ttouch, it is
indeed the lowest eigenvalue > Λ0. This changes after ttouch and is discussed below.
85
Chapter 5 Results for Numerical Relativity Simulations
Figure 5.25: Maximum of of |σ|2 along Sinner
as function of time.


















Figure 5.26: Approach of the principal eigen-
value Λ0 of LΣ to its asymptotic value 1/4M2irr.
After an initially steep decay, an oscillating shal-
lower decay can be observed. (Figure adapted
from [81].)















happening approximately at 10M. In contrast to the first phase, the shallower decay
exhibits an oscillating behavior. This general behavior will occur again in Sec. 5.7,
where we analyze the approach of Houter to the final state.
5.6.2 Global behavior
After discussing the stability and existence of the horizons based on the lowest
eigenvalues of LΣ, we will now focus on the higher eigenvalues, the structures they
form, and their possible interpretations. For the horizons that either begin or end in
a nearly spherical state, namely H1,2 and Houter, one would expect the spectrum to
reflect this behavior. Fig. 5.27 shows that this is indeed the case. The top two panels
show the spectrum for the two individual horizons and the bottom two panels for
Houter and Hinner, respectively.
For H1,2, we initially find the eigenvalues to be relatively close to the prediction of
Eq. (2.29). The eigenvalues clearly form what might be called a multiplet structure,
where the (2l + 1) fold degeneracy of the l’th multiplet is broken as the evolution
progresses and the horizons start to interact. Due to the axisymmetry and absence of
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stability spectrum of Sinner
Figure 5.27: Higher eigenvalues of the stability operator LΣ for all four horizons as function of
time. The values Λl,m of equal l and different m are given the same color to visualize the multiplet
structures for H1,2 and Houter. For the individual horizons, the spectrum is initially well described
by Eq. (2.29) and becomes more complicated as they interact during the merger. The opposite
happens for Houter, which approaches such an equilibrium state at later times. For Hinner, the positive
eigenvalues exhibit a much more complicated structure. (Figure adapted from [81].)
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any angular momentum in the problem, the ±m degeneracy is not broken and remains
throughout the whole merger. In the fully generic situation of inspiralling black holes,
the ±m degeneracy will not be present. Note that the different levels cross during
the evolution. Visually, the differentiation between the levels becomes more difficult.
However, due to the axisymmetry which causes the eigenvalue problem of the stability
operator to separate, we can always numerically control the angular mode m, see
also Sec. 2.4. Fixing this “quantum number”, the spectrum for fixed m is sorted in
ascending order. For these sorted eigenvalues, we assign increasing values of l starting
with l = |m|, |m|+ 1, |m|+ 2, . . . (with the exception of Λ0∗,±1 mentioned in Sec. 5.6.1,
where we start with l = 0 to account for the additional values).
The spectrum of Houter (bottom-left panel of Fig. 5.27) behaves very similar to
that of H1,2, with the main difference being that Houter starts highly distorted and
then relaxes to a spherical state. It is noteworthy that a new feature occurs here not
present for H1,2: In the relaxation phase, there are repeated instances of the multiplets
being nearly fully degenerate. The figure shows such instances close to t = 9M and
t = 20M. As we shall see in the next section, these are the times where the dominant
multipole mode crosses zero, i. e. a state that is highly spherical.
In Fig. 5.27, the bottom-right panel shows the stability spectrum of Hinner, which
seems far more complex and with a much less clear indication for a multiplet structure.
However, one apparent behavior is easy to see: The |m| = 1 angular modes all seem to
“migrate” two levels from l→ l+ 2, with the transition being completed at time ttouch.
Geometrically, Sinner pinches off at this time and consists of two nearly spherical parts.
As ttouch is approached, the gradual transition to this state of two round parts leads to
the eigenfunctions of LΣ to be concentrated on one or the other of these halves. This
is demonstrated in Fig. 5.28, which shows two different eigenfunctions of LΣ for Sinner
at a time before ttouch.
Clearly, the stability spectrum of Sinner holds more information to explore than
these first observations have provided. Furthermore, once we leave axisymmetric
configurations, or even just consider spinning black holes still in axisymmetry, there
will be even more complexity as the spectra cease to be purely real. Gaining more
insight could then be accomplished using statistical methods. In what follows, we
will apply one possible statistical analysis tool which focuses on the short-range
interaction of the levels, i. e. their attraction and repulsion. This is only the first
step into a systematic analysis, and it will not yield a clear understanding of what
distinguishes the dynamics of Hinner from the other horizons. However, it will establish
the foundations upon which further analyses of larger scale level interactions, such as
the number variance Σ(L) and spectral rigidity ∆(L), can be built (see e. g. [99]).
The terminology and methods used here apply in the context of the Hamiltonian of
a quantum particle, in particular the study of quantum chaos [23, 24, 65, 99], and by
interpreting the stability operator LΣ as quantum Hamiltonian Ĥ (cf. sec 4.4 in [59]),
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Figure 5.28: Visualization of two eigenfunctions
ψl=8,m=4 (left) and ψl=9,m=4 (right) of the stability
operator LΣ. The top two panels indicate the func-
tion values on the MOTS represented in the x, y, z
coordinate space. Blue regions belong to negative
and red regions to positive values. The two panels in
the middle show the same information on a round
sphere, where the location of the neck is drawn as
dotted line. The bottom panels show the signs of
the eigenfunctions and demonstrate that even in the
regions of nearly constant green color there is still
structure. It also clearly shows crossing of the nodal
lines. (Figure adapted from [81].)
we will be able to benefit from the methods developed in that context.
One immediate insight comes from the fact that the eigenvalues—the “energy
levels”—do cross during evolution for all horizons. This is a non-generic feature for a
one-parameter (i. e. time) family of real self-adjoint operators. If the corresponding
classical system is integrable, the levels are independent and can cross. Since our
axisymmetric configuration leads to a separable problem, which implies integrability,
these level crossings are not a surprising feature. Furthermore, the crossing of nodal
lines visible in Fig. 5.28 is also a consequence of separability [23].
Apart from their crossing, we will now aim for an understanding of the interaction of
adjacent levels, which we gain from the nearest neighbor spacing distribution P (s). This
distribution is constructed from a suitably normalized spectrum, where the average
level distance 〈s〉 is set to 1, and visualizes the relative abundances of different adjacent
level distances. If trivial degeneracies are present, a distance of s = 0 will dominate
in this analysis and hide the remaining structure. We will therefore remove the one
degeneracy due to our symmetry, i. e. the ±m degeneracy, when constructing P (s).
In the context of quantum chaology, the generally occurring classical systems are
discussed in [65] and it was found that the distribution P (s) generically falls into
one of a very few universal classes. For classically integrable systems, the levels are
distributed like random numbers, resulting in the Poissonian distribution
P (s) = e−s . (5.16)
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No level repulsion happens here, as, in fact, small distances are preferred over large
ones. On the other hand, time-reversal symmetric but otherwise chaotic classical
systems have the spectrum of a (large) random real symmetric matrix, yielding
P (s) = π2 se
−πs2/4 . (5.17)
Here the levels repel and consequently P (s) vanishes for s→ 0. The matrices having
these kinds of spectra form the Gaussian Orthogonal Ensemble (GOE) considered in
random matrix theory.
In our case, we already discussed that we have level crossings with no sign of
repulsion. This justifies the expectation that we should not find a distribution like
Eq. (5.17). Before presenting numerical results of our simulations, we will address the
construction of P (s).
To this end, consider the eigenvalues of LΣ,
Λ0 < Λ1 ≤ Λ2 ≤ . . . , (5.18)
where the trivial ±m degeneracy has been removed and we have labeled the eigenvalues
in increasing order, ignoring any possible assignment of “mode numbers” (l,m). Let




H(Λ− Λn) , (5.19)
where H(x) is the Heaviside step function. We decompose N(Λ) into a smooth
monotonically increasing average Nav(Λ) and a fluctuating part Nfl(Λ), such that
N(Λ) = Nav(Λ) +Nfl(Λ) . (5.20)
The “unfolding” is done by a change of variable x = Nav(Λ) and defining
xn := Nav(Λn) . (5.21)
The averaged spectrum {xn} has the property that the average level distance, or








= 1 , (5.22)
since dΛ/dx = dN−1av /dx = (dx/dN−1av )−1 = (dNav/dΛ)−1. The nearest-neighbor spac-
ing is then defined as
sn = xn+1 − xn (5.23)
90
5.6 Stability Analysis






counting functions near ttouch
SouterSinnerS1S2












Figure 5.29: Counting function N and its average Nav at time t ≈ 5.5354M. The left panel shows
an overview for all four MOTSs and the right panel a close-up where the average Nav can be seen.
The dotted lines drawn in both panels show that we find agreement with Weyl’s law presented in
Appendix A of [81]. (Figure adapted from [81].)
from which we get the distribution P (s), i. e. we let P (s) ds be the probability of
finding a spacing s between s and s+ ds.
As an example, Fig. 5.29 shows in the left panel the level counting function N(Λ) for
all four horizons at time t ≈ 5.5354M very close to ttouch ≈ 5.5378176M. The right
panel shows a close-up for Souter containing the average Nav(Λ). Fig. 5.30 summarizes
the results for our simulation, which generally satisfy the expectations. In panels (a)
and (c), we plot P (s) at this same time for Sinner and Souter, respectively. Despite the
significantly different states these two MOTSs are in, their short-range level statistics
are well described by the Poisson-like distribution corresponding to the integrability
of the system.
We find a clear indication of level repulsion when picking out the eigenvalues for
a fixed m. This is shown in panel (b) of Fig. 5.30, where we see a peak at s = 1,
indicating a “picket fence” structure of the distribution of eigenvalues. An example
of non-generic behavior is shown in panel (d). For this distribution we take a time
t = 9M, which was already mentioned at the beginning of this section as being one
example of Souter being almost spherical and the eigenvalues for different |m| almost
degenerate. This results in an overabundance of small level distances and hence a
larger peak of P (s) at s = 0 than expected for generic cases. This might be called a
“quasi-picket-fence” structure.
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Sinner at t ≈ ttouch, m ≥ 0
e−s
(a) Poisson-like distribution for Sinner.






Sinner at t ≈ ttouch, m = 0
(b) “Picket-fence” distribution for fixed m.






Souter at t ≈ ttouch, m ≥ 0
e−s
(c) As (a) but for Souter.






Souter at t = 9.0M, m ≥ 0
e−s
(d) “Quasi-picket-fence”.
Figure 5.30: Nearest neighbor spacing distribution P for Souter and Sinner. See text for details.
(Figure adapted from [81].)
5.7 The Fluxes and the Approach to the Final State
When discussing the approach to the final state, the main object of interest is the
outer common horizon Houter, which, in absence of angular momentum and spin, will
asymptote to a Schwarzschild horizon at late times. There are several ways to quantify
this approach, the area (cf. Fig. 5.10) and the non-constant components of the intrinsic
Ricci scalar being just two examples. We have also seen the approach of Λ0 to its
asymptotic value in Fig. 5.26, showing clearly two different regimes with different
decay behavior. This section will first collect several observations of how this approach
happens and then relates this behavior to gravitational fluxes through the horizons.
The decay of both, the geometric properties encoded in the Ricci scalar as well as the
dominant components of the fluxes will be shown to be closely correlated with the
quasi-normal modes describing the gravitational radiation produced by the relaxation
of a perturbed Schwarzschild black hole. For reference, and for comparison, many of
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Figure 5.31: Visualizations of how the area of Souter approaches the equilibrium state. The top-left
panel shows the evolution of the area A, the initial part of which we have already seen in Fig. 5.10.
The top-right panel visualizes the same data in a different way by plotting the difference to the
final area on a logarithmic scale. The bottom-left panel shows the first time derivative of the area,
which is strictly positive but has regular minima after the initially steep decay. The bottom-right
panel contains the second time derivative, exhibiting a damped oscillation. For visual orientation, the
dashed vertical lines indicate the times of the local minima of Ȧ.
the results will also be presented for the other horizons Hinner and H1,2.
One of the most intuitive results describing the approach of Houter to its asymptotic
state is the evolution of the area. The top-left panel of Fig. 5.31 shows this evolution
for our longest simulation of the Brill-Lindquist setup that has been the main focus
thus far. After the initially fast area increase, it quickly settles at an almost constant
value. A much closer look at how this settling happens is possible if the difference to
its final value is plotted logarithmically. This is done in the top-right panel. A new
feature not seen in the top-left panel becomes apparent: an oscillatory behavior as
the final area is approached. The first and second time derivatives of the area, shown
respectively in the bottom left and bottom right panel, make this even more clear.
To understand this behavior, we will now show how the geometric approach to the
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“round sphere” state is reflected in the oscillatory behavior of the modes of a multipolar
decomposition of the Ricci scalar.
5.7.1 The Geometric Evolution: Multipole Moments
Using the invariant coordinate ζ introduced in Sec. 2.3, the decomposition of the







RYl,0(ζ) dA . (5.24)
Obviously, none of the m 6= 0 modes can contribute in axisymmetry. In [15], the Il are





ImΨ2 Yl,0(ζ) dA , (5.25)
using the component Ψ2 of the Weyl curvature. For isolated horizons, if the multipole
moments converge for large l, then they completely characterize the horizon geometry.
We do not have any angular momentum in our setup, whence the Ll all vanish for
us. We also do not consider isolated horizons. On the contrary, we will compute the
multipoles (5.24) in the highly dynamical regimes, where they continue to give useful
results [13].
Note that for l = 0, we have Y0,0 = 1/
√
















using the Gauss-Bonnet theorem for the last equality. Furthermore, our choice of
invariant coordinates results in I1 vanishing.
Note that these geometric multipoles are dimensionless. The dimensionful mass







4π Il , (5.27)
where RS :=
√
A/4π is the areal radius of S, restoring the horizon’s irreducible mass
Mirr =
√
A/16π = RS/2 = M0.
In the axisymmetric Brill-Lindquist spacetimes considered here, the final state is
a Schwarzschild black hole with all multipoles except I0 vanishing. Similarly, the
individual horizons are well approximated as isolated Schwarzschild black holes for
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Figure 5.32: Geometric mass multipoles Il of S1 (solid lines) and S2 (dotted lines). The multipoles
are shown as function of the proper distance along the z axis (left panel) and as function of time
(right panel). Note that the proper distance is here defined to be negative when the MOTSs intersect.
(Figure adapted from [81].)
large distance parameters d. Since our initial data has d = M somewhat small in order
to have common horizons form soon after starting the evolution, we can expect the
individual MOTSs S1,2 to have nontrivial multipole moments even in the initial state.
This can be seen in Fig. 5.32, where the multipole moments are shown as function
of the proper distance of S1 and S2 in the left panel, and as function of time in the
right panel. Note that we have defined the proper distance as length of the geodesic
connecting the south pole of S1 with the north pole of S2 along the z axis, and we
take this value to be negative when S1,2 intersect. The invariant I0 as well as the
vanishing I1 are not shown. The remaining multipole moments increase as the black
holes approach each other during the evolution. The solid lines belong to S1 and are
for each mode seen to be smaller than the corresponding mode of the larger horizon
S2 shown as dotted lines.
The opposite behavior is expected for Souter, which is distorted upon formation and
then loses its deformation as it approaches the Schwarzschild state. In the left panel
of Fig. 5.33, we can see that this relaxation happens with the various modes initially
decaying very steeply, followed by damped oscillations4 of different frequencies for
the different modes. A more detailed analysis of these frequencies will be done in
Sec. 5.7.3.
Using the multipole moments, we can also visualize the fact that Hinner and Houter
connect smoothly. For this, we use the areal radius R =
√
A/4π as a coordinate along
Hinner and Houter. This is possible at least for the times close to tbifurcate where the
horizons appear and their area is strictly monotonic. In this coordinate, the multipole
4The multipoles are here visualized on a logarithmic scale to make the behavior of the higher
modes visible. Damped sinusoids hence appear as curves with a regular “arc”-like pattern.
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Figure 5.33: Geometric mass multipoles Il of Souter and Sinner as function of time (left panel) and
area (right panel). In the left panel, the multipoles of Souter are drawn as thick lines while those
of Sinner are drawn as thin lines. For the same value of l, line colors and styles match between the
two horizons. The right panel indicates that Sinner and Souter together form a smooth hypersurface.
(Figure adapted from [81].)
moments connect smoothly, as is demonstrated in the right panel of Fig. 5.33.
In the remainder of this section, the physical reason for the change of the area and
the geometry, i. e. the fluxes of gravitational energy through the horizons, is discussed.
5.7.2 Fluxes: Shear and the ξA Vector Field
For future spacelike dynamical horizons, it is possible to formulate a relation, valid
in exact nonlinear general relativity, between the change of area and the flux of
gravitational radiation through the horizon. This is interpreted as the in-falling
radiation causing the horizon to grow, and is in [18] described as “physical process”
version of the first law of black hole mechanics. The construction is as follows. Consider
a future spacelike dynamical horizon H. A normal field on H will then be timelike
everywhere and we shall call τ̂ the unique normalized future pointing normal field.
Let further r̂ be the unit spacelike tangent to H which is an outward normal to the
leaves S of H. Outward and inward pointing null normals of each MOTS S can then
be defined only by the geometry of H via5
̂̀µ := 1√
2
(τ̂ + r̂) , n̂µ := 1√
2
(τ̂ − r̂) , (5.28)
5These differ from the null normals defined in Eq. (2.8) only by a scaling. However, contrary to
these, the null normals (5.28) cannot be defined if H contains portions with null signature.
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Figure 5.34: Integrals of |σ|2 := σµνσµν (left panel) and |ξ|2 := ξµξµ (right panel) as function of
time. The latter is numerically difficult to compute for Sinner due to the signature changes and is
hence not shown here. (Figure adapted from [81].)
respectively. Let furthermore ∆H be a portion of H bounded by two MOTSs with
areas Ai and Af , respectively. The balance law [18, 19] now states that their horizon
radii R =
√












Here, σ̂µν is the shear of ̂̀µ and ξ̂µ := qµν r̂ρ∇ρ ̂̀ν . NR is a suitable lapse function such
that NR d3V = dR dA.
We will now present the results for the individual fluxes corresponding to the shear
and ξµ fields. However, we will use the definition (2.8) and compute σµν and ξµ using
`µ instead of ̂̀µ. The numerically more difficult to compute quantities σ̂µν and ξ̂µ will
be left to future work. The analysis of σµν and ξµ will still turn out to be fruitful.
The first result is the integral of |σ|2 := σµνσµν over a MOTS S as function of time.
Fig. 5.34 shows in the left panel the computed values for all four horizons. For the
individual horizons H1,2, this value increases rapidly beyond the flux through Houter.
The curve for Hinner connects smoothly with the one for Houter and has the largest
values of the four horizons. Interestingly, there is no significant effect visible when
Hinner pinches off at ttouch and then develops self-intersections, despite |σ|2 becoming
large at the neck (cf. Fig. 5.25). The flux through Houter rapidly decays after it has
formed, with the beginning of an oscillating behavior visible in the part after about
t = 10M. The right panel of Fig. 5.34 contains the analog results for the flux of ξµ.
Note that due to the signature change of Hinner, the vector ξµ is not well defined at the
points of null signature, resulting in the integrals not converging numerically. For the
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other horizons, the behavior is very similar to the shear flux, which is generally about
one order of magnitude larger. Furthermore, at the times of minimal area change of
Houter (cf. Fig. 5.31), ξµ becomes numerically inaccurate due to the horizon becoming
close to null.
To gain more insight into the dynamics of these fields on the horizons, we can
perform the decomposition of the shear and ξµ into spherical harmonics and track
the evolution of the individual modes in time. In fact, to decompose the symmetric
tensor σµν and the vector field ξµ, we will use the Newman-Penrose formalism to
construct respective complex scalars which are then decomposed into spin-weighted
spherical harmonics (SWSPH) sYl,m of spin weight s suitable for their representation.
To this end, we first construct a complex null tetrad (`, n,m,m), where ` and n are
the outward and inward pointing null normals defined by Eq. (2.8) and the complex










The vector m is the complex conjugate of m. The complex shear scalar is built using
σ := mµmνσµν . (5.31)
Note that a phase change m → eiφm results in σ → e2iφσ. The field σ hence has a
spin weight of +2 and should be decomposed into SWSPH of spin weight s = 2. On
the other hand, we use
ξ := mµξµ (5.32)
to obtain a scalar suitable for being decomposed into SWSPH of spin weight s = −1.
Since we have no angular momentum or spin in our simulation, both fields will be
purely real. Also, only the sYl,0 will contribute since the axisymmetry implies the fields
will not depend on ϕ. We hence write
σ(θ, ϕ, t) =
∞∑
l=2
σl(t) 2Yl,0(θ, ϕ) , (5.33)
ξ(θ, ϕ, t) =
∞∑
l=1
ξl(t) −1Yl,0(θ, ϕ) , (5.34)
where cos θ = ζ.
The first ten modes of this decomposition for the shear are shown in Fig. 5.35 for all
four horizons. The top two panels show the modes of the individual horizons, which
increase during the evolution. The modes of the larger horizon H2 are generally larger
than the corresponding ones for H1. The decay of all shown modes for Houter is visible
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Figure 5.35: Modes σl of the decomposition of the shear σµν for all four horizons. Note that all
modes are purely real in our case and we take the absolute value when plotting on a logarithmic
scale. (Figure adapted from [81].)
in the lower-left panel of Fig. 5.35, with the l = 2 mode being the dominant one.
This decay will be focused on in much greater detail in the next section. For Hinner
(bottom-right panel) we do not plot the modes logarithmically since they do not decay
with time. Instead, the dominant mode seems to increase steadily while the other
modes have a zero crossing shortly after ttouch. The dominant mode does not seem
to be influenced by the formation of the cusp at ttouch, despite the signs of reduced
numerical accuracy very close to ttouch.
As already mentioned, it is difficult to obtain accurate numerical results for ξµ, which
is also reflected in the mode decomposition shown in Fig. 5.36. The main problems
occur around t = 13M, which is roughly the first minimum of the area change, as
can be seen in Fig. 5.31 (bottom-left panel). We will therefore not attempt to model
the decay behavior of these modes in the following subsection.
We will, however, do so for the shear modes and the multipole moments.
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Figure 5.36: Modes ξ̄l of the ξ vector as function
of time. After an initially steep decay, we see the
beginning of an oscillatory behavior. However, the
numerical results are unreliable near the minima
of Ȧ, in this case near t = 13M, cf. Fig. 5.31.
(Figure adapted from [81].)


























5.7.3 The Correlation with Quasi-Normal Modes
Here, we will attempt to fit a very simple model to the decaying and partially oscillating
modes shown above, namely for the multipoles and the shear modes of Houter. In
order to obtain more accurate results, we will use the longest simulation lasting until
tmax = 50M. Partial results of this simulation have already been shown above in
Figs. 5.26 and 5.31.
Fig. 5.37 shows in the top panel the multipole moments and in the bottom panel
the shear modes for this simulation. Both cases show an initially steep decay without
oscillation, followed by a much slower decay in the form of damped sinusoids. For the
same mode index l, the roots of one of these seem to coincide with the extrema of the
other. A simple model for all modes in both cases is













where α(1)l are real and model the initial fast decay, while α
(2)
l are complex in order to
model the damped oscillations. The functions fl are either the shear modes σl or the
multipole moments Il. A more thorough analysis will be postponed to a future work.



















, t > t(2)
, (5.36)
where we will set t(1) < t(2) to separately fit the two different regimes and ignore the
transition phase. The initial decay is not well modeled by a damped exponential and
the results for α(1)l are highly dependent on the choice of t(1). We chose t(1) = 4M
which minimizes these variations. However, by construction this method will be able
to accurately determine the frequencies and damping coefficients for the late time
behavior, with more accurate results for larger t(2) (given sufficient remaining data).
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Figure 5.37: Multipoles (top panel) and shear modes (bottom panel) of Souter for our longest
simulation lasting up to t = 50M. Both show qualitatively very similar behavior with an initially
steep decay followed by a shallower decay with oscillations. The l = 0 and l = 1 multipole modes
have been omitted since they are constant,
√
π and 0, respectively.
For the below results, we chose t(2) = 20M.
The fits for the oscillating part are performed for the real and imaginary parts
separately. The frequencies (real parts of α(2)l ) are determined via the roots of the
respective mode fl. For the damping coefficient, we take the local maxima of |fl| and
fit an exponential. The results are shown in Figs. 5.38 and 5.39 with the damping
parameter values summarized in Tables 5.1 and 5.2. We find very good agreement of
the late time behavior between the multipoles and shear modes. In fact, they are equal
within the accuracy we estimate for these values. We do not give an error estimate for
the initial damping parameters as this model does not seem to be well suited, compare
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also the dotted orange lines indicating this fit in Figs. 5.38 and 5.39. A more careful
modeling is required to extract more reliable information from this initial part.
We find a most interesting correspondence of our values with certain quasi-normal
mode frequencies of a Schwarzschild black hole. These quasi-normal modes appear
in the context of linear perturbations of fixed black hole background spacetimes and
describe the universal characteristic oscillations present when a perturbed Kerr or
Schwarzschild black hole spacetime settles down. They are fully determined by the
mass and spin of the black hole and present a set of complex frequencies, with the
imaginary part containing the inverse decay time scale and the real part being the
oscillation frequency. They are labeled by three integers (n, l,m) where (l,m) describe
the angular components (corresponding to our l and m angular “quantum” numbers).
A set of frequencies for fixed l and m is then assigned an overtone index n in order of
increasing damping factors (i. e. imaginary parts), with n = 0 being the longest lived
fundamental mode. See [26] for a review. For the Schwarzschild case considered here,
only the m = 0 mode is relevant. We collect in Tab. 5.3 the first few m = 0 modes for
Schwarzschild, taken from [25]; see also [26, 27].
A comparison of these values with Tables 5.1 and 5.2 reveals a striking agreement
of the frequencies Re(α(2)l ) we find with the corresponding quasi-normal mode for
the same value of l for n = 0. The damping coefficients Im(α(2)l ) agree less well, but
show a similarity in that they do not depend strongly on l. We find no immediate
correspondence of the initial damping coefficients α(1)l with any quasi-normal mode.
As the quasi-normal mode oscillations can be found in the wave zone, it is surprising
to see their presence in quasilocal quantities computed only at the horizon. Obviously,
the frequencies and damping coefficients we calculate highly depend on the time
coordinate used in the simulations. As far as we are aware, a fundamental theoretical
understanding of why our gauge conditions lead to this direct correspondence without
requiring any further conversion is, as of yet, missing.
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Figure 5.38: Fits of the multipole moments I2, . . . , I7 using the piecewise model of Eq. (5.36). The
solid line shows the respective mode and the two vertical thin lines the two times t(1), t(2) used for
the fits. The dotted orange line indicates the exponential fit of the initial steep decay while the green
dashed line shows the damping part of the late time fits. (Figure adapted from [81].)
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Figure 5.39: Fits of the shear modes σ2, . . . , σ7 again using the piecewise model of Eq. (5.36).
Otherwise similar to Fig. 5.38. (Figure adapted from [81].)
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2 −0.506 0.377 −0.092
3 −0.853 0.604 −0.098
4 −1.540 0.796 −0.097
5 −1.625 1.014 −0.098
6 −2.006 1.216 −0.105
7 −2.134 1.410 −0.091
Table 5.1: Multipole damping coefficients of
the piecewise model (5.36) with t(1) = 4M
and t(2) = 20M. We estimate an accuracy of
1 % for the real parts (frequencies) of α(2)l and
10 % for the imaginary parts (damping) for l ≤
6. All values have been scaled to correspond








2 −0.578 0.377 −0.093
3 −0.875 0.602 −0.098
4 −1.285 0.800 −0.098
5 −1.568 1.013 −0.099
6 −1.907 1.212 −0.104
7 −2.211 1.414 −0.092
Table 5.2: As in Tab. 5.1 (incl. the error
estimates) but for the fits of the shear modes.
n = 0 n = 1 n = 2 n = 3
Re Im Re Im Re Im Re Im
l = 2 0.3737 −0.0890 0.3467 −0.2739 0.3011 −0.4783 0.2515 −0.7051
l = 3 0.5994 −0.0927 0.5826 −0.2813 0.5517 −0.4791 0.5120 −0.6903
l = 4 0.8092 −0.0942 0.7966 −0.2843 0.7727 −0.4799 0.7398 −0.6839
l = 5 1.0123 −0.0949 1.0022 −0.2858 0.9827 −0.4803 0.9550 −0.6806
l = 6 1.2120 −0.0953 1.2036 −0.2866 1.1871 −0.4806 1.1633 −0.6786
l = 7 1.4097 −0.0955 1.4025 −0.2872 1.3882 −0.4807 1.3674 −0.6773
Table 5.3: The first few complex Schwarzschild quasi-normal mode frequencies with m = 0 for the
fundamental mode (n = 0) and the first three overtones (n = 1, 2, 3). The real part represents the




Steps towards dropping axisymmetry
From a numerical perspective, the obvious next step is to generalize our new horizon
finder and drop the requirement of axisymmetry. The most relevant numerical simula-
tions for astrophysical situations are, of course, not axisymmetric. This generalization
will therefore open up a wide window into observationally relevant scenarios and
presents the logical continuation of this project.
Given that axisymmetry presents a severe restriction and dramatically simplifies
the numerical task—the nonlinear problem of finding our horizon function h becomes
a one-dimensional ordinary differential equation—one might ask whether the method
can, in principle, be generalized. Fortunately, while developing the new algorithm,
the goal of applying it in the fully generic case was set from the beginning and all
steps specific to the axisymmetric case were carefully evaluated for applicability in
the planned generalization. Even though the presentation of the numerical method in
Chapter 3 specializes to axisymmetry starting from Sec. 3.3, the main idea enabling the
representation of non-star-shaped and even self-intersecting MOTSs is fully general.
The remainder of this chapter will describe the main differences to the axisymmetric
case from a numerical viewpoint in Sec. 6.1, where problems and strategies to solve
them are presented. Our first working implementation will be discussed in Sec. 6.2.
There, first results of MOTSs in non-axisymmetric initial data are shown, providing
a “proof-of-concept” that the new algorithm can indeed be generalized. Sec. 6.3 will
conclude this chapter by summarizing the current status and future tasks for arriving
at a fully functional finder.
6.1 Numerical Method
Numerically, most of the discussion of Chapter 3 still applies. The differences to the
axisymmetric case occur at two main points:
• The reference shape representation needs to be capable of representing arbitrary
closed smooth two-dimensional surfaces. This includes non-star-shaped surfaces
and self-intersections.
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• The linear steps in the non-linear search described in Sec. 3.2.2 become partial
differential equations for the horizon function h : S2 → R.
These two aspects will now be discussed in turn.
Let S be an arbitrary smooth closed two-dimensional surface. As before, we will
restrict ourselves to surfaces of spherical topology. Without axisymmetry, we can no
longer represent S as a surface of revolution of a curve. A parametric representation of
S satisfying all the requirements while still being numerically efficient is the following.
Let Si, i = 1, 2, 3, be mappings S2 → R, represented as an expansion into (real)









lm Ylm(θ, ϕ) . (6.1)
The three finite sets of each N2 coefficients a(i)lm then represent S by taking Si to be
the component functions of a parametrization of S in the numerical coordinates.
The reference-shape based parametrization of a MOTS S is then given by Eq. (3.5),
as in the axisymmetric case, with a parametric reference surface Sref represented as
above and a horizon function h : S2 → R, which itself is again represented as a finite
sum of spherical harmonics with coefficients alm.
The second aspect mentioned above is solving the nonlinear problem using a Newton-
like search with linear steps as described in Sec. 3.2.2. The numerical representation
of h as a sum of spherical harmonics lends itself ideally to the pseudospectral method
described in that section, with two aspects that need attention: The first is that the
finite set of indices (l,m) of the coefficients alm needs to be converted to a single index
n = 0, . . . , N2 − 1. The second is more difficult, as we need to choose a set of N2
collocation points on S2 in order to turn Eq. (3.27) into a determined linear system








: i = 0, 1, . . . , N − 1, j = 0, 1, . . . , 2N − 1
}
, (6.2)
where gNi are the N roots of the N ’th Legendre polynomial. With these points,
Eq. (3.27) is overdetermined and usually solved using a least-squares algorithm. We
have experimented with different choices of collocation points. Fig. 6.1 shows three
examples, the “Lat-Long” grid of Eq. (6.2) in the left panel and two choices based on
generalized spiral points [90] in the middle and right panels. We have not yet found a
set of N2 collocation points in closed form producing a determined set of N2 equations
of full rank. Finding such an optimum set would reduce the computational cost and is
deferred to future work.
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Figure 6.1: Different choices of collocation points on the sphere. The left panel shows the usual
“Lat-Long” grid for N = 30. In this case, we have N2 = 900 basis functions and 2N2 = 1800
collocation points. The resulting (N2, 2N2) matrix appearing in the pseudospectral method has a
condition number of ≈ 5.1 and the (solvable) overdetermined system of equations can thus be solved
accurately using a least-squares solver. The other two panels show two choices of generalized spiral
points with 900 points in the middle panel and 1156 points in the right panel. Unfortunately, the 900
points in the middle panel lead to an ill-conditioned system with condition number > 1016. Adding
points to this set leads again to an overdetermined problem. However, with the 1156 points shown in
the right panel, the condition number becomes ≈ 1.7 and a least-squares solver produces an accurate
solution.
6.2 Results for a Time Symmetric Case
In order to test the generalized MOTS finder algorithm we proceed similarly to the
axisymmetric case and start with time symmetric initial data. A non-axisymmetric
configuration can easily be obtained using, again, a Brill-Lindquist metric of the
form (4.3) by choosing three punctures to construct the conformal factor Eq. (4.5).
The punctures are initially all aligned on the same axis, so that our tested and
validated axisymmetric finder can be used to obtain the first set of MOTSs. The result
has already been shown in Fig. 4.1. The surfaces of revolution are then represented
as described in Sec. 6.1 and used as initial guess for the generalized finder, which
successfully reproduced the axisymmetric results. Subsequently, the three punctures are
moved in small steps away from being aligned on one axis, yielding a non-axisymmetric
configuration. After each step, the previous MOTSs are used as reference surfaces and
initial guesses for the respective next search. Fig. 6.2 shows the result after a few steps,
indicating that the concept has been successfully implemented and is in principle able
to be used for realistic cases of two inspiralling black holes.
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Figure 6.2: Example of non-axisymmetric MOTSs in a
3-black-hole configuration. Starting with the configuration
shown in Fig. 4.1, the puncture at z1 = −0.45 is rotated
to remove the symmetry. The generalized MOTS finder
successfully tracks all 9 MOTSs, including the non-star-
shaped inner MOTS containing all three punctures.
6.3 Future of the Generalized MOTS Finder
The main open tasks in the development of the general MOTS finder are increasing the
numerical efficiency and generalizing the Hermite interpolation described in Sec. 5.3
to the case of 3-dimensional grids. Furthermore, the definitions and computations
of several of the physical properties presented throughout Chapters 4 and 5 need to
be revisited. For example, in full generality, we do not have access to an invariantly
defined angular coordinate system (ζ, ϕ) which exists in axisymmetry. This poses
additional complications in the definition of the decomposition of fields like the shear
and the intrinsic Ricci scalar into spherical harmonics. If the horizon asymptotes to
an axisymmetric state, which is the case for the outermost horizon, or originates from
a nearly axisymmetric state, like the individual MOTSs when they are initially well
separated, then a prescription exists to transport the coordinates along the dynamical




The project of this dissertation started out with the goal to better understand the
merger process of two black holes in terms of their dynamical horizons. The axisymmet-
ric configuration was originally meant to be a “test case” used to develop and validate
a new MOTS finding algorithm that overcomes the limitations imposed by the extant
algorithms. However, the numerous surprising results generated in even the seemingly
simple Brill-Lindquist configuration studied throughout this work—including the ap-
pearance of self-intersecting horizons, the cusp-formation during the MOTS merger,
and the area anomaly of the inner horizon—has resulted in a number of smaller and
larger projects centered around the axisymmetric case. The present work collects these
findings and aims at providing a first interpretation.
The original goal has been achieved: The merger of MOTSs found in the head-on
collision of two non-spinning black holes yields a connected history, where we can
follow the dynamical horizons from the initial state of two disjoint black holes to the
final remnant black hole. As a result, we now have the quasilocal analog of the “pair-
of-pants” picture describing such a merger in terms of the event horizon. Furthermore,
the suggested possibility that the MOTSs annihilate when they merge turned out to
not occur. Instead, after the time the inner common MOTS coincides with the union of
the two individual MOTSs, each continue to exist separately. The individual horizons
then intersect each other, while the inner common MOTS, quite unexpectedly, is seen
to self-intersect.
Obtaining these results required the design and implementation of a new algorithm
for finding highly distorted MOTSs with high accuracy. We have encountered no case
where our finder could not, at least in principle, find a MOTS that exists. Failure
of a MOTS being located could be attributed to either insufficient resolution of the
numerical simulation, or the formation of a cusp in the MOTS geometry requiring
exponentially increasing resolution of the MOTS representation. All other cases of
MOTSs vanishing happened in families of time-symmetric initial data, where a detailed
analysis of the MOTS stability operator revealed physical instability as cause for the
MOTS actually disappearing from the configuration.
In the dynamical case, the evolution of the spectrum of the MOTS stability operator
is shown to provide useful insights into the horizon dynamics, although more can be
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gained from a more detailed analysis of the global properties, especially for the inner
common horizon.
Geometrically, we find that dynamical horizons appear in a larger variety than often
considered in the literature, including in proofs of the area increase law for dynamical
horizons. The outermost horizon is not always future trapped and the inner horizon is
seen to never be completely future or past trapped, while its signature undergoes several
characteristic changes. The area anomaly found in the evolution of this inner horizon
is related to these signature changes and does not contradict the area monotonicity
results of, e. g., Bousso & Engelhardt. This area increase just before the MOTS merger
could potentially contain as yet unknown important physical information. A deeper
understanding of this behavior could possibly lead to an application in a proof of
the Penrose inequality for binary black hole mergers using the connected history of
MOTSs.
The analysis of the evolution of multipole moments and gravitational fluxes through
the outermost horizon shows a striking and not yet fully understood correspondence
of their decay behavior with the quasi-normal modes of a Schwarzschild black hole.
However, it is consistent with a strong correlation between the gravitational radiation
observed at infinity and the horizon dynamics.
In summary, the contribution this work provides is twofold: On the technical side,
we have devised a new method capable of finding horizons that could not be located
previously, and our implementation of this method has been made publicly available.
Thus far, we have looked at only a small set of physical configurations where this
algorithm was able to uncover new results. In the future, the generalization to non-
axisymmetric situations, with a working proof-of-concept already presented here, will
be able to extend the applicability to astrophysically relevant configurations.
The first configuration analysed with the new method, namely the axisymmetric two-
black-hole Brill-Lindquist setup, already generated the main physical contribution—the
merger of MOTSs, which finally completes the picture of a binary black hole merger
in terms of quasilocal horizons. From future analyses of mergers with nonzero orbital
angular momentum, we will be able to answer whether and how these mergers of
MOTSs happen in full generality.
All the horizons analysed in this work are, of course, hidden in the black hole
region and thus no information about their behavior can reach an observer at infinity.
However, there is a connection to the observable regime, since the region close to
the horizons is the common source of the gravitational radiation partly entering the
horizons and partly escaping. The surprisingly direct correspondence of quasi-normal
modes with the behavior of fields on the horizon found in the axisymmetric case
promises to be fruitful for further research.
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