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THE DEGREES OF ONESIDED RESOLVINGNESS AND THE
LIMITS OF ONESIDED RESOLVING DIRECTIONS FOR
ENDOMORPHISMS AND AUTOMORPHISMS OF THE SHIFT
MASAKAZU NASU
Abstract. We introduce the notions in the title for endomorphisms of sub-
shifts, and using them we characterize various classes of “resolving endomor-
phisms of subshifts” in the broad sense including onesided and weak ones. Re-
solving endomorphisms of transitive topological Markov shifts and resolving
automorphisms of topological Markov shifts are treated particularly in detail.
Moreover, we understand what the limits of onesided resolving directions are
for “expansiveness” (in the broad sense including onesided ones) of endomor-
phisms of subshifts, and we understand the relation between “resolvingness”
and “expansiveness” for endomorphisms and automorphisms of subshifts and
for Zd-actions on zero-dimensional compact metric spaces.
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2 MASAKAZU NASU
1. Introduction
This paper is a sequel of [N10]. We continue to study the dynamics of endomor-
phisms and automorphisms of subshifts, in particular, the “overall dynamics” of an
endomorphism ϕ of a subshift (X, σ), i.e. the dynamics of ϕiσj for all i ∈ N, j ∈ Z
and the dynamics of ϕiσj for all i, j ∈ Z when ϕ is an automorphism. We are
especially interested in the overall dynamics of onto endomorphisms of topological
Markov shifts, which include onto cellular automata. We introduce the notions of
the degrees of onesided resolvingness, which are not topological invariants, and the
limits of onesided resolving directions, which are topological invariants, for endo-
morphisms of subshifts. Using them we characterize various classes of “resolving
endomorphisms” (in the broad sense including onesided and weak ones) of subshifts
which were introduced and studied in [N5, N6, N10]. We also further consider left τ -
expansiveness and right τ -expansiveness, which were introduced for onto endomor-
phisms of invertible compact dynamical systems (X, τ) [N10]. Applying geometric
methods of Boyle and Lind which define expansive lines and expansive components
for Zd-actions in [BoL], we define left τ -expansive and right τ -expansive analogues
of these for onto endomorphisms of (X, τ). Using them we understand what the
limits of onesided resolving directions of an onto endomorphism of a subshift are and
also understand the relation between “resolvingness” and “expansiveness”, each in
the broad sense including onesided ones, for endomorphisms and automorphisms
of subshifts in view of their overall dynamics. We add discussions to understand
the relation between “resolvingness” and “expansiveness” for Zd-actions on zero-
dimensional compact metric spaces.
In the remainder of this section, we outline the main points of this paper.
Let (X, σ) be a subshift over an alphabet A. For s ≥ 1, let Ls(X) denote the
set of all words aj . . . aj+s+1 that appear on some point (aj)j∈Z ∈ X with aj ∈ A.
For N ≥ 0, a local rule of neighborhood-size N on (X, σ) means a mapping f :
LN+1(X)→ L1(X) such that (f(aj . . . aj+N ))j∈Z ∈ X for all points (aj)j∈Z ∈ X .
Let f : LN+1(X) → L1(X) be a local rule on (X, σ). Let I ≥ 0. We say
that f is I left-redundant if for any points (aj)j∈Z and (bj)j∈Z in X with aj, bj ∈
L1(X), it holds that if (aj)j≥0 = (bj)j≥0 then f(a−I . . . a−I+N ) = f(b−I . . . b−I+N).
Symmetrically, f is said to be I right-redundant if for any points (aj)j∈Z and (bj)j∈Z
in X , it holds that if (aj)j≤0 = (bj)j≤0 then f(aI−N . . . aI) = f(bI−N . . . bI). We
say that f is strictly I left-redundant if it is I left-redundant but not I + 1 left-
redundant; if f is I left-redundant for all I ≥ 0, then f is said to be strictly ∞
left-redundant. Similarly, a strictly I right-redundant local rule with I ≥ 0 and a
strictly ∞ right-redundant local rule are defined.
Let k ≥ 0. We say that f is k right-mergible if for any points (aj)j∈Z and
(bj)j∈Z in X , it holds that if (aj)j≤0 = (bj)j≤0 and f(aj−N . . . aj) = f(bj−N . . . bj)
for j = 1, . . . , k+1, then a1 = b1. We say that f is k left-mergible if for any points
(aj)j∈Z and (bj)j∈Z in X , it holds that if (aj)j≥0 = (bj)j≥0 and f(a−j . . . a−j+N ) =
f(b−j . . . b−j+N ) for j = 1, . . . , k + 1, then a−1 = b−1. We say that f is strictly
0 right-mergible if f is 0 right-mergible; for k ≥ 1 we say that f is strictly k
right-mergible if f is k right-mergible but not k − 1 right-mergible. Similarly, a
strictly k left-mergible local rule is defined for k ≥ 0. We say that f is strictly
∞ right-mergible (respectively, strictly ∞ left-mergible) if f is not k right-mergible
(respectively, not k left-mergible) for all k ≥ 0, which is equivalent to the condition
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that an endomorphism of (X, σ) given by f (see the next paragraph) is not right-
closing (respectively, not left-closing) in the well-known sense of Kitchens [Ki1].
Suppose that ϕ is an endomorphism of (m,n)-type of a subshift (X, σ) given by
a local rule f : Lm+n+1(X)→ L1(X) on (X, σ), i.e., ϕ is defined by
ϕ((aj)j∈Z) = (f(aj−m . . . aj+n))j∈Z, (aj)j∈Z ∈ X, aj ∈ L1(X).
Let I, J, k, l ∈ {0, 1, . . . ,∞}. If f is strictly I left-redundant and strictly J right-
redundant, then we can define the p-L degree PL(ϕ) of ϕ and the p-R degree PR(ϕ)
of ϕ by
PL(ϕ) = I −m, PR(ϕ) = J − n
(Proposition 6.3). We can define q-R degree QR(ϕ) of ϕ and q-L degree QL(ϕ) of
ϕ as follows (Proposition 3.3): if X is infinite and f is strictly k right-mergible and
strictly l left-mergible, then
QR(ϕ) = n− k, QL(ϕ) = m− l
and if X is finite, then QR(ϕ) = ∞ and QL(ϕ) = ∞. PL(ϕ), PR(ϕ), QL(ϕ) and
QR(ϕ) are generically called the degrees of onesided resolvingness of ϕ.
Moreover, for any endomorphism ϕ of any subshift (X, σ), we can define pL(ϕ),
pR(ϕ) and qR(ϕ), qL(ϕ) by
pL(ϕ) = lim
s→∞
PL(ϕ
s)/s, pR(ϕ) = lim
s→∞
PR(ϕ
s)/s,
qR(ϕ) = lim
s→∞
QR(ϕ
s)/s, qL(ϕ) = lim
s→∞
QL(ϕ
s)/s.
which equal sups PL(ϕ
s)/s, sups PR(ϕ
s)/s, supsQR(ϕ
s)/s, supsQL(ϕ
s)/s, respec-
tively (Theorem 9.2). We call −pL(ϕ) the limit of p-L directions of ϕ or the p-L
limit of ϕ for short, and call −qR(ϕ), pR(ϕ) and qL(ϕ) in the same way. They are
generically called the limits of onesided resolving directions of ϕ.
For an endomorphism ϕ of an infinite subshift (X, σ), the following hold: if
ϕi(X) is infinite for all i ≥ 1 then pL(ϕ), pR(ϕ) ∈ R, and otherwise, pL(ϕ) = ∞
and pR(ϕ) =∞; if ϕ is right-closing, then qR(ϕ) ∈ R, and otherwise, qR(ϕ) = −∞,
and if ϕ is left-closing, then qL(ϕ) ∈ R, and otherwise, qL(ϕ) = −∞ (see the
facts remarked after Definition 9.3). (For an endomorphism ϕ of a finite subshift,
pL(ϕ) = pR(ϕ) = qR(ϕ) = qL(ϕ) =∞.)
As stated above the degrees of onesided resolvingness of an endomorphism of
a subshift are not a topological invariant (i.e., an invariant of topological conju-
gacy between endomorphisms of dynamical systems). However if ϕ and ψ are
topologically-conjugate endomorphisms of subshifts such that PL(ϕ) (respectively,
PR(ϕ), QR(ϕ), QL(ϕ)) is an integer, then {PL(ϕi)− PL(ψi) | i ∈ N} (respectively,
{PR(ϕi)−PR(ψi) | i ∈ N}, {QR(ϕi)−QR(ψi) | i ∈ N}, {QL(ϕi)−QL(ψi) | i ∈ N})
is a finite set (Propositions 6.15, 5.4).
The limits −pL(ϕ), −qR(ϕ), pR(ϕ), qL(ϕ) of onesided resolving directions are an
topological invariant (Theorem 9.4). Moreover, for any endomorphisms ϕ and ψ of
a subshift (X, σ), the following hold: if ϕi(X) and ψi(X) are infinite for all i ≥ 0,
then −pL(ϕψ) = −pL(ψϕ) and pR(ϕψ) = pR(ψϕ); if ϕ and ψ are right-closing
then −qR(ϕψ) = −qR(ψϕ), and if ϕ and ψ are left-closing then qL(ϕψ) = qL(ψϕ)
(Theorem 9.5).
The limits −pL(ϕ), −qR(ϕ), pR(ϕ) and qL(ϕ) of onesided resolving directions
as well as the degrees PL(ϕ), QR(ϕ), PR(ϕ) and QL(ϕ) of onesided resolvingness
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of an endomorphism ϕ of a subshift have been introduced in relation to the “re-
solvingness” (in the broad sense including onesided and weak ones) which means
certain regular structures of the textiles (woven by a textile system [N5]) in which
the orbits of the endomorphism can be embedded. Though our main concern in
this paper is onto endomorphisms of subshifts, they are defined for any, not neces-
sarily onto, endomorphism ϕ of any subshift (X, σ). It will turn out that pL(ϕ) and
pR(ϕ) are closely related in definition to the right and left Lyapunov exponents for
a cellular automaton ϕ on X which were defined and treated from a very different
viewpoint by M. A. Shereshevsky [She] and further studied by P. Tisseur [T] and,
in particular, M. Hochman’s treatment of them in [Ho] (Proposition 9.13).
Here some remarks are in order. We follow the terminology of [N10] and [N5]
on “resolvingness” for onto endomorphisms of subshifts and generalize it to not
necessarily onto endomorphisms of subshifts further. (The definitions of the no-
tions on “resolvingness” will be described in Subsection 2.3.) Each one of the ten
terms “p-L”, “p-R”, “q-R”, “q-L”, “LR”, “RL”, “LL”, “RR”, “p-biresolving” and
“q-biresolving”, which will be called a resolving term, has in itself a meaning only
for onto endomorphisms of topological Markov shifts, and a corresponding notion
for onto endomorphisms of SFTs (subshifts of finite type) can be given as “P up
to higher-block conjugacy between endomorphisms of subshifts” or more generally
“essentially P”, for each resolving term P . Here and throughout the remainder
of this paper, the term “essentially” means “up to topological conjugacy between
endomorphisms of dynamical systems”. The term “weakly P” has a meaning gen-
erally for all (not necessarily onto) endomorphisms of subshifts for every resolving
term P . In the remainder of this section, we shall outline our main results on weak
resolving properties for onto endomorphisms ϕ of general infinite subshifts (X, σ).
However, all “weakly P” appearing in them, where P is any resolving term, can be
replaced by “P” for the important special case (including onto cellular automata)
that ϕ is an onto endomorphism of a topological Markov shift (X, σ) with ϕ invert-
ible or σ topologically transitive. We treat this case in particular in detail providing
direct proofs for many results for the reader who is interested in the theory within
the case. Some results particular to onto endomorphisms of topological Markov
shifts and to those of full shifts are also given in this paper.
Another main subject of this paper is “expansiveness” in the broad sense in-
cluding certain types of onesided ones. Definitions for “expansiveness” are found in
Subsection 2.1. The notions of “left τ -expansiveness” and “right τ -expansiveness”
are defined for onto endomorphisms of an invertible (compact) dynamical system
(X, τ) [N10]. (Equivalent notions for automorphisms of subshifts were defined with
a directional dynamics treatment of them in [Sa]). Also for onto endomorphisms,
the notions of “left τ -expansiveness on the upper side” and “right τ -expansiveness
on the upper side” will be defined; they are special cases of “left τ -expansiveness”
and “right τ -expansiveness”. For not necessarily onto endomorphisms of an in-
vertible dynamical system (X, τ), we shall define the notions of “positively left
τ -expansiveness” and “positively right τ -expansiveness”, which for onto endomor-
phisms are also special cases of “left τ -expansiveness” and “right τ -expansiveness”.
Equivalent notions to “positively left τ -expansiveness” and “positively right τ -
expansiveness” for endomorphisms of subshifts with a directional dynamics treat-
ment of them were defined and studied by Sablik [Sa] and also treated by Ku˚rka
[Ku2] (see the explanation given after the proof of Theorem 11.8 for detail).
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Throughout the remainder of this section, we assume that ϕ is an onto endo-
morphism of an infinite subshift (X, σ), unless otherwise stated. However, many
results hold without the assumption “onto” or with a weaker one, as seen in the
referred results whose indexes are given in parentheses.
We begin by stating the following two results, which are key results for under-
standing the relation between “resolvingness” and “expansiveness”: ϕ is essentially
weakly p-L and right σ-expansive (respectively, essentially weakly p-R and left σ-
expansive) if and only if ϕ is right σ-expansive on the upper side (respectively, left
σ-expansive on the upper side) (Theorem 8.10); ϕ is essentially weakly q-R and
left σ-expansive (respectively, essentially weakly q-L and right σ-expansive) if and
only if ϕ is positively left σ-expansive (respectively, positively right σ-expansive)
(Theorem 8.9).
Let s ∈ Z. We have the following basic equalities (Propositions 6.4 and 3.4):
PL(ϕσ
s) = PL(ϕ) + s, PR(ϕσ
s) = PR(ϕ)− s,
QR(ϕσ
s) = QR(ϕ) + s, QL(ϕσ
s) = QL(ϕ)− s.
Hence PL(ϕ) + PR(ϕ), QR(ϕ) + QL(ϕ), PL(ϕ) + QL(ϕ) and PR(ϕ) + QR(ϕ) are
shift-invariant. Except for QR(ϕ) + QL(ϕ), these are nonpositive, and hence we
have the following (Propositions 6.13 and 7.9): if ϕ is of (m,n)-type then
PR(ϕ) ≤ −PL(ϕ), −n ≤ PR(ϕ) ≤ −QR(ϕ), QL(ϕ) ≤ −PL(ϕ) ≤ m.
We have the following results (Proposition 6.12, Theorem 5.2): ϕσs is weakly
p-L if and only if s ≥ −PL(ϕ), and if s > −PL(ϕ) then ϕσs is right σ-expansive;
ϕσs is weakly p-R if and only if s ≤ PR(ϕ), and if s < PR(ϕ) then ϕσs is left
σ-expansive; ϕσs is weakly q-R if and only if s ≥ −QR(ϕ), and if s > −QR(ϕ)
then ϕσs is left σ-expansive; ϕσs is weakly q-L if and only if s ≤ QL(ϕ), and if
s < QL(ϕ) then ϕσ
s is right σ-expansive.
Let CR(ϕ) = max{−PL(ϕ),−QR(ϕ)} and CL(ϕ) = min{PR(ϕ), QL(ϕ)}. Then
we have the following results (Theorem 7.8): ϕσs is weakly LR up to higher block
conjugacy if and only if s ≥ CR(ϕ), and if s > CR(ϕ) then ϕσs is expansive; ϕσs is
weakly RL up to higher block conjugacy if and only if s ≤ CL(ϕ), and if s < CL(ϕ)
then ϕσs is expansive.
QR(ϕ) + QL(ϕ) can be negative, zero and positive. If ϕ is invertible, then
QR(ϕ)+QL(ϕ) ≤ 0 (Proposition 7.11(2)), but the converse does not hold (Example
9.19). We have the following result (Theorem 5.3): ϕσs is weakly q-biresolving up
to higher-block conjugacy if and only if −QR(ϕ) ≤ s ≤ QL(ϕ); if −QR(ϕ) < s <
QL(ϕ) then ϕσ
s is positively expansive.
Let i ∈ N and j ∈ Z. Then we have the following equations (Proposition 9.6):
pL(ϕ
iσj) = ipL(ϕ) + j, pR(ϕ
iσj) = ipR(ϕ)− j,
qR(ϕ
iσj) = iqR(ϕ) + j, qL(ϕ
iσj) = iqL(ϕ)− j.
Hence pL(ϕ) + pR(ϕ), qR(ϕ) + qL(ϕ), pL(ϕ) + qL(ϕ) and pR(ϕ) + qR(ϕ) are shift-
invariant. Except for qR(ϕ) + qL(ϕ), these are nonpositive, and hence we have the
following (Proposition 9.9): if ϕ is of (m,n)-type then
pR(ϕ) ≤ −pL(ϕ), −n ≤ pR(ϕ) ≤ −qR(ϕ), qL(ϕ) ≤ −pL(ϕ) ≤ m.
We have the following results (Theorem 9.7): ϕiσj is essentially weakly p-L and
right σ-expansive if and only if j/i > −pL(ϕ); ϕiσj is essentially weakly q-R and
left σ-expansive if and only if j/i > −qR(ϕ); ϕiσj is essentially weakly p-R and
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left σ-expansive if and only if j/i < pR(ϕ); ϕ
iσj is essentially weakly q-L and right
σ-expansive if and only if j/i < qL(ϕ).
Let cR(ϕ) = max{−pL(ϕ),−qR(ϕ)} and let cL(ϕ) = min{pR(ϕ), qL(ϕ)}. We also
have the results (Theorem 9.10) that ϕiσj is essentially weakly LR and expansive
if and only if j/i > cR(ϕ) and that ϕ
iσj is essentially weakly RL and expansive if
and only if j/i < cL(ϕ).
We find that qR(ϕ) + qL(ϕ) can be negative, zero and positive. If ϕ is an
automorphism of (X, σ), then it is nonpositive, but the converse does not hold
(Example 9.19). We obtain the following result (Theorem 9.11): ϕiσj is positively
expansive if and only if −qR(ϕ) < j/i < qL(ϕ).
In Subsection 9.2, we discuss types of the limits −pL(ϕ), −qR(ϕ), pR(ϕ) and
qL(ϕ) in R. For example, −pL(ϕ) is said to be of type I if there exist i ∈ N, j ∈ Z
such that j/i = −pL(ϕ) and ϕiσj is an essentially weakly p-L endomorphism of
(X, σ); the definition of being of type I are given similarly for each of the limits
−qR(ϕ), pR(ϕ) and qL(ϕ). An example due to Lind and Boyle [BoL] shows that
there exists an automorphism having type III (i.e. irrational) limits and an example
due to Hochman [Ho] shows that there exists an automorphism having type II (i.e.
rational but not type I) limits (Example 9.14). However we cannot answer the
question whether or not an onto endomorphism of an SFT can have only type I
limits of onesided resolving directions.
We know no general method for calculating the limits of onesided resolving
directions even for onto endomorphisms of SFTs. For onto endomorphisms of SFTs
in some specific cases, we can calculate type I limits (using Propositions 9.15, 9.16).
Examples of the calculation are found in Examples 9.17–9.20.
Section 10 treats onesided resolving endomorphisms from a much more general
viewpoint than that of the overall dynamics of a single endomorphism of a subshift.
Let X be a zero-dimensional compact metric space. Let S(X) denote the monoid
of all surjective continuous maps of X onto itself and H(X) the group of all home-
omorphisms of X onto itself. Let J be a submonoid of S(X) and let τ ∈ H(X)∩ J
be expansive with τ−1 ∈ J . We call the set CJ (τ) of all essentially weakly LR
endomorphisms of (X, τ) in J the essentially-weakly-LR cone, or cone, of τ in J .
If (X, τ) is conjugate to an SFT, then the set of all essentially LR endomorphisms
of (X, τ) in J will be called the essentially-LR cone, or ELR cone, of τ in J and
denoted by (C0)J(τ). If in addition, τ is topologically transitive then CJ(τ) =
(C0)J (τ), and if J = K for a subgroup K of H(X) then CK(τ) = (C0)K(τ). We
emphasize that when (X, τ) is conjugate to an SFT, the dynamics of the elements
of (C0)J (τ) of τ in J is lucid and regular, even when J = S(X) (Theorem 10.1).
Let ϕ, τ ∈ H(X). We write ϕ ⇀ τ if τ is expansive and ϕ is an essentially
weakly p-L automorphism of (X, τ), and if in addition, ϕ is right τ -expansive, then
we write ϕ ⇀◦ τ , which is equivalent to the condition that τ is expansive and
ϕ is left τ -expansive on the upper side (by Theorem 8.10(1)); we write ϕ ⇁ τ if
τ is expansive and ϕ is an essentially weakly q-R automorphism of (X, τ), and if
in addition, ϕ is left τ -expansive, then we write ϕ ⇁◦ τ , which is equivalent to
the condition that τ is expansive and ϕ is positively left τ -expansive (by Theorem
8.9(2)). We write ϕ→ τ to mean that τ is expansive and ϕ is an essentially weakly
LR automorphism of (X, τ), and ϕ →◦ τ to mean that ϕ → τ with ϕ expansive,
which is equivalent to the condition that ϕ ⇀◦ τ and ϕ ⇁◦ τ (by [N10, Proposition
8.1])(see Theorem 8.12(3) for other equivalent conditions to this). Let K be any
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subgroup of H(X) and let E(K) denote the set of all expansive elements in K. If
τ ∈ E(K), then CK(τ) = {ϕ ∈ K |ϕ → τ}. We define C◦K(τ) = {ϕ ∈ K |ϕ →◦
τ} = {ϕ ∈ E(K) |ϕ→ τ}, which is called the interior of CK(τ).
If K is commutative, then the relation →◦ is an equivalence relation on E(K),
C◦K(τ) is the equivalence class containing τ with respect to→◦ and CK(τ) = CK(τ ′)
for every τ ′ ∈ C◦K(τ) (Proposition 10.3); hence we call CK(τ) an essentially-weakly-
LR cone in K or a cone in K. We know that if a cone C in a commutative subgroup
K of H(X) contains an element with POTP (the pseudo orbit tracing property)
in C◦ (i.e., C is an ELR cone in K), then all elements in C have POTP (see
Proposition 10.2).
For ϕ, τ ∈ H(X), write ϕ ⊸ τ to mean that ϕ ⇀ τ or ϕ ⇁ τ , write ϕ ⊸◦ τ
to mean that ϕ ⇀◦ τ or ϕ ⇁◦ τ . For any (not necessarily commutative) subgroup
K of H(X) and ϕ, τ ∈ K we write ϕ ⊸∗K τ to mean that there exist r ≥ 1
and elements τi, i = 1, . . . , r, in E(K) such that ϕ ⊸ τ1 ⊸ · · · ⊸ τr = τ (or
ϕ ⊸ τ1 ⊸
◦ · · · ⊸◦ τr = τ), and write ϕ ⊸◦,∗K τ to mean that there exist r ≥ 1
and elements τi, i = 1, . . . , r, in E(K) such that ϕ ⊸
◦ τ1 ⊸
◦ · · ·⊸◦ τr = τ . For
any (not necessarily commutative) subgroup K of H(X), the relation⊸∗K (⊸
◦,∗
K )
restricted on E(K) is an equivalence relation on E(K) (Proposition 10.4). Define
D∗K(τ) = {ϕ ∈ K |ϕ⊸∗K τ}, (D∗K)◦(τ) = {ϕ ∈ K |ϕ⊸◦,∗K τ}.
ThenD∗K(τ) is called the extended district of τ in K or an extended district in K (for
the reason that for every τ ′ in D∗K(τ) ∩ E(K), D∗K(τ) = D∗K(τ ′) and (D∗K)◦(τ) =
(D∗K)
◦(τ ′)), and (D∗K)
◦(τ) is called the interior of an extended district D∗K(τ).
Let D∗ be any extended district inK = H(X). If there exists τ ∈ D∗ with (X, τ)
conjugate to a mixing SFT, then for every ϕ in D∗ ∩E(K), (X,ϕ) is conjugate to
a mixing SFT (Theorem 10.5).
In Section 11, we apply geometric methods of Boyle and Lind [BoL] defining
expansive lines and expansive components for Zd-actions to “expansiveness” of
endomorphisms and automorphisms of subshifts. First, in Subsection 11.1 we make
a general treatment. For an onto endomorphism ϕ of an invertible (compact)
dynamical system (X, τ), we define the notions of left τ -expansive and right τ -
expansive (non-horizontal) lines (in the plane R2) and directions (in R) for ϕ, and
those of left τ -expansive and right τ -expansive lines and directions on the upper
side for ϕ, and for a not necessarily onto endomorphism ϕ of (X, τ), the notions of
positively left τ -expansive and positively right τ -expansive lines and directions for
ϕ. For an onto endomorphism ϕ of an invertible dynamical system (X, τ), let EL(ϕ)
and ER(ϕ) denote the sets of all left τ -expansive directions and the set of all right
τ -expansive directions, respectively, for ϕ in R (hence, if r is a rational number and
r = j/i with i ∈ N, j ∈ Z, then r ∈ EL(ϕ) (respectively, r ∈ ER(ϕ)) if and only
if ϕiτ j is left τ -expansive (respectively, right τ -expansive)). Each of EL(ϕ) and
ER(ϕ) is an open subset of R (Proposition 11.2). Define E(ϕ) = EL(ϕ) ∩ ER(ϕ).
Then E(ϕ) is the set of all expansive directions for ϕ (Proposition 11.1). The
main result of Subsection 11.1 is given as follows (Proposition 11.6): for an onto
endomorphism ϕ of invertible, expansive dynamical system (X, τ), the set of right
τ -expansive (respectively, left τ -expansive) directions on the upper side for ϕ is a
right-unbounded (respectively, left-unbounded) open interval and is a (connected)
component of ER(ϕ) (respectively, EL(ϕ)), and so is the set of positively left τ -
expansive (respectively, positively right τ -expansive) directions for ϕ.
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In Subsection 11.2, we combine the results in Subsections 9.1 and 11.1 to obtain
the following results (Theorem 11.8) which are described with the convention that
for α, β ∈ R ∪ {∞,−∞}, the interval (α, β) with α ≥ β means the empty set.
Let ϕ be an endomorphism of a subshift (X, σ). If ϕ is onto, then the following
(1), (2), (3) and (4) hold.
(1) The interval (−pL(ϕ),∞) (respectively, (−∞, pR(ϕ))) is the set of all right
σ-expansive (respectively, left σ-expansive) directions on the upper side for
ϕ and the right-unbounded (connected) component of ER(ϕ) (respectively,
the left-unbounded component of EL(ϕ)).
(2) The interval (−qR(ϕ),∞) (respectively, (−∞, qL(ϕ))) is the set of all posi-
tively left σ-expansive (respectively, positively right σ-expansive) directions
for ϕ, and it is the right-unbounded component of EL(ϕ) (respectively, the
left-unbounded component of ER(ϕ)) if it is nonempty.
(3) Particularly, neither −pL(ϕ) nor qL(ϕ) is a right σ-expansive direction for
ϕ, and neither pR(ϕ) nor −qR(ϕ) is a left σ-expansive direction for ϕ.
(4) The interval (cR(ϕ),∞) (respectively, (−∞, cL(ϕ))) is the right-unbounded
(respectively, left-unbounded) component of E(ϕ) if it is nonempty. Fur-
ther, the interval (−qR(ϕ), qL(ϕ)) is a component of E(ϕ) if it is nonempty.
If ϕ is not necessarily onto, then the following (5) holds.
(5) The interval (−qR(ϕ),∞) (respectively, (−∞, qL(ϕ))) is the set of all posi-
tively left σ-expansive (respectively, positively right σ-expansive) directions
for ϕ, and the interval (−qR(ϕ), qL(ϕ)) is the set of all positively expansive
directions for ϕ.
This result (5) refines a result of Sablik [Sa, Theorem 5.2] and that of Ku˚rka
[Ku2, Theorem 3.3] (see the explanation given after the proof of Theorem 11.8 for
detail).
Suppose that ϕ is an automorphism of (X, σ). Let K be the subgroup of H(X)
generated by {σ, ϕ}. We define EL(ϕ) (respectively, ER(ϕ), E(ϕ)) to be the set-
union of all left σ-expansive (respectively, right σ-expansive, expansive) lines pass-
ing through (0, 0) (including the horizontal one) for ϕ, with {(0, 0)} subtracted.
Then EL(ϕ) (respectively, ER(ϕ), E(ϕ)) is the open subset of R2 which is the dis-
joint union of open cones with apex (0, 0) in R2 and the set of lattice points in
which equals the set of all (i, j) ∈ Z2 such that ϕiσj is a left σ-expansive (re-
spectively, right σ-expansive, expansive) homeomorphism. Furthermore, for any
(k, l) ∈ E(ϕ)∩Z2 , (EL(ϕ)∪ER(ϕ))∩Z2 is the set of all lattice points (i, j) such that
ϕiσj is a onesided ϕkσl-expansive (i.e, left ϕkσl-expansive or right ϕkσl-expansive)
homeomorphism (Proposition 11.10), and hence if (i, j) ∈ EL(ϕ) ∪ ER(ϕ), then we
can call ϕiσj a onesided-expansive automorphism of (X, σ). We prove the result
(Theorem 11.12) that for any (k, l) ∈ E(ϕ) ∩ Z2 it holds that if CL, CR and C are
the components of EL(ϕ), ER(ϕ) and E(ϕ), respectively, each containing (k, l), then
C ∩ Z2 = (CL ∩ CR) ∩ Z2 ={(i, j) ∈ Z2 |ϕiσj →◦ ϕkσl},
(CL ∪ CR) ∩ Z2 ={(i, j) ∈ Z2 |ϕiσj ⊸◦ ϕkσl}.
From these we obtain the following (1) and (2) (Theorem 11.13).
(1) A subset of Z2 is given as C ∩ Z2, where C is an expansive component for ϕ,
i.e. a component of E(ϕ) = ER(ϕ) ∩ EL(ϕ), if and only if it is given as {(i, j) ∈
Z2 |ϕiσj ∈ C◦}, where C◦ is the interior of an essentially-weakly-LR cone C in K.
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(2) A subset of Z2 is given as D∩Z2, where D is a onesided-expansive component
for ϕ, i.e. a component of ER(ϕ) ∪ EL(ϕ), with D ∩ E(ϕ) 6= ∅, if and only if it is
given as {(i, j) ∈ Z2 |ϕiσj ∈ (D∗)◦}, where (D∗)◦ is the interior of an extended
district D∗ in K (Theorem 11.13).
Since an expansive component for the automorphism ϕ is the same as an “expan-
sive component of 1-frames” for the Z2-action (i, j) 7→ ϕiσj in the sense of Boyle
and Lind [BoL], the statement (1) above is the same as [N10, Remark 9.6] (in view
of Theorem 12.2). A complete, self-contained proof for this is provided (by Theo-
rem 11.12), and moreover it is generalized (using Theorem 11.12) to Zd-actions on
infinite zero-dimensional compact metric spaces (Theorem 11.18). Boyle and Lind
[BoL] proved that any “expansive component of 1-frames” C for a Zd-action α on
an infinite compact metric space X is an open cone in Rd such that C ∩ (−C) = ∅
and that if one vector in C is “Markov” then so is every vector in C. They said
that a component containing a Markov vector is “Markov”. By the above we can
understand that for a Zd-action α on an infinite zero-dimensional compact metric
space X , an expansive component of 1-frames for α is the “same” as the interior of
an essentially-weakly-LR cone in the subgroup K = {αv |v ∈ Zd} of H(X) (up to
the natural correspondence between them as in (1)). We can also understand that
a Markov component for a Zd-action in the zero-dimensional case is the “same” as
the interior of an ELR (essentially-LR) cone in K. This is presented for d = 2 as
a result of automorphisms of subshifts (Corollary 11.15) and then given generally
as that of Zd-actions (Theorem 11.18). The dynamics of elements of ELR cones is
lucid and regular (see Theorem 10.1 together with Proposition 10.2).
For an automorphism ϕ of a subshift (X, σ) (or a Z2-action (i, j) 7→ ϕiσj),
by the above (2) we understand that a onesided-expansive component containing
an expansive element for the automorphism ϕ is the “same” as the interior of an
extended district in the subgroup K of H(X) generated by {σ, ϕ}. Furthermore we
see the following. If D is a component of EL(ϕ) ∪ ER(ϕ), then D is either an open
cone inR2 with D∩(−D) = ∅ or equalsR2/{(0, 0)}. There exists an automorphism
ϕ of a full-shift such that R2/{(0, 0)} is a unique onesided-expansive component
for ϕ (Example 11.17). If a component D of EL(ϕ)∪ER(ϕ) contains a lattice point
(m,n) with (X,ϕmσn) conjugate to a mixing SFT, then for every (k, l) ∈ D ∩ Z2
with ϕkσl expansive, (X,ϕkσl) is conjugate to a mixing SFT, and hence every
expansive component for ϕ included in D is the interior of an ELR cone in K
(Corollary 11.15).
In Subsection 11.4, we discuss about the relation between “resolvingness” and
“expansiveness” for Zd-actions on a zero-dimensional compact metric space along
the framework provided by Boyle and Lind [BoL]. We prove not only the result
stated above but also the following (Theorem 11.24) : for a Zd-action α on a
infinite zero-dimensional compact metric space and an expansive integral vector
k ∈ Rd (i.e., αk is expansive), an integral vector m belongs to the component of
ER(α,k) (respectively, EL(α,k)) containing k if and only if αm ⇀◦ αk (respectively,
αm ⇁◦ αk , Here ER(α,k) (respectively, EL(α,k)) is the set-union of all “right k-
expansive” (respectively, “left k-expansive”) one-dimensional subspaces ofRd, with
{0} subtracted, each component C of which is proved to be an open cone in Rd
with C ∩ (−C) = ∅.
Mike Boyle [Bo2] proved that if ϕs is weakly p-L (respectively, weakly p-R) with
s ∈ N, then the “dual higher block presentation of order s” ϕ[∗s] is weakly p-L
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(respectively, weakly p-R) and hence ϕ is essentially weakly p-L (respectively, es-
sentially weakly p-R), together with more for the case that ϕ is an automorphism
(see Theorem 8.1), and furthermore he suggested the possibility of proving the main
results of [N5, Section 7] (on resolving endomorphisms of topological Markov shifts)
without using the long theory of “resolvable textile systems” presented there. In
this paper, using q-R and q-L degrees we prove that if ϕs is weakly q-R (respec-
tively, weakly q-L) with s ∈ N, then ϕ[∗s] is weakly q-R (respectively, weakly q-L)
(Theorem 8.6). Boyle’s results and these are essential fundamental results in this
paper; in fact, using them we further obtain the result that for every resolving term
P , it holds that if ϕs is weakly P for some s ∈ N, then ϕ is essentially weakly P
(Theorems 8.7 together with Theorems 8.1 and 8.6) and the result that for every
resolving term P , the condition that ϕiσj is essentially weakly P depends only on
the direction j/i (Corollary 8.8).
In Section 12, using another method we prove that if ϕ is an essentially weakly P
endomorphism of (X, σs) for some s ∈ N, then ϕ is essentially weakly P , where P
is any resolving term. Therefore we obtain the result that for every resolving term
P , it holds that if ϕ is directionally essentially weakly P (i.e., ϕr is an essentially
weakly P endomorphism of (X, σs) for some r, s ∈ N), then ϕ is essentially weakly
P (Theorem 12.2). This is a generalization of the above-mentioned important
special case of the main results of [N5, Section 7], to onto endomorphisms of general
subshifts, and more. (However, the theory of resolvable textile systems of [N5,
Section 7] has some significant results which we cannot cover in this paper.)
We prove that if (X, σ) is a topological Markov shift with defining matrixM and
ϕ is its endomorphism which is LR up to higher block conjugacy, then there exists
a nonnegative integral matrix N withMN = NM such that for all i ≥ 0, j ≥ 1, the
inverse limit system of ϕiσj is topologically conjugate to the topological Markov
shift with defining matrix N iM j and such that (X˜, ϕ˜iσ˜j) is topologically conjugate
to the onesided topological Markov shift with defining matrix N iM j, where (X˜, σ˜)
is the induced onesided subshift of (X, σ) and ϕ˜ is its endomorphism induced by
ϕ (Theorem 7.6). (Note that this is a new result only because it contains “up to
higher block conjugacy”; see [N5, Corollaries 6.5, 6.7].) We also give a construction
method for obtaining positively expansive endomorphisms of any full-shift from
right-closing and left-closing endomorphisms of the full-shift (Theorem 4.8).
Standing convention I for the description of proofs. For each of the
theorems, propositions, lemmas, and remarks in this paper, if it has the second
version together with the first, we describe a proof only for the first version, because
the proof of the second one is analogous, or the second one follows from the first
one by symmetry (i.e. by reversing the direction of the shift).
2. Preliminaries
In this section, we give preliminaries to the subsequent sections. For more infor-
mation, the reader is referred to [Ki2] or [LMar] on symbolic dynamics, and [AoHi]
on topological dynamics.
2.1. Some basic definitions. A dynamical system means an ordered pair (X, τ)
of a compact metric space X and a continuous map τ : X → X . When τ is a
homeomorphism, we say that the dynamical system (X, τ) is invertible.
A commuting system (X, τ, ϕ) means an ordered pair of commuting continuous
maps τ : X → X and ϕ : X → X of a compact metric space. If (X, τ, ϕ) is a
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commuting system, then ϕ is an endomorphism of the dynamical system (X, τ). If
ϕ is a homeomorphism in this definition, then ϕ is an automorphism of (X, τ).
Two commuting systems (X, τ, ϕ) and (X ′, τ ′, ϕ′) are said to be topologically
conjugate if there exists a a topological conjugacy θ : (X, τ, ϕ) → (X ′, τ ′, ϕ′), i.e.,
a homeomorphism θ : X → X ′ which gives topological conjugacies θ : (X, τ) →
(X, τ ′) and θ : (X,ϕ)→ (X,ϕ′) between the dynamical systems at the same time.
We call the topological conjugacy θ : (X, τ, ϕ)→ (X ′, τ ′, ϕ′) a topological conjugacy
of the endomorphism ϕ of (X, τ) to the endomorphism ϕ′ of (X ′, τ ′).
For an onto continuous map ϕ : X → X of a compact metric space, a sequence
(xi)i∈Z of points in X is called a ϕ-orbit if ϕ(xi) = xi+1 for all i ∈ Z. We say
that ϕ is expansive, if there exists an expansive constant for ϕ, i.e. δ > 0 such
that for any ϕ-orbits (xi)i∈Z, (yi)i∈Z, it holds that if dX(xi, yi) ≤ δ for all i ∈ Z
then (xi)i∈Z = (yi)i∈Z. (This notion appears in [AoHi, p.57] with the term “c-
expansive”.)
Let X be a compact metric space, ϕ : X → X an onto continuous map and
τ : X → X a homeomorphism. When ϕτ = τϕ (or ϕ is an endomorphism of (X, τ)),
we say that ϕ is left τ-expansive (respectively, right τ-expansive) if there is δ > 0
such that for any ϕ-orbits (xi)i∈Z, (yi)i∈Z it holds that if dX(τ
j(xi), τ
j(yi)) ≤ δ for
all i ∈ Z and j ≤ 0 (respectively, j ≥ 0) then (xi)i∈Z = (yi)i∈Z ([N10, Section 6]).
As will be shown by Proposition 11.1, ϕ is left τ -expansive and right τ -expansive
if and only if ϕ is expansive. (It is natural to define that ϕ is τ-expansive if there
exist δ > 0 and t ≥ 0 such that if for any ϕ-orbits (xi)i∈Z, (yi)i∈Z it holds that if
dX(τ
j(xi), τ
j(yi)) ≤ δ for all i ∈ Z,−t ≤ j ≤ t then (xi)i∈Z = (yi)i∈Z. However
ϕ is τ -expansive if and only if it is expansive.) We shall say that ϕ is onesided
τ-expansive if ϕ is right τ -expansive or left τ -expansive.
We note that a homeomorphism τ : X → X is expansive if and only if τ is left
τ -expansive (respectively, right τ -expansive). When X is infinite, the identity map
iX is not onesided τ -expansive (i.e. neither left τ -expansive nor right τ -expansive).
This follows from Schwartsman’s theorem cited as [BoL, Theorem 3.9].
An automorphism ϕ of an invertible dynamical system (X, τ) is said to be
onesided-expansive, if ϕ is onesided ϕkτ l-expansive for some (k, l) ∈ Z2 such that
ϕkτ l is expansive. If an automorphism ϕ of an invertible dynamical system (X, τ)
is onesided-expansive, then ϕ is onesided ϕkτ l-expansive for all (k, l) ∈ Z2 such
that ϕkτ l is expansive. (This will be proved after the proof of Proposition 11.10.)
An onto endomorphism ϕ of an invertible dynamical system (X, τ) is said to
be left τ-expansive on the upper side (respectively, right τ-expansive on the upper
side if there exists δ > 0 such that for any ϕ-orbits (xi)i∈Z, (yi)i∈Z it holds that if
dX(τ
j(xi), τ
j(yi)) ≤ δ for all i ≤ 0 and j ≤ 0 (respectively, j ≥ 0) then (xi)i∈Z =
(yi)i∈Z.
It is clear that if an onto endomorphism ϕ of an invertible dynamical system
(X, τ) is left τ -expansive on the upper side (respectively, right τ -expansive on the
upper side), then it is left τ -expansive (respectively, right τ -expansive).
We note that all right or left τ -expansiveness notions above have been defined
only for onto endomorphisms of invertible dynamical systems (X, τ). However the
following notions are defined for not necessarily onto endomorphisms of (X, τ).
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A (not necessarily onto) endomorphism ϕ of an invertible dynamical system
(X, τ) is said to be positively left τ-expansive (respectively, positively right τ-
expansive) if there exists δ > 0 such that for any points x, y of X it holds that
if dX(τ
jϕi(x), τ jϕi(y) ≤ δ for all i ≥ 0 and j ≤ 0 (respectively, j ≥ 0) then x = y.
Let ϕ be an endomorphism of an invertible dynamical system (X, τ). It is clear
that if ϕ is onto and positively left τ -expansive (respectively, positively right τ -
expansive) then ϕ is left τ -expansive (respectively, right τ -expansive). As will be
seen in Proposition 11.2, ϕ is positively expansive (in the usual sense) if and only
if ϕ is positively left τ -expansive and positively right τ -expansive.
We note that M. Sablik [Sa] already defined notions equivalent to “positively left
σ-expansiveness” and “positively right σ-expansiveness” for (not necessarily onto)
endomorphisms of subshifts (X, σ). (He also defined notions equivalent to “left σ-
expansiveness” and “right σ-expansiveness” for automorphisms of subshifts (X, σ)
independently of the definition of those for onto endomorphisms in [N10].) See the
explanation after the proof of Theorem 11.8 for detail.
Let X be a compact metric space. Let ϕ : X → X be an onto continuous map.
Let Oϕ be the metric space consisting of all ϕ-orbits endowed with the metric dOϕ
such that
dOϕ((xi)i∈Z, (yi)i∈Z) = sup{2−|i|dX(xi, yi)
∣∣ i ∈ Z}, (xi)i∈Z, (yi)i∈Z ∈ Oϕ.
Let σϕ : Oϕ → Oϕ be the homeomorphisms defined by
σϕ((xi)i∈Z) = (xi+1)i∈Z.
The dynamical system (Oϕ, σϕ) is the inverse limit system of ϕ. (See, e.g., [AoHi]
for dynamical properties of inverse limit systems.) If ϕ is a homeomorphism then
the inverse limit system of ϕ is conjugate to the dynamical system (X,ϕ).
Let A be an alphabet (i.e. a finite nonempty set of symbols). Throughout this
paper, we assume that an alphabet is not a singleton. A finite sequence a1 . . . an
with aj ∈ A and n ≥ 1 is called a word or block of length n over A.
Let AZ be endowed with the metric d such that for x = (aj)j∈Z and y = (bj)j∈Z
with aj , bj ∈ A, d(x, y) = 0 if x = y, and otherwise d(x, y) = 1/(1 + k), where
k = min{|j| ∣∣ aj 6= bj}. The metric d is compatible with the product topology of the
discrete topology on A. Let σA : A
Z → AZ be defined by σA((aj)j∈Z) = (aj+1)j∈Z.
The dynamical system (AZ, σA) is called the full shift over A, This is also called
the full n-shift if the cardinality of A is n. For a closed subset X of AZ with
σA(X) = X , the dynamical system (X, σ) or (X, σX) is called a subshift over A,
where σ or σX is the restriction of σA on X .
For a subshift (X, σ) over an alphabet A and k ≥ 1, let Lk(X) denote the set of
all words aj . . . aj+k−1 that appear on some point (aj)j∈Z ∈ X with aj ∈ A.
Let (X, σX) and (Y, σY ) be subshifts. Let N be a nonnegative integer. A map-
ping f : LN+1(X)→ L1(Y ) is called a local rule of neighborhood-size N on (X, σX)
to (Y, σY ) if (f(aj . . . aj+N ))j∈Z ∈ Y for all (aj)j∈Z ∈ X with aj ∈ L1(X). If
X = Y in the above, then f is called a local rule on (X, σX).
Let f : LN+1(X) → L1(Y ) be a local rule on (X, σX) to (Y, σY ). Let m and n
be nonnegative integers with m + n = N . A mapping φ : X → Y is called a block
map of (m,n)-type given by f , if
φ((aj)j∈Z) = (bj)j∈Z, where bj = f(aj−m . . . aj+n) for all j ∈ Z.
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For m,n ≥ 0, a mapping φ : X → Y is called a block map of (m,n)-type, if
there exists a local rule f : Lm+n+1(X) → L1(Y ) such that φ is a block map of
(m,n)-type given by f . A block map of (m,n) type is said to have memory m and
anticipation n. A block map of (m,n)-type for some m,n ≥ 0 is simply called a
block map.
For subshifts (X, σX) and (Y, σY ), a mapping φ : X → Y is a homomorphism
of (X, σX) into (Y, σY ) (i.e. a continuous map with φσX = σY φ) if and only if φ
is a block map (Curtis-Hedlund-Lyndon Theorem [He]). Hence we use the same
terminology as above for homomorphisms between subshifts.
Let AN = {(aj)j∈N | aj ∈ A} be endowed with a metric compatible with the
product topology of the discrete topology on A. Let σ˜A : A
N → AN be defined by
σ˜A((aj)j∈N) = (aj+1)j∈N. The dynamical system (A
N, σ˜A) is called the onesided
full shift over A. For a subshift (X, σ) over A, let X˜ = {(aj)j∈N | ∃(aj)j∈Z ∈ X}.
Then with the onto continuous map σ˜ = σ˜A|X˜ we have a dynamical system (X˜, σ˜),
which is called a onesided subshift over A and is said to be induced by (X, σ). From
(X˜, σ˜) we can uniquely recover (X, σ), and hence (X, σ) is said to be induced by
(X˜, σ˜). Let sX : X → X˜ be the continuous map which maps (aj)j∈Z to (aj)j∈N.
If a homomorphism φ of a subshift (X, σX) into another (Y, σY ) has memory zero,
then it uniquely induces a homomorphism φ˜ between the induced onesided subshifts
(X˜, σ˜X) and (Y˜ , σ˜Y ) such that sY φ = φ˜sX , and conversely each homomorphism φ˜ of
a onesided subshift (X˜, σ˜X) into another (Y˜ , σ˜Y ) uniquely induces a homomorphism
φ between the induced subshifts (X, σX) and (Y, σY ) such that φ has memory zero
and sY φ = φ˜sX .
For a subshift (X, σ) and n ≥ 1, we define the higher block system of order
n of (X, σ) to be the subshift (X [n], σ[n]) over the alphabet Ln(X) with X
[n] =
{(aj . . . aj+n−1)j∈Z
∣∣ (aj)j∈Z ∈ X, aj ∈ L1(X)}.
For a homomorphism φ : (X, σX) → (Y, σY ) between subshifts and n ≥ 1, we
define the homomorphism φ[n] : (X [n], σX[n]) → (Y [n], σY [n]), which is called the
higher block presentation of order n of φ, as follows: if φ maps (aj)j∈Z ∈ X to
(bj)j∈Z ∈ Y with aj ∈ L1(X) and bj ∈ L1(Y ), then φ[n] maps (aj . . . aj+n−1)j∈Z to
(bj . . . bj+n−1)j∈Z.
For a subshift (X, σ) and m,n ≥ 0, the block-map ρX,m,n which maps (aj)j∈Z
to (aj−m . . . aj+n)j∈Z gives a topological conjugacy of (X, σ) onto (X
[N+1], σ[N+1])
with N = m+ n, which is called the higher-block conjugacy of (m,n)-type on X or
a higher-block conjugacy. If ϕ is an endomorphism of a subshift (X, σ) then ρX,m,n
is also a topological conjugacy of (X, σ, ϕ) onto (X [N+1], σ[N+1], ϕ[N+1]), which is
a higher-block conjugacy between the commuting systems and considered to be a
higher-block conjugacy of the endomorphism ϕ onto its higher-block presentation
ϕ[N+1].
2.2. Graph-homomorphisms. Let G be a graph. Here a graph means a directed
graph which may have multiple arcs and loops. Let AG and VG denote the arc-set
and the vertex-set, respectively, of G. Let iG : AG → VG and tG : AG → VG be
the mappings such that for each arc a ∈ AG, iG(a) and tG(a) are its initial and
terminal vertices. Hence the graph G is represented by
VG
iG←− AG tG−→ VG.
We say that G is nondegenerate if both iG and tG are onto.
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Let XG be the set of all points (aj)j∈Z in A
Z
G such that tG(aj) = iG(aj+1)
for all j ∈ Z. Then we have a subshift (XG, σG) over AG, which is called the
topological Markov shift defined by G. We call G the defining graph of (XG, σG).
The topological Markov shift (XG, σG) is also denoted by (XM , σM ), where M is
the adjacency matrix of G, i.e., the square matrixMG = (mu,v)u,v∈VG such that the
(u, v)-component mu,v is the number of arcs going from vertex u to vertex v. We
call M the defining matrix of the topological Markov shift (XM , σM ) = (XG, σG).
In what follows, we assume, without loss of generality, that the defining graph of
any topological Markov shift is nondegenerate. (Hence, when we write (XG, σG) or
XG, G is always assumed to be nondegenerate.)
For an alphabet A, let GA denote the one-vertex graph with arc-set A. Then
the full-shift over A is the topological Markov shift defined by GA.
A subshift finite type, abbreviated SFT, is a subshift which is topologically con-
jugate to a topological Markov shift. A sofic system is a subshift which is the image
of a topological Markov shift under a block map.
For graphs Γ and G, a graph-homomorphism h of Γ into G, written by h : Γ→ G,
is a pair (hA, hV ) of mappings hA : AΓ → AG (arc-map) and hV : VΓ → VG (vertex-
map) such that the following diagram is commutative.
VΓ
iΓ←−−−− AΓ tΓ−−−−→ VΓ
hV
y hAy yhV
VG
iG←−−−− AG tG−−−−→ VG
A graph-homomorphism is said to be onto if hA and hV are onto.
We call a block map of (0, 0) type between subshift spaces a 1-block map. For a
graph-homomorphism h : Γ → G, we define φh : XΓ → XG to be the 1-block map
given by the local rule hA : AΓ → AG.
A graph-homomorphism h : Γ → G is said to be right-resolving if for each pair
(u, a) of u ∈ VΓ and a ∈ AG with iG(a) = hV (u), there exists unique α ∈ AΓ with
iΓ(α) = u and hA(α) = a. It is said to be left-resolving if for each pair (u, a) of
u ∈ VΓ and a ∈ AG with tG(a) = hV (u), there exists unique α ∈ AΓ with tΓ(α) = u
and hA(α) = a. We say that h is biresolving if h is right-resolving and left-resolving.
Note that if h is a right-resolving or left-resolving, onto graph-homomorphism, then
φh is onto.
A graph-homomorphism h : Γ → G is said to be weakly right-resolving if each
α ∈ AΓ is uniquely determined by iΓ(α) and hA(α). We say that h is weakly left-
resolving if each α ∈ AΓ is uniquely determined by tΓ(α) and hA(α). We say that
h is weakly biresolving if h is weakly right-resolving and weakly left-resolving.
By using the following well-known lemma, the definitions and results concerning
weakly right-resolving and weakly left resolving graph-homomorphisms are inter-
preted as those concerning right-resolving and left-resolving graph-homomorphisms
for important special cases.
Lemma 2.1. Let Γ and G be nondegenerate graphs. Let h : Γ → G be a weakly
right-resolving (respectively, weakly left-resolving) graph-homomorphism.
(1) If φh is bijective, then h is right-resolving (respectively, left-resolving)
(2) If G and Γ are irreducible and have the same spectral radius, then h is
right-resolving (respectively, left-resolving) .
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Let G be a graph. Let L0(G) = VG, let L1(G) = AG and for k ≥ 2 let Lk(G)
be the set of all words a1 . . . ak with aj ∈ AG such that tG(aj) = iG(aj+1) for
j = 1, . . . , k − 1. For k ≥ 0, we call an element of Lk(G) a path of length k in G.
Let L(G) denote the set of all paths of any length in G. We extend iG : AG → VG
and tG : AG → VG to iG : L(G)→ VG and tG : L(G)→ VG, respectively, as follows:
iG(v) = tG(v) = v for v ∈ L0(G); for w = a1 . . . ak ∈ Lk(G), iG(w) = iG(a1) and
tG(w) = tG(ak). A path w is said to go from iG(w) to tG(w), and iG(w) and tG(w)
are called the initial vertex and terminal vertex, respectively, of the path w. For a
graph-homomorphism h : Γ→ G, we also extend hV and hA to h : L(Γ)→ L(G) as
follows: h(v) = v for v ∈ L0(G); for µ = α1 . . . αk ∈ Lk(Γ) with k ≥ 1 and αj ∈ AΓ,
h(µ) = h(α1) . . . h(αk). We say that a path µ generates h(µ) under h.
Let h : Γ → G be a graph-homomorphism between nondegenerate graphs. For
U ⊂ VΓ and w ∈ L(G), define
S+h (U,w) = {tΓ(µ)
∣∣ µ ∈ L(Γ), iΓ(µ) ∈ U, h(µ) = w},
S−h (w,U) = {iΓ(µ)
∣∣ µ ∈ L(Γ), tΓ(µ) ∈ U, h(µ) = w}.
and define
B+h (U,w) = {µ ∈ L(Γ)
∣∣ iΓ(µ) ∈ U, h(µ) = w},
B−h (w,U) = {µ ∈ L(Γ)
∣∣ h(µ) = w, tΓ(µ) ∈ U}.
We call S+h (U,w) the w-successor or a successor of U under h and call S
−
h (w,U)
the w-predecessor or a predecessor of U under h. A right-compatible set for h
and a left-compatible set for h are defined to be a nonempty successor of a sin-
gleton of VΓ under h and a nonempty predecessor of a singleton of VΓ under h,
respectively. Let C+h (respectively, C
−
h ) be the family consisting of all maximal
right-compatible (respectively, left-compatible) sets and their nonempty succes-
sors (respectively, predecessors). (Throughout this paper, we shall often abuse
the element of a singleton to denote the singleton.) We define h+ : Γ+h → G
to be the graph-homomorphism such that the vertex-set of Γ+h is C+h , the arc-set
of Γ+h is {(U, a) |U ∈ C+h , a ∈ AG, h(U) = iG(a)} and each arc (U, a) goes from
U to S+h (U, a) with h
+((U, a)) = a. We also define h− : Γ−h → G to be the
graph-homomorphism such that the vertex-set of Γ−h is C−h , the arc-set of Γ−h is
{(a, U) | a ∈ AG, U ∈ C−h , h(U) = tG(a)} and each arc (a, U) goes from S−h (a, U)
to U with h−((a, U)) = a. We call h+ (respectively, h−) the induced right-resolving
(respectively, induced left-resolving) graph-homomorphism of h, though generally
h+ (respectively, h−) is a weakly right-resolving (respectively weakly left-resolving)
graph-homomorphism. (For the case that G = GA for an alphabet A, the in-
duced right-resolving and left-resolving graph-homomorphisms are the same as the
“induced right-resolving and induced left-resolving λ-graphs” introduced in [N3].
These were first introduced in [N1] for a special type of λ-graphs.) However, we
note the following:
Lemma 2.2. (1) If h is a graph-homomorphism between nondegenerate graphs
with φh bijective, then h
+ is right-resolving and h− is left-resolving;
(2) [N2] if h is a graph-homomorphism between irreducible graphs having the
same spectral radius with φh onto, then h
+ is right-resolving and h− is
left-resolving.
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Proof. (1) Since φh+ and φh− are bijections (see [N2, the proof of Lemma 5.5]), the
conclusion follows by Lemma 2.1(1).
(2) By [N2, Proposition 4.1]. 
For a graph-homomorphism h : Γ→ G and an integer k ≥ 0, we say that h is k
right-mergible (respectively, k left-mergible) if for any pair of paths µ1 = α1 . . . αk+1
and µ2 = β1 . . . βk+1 in Lk+1(XΓ) with αj , βj ∈ AΓ it holds that if iΓ(µ1) = iΓ(µ2)
(respectively, tΓ(µ1) = tΓ(µ2)) and h(µ1) = h(µ2), then α1 = β1. (These notions
correspond to “nonexistence of right (respectively, left) f -branch of length exceeding
k” in [He, Section 16] and appear for a special class of graph-homomorphisms in
[N1] and for the general class of graph-homomorphisms with somewhat different
terms in [N2, p.400].)
For a graph G and n ≥ 1, we define the higher-block presentation G[n] of or-
der n of G as follows: G[1] = G; if n ≥ 2, G[n] is the graph such that AG[n] =
Ln(G), VG[n] = Ln−1(G) and for α = a1 . . . an ∈ AG[n] with aj ∈ AG, iG[n](α) =
a1 . . . an−1 and tG[n](α) = a2 . . . an. For a graph-homomorphism h : Γ → G and
n ≥ 1, we define the higher-block presentation h[n] : Γ[n] → G[n] of order n of h by
h
[n]
A (α) = h(α), α ∈ Ln(Γ).
Remark 2.3. Let h : Γ→ G be a graph-homomorphism. Let k ≥ 0 and n ≥ 1.
(1) [N2, Lemma 5.6] If h is k right-mergible, then so is h[n], and if h is k
left-mergible, then so is h[n].
(2) If h : Γ → G is k right-mergible (respectively, k left-mergible), then
{B+h (iΓ(µ), h(µ)) |µ ∈ Lk(Γ)} = C+h[k+1] (respectively, {B−h (h(µ), tΓ(µ)) |µ ∈
Lk(Γ)} = C−h[k+1]), and hence any two distinct sets in C+h[k+1] (respectively,
in C−
h[k+1]
) are disjoint, and hence all sets in C+
h[k+1]
(respectively, in C−
h[k+1]
)
are maximal right-compatible sets (respectively, maximal left-compatible
sets) for h[k+1].
Let (XG, σG) and (XH , σH) be topological Markov shifts. Let f : LN+1(G) →
AH be a local rule (on (XG, σG) to (XH , σH)). Then we naturally define the
graph-homomorphism qf : G
[N+1] → H such that qf (w) = f(w) for w ∈ AG[N+1] =
LN+1(G). For k ≥ 0, we say that f is k right-mergible (respectively, k left-mergible)
if qf is k right-mergible (respectively, k left-mergible), (These definitions are com-
patible with the general definition of mergibility for a local rule on a subshift to
another presented in the next section.)
For convenience’s sake, we extend the local rule f : LN+1(G) → AH to the
mapping f : ∪s≥1LN+s(G)→ ∪s≥1Ls(H) such that for s ≥ 1 and for a1 . . . aN+s ∈
LN+s(G) with aj ∈ AG,
f(a1 . . . aN+s) = f(a1 . . . aN+1) . . . f(as . . . aN+s).
Suppose that the local rule f is k right-mergible. For w ∈ LN+k(G)∪LN+k+1(G),
we define D+f ;k(w) as follows: if w = w0w1 with w0 ∈ LN (G) ∪ LN+1(G) and
w1 ∈ Lk(G), then
D+f ;k(w) = {w0w′1 ∈ L(G)
∣∣ w′1 ∈ Lk(G), f(w0w′1) = f(w)}.
Since f is k right-mergible, we can define a graph G+f ;k and a graph-homomorphism
q+f ;k : G
+
f ;k → H [k+1]
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as follows: the vertex-set of G+f ;k is {D+f ;k(w) |w ∈ LN+k(G)}; the arc-set of G+f ;k
is {D+f ;k(w) |w ∈ LN+k+1(G)}; each arc D+f ;k(w) with w ∈ LN+k+1(G) goes from
vertex D+f ;k(w
′) to vertex D+f ;k(w
′′), where w′ and w′′ are the initial and terminal
subpaths, respectively, of length N + k of w, and q+f ;k(D
+
f ;k(w)) = f(w).
Suppose that f is l left-mergible. For w ∈ LN+l(G) ∪ LN+l+1(G), we define
D−f ;,l(w) as follows: if w = w−1w0 with w−1 ∈ Ll(G) and w0 ∈ LN(G) ∪ LN+1(G),
then
D−f ;l(w) = {w′−1w0 ∈ L(G)
∣∣ w′−1 ∈ Ll(G), f(w′−1w0) = f(w)}.
Since f is l left-mergible, we can define a graph G−f ;l and a graph-homomorphism
q−f ;l : G
−
f ;l → H [l+1]
in the way symmetric to the above.
Suppose that f is k right-mergible and l left-mergible. For w ∈ LN+k+l(G) ∪
LN+k+l+1(G), we define D
−+
f ;l,k(w) as follows: if w = w−1w0w1 with w−1 ∈ Ll(G),
w0 ∈ LN(G) ∪ LN+1(G) and w1 ∈ Lk(G), then
D−+f ;l,k(w) = {w′−1w0w′1 ∈ L(G)
∣∣ w′−1 ∈ Ll(G), w′1 ∈ Lk(G), f(w′−1w0w′1) = f(w)}.
(D−+f ;l,k(w) corresponds to a“maximal connected f -covering” of w in [He, p.360].)
Since f is k right-mergible and l left-mergible, we can define a graph G−+f ;l,k and a
graph-homomorphism
q−+f ;l,k : G
−+
f ;l,k → H [l+k+1]
as follows: the vertex-set of G−+f ;l,k is {D−+f ;l,k(w) |w ∈ LN+k+l(G)}; the arc-set of
G−+f ;l,k is {D−+f ;l,k(w) |w ∈ LN+k+l+1(G)}; each arc D−+f ;l,k(w) with w ∈ LN+k+l+1(G)
goes from vertex D−+f ;l,k(w
′) to vertex D−+f ;l,k(w
′′), where w′ and w′′ are the initial
and terminal subpaths, respectively, of length N+k+l of w, and q−+f ;l,k(D
−+
f ;l,k(w)) =
f(w).
These definitions are due to Bruce Kitchens [Ki1], [Ki2, Section 4.3]. We easily
see that q+f ;k = (q
[k+1]
f )
+
(up to isomorphism between graph-homomorphisms) when
f is k right-mergible, and that q−f ;k = (q
[k+1]
f )
− when f is k left-mergible. One can
see that q−+f ;l,k = ((q
[k+l+1]
f )
+)− = ((q
[k+l+1]
f )
−)+ when f is k right-mergible and l
left-mergible (see [N2, Section 5]).
Proposition 2.4 (Kitchens). Let (XG, σG) and (XH , σH) be topological Markov
shifts. Let f : LN+1(G)→ AH be a local rule (on (XG, σG) to (XH , σH)).
(1) [Ki1] When f is k right-mergible, q+f ;k : G
+
f ;k → H [k+1] is weakly right-
resolving. When f is l left-mergible, q−f ;l : G
−
f ;l → H [l+1] is weakly left-
resolving.
(2) [Ki2] When f is k right-mergible and l left-mergible, q−+f ;l,k : G
−+
f ;l,k →
H [l+k+1] is weakly biresolving.
2.3. Textile systems and textile-subsystems. A textile system T over a graph
G is an ordered pair of graph-homomorphisms p : Γ→ G and q : Γ→ G. We write
T = (p, q : Γ→ G).
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We have the following commutative diagram.
VG
iG←−−−− AG tG−−−−→ VGxpV pAx pV x
VΓ
iΓ←−−−− AΓ tΓ−−−−→ VΓyqV qAy qV y
VG
iG←−−−− AG tG−−−−→ VG
If we observe this diagram vertically, then we have the ordered pair of graph-
homomorphisms
VG
iG←−−−− AGxpV pAx
VΓ
iΓ←−−−− AΓyqV qAy
VG
iG←−−−− AG
and
AG
tG−−−−→ VG
pA
x pVx
AΓ
tΓ−−−−→ VΓ
qA
y qVy
AG
tG−−−−→ VG
.
This defines another textile system
T ∗ = (p∗, q∗ : Γ∗ → G∗)
called the dual of T , where iΓ∗ = pA, tΓ∗ = qA, iG∗ = pV and tG∗ = qV .
Let T = (p, q : Γ → G) be a textile system. Let ξ = φp and let η = φq. A
two-dimensional configuration (αij)i,j∈Z, αij ∈ AΓ, is called a textile woven by T
if (αij)j∈Z ∈ XΓ and η((αi−1,j)j∈Z) = ξ((αij)j∈Z) for all i ∈ Z. Let UT denote
the set of all textiles woven by T . Then UT is a closed subset of the space A
Z
2
Γ
equipped with the product topology of the discrete topology on AΓ and is shift
invariant (i.e., if (αi,j)i,j∈Z ∈ UT with αi,j ∈ AΓ, then (αi+k,j+l)i,j∈Z ∈ UT for all
k, l ∈ Z). Define
XT = {ξ((α0j)j∈Z)
∣∣ (αij)i,j∈Z ∈ UT }, ZT = {(α0j)j∈Z ∣∣ (αij)i,j∈Z ∈ UT }.
Then we have subshifts (XT , σT ) and (ZT , ςT ) . We call (XT , σT ) the woof shift of
T and (XT∗ , σT∗) the warp shift of T . We say that T is nondegenerate if (XT , σT ) =
(XG, σG) (with G nondegenerate). We assume that a nondegenerate textile system
is always defined over a nondegenerate graph. We define onto maps ξT : ZT → XT
and ηT : ZT → XT to be the restrictions of ξ and η, respectively. If T is onesided
1-1, i.e., ξT is 1-1, then an onto endomorphism ϕT of (XT , σT ) is defined by
ϕT = ηT ξ
−1
T .
If T is 1-1, i.e., both ξT and ηT are 1-1, then ϕT is an automorphism of (XT , σT ).
We also have the onesided subshifts (Z˜T , ς˜T ) and (X˜T , σ˜T ) induced by (ZT , ςT ) and
(XT , σT ), respectively.
For a textile system T = (p, q : Γ → G) and n ≥ 1, we define the higher block
system of order n of T to be the textile system T [n] = (p[n], q[n] : Γ[n] → G[n]). (p[n]
and q[n] are the higher block presentations of order n of p and q, respectively.)
Here we make the following remarks. The definition of a textile system was sim-
plified with no essential change in [N10] so that it is a pair of graph-homomorphisms
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T = (p, q : Γ→ G). The additional condition that the correspondence between each
arc α in Γ and its quadruple (iΓ(α), tΓ(α), pA(α), qA(α)) should be one-one was re-
moved from the original definition in [N5] with no impact on the statements of the
results in the preceding papers [N4, N5, N6, N7, N8, N9]. (The removal makes
easier to define the composition and product of textile systems; see the remarks on
them at the end of this subsection.) However it is useful and natural by the duality
of T and T ∗ to imagine that each arc α in the graph Γ is a “square” whose left,
right, upper and lower sides are iΓ(α), tΓ(α), pA(α) and qA(α), respectively, (see
[N5, pp. 16,17]), which may be regarded as a Wang tile of a Wang tiling system
by unifying different “squares” with the same quadruple if any. For onesided 1-1
textile systems and “resolving” textile systems, which were treated in the preceding
papers and will be treated in this paper, we need not to consider multiple “squares”
with the same quadruple.
For a textile system T , a closed, shift-invariant subset U of UT is called a textile-
subsystem of T or simply called a textile-subsystem. Hence UT is a textile full-system
of T or simply a textile full-system.
Let U be a textile-subsystem of a textile system T . The dual U∗ of U is defined by
U∗ = {(αj,i)i,j∈Z
∣∣ (αi,j)i,j∈Z ∈ U, αi,j ∈ AΓ}. Clearly U∗ is a textile-subsystem of
T ∗. The woof shift (XU , σU ) of U is defined by XU = {ξT ((α0,j)j∈Z)
∣∣ (αi,j)i,j∈Z ∈
U} and σU = σT |XU . We also define another subshift (ZU , ςU ) by ZU = {(α0,j)j∈Z
∣∣
(αi,j)i,j∈Z ∈ U} and ςU = ςT |ZU . We define onto maps ξU : ZU → XU and
ηU : ZU → XU restricting ξT and ηT , respectively. If U is onesided 1-1, i.e., ξU is
one-to-one, then we have an onto endomorphism ϕU of (XU , σU ) by ϕU = ηUξ
−1
U .
We say that U is 1-1 if both ξU and ηU are one-to-one. For n ≥ 1 we define a
textile-subsystem U [n], which is called the higher block system of order n of U ,
by U [n] = {(αi,j . . . αi,j+n−1)i,j∈Z
∣∣ (αi,j)i,j∈Z ∈ U}. Clearly U [n] is a textile-
subsystem of T [n].
If U is a onesided 1-1 textile-subsystem, then ZU determines U . If T is a textile
system, then for any subshift space Z ⊂ ZT with ξT (Z) = ηT (Z) and ξT |Z one-to-
one, there exists a unique onesided 1-1 textile-subsystem U of T with ZU = Z.
Let T = (p, q : Γ → G) be a textile system. Let ξ = φp and η = φq as
above. A two-dimensional configuration (αij)i∈N,j∈Z, αij ∈ AΓ, is called a half-
textile woven by T if (αij)j∈Z ∈ XΓ and η((αi−1,j)j∈Z) = ξ((αij)j∈Z) for all i ≥ 2.
Let UT denote the set of all half-textiles woven by T . Then UT is a closed subset
of the space AN×ZΓ equipped with the product topology of the discrete topology
on AΓ and is shift invariant (i.e., if (αi,j)i∈N,j∈Z ∈ UT with αi,j ∈ AΓ, then
(αi+k,j+l)i∈N,j∈Z ∈ UT for all k ≥ 0, l ∈ Z). Define
XT = {ξ((α1j)j∈Z)
∣∣ (αij)i∈N,j∈Z ∈ UT }, ZT = {(α1j)j∈Z ∣∣ (αij)i∈N,j∈Z ∈ UT }.
Then we have subshifts (XT , σT ) and (ZT , ςT ). We define an onto map ξT : ZT →
XT and a (not necessarily onto) map ηT : ZT → XT to be the restrictions of ξ
and η, respectively. If ξT is 1-1, then a (not necessarily onto) endomorphism ϕT of
(XT , σT ) is defined by
ϕT = ηT ξ
−1
T .
Clearly ZT ⊃ ZT and XT ⊃ XT . If ηT is onto, then ZT = ZT and XT = XT , and
hence ξT = ξT and ηT = ηT .
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For a textile system T , a closed, shift-invariant subset U of UT is called a half-
textile-subsystem of T or simply called a half-textile-subsystem.
Let U be a half-textile-subsystem of a textile system T . We define a subshift
(XU , σU ) by XU = {ξT ((α1,j)j∈Z)
∣∣ (αi,j)i∈N,j∈Z ∈ U} and σU = σT |XU . We
also define another subshift (ZU , ςU ) by ZU = {(α1,j)j∈Z
∣∣ (αi,j)i∈N,j∈Z ∈ U} and
ςU = ςT |ZU . We define an onto map ξU : ZU → XU and a (not necessarily onto)
map ηU : ZU → XU restricting ξT and ηT , respectively. If U is onesided 1-1, i.e., ξU
is one-to-one, then we have a (not necessarily onto) endomorphism ϕU of (XU , σU )
by ϕU = ηUξ
−1
U
.
If U is a onesided 1-1 half-textile-subsystem, then ZU determines U . If T is a
textile system, then for any subshift space Z ⊂ ZT with ξT (Z) ⊃ ηT (Z) and ξT |Z
one-to-one, there exists a unique onesided 1-1 half-textile-subsystem U of T with
ZU = Z.
Remark 2.5. Suppose that U is a onesided 1-1 half-textile-subsystem of a textile
system T with ϕU onto. Then there exists a unique textile-subsystem U of T such
that ZU = ZU , which we call the extension of U . If U is the extension of U then
ϕU = ϕU .
Proof. Suppose that U is a half-textile-subsystem of T = (p, q : Γ → G) with
ϕU onto. Then ηU is onto and so is ΦU = ξ
−1
U
ηU . Let U be the set of all ΦU -
orbits. Then U is a closed subset of the product space AZ×ZΓ and shift-invariant.
If (zi)i∈Z is a ΦU -orbit with zi ∈ ZU , then ηU (zi−1) = ξU (zi) for all i ∈ Z, hence
η(zi−1) = ξ(zi) for all i ∈ Z with ξ = φp and η = φq , and hence (zi)i∈Z ∈ ZT .
Therefore U ⊂ UT . Hence U is a textile-subsystem of T with ZU = ZU . Such U is
unique for U because ZU = ZU . Since ZU = ZU , ξU = ξ|ZU = ξ|ZU = ξU ; similarly
ηU = ηU . Hence ϕU = ϕU . 
The following remark is a generalization of [N10, Remark 7.1].
Remark 2.6. Let ϕ be an endomorphism of a subshift (X, σ). Then there exists a
onesided 1-1 half-textile-subsystem U with (XU , σU , ϕU ) = (X, σ, ϕ).
Proof. Suppose that ϕ is of (m,n) type and given by a local rule f : Lm+n+1(X)→
L1(X). Let Tf,m,n = (p, q : Γ → G) be the textile system defined as follows: G =
GA with A = L1(X); ifm = n = 0, then Γ = G with pA(a) = a and qA(a) = f(a) for
a ∈ AΓ = L1(X); ifm+n ≥ 1, then AΓ = Lm+n+1(X), VΓ = Lm+n(X), and for w =
a1 . . . am+n+1 ∈ AΓ with aj ∈ L1(X), iΓ(w) = a1 . . . am+n, tΓ(w) = a2 . . . am+n+1,
pA(w) = am+1 and qA(w) = f(w). Then Tf,m,n is onesided 1-1. Since X
[m+n+1] ⊂
ZTf,m,n with ξTf,m,n(X
[m+n+1]) = X ⊃ ϕ(X) = ηTf,m,n(X [m+n+1]) and Tf,m,n is
onesided 1-1, there exists a unique onesided 1-1 half-textile-subsystem Uf,m,n of
Tf,m,n with ZUf,m,n = X
[m+n+1]. Clearly U = Uf,m,n has the properties required.

A textile system T = (p, q : Γ→ G) is said to be p-L if p is left resolving, p-R if
p is right resolving, q-L if q is left resolving, and q-R if q is right resolving. An onto
endomorphism ϕ of a topological Markov shift (X, σ) is said to be p-L if there exists
a onesided 1-1, nondegenerate, p-L textile system T with (X, σ, ϕ) = (XT , σT , ϕT ).
We similarly define p-R, q-L and q-R endomorphisms of a topological Markov shift.
ENDOMORPHISMS AND AUTOMORPHISMS OF THE SHIFT 21
A textile system is said to be LR if it is both p-L and q-R, RL if it is both p-R and
q-L, LL if it is both p-L and q-L, RR if it is both p-R and q-R, p-biresolving if it is
both p-L and p-R and q-biresolving if it is both q-L and q-R. An onto endomorphism
ϕ of a topological Markov shift (X, σ) is said to be LR if there exists a onesided 1-1,
nondegenerate, LR textile system T with (XT , σT , ϕT ) = (X, σ, ϕ). The definitions
of RL, LL, RR, p-biresolving and q-biresolving endomorphisms of a topological
Markov shift are similarly given. Note that if a textile system T = (p, q : Γ → G)
with pV and qV onto (or equivalently, with T
∗ defined over a nondegenerate graph)
is LR, RL, LL or RR, then T is necessarily nondegenerate.
We note that by definition, only an onto endomorphism of a topological Markov
shift can be P for every resolving term P . Here we recall that each of the ten
terms “p-L”, “p-R”, “q-R”, “q-L”, “LR”, “RL”, “LL”, “RR”, “p-biresolving” and
“q-biresolving” is called a resolving term.
A textile system T = (p, q : Γ → G) is said to be weakly p-L if p is weakly
left resolving. We similarly define weakly p-R, weakly q-L and weakly q-R textile
systems. A textile system is said to be weakly LR if it is both weakly p-L and weakly
q-R. Similarly weakly RL weakly LL and weakly RR textile systems are defined. A
textile system is said to be weakly p-biresolving, if it is both weakly p-R and weakly
p-L, and similarly a weakly q-biresolving textile system is defined.
For each resolving term P , a (not necessarily onto) endomorphism ϕ of a subshift
(X, σ) is said to be weakly P if there exists a onesided 1-1 half-textile-subsystem U
of a weakly P textile system such that (XU , σU , ϕU ) = (X, σ, ϕ).
If an endomorphism ϕ of a subshift (X, σ) is onto, then we can replace every
“half-textile-system U” by “textile-system U” in the above definitions. In [N10] we
defined the “weakly resolving” notions only for onto endomorphisms of subshifts.
However in the above we have defined these notions for not necessarily onto endo-
morphisms of subshifts without losing consistency. In fact, using Remark 2.5 we
easily see the following.
Remark 2.7. Let P be any resolving term. Then an onto endomorphism ϕ of
a subshift (X, σ) is weakly P if and only if there exists a onesided 1-1 textile-
subsystem U of a weakly P textile system such that (XU , σU , ϕU ) = (X, σ, ϕ).
Here we add a refinement of [N10, Proposition 7.6]. A version of it for an onto
endomorphism of a topological Markov shift will appear as Proposition 2.11.
Proposition 2.8. Let ϕ be a (not necessarily onto) endomorphism of a subshift
(X, σ).
(1) If ϕ is weakly p-L (respectively, weakly p-R), then ϕσ (respectively, ϕσ−1)
is weakly p-L (respectively, weakly p-R); if in addition ϕ is onto, then ϕσ
(respectively, ϕσ−1) is right σ-expansive (respectively, left σ-expansive) on
the upper side.
(2) If ϕ is weakly q-R (respectively, weakly q-L), then ϕσ (respectively, ϕσ−1)
is weakly q-R (respectively, weakly q-L) and positively left σ-expansive (re-
spectively, positively right σ-expansive).
(3) If ϕ is weakly LR (respectively, weakly RL), then ϕσ (respectively, ϕσ−1)
is weakly LR (respectively, weakly RL); if in addition ϕ is onto then ϕσ
(respectively, ϕσ−1) is right σ-expansive (respectively, left σ-expansive) on
the upper side and positively left σ-expansive (respectively, positively right
σ-expansive) and hence expansive.
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Proof. Let T = (p, q : Γ → G) be a textile system. Let T ′ = (p′, q′ : Γ′ → G) be
the textile system such that Γ′ = Γ[2] and for αβ ∈ AΓ′ = L2(XΓ) with α, β ∈ AΓ,
p′A(αβ) = pA(α) and q
′
A(αβ) = qA(β). Then we see that if p is weakly left-resolving
then so is p′, and that if q is weakly right-resolving then so is q′.
Suppose that U is a onesided 1-1 half-textile-subsystem of T with (XU , σU , ϕU ) =
(X, σ, ϕ). Put Z
[2]
U
= Z. Then, since Z is a subshift-space such that Z ⊂ ZT ′
with ξT ′(Z) ⊃ ηT ′(Z) and ξT ′ |Z one-to-one, we have a onesided 1-1 half-textile-
subsystem U
′
of T ′ such that ZU ′ = Z, and see that (XU ′ , σU ′ , ϕU ′) = (X, σ, ϕσ).
First we prove (2).
(2) Suppose that ϕ is weakly q-R with q (in the above) weakly right-resolving.
Then by the above ϕσ is weakly q-R.
Let (βi,j)i∈N,j∈Z ∈ U ′ with βi,j ∈ AΓ′ . Then there exists (αi,j)i∈N,j∈Z ∈ U
with αi,j ∈ AΓ such that for any j ∈ Z (βi,j)i∈N = (αi,j+i−1αi,j+i)i∈N. Since
(αi,j)i∈N,j∈Z is a half-textile woven by a weakly q-R textile system T , it follows that
αi,j and αi+1,j+1 uniquely determine αi,j+1, which implies that (βi,j)i∈N uniquely
determines (βi,j+1)i∈N for j ∈ Z. Therefore it follows that the endomorphism
ΦU ′ = ξ
−1
U
′ ηU ′ of (ZU ′ , ςU ′) is positively left ςU ′ -expansive, and hence the endomor-
phism ϕσ of (X, σ) is positively left σ-expansive (because the two endomorphisms
are topologically conjugate). Hence (2) is proved.
(1) Suppose that ϕ is weakly p-L with p weakly left-resolving. Then by the above
ϕσ is weakly p-L.
To prove the remainder of (1), suppose further that ϕ is onto. Since ϕU and
ϕU ′ are onto, we can consider the textile-subsystem U of T with ZU = ZU and
the textile-subsystem U ′ of T ′ with ZU ′ = ZU ′ . Let (βi,j)i,j∈Z ∈ U ′ with βi,j ∈
AΓ′ . Then there exists (αi,j)i,j∈Z ∈ U with αi,j ∈ AΓ such that for any j ∈ Z
(βi,j)i∈Z = (αi,j+i−1αi,j+i)i∈Z. Since (αi,j)i,j∈Z is a textile woven by a weakly
p-L textile system T , it follows that αi−1,j−1 and αi,j uniquely determine αi,j−1,
which implies that (βi,j)i≤0 uniquely determines (βi,j−1)i≤0 for j ∈ Z. Therefore
it follows that the endomorphism ΦU ′ = ξ
−1
U ′ ηU ′ of (ZU ′ , ςU ′) is right ςU ′ -expansive,
and hence the endomorphism ϕσ of (X, σ) is positively right σ-expansive (because
the two endomorphisms are topologically conjugate). Hence (1) is proved.
(3) Suppose that ϕ is weakly LR with p weakly left-resolving and q weakly
right-resolving. Then by the above ϕσ is weakly LR.
To prove the remainder of (3), suppose further that ϕ is onto. Let U and U ′ be the
same as in the proof of (1). By the proofs of (1) and (2) the endomorphism ΦU ′ =
ξ−1U ′ ηU ′ of (ZU ′ , ςU ′) is left ςU ′ -expansive on the upper side and positively right
ςU ′ -expansive with (ZU ′ , ςU ′ ,ΦU ′) conjugate to (X, σ, ϕσ). Hence (3) is proved. 
We define a textile relation-system to be an ordered pair of graph-homomorphisms
([N10, p.191]). Let T = (p : Γ → G, q : Γ → H) be a textile relation-system. Let
XT = φp(XΓ), let YT = φq(XΓ) and let ξT : XΓ → XT and ηT : XΓ → YT be the
onto maps naturally induced by φp and φq, respectively. T is said to be onesided
1-1 if ξT is one-to-one. For a onesided 1-1 textile-relation system T , we define
φT = ηT ξ
−1
T .
Note that a textile system is considered to be a special case of a textile relation-
system. The definition of weakly P textile relation system (and its “non-weakly”
version) should be clear for every resolving term P .
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For every resolving term P , a factor map (onto homomorphism) φ of an SFT
(X, σX) onto a sofic system (Y, σY ) is said to be weakly P if there exists a onesided
1-1, weakly P textile relation system T such that φT = φ with XT = X and
YT = Y .
We admit the following inconsistency in our terminology without confusion: for
the case where P is “LR”, “RL”, “p-biresolving” or “q-biresolving”, we cannot prove
that a weakly P , “onto endomorphism” of a sofic system is a weakly P “factor map”
of the sofic system. (This can be proved for the case where P is “p-L”, “q-L”, “q-
R”, “q-L”, “LL”, or RR.) However they are essentially the same, more exactly, the
same up to higher block conjugacy, as seen by the following:
Remark 2.9. Let P be any resolving term. A weakly P factor map of an SFT
onto itself is a weakly P , onto endomorphism of the SFT, and a weakly P onto
endomorphism of an SFT is a weakly P factor map of the SFT onto itself up to
higher-block conjugacy.
Proof. Let ϕ be a weakly P factor map of an SFT (X, σ) onto itself. Then there
exists a onesided 1-1, weakly P textile relation-system T = (p : Γ→ G, q : Γ→ G)
such that φp(XΓ) = φq(XΓ) = X and φT = ϕ. If we regard T as a weakly P textile
system, then UT is a textile-subsystem of T with ϕUT = ϕ.
Suppose that U is a onesided 1-1 textile-subsystem of a weakly P textile system
T0, such that (XU , σU ) is an SFT. Then (ZU , ςU ) is also an SFT, because U is
onesided 1-1. There exist n ≥ 1 and graphs G1 and Γ1 such that (XG1 , σG1) =
(X
[n]
U , σ
[n]
U ) and (XΓ1 , σΓ1) = (Z
[n]
U , ς
[n]
U ). Since T
[n]
0 is weakly P and U [n] is a
textile-subsystem of T
[n]
0 , we can define a weakly P textile relation-system T1 =
(p1 : Γ1 → G1, q1 : Γ1 → G1) such that φT1 = ϕU [n] = (ϕU )[n]. 
Remark 2.10. Let ϕ be an onto endomorphism of an SFT (X, σ).
(1) Let P be any one of “p-L” “p-R” and “p-biresolving”. If ϕ is weakly P ,
then ϕ is P up to higher-block conjugacy.
(2) Let P be any one of “q-R”, “q-L”, “LR”, “RL”, “LL”, “RR” and “q-
biresolving”. Suppose that ϕ is one-to-one or σ is topologically transitive.
If ϕ is weakly P , then ϕ is P up to higher-block conjugacy.
(3) If (X, σ) is a topological Markov shift, then ϕ is weakly p-L (respectively,
weakly p-R) if and only if ϕ is p-L (respectively, p-R).
Proof. (1) We consider the case that P is “p-L”. Since ϕ is weakly p-L, there
exists a onesided 1-1 textile-subsystem U of a weakly p-L textile system T such
that (XU , σU , ϕU ) = (X, σ, ϕ). Since (X, σ) = (XU , σU ) is an SFT, (ZU , ςU ) is
an SFT because U is onesided 1-1. There exists n ≥ 1 such that both (Z [n]U , ς [n]U )
and (X
[n]
U , σ
[n]
U ) are topological Markov shifts and hence there exists a onesided 1-1,
nondegenerate textile system T ′ = (p′, q′ : Γ′ → G′) with UT ′ = U [n] (with G′ and
Γ′ nondegenerate). Since T [n] is weakly p-L, so is T ′. Since φp′ is a conjugacy,
it follows from Lemma 2.1(1) that p′ is left resolving. Since (XT ′ , σT ′ , ϕT ′) =
(X [n], σ[n], ϕ[n]), ϕ is p-L up to higher block conjugacy.
The proofs for the other cases are similar.
(2) If ϕ is one-to-one, then in the proof of (1), not only φp′ but also φq′ is a
conjugacy and hence the proof of (2) is similarly given by using Lemma 2.1(1).
If σ is transitive, then the proof of (2) is similarly given by using Lemma 2.1(2).
(3) By [N10, Propositions 5.1(1) and 7.5(1) ]. 
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In this paper, we give not only results on “weakly resolving” (i.e. weakly p-L,
weakly p-R, weakly q-R, weakly q-L, weakly LR, weakly RL, weakly LL, weakly
RR, weakly p-biresolving and weakly q-biresolving) endomorphisms of general sub-
shifts, but also those on “resolving” (i.e. p-L, p-R, q-R, q-L, LR, RL, LL, RR,
p-biresolving, q-biresolving) endomorphisms of transitive topological Markov shifts
and automorphisms of topological Markov shifts. By using Remark 2.10, many
of the latter can be derived from the former. However, since this method is logi-
cally very roundabout (except for in Sections 11 and 12), we shall provide direct
proofs for the latter (except for in Sections 11 and 12). In order to do so, we need
the “non-weakly” versions of [N10, Propositions 7.6, 7.7 and 7.11]. The following
propositions provide them with some refinements.
Proposition 2.11. Let ϕ be an onto endomorphism of a topological Markov shift
(XG, σG).
(1) If ϕ is p-L (respectively, p-R) , then ϕσG (respectively, ϕσ
−1
G ) is p-L (re-
spectively, p-R) and right (respectively, left) σG-expansive on the upper side.
(2) If ϕ is q-R (respectively, q-L), then ϕσG (respectively, ϕσ
−1
G ) is q-R (re-
spectively, q-L) and positively left σG-expansive (respectively, right σG-
expansive).
(3) If ϕ is LR (respectively, RL), then ϕσG (respectively, ϕσ
−1
G ) is LR (re-
spectively, RL) and right σG-expansive (respectively, left σG-expansive) on
the upper side and positively left σG-expansive (respectively, positively right
σG-expansive) and hence expansive.
Proof. Suppose that T = (p, q : Γ → G) be a onesided 1-1, nondegenerate textile
system with (XT , σT , ϕT ) = (XG, σG, ϕ). Let T
′ = (p′, q′ : Γ′ → G) be the textile
system such that Γ′ = Γ[2] and for αβ ∈ AΓ′ = L2(XΓ) with α, β ∈ AΓ, p′A(αβ) =
pA(α) and q
′
A(αβ) = qA(β). Then T
′ is onesided 1-1, nondegenerate with ϕT ′ =
ϕTσT = ϕσG. We easily see that if T is p-L then so is T
′, if T is q-R then so is T ′,
and if T is LR then so is T ′.
Let T ′∗ = (p′∗, q′∗ : Γ′∗ → G′∗) be the dual of T ′. Any point in XG′∗ is of the
form (βi)i∈Z with βi ∈ AΓ and qA(βi−1)pA(βi) ∈ L2(XG) for all i ∈ Z.
Suppose that p is left-resolving. Then for each β0β1 ∈ L2(G′∗) with β0, β1 ∈ AΓ,
an arc α1 ∈ AΓ with pA(α1) = qA(β0) and tΓ(α1) = iΓ(β1) is unique and hence
for any (αi)i∈Z, (βi)i∈Z ∈ XG′∗ such that (αiβi) ∈ L2(Γ) for all i ∈ Z, (αi)i≤0 is
uniquely determined by (βi)i≤0. Hence it follows that ϕT ′ is right σG-expansive on
the upper side. By this and the above, (1) is proved.
Suppose that q is right-resolving. Then for each α0α1 ∈ L2(G′∗) with α0, α1 ∈
AΓ, an arc β0 ∈ AΓ with tΓ(α0) = iΓ(β0) and qA(β0) = pA(α1) is unique and
hence for any (αi)i∈Z, (βi)i∈Z ∈ XG′∗ such that (αiβi) ∈ L2(Γ) for all i ∈ Z,
(βi)i≥0 is uniquely determined by (αi)i≥0. Hence it follows that ϕT ′ is positively
left σG-expansive. By this and the above, (2) is proved.
Suppose that p is left-resolving and q is right-resolving. For any (αi)i∈Z, (βi)i∈Z ∈
XG′∗ such that (αiβi) ∈ L2(Γ) for all i ∈ Z, (αi)i≤0 is uniquely determined by
(βi)i≤0, and (βi)i≥0 is uniquely determined by (αi)i≥0. Hence it follows that ϕT ′ is
right σGexpansive on the upper side and positively left σG-expansive. By this and
the above, (3) is proved. 
Proposition 2.12. Let ϕ be an onto endomorphism of a topological Markov shift
(XG, σG).
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(1) If ϕ is p-L (respectively, p-R) and right (respectively, left) σG-expansive,
then for some k ≥ 1, ϕkσ−1G (respectively, ϕkσG) is p-L (respectively, p-R).
(2) If ϕ is q-R (respectively, q-L) and left (respectively, right) σG-expansive,
then for some k ≥ 1, ϕkσ−1G (respectively, ϕkσG) is q-R (respectively, q-L).
(3) If ϕ is LR (respectively, RL) and expansive, then for some k ≥ 1, (ϕkσ−1G )[2]
(respectively, (ϕkσG)
[2]) is LR (respectively, RL).
Proof. (1) Assume that ϕ is p-L and right σG-expansive. Then there exists a
onesided 1-1, nondegenerate textile system T = (p, q : Γ→ G) with (XT , σT , ϕT ) =
(XG, σG, ϕ), p left-resolving and ηT∗ one-to-one (by [N10, Proposition 6.2]). Let
T ∗ = (p∗, q∗ : Γ∗ → G∗). Then q∗ is right resolving and the bijective block map
ηT∗ : ZT∗ → XT∗ is the restriction of φq∗ . Therefore it follows that η−1T∗ is a block
map of (k − 1, 0) type for some k ≥ 1 (see [N10, Proof of Proposition 5.1]). Hence
for any (αi)1≤i≤k ∈ Lk(ZT∗), (q∗A(αi))1≤i≤k uniquely determines αk and hence
qA(αk), and consequently we can define a mapping F1 : Lk(XT∗)→ L1(XT ) by
F1((q
∗
A(αi))1≤i≤k) = qA(αk) with (αi)1≤i≤k ∈ Lk(ZT∗).
Let T¯ = (p¯, q¯ : Γ¯ → G) be the k-th power of T , i.e., the textile system such
that Γ¯, p¯ and q¯ are defined as follows: AΓ¯ = Lk(ZT∗), VΓ¯ = Lk(XT∗), each arc
α¯ = (αi)1≤i≤k goes from (p
∗
A(αi))1≤i≤k to (q
∗
A(αi))1≤i≤k with p¯A(α¯) = pA(α1) and
q¯A(α¯) = qA(αk). Then ϕT¯ = ϕ
k
T = ϕ
k. Since T is p-L, it follows that so is T¯ .
Let q′ : Γ¯→ G be the graph-homomorphism such that q′A(α¯) = F1((p∗A(αi))1≤i≤k)
for α¯ = (αi)1≤i≤k ∈ AΓ¯ = Lk(ZT∗) (accordingly, for u = (ai)1≤i≤k ∈ Vp¯ = Vq′ =
Lk(XT∗) with ai ∈ L1(XT∗), q′V (u) = iG(F1(u)) though p¯V (u) = pV (a1)). Then
we have a onesided 1-1, nondegenerate, p-L textile system T ′ = (p¯, q′ : Γ¯ → G)
with ϕT ′ = ϕT¯σ
−1
T = ϕ
kσ−1G .
(2) The proof is given by straightforward modifications in the arguments above.
Instead of F1, we have, for some k ≥ 1, F2 : Lk(XT∗)→ L1(XT ) such that
F2((p
∗
A(αi))1≤i≤k) = pA(α1) with (αi)1≤i≤k ∈ Lk(ZT∗).
Let p′ : Γ¯ → G be the graph-homomorphism such that p′(α¯) = F2((q∗A(αi))1≤i≤k)
for α¯ = (αi)1≤i≤k ∈ AΓ¯ = Lk(ZT∗). Then we have a onesided 1-1, nondegenerate,
q-R textile system T ′ = (p′, q¯ : Γ¯→ G) with ϕT ′ = ϕT¯σ−1T = ϕkσ−1G .
(3) The proof is also given by straightforward modifications in the arguments
above. We have both F1 and F2 in the above for some k ≥ 1. Let T ′′ = (p′′, q′′ :
Γ¯ → G[2]) be the textile system such that p′′A(α¯) = pA(α1)F2((q∗A(αi))1≤i≤k) and
q′′A(α
′) = F1((p
∗
A(αi))1≤i≤k)qA(αk) for α¯ = (αi)1≤i≤k. It follows that T
′′ is LR.
(Note that for u = (ai)1≤i≤k ∈ Vp′′ = Vq′′ = Lk(XT∗) with ai ∈ L1(XT∗), p′′V (u) =
F2(u) and q
′′
V (u) = F1(u)). Therefore, since T
′′ is onesided 1-1 and nondegenerate
and ϕT ′′ = (ϕ
k
Tσ
−1
T )
[2] = (ϕkσ−1G )
[2], (3) is proved. 
Proposition 2.13. Let ϕ be an onto endomorphism of a topological Markov shift
(X, σ).
(1) If ϕ is essentially p-L (respectively, p-R) and right (respectively, left) σ-
expansive, then there exists m ≥ 1 such that for all n ≥ m, ϕn is p-L
(respectively, p-R).
(2) If ϕ is essentially q-R (respectively, q-L) and left (respectively, right) σ-
expansive, then there exists m ≥ 1 such that for all n ≥ m, ϕn is q-R
(respectively, q-L).
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(3) If ϕ is essentially LR (respectively, RL) and expansive, then there exists
m ≥ 1 such that for all n ≥ m, ϕn is LR (respectively, RL).
Proof. To prove (1), assume that ϕ is essentially p-L and right σ-expansive. There
exist a topological Markov shift (X1, σ1) and a conjugacy θ1 : (X, σ) → (X1, σ1)
such that ϕ1 = θ1ϕθ
−1
1 is a p-L endomorphism of (X1, σ1). We may assume that
θ−11 is an LR conjugacy and so is θ1σ
l1 with some l1 ≥ 0, because any “forward
conjugacy” between topological Markov shifts is LR (see [N5, p.102]) and for any
conjugacy θ : (X, σ) → (X ′, σ′), θσs is forward for sufficiently large s. Since ϕ1 is
p-L and right σ1-expansive, it follows from Proposition 2.11 that there exists k ≥ 1
such that ϕk1σ
−1
1 is an essentially p-L endomorphism of (X1, σ1). Hence there exist
a topological Markov shift (X2, σ2) and a conjugacy θ2 : (X1, σ1) → (X2, σ2) such
that ϕ2 = θ2(ϕ
k
1σ
−1
1 )θ
−1
2 is a p-L endomorphism of (X2, σ2). Also we may assume
that θ−12 is an LR conjugacy and so is θ2σ
l2
1 with some l2 ≥ 0.
Let m = k(l1 + l2) and i be any nonnegative integer. Then we have
θ−11 θ
−1
2 ϕ
l1+l2
2 θ2σ
l2
1 ϕ
i
1θ1σ
l1 = ϕm+i.
Therefore, since each of θ−11 , θ
−1
2 , ϕ2, θ2σ
l2
1 , ϕ1 and θ1σ
l1 is p-L, (1) follows from a
trivial generalization of [N5, Fact 3.16] to conjugacies.
The proofs of (2) and (3) are similar to the above. 
Proposition 2.13(3) was given as [N5, Proposition 8.8] for the case that ϕ is an
automorphism.
A symbolic endomorphism of a subshift means a 1-block map of the subshift into
itself. Hence a symbolic automorphism is a 1-block map of the subshift onto itself
given by a local rule which is just a permutation of the symbols.
Remark 2.14. (1) A symbolic endomorphism of a topological Markov shift is
equal to ϕT for a onesided 1-1, p-biresolving textile system T ; a symbolic
automorphism of a topological Markov shift is equal to ϕT for a 1-1, p-L,
p-R, q-R, q-L textile system T .
(2) A symbolic endomorphism of a subshift is equal to ϕU for a onesided 1-1
half-textile-subsystem U of a weakly p-biresolving textile system; a symbolic
automorphism of a subshift is equal to ϕU for a 1-1 textile-subsystem U of
a weakly p-L, weakly p-R, weakly q-R, weakly q-L textile system.
(3) If ϕ is an onto endomorphism of a finite subshift, then it is expansive and for
some t ≥ 1, ϕ[t] is a symbolic automorphism of a finite topological Markov
shift and hence ϕ[t] = ϕT for a 1-1, p-L, p-R, q-R, q-L textile system T .
Proof. (1) A symbolic endomorphism ϕ of a topological Markov shift (XG, σG) is a
1-block map given by a local rule f such that qf is a graph-endomorphism of G. It
is equal to ϕT for the textile system T = (ıG, qf : G→ G), where ıG is the identity
graph-automorphism of G. Clearly, T is onesided 1-1, p-L and p-R. If ϕ is onto,
then qf is a graph-automorphism of G and hence T is 1-1, p-L, p-R, q-R and q-L.
(2) A symbolic endomorphism ϕ of a subshift (X, σ) with A = L1(X) is a 1-block
map given by a local rule f : A → A. Let T = (p, q : GA → GA) be the textile
system such that p(a) = a and q(a) = f(a) for a ∈ AGA = A. Then T is onesided
1-1, p-L and p-R. There exists a (onesided 1-1) half-textile-subsystem U of T such
that ZU = XU = X and ϕU = ϕ. If ϕ is onto, then f is a permutation on A and
hence T is 1-1, p-L, p-R, q-R and q-L, and there exists a (1-1) textile-subsystem U
of T such that ZU = XU = X and ϕU = ϕ.
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(3) A finite subshift is, up to higher block conjugacy, a topological Markov shift.
Hence for some t ≥ 1 ϕ[t] is an onto endomorphism of a finite topological Markov
shift, which is a symbolic automorphism of the shift and is expansive. 
Finally we make some remarks on the definitions of the composition T1 ◦T2 and
the product T1T2 of textile systems T1 and T2 given in [N5] and give some properties
of them, which will be needed later.
According to the simplification of the definition of a textile system made in [N10,
p.172] (with no influence on the statements of the results of [N4, N5, N6, N8, N9]),
we have the following simplified definitions of them.
For textile systems T1 = (p1, q1 : Γ1 → G) and T2 = (p2, q2 : Γ2 → G)
defined over a common graph G, we define the composition T1 ◦ T2 to be the
textile system Tˆ = (pˆ, qˆ : Γˆ → G), where the arcs of Γˆ are the elements of
the form α/β with α ∈ AΓ1 , β ∈ AΓ2 and (q1)A(α) = (p2)A(β), and for each
γ = α/β ∈ AΓˆ, iΓˆ(γ) = iΓ1(α)/iΓ2(β), tΓˆ(γ) = tΓ1(α)/tΓ2 (β), pˆA(γ) = (p1)A(α)
and qˆA(γ) = (q2)A(β). Then we easily see the following facts: if T1 and T2 are
onesided 1-1 then so is T1 ◦ T2 and ϕT1◦T2 = ϕT2ϕT1 [N5, p.56]; if T1 and T2 are
nondegenerate then so is T1 ◦ T2; for every resolving term P , if T1 and T2 are P
(respectively, weakly P) then so is T1 ◦ T2 ([N5, Fact 3.16, Corollary 3.17] with
obvious supplements).
For any textile system T over a graph G and n ≥ 0, we define the n-th com-
position power T n of T by the following: T 0 = (ıG, ıG : G → G), where ıG is the
identity graph-automorphism of G, and T n = T n−1 ◦ T for n ≥ 1.
Let G1 and G2 be graphs with VG1 = VG2 . Then we define the product G1G2
of G1 and G2 to be the graph such that AG1G2 = {ab | a ∈ AG1 , b ∈ AG2 , tG1(a) =
iG2(b)}, VG1G2 = VG1 and iG1G2(ab) = iG1(a) and tG1G2(ab) = tG2(b) for ab ∈
AG1G2 . Clearly we have MG1G2 =MG1MG2.
For textile systems T1 = (p1, q1 : Γ1 → G1) and T2 = (p2, q2 : Γ2 → G2)
such that T ∗1 and T
∗
2 are defined over a common graph we define the product T1T2
to be the textile system T1T2 = (p, q : Γ1Γ2 → G1G2) such that pA(α1α2) =
(p1)A(α1)(p2)A(α2) and qA(α1α2) = (q1)A(α1)(q2)A(α2) for α1α2 ∈ AΓ1Γ2 with
α1 ∈ AΓ1 α2 ∈ AΓ2 . For any textile system T and for s ≥ 1, we define the s-th
product power T (s) of T by the following: T (1) = T and T (s) = T (s−1)T for s ≥ 2.
If T1 and T2 are textile systems with T
∗
1 and T
∗
2 defined over a common graph,
then T1T2 = (T
∗
1 ◦ T ∗2 )∗. For any textile and s ≥ 1, T (s) = ((T ∗)s)∗; if T is
nondegenerate then so is T (s); for every resolving term P , if T is P (respectively,
weakly P) then so is T (s); if T is onesided 1-1 then so is T (s) and ϕT (s) = ϕ(s),
where the definition of ϕ(s) is given below.
For a subshift (X, σX) and an integer s ≥ 1, we define the s-th power system
of (X, σX) to be the subshift (X
(s), σX(s)) over the alphabet Ls(X) with X
(s) =
{(a(j−1)s+1 . . . ajs)j∈Z
∣∣ (aj)j∈Z ∈ X, aj ∈ L1(X)}.
For a homomorphism φ : (X, σX)→ (Y, σY ) between subshifts and s ≥ 1, define
(φ)(s) : (X(s), σX(s)) → (Y (s), σY (s)) to be the homomorphism such that if φ maps
(aj)j∈Z to (bj)j∈Z with aj, bj ∈ L1(X), then (φ)(s) maps (a(j−1)s+1 . . . ajs)j∈Z to
(b(j−1)s+1 . . . bjs)j∈Z (see [N5, p.12]).
In the following remark, (1) is [N5, Corollary 3.18] with obvious supplements,
and (2) is a slight extension of [N10, Remark 7.9].
Remark 2.15. Let P be any resolving term.
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(1) If ϕ1 and ϕ2 are P endomorphisms of a topological Markov shift (X, σ),
then so is ϕ2ϕ1. If ϕ is a P endomorphism of a topological Markov shift
(X, σ), then (ϕr)(s) is a P endomorphism of (X(s), σ(s)), and hence ϕr is
an essentially P endomorphism of (X, σs).
(2) If ϕ1 and ϕ2 are weakly P endomorphisms of a subshift (X, σ), then so is
ϕ2ϕ1. If ϕ is a weakly P endomorphism of a subshift (X, σ), then (ϕr)(s)
is a weakly P endomorphism of a subshift (X(s), σ(s)), and hence ϕr is an
essentially weakly P endomorphism of (X, σs).
Proof. (1) By the facts on the composition and product of textile systems above.
(2) Suppose that ϕi = ϕU i for a onesided 1-1 half-textile-subsystem U i of a
weakly P textile system Ti for i = 1, 2. Let Tˆ = T1 ◦ T2. Then Tˆ is weakly P .
Let Z be the the set of all bi-sequences (αj/βj)j∈Z with αj ∈ AΓ1 and βj ∈ AΓ2
such that (αj)j∈Z ∈ XU1 , (βj)j∈Z ∈ XU2 and ηU1((αj)j∈Z) = ξU2((βj)j∈Z). Then,
since Z is a subshift space such that Z ⊂ ZTˆ and ξTˆ (Z) ⊃ ηTˆ (Z) with ξTˆ |Z one-to-
one, there exists a unique onesided 1-1 half-textile-subsystem U of Tˆ with ZU = Z,
and we have ϕU = ϕ2ϕ1. Hence ϕ2ϕ1 is weakly P .
The proof of the remainder is straightforwardly given by using the facts on the
composition and product of textile systems above, and hence omitted. 
Proposition 2.16. Let T1 and T2 be onesided 1-1, nondegenerate LR textile sys-
tems over a common (nondegenerate) graph, and suppose that T ∗1 and T
∗
2 are defined
over graphs H1 and H2, respectively.
(1) T1 ◦ T2 is onesided 1-1, nondegenerate and LR, and its dual (T1 ◦ T2)∗ is
LR, defined over the graph H1H2, and nondegenerate.
(2) If ϕT1ϕT2 = ϕT2ϕT1 then MH1MH2 =MH2MH1 .
Proof. (1) It is straightforward to check that T1 ◦T2 is onesided 1-1, nondegenerate
and LR, and its dual (T1 ◦ T2)∗ is LR and defined over the graph H1H2.
Let Ti = (pi, qi : Γi → G) for i = 1, 2. Since Ti is nondegenerate, G is non-
degenerate and (pi)V , (qV )i are onto. This implies that Hi is nondegenerate and
hence H1H2 is a nondegenerate graph. Since (T1 ◦ T2)∗ is LR and its dual T1 ◦ T2
is defined over a nondegenerate graph G, (T1 ◦ T2)∗ are nondegenerate.
(2) For an LR endomorphism ϕ of a topological Markov shift (XG, σG), a
onesided 1-1, nondegenerate LR textile system T with ϕT = ϕ is unique [N5,
Corollary 7.25]; more precisely, the “representation λ-graph GT ” of T is the “canon-
ical λ-graph” of the SFT whose space is {(aj/bj)j∈Z | (aj)j∈Z ∈ XG, (bj)j∈Z =
ϕ((aj)j∈Z)} (see [N5, Proof of Corollary 7.25]). This implies that if T = (p, q : Γ→
G) and T ′ = (p′, q′ : Γ′ → G) are onesided 1-1, nondegenerate LR textile systems
with ϕT = ϕT ′ , then there exists a graph-isomorphism k : Γ→ Γ′ such that p = p′k
and q = q′k, which implies that for each vertex u in Γ, pV (u) = p
′
V (kV (u)) and
qV (u) = q
′
V (kV (u)). Therefore, if T
∗ and T ′∗ is defined over graphs H , H ′ respec-
tively, then VH = VH′ = VG and we have a graph-isomorphism l : H → H ′ such
that lA = kV and lV : VH → VH′ is the identity mapping of VG. Hence MH =MH′
with indexing set VG × VG.
By (1), (T1◦T2)∗ is defined overH1H2 and (T2◦T1)∗ is defined overH2H1. Since
ϕT1◦T2 = ϕT2ϕT1 = ϕT1ϕT2 = ϕT2◦T1 , it follows from the above that MH1H2 =
MH2H1 . Hence MH1MH2 =MH2MH1 . 
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3. q-R and q-L degrees
Let (X, σX) and (Y, σY ) be subshifts. Let f : LN+1(X)→ L1(Y ) be a local rule
on (X, σX) to (Y, σY ). Let k be a nonnegative integer. We say that f is k right-
mergible if for any points (aj)j∈Z and (bj)j∈Z in X with aj , bj ∈ L1(X), it holds
that if (aj)j≤0 = (bj)j≤0 and f(aj−N . . . aj) = f(bj−N . . . bj) for j = 1, . . . , k + 1,
then a1 = b1. We say that f is k left-mergible if for any points (aj)j∈Z and (bj)j∈Z
in X with aj , bj ∈ L1(X), it holds that if (aj)j≥0 = (bj)j≥0 and f(a−j . . . a−j+N ) =
f(b−j . . . b−j+N ) for j = 1, . . . , k + 1, then a−1 = b−1.
We say that f is strictly 0 right-mergible (respectively, strictly 0 left-mergible)
if f is 0 right-mergible (respectively, 0 left-mergible). If k ≥ 1, then we say that
f is strictly k right-mergible (respectively, strictly k left-mergible) if f is k right-
mergible but not k − 1 right-mergible (respectively, k left-mergible but not k − 1
left-mergible). If f is not k right-mergible (respectively, not k left-mergible) for
any k ≥ 0, then we say that f is strictly ∞ right-mergible (respectively, strictly ∞
left-mergible).
(Note that we have never defined above “∞ right-mergible local rules” and “∞
left-mergible local rules”.)
Note that any local rule f on a finite subshift to a subshift is zero right-mergible
and zero left-mergible.
The notion of being k right-mergible (left-mergible) for local rules defined above
is a generalization of that of the “non-existence of right (respectively, left) f -branch
of length exceeding k” for local rules of the endomorphisms of the full shifts in [He,
Section 16], notions corresponding to which were applied to cellular automata in
[N1], to graph-homomorphisms in [N2] and to λ-graphs in [N3].
A homomorphism φ : (X, σX) → (Y, σY ) between subshifts is said to be right-
closing (respectively, left-closing) if it never collapses distinct left (respectively,
right) σX -asymptotic points (Kitchens [Ki1]). It is well known and easily seen that
a homomorphism φ between subshifts is right-closing (respectively, left-closing) if
and only if φ is given by a k right-mergible (respectively, k left-mergible) local rule
for some k ≥ 0. A local rule f does not give a right-closing (respectively, left-
closing) homomorphism if and only if f is strictly ∞ right-mergible (respectively,
strictly ∞ left-mergible).
Definition 3.1. Let m,n ≥ 0 and N = m + n. Let k, l ∈ {0, 1, 2, . . . ,∞}. Let
φ : (X, σX) → (Y, σY ) be a homomorphism of between subshifts. Suppose that φ
is of (m,n)-type and given by a local rule f : LN+1(X) → L1(Y ) which is strictly
k right-mergible and strictly l left-mergible. Define the q-R degree QR(φ) of φ and
the q-L degree QL(φ) of φ as follows: if X is infinite, then
QR(φ) = n− k and QL(φ) = m− l.
if X is finite, then define QR(φ) =∞ and QL(φ) =∞.
We follow the usual convention about the arithmetic calculations and inequalities
containing ±∞. Hence, if φ is not right-closing (respectively, not left-closing) if and
only if QR(φ) = −∞ (respectively, QL(φ) = −∞). For example, if QR(φ) = −∞,
then QR(φ) < I for all I ∈ Z.
We must prove that QR(φ) and QL(φ) are uniquely determined by φ for any
homomorphism φ between subshifts. To do this we need the following lemma.
Let N, s, t ≥ 0. Let f : LN+1(X)→ L1(Y ) be a local rule on a subshift (X, σX)
to another (Y, σY ). Let g : LN+s+t+1(X) → L1(Y ) be the mapping such that for
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a−t . . . aN+s ∈ LN+s+t+1(X) with aj ∈ L1(X),
g(a−ta−t+1 . . . aN+s) = f(a0 . . . aN ).
Then, clearly g is a local rule on (X, σX) to (Y, σY ). We call g the local rule obtained
from f by adding right redundancy by s and left redundancy by t.
Lemma 3.2. Let N, s, t ≥ 0. Let f : LN+1(X)→ L1(Y ) be a local rule on a subshift
(X, σX) to another (Y, σY ) with X infinite. Let g be the local rule obtained from f
by adding right redundancy by s and left redundancy by t. Then, if f is strictly k
right-mergible and strictly l left-mergible then g is strictly k + s right-mergible and
strictly l+ t left-mergible.
Proof. Suppose that f is strictly k right-mergible. If k =∞ then it is clear that g
is strictly k + s right-mergible. Hence we assume that k ∈ Z.
Suppose that (aj)j∈Z, (bj)j∈Z are points of X with aj , bj ∈ L1(X) such that
(aj)j≤0 = (bj)j≤0 and
g(aj−s−t−N . . . aj) = g(bj−s−t−N . . . bj) for j = 1, . . . , k + s+ 1.
Then, by the definition of g we have
f(aj−s−N . . . aj−s) = f(bj−s−N . . . bj−s)
for j = 1, . . . , k + s+ 1 and hence for j = s+ 1, . . . , k + s+ 1. Hence
f(aj−N . . . aj) = f(bj−N . . . bj) for j = 1, . . . , k + 1.
Therefore, since f is k right-mergible, it follows that a1 = b1. This implies that g
is k + s right-mergible.
To see that g is strictly k + s right-mergible, suppose first that k = 0. If s = 0
then g is 0 right-mergible by the above and hence strictly k+ s right-mergible with
k + s = 0 by definition. Therefore we assume that s ≥ 1. Since (X, σX) is an
infinite subshift, there exist (aj)j∈Z, (bj)j∈Z ∈ X such that (aj)j≤0 = (bj)j≤0 and
a1 6= b1. Since aj = bj for j ≤ 0, for j = 1, . . . , s
g(aj−s−t−N . . . aj) = f(aj−s−N . . . aj−s)
= f(bj−s−N . . . bj−s) = g(bj−s−t−N . . . bj).
Therefore g is not s− 1 right-mergible.
Suppose next that k ≥ 1. Since f is not k − 1 right-mergible, there exist points
(aj)j∈Z, (bj)j∈Z ∈ X such that (aj)j≤0 = (bj)j≤0, a1 6= b1 and
f(aj−N . . . aj) = f(bj−N . . . bj) for j = 1, . . . , k.
Therefore, since aj = bj for j ≤ 0, it follows that
f(aj−N . . . aj) = f(bj−N . . . bj) for j = −s+ 1, . . . , k.
Hence we have
g(aj−t−N . . . aj+s) = g(bj−t−N . . . bj+s) for j = −s+ 1, . . . , k,
and hence we have
g(aj−s−t−N . . . aj) = g(bj−s−t−N . . . bj) for j = 1, . . . , k + s.
Therefore, since (aj)j≤0 = (bj)j≤0 and a1 6= b1, g is not k + s− 1 right-mergible.
Hence we have proved that if f is strictly k right-mergible then g is strictly k+s
right-mergible.
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By symmetry (i.e. by reversing the direction of the shift), it follows from the
result proved above that if f is strictly l mergible then g is strictly l + t left-
mergible. 
Proposition 3.3. Let φ be a homomorphism between subshifts. Then QR(φ) and
QL(φ) are uniquely determined by φ.
Proof. Suppose that for i = 1, 2, φ is a homomorphism of a subshift (X, σX) into
another (Y, σY ). We may assume thatX is infinite. Suppose that for i = 1, 2, φi is of
(mi, ni)-type and given by a strictly ki right-mergible local-rule fi : Lmi+ni+1(X)→
L1(Y ). Let m = max{m1,m2} and n = max{n1, n2}. For i = 1, 2, let gi :
Lm+n(X)→ L1(X) be the local rule such that
gi(a−m . . . an) = fi(a−mi . . . ani), a−m . . . an ∈ Lm+n+1(X), aj ∈ L1(X).
Then, since φ is of (mi, ni)-type and given by fi, φ is of (m,n)-type and given by gi,
for i = 1, 2. Since fi is strictly ki right-mergible, it follows from Lemma 3.2 that gi
is strictly ki + (n− ni) right-mergible for i = 1, 2. Since g1 : Lm+n+1(X)→ L1(Y )
and g2 : Lm+n+1(X)→ L1(Y ) give the same block-map φ of (m,n)-type, it follows
that g1 = g2. Hence k1 + (n− n1) = k2 + (n− n2), and hence n1 − k1 = n2 − k2.
Similarly, it is proved that if fi is strictly li left-mergible for i=1,2, then m1−l1 =
m2 − l2. 
Here we give a little more compact description of the definition of the q-R, q-L
degrees of a homomorphism φ : (X, σX)→ (Y, σY ) between subshifts.
Let f : LN+1(X)→ L1(Y ) be a local rule on (X, σX) to (Y, σY ). A pair of points
x, y in X such that x = (aj)j∈Z, y = (bj)j∈Z with aj , bj ∈ L1(X), (aj)j≤0 = (bj)j≤0
and a1 6= b1 (respectively, (aj)j≥0 = (bj)j≥0 and a−1 6= b−1) will be called a
standard pair of left (respectively, right) σX-asymptotic points. For any such pair of
x, y, define µf,R(x, y) (respectively, µf,L(x, y)) to be the supremum of the integers
s ≥ 0 such that for j = 0, . . . , s, f(aj−N . . . aj) = f(bj−N . . . bj) (respectively,
f(a−j . . . a−j+N ) = f(b−j . . . b−j+N )). Define µf,R = supµf,R(x, y) (respectively,
µf,L = supµf,L(x, y)), where (x, y) runs over all standard pairs of left (respectively,
right) σX -asymptotic points. We call µf,R (respectively, µf,L) the maximum length
of right mergibility (respectively, the maximum length of left mergibility) of f . It is
clear that f is strictly k right-mergible (respectively, strictly k left-mergible if and
only if µf,R = k (respectively, µf,L = k).
We can define QR(φ) (respectively, QL(φ)) to be the supremum of n − µf,R
(respectively, m − µf,L) such that φ is of (m,n)-type and given by a local rule
f : Lm+n+1(X) → L1(Y ). If X is finite, then µf,R = µf,L = 0 (because f is
strictly 0 right-mergible and strictly 0 left-mergible), and hence QR(φ) = ∞ and
QL(φ) =∞.
Standing convention II for the description of proofs. Hereafter, we shall
mention nothing on proofs for the case when the domains of homomorphisms (in-
cluding endomorphisms) between subshifts appearing in the results are finite, when-
ever the proofs are trivial or given by Remark 2.14(3).
Proposition 3.4. Let φ : (X, σX) → (Y, σY ) be a homomorphism between sub-
shifts. Let s ∈ Z. Then
QR(φσ
s
X) = QR(φ) + s, QL(φσ
s
X ) = QL(φ) − s
and hence QR(φ) +QL(φ) is shift-invariant.
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Proof. Suppose that φ is of (m,n)-type given by a local rule f : Lm+n+1(X) →
L1(Y ). Increasing the redundancies of f as in Lemma 3.2 if necessary, we may
assume that m,n ≥ |s|, by Proposition 3.3. Since φσsX is of (m− s, n+ s)-type and
given by f , the proposition follows. 
Let (X, σ) be a subshift and let iX denote the identity automorphism of the
shift. If (X, σ) is an infinite subshift, then by definition
(3.1) QR(iX) = 0 and QL(iX) = 0,
hence by Proposition 3.4, for all s ∈ Z
(3.2) QR(σ
s) = s and QL(σ
s) = −s,
and for any homomorphism φ of (m,n)-type of (X, σ) into another subshift,
(3.3) QR(φ) ≤ n and QL(φ) ≤ m.
However if (X, σ) is finite, then for any homomorphism φ of (X, σ) into another
subshift, QR(φ) =∞ and QL(φ) =∞ by definition.
Let N ≥ 0 and s ≥ 1. Let f : LN+1(X) → L1(Y ) be a local rule on a sub-
shift (X, σX) to another (Y, σY ). We define the higher block presentation f
[s] :
LN+1(X
[s])→ L1(Y [s]) of order s of f by
f [s]((a1 . . . as)(a2 . . . a1+s) . . . (aN+1 . . . aN+s))
= f(a1 . . . aN+1)f(a2 . . . aN+2) . . . f(as . . . aN+s), aj ∈ L1(X).
Clearly, f [s] is a local rule on (X [s], σX[s]) to (Y
[s], σY [s]).
As is easily seen, the following proposition holds:
Proposition 3.5. Let f : LN+1(X)→ L1(Y ) be a local rule on a subshift (X, σX)
to another (Y, σY ) and let s ≥ 1.
(1) If f is strictly k right-mergible (respectively, strictly l left-mergible), then
f [s] is strictly k right-mergible (respectively, strictly l left-mergible).
(2) If a homomorphism φ : (X, σX)→ (Y, σY ) is of (m,n)-type with m+n = N
and given by f , then φ[s] is of (m,n)-type and given by f [s].
(3) For any homomorphism between subshifts, QR(φ) = QR(φ
[s]) and QL(φ) =
QL(φ
[s]).
Let (X, σX), (Y, σY ), and (Z, σZ) be subshifts. LetN,N
′ ≥ 0. Let f : LN+1(X)→
L1(Y ) and g : LN ′+1(Y ) → L1(Z) be local rules on (X, σX) to (Y, σY ) and on
(Y, σY ) to (Z, σZ), respectively. We define the composition gf : LN+N ′+1(X) →
L1(Z) of f and g by
gf(a1 . . . aN+N ′+1) = g(f(v1)f(v2) . . . f(vN ′+1)),
where vj = aj . . . aj+N for j = 1 . . .N
′ + 1. Clearly, gf is a local rule on (X, σX)
to (Z, σZ).
Lemma 3.6. Let (X, σX), (Y, σY ), and (Z, σZ) be subshifts. Let f : LN+1(X) →
L1(Y ) and g : LN ′+1(Y ) → L1(Z) be local rules on (X, σX) to (Y, σY ) and on
(Y, σY ) to (Z, σZ), respectively. Then if f is k right-mergible (respectively, k left-
mergible) and g is k′ right-mergible (respectively, k′ left-mergible), then gf is k+k′
right-mergible (respectively, k + k′ left-mergible).
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Proof. Let (aj)j∈Z and (bj)j∈Z are points of X such that (aj)j≤0 = (bj)j≤0 and
gf(aj−N−N ′ . . . aj) = gf(bj−N−N ′ . . . bj) for j = 1, . . . , k + k
′ + 1. Then f(vj) =
f(wj) for j ≤ 0 and g(f(vj−N ′) . . . f(vj)) = g(f(wj−N ′ ) . . . f(wj)) for j = 1, . . . , k+
k′ + 1, where vj = aj−N . . . aj and wj = bj−N . . . bj for j ∈ Z. Therefore, since
g is k′ right-mergible, it follows that the prefixes of length (k + k′ + 1) − k′ of
f(v1) . . . f(vk+k′+1) and f(w1) . . . f(wk+k′+1) are the same. Hence f(aj−N . . . aj) =
f(bj−N . . . bj) for j = 1, . . . , k + 1. Therefore, since (aj)j≤0 = (bj)j≤0 and f is k
right-mergible, we have a1 = b1. This implies that gf is k + k
′ right-mergible. 
Remark 3.7. Let f and g be the same as in Lemma 3.6. Then the following hold:
(1) If gf is k right-mergible (respectively, k left-mergible), then so is f .
(2) If g is 0 right-mergible (respectively, 0 left-mergible), then f is strictly k
right-mergible (respectively, strictly k left-mergible) if and only if so is gf .
Proof. (1) Let (aj)j∈Z and (bj)j∈Z be points of X such that (aj)j≤0 = (bj)j≤0 and
f(aj−N . . . aj) = f(bj−N . . . bj) for j = 1, . . . , k+1. Then, putting vj = aj−N . . . aj
and wj = bj−N . . . bj for j ∈ Z, we have f(vj) = f(wj) for j ≤ k + 1 and hence
g(f(vj−N ′) . . . f(vj)) = g(f(wj−N ′) . . . f(wj)) for j = 1, . . . , k + 1, which implies
that gf(aj−N−N ′ . . . aj) = gf(bj−N−N ′ . . . bj) for j = 1, . . . , k + 1. Therefore, since
gf is k right-mergible and (aj)j≤0 = (bj)j≤0, we have a1 = b1.
(2) It follows from Lemma 3.6 and (1) that if g is 0 right-mergible, then f is k
right-mergible if and only if so is gf . 
Proposition 3.8. Let (X, σX), (Y, σY ) and (Z, σZ) be subshifts such that if X is
infinite then so is Y . Let φ : (X, σX) → (Y, σY ) and ψ : (Y, σY ) → (Z, σZ) be
homomorphisms. Then
QR(ψφ) ≥ QR(φ) +QR(ψ) and QL(ψφ) ≥ QL(φ) +QL(ψ).
Proof. If φ is of (m,n)-type and given by a local rule f : Lm+n+1(X)→ L1(Y ) and
ψ is of (m′, n′)-type and given by a local rule g : Lm′+n′+1(Y )→ L1(Z), then ψφ is
of (m+m′, n+n′)-type and given by gf . Suppose that f is strictly k right-mergible,
g is strictly k′ right-mergible and fg is strictly k′′ right mergible. If k 6= ∞ and
k′ 6=∞ then by Lemma 3.6 k′′ ≤ k+ k′, and if k =∞ or k′ =∞ then k′′ ≤ k+ k′.
Hence we have QR(ψφ) = n+ n
′ − k′′ ≥ n− k + n′ − k′ = QR(φ) +QR(ψ).
The proof of the second inequality is similar. 
Remark 3.9. Let φ : (X, σX) → (Y, σY ) be a homomorphism between subshifts.
Let s ≥ 1. Then the following hold:
QR(φ) ≥ sQR((φ)(s)), QL(φ) ≥ sQL((φ)(s)).
Proof. We prove only the first inequality, because the second one follows from the
first by symmetry. Suppose that φ is of (m,n)-type and given by a local rule
f : LN+1(X) → L1(Y ) with N = m + n. It follows from Proposition 3.3 that
the addition of any prefix or suffix redundancy to the local rule does not change
QR(φ). Hence we may assume that both m and n are divisible by s. Let m
′ = m/s,
n′ = n/s and N ′ = m′ + n′. Define g : LN ′+1(X
(s)) → L1(Y (s)) as follows: for
a1 . . . aN+s ∈ LN+s(X) with aj ∈ L1(X),
g(c1 . . . cN ′+1) = f(a1 . . . aN+1)f(a2 . . . aN+2) . . . f(as . . . aN+s),
where cj = a(j−1)s+1 . . . ajs for j = 1, . . . , N
′ + 1. Then (φ)(s) is of (m′, n′)-type
and given by the local rule g.
34 MASAKAZU NASU
Suppose that f is k right-mergible. Let k′ = ⌈k/s⌉. Let (aj)j∈Z, (bj)j∈Z ∈
X with aj , bj ∈ L1(X). For j ∈ Z, let cj = a(j−1)s+1 . . . ajs and let dj =
b(j−1)s+1 . . . bjs. Then (cj)j∈Z, (dj)j∈Z ∈ X(s). Assume that (cj)j≤0 = (dj)j≤0
and g(cj−N ′ . . . cj) = g(dj−N ′ . . . dj) for j = 1, . . . , k
′ + 1, then it follows that
(aj)j≤0 = (bj)j≤0 and f(aj−N . . . aj) = f(bj−N . . . bj) for j = 1, . . . , (k
′+1)s. Since
f is k right-mergible, the prefixes of length (k′ + 1)s − k of a1 . . . a(k′+1)s and
b1 . . . b(k′+1)s must be the same. Since (k
′ + 1)s− k = ⌈k/s⌉s+ s− k ≥ s, we have
c1 = a1 . . . as = b1 . . . bs = d1. Therefore, g is k
′ right-mergible.
By the above, for k = 0,∞, if f is strictly k right-mergible, then so is g. the
first inequality is proved when k = 0,∞.
Assume that f is strictly k right-mergible with k ≥ 1 and k 6= ∞. Then it
occurs that (aj)j≤0 = (bj)j≤0, a1 6= b1 and f(aj−N . . . aj) = f(bj−N . . . bj) for
j = 1, . . . , k. Let c¯j = a(j−2)s+2 . . . a(j−1)s+1 and let d¯j = b(j−2)s+2 . . . b(j−1)s+1,
for j ∈ Z. Then (c¯j)j∈Z and (d¯j)j∈Z are points of X(s), (c¯j)j≤0 = (d¯j)j≤0, c¯1 6= d¯1
and g(c¯j−N ′ . . . c¯j) = g(d¯j−N ′ . . . d¯j) for j = 1, 2, . . . , k
′, because 1 + ⌊(k − 1)/s⌋ =
⌈k/s⌉ = k′. Therefore, it is proved that g is strictly k′ right-mergible. Hence
QR(φ) = n − k ≥ n − sk′ = (n′ − k′)s = sQR((φ)(s)), and the first inequality is
proved. 
4. q-R and q-L endomorphisms of topological Markov shifts
We shall see what the q-R and q-L degrees are for factor maps of SFTs onto
sofic systems for onto endomorphisms of transitive topological Markov shifts and
for automorphisms of topological Markov shifts.
Proposition 4.1. Let φ : (X, σX) → (Y, σY ) be a factor map of an SFT onto a
sofic system. Let s ∈ Z.
(1) φ is weakly q-R if and only if QR(φ) ≥ 0; moreover φσsX is weakly q-R if
and only if s ≥ −QR(φ).
(2) φ is weakly q-L if and only if QL(φ) ≥ 0; moreover φσsX is weakly q-L if
and only if s ≤ QL(φ).
Proof. (1) Suppose that φ is weakly q-R. Then there exists a textile relation sys-
tem T = (p : Γ → G, q : Γ → H) such that q is weakly right-resolving, ξT :
(XΓ, σΓ) → (X, σX) is a conjugacy and φ = ηT ξ−1T . There exist m,n ≥ 0 and
a local rule g : Lm+n+1(X) → L1(Γ) such that ξ−1T : X → XΓ is a block-map
of (m,n)-type given by g. Let f = qAg. Then φ is a block-map of (m,n)-type
given by the local rule f . Let (aj)j∈Z and (bj)j∈Z be points in X such that
(aj)j≤0 = (bj)j≤0 and f(aj−m−n . . . aj) = f(bj−m−n . . . bj) for j = 1, . . . , n + 1.
Let αj = g(aj−m . . . aj+n) and let βj = g(bj−m . . . bj+n) for j ∈ Z. Then α−n =
g(a−m−n . . . a0) = g(b−m−n . . . b0) = β−n and q(αj−n) = f(aj−m−n . . . aj) =
f(bj−m−n . . . bj) = q(βj−n) for j = 1, . . . , n+ 1. Therefore, since q is weakly right-
resolving, we have αj−n = βj−n for all j = 1, . . . , n + 1, and hence, in particular,
α1 = β1. Hence a1 = q(α1) = q(β1) = b1, which implies that f is n right-mergible.
Therefore, QR(φ) ≥ n− n = 0 if X is infinite. Otherwise, QR(φ) =∞ > 0.
Conversely, assume that QR(φ) ≥ 0. Let A = L1(X) and B = L1(Y ). Since
(X, σX) is an SFT, for all sufficiently large integer I (X
[I], σ
[I]
X ) is the topolog-
ical Markov shift whose defining graph, say GI , is defined as follows: AGI =
LI(X); VGI = LI−1(X); for w = a1 . . . aI ∈ LI(X) with aj ∈ A, iGI (w) =
a1 . . . aI−1 and tGI (w) = a2 . . . aI . By this and Proposition 3.3, we may assume,
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by adding necessary right and left redundancies to the local rule giving φ, that φ
is of (m,n) type and given by a local rule f : Lm+n+1(X)→ B with m,n ≥ 0 such
that (X [m+n+1], σ
[m+n+1]
X ) is the topological Markov shift whose defining graph is
Gm+n+1. Suppose that f is strictly k right-mergible. Then n − k ≥ 0 (because
n− k = QR(φ) ≥ 0 if QR(φ) ∈ Z, and otherwise, X is finite and hence k = 0). We
have the graph-homomorphism qf : Γ → GB with Γ = Gm+n+1 naturally defined
by f . Since f is k right-mergible, so is qf . We consider the induced right-resolving
graph-homomorphism (qf )
+ : Γ+qf → GB. Each arc in Γ+qf is of the form (U, b),
where U ∈ Cqf and b is an arc in GB (see Subsection 2.2 for the notation). By
definition, B+qf (U, b) is the set of all arcs w in Gm+n+1 such that iGm+n+1(w) ∈ U
and qf (w) = b. We claim that all arcs in B
+
qf
(U, b) are words in Lm+n+1(X) having
the same prefix of length m+ n+ 1− k. We prove this claim in the following.
If n = 0, then qf is 0 right-mergible (because k ≤ n), and hence every set U ∈ C+h
is a singleton and the claim is valid. Therefore, we assume that n ≥ 1. Suppose that
w = a1 . . . am+n+1 and w¯ = a¯1 . . . a¯m+n+1 are in Bqf (U, b) with aj , a¯j ∈ A. Since
the vertices a1 . . . am+n and a¯1 . . . a¯m+n in Gm+n+1 are in the right-compatible set
U , there exist s ≥ m+ n and paths w1 . . . ws and w¯1 . . . w¯s of length s in Gm+n+1
with wj , w¯j ∈ AGm+n+1 = Lm+n+1(X) starting from the same vertex and ending
in a1 . . . am+n and a¯1 . . . a¯m+n, respectively, in Gm+n+1 and generating the same
path (of length s) in GB under qf . Clearly P = w1 . . . wsw and P¯ = w¯1 . . . w¯sw¯
are paths of length s + 1 going from the same vertex and generating the same
path. Since qf is k right-mergible, the initial subpaths of length s + 1 − k of P
and P¯ are the same. Hence ws+1−k = w¯s+1−k. Since ws = c0a1 . . . am+n and
w¯s = c¯0a¯1 . . . a¯m+n with some c0, c¯0 ∈ A and n ≥ k, it follows that ws+1−k =
c−k+1 . . . c0a1 . . . am+n+1−k and w¯s+1−k = c¯−k+1 . . . c¯0a¯1 . . . a¯m+n+1−k with some
cj , c¯j ∈ A. Hence a1 . . . am+n+1−k = a¯1 . . . a¯m+n+1−k, and the claim is proved.
Since n − k ≥ 0, it follows from the claim above that we can define a textile
relation system T0 = (p0 : Γ
+
qf
→ GA, (qf )+ : Γ+qf → GB) such that (p0)A((U, b)) is
the (m+ 1)-st arc (in GA) of any path (in Lm+n+1(GA)) in B
+
qf (U, b). Then, T0 is
onesided 1-1 and weakly q-R and φT0 = φ. Hence φ is weakly q-R.
We have proved that φ is weakly q-R if and only if QR(φ) ≥ 0. It follows from
Proposition 3.4 that QR(φσ
s
X) ≥ 0 if and only if s ≥ −QR(φ). Therefore, φσsX is
weakly q-R if and only if s ≥ −QR(φ).
(2) By symmetry, (2) follows from (1). 
Theorem 4.2. Let ϕ be an onto endomorphism of a topological Markov shift
(XG, σG) with ϕ one-to-one or G irreducible. Let s ∈ Z. Then
(1) ϕ is q-R if and only if QR(ϕ) ≥ 0; moreover ϕσs is q-R if and only if
s ≥ −QR(ϕ); if s > −QR(ϕ), then ϕσs is positively left σ-expansive.
(2) ϕ is q-L if and only if QL(ϕ) ≥ 0; moreover ϕσs is q-L if and only if
s ≤ QL(ϕ); if s < QL(ϕ), then ϕσs is positively right σ-expansive.
Proof. (1) The proof that if ϕ is q-R then QR(ϕ) ≥ 0, is similar to the proof of the
corresponding part of Proposition 4.1.
Suppose that QR(ϕ) ≥ 0. Suppose that ϕ is of (m,n)-type and given by a local
rule f : Lm+n+1(G) → AG. If we modify the proof of Proposition 4.1 (the part of
the proof that if QR(φ) ≥ 0 then φ is weakly q-R) letting Γ = G[m+n+1], replacing
GA and GB by G and using Lemma 2.2 (note that this can be used because ϕ is
one-to-one or G is irreducible), then we directly have a onesided 1-1, nondegenerate,
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q-R textile system T0 = (p0, (qf )
+ : Γ+qf → G) such that ϕT0 = ϕ. Hence it is proved
that ϕ is q-R.
We have proved that ϕ is q-R if and only if QR(ϕ) ≥ 0. From this and Proposition
3.4 it follows that ϕσs is q-R if and only if s ≥ −QR(ϕ). If s ≥ −QR(ϕ) + 1, then
QR(ϕσ
s−1) ≥ 0. Hence ϕσs−1 is q-R, and hence by Proposition 2.11(2) ϕσs is
positively left σ-expansive.
(2) By symmetry, (2) follows from (1). 
Proposition 4.3. Let φ : (X, σX) → (Y, σY ) be a factor map of an SFT onto a
sofic system. Let s ∈ Z.
(1) If φ[t]σs
X[t]
is weakly q-biresolving with some t ≥ 1, then
−QR(φ) ≤ s ≤ QL(φ).
(2) If QR(φ) +QL(φ) ≥ 0, then there exists t ≥ 1 such that φ[t]σsX[t] is weakly
q-biresolving for all −QR(φ) ≤ s ≤ QL(φ); more precisely, if φ is given
by a strictly k right-mergible, strictly l left-mergible local rule, then for
t = k + l + 1 we can construct a onesided 1-1, weakly q-biresolving textile-
relation system
Ts = (ps : Γ0 → G[t]A , q : Γ0 → G[t]B ) with A = L1(X), B = L1(Y )
such that φTs = φ
[t]σs
X[t]
for all −QR(φ) ≤ s ≤ QL(φ).
Proof. (1) If φ[t]σs
X[t]
is weakly q-biresolving, then by Propositions 3.4, 3.5 and 4.1
QR(φ) + s = QR(φ
[t]σs
X[t]
) ≥ 0 and QL(φ) − s = QL(φ[t]σsX[t]) ≥ 0, and hence−QR(φ) ≤ s ≤ QL(φ).
(2) Suppose that QR(φ)+QL(φ) ≥ 0. For the same reason as in the second para-
graph of the proof of Proposition 4.1, we may assume that φ is of (m,n) type given
by a local rule f : Lm+n+1(X)→ B with m,n ≥ 0 such that (X [m+n+1], σ[m+n+1]X )
is the topological Markov shift with the defining graph Gm+n+1 as defined there.
Since QR(φ)+QL(φ) ≥ 0, it cannot be the case that QR(φ) = −∞ or QL(φ) = −∞.
If QR(φ) = ∞ then let k = l = 0. If QR(φ) ∈ Z then let k = n − QR(φ) and
l = m−QL(φ). Then f is strictly k right-mergible and strictly l left-mergible with
m+ n− k − l ≥ 0.
To prove (2), we construct a onesided 1-1, weakly q-biresolving textile-relation
system
Ts = (ps : Γ0 → G[k+l+1]A , q : Γ0 → G[k+l+1]B )
such that φTs = φ
[k+l+1]σs
X[k+l+1]
for −QR(φ) ≤ s ≤ QL(φ).
Let Γ = Gm+n+1. Let F : L1(Γ) → GB be the local rule on (XΓ, σΓ) to
(XGB , σGB ) such that F (w) = f(w) for w ∈ AΓ = Lm+n+1(X). Since f is k
right-mergible and l left-mergible, so is F . We use the graph-homomorphism
q−+F ;l,k : Γ
−+
F ;l,k → G[l+k+1]B
due to Kitchens [Ki2] (see Subsection 2.2). Each arc α¯ in Γ−+F ;l,k is written in the
form
α¯ = D−+F ;l,k(µ−1αµ1),
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where µ−1αµ1 ∈ Ll+k+1(Γ), µ−1 ∈ Ll(Γ), α ∈ AΓ and µ1 ∈ Lk(Γ), and we have
q−+F ;l,k(α¯) = F (µ−1αµ1). By definition α is uniquely determined by α¯. Since Γ =
Gm+n+1, the arc α is a word in Lm+n+1(X) and hence is written
α = a1 . . . am+n+1
and the path µ−1αµ1 is written µ−1αµ1 = α−lα−l+1 . . . αk, where α0 = α and
αj = aj+1 . . . aj+m+n+1 for j = −l, . . . , k with
a−l+1 . . . ak+m+n+1 ∈ Ll+m+n+1+k(X), aj ∈ A,
and hence we have
(4.1) q−+F ;l,k(α¯) = f(a−l+1 . . . ak+m+n+1).
Noting that −(n − k) ≤ m − l, we define, for −(n − k) ≤ s ≤ m − l, a graph-
homomorphism ps : Γ
−+
F ;l,k → G[l+k+1]A by
(4.2) ps(α¯) = am+1−l−s . . . am+1+k−s.
Note that the word of the right side of (4.2) is a subword of α for for all −(n−k) ≤
s ≤ m − l, because its length is k + l + 1, p−(n−k)(α¯) = am+n+1−k−l . . . am+n+1,
pm−l(α¯) = a1 . . . ak+l+1 and m+ n+ 1− (k + l + 1) ≥ 0. Therefore, the definition
of ps is possible for −(n − k) ≤ s ≤ m − l. For −(n − k) ≤ s ≤ m − l, define the
textile-relation system
Ts = (ps : Γ
−+
F ;l,k → G[l+k+1]A , q−+F ;l,k : Γ−+F ;l,k → G[l+k+1]B ).
By Lemma 2.4(2) q−+F ;l,k : Γ
−+
F ;l,k → G[l+k+1]B is weakly biresolving, and hence Ts is
weakly q-biresolving. Clearly Ts is onesided 1-1. It follows from (4.1) and (4.2)
that
φTs = φ
[k+l+1]σsX[k+l+1] , −(n− k) ≤ s ≤ m− l.
Therefore (2) is proved (note that if X is finite, then k = l = 0 and we can take
m,n arbitrarily large). 
Theorem 4.4. Suppose that ϕ is an onto endomorphism of a topological Markov
shift (XG, σG) with G irreducible and QR(ϕ) + QL(ϕ) ≥ 0. Let s ∈ Z. If ϕ is of
(m,n)-type and given by a strictly k right-mergible, strictly l left-mergible local rule
f : Lm+n+1(G) → AG, then for all −QR(ϕ) ≤ s ≤ QL(ϕ), we can construct the
textile system
Ts = (ps, qf ;l,k : G
−+
f ;l,k → G[k+l+1])
such that
ps(D
−+
f ;l,k(w1a1 . . . am+n+1w2)) = am+1−l−s . . . am+1+k−s,
where w1a1 . . . am+n+1w2 ∈ Lm+n+k+l+1(G) with aj ∈ AG, w1 ∈ Ll(G) and w2 ∈
Lk(G). Ts is onesided 1-1, nondegenerate and q-biresolving with
ϕTs = ϕ
[k+l+1](σ
[k+l+1]
G )
s,
and hence ϕ[k+l+1](σ
[k+l+1]
G )
s is q-biresolving for all −QR(ϕ) ≤ s ≤ QL(ϕ).
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Proof. By a proof which is similar to (but more direct than) the proof of Proposition
4.3 (take G instead of GA and GB , and take G
[m+n+1] instead of Gm+n+1), we know
that the textile system Ts in the theorem can be constructed and is onesided 1-1
and weakly q-biresolving with
ϕTs = ϕ
[k+l+1](σ
[k+l+1]
G )
s
for −QR(ϕ) ≤ s ≤ QL(ϕ). Since φp0 is onto and so is φq−+
f;l,k
(because f gives ϕ
which is onto), Ts is nondegenerate. Since G is irreducible and φp0 is a topological
conjugacy, G−+f ;l,k is irreducible and has the same spectral radius as G. Therefore,
since q−+f ;l,k is weakly q-biresolving, it follows from Lemma 2.1(2) that q
−+
f ;l,k is q-
biresolving, and hence Ts is q-biresolving. 
Let ϕ be an onto endomorphism of a subshift (X, σ). Deciding the σ-expansiveness
situation of ϕ means deciding which one of the following is the case for ϕ:
(1) ϕ is expansive;
(2) ϕ is left σ-expansive but not right σ-expansive;
(3) ϕ is right σ-expansive but not left σ-expansive;
(4) ϕ is not onesided σ-expansive (i.e. neither left σ-expansive nor right σ-
expansive).
Here we note that [N10, the proof of Proposition 8.3(2)] proves:
Theorem 4.5 ([N10]). An onto endomorphism of a subshift is positively expansive
if and only if it is expansive and essentially weakly q-biresolving.
We also recall the following.
If ϕ is a positively expansive endomorphism of an irreducible topological Markov
shift (X, σ), then ϕ is onto and (X,ϕ) is conjugate to a onesided topological Markov
shift [Ku1]. Hence by [N5, Theorem 3.9(1),(3), Theorem 2.5], an onto endomor-
phism of an irreducible topological Markov shift is positively expansive if and only
if it is expansive and essentially q-biresolving. (This also follows from Theorem 4.5
and Lemma 2.1(2).)
If ϕ is a positively expansive endomorphism of an irreducible topological Markov
shift (X, σ), then ϕ is biclosing [Ku1] and hence exactly c-to-one with some positive
integer c [N2]; if σ is topologically mixing in addition, (X,ϕ) is topologically-
conjugate to the onesided full c-shift (see [N8, p.4083]).
Theorem 4.6. Let ϕ be an onto endomorphism of an irreducible topological Markov
shift (X, σ).
(1) QR(ϕ)+QL(ϕ) ≥ 0 if and only if there exists s ∈ Z such that (ϕσs)[t] is q-
biresolving with some t ≥ 1; for s ∈ Z it holds that (ϕσs)[t] is q-biresolving
with some t ≥ 1 if and only if −QR(ϕ) ≤ s ≤ QL(ϕ); if −QR(ϕ) < s <
QL(ϕ), then ϕσ
s is positively expansive.
(2) If QR(ϕ) + QL(ϕ) ≥ 0 with X infinite, then for s = −QR(ϕ), QL(ϕ), we
can decide the σ-expansiveness situation of ϕσs and hence we can decide
whether ϕσs is positively expansive or not.
(3) If QR(ϕ) + QL(ϕ) ≥ 0 and ϕ is c-to-one with c ∈ N, then the topological
entropy h(ϕσs) of ϕσs is equal to log c for each integer −QR(ϕ) ≤ s ≤
QL(ϕ), in particular, when X is infinite we have
h(ϕσ−QR(ϕ)) = h(ϕσQL(ϕ)) = log c.
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Proof. (1) By Proposition 3.5 and Theorems 4.2 and 4.4, it follows that for s ∈ Z,
(ϕσs)[t] is q-biresolving with some t ≥ 1 if and only if −QR(ϕ) ≤ s ≤ QL(ϕ). If
−QR(ϕ) < s < QL(ϕ), then ϕσs−1 and ϕσs+1 is q-biresolving, and hence ϕσs right
σ-expansive and left σ-expansive (by Proposition 2.11(2)) and hence expansive (by
[N10, Corollary 7.3]). Therefore, by the fact recalled above, if−QR(ϕ) < s < QL(ϕ)
then ϕσs is positively expansive.
(2) Let −QR(ϕ) ≤ s ≤ QL(ϕ). By Theorem 4.4, we can construct a onesided
1-1, nondegenerate, q-biresolving textile system Ts = (ps, q : Γ0 → G[t]) such that
ϕTs = (ϕσ
s)[t] for t ≥ 1 which we can effectively find. Since the dual textile system
T ∗s is LL, we can decide whether ξT∗ is one-to-one or not and whether ηT∗ is one-
to-one or not. (This follows from [N5, Lemma 6.25].) Hence the result follows from
[N10, Proposition 6.2] and [N5, Theorem 2.5].
(3) Notation being the same as above, let G∗s be the graph such that T
∗
s is defined
over it. Since T ∗s is LL, we have σT∗s = σG∗s . Therefore, using [N5, Theorem 2.13,
Corollary 2.14] we have
h(ϕσs) = h((ϕσs)[t]) = h(ϕTs) = h(σT∗s ) = h(σG∗s ).
It follows from [N9, Proposition 3.1(1)] that the spectral radius of G∗s is equal to c.
Therefore (3) is proved. 
Next we shall see a method for constructing positively expansive endomorphisms
of full shifts. “Positively expansive endomorphisms of full-shifts” is not a very con-
fined subject. Boyle and Maass [BoMaa] proved that any mixing topological Markov
shift having a positively expansive c-to-one endomorphism is shift equivalent to
some full d-shift with c and d divisible by the same primes; they also conjectured
that in this, “shift equivalent” can be replaced by “topologically conjugate” (see
[N8, p.4083]).
Let A be an alphabet. Let f : AN+1 → A and f ′ : AN ′+1 → A be local rules
with N,N ′ ≥ 0. Let t be an integer with t ≤ min{N,N ′}. Let π : A×A→ A be a
bipermutation (i.e., for any a, a′, b, b′ ∈ A, if a 6= a′ then π(a, b) 6= π(a′, b)), and if
b 6= b′ then π(a, b) 6= π(a, b′)). Let g : AN+N ′−t+1 → A be the local rule defined by
g(a1 . . . aN+N ′−t+1) = π(f
′(w′), f(w)),
where w′ and w are the (N ′ + 1)-prefix and the (N + 1)-suffix, respectively, of
a1 . . . aN+N ′−t+1 with aj ∈ A. (Note that N + N ′ − t ≥ max{N,N ′} by our
hypothesis for t.) We call g the local rule defined by (f ′, f), t and π.
Let f : AN+1 → A be a local rule which gives an onto block-map. Let R(f) (re-
spectively, L(f)) be the cardinality of a maximal right (respectively, left) compatible-
set for the graph-homomorphism qf : G
[N+1]
A → GA (see Subsection 2.2 for the
terminology and notation). R(f) and L(f) are the same as those of L. R. Welch
which and whose properties are found in [He, Section 14].
Lemma 4.7. Let A be an alphabet. Let f : AN+1 → A and f ′ : AN ′+1 → A be
local rules. Let g : AN+N
′−t+1 → A be the local rule defined by (f ′, f), an integer
t ≤ min{N,N ′} and a bipermutation π : A×A→ A.
(1) If f is strictly k right-mergible and t < N − k, then g is strictly k right-
mergible and R(g) = R(f).
(2) If f ′ is strictly l′ left-mergible and t < N ′ − l′, then g is strictly l′ left-
mergible and L(g)=L(f’).
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Proof. (1) Let N̂ = N +N ′ − t. Let (aj)j∈Z and (bj)j∈Z be any two points in AZ
with aj , bj ∈ A such that (aj)j≤0 = (bj)j≤0. Then for j ∈ Z,
g(aj−N̂ . . . aj) = π(f
′(aj−N̂ . . . aj−N̂+N ′), f(aj−N . . . aj)),
g(bj−N̂ . . . bj) = π(f
′(bj−N̂ . . . bj−N̂+N ′), f(bj−N . . . bj)).
Since aj = bj for all j ≤ 0 and
k + 1− N̂ +N ′ = t− (N − k) + 1 ≤ 0 by assumption,
we have aj−N̂ . . . aj−N̂+N ′ = bj−N̂ . . . bj−N̂+N ′ for all j = 1, . . . , k + 1. Therefore
it holds for all j = 1, . . . , k + 1 that f(aj−N . . . aj) = f(bj−N . . . bj) if and only if
g(aj−N̂ . . . aj) = g(bj−N̂ . . . bj).
Therefore, if g(aj−N̂ . . . aj) = g(bj−N̂ . . . bj) for j = 1, . . . , k + 1, then we have
f(aj−N . . . aj) = f(bj−N . . . bj) for j = 1, . . . , k + 1, and hence we have a1 = b1,
because f is k right-mergible. If a1 6= b1 and f(aj−N . . . aj) = f(bj−N . . . bj) for
j = 1, . . . , k, then a1 6= b1 and g(aj−N̂ . . . aj) = g(bj−N̂ . . . bj) for j = 1, . . . , k.
Therefore, since f is strictly k right-mergible, so is g.
Fix a−N̂+1 . . . ak ∈ AN̂+k arbitrarily. Let C = S+qf (a−N+1 . . . a0, f(a−N+1 . . . ak))
and let D = S+qg (a−N̂+1 . . . a0, g(a−N̂+1 . . . ak)). Since f and g are k right-mergible,
it follows from [N2, Lemma 5.3] that C is a maximal right compatible set for qf
and D is a maximal right compatible set for qg. Let
E = {a−N̂+1 . . . a0w |w ∈ Ak, g(a−N̂+1 . . . a0w) = g(a−N̂+1 . . . ak)},
F = {a−N̂+1 . . . a0w |w ∈ Ak, f(a−N̂+1 . . . a0w) = f(a−N̂+1 . . . ak)}.
For the same reason as in the above, we see that E = F . Since the cardinality of
E is equal to that of D and the cardinality of F is equal to that of C, we have
R(g) = R(f).
(2) By symmetry, (2) follows from (1). 
Theorem 4.8. Let A be an alphabet with cardinality |A|. Suppose that f : AN+1 →
A is a strictly k right-mergible local rule and f ′ : AN
′+1 → A is a strictly l′ left-
mergible local rule. Let t be an integer such that
t < min{N − k,N ′ − l′}.
Let g : AN+N
′−t+1 → A be the local rule defined by (f ′, f), t and a bipermutation
π : A×A→ A. Let ϕ be the endomorphism of (0, N +N ′ − t)-type of the full-shift
(AZ, σA) given by g. Then g is strictly k right-mergible and strictly l
′ left-mergible,
QR(ϕ) +QL(ϕ) > 0
and ϕ is c-to-one with c = |A|N+N ′−t/(L(f ′)R(f)).
Proof. By Lemma 4.7, g is strictly k right-mergible and strictly l′ left-mergible.
Therefore QL(ϕ) = 0− l′ and QR(ϕ) = N +N ′ − t− k, and hence
QR(ϕ) +QL(ϕ) = N +N
′ − k − l′ − t > 0.
The remainder follows from Lemma 4.7 and [He, Theorem 14,9, Section 16] (see
[N1, Section 5]). 
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Recalling Theorem 4.6(1), we know that the theorem above presents a method
for obtaining positively expansive endomorphisms of any full shift from any pair
of a left-closing endomorphism and a right-closing endomorphism of the shift. In
particular, we can obtain positively expansive endomorphism of any full shift from
any biclosing endomorphism (in particular, any automorphism) of the shift by ex-
panding its neighborhood-size sufficiently large and using a bipermutation. An
application of the method to permutation cellular automata is found in [JNY, Sub-
section 4.3].
5. Weakly q-R and weakly q-L endomorphisms of subshifts
Let (X, σ) be a subshift. For s ≥ 1, we define a graph G[X, s] as follows.
G[X, 1] = GA, where A = L1(X); if s ≥ 2, then AG[X,s] = Ls(X), VG[X,s] =
Ls−1(X), and for each w = a1 . . . as ∈ AG[X,s] with aj ∈ A, iG[X,s] and tG[X,s]
map w to a1 . . . as−1 and a2 . . . as, respectively. Let (X
〈s〉, σX〈s〉) be the SFT over
A such that ((X〈s〉)[s], (σX〈s〉)
[s]) = (XG[X,s], σG[X,s]). That is, (X
〈s〉, σX〈s〉) is the
SFT with As \ Ls(X) as “the set of forbidden words” that defines it. We call
(X〈s〉, σX〈s〉) the approximation SFT of order s of (X, σ). If f : LN+1(X) → A
is a local rule on (X, σ) and s ≥ N + 1, then f is a local rule on (X〈s〉, σX〈s〉) to
(XA, σA) (because LN+1(X
〈s〉) = LN+1(X)). If ϕ is the endomorphism of (m,n)-
type of (X, σ) given by a local rule f : LN+1(X)→ A with m+n = N , then for each
s ≥ N+1, f gives a homomorphism of (m,n)-type φ〈s,ϕ〉0 : (X〈s〉, σ〈s〉)→ (XA, σA),
which is an extension of ϕ. Let φ〈s,ϕ〉 be the factor map induced by φ
〈s,ϕ〉
0 . Then
φ〈s,ϕ〉 is an extension of ϕ, of (m,n)-type and given by f . We call φ〈s,ϕ〉 the
approximation factor map of order s of ϕ.
Lemma 5.1. Let f : LN+1(X)→ L1(X) be a local rule on a subshift (X, σ) and ϕ
an endomorphism of (X, σ) given by f .
(1) If f is a strictly k right-mergible (respectively, strictly k left-mergible) local
rule on (X, σ), then there exists an integer J ≥ N + 1 such that for all
J ′ ≥ J , f is a strictly k right-mergible (respectively, strictly k left-mergible)
local rule on (X〈J
′〉, σX〈J′〉) to its image under φ
〈J′,ϕ〉.
(2) There exists an integer J ≥ N + 1 such that for all J ′ ≥ J , QR(φ〈J′,ϕ〉) =
QR(ϕ) (respectively, QL(φ
〈J′,ϕ〉) = QL(ϕ)).
Proof. (1) First we prove that if f is k right-mergible on (X, σ), then there exists
J ≥ N +1 such that f is a k right-mergible local rule on (X〈J〉, σX〈J〉) to its image
under φ〈J,ϕ〉.
To do this, assume the contrary. Then there would exist no J ≥ N + 1 such
that f is a k right-mergible local rule on (X〈J〉, σX〈J〉) to its image under φ
〈J,ϕ〉,
and hence for each s ≥ N + 1, there would exist a pair of points (a(s)j )j∈Z and
(b
(s)
j )j∈Z in X
〈s〉 such that (a
(s)
j )j≤0 = (b
(s)
j )j≤0, a
(s)
1 6= b(s)1 and f(a(s)j−N . . . a(s)j ) =
f(b
(s)
j−N . . . b
(s)
j ) for j = 1, . . . , k + 1. Since X
〈s+1〉 ⊂ X〈s〉 and X = ∩s≥N+1X〈s〉
with each X〈s〉 closed, a standard compactness argument shows that there would
exist points (aj)j∈Z and (bj)j∈Z in X such that (aj)j≤0 = (bj)j≤0, a1 6= b1 and
f(aj−N . . . aj) = f(bj−N . . . bj) for j = 1, . . . , k+1. This contradicts the hypothesis
that f is k right mergible on (X, σ).
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Secondly we note that if f is not k right-mergible on (X, σ), then for each
s ≥ N +1, f is not a k right-mergible local rule on (X〈s〉, σX〈s〉) to its image under
φ〈s,ϕ〉. (This follows because the assumption of this implies that there exist points
(cj)j∈Z, (dj)j∈Z in X such that (cj)j≤0 = (dj)j≤0, c1 6= d1, and f(cj−N . . . cj) =
f(cj−N . . . dj) for j = 1, . . . , k + 1, and because X
〈s〉 ⊃ X .)
By the fact proved first, (1) follows when k = 0. By the facts proved and noted
above, we see that if f is k right-mergible but not k−1 right-mergible on (X, σ) with
k ≥ 1, then there exists J ≥ N + 1 such that f is a k right-mergible but not k − 1
right-mergible local rule on (X〈J〉, σX〈J〉) to its image under φ
〈J,ϕ〉. In addition,
for all J ′ ≥ J , f is a k right-mergible but not k − 1 right-mergible local rule on
(X〈J
′〉, σX〈J′〉) to its image under φ
〈J′,ϕ〉, because X ⊂ X〈J′〉 ⊂ X〈J〉. Therefore
(1) follows when k ∈ Z. By the fact secondly noted, (1) follows when k =∞.
(2) Suppose that ϕ is of (m,n)-type with m+ n = N . Then for all J ≥ N + 1,
φ〈J,ϕ〉 is of (m,n)-type and given by f . Hence (2) follows from (1). 
Theorem 5.2. Let ϕ be an endomorphism of a subshift (X, σ). Let s ∈ Z.
(1) ϕ is weakly q-R if and only if QR(ϕ) ≥ 0; furthermore, ϕσs is weakly q-R
if and only if s ≥ −QR(ϕ); if s > −QR(ϕ), then ϕσs is positively left
σ-expansive.
(2) ϕ is weakly q-L if and only if QL(ϕ) ≥ 0; furthermore, ϕσs is weakly q-
L if and only if s ≤ QL(ϕ); if s < QL(ϕ), then ϕσs is positively right
σ-expansive.
Proof. (1) Suppose that ϕ is weakly q-R. Then there exists a onesided 1-1 half-
textile-subsystem U of a weakly q-R textile system T = (p, q : Γ → G) such that
(XU , σU , ϕU ) = (X, σ, ϕ). There exist m,n ≥ 0 and a local rule g : Lm+n+1(XU )→
L1(ZU ) such that ξ
−1
U
: XU → ZU is a block-map of (m,n)-type given by g. Let
f = qAg. Then ϕ is a block-map of (m,n)-type given by the local rule f . By the
same proof as in the proof of Proposition 4.1, we see that f is n right-mergible and
hence QR(ϕ) ≥ 0.
Conversely suppose that QR(ϕ) ≥ 0. By Lemma 5.1, there exists J ∈ N such
that QR(φ
〈J,ϕ〉) = QR(ϕ) . Since QR(φ
〈J,ϕ〉) ≥ 0, it follows from Proposition 4.1
that the factor map φ〈J,ϕ〉 is weakly q-R. Therefore, there exists a onesided 1-1
textile relation system T = (p : Γ → GA, q : Γ → GA) such that q is weakly right-
resolving and φT = φ
〈J,ϕ〉, where A = L1(X
〈J〉) = L1(X). We can regard T as
a textile system T = (p, q : Γ → GA), which is onesided 1-1 and weakly q-R. Let
Z = ξ
−1
T (X). Then, since Z ⊂ ZT with ξT (Z) ⊃ ηT (Z) with ξT (Z) ⊃ ηT (Z) and
ξT |Z is one-to-one, there exists a unique onesided 1-1 half-textile-subsystem U of
T with ZU = Z. Since ϕ = ϕU , we conclude that ϕ is weakly q-R.
We have proved that ϕ is weakly q-R if and only if QR(ϕ) ≥ 0. From this and
Proposition 3.4 it follows that ϕσs is weakly q-R if and only if s ≥ −QR(ϕ). If
s ≥ −QR(ϕ)+ 1, then QR(ϕσs−1) ≥ 0. Hence ϕσs−1 is weakly q-R, and hence ϕσs
is positively left σ-expansive, by Proposition 2.8(2).
(2) By symmetry, (2) follows from (1). 
Theorem 5.3. Let ϕ be an endomorphism of a subshift (X, σ). QR(ϕ)+QL(ϕ) ≥ 0
if and only if there exists s ∈ Z such that (ϕσs)[t] is weakly q-biresolving with some
t ≥ 1; it holds for s ∈ Z that (ϕσs)[t] is weakly q-biresolving with some t ≥ 1 if
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and only if −QR(ϕ) ≤ s ≤ QL(ϕ); if −QR(ϕ) < s < QL(ϕ), then ϕσs is positively
expansive.
Proof. It follows from Theorem 5.2 and Proposition 3.5 that if there exists t ≥ 1
such that ϕ[t] is weakly q-biresolving, then QR(ϕ) = QR(ϕ
[t]) ≥ 0 and QL(ϕ) =
QL(ϕ
[t]) ≥ 0. Therefore it follows from Proposition 3.4 that if ϕ[t](σ[t])s is weakly
q-biresolving with some t ≥ 1, then −QR(ϕ) ≤ s ≤ QL(ϕ).
Suppose that −QR(ϕ) ≤ s ≤ QL(ϕ). By Lemma 5.1, there exists J ∈ N such
that QR(φ
〈J,ϕ〉) = QR(ϕ) and QL(φ
〈J,ϕ〉) = QL(ϕ). Since −QR(ϕ〈J,ϕ〉) ≤ s ≤
QL(ϕ
〈J,ϕ〉), it follows from Proposition 4.3 that for some t ≥ 1, we have a onesided
1-1, weakly q-biresolving textile-relation system
Ts = (ps : Γ0 → G[t]A , q : Γ0 → G[t]A ) with A = L1(X)
such that φTs = (φ
〈J,ϕ〉)[t]σs
(X〈J〉)[t]
. We can regard Ts as a textile system Ts =
(ps, q : Γ0 → G[t]A ), which is onesided 1-1 and weakly q-biresolving. Let Zs =
ξ
−1
Ts (X
[t]). Then, since Zs ⊂ ZTs with ξTs(Zs) ⊃ ηTs(Zs) and ξTs |Zs one-to-one,
there exists a unique onesided 1-1 half-textile-subsystem Us of Ts with ZUs = Zs.
Since ϕ[t](σ[t])s = ϕUs , we conclude that ϕ
[t](σ[t])s is weakly q-biresolving.
Suppose that −QR(ϕ) < s < QL(ϕ). Then by Theorem 5.2 ϕσs is positively
left σ-expansive and positively right σ-expansive. Therefore, by Proposition 11.3(3)
(appearing in Subsection 11.1), ϕσs is positively expansive. 
Proposition 5.4. If right-closing (respectively, left-closing) endomorphisms ϕ and
ψ of infinite subshifts are topologically-conjugate, then there exists an integer s ≥ 0
such that for all i ≥ 0, |QR(ϕi)−QR(ψi)| ≤ s (respectively, |QL(ϕi)−QL(ψi)| ≤ s).
Proof. Suppose that ϕ and ψ are right-closing endomorphisms of subshifts (X, σ)
and (X ′, σ′), respectively, and they are topologically conjugate. Then for all i ≥ 0
QR(ϕ
i), QR(ψ
i) ∈ Z and there exists a conjugacy θ : (X, σ) → (X ′, σ′) such that
ψ = θϕθ−1. Since X is infinite, QR(iX) = 0 by (3.1). Hence by Proposition 3.8
QR(θ)+QR(θ
−1) ≤ 0. Since θ and θ−1 are right-closing, QR(θ), QR(θ−1) ∈ Z. Let
s = −QR(θ) −QR(θ−1).
Then s is a nonnegative integer. By Proposition 3.8, for all i ≥ 0
QR(ψ
i) = QR(θϕ
iθ−1) ≥ QR(θ) +QR(ϕi) +QR(θ−1) = QR(ϕi)− s, and
QR(ϕ
i) = QR(θ
−1ψiθ) ≥ QR(θ−1) +QR(ψi) +QR(θ) = QR(ψi)− s.
Hence it follows that |QR(ϕi)−QR(ψi)| ≤ s for all i ≥ 0. 
Proposition 5.5. Let ϕ be an endomorphism of a subshift (X, σ).
(1) If ϕ essentially has nonnegative q-R degree (respectively, nonnegative q-L
degree), then there exists an integer s ≥ 0 such that for all i ≥ 0, QR(ϕi) ≥
−s (respectively, QL(ϕi) ≥ −s).
(2) If ϕ is essentially weakly q-R (respectively, essentially weakly q-L), then
there exists an integer s ≥ 0 such that for all i ≥ 0, ϕiσs is weakly q-R
(respectively, ϕiσ−s is weakly q-L).
(3) Suppose in addition that (X, σ) is a topological Markov shift and that ϕ is
invertible or σ is topologically transitive, (2) with all “weakly” in it deleted
hold.
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Proof. (1) If X is finite, then (1) is true by definition. Hence we assume that X is
infinite. Since ϕ essentially has nonnegative q-R degree, there exists an endomor-
phism ψ of a subshift (X ′, σ′) such that (X, σ, ϕ) is conjugate to (X ′, σ′, ψ) and
QR(ψ) ≥ 0, which implies that ψ is right-closing and hence so is ϕ. By Proposition
5.4, there exists an integer s ≥ 0 such that QR(ϕi) ≥ QR(ψi)−s for all i ≥ 0. Since
by Proposition 3.8 QR(ψ
i) ≥ iQR(ψ) ≥ 0, we have QR(ϕi) ≥ −s for all i ≥ 0.
(2) By (1), Theorem 5.2 and Proposition 3.4, (2) follows.
(3) By (1), Theorem 4.2 and Proposition 3.4, (3) follows. 
6. p-L and p-R degrees
Let N ≥ 0. Let f : LN+1(X) → L1(Y ) be a local rule on a subshift (X, σX)
to another (Y, σY ). Let I ≥ 0. We say that f is I left-redundant if for any points
(aj)j∈Z and (bj)j∈Z in X with aj , bj ∈ L1(X), it holds that if (aj)j≥0 = (bj)j≥0,
then f(a−I . . . a−I+N ) = f(b−I . . . b−I+N). Symmetrically, f is said to be I right-
redundant if for any points (aj)j∈Z and (bj)j∈Z in X , it holds that if (aj)j≤0 =
(bj)j≤0, then f(aI−N . . . aI) = f(bI−N . . . bI).
We remark that if f is I left-redundant (respectively, I right-redundant), then
for all 0 ≤ I ′ ≤ I, f is I ′ left-redundant (respectively, I ′ right-redundant).
For I ≥ 0 we say that f is strictly I left-redundant if it is I left-redundant but
not I + 1 left-redundant; we say that f is strictly ∞ left-redundant if f is I left-
redundant for all I ≥ 0. Similarly, a strictly I right-redundant local rule with I ≥ 0
and a strictly ∞ right-redundant local rule are defined.
(Note that we have never defined above “∞ left-redundant local rules” and “∞
right-redundant local rules”.)
A homomorphism φ : (X, σX) → (Y, σY ) between subshifts is said to be left-
recognizing (respectively, right-recognizing) if there exists at least one pair of distinct
right (respectively, left) σX -asymptotic points which φ does not collapse.
Let φ : (X, σX) → (Y, σY ) be a homomorphism between subshifts. Then if φ is
left-recognizing or right-recognizing, then the set X is infinite. The homomorphism
φ is left-recognizing (respectively, right-recognizing) if and only if φ is given by
a strictly I left-redundant (respectively, strictly I right-redundant) local rule for
some integer I ≥ 0. If the set φ(X) is finite, then φ is neither left-recognizing
nor right recognizing. (For assume that there were distinct right (respectively, left)
σX -asymptotic points x, x
′ ∈ X with φ(x) 6= φ(x′). Then φ(x) and φ(x′) would be
distinct right (respectively, left) σY -asymptotic points in the finite subshift-space
φ(X), which cannot be the case.)
Definition 6.1. Let m,n ≥ 0 and N = m + n. Let I, J ∈ {0, 1, 2, . . . ,∞}. Let
φ : (X, σX)→ (Y, σY ) be a homomorphism between subshifts. Let φ be of (m,n)-
type given by a local rule f : LN+1(X)→ L1(Y ) which is strictly I left-redundant
and strictly J right-redundant. Define the p-L degree PL(φ) of φ and the p-R degree
PR(φ) of φ by
PL(φ) = I −m and PR(φ) = J − n.
We follow the usual convention about the arithmetic calculations and inequalities
containing∞. Hence PL(φ) <∞ (respectively, PR(φ) <∞) if and only if φ is left-
recognizing (respectively, right-recognizing). If φ(X) is finite, then PL(φ) = ∞
and PR(φ) = ∞. Note that for example, PL(φ) ≥ 0 means that PL(φ) is some
nonnegative integer or PL(φ) =∞.
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The following lemma is obvious.
Lemma 6.2. Let N, s, t ≥ 0. Let f : LN+1(X) → L1(Y ) be a local rule on a
subshift (X, σX) to another (Y, σY ). Let g be the local rule obtained from f by
adding right redundancy by s and left redundancy by t (as defined before Lemma
3.2). If f is strictly I left-redundant and strictly J right-redundant, then g is strictly
I + s left-redundant and strictly J + t right-redundant.
Proposition 6.3. If φ is a homomorphism between subshifts, then PL(φ) and
PR(φ) are uniquely determined by φ.
Proof. Suppose that for i = 1, 2, φ is a homomorphism of (mi, ni)-type of a sub-
shift (X, σX) into another (Y, σY ) given by a local-rule fi : Lmi+ni+1(X)→ L1(Y )
which is strictly Ii left-redundant and strictly Ji right-redundant with Ii, Ji ∈
{0, 1, 2, . . . ,∞}. Let m = max{m1,m2} and let n = max{n1, n2}. For i =
1, 2, let gi : Lm+n+1(X) → L1(Y ) be the local rule such that gi(a−m . . . an) =
fi(a−mi . . . ani), where a−m . . . an ∈ Lm+n+1(X) with aj ∈ L1(X). Then, since
φ is of (mi, ni)-type and given by fi, φ is of (m,n)-type and given by gi, for
i = 1, 2. Since fi is strictly Ii left-redundant and strictly Ji right-redundant, it
follows from Lemma 6.2 that gi is strictly Ii+(m−mi) left-redundant and strictly
Ji + (n − ni) right-redundant, for i = 1, 2. Since g1 : Lm+n+1(X) → L1(X) and
g2 : Lm+n+1(X)→ L1(X) give the same block-map φ of (m,n)-type, it follows that
g1 = g2. Hence I1 + (m−m1) = I2 + (m−m2) and J1 + (n− n1) = J2 + (n− n2).
Thus we have I1 −m1 = I2 −m2 and J1 − n1 = J2 − n2. 
Here we give a little more compact description of the definition of the p-R, p-L
degrees of a homomorphism φ : (X, σX)→ (Y, σY ) between subshifts.
Let f : LN+1(X)→ L1(Y ) be a local rule on (X, σX) to (Y, σY ). For s ∈ Z and
x = (aj)j∈Z ∈ X with aj ∈ L1(X), let W+s (x) = {(bj)j∈Z ∈ X | (bj)j≥s = (aj)j≥s}
and W−s (x) = {(bj)j∈Z ∈ X | (bj)j≤s = (aj)j≤s}. For x = (aj)j∈Z ∈ X , de-
fine ρf,L(x) (respectively, ρf,R(x)) to be the supremum of the integers s ≥ 0 such
that for all (bj)j∈Z ∈ W+0 (x) (respectively, (bj)j∈Z ∈ W−0 (x)), it holds that for
j = 0, . . . , s, f(a−j . . . a−j+N ) = f(b−j . . . b−j+N ) (respectively, f(aj−N . . . aj) =
f(bj−N . . . bj)). Let ρf,L = minx∈X ρf,L(x) (respectively, ρf,R = minx∈X ρf,R(x)).
We call ρf,L (respectively, ρf,R) the minimum length of left redundancy (respec-
tively, minimum length of right redundancy) of f . It is clear that f is strictly
I left-redundant (respectively, strictly I right-redundant) if and only if ρf,L = I
(respectively, ρf,R = I).
We can define PL(φ) = ρf,L−m (respectively, PR(φ) = ρf,R−n) if φ is of (m,n)
type and given by a local rule f : Lm+n+1(X)→ L1(Y ).
Proposition 6.4. Let φ be a homomorphism of a subshift (X, σX) into another
(Y, σY ). Let s ∈ Z. Then
PL(φσ
s
X) = PL(φ) + s, PR(φσ
s
X) = PR(φ)− s,
and hence PR(φ) + PL(φ) is shift-invariant.
Proof. Suppose that φ is of (m,n)-type given by a local rule f : Lm+n+1(X) →
L1(Y ). Increasing the redundancies of f if necessary, we may assume thatm,n ≥ |s|
by Proposition 6.3. Since φσsX is of (m− s, n+ s)-type and given by f , we have the
first two equations, and hence the remainder follows. 
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We remark the following: for any infinite subshift (X, σX)
(6.1) PL(iX) = 0 and PR(iX) = 0
and hence by Proposition 6.4, for all s ∈ Z
(6.2) PL(σ
s
X) = s and PR(σ
s
X) = −s.
For any homomorphism φ of (m,n)-type between subshifts,
(6.3) PL(φ) ≥ −m and PR(φ) ≥ −n.
As is easily seen, we have:
Proposition 6.5. Let (X, σX), (Y, σY ) be subshifts. Let t ≥ 1.
(1) If a local rule f : LN+1(X) → L1(Y ) on (X, σX) to (Y, σY ) is strictly
I left-redundant (respectively, strictly J right-redundant), then the higher
block presentation f [t] is strictly I left-redundant (respectively, strictly J
right-redundant).
(2) If φ : (X, σX) → (Y, σY ) is a homomorphism, then PL(φ) = PL(φ[t]) and
PR(φ) = PR(φ
[t]).
Lemma 6.6. Let (X, σX), (Y, σY ), and (Z, σZ) be subshifts. Let f : LN+1(X) →
L1(Y ) and g : LN ′+1(Y ) → L1(Z) be local rules on (X, σX) to (Y, σY ) and on
(Y, σY ) to (Z, σZ ), respectively. Then if f is I left-redundant (respectively, I right-
redundant) and g is I ′ left-redundant (respectively, I ′ right-redundant), then gf is
I + I ′ left-redundant (respectively, I + I ′ right-redundant).
Proof. Let (aj)j∈Z and (bj)j∈Z be points in X with aj , bj ∈ L1(X) such that
(aj)j≥0 = (bj)j≥0. Put a−I+j . . . a−I+N+j = vj and b−I+j . . . b−I+N+j = wj for
j ≥ 0. Then, since f is I left-redundant, (f(vj))j≥0 = (f(wj))j≥0. Since g is
I ′ left-redundant, g(f(v−I′) . . . f(v−I′+N ′)) = g(f(w−I′) . . . f(w−I′+N ′)) and hence
gf(a−I−I′ . . . a−I−I′+N+N ′) = gf(b−I−I′ . . . b−I−I′+N+N ′). Therefore gf is I + I
′
left-redundant. 
Proposition 6.7. Let φ : (X, σX)→ (Y, σY ) and ψ : (Y, σY ) → (Z, σZ) be homo-
morphisms between subshifts. Then
PL(ψφ) ≥ PL(φ) + PL(ψ) and PR(ψφ) ≥ PR(φ) + PR(ψ).
Proof. If φ is of (m,n)-type and given by a local rule f : Lm+n+1(X) → L1(Y )
and ψ is of (m′, n′)-type and given by a local rule g : Lm′+n′+1(Y ) → L1(Z),
then ψφ is of (m +m′, n + n′)-type and given by gf . Suppose that f is strictly I
left-redundant, g is strictly I ′ left-redundant and fg is strictly I ′′ left-redundant.
If I 6= ∞ and I ′ 6= ∞ then by Lemma 6.6 I ′′ ≥ I + I ′. If I = ∞, then for
every integer J ≥ 0, f is J left-redundant, and for some integer 0 ≤ J ′ ≤ I ′, g
is J ′ left-redundant and hence by Lemma 6.6 gf is J + J ′ left-redundant, which
implies that gf is strictly ∞ left-redundant, i.e., I ′′ = ∞. Similarly, if I ′ = ∞
then I ′′ = ∞. Therefore we see that in any case, I ′′ ≥ I + I ′. Hence we have
PL(ψφ) = I
′′ − (m+m′) ≥ I −m+ I ′ −m′ = PL(φ) + PL(ψ).
The proof of the second inequality is similar. 
The following lemma is clear.
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Lemma 6.8. Let f : LN+1(XG) → L1(Y ) be a local rule on a topological Markov
shift (XG, σG) to a subshift (Y, σY ). Let 0 ≤ I ≤ N . Then f is I left-redundant
(respectively, I right-redundant) if and only if f(w1) = f(w2) for any w1, w2 ∈
LN+1(G) with the same terminal subpath (respectively, the same initial subpath) of
length N + 1− I in G.
Proposition 6.9. Let ϕ be an endomorphism of a topological Markov shift (X, σ).
(1) PL(ϕ) ≥ 0 (respectively, PR(ϕ) ≥ 0) if and only if ϕ has memory zero
(respectively, anticipation zero).
(2) If ϕ is onto, then PL(ϕ) ≥ 0 (respectively, PR(ϕ) ≥ 0) if and only if ϕ is
p-L (respectively, p-R).
Proof. (1) Suppose that ϕ is of (m,n)-type and given by a strictly I left-redundant
local rule f : Lm+n+1(X) → L1(X) (recall that I may be ∞). If m = 0, then
PL(ϕ) = I − 0 ≥ 0. Conversely, if PL(ϕ) ≥ 0, then I −m ≥ 0 and hence f is m
left-redundant. By Lemma 6.8, we can decrease the left-redundancy of f by m to
obtain a local rule g : Ln+1(X)→ L1(X) so that ϕ may be of (0, n)-type and given
by g. Therefore (1) is proved.
(2) By [N10, Proposition 5.1(1)] and (1). 
Lemma 6.10. Let (X, σ) be a subshift and f : LN+1(X)→ L1(X) a local rule on
it. Let ϕ be an endomorphism of (X, σ) given by f .
(1) If f is an I left-redundant (respectively, I right-redundant) local rule on
(X, σ), then there exists J ≥ N + 1 such that for all J ′ ≥ J , f is an I
left-redundant (respectively, I right-redundant) local rule on (X〈J
′〉, σX〈J′〉)
to its image under φ〈J
′,ϕ〉.
(2) If PL(ϕ) ≥ 0 (respectively, PR(ϕ) ≥ 0), then there exists J ≥ N + 1 such
that PL(φ
〈J′,ϕ〉) ≥ 0 (respectively, PR(φ〈J′,ϕ〉) ≥ 0) for all J ′ ≥ J .
Proof. (1) If f is an I left-redundant local rule on (X〈J〉, σX〈J〉) to its image under
φ〈J,ϕ〉, then for all J ′ ≥ J it is an I left-redundant local rule on (X〈J′〉, σX〈J′〉)
to its image under φ〈J
′,ϕ〉, because X〈J
′〉 ⊂ X〈J〉 if J ′ ≥ J . Therefore it suf-
fices to show that there exists J ≥ N + 1 such that f is an I left-redundant
local rule on (X〈J〉, σX〈J〉) to its image under φ
〈J,ϕ〉. To do this, assume the con-
trary. Then there would exist no J ≥ N + 1 such that f is I left-redundant
on (X〈J〉, σX〈J〉) to its image under φ
〈J,ϕ〉. Then for each s ≥ N + 1, there
would exist a pair of points (c
(s)
j )j∈Z and (d
(s)
j )j∈Z in X
〈s〉 such that (c
(s)
j )j≥0 =
(d
(s)
j )j≥0 and f(c
(s)
−I . . . c
(s)
−I+N ) 6= f(d(s)−I . . . d(s)−I+N ). Since X〈s+1〉 ⊂ X〈s〉 and
X = ∩s≥N+1X〈s〉 with each X〈s〉 closed, a standard compactness argument shows
that there would exist points (cj)j∈Z and (dj)j∈Z in X such that (cj)j≥0 = (dj)j≥0
and f(c−I . . . c−I+n) 6= f(d−I . . . d−I+N ). This contradicts the hypothesis that f is
I left-redundant on (X, σ).
(2) Suppose that ϕ is of (m,n)-type with m+ n = N . Then for all J ≥ N + 1,
φ〈J,ϕ〉 is of (m,n)-type and given by f . Since PL(ϕ) ≥ 0, there exists I ≥ m such
that f is I left-redundant on (X, σ). Therefore, by (1) there exists J ≥ N +1 such
that for all J ′ ≥ J , f is an I left-redundant local rule on (X〈J′〉, σX〈J′〉) to its image
under φ〈J
′,ϕ〉 with I ≥ m. From this, (2) follows. 
Theorem 6.11. Let ϕ be an endomorphism of a subshift (X, σ). The following
three conditions are equivalent:
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(1) PL(ϕ) ≥ 0 (respectively, PR(ϕ) ≥ 0);
(2) ϕ is weakly p-L (respectively, weakly p-R);
(3) ϕ has memory zero (respectively, anticipation zero).
Proof. By the definition of PL(ϕ) (3) implies (1) .
To prove that (1) implies (3), suppose that PL(ϕ) ≥ 0. Let ϕ be of (m,n)-type
and be given by a local rule f : LN+1(X)→ L1(X) on (X, σ) with N = m+n. Then
by Lemma 6.10(2), there exists t ≥ N +1 such that PL(φ〈t,ϕ〉) ≥ 0. Put ψ = φ〈t,ϕ〉
and put (X1, σ1) = (X
〈t〉, σ〈t〉). Then by definition (see the first paragraph of Sec-
tion 5) ψ is a factor map of (X1, σ1) onto some sofic system (Y, σY ) such that ψ is an
extension of ϕ, of (m,n)-type and given by the local rule f1 on (X1, σ1) to (Y, σY )
that is identical with f as a mapping (note that LN+1(X1) = LN+1(X)). Further
ψ[t] is a factor map of (X
[t]
1 , σ
[t]
1 ) onto (Y
[t], σY [t]) such that ψ
[t] is an extension of
ϕ[t], of (m,n)-type and given by the local rule f
[t]
1 on (X
[t]
1 , σ
[t]
1 ) to (Y
[t], σY [t]). By
definition (X
[t]
1 , σ
[t]
1 ) is a topological Markov shift (in fact, the topological Markov
shift with defining graphG[X, t], which was defined in the first paragraph of Section
5). Therefore, since by Proposition 6.5 PL(ψ
[t]) = PL(ψ) ≥ 0, it follows that ψ[t] is
m left-redundant. Hence by Lemma 6.8 we can decrease the left-redundancy of f
[t]
1
by m to have a local rule g1 : Ln+1(X
[t]
1 )→ L1(Y [t]) so that ψ[t] may be of (0, n)-
type and given by g1. Let g : Ln+1(X
[t])→ g1(Ln+1(X [t])) be the restriction of g1.
Then, since ϕ[t] is a restriction of ψ[t], it follows that g1(Ln+1(X
[t])) = L1(X
[t])
and ϕ[t] is of (0, n)-type and given by g. Let g′ : Ln+t(X) → L1(X) be de-
fined as follows: if g((a0 . . . at−1)(a1 . . . at) . . . (an . . . an+t)) = (b0 . . . bt−1), where
(a0 . . . at−1)(a1 . . . at) . . . (an . . . an+t) ∈ Ln+1(X [t]) and (b0 . . . bt−1) ∈ L1(X [t]),
with ai, bi ∈ L1(X), then g′(a0 . . . an+t) = b0. Then ϕ is of (0, n + t)-type and
given by g′. Therefore ϕ has memory 0 and (3) is proved.
The proof of the equivalence of (2) and (3) is given by a straightforward mod-
ification in [N10, Proof of Proposition 7.5(1)]. We describe it for completeness.
Suppose (3) and ϕ is of (0, l) type and given by a local rule f : Ll+1(X)→ L1(X),
then ϕ = ϕUf,0,l , where Uf,0,l is the half-textile-subsystem of the textile system
Tf,0,l defined in the proof of Remark 2.6. Since Tf,0,l is weakly p-L, ϕ is weakly
p-L, and hence (2) follows.
To show that (2) implies (3), suppose ϕ = ϕU , where U is a onesided 1-1 half-
textile-subsystem of a weakly p-L textile system T = (p, q : Γ → G). Since
U is onesided 1-1, there exist m,n ≥ 1 and a local rule g : Lm+n+1(XU ) →
L1(ZU ) such that ξ
−1
U
((aj)∈Z) = (g(aj−m . . . aj+n))j∈Z. Since ξU is a restriction
of φp with p weakly left resolving, for any α−m . . . αn ∈ Lm+n+1(ZU ) with αj ∈
AΓ, α−m . . . α−1 is determined by pA(α−m) . . . pA(α−1) and tΓ(α−1) = iΓ(α0) =
iΓ(g(pA(α−m) . . . pA(αn))). Hence we can define a local rule g
′ : Lm+n+1(XU ) →
L1(ZU ) such that g
′(pA(α−m) . . . pA(αn)) = α−m, with which ξ
−1
U
is of (0,m+n+1)
type. Since ϕU is of (0,m+n+1) type given by the local rule qAg
′, (3) follows. 
Proposition 6.12. Let ϕ be an endomorphism of a subshift (X, σ). Let s ∈ Z.
(1) ϕσs has memory (respectively anticipation) zero if and only if s ≥ −PL(ϕ)
(respectively, s ≤ PR(ϕ))
(2) Suppose that ϕ is onto. ϕσs is weakly p-L (respectively, weakly p-R) if and
only if s ≥ −PL(ϕ) (respectively, s ≤ PR(ϕ)) ; if s > −PL(ϕ) (respectively,
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s < PR(ϕ)), then ϕσ
s is right σ-expansive (respectively, left σ-expansive)
on the upper side.
(3) If (X, σ) is a topological Markov shift, then the statements in (2) with all
“weakly” deleted in them hold.
Proof. (1) By Theorem 6.11 and Proposition 6.4, (1) holds.
(2) By Theorem 6.11 and Proposition 6.4 ϕσs is weakly p-L if and only if s ≥
−PL(ϕ). If s > −PL(ϕ), then PL(ϕσs−1) ≥ 0, and hence ϕσs−1 is weakly p-L.
Therefore ϕσs is right σ-expansive on the upper side, by Proposition 2.8.
(3) By a similar proof to that of (1), but use Propositions 6.9 and 2.11 instead
of Theorem 6.11 and Proposition 2.8. 
Proposition 6.13. Let ϕ be an endomorphism of a subshift (X, σ).
(1) If ϕi(X) is infinite for all i ≥ 0, then the following hold:
(a) PL(ϕ)+PR(ϕ) is nonpositive, and hence if in addition, ϕ is of (m,n)-
type then
−n ≤ PR(ϕ) ≤ −PL(ϕ) ≤ m;
(b) ϕ is bi-recognizing (i.e. left-recognizing and right-recognizing);
(c) if ϕ is given by a strictly I left-redundant, strictly J right-redundant
local rule f : LN+1(X)→ L1(X), then I + J ≤ N .
(2) If ϕk(X) is finite with k ≥ 0, then for all i ≥ k PL(ϕi) =∞ and PR(ϕi) =
∞.
Proof. (1)(a) Assume that PL(ϕ) + PR(ϕ) > 0.
If PL(ϕ) ∈ Z, then let ψ = ϕσ−PL(ϕ). Then by Proposition 6.4, PL(ψ) =
0 and PR(ψ) = PL(ϕ) + PR(ϕ) > 0. Hence, by Theorem 6.11 ψ is an en-
domorphism of (0, n1)-type and of (m1, 0)-type of (X, σ) with some m1, n1 ≥
0. Therefore ψ[m1+n1] is an endomorphism of (0, 0)-type of (X [m1+n1], σ[m1+n1]).
Let g : L1(X
[m1+n1]) → L1(X [m1+n1]) be the local rule giving ψ. Then there
exists k ≥ 1 such that gk(L1(X [m1+n1])) = gk+1(L1(X [m1+n1])). We see that
(ψ[m1+n1])k(X [m1+n1]) = (ψ[m1+n1])k+1(X [m1+n1]). Let B = gk(L1(X
[m1+n1]))
and g′ = g|B. Let Y = (ψ[m1+n1])k(X [m1+n1]) and ψ′ = ψ[m1+n1]|Y . Then ψ′ is
an onto symbolic endomorphism and hence a symbolic automorphism of (Y ′, σY ′)
given by the local rule g′ : L1(Y
′) → L1(Y ′). It follows by hypothesis that Y ′ is
infinite. Therefore, since g′ is a permutation on L1(Y
′) it follows that g′ is strictly
zero right-redundant and hence so is g. Therefore PR(ψ
[m1+n1]) = 0, and hence by
Proposition 6.5 PL(ϕ) +PR(ϕ) = PR(ψ) = 0, which is contrary to the assumption.
If PR(ϕ) ∈ Z, then let ψ = ϕσPR(ϕ). Then PR(ψ) = 0 and PL(ψ) = PL(ϕ) +
PR(ϕ) > 0. Hence, by a similar argument to the above, we are led to a contradiction.
If PL(ϕ) =∞ and PR(ϕ) =∞, then since PL(ϕ) > 0 and PR(ϕ) > 0, we also see
using Theorem 6.11 that ϕ would be of (0, 0)-type up to higher block conjugacy,
which leads us to a contradiction.
Hence PL(ϕ) + PR(ϕ) ≤ 0, which with (6.3) proves (1).
(1)(b) By (1)(a).
(1)(c) Suppose that ϕ is of (m,n)-type and given by f with m+n = N . It follows
from (1)(a) that (I −m) + (J − n) = PL(ϕ) + PR(ϕ) ≤ 0, and hence I + J ≤ N .
(2) By the fact stated in the paragraph before Definition 6.1. 
A direct proof of Proposition 6.13(1)(a) for an onto endomorphism of an infinite
topological Markov shift is given by using Proposition 6.9 instead of Theorem 6.11.
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Remark 6.14. Let ϕ be an endomorphism of a subshift.
(1) If X is finite, then PL(ϕ) =∞, PR(ϕ) =∞, QR(ϕ) =∞ and QL(ϕ) =∞.
(2) If X is infinite, then PL(ϕ) =∞ (respectively, PR(ϕ) =∞) if and only if ϕ
is not left-recognizing (respectively, not right-recognizing) or equivalently, ϕ
collapses every pair of distinct right (respectively, left) σ-asymptotic points.
(3) QL(ϕ) = −∞ (respectively, QR(ϕ) = −∞) if and only if X is infinite
and ϕ is not left-closing (respectively, not right-closing) or equivalently, ϕ
collapses some pair of distinct right (respectively, left) σ-asymptotic points.
(4) PL(ϕ) +QL(ϕ) (respectively, PR(ϕ) +QR(ϕ)) exists if and only if either ϕ
is left-recognizing (right-recognizing) or X is finite.
(5) PL(ϕ) +QL(ϕ) and PR(ϕ) +QR(ϕ) are shift-invariant, if they exist.
Proof. Statements (1), (2), (3) are valid by definition. Since PL(ϕ) +QR(ϕ) does
not exist if and only if PL(ϕ) =∞ and QL(ϕ) = −∞, (4) follows from (1),(2),(3).
By Propositions 3.4 and 6.4, (5) follows. 
The following proposition is a counterpart of Proposition 5.4.
Proposition 6.15. If right-recognizing (respectively, left-recognizing) endomor-
phisms ϕ and ψ of infinite subshifts are topologically-conjugate, then there exists
an integer s ≥ 0 such that for all i ≥ 0, |PL(ϕi) − PL(ψi)| ≤ s (respectively,
|PR(ϕi)− PR(ψi)| ≤ s).
Proof. The proposition is proved in a similar manner to the proof of Proposi-
tion 5.4 by using Proposition 6.7 and (6.1) and by using the fact that topolog-
ical conjugacy θ between subshifts are biclosing, hence bi-recognizing and hence
PL(θ), PL(θ
−1), PR(θ), PR(θ
−1) ∈ Z. 
Proposition 6.16. Let ϕ be an endomorphism of a subshift.
(1) If ϕ essentially has nonnegative p-L degree (respectively, nonnegative p-
R degree ), then there exists an integer s ≥ 0 such that for all i ≥ 0,
PL(ϕ
i) ≥ −s (respectively, PR(ϕi) ≥ −s).
(2) If ϕ essentially has memory (respectively, anticipation) zero, then there
exists an integer s ≥ 0 such that for all i ≥ 0, ϕi has memory (respectively,
anticipation) s.
(3) If ϕ is essentially weakly p-L (respectively, essentially weakly p-R), then
there exists an integer s ≥ 0 such that for all i ≥ 0, ϕiσs is weakly p-L
(respectively, ϕiσ−s is weakly p-R).
(4) If ϕ is essentially weakly p-L (respectively, essentially weakly p-R), then
there exists s ≥ 0 such that for any x, y ∈ X it holds that if x and y
coincide in the k-th coordinate (i.e., x = (aj)j∈Z and y = (bj)j∈Z with
ak = bk) for all k ≥ 0 (respectively, for all k ≤ 0), then for all i ≥ 1,
ϕi(x) and ϕi(y) coincide in the k-th coordinate for all k ≥ s (respectively,
k ≤ −s).
(5) If in addition, (X, σ) is a topological Markov shift, then (3) and (4) with
all “weakly” in them deleted hold.
Proof. The proof of (1) is given in a similar manner to the proof of Proposition
5.5(1) by using Propositions 6.15 and 6.7.
We see that (2), (3) and (4) are proved by (1) and Theorem 6.11. By (1) and
Proposition 6.9, (5) is proved. 
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Lemma 6.17. Let m,m′, n, n′ ≥ 0. If a homomorphism φ of a topological Markov
shift (X, σ) into a subshift (Y, σY ) is of (m,n
′)-type and also of (m′, n)-type, then
φ is of (m,n)-type.
Proof. Suppose that φ is of (m,n′)-type with a local rule f1 : Lm+n′+1(X)→ L1(Y )
and that φ is of (m′, n)-type with a local rule f2 : Lm′+n+1(X)→ L1(Y ). We may
assume that m′ ≥ m and n′ ≥ n (by adding right redundancy by n − n′ to f1
if n > n′, and by adding left redundancy by m − m′ to f2 if m > m′). Let g1 :
Lm′+n′+1(X)→ L1(Y ) and g2 : Lm′+n′+1(X)→ L1(Y ) be the local rules defined by
g1(w
′ww′′) = f1(ww
′′) and g2(w
′ww′′) = f2(w
′w), where w′ww′′ ∈ Lm′+n′+1(X)
with w′ ∈ Lm′−m(X) and w′′ ∈ Ln′−n(X). Then we see that g1 = g2 as a mapping,
because g1 and g2 give the same block-map φ of (m
′, n′)-type. Let w ∈ Lm+n+1(X)
and let w′1, w
′
2 ∈ Lm′−m(X) with w′1w,w′2w ∈ Lm′+n+1(X). Since (X, σ) is a
topological Markov shift, there exists w′′ ∈ Ln′−n(X) such that w′1ww′′, w′2ww′′ ∈
Lm′+n′+1(X). We see that f2(w
′
1w) = g2(w
′
1ww
′′) = g1(w
′
1ww
′′) = f1(ww
′′) =
g1(w
′
2ww
′′) = g2(w
′
2ww
′′) = f2(w
′
2w). Therefore f2 is m
′ − m left-redundant.
Let f : Lm+n(X) → L1(Y ) be the local rule obtained from f2 by deleting left
redundancy by m′ −m. Then φ is of (m,n)-type and given by f . 
Proposition 6.18. Let ϕ be an endomorphism of a subshift (X, σ).
(1) The following conditions are pairwise equivalent (the equivalence of (a),(b)
and (c) is due to K˚urka [Ku1]):
(a) ϕ is uniformly equicontinuous;
(b) there exist m,n ≥ 0 such that for all i ≥ 0 ϕi is of (m,n)-type;
(c) there exist r, s ≥ 0 such that ϕr+s = ϕr;
(d) ϕ is an essentially symbolic endomorphism of (X, σ).
(2) If ϕ is onto, then (b) (as a representative of (a),(b),(c) and (d)) is equivalent
to each of:
(e) there exists s ≥ 0 such that ϕs = iX;
(f) ϕ is an essentially symbolic automorphism of (X, σ);
(g) ϕ is an essentially weakly p-biresolving endomorphism of (X, σ).
(3) If (X, σ) is an SFT, then (b) is equivalent to:
(h) ϕ essentially has memory zero and essentially has anticipation zero.
(4) If (X, σ) is an SFT and ϕ is onto, then (b) is equivalent to each of:
(i) ϕ is essentially p-L and essentially p-R;
(j) ϕ is essentially p-biresolving.
Proof. (1) It is direct that (a) is equivalent to (b). If ϕi is of (m,n)-type and
given by a local rule fi : Lm+n+1(X)→ L1(X) for i ≥ 0, then there exist r, s ≥ 0
such that fr+s = fr and hence ϕ
r+s = ϕr. Hence (b) implies (c). We see that
(c) implies (d) because ϕ[
∗r+s] is a symbolic endomorphism of (X [
∗
ϕr+s], σ[
∗
ϕr+s])
with the notation defined in Subsection 8.1. (A similar proof for proving that (e)
implies (f) appears in [N5, Proof of Proposition 8.1].) If ϕ = θ−1ϕ0θ, where ϕ0
is a symbolic endomorphism of a subshift (X0, σ0) and θ : (X, σ) → (X0, σ0) is a
conjugacy, then ϕ clearly satisfies (b). Hence (d) implies (b).
(2) Since ϕ is onto, it follows that if (c) holds then all ϕ-orbits have period s,
and hence (e) is equivalent to (c). Since ϕ is onto, (d) is equivalent to (f). The
equivalence of (f) and (g) follows from Proposition 7.1 (the equivalence of (c) and
(d) in it). Therefore (2) follows from (1).
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(3) Suppose (h). Since (X, σ) is an SFT, there exists a topological Markov shift
(X¯, σ¯) and a conjugacy θ : (X, σ) → (X¯, σ¯). Since θϕθ−1 essentially has memory
zero and essentially has anticipation zero, it follows from Proposition 6.16(2) that
there exist m¯, n¯ ≥ 0 such that for all i ≥ 0, (θϕθ−1)i is of (m¯, ni)-type and also
(mi, n¯)-type for some mi, ni ≥ 0. Therefore, by Lemma 6.17 θϕiθ−1 is of (m¯, n¯)-
type for all i ≥ 1, and hence (b) follows.
Therefore, since (d) implies (h), (3) follows from (1).
(4) Since (X, σ) is an SFT and ϕ is onto, it follows from Proposition 6.9 that
(h) and (i) are equivalent. By Remark 2.10(1), (g) and (j) are equivalent. Hence
(4) follows from (2) and (3). 
By Proposition 6.18(4), we have covered [N10, Proposition 8.6(1)] (i.e. the equiv-
alence of (i) and (j) in Proposition 6.18(4)) by a much easier proof than the proof
given in [N10] by using results [N5, Theorems 7.19 and 7,20] on resolvable textile
systems, which need very long proofs in [N5]. However, we cannot give an easier
proof to the following, which was proved in [N10, Proposition 6.19(2)(3)] by using
[N5, Theorems 7.19 and 7,20].
Proposition 6.19 ([N10]). Let ϕ be an onto endomorphism of an SFT (X, σ).
(1) If ϕ is essentially p-L and essentially q-R, then ϕ is essentially LR.
(2) If ϕ is essentially q-L and essentially q-R, then ϕ is essentially q-biresolving.
Moreover, we cannot answer the question whether or not an essentially weakly p-
L, essentially weakly p-R onto endomorphism of a subshift is a essentially weakly p-
biresolving endomorphism of the subshift, the question whether or not an essentially
weakly p-L, essentially weakly q-R onto endomorphism of a subshift is a essentially
weakly LR endomorphism of the subshift, and so on.
7. Endomorphisms with two nonnegative degrees
By Theorems 4.6 and 5.3, we know what are the endomorphisms of the shift
with both q-R and q-L degrees nonnegative. In this section, we study further the
endomorphisms of the shift with two nonnegative degrees of onesided resolvingness.
Proposition 7.1. Let ϕ be an endomorphism of a subshift (X, σ).
(1) The following conditions are equivalent:
(a) PL(ϕ) ≥ 0 and PR(ϕ) ≥ 0;
(b) ϕ is weakly p-L and weakly p-R;
(c) ϕ[t] is a symbolic endomorphism of (X [t], σ[t]) with some t ≥ 0;
(d) ϕ[t] is a weakly p-biresolving endomorphism of (X [t], σ[t]) with some
t ≥ 0.
If in addition, ϕi(X) is infinite for all i ≥ 0, then (a) implies that PL(ϕ) =
PR(ϕ) = 0.
(2) If ϕ is onto, then all “endomorphism” can be changed to “automorphism”
in (c) and (d), and if in addition, (X, σ) is a topological Markov shift, then
in addition, all “weakly” can be deleted from (b) and (d).
Proof. (1) By Theorem 6.11, (a) implies (b). If (b) holds, then by Theorem 6.11 ϕ
is of (0, n)-type and of (m, 0) type with some m,n ≥ 0 and therefore ϕ[m+n] is a 1-
block endomorphism of (X [m+n], σ[m+n]), which proves (c). By Remark 2.14(2) (c)
implies (d). By Theorem 6.11 and Proposition 6.5, (d) implies (a). The remainder
of (1) follows from Proposition 6.13(1).
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(2) Since an onto symbolic endomorphism of a subshift is an symbolic auto-
morphism of the subshift, the first part of (2) holds. To prove the remainder, use
Proposition 6.9 instead of Theorem 6.11 and use Remark 2.14(1) instead of Remark
2.14(2) in the proof of (1). 
Proposition 7.2. Suppose that φ : (X, σX)→ (Y, σY ) is a factor map of an SFT
onto a sofic system.
(1) If φ[t] is weakly LR (respectively, weakly RL) with some t ≥ 1, then PL(φ) ≥
0 and QR(φ) ≥ 0 (respectively, PR(φ) ≥ 0 and QL(φ) ≥ 0).
(2) If PL(φ) ≥ 0 and QR(φ) ≥ 0 (respectively, PR(φ) ≥ 0 and QL(φ) ≥ 0), then
for some t ≥ 1 (which we can find), we can construct a onesided 1-1, weakly
LR (respectively, weakly RL) textile relation system T = (p : Γ → G[t]A , q :
Γ→ G[t]B ) with φT = φ[t], where A = L1(X) and B = L1(Y ), and moreover,
we have a onesided 1-1, weakly LR (respectively, weakly RL) textile relation
system Ts = (ps : Γ → G[t−s]A , qs : Γ → G[t−s]B ) with φTs = (φσsX )[t−s] for
s=1,. . . ,t-1.
Proof. (1) By straightforward modification in [N10, Proof of Proposition 5.1(1)],
it is proved that any weakly p-L factor map ψ of an SFT onto a sofic system has
memory zero and hence PL(ψ) ≥ 0. Therefore, (1) follows from Propositions 4.1,
3.5 and 6.5.
(2) Let J ≥ 1 such that (X [J], σX[J]) is a topological Markov shift and let GJ
be its defining graph. Suppose that φ is of (m,n)-type and given by a strictly
k right-mergible local rule f of neighborhood-size m + n. Since by Proposition
6.5 PL(φ
[J]) = PL(φ) ≥ 0, it follows that φ[J] is m left-redundant. Therefore by
Lemma 6.8 we can decrease the left redundancy of f [J] by m to obtain a local rule
g : Ln+1(GJ ) → L1(G[J]B ) such that φ[J] is of (0, n)-type and given by g. Since by
Proposition 3.5 f [J] is strictly k right-mergible, so is g (by Lemma 3.2 when X is
infinite). We have n − k ≥ 0, because n − k = QR(φ) ≥ 0 if X is infinite, and
otherwise, k = 0.
Let G = G
[J]
A and let H = G
[J]
B . Then φ
[J] is of (0, n)-type given by the k
right-mergible local rule g : Ln+1(G) → L1(H) with n ≥ k. We use the graph-
homomorphism
q+g;k : G
+
g;k → H [k+1]
(see Subsection 2.2). Each arc in G+g;k is written in the form
D+g;k(α1 . . . αn+k+1),
where α1 . . . αn+k+1 ∈ Lk+n+1(G) with αj ∈ AG. Arc D+g;k(α1 . . . αn+k+1) goes
from vertex D+g;k(α1 . . . αn+k) to vertex D
+
g;k(α2 . . . αn+k+1) with
q+g;k(D
+
g;k(α1 . . . αn+k+1)) = g(α1 . . . αn+k+1).
By Proposition 2.4(1), q+g;k is weakly right-resolving. Since α1 . . . αn+1 is uniquely
determined by arc D+g;k(α1 . . . αn+k+1) and n ≥ k, we can define another graph-
homomorphism p : G+g;k → G[k+1] by
p(D+g;k(α1 . . . αn+k+1)) = α1 . . . αk+1.
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Since α1 . . . αk+1 and D
+
g;k(α2 . . . αn+k+1) uniquely determine D
+
g;k(α1 . . . αn+k+1),
we see that p is weakly left-resolving. Thus we have a weakly LR textile-relation
system
T = (p : G+g;k → G[k+1], q+g;k : G+g;k → H [k+1]).
Clearly T is onesided 1-1 and φT = (φ
[J])[k+1] = φ[J+k].
Let t = J + k and let 0 ≤ s ≤ t − 1. From T , we have a textile relation sys-
tem Ts = (ps : Γ → G[t−s]A , qs : Γ → G[t−s]B ) such that Γ = G+g;k and for W ∈
Ln+k+1(G) = Ln+k+1(G
[J]
A ), if p(D
+
g;k(W )) = α1 . . . αk+1 and αj = aj . . . aj+J−1
for j = 1, . . . , k + 1 with a1, . . . , at ∈ A, then p(D+g;k(W )) = a1 . . . at−s, and
if q+g;k(D
+
g;k(W ) = β1 . . . βk+1 and βj = bj . . . bj+J−1 for j = 1, . . . , k + 1 with
b1, . . . , bt ∈ B, then p(D+g;k(W )) = bs+1 . . . bt. We easily see that Ts is onesided 1-1
and weakly LR and φTs = (φσ
s
X)
[t−s]. Therefore (2) is proved. 
Theorem 7.3. Let ϕ be an onto endomorphism of a topological Markov shift
(XG, σG) with ϕ one-to-one or G irreducible. Suppose that PL(ϕ) ≥ 0 and QR(ϕ) ≥
0 (respectively, PR(ϕ) ≥ 0 and QL(ϕ) ≥ 0).
(1) If ϕ is of (m,n)-type (respectively, of (n,m) type) and given by a local
rule f : Lm+n+1(G) → AG which is strictly k right-mergible (respectively,
strictly k left-mergible), then k ≤ n and ϕ is of (0, n)-type (respectively,
(n, 0)-type) and given by the strictly k right-mergible (respectively, strictly
k left-mergible) local rule g : Ln+1(G) → AG obtained from f by deleting
left-redundancy (respectively, right-redundancy) by m.
(2) Suppose that ϕ is of (0, n)-type (respectively, (n, 0)-type) and given by a
k right-mergible (respectively, k left-mergible) local rule g : Ln+1(G) →
AG with k ≤ n. Let T = (p, q+g;k : G+g;k → G[k+1]) (respectively, T =
(p, q−g;k : G
−
g;k → G[k+1]), where p is defined as follows: for w ∈ Ln+k+1(G)
p(D+g;k(w)) (respectively, p(D
−
g;k(w)) is the initial (respectively, terminal)
subpath of length k+1 of w. Then T is a onesided 1-1 and LR (respectively,
RL) textile system with ϕT = ϕ
[k+1]. Moreover (ϕσsG)
[k+1−s] (respectively,
(ϕσ−sG )
[k+1−s]) is an LR (respectively, RL) endomorphism of (XG, σG) for
s = 1, . . . , k.
(3) We can decide the expansiveness situation of ϕ.
Proof. For the proof Proposition 7.2(2), consider the case that (X, σX) = (Y, σY ) =
(XG, σG) and φ = ϕ. Then we can take J = 1 and H = G and the proof thus
modified shows that (1) is valid and also shows, under the hypothesis of (2), that
for s = 0, . . . , k we can construct a onesided 1-1, weakly LR textile system Ts with
T0 = T such that φTs = (ϕσ
s
G)
[t−s]. Using Lemma 2.1, we see that Ts is LR for
s = 0, . . . , k. Hence (2) is proved.
Since T ∗ is LR, we can decide whether ξT∗ is one-to-one or not, and whether
ηT∗ is one-to-one or not. (This follows from [N5, Lemma 6.25].) Hence we can
decide the expansiveness situation of ϕ[k+1] and hence of ϕ, by [N5, Theorem 2.5]
and [N10, Proposition 6.2]. Hence (3) is proved. 
For an onto endomorphism ϕ of a subshift , define
CR(ϕ) = max{−PL(ϕ),−QR(ϕ)}, CL(ϕ) = min{PR(ϕ), QL(ϕ)},
DR(ϕ) = min{−PL(ϕ),−QR(ϕ)}, DL(ϕ) = max{PR(ϕ), QL(ϕ)}.
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Corollary 7.4. Let ϕ be an onto endomorphism of an infinite topological Markov
shift (X, σ) such that ϕ is one-to-one or σ is topologically transitive. Let s ∈ Z.
(1) Suppose that ϕ is given by a strictly k right-mergible local rule with k 6=∞.
(a) If s < CR(ϕ), then there exists no t ≥ 1 with (ϕσs)[t] is LR.
(b) If CR(ϕ) ≤ s ≤ CR(ϕ) + k, then (ϕσs)[k+1+CR(ϕ)−s] is LR;
(c) If s ≥ k + CR(ϕ) then ϕσs is LR.
(d) We can decide the expansiveness situation of ϕσCR(ϕ).
(e) If s > CR(ϕ), then ϕσ
s is expansive.
(2) Suppose that ϕ is given by a strictly l left-mergible local rule with l 6=∞.
(a) If s > CL(ϕ), then there exists no t ≥ 1 with (ϕσs)[t] is RL.
(b) If −l+ CL(ϕ) ≤ s ≤ CL(ϕ), then (ϕσs)[l+1−CL(ϕ)+s] is RL.
(c) If s ≤ −l + CL(ϕ), then ϕσs is RL.
(d) We can decide the expansiveness situation of ϕσCL(ϕ).
(e) If s < CL(ϕ), then ϕσ
s is expansive.
Proof. (1) Statement (a) follows from Propositions 4.1(1), 3.5(3), 6.12(3) and 6.5(2).
To prove (b), Let ψ = ϕσCR(ϕ). Then ψ is given by a strictly k right mergible
local rule. (For suppose that ϕ is of (m0, n0)-type and given by a strictly k right-
mergible local rule f : Lm0+n0+1(X)→ L1(X). Then, since n0 = k+QR(ϕ) (when
X is infinite; recall Standing convention II for proofs), we have CR(ϕ) = −n0+k+
QR(ϕ) + CR(ϕ) ≥ −n0 + k ≥ −n0. If −n0 ≤ CR(ϕ) ≤ m0, then ψ is given by f .
If CR(ϕ) ≥ m0, then ψ is given by the local rule obtained from f by adding left-
redundancy by CR(ϕ)−m0, which is still strictly k right-mergible by Lemma 3.2.)
Therefore, since PR(ψ) = PL(ϕ) + CR(ϕ) ≥ 0 and QR(ψ) = QR(ϕ) + CR(ϕ) ≥ 0,
it follows by Theorem 7.3(1) that for n = k +QR(ψ), ψ is of (0, n)-type and there
exists a strictly k right-mergible local rule g : Ln+1(X) → L1(X) which gives ψ.
Applying Theorem 7.3(2) to ψ, we see that (ψσs)[k+1−s] is LR for s = 0, . . . , k.
Thus (b) is proved.
Since ϕσk+CR(ϕ) is LR, ϕσk+CR(ϕ)+s is LR for all s ≥ 0, by [N5, Corollary
3.18(1)] (because σ is LR), so that (c) is proved. By Theorem 7.3, (d) follows.
By Proposition 6.12(3) and Theorem 4.2, it follows that if s > CR(ϕ), then ϕσ
s
is right σ-expansive and left σ-expansive, and hence expansive (see Subsection 2.1).
Therefore (e) is proved.
(2) By symmetric arguments to the above. 
NB [N5, Proposition 6.30] erroneously asserts that an endomorphism ϕ of a
topological Markov shift (X, σ) is right-closing (respectively, left-closing) if and
only if ϕσl is LR (ϕσ−l is RL) for some (all sufficiently large) l. Corollary 7.4 give
a correction to it with refinements. If “LR” (respectively,“RL”) in it is replaced
by “weakly LR” (respectively, “weakly RL”), we have another corrected version
of it, which [N5, Proof of Proposition 6.30] with obvious corrections proves and is
generalized to factor maps between subshifts in [N10, Proposition 7.10].
Here we remark the following. Suppose that ϕ is an onto endomorphism of a
topological Markov shift (X, σ). Then ϕ is LR up to higher block conjugacy if and
only If ϕ is p-L and q-R. (This is proved by Proposition 6.9, Theorem 4.2(1) and
Propositions 6.5(2) and 3.5(3) and Theorem 7.3.) If ϕ is p-L and q-R, then ϕ is not
necessarily LR. (See [N4] together with [N5, Section 10, Example 2]).
Let G be a nondegenerate graph. Let MG = (mu,v)u,v∈VG be the adjacency
matrix ofG (defined in Section 2). Let LG = (lu,a)u∈VG,a∈AG denote the rectangular
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matrix with indexing set VG × AG such that lu,a = 1 if iG(a) = u and otherwise
lu,a = 0. Let RG = (ra,v)a∈AG,v∈VG, denote the rectangular matrix with indexing
set AG × VG such that ra,v = 1 if tG(a) = v and otherwise ra,v = 0. Then
MG = LGRG and MG[2] = RGLG.
Recall the definition of the product of graphs G and H with VG = VH (given
before Remark 2.15). For k ≥ 0, let Gk denote the graph defined as follows: G0
is the graph such that VG0 = VG and MG0 is the identity matrix, and for k ≥ 1,
Gk = GGk−1.
Lemma 7.5. Let G be a nondegenerate graph. Let t ≥ 1. Suppose that H is a
nondegenerate graph with VH = VG[t] such that
MHMG[t] =MG[t]MH .
Then there exists a nondegenerate graph K with VK = VG such that
LGMH =MKLG, MHRG = RGMK
and hence
MKMG =MGMK
and such that the onesided topological Markov shifts (X˜Hi(G[t])j+1 , σ˜Hi(G[t])j+1) and
(X˜KiGj+1 , σ˜KiGj+1) are topologically conjugate for all i, j ≥ 0.
Proof. Since G[t] = (G[t−1])[2], if we show the lemma in case t = 2, then the lemma
follows by induction.
Let MHG[2] = (ma,b)a,b∈AG . Since MHG[2] =MHMG[2] =MG[2]MH , we have
MHG[2] = (ma,b)a,b∈AG =MHRGLG = RGLGMH .
Since MHG[2] = RG(LGMH), it follows that for each u ∈ VG, all a-rows of MHG[2]
with a ∈ t−1G (u) are the same and equal to the u-row of LGMH . Since MHG[2] =
(MHRG)LG, it follows that for each v ∈ VG, all a-columns ofMHG[2] with a ∈ i−1G (v)
are the same and equal to the v-column of MHRG. Hence we can define a graph
K by MK = (ku,v)u,v∈VG with ku,v = ma,b if a ∈ t−1G (u) and b ∈ i−1G (v). We have
RGMKLG =MHG[2] .
Therefore, since MHG[2] = RG(LGMH), we have MKLG = LGMH , and since
MHG[2] = (MHRG)LG, we have RGMK =MHRG. Therefore, we have
MKMG =MKLGRG = LGMHRG = LGRGMK =MGMK .
Since
MHi(G[2])j+1 =M
i
HM
j+1
G[2]
=M iH(RGLG)
jRGLG =M
i
HRG(LGRG)
jLG,
MKiGj+1 =M
i
KM
j+1
G =M
i
KLGRG(LGRG)
j = LGM
i
HRG(LGRG)
j
and LG is a zero-one matrix with exactly one 1 in each column and no rows all zero,
by well-known Williams’ conjugacy result for onesided topological Markov shifts
[Wi] we see that the onesided topological Markov shifts (X˜Hi(G[2])j+1 , σ˜Hi(G[2])j+1)
and (X˜KiGj+1 , σ˜KiGj+1) are topologically conjugate. 
For an onto endomorphism ϕ of a transitive topological Markov shift, let rϕ and
lϕ denote the right and left multipliers of Boyle [Bo1]. (An explanation of them is
found in [N5, pp.52–56]. Note that rϕ = 1/R(ϕ) and lϕ = 1/L(ϕ) for R(ϕ) and
L(ϕ) appearing in [Bo1] and [N5].)
Let h(ϕ) denote the topological entropy of an endomorphism ϕ of a subshift.
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For a subshift (X, σ) and its endomorphism with memory zero, let (X∼, σ∼) and
ϕ∼ denote (X˜, σ˜) and ϕ˜, respectively.
Theorem 7.6. (1) If ϕ is an onto endomorphism of a topological Markov
shift (XG, σG) such that for some t ≥ 1, ϕ[t] is an LR endomorphism
of (XG[t] , σG[t]), then ϕ has memory zero and there exists a nondegen-
erate graph K with MGMK = MKMG such that for all i ≥ 0, j ≥ 1,
(X˜G, ϕ˜
iσ˜jG) is topologically conjugate to the onesided topological Markov
shift (X˜KiGj , σ˜KiGj ) and the inverse limit system of ϕ
iσjG is topologically
conjugate to (XKiGj , σKiGj ).
(2) If ϕ is an onto endomorphism of the full n-shift (X, σ) such that for some
t ≥ 1 ϕ[t] is an LR endomorphism of (X [t], σ[t]), then for some integer
k ≥ 1,
(7.1) h(ϕ) = h(ϕ˜) = log rϕ = log k
and for all i ≥ 0, j ≥ 1, (X˜, ϕ˜iσ˜j) is topologically conjugate to the onesided
full kinj-shift and the inverse limit system of ϕiσj is topologically conjugate
to the full kinj-shift.
Proof. (1) Let i ≥ 0 and j ≥ 1. Suppose that ϕ[t] is an LR endomorphism of
(XG[t] , σG[t]). Since ϕ
[t] is a p-L endomorphism of (XG[t] , σG[t]), ϕ has memory zero
(by Propositions 6.9 and 6.5(2)), and hence the induced endomorphism ϕ˜ of the
induced onesided topological Markov shift (X˜, σ˜) can be defined. Since ϕ[t] is an LR
endomorphism of (XG[t] , σG[t]), there exists a onesided 1-1, LR textile system T over
G[t] such that ϕT = ϕ
[t]. Let G∗ be the nondegenerate graph over which the dual T ∗
is defined. Then by [N5, Proposition 6.1] that MG[t]MG∗ = MG∗MG[t] . It follows
from [N5, Corollary 6.7(2)] that ((X
[t]
G )
∼, ((ϕ[t])i(σ
[t]
G )
j)∼) is topologically-conjugate
to (X˜(G∗)i(G[t])j , σ˜(G∗)i(G[t])j ). By Lemma 7.5, there exists a nondegenerate graph
K with MKMG = MGMK such that (X˜KiGj , σ˜KiGj ) is topologically-conjugate
to (X˜(G∗)i(G[t])j , σ˜(G∗)i(G[t])j ). Therefore (X˜G, ϕ˜
iσ˜jG) is topologically conjugate to
(X˜KiGj , σ˜KiGj ).
The proof of the remainder of (1) is similar, but use [N5, Theorem 6.3(3)] instead
of [N5, Corollary 6.7(2)].
(2) We consider the proof of (1) for the case that (XG, σG) = (X, σ) (with
notation being the same as in it).
Since the defining graph G of (X, σ) is a one-vertex graph, so is K, because
MKMG =MGMK . If K has exactly k arcs, then the conclusions of (2) follow from
(1) except for (7.1).
By the proof of (1) ((X
[t]
G )
∼, (ϕ[t]σ
[t]
G )
∼) is topologically-conjugate to (X˜KG, σ˜KG).
Therefore,
h(ϕ[t]σ[t]) = h((ϕ[t]σ
[t]
G )
∼) = h(σ˜KG) = log kn = log k + logn.
By Boyle [Bo1] we know that if ψ and ψ′ are onto endomorphisms of an irreducible
topological Markov shift, then rψψ′ = rψrψ′ . Using this and [N5, Theorem 6.31(2)]
(noting that ϕ[t] and σ[t] are LR endomorphisms of (X [t], σ[t]) and hence so is ϕ[t]σ[t]
by [N5, Corollary 3.18(1)]), we see that
h(ϕ[t]σ[t]) = log rϕ[t]σ[t] = log rϕ[t] + log rσ[t]
=h(ϕ[t]) + h(σ[t]) = h(ϕ) + h(σ) = h(ϕ) + logn.
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Therefore we have h(ϕ) = log k.
By [N5, Theorem 6.31(2)] h(ϕ[t]) = h((ϕ[t])∼) = rϕ[t] , and hence h(ϕ) = h(ϕ˜) =
rϕ, because by Boyle [Bo1], rϕ is an invariant of topological conjugacy between
endomorphisms of irreducible topological Markov shifts.
Therefore (7.1) is proved. 
Corollary 7.7. Let ϕ be an onto endomorphism of the full n-shift (X, σ).
(1) If PL(ϕ) ≥ 0 and QR(ϕ) ≥ 0, then for some integer k ≥ 1,
h(ϕ) = h(ϕ˜) = log rϕ = log k
and for all i ≥ 0 and j ≥ 1, the dynamical system (X˜, ϕ˜iσ˜j) is topologically
conjugate to the onesided full kinj-shift and the inverse limit system of ϕiσj
is topologically conjugate to the full kinj-shift.
(2) If PR(ϕ) ≥ 0 and QL(ϕ) ≥ 0, then for some integer k ≥ 1,
h(ϕ) = log lϕ = log k
and for all i ≥ 0 and j ≥ 1, the inverse limit system of ϕiσ−j is topologically
conjugate to the full kinj-shift.
Proof. By Theorems 7.3(1),(2) and 7.6(2), (1) is proved. By symmetry, (2) follows
from (1). 
Theorem 7.8. Let ϕ be an endomorphism of a subshift (X, σ). Let s ∈ Z.
(1) (a) ϕ[t] is weakly LR with some t ≥ 1 if and only if PL(ϕ) ≥ 0 and
QR(ϕ) ≥ 0.
(b) If (ϕσs)[t] is weakly LR with some t ≥ 1, then s ≥ CR(ϕ); there exists
t ≥ 1 such that for CR(ϕ) ≤ s ≤ CR(ϕ) + t − 1, (ϕσs)[t−s+CR(ϕ)] is
weakly LR, and so is ϕσs for s ≥ CR(ϕ) + t.
(c) If s > CR(ϕ) and ϕ is onto, then ϕσ
s is expansive.
(2) (a) ϕ[t] is weakly RL with some t ≥ 1 if and only if PR(ϕ) ≥ 0 and
QL(ϕ) ≥ 0.
(b) If (ϕσs)[t] is weakly RL with some t ≥ 1, then s ≤ CL(ϕ); there exists
t ≥ 1 such that for CL(ϕ) − t + 1 ≤ s ≤ CL(ϕ), (ϕσs)[t+s−CL(ϕ)] is
weakly RL, and so is ϕσs for all s ≤ CL(ϕ)− t.
(c) If s < CL(ϕ) and ϕ is onto, then ϕσ
s is expansive.
Proof. (1)(a) The “only-if” part follows from Theorems 5.2 and 6.11 and Proposi-
tions 3.5 and 6.5. .
To prove the “if” part together with more for proving (b), assume that PL(ϕ) ≥ 0
and QR(ϕ) ≥ 0. It follows from Lemmas 5.1 and 6.10 that there exists J ∈ N such
that QR(φ
〈J,ϕ〉) = QR(ϕ) and PL(φ
〈J,ϕ〉) = PL(ϕ). Since PL(φ
〈J,ϕ〉) ≥ 0 and
QR(φ
〈J,ϕ〉) ≥ 0, it follows from Proposition 7.2 that there exists t ≥ 1 such that for
s = 0, . . . , t− 1 we have a onesided 1-1, weakly LR textile-relation system
Ts = (ps : Γ→ G[t−s]A , qs : Γ→ G[t−s]A ) with A = L1(X)
such that φTs = (φ
〈J,ϕ〉σs
X〈J〉
)[t−s]. We can regard Ts as a textile system Ts =
(ps, qs : Γ → G[t−s]A ), which is onesided 1-1 and weakly LR. Let Zs = ξ
−1
Ts (X
[t−s])
for s = 0, . . . , t − 1. Then, since Zs ⊂ ZTs with ξTs(Zs) ⊃ ηTs(Zs) and ξTs |Zs
one-to-one, there exists a unique onesided 1-1 half-textile-subsystem Us of Ts with
ZUs = Zs. Since (ϕσ
s)[t−s] = ϕUs , we conclude that (ϕσ
s)[t−s] is weakly LR for
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s = 0, . . . , t − 1, and hence, in particular the “if” part is proved. Further, since
ϕσt−1 is weakly LR, it follows from Proposition 2.8(3) that ϕσs is weakly LR for
all s ≥ t. Therefore we have proved the following (∗).
(∗) If PL(ϕ) ≥ 0 and QR(ϕ) ≥ 0, then there exists t ≥ 1 such that (ϕσs)[t−s] is
weakly LR for s = 0, . . . , t− 1 and ϕσs is weakly LR for all s ≥ t.
(b) For the first assertion, substitute ϕσs for ϕ in (a); for the second, apply (∗)
to ϕσCR(ϕ). Then by using Propositions 3.4 and 6.4, (b) is proved.
(c) By [N10, Proposition 7.6(3)].
(2) By symmetric arguments to the above, (2) is proved. 
Proposition 7.9. Let ϕ be an endomorphism of an infinite subshift (X, σ).
(1) PL(ϕ) +QL(ϕ) and PR(ϕ) +QR(ϕ) are nonpositive and hence
QL(ϕ) ≤ −PL(ϕ), PR(ϕ) ≤ −QR(ϕ) and CL(ϕ) ≤ CR(ϕ).
(2) If ϕ is (m,n)-type then −n ≤ PR(ϕ) ≤ −QR(ϕ), QL(ϕ) ≤ −PL(ϕ) ≤ m,
and hence
(a) if QR(ϕ) +QL(ϕ) ≥ 0 then
−n ≤ PR(ϕ) ≤ −QR(ϕ) ≤ QL(ϕ) ≤ −PL(ϕ) ≤ m,
(b) if QR(ϕ) +QL(ϕ) ≤ 0 then
−n ≤ DL(ϕ) ≤ DR(ϕ) ≤ m.
Proof. (1) Assume that PL(ϕ) + QL(ϕ) > 0. Then QL(ϕ) ∈ Z, because X is
infinite and hence QL(ϕ) < ∞. By Proposition 5.2(2), ϕσQL(ϕ)−1 is (weakly q-L
and) positively right σ-expansive. Since QL(ϕ) − 1 ≥ −PL(ϕ) (by assumption), it
follows from Theorem 6.11 that ϕσQL(ϕ)−1 is weakly p-L. Therefore we are led to a
contradiction, because there exists no endomorphism of (X, σ) which is weakly p-L
and positively right σ-expansive. We shall prove this in the following.
Assume that there exists an endomorphism ψ which is weakly p-L and positively
right σ-expansive. Let x, y ∈ X and put ψi(x) = (ai,j)i≥0,j∈Z with ai,j , bi,j ∈
L1(X). Since ψ is positively right σ-expansive, there exists δ ≥ 0 such that if
dX(σ
jψj(x), σjψj(y)) ≤ δ for all i, j ≥ 0 then x = y. Hence there exists m > 0
such that if ai,j = bi,j for all i ≥ 0, j ≥ −m, then x = y. Since ψ is weakly p-L,
by Theorem 6.11 ψ has memory zero. Therefore, if a0,j = b0,j for all j ≥ −m,
then ai,j = bi,j for all i ≥ 0, j ≥ −m and hence x = y. This implies that for any
x = (a0,j)j∈Z ∈ X , (a0,j)j≥−m uniquely determines x, which cannot be the case
because (X, σ) is an infinite subshift.
We have proved that PL(ϕ) + QL(ϕ) ≤ 0. By symmetry we have PR(ϕ) +
QR(ϕ) ≤ 0.
(2) By (6.3) and (1). 
A direct proof of the first inequality of Proposition 7.9(1) for the case that ϕ
is an automorphism of a topological Markov shift or ϕ is an onto endomorphism
of a transitive topological Markov shift is given by replacing Theorem 6.11 by
Proposition 6.9 and Theorem 5.2(2) by Theorem 4.2(2) and by deleting “weakly”
in the general proof above; the second one follows from the first by symmetry.
Proposition 7.10. Let ϕ be an endomorphism of a subshift (X, σ).
(1) The following conditions are equivalent:
(a) ϕ is weakly LL (respectively, weakly RR);
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(b) PL(ϕ) ≥ 0 and QL(ϕ) ≥ 0 (respectively, PR(ϕ) ≥ 0 and QR(ϕ) ≥ 0);
(c) For some n ≥ 0, ϕ is of (0, n)-type (respectively, (n, 0)-type) and given
by a zero left-mergible (respectively, zero right-mergible) local rule f :
Ln+1(X)→ L1(X).
If in addition X is infinite, then (b) is equivalent to the condition that
PL(ϕ) = QL(ϕ) = 0 (respectively, PR(ϕ) = QR(ϕ) = 0).
(2) The following conditions are equivalent if X is infinite:
(a) There exists s ∈ Z with ϕσs weakly LL (respectively, weakly RR);
(b) PL(ϕ) +QL(ϕ) = 0 (respectively, PR(ϕ) +QR(ϕ) = 0);
(c) ϕσ−PL(ϕ) is weakly LL (respectively, ϕσ−QR(ϕ) is weakly RR).
(3) When (X, σ) is a topological Markov shift, if ϕ is bijective or if ϕ is onto
with σ transitive, then all “weakly” can be deleted in (1) and (2).
Proof. (1) Assume (a). Then PL(ϕ) ≥ 0 by Theorem 6.11, and QL(ϕ) ≥ 0 by
Theorem 5.2(2). Hence (b) follows by Proposition 7.9(1).
Assume (b). Since PL(ϕ) ≥ 0, it follows from Theorem 6.11 that ϕ is of (0, n)-
type and given by a local rule f : Ln+1(X) → L1(X) with some n ≥ 0. If f is
strictly l left mergible, then 0− l = QL(ϕ) ≥ 0. Hence l = 0 and (c) is proved.
Assume (c). Let T = (p, q : G[X,n+ 1] → GA) with A = L1(X) be the textile
system defined as follows: for each arc α = a0 . . . an in G[X,n + 1] with aj ∈ A,
p(α) = a0 and q(α) = f(a0 . . . an). (Recall thatG[X, s] was defined at the beginning
of Section 5.) Then ξT is one-to-one. Clearly p is weakly left-resolving. Since f is
zero left-mergible, q is weakly left-resolving. Let Z = ξ
−1
T (X). Then, since Z ⊂ ZT
with ξT (Z) ⊃ ηT (Z) and ξT |Z is one-to-one, there exists a unique onesided 1-1
half-textile-subsystem U of T with ZU = Z. Since ϕ = ϕU , we see that ϕ is weakly
LL and (a) follows.
The remainder follows from Proposition 7.9(1).
(2) By (1) and Propositions 6.4 and 3.4.
(3) The proof of (1) with “weakly” deleted is the same as that of the original
(1) except for the following. To prove that (a)(without “weakly”) implies (b) and
that (b) implies (c), use Proposition 6.9 and Theorem 4.2(2) instead of Theorem
6.11 and Theorem 5.2(2), respectively. To prove that (c) implies (a) with “weakly”
deleted, a onesided 1-1, LL textile system T with ϕT = ϕ is directly given as
follows. If (X, σ) = (XG, σG), then define T = (p, q : G
[n+1] → G), where for
α = a0 . . . an ∈ AG[n+1] with aj ∈ AG, p(α) = a0 and q(α) = f(a0 . . . an). Clearly,
T is weakly LL. Hence, by Lemma 2.1, T is LL.
The proof of the claim (2) with “weakly” deleted is given by (1) with “weakly”
deleted and Propositions 6.4 and 3.4. 
For more information on onto LL endomorphisms and LL automorphisms of
topological Markov shifts, see [N8, Section 5].
Proposition 7.11. (1) If ϕ is an automorphism of a subshift, then
QL(ϕ) = PL(ϕ
−1), QR(ϕ) = PR(ϕ
−1),
CL(ϕ
−1) = −CR(ϕ), DL(ϕ−1) = −DR(ϕ).
(2) If ϕ is an automorphism of an infinite subshift, then
QR(ϕ) +QL(ϕ) ≤ 0 and DL(ϕ) ≤ DR(ϕ).
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(3) If ϕ is a symbolic automorphism of an infinite subshift, then PL(ϕ) =
QR(ϕ) = PR(ϕ) = QL(ϕ) = 0.
(4) If ϕ is a symbolic automorphism of an infinite subshift (X, σ), then for any
endomorphism ψ of (X, σ), ϕψ and ψϕ have the same onesided resolving
degrees as ψ.
Proof. (1) Let s ∈ Z. By Proposition 6.12(2), s ≥ −PL(ϕ−1) if and only ϕ−1σs is
weakly p-L. The latter holds if and only if ϕσ−s is weakly q-L. The latter holds if
and only if −s ≤ QL(ϕ), by Theorem 5.2(2). Therefore, s ≥ −PL(ϕ−1) if and only
if s ≥ −QL(ϕ), and hence PL(ϕ−1) = QL(ϕ). The proof that QR(ϕ) = PR(ϕ−1) is
similar. The remainder follow from the first two equations.
(2) By Proposition 6.13(1), PR(ϕ
−1) + PL(ϕ
−1) ≤ 0. Hence by (1), QR(ϕ) +
QL(ϕ) ≤ 0. Therefore by Proposition 7.9(2)(b), DL(ϕ) ≤ DR(ϕ).
(3) By Proposition 7.1, PL(ϕ) = PR(ϕ) = 0. Since ϕ
−1 is a symbolic automor-
phism, we have PL(ϕ
−1) = PR(ϕ
−1) = 0. Hence by (1), QL(ϕ) = QR(ϕ) = 0.
(4) Since ϕ−1 is also a symbolic automorphism, the results follow from Proposi-
tions 3.8 and 6.7 and (3). 
8. Endomorphisms having resolving powers
8.1. Endomorphisms having resolving powers. Let ϕ be an endomorphism of
a subshift (X, σ). Let s ∈ N. For x ∈ X , let
ρ∗ϕ,s(x) = ((ai,j)0≤i≤s−1)j∈Z,
where (ai,j)j∈Z = ϕ
i(x) for i = 0, . . . , s− 1 with ai,j ∈ L1(X). We often write
ρ∗ϕ,s(x) = (ai,j)0≤i≤s−1,j∈Z.
Let
X [
∗
ϕs] = {ρ∗ϕ,s(x)
∣∣ x ∈ X}.
Then we have a subshift (X [
∗
ϕs], σ[
∗
ϕs]), which is called the ϕ-dual higher-block system
of order s of (X, σ), such that
L1(X
[∗ϕs]) ⊂ {(ai)0≤i≤s−1
∣∣ ai ∈ L1(X)}
and have a topological conjugacy ρ∗ϕ,s : (X, σ)→ (X [
∗
ϕs], σ[
∗
ϕs]), which is called the
ϕ-dual higher-block conjugacy of order s or a dual higher-block conjugacy. We also
have an endomorphism ϕ[
∗s] of (X [
∗
ϕs], σ[
∗
ϕs]) by
ϕ[
∗s] = ρ∗ϕ,sϕ(ρ
∗
ϕ,s)
−1,
which is called the dual higher-block presentation of order s of ϕ. Clearly, the
endomorphism ϕ of (X, σ) is topologically conjugate to the endomorphism ϕ[
∗s] of
(X [
∗
ϕs], σ[
∗
ϕs]) through ρ∗ϕ,s : (X, σ, ϕ)→ (X [
∗
ϕs], σ[
∗
ϕs], ϕ[
∗s]).
Let N ≥ 1. For convenience, each element α1 . . . αN of LN(X [∗ϕs]) such that
αj = (ai,j)0≤i≤s−1 ∈ L1(X [∗ϕs]) with ai,j ∈ L1(X) will often be written
(ai,j)0≤i≤s−1,1≤j≤N .
Clearly, if (ai,j)0≤i≤s−1,1≤j≤N ∈ LN (X [∗ϕs]), then ai,1 . . . ai,N ∈ LN(X) for i =
0, . . . , s− 1.
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In [N5, Proof of Proposition 8.2], it was shown that for an automorphism ϕ of
a subshift (X, σ), if ϕs is the identity map with s ≥ 1, then ϕ[∗s] is a symbolic au-
tomorphism of (X [
∗
ϕs], σ[
∗
ϕs]), and hence ϕ is an essentially symbolic automorphism
of (X, σ).
Mike Boyle [Bo2] proved the theorem below (for onto endomorphisms of sub-
shifts) and suggested the possibility of proving the main results of [N5, Section 7]
on resolving endomorphisms of topological Markov shifts without using the long
theory of “resolvable textile systems” developed there.
Theorem 8.1 (Boyle [Bo2]). Let ϕ be an endomorphism of a subshift (X, σ). Let
s ≥ 1.
(1) If ϕs is weakly p-L (respectively, weakly p-R), then so is ϕ[
∗s], and hence ϕ
is essentially weakly p-L (respectively, essentially weakly p-R).
(2) If ϕs is a weakly LR automorphism of (X, σ), then ϕ is essentially weakly
LR.
(3) When (X, σ) is a topological Markov shift, if ϕs is p-L (respectively, p-R),
then so is (ϕ[
∗s])[t] for some t ≥ 1.
Proof. (1) Since ϕs is weakly p-L, it follows from Theorem 6.11 (the equivalence of
(2) and (3)) ϕs is of (0, n)-type and given by a local-rule f : Ln+1(X) → L1(X)
with some n ≥ 0. We define a local-rule F : Ln+1(X [∗ϕs]) → L1(X [∗ϕs]) as follows:
F = f if s = 1; if s ≥ 2, then for each
W = (ai,j)0≤i≤s−1,1≤j≤n+1 ∈ Ln+1(X [∗ϕs]), ai,j ∈ L1(X),
F (W ) = (ai)1≤i≤s, where
ai = ai,1 for i = 1, . . . , s− 1, and as = f(a0,1 . . . a0,n+1).
Then it is clear that ϕ[
∗s] is a block-map of (0, n)-type given by the local-rule F .
Therefore, again by Theorem 6.11 (the equivalence of (2) and (3)), ϕ[
∗s] is weakly
p-L, and hence ϕ is essentially weakly p-L.
(2) Since ϕs is weakly p-L and ϕ−s is weakly p-R (because ϕs is weakly q-R), it
follows from (1) that ϕ[
∗s] is weakly p-L and (ϕ−1)[
∗s] = (ϕ[
∗s])−1 is weakly p-R.
Hence it follows from [N10, Proposition 7.5] that for some t ≥ 1 (ϕ[∗s])[t] is weakly
LR, and hence ϕ is essentially weakly LR.
(3) Since (X [
∗
ϕs], σ[
∗
ϕs]) is an SFT, (ϕ[
∗s])[t] is an endomorphism of a topological
Markov shift for some t ≥ 1. Using this and [N10, Proposition 5.1(1)] (instead of
[N10, Proposition 7.5(1)]), (3) is proved in a similar way to the proof of (1). 
Moreover, Theorem 8.1(3) gives a very short proof for [N5, Theorem 7.22(1)] that
if ϕs is a p-L endomorphism of a topological Markov shift, then ϕ is an essentially
p-L endomorphism of the shift, and also a similar proof to that of (2) using it
together with [N10, Proposition 5.1] (instead of [N10, Proposition 7.5]) proves that
if ϕs is an LR automorphism of a topological Markov shift, then ϕ is an essentially
LR automorphism of the shift, which is the automorphism case of [N5, Theorem
7.22(2)].
Proposition 8.2. Let ϕ be an endomorphism of a subshift (X, σ). Let s ≥ 1.
(1) If PL(ϕ
s) ≥ 0, then PL(ϕ[∗s]) ≥ 0.
(2) If PR(ϕ
s) ≥ 0, then PR(ϕ[∗s]) ≥ 0.
Proof. By Theorems 8.1(1) and 6.11. 
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Remark 8.3. Suppose that ϕ is an endomorphism of a subshift (X, σ) and s ≥ 1.
Then PL(ϕ
[∗s]) ≤ PL(ϕ[∗s+1]) and PR(ϕ[∗s]) ≤ PR(ϕ[∗s+1]).
Proof. Since ϕ[
∗s+1] = (ϕ[
∗s])[
∗2], it suffices to prove the remark for s = 1.
Suppose that ϕ is of (m,n)-type and given by a local rule f : LN+1(X)→ L1(X)
with N = m + n. Define g : LN+1(X
[∗ϕ2]) → L1(X [∗ϕ2]) to be the local-rule such
that for each W = (ai,j)0≤i≤1,1≤j≤N+1 ∈ LN+1(X [∗ϕ2]) with ai,j ∈ L1(X), g(W ) =
(ai)1≤i≤2, where a1 = f(a0,1 . . . a0,N+1)(= a1,m+1) and a2 = f(a1,1 . . . a1,N+1).
Then ϕ[
∗2] is of (m,n)-type and given by g. We see that if f is I left-redundant
then so is g and that if f is J right-redundant then so is g. Therefore, since
both ϕ and ϕ[
∗2] are of (m,n)-type and given by f and g, respectively, we have
PL(ϕ) ≤ PL(ϕ[∗2]) and PR(ϕ) ≤ PR(ϕ[∗2]). 
Proposition 8.4. Let ϕ be an endomorphism of a subshift (X, σ). Let s ≥ 1.
(1) If QR(ϕ
s) ≥ 0, then QR(ϕ[∗s]) ≥ 0, and if QR(ϕs) ≤ 0, then QR(ϕ[∗s]) ≥
QR(ϕ
s).
(2) If QL(ϕ
s) ≥ 0, then QL(ϕ[∗s]) ≥ 0, and if QL(ϕs) ≤ 0, then QL(ϕ[∗s]) ≥
QL(ϕ
s).
Proof. (1) Suppose that ϕs is of (ms, ns)-type and given by a local-rule fs :
LNs+1(X) → L1(X) with Ns = ms + ns. Suppose that fs is strictly ks right-
mergible.
We define a local-rule Fs : LNs+1(X
[∗ϕs]) → L1(X [∗ϕs]) as follows: F1 = f1; if
s ≥ 2, then for each
W = (ai,j)0≤i≤s−1,1≤j≤Ns+1 ∈ LNs+1(X [
∗
ϕs]), ai,j ∈ L1(X),
Fs(W ) = (ai)1≤i≤s, where
ai = ai,ms+1 for i = 1, . . . , s− 1, and as = fs(a0,1 . . . a0,Ns+1).
Then it is clear that ϕ[
∗s] is a block-map of (ms, ns)-type given by Fs.
We may assume that s ≥ 2. Suppose that QR(ϕs) ≥ 0. Then ks ≤ ns, and
hence fs is ns right-mergible. To prove that Fs is ns right-mergible, let
(ai,j)0≤i≤s−1,j∈Z and (bi,j)0≤i≤s−1,j∈Z, ai,j , bi,j ∈ L1(X)
be two points in X [
∗
ϕs] such that (ai,j)0≤i≤s−1 = (bi,j)0≤i≤s−1 for all j ≤ 0 and
Fs((ai,J )0≤i≤s−1,j−Ns≤J≤j) = Fs((bi,J )0≤i≤s−1,j−Ns≤J≤j) for j = 1, . . . , ns + 1.
Then, by the definition of Fs, we have
(ai,j−ns)1≤i≤s−1 = (bi,j−ns)1≤i≤s−1 for j = 1, . . . , ns + 1,(8.1)
fs((a0,J )j−Ns≤J≤j) = fs((b0,J)j−Ns≤J≤j) for j = 1, . . . , ns + 1.(8.2)
Since (a0,j)j∈Z, (b0,j)j∈Z ∈ X with (a0,j)j≤0 = (b0,j)j≤0 and fs is ns right-mergible,
it follows from (8.2) that a0,1 = b0,1. Combining this with (8.1) for the case that
j = ns+1, we have (ai,1)0≤i≤s−1 = (bi,1)0≤i≤s−1. Therefore Fs is ns right-mergible,
and hence QR(ϕ
[∗s]) ≥ 0.
Assume that QR(ϕ
s) ≤ 0. Then ks ≥ ns. To prove that Fs is ks right-mergible,
let
(ai,j)0≤i≤s−1,j∈Z and (bi,j)0≤i≤s−1,j∈Z, ai,j , bi,j ∈ L1(X)
be two points in X [
∗
ϕs] such that (ai,j)0≤i≤s−1 = (bi,j)0≤i≤s−1 for all j ≤ 0 and
Fs((ai,J )0≤i≤s−1,j−Ns≤J≤j) = Fs((bi,J )0≤i≤s−1,j−Ns≤J≤j) for j = 1, . . . , ks + 1.
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Then, by the definition of Fs, we have
(ai,j−ns )1≤i≤s−1 = (bi,j−ns)1≤i≤s−1 for j = 1, . . . , ks + 1,(8.3)
fs((ai,J )0,j−Ns≤J≤j) = fs((bi,J )0,j−Ns≤J≤j) for j = 1, . . . , ks + 1.(8.4)
Since (a0,j)j∈Z, (b0,j)j∈Z ∈ X with (a0,j)j≤0 = (b0,j)j≤0 and fs is ks right-mergible,
it follows from (8.4) that a0,1 = b0,1. Combining this with (8.3) for the case that
j = ns+1, we have (ai,1)0≤i≤s−1 = (bi,1)1≤i≤s−1. Therefore Fs is ks right-mergible,
and hence QR(ϕ
[∗s]) ≥ ns − ks = QR(ϕs).
(2) By symmetry, (2) follows from (1). 
Remark 8.5. Suppose that ϕ is an endomorphism of a subshift (X, σ) and s ≥ 1.
Then QR(ϕ
[∗s]) ≤ QR(ϕ[∗s+1]) and QL(ϕ[∗s]) ≤ QL(ϕ[∗s+1]).
Proof. The proof is similar to that of Remark 8.3. For the same f and g there, we
see that if f is k right-mergible then so is g and if f is l left-mergible then so is g,
and hence we have QR(ϕ) ≤ QR(ϕ[∗2]) and QL(ϕ) ≤ QL(ϕ[∗2]). 
Theorem 8.6. Let ϕ be an endomorphism of a subshift (X, σ). Let s ≥ 1.
(1) If ϕs is weakly q-R (respectively, weakly q-L), then so is ϕ[
∗s], and hence ϕ
is essentially weakly q-R (respectively, essentially weakly q-L).
(2) When (X, σ) is a topological Markov shift, if ϕ is bijective or if ϕ is onto
with σ transitive, then it holds that if ϕs is q-R (respectively, q-L), then so
is (ϕ[
∗s])[t] for some t ≥ 1.
Proof. (1) By Proposition 8.4 and Theorem 5.2.
(2) Since ϕs is q-R, QR(ϕ
s) ≥ 0, by Theorem 4.2. Hence, it follows from Propo-
sitions 8.4 and 3.5(3) that QR((ϕ
[∗s])[t]) ≥ 0 for all t ≥ 1. Since (X [∗ϕs], σ[∗ϕs]) is an
SFT, there exists t ≥ 1 such that ((X [∗ϕs])[t], (σ[∗ϕs])[t]) is a topological Markov shift
and hence, by Theorem 4.2, (ϕ[
∗s])[t] is a q-R endomorphism of the shift. 
One can prove using the method of [N5, Section 7] that if ϕs is a q-R (respectively,
q-L) endomorphism of a topological Markov shift, then ϕ is an essentially q-R
(respectively, essentially q-L) endomorphism of the shift. Theorem 8.6(2) provides
a very short proof for an important special case of the result.
Theorem 8.7. Let ϕ be an endomorphism of a subshift (X, σ). Let s ≥ 1.
(1) (a) If ϕs is weakly p-L and weakly p-R, then (ϕ[
∗s])[t] is weakly p-biresolving
for some t ≥ 1, and hence ϕ is essentially weakly p-biresolving.
(b) If ϕs is weakly p-L and weakly q-R (respectively, weakly p-R and weakly
q-L), then (ϕ[
∗s])[t] is weakly LR (respectively, weakly RL) with some
t ≥ 1, and hence ϕ is essentially weakly LR (respectively, essentially
weakly RL).
(c) If ϕs is weakly q-L and weakly q-R, then (ϕ[
∗s])[t] is weakly q-biresolving
with some t ≥ 1, and hence ϕ is essentially weakly q-biresolving.
(d) If ϕs is weakly p-L and weakly q-L (respectively, weakly p-R and weakly
q-R), then ϕ[
∗s] is weakly LL (respectively, weakly RR), and hence ϕ
is essentially weakly LL (respectively, essentially weakly RR).
(2) Suppose that (X, σ) is a topological Markov shift and ϕ is onto.
(a) If ϕs is p-L and p-R, then (ϕ[
∗s])[t] is p-biresolving with some t ≥ 1.
If in addition, ϕ is one-to-one or σ is transitive, then the following hold.
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(b) If ϕs is p-L and q-R (respectively, p-R and q-L), then (ϕ[
∗s])[t] is LR
(respectively, RL) with some t ≥ 1.
(c) If ϕs is q-L and q-R, then (ϕ[
∗s])[t] is q-biresolving with some t ≥ 1.
(d) If ϕs is p-L and q-L (respectively, p-R and q-R), then (ϕ[
∗s])[t] is LL
(respectively, RR) for some t ≥ 1, and hence ϕ is essentially LL (re-
spectively, essentially RR).
Proof. (1)(a) By Theorem 8.1(1) ϕ[
∗s] is weakly p-L and weakly p-R, and hence by
Proposition 7.1(1) (ϕ[
∗s])[t] is weakly p-biresolving with some t ≥ 1.
(1)(b) By Theorems 6.11 and 5.2(1), PL(ϕ
s) ≥ 0 and QR(ϕs) ≥ 0. Hence by
Propositions 8.2(1) and 8.4(1), PL(ϕ
[∗s]) ≥ 0 and QR(ϕ[∗s]) ≥ 0. Therefore, by
Theorem 7.8(1) (ϕ[
∗s])[t] is weakly LR with some t ≥ 1.
(1)(c) By Theorem 5.2, QR(ϕ
s) ≥ 0 and QL(ϕs) ≥ 0 and hence, by Proposition
8.4, QR(ϕ
[∗s]) ≥ 0 and QL(ϕ[∗s]) ≥ 0. Therefore, by Theorem 5.3 (ϕ[∗s])[t] is weakly
q-biresolving with some t ≥ 1.
(1)(d) By Theorems 6.11 and 5.2(2), PL(ϕ
s) ≥ 0 and QL(ϕs) ≥ 0. Hence by
Propositions 8.2(1) and 8.4(2), PL(ϕ
[∗s]) ≥ 0 and QL(ϕ[∗s]) ≥ 0. Therefore, by
Propositions 7.10(1) ϕ[
∗s] is weakly LL.
(2)(a) By Proposition 6.9, PL(ϕ
s) ≥ 0 and PR(ϕs) ≥ 0. Hence PL(ϕ[∗s]) ≥ 0 and
PR(ϕ
[∗s]) ≥ 0 by Proposition 8.2. Since (X [∗ϕs], σ[∗ϕs]) is an SFT, for sufficiently large
t′ ((X [
∗
ϕs])[t
′], (σ[
∗
ϕs])[t
′]) is a topological Markov shift . Hence, using Proposition
6.5(2) we can apply Proposition 7.1 to (ϕ[
∗s])[t
′] to prove (2)(a).
(2)(b) By Proposition 6.9 and Theorem 4.2(1), PL(ϕ
s) ≥ 0 and QR(ϕs) ≥ 0.
Hence by Propositions 8.2(1) and 8.4(1), PL(ϕ
[∗s]) ≥ 0 and QR(ϕ[∗s]) ≥ 0. For the
same reason as above, using Propositions 6.5(2) and 3.5(3) we can apply Theorem
7.3 to (ϕ[
∗s])[t
′] for sufficiently large t′ to prove (2)(b).
(2)(c) By Theorem 4.2, QL(ϕ
s) ≥ 0 and QR(ϕs) ≥ 0. Hence by Proposition 8.4,
QL(ϕ
[∗s]) ≥ 0 and QR(ϕ[∗s]) ≥ 0. For the same reason as above, using Proposition
3.5(3) we can apply Theorem 4.4 to (ϕ[
∗s])[t
′] for sufficiently large t′ to prove (2)(c).
(2)(d) By Proposition 6.9 and Theorem 4.2(1), PL(ϕ
s) ≥ 0 and QL(ϕs) ≥ 0,
and hence by Propositions 8.2(1) and 8.4(2), PL(ϕ
[∗s]) ≥ 0 and QL(ϕ[∗s]) ≥ 0.
For the same reason as above, using Propositions 6.5(2) and 3.5(3) we can apply
Proposition 7.10(3) to (ϕ[
∗s])[t] for sufficiently large t to prove (2)(d). 
Theorem 8.7(2)(b) provides a short proof for an important special case of [N5,
Theorem 7.22(2)] that if ϕs is an LR endomorphism of a topological Markov shift,
then ϕ is an essentially LR endomorphism of the shift. Theorem 8.7(2)(c) provides
a short proof for an important special case of [N5, Theorem 7.22(3)] that if ϕs is a
q-biresolving endomorphism of a topological Markov shift, then ϕ is an essentially
q-biresolving endomorphism of the shift. By Theorem 8.7(2)(d), we obtain the
result that if ϕs is an LL endomorphism of a topological Markov shift (X, σ) with
ϕ one-to-one or σ transitive, then ϕ is essentially LL. This is a new result which
was not given by [N5].
Corollary 8.8. Let ϕ be an endomorphism of a subshift (X, σ). Let P be any
resolving term. Let i, i′ ∈ N and j, j′ ∈ Z with j/i = j′/i′.
(1) ϕiσj essentially weakly P if and only if so is ϕi′σj′ .
(2) If (X, σ) is an SFT and ϕ is onto, then ϕiσj is essentially p-L (respec-
tively, essentially p-R) if and only if so is ϕi
′
σj
′
, and ϕiσj is essentially
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p-biresolving if and only if so is ϕi
′
σj
′
. If in addition, ϕ is one-to-one or
σ is transitive, then ϕiσj is essentially P if and only if so is ϕi′σj′ .
Proof. (1) We describe a proof for the case that P is “LR”. Suppose that ϕiσj is
essentially weakly LR. Then by Remark 2.15(2), so is (ϕiσj)i
′
. Hence so is (ϕi
′
σj
′
)i
because j/i = j′/i′. Therefore, by Theorem 8.7(1)(b) ϕi
′
σj
′
is essentially weakly
LR. Hence we see that ϕiσj is essentially weakly LR if and only if so is ϕi
′
σj
′
.
Similarly (1) is proved for each P of the other resolving terms using Theorems
8.1(1), 8.6(1) and 8.7(1).
(2) The proof is similar to the above, but use Remark 2.15(1) instead of Remark
2.15(2) and use Theorems 8.1(3), 8.6(2) and 8.7(2) instead of Theorems 8.1(1),
8.6(1) and 8.7(1). 
8.2. Endomorphisms having some power with positive degree. The follow-
ing two theorems are key results for understanding the relation between “resolv-
ingness” and “expansiveness”.
Theorem 8.9. Let ϕ be an endomorphism of a subshift (X, σ).
(1) If ϕ is positively left σ-expansive (respectively, positively right σ-expansive),
then ϕ is essentially weakly q-R (respectively, essentially weakly q-L),
(2) When ϕ is onto, ϕ is essentially weakly q-R and left σ-expansive (respec-
tively, essentially weakly q-L and right σ-expansive) if and only if ϕ is
positively left σ-expansive (respectively, positively right σ-expansive).
(3) If (X, σ) is an SFT and ϕ is one-to-one or σ is topologically transitive, then
(2) with all “weakly” in them deleted hold.
Proof. (1) Let A = L1(X). Let N0 = N ∪ {0}. We define Oϕ,σ to be the set
of all two-dimensional configurations (ai,j)i∈N0,j∈Z with ai,j ∈ A such that there
exists x ∈ X with ϕi(x) = (ai,j)j∈Z for all i ∈ N0. Since ϕ is a positively left
σ-expansive, it follows that for any (ai,j)i∈N0,j∈Z ∈ Oϕ,σ, (ai,j)i∈N0,j≤0 uniquely
determines x = (a0,j)j∈Z (for a similar reason to that in the proof of the statement
(1) given after the statements (1),(2),(3) at the beginning of Subsection 11.2) and
hence in particular a0,1. (See (3) at the beginning of Subsection 11.2.) Therefore,
since Oϕ,σ is a compact subspace of the product topological space A
N×Z with a
compatible metric, a standard compactness argument shows that there exist k, l ≥ 1
such that for any (ai,j)i∈N0,j∈Z ∈ Oϕ,σ, the subconfiguration (ai,j)0≤i≤k,−l+1≤j≤0
uniquely determines a0,1.
Recalling the definitions of (X [
∗
ϕs], σ[
∗
ϕs]) (see the beginning of Section 8) ϕ[
∗s]
for s ≥ 1 and the graph G[X, s] (see the beginning of Section 5) we define a textile
system T = (p, q : Γ→ G) as follows: G = Gl+1[X [∗ϕk]], that is,
AG = {(ai,j)0≤i≤k−1,0≤j≤l | (ai,j)i∈N0,j∈Z ∈ Oϕ,σ},
VG = {(ai,j)0≤i≤k−1,0≤j≤l−1 | (ai,j)i∈N0,j∈Z ∈ Oϕ,σ}
and for each arc α = (ai,j)0≤i≤k−1,0≤j≤l,
iG(α) = (ai,j)0≤i≤k−1,0≤j≤l−1, tG(α) = (ai,j)0≤i≤k−1,1≤j≤l;
Γ = Gl+1[X
[∗ϕk+1]], that is,
AΓ = {(ai,j)0≤i≤k,0≤j≤l | (ai,j)i∈N0,j∈Z ∈ Oϕ,σ},
VΓ = {(ai,j)0≤i≤k,0≤j≤l−1 | (ai,j)i∈N0,j∈Z ∈ Oϕ,σ}
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and for each arc γ = (ai,j)0≤i≤k,0≤j≤l,
iΓ(γ) = (ai,j)0≤i≤k,0≤j≤l−1 , tΓ(γ) = (ai,j)0≤i≤k,1≤j≤1;
p and q are such that for each arc γ as above
p(γ) = (ai,j)0≤i≤k−1,0≤j≤l, q(γ) = (ai,j)1≤i≤k,0≤j≤l.
Since the subconfiguration (ai,j)0≤i≤k,0≤j≤l−1 determines a0,l in every configuration
(ai,j)i∈N0,j∈Z ∈ Oϕ,σ, we see that for each arc γ = (ai,j)0≤i≤k,0≤j≤l , iΓ(γ) =
(ai,j)0≤i≤k,0≤j≤l−1 and q(γ) = (ai,j)1≤i≤k,0≤j≤l determines γ. Hence T is weakly
q-R.
Let Z = (X [
∗
ϕk+1])[l+1]. Then, since Z ⊂ ZT with ξT (Z) ⊃ ηT (Z) and ξT |Z one-
to-one, there exists a unique onesided 1-1, half-textile-subsystem U of T with ZU =
Z. Since T is weakly q-R and (XU , σU , ϕU ) = ((X
[∗ϕk])[l+1], (σ[
∗
ϕk])[l+1], (ϕ[
∗k])[l+1])
is topologically conjugate to (X, σ, ϕ), we conclude that ϕ is an essentially weakly
q-R endomorphism of (X, σ).
(2) Since a positively left σ-expansive, onto endomorphism of (X, σ) is left σ-
expansive, the “if” part follows from (1).
To prove the “only-if” part, suppose that ϕ is essentially weakly q-R and left σ-
expansive. There exists a onesided 1-1 textile-subsystem U of a weakly q-R textile
system T such that ϕU is left σU -expansive and (XU , σU , ϕU ) and (X, σ, ϕ) are
topologically conjugate. Since ϕ is weakly left σU -expansive, by [N10, Proposition
7.2(1)] there exists k ≥ 1 such that (U [k])∗ is onesided 1-1. Since (U [k])∗ is a textile-
subsystem of the textile system (T [k])∗ which is weakly p-L because T is weakly
q-R. Therefore by [N10, Proposition 7.5(1)] ϕ(U [k])∗ has memory zero.
Let x ∈ XU and let ϕiU (x) = (ai,j)j∈Z for i ≥ 0. Suppose that ξ−1U is of (m,n)-
type. Then (ai,j)i∈N0,j≤0 determines (αi,j)i∈N,j≤−m+1, where u = (αi,j)i,j∈Z is
any textile (woven by T ) in U with αi,j ∈ ZU such that ξU ((α0,j)j∈Z) = x, and
hence it determines (αi,j)i∈N,j∈Z because ϕ(U [k])∗ has memory zero. Therefore
(ai,j)i∈N0,j≤0 determines ξU ((α1,j)j∈Z) = x. This implies that ϕU is positively left
σU -expansive. Hence ϕ is positively left σ-expansive.
(3) By (2) and Remark 2.10(2). 
Theorem 8.10. Let ϕ be an onto endomorphism of a subshift (X, σ).
(1) ϕ is essentially weakly p-L and right σ-expansive (respectively, essentially
weakly p-R and left σ-expansive) if and only if ϕ is right σ-expansive (re-
spectively, left σ-expansive) on the upper side.
(2) If (X, σ) is an SFT, then (1) with all “weakly” in it deleted holds.
Proof. (1) Let A = L1(X). We define Oϕ,σ to be the set of all two-dimensional
configurations (ai,j)i,j∈Z with ai,j ∈ A such that there exists x ∈ X with ϕi(x) =
(ai,j)j∈Z for all i ∈ Z. Since ϕ is right σ-expansive on the upper side, it fol-
lows that for any (ai,j)i,j∈Z ∈ Oϕ,σ, (ai,j)i≤0,j≥0 uniquely determines (ai,j)i≤0,j∈Z
(for a similar reason to that in the proof of the statement (1) given after the state-
ments (1),(2),(3) at the beginning of Subsection 11.2) and hence in particular a0,−1.
(See (2) at the beginning of Subsection 11.2.) Therefore, since Oϕ,σ is a compact
subspace of the product space AZ
2
with a compatible metric, a standard compact-
ness argument shows that there exist k, l ∈ N such that for every configuration
(ai,j)i,j∈Z ∈ Oϕ,σ, the subconfiguration (ai,j)−k≤i≤0,0≤j≤l−1 determines a0,−1.
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Let T = (p, q : Γ → G) be the textile system (which is the same as defined in
the proof of Theorem 8.9(1)) such that G = Gl+1[X
[∗ϕk]] and Γ = Gl+1[X
[∗ϕk+1]]
and for γ = (ai,j)0≤i≤k,0≤j≤l ∈ AΓ with ai,j ∈ A, that is, for γ = (ai,j)0≤i≤k,0≤j≤l
with (ai,j)i,j∈Z ∈ Oϕ,σ, p(γ) = (ai,j)0≤i≤k−1,0≤j≤l and q(γ) = (ai,j)1≤i≤k,0≤j≤l.
Since the subconfiguration (ai,j)0≤i≤k,1≤j≤l determines ak,0 in every configura-
tion (ai,j)i,j∈Z ∈ Oϕ,σ, it follows that for each arc γ = (ai,j)0≤i≤k,0≤j≤l, p(γ) =
(ai,j)0≤i≤k−1,0≤j≤l and tΓ(γ) = (ai,j)0≤i≤k,1≤j≤l determines γ. Hence T is weakly
p-L.
Let Z = (X [
∗
ϕk+1])[l+1]. Since Z ⊂ ZT with ξT |Z one-to-one and ξT (Z) =
ηT (Z), there exists a unique onesided 1-1, textile-subsystem U of T with ZU = Z.
Since T is weakly p-L and (XU , σU , ϕU ) = ((X
[∗ϕk])[l+1], (σ[
∗
ϕk])[l+1], (ϕ[
∗k])[l+1]) is
topologically conjugate to (X, σ, ϕ), we conclude that ϕ is an essentially weakly p-L
endomorphism of (X, σ). Since an endomorphism which is right σ-expansive on the
upper side is right σ-expansive, “if” part is proved.
To prove “only-if” part, suppose that ϕ is essentially weakly p-L and right σ-
expansive. By [N10, Proposition 7.11(1)], there exists l ∈ N such that ϕl is weakly
p-L and hence has memory 0 (by Theorem 6.11). Using this we easily observe that
for any (ai,j)i,j∈Z ∈ Oϕ,σ, (ai,j)i≤0,j≥0 determines (ai,j)i∈Z,j≥0, which determines
(ai,j)i,j∈Z because ϕ is right σ-expansive. Therefore, for any (ai,j)i,j∈Z ∈ Oϕ,σ it
holds that (ai,j)i≤0,j≥0 determines (ai,j)i,j∈Z. Hence ϕ is right σ-expansive on the
upper side.
(2) By(1) and Remark 2.10(1). 
The following proposition is “not-necessarily-onto” versions of [N10, Proposi-
tions 7.7 and 7.10]. A proof of the part (1) is given by using Theorem 8.9(1)
and modifying straightforwardly [N10, Proof of Proposition 7.7(2)](by using a half-
textile-subsystem U instead of the textile-subsystem U in it). However in the proof
below we describe another proof using Proposition 11.3 without losing consistency
in the subsequent use of the part (1). (The result [N10, Propositions 7.7] could
have been shown by using Proposition 11.2.)
Proposition 8.11. Let ϕ be a (not necessarily onto) endomorphism of a subshift.
If ϕ is positively left σ-expansive (respectively, positively right σ-expansive), then
(1) there exists k ≥ 1 such that ϕkσ−1 (respectively, ϕkσ) is essentially weakly
q-R (respectively, essentially weakly q-L), and
(2) there exists m ≥ 1 such that ϕn is weakly q-R (respectively, weakly q-L) for
all n ≥ m.
Proof. (1) Since ϕ is positively left σ expansive, by Theorem 8.9(1) ϕ is essentially
weakly q-R, and by Proposition 11.3(2) there exists k ≥ 1 such that −1/k is a pos-
itively left σ-expansive direction for ϕ, that is, ϕkσ−1 is positively left σ-expansive
and hence again by Theorem 8.9(1) ϕkσ−1 is essentially weakly q-R.
(2) By (1), ϕ is essentially weakly q-R. There exist a subshift (X1, σ1) and a
topological conjugacy θ : (X, σ)→ (X1, σ1) such that ϕ1 = θϕθ−1 is a weakly q-R
endomorphisms of (X1, σ1). Since θ and θ
−1 are right closing, by [N10, Proposition
7.10] we may assume that θ and θ−1σl1 is weakly LR for some l ≥ 0.
Since ϕ1 is positively left σ expansive, by (1) there exists k ≥ 1 such that ϕk1σ−11
essentially weakly q-R. The remainder of the proof is similar to the corresponding
part of [N10, Proof of Proposition 7.11]. 
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Theorem 8.12. If ϕ is an onto endomorphism of a subshift (X, σ) then the fol-
lowing (1), (2), (3), (4) hold.
(1) ϕ is essentially weakly p-L and right σ-expansive (respectively, essentially
weakly p-R and left σ-expansive) if and only if there exists s ≥ 1 such that
PL(ϕ
s) > 0 (respectively, PR(ϕ
s) > 0).
(2) ϕ is essentially weakly q-R and left σ-expansive (respectively, essentially
weakly q-L and right σ-expansive) if and only if there exists s ≥ 1 such that
QR(ϕ
s) > 0 (respectively, QL(ϕ
s) > 0).
(3) The following three statements are equivalent:
(a) ϕ is essentially weakly LR (respectively, essentially weakly RL) and
expansive;
(b) there exist s, t ≥ 1 such that PL(ϕs) > 0 and QR(ϕt) > 0 (respectively,
PR(ϕ
s) > 0 and QL(ϕ
t) > 0).
(c) ϕ is right σ-expansive on the upper side and positively left σ-expansive
(respectively, left σ-expansive on the upper side and positively right
σ-expansive);
(4) If (X, σ) is an SFT, then (1) with with all “weakly” in it deleted holds; if in
addition, ϕ is one-to-one or σ is topologically transitive, then (2) with all
“weakly” in it deleted holds and (3) with all “weakly” in (a) deleted holds.
If ϕ is a (not necessarily onto) endomorphism of a subshift then the following hold.
(5) ϕ is positively left σ-expansive (respectively, positively right σ-expansive) if
and only if there exists s ≥ 1 such that QR(ϕs) > 0 (respectively, QL(ϕs) >
0).
(6) ϕ is positively expansive if and only if there exist s, t ≥ 1 such that QR(ϕs) >
0 and QL(ϕ
t) > 0.
Proof. (1) Assume that ϕ is essentially weakly p-L and right σ-expansive. Then
it follows from [N10, Proposition 7.7] that there exists s1 ≥ 1 such that ϕs1σ−1 is
essentially weakly p-L endomorphism of (X, σ). Hence so is (ϕs1σ−1)2 (by Remark
2.15), and hence (ϕs1σ−1)2σ is essentially weakly p-L and right σ-expansive by [N10,
Proposition 7.6]. Therefore, it follows from [N10, Proposition 7.11] that there exists
s2 ≥ 1 such that (ϕ2s1σ−1)s2 is a weakly p-L endomorphism of (X, σ). Hence, by
Proposition 6.12(2) PL(ϕ
2s1s2) ≥ s2 > 0.
Conversely assume that PL(ϕ
s) > 0. Then it follows from Proposition 6.12(2)
that ϕs is weakly p-L and right σ-expansive. Hence, ϕ is essentially weakly p-L, by
Theorem 8.1(1), and right σ-expansive.
(2) By straightforward modifications in the proof above using Theorem 5.2(1)
(instead of Proposition 6.12(2)) and Theorem 8.6(1) (instead of Theorem 8.1(1)).
(3) We give two different proofs.
By [N10, Proposition 8.1], ϕ is essentially weakly LR and expansive if and only
if ϕ is essentially weakly p-L and right σ-expansive and essentially weakly q-R and
left σ-expansive. Using this, (1),(2) and Theorems 8.10 and 8,9 we see that (3) is
valid.
Another proof of (3) is given by showing the equivalence of (a) and (b) first and
then by using this, (1),(2) and Theorems 8.10 and 8,9. By (1) and (2), (a) implies
(b). To prove that (b) implies (a) assume that PL(ϕ
s) > 0 and QR(ϕ
t) > 0. Then
by (1) and (2), ϕ is right σ-expansive and left σ-expansive, and hence expansive (by
[N10, Corollary 7.3]). If we modify the proof of Theorem 8.7(1)(b) using Remarks
8.3 and 8.5, then we see that ϕ is essentially weakly LR.
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(4) Let (1’), (2’) and (a’) be the statements (1), (2) and (a) with all “weakly”
in these deleted, respectively. We may assume that (X, σ) is a topological Markov
shift (see Propositions 6.5(2) and 3.5(3)).
The proof of (1’) under the assumption that (X, σ) is a topological Markov
shift is similar to that of (1), but use Propositions 2.12, 2.11 and 2.13 (instead
of [N10, Proposition 7.7, 7.6 and 7.11]), [N5, Fact 3.16] (instead of Remark 2.15),
Proposition 6.12(3) (instead of 6.12(2)) and Theorem 8.1(3) (instead of Theorem
8.1(1)).
The proof of (2’) under the assumptions that (X, σ) is a topological Markov shift
and that ϕ is one-to-one or σ is topologically transitive is similar to that of (1’),
but use Theorem 4.2 (instead of Propositions 6.12(3)) and Theorem 8.6(2) (instead
of Theorem 8.1(3)).
To prove (4) it remains to show the equivalence of (a’), (b) and (c) under the
assumptions that (X, σ) is a topological Markov shift and that ϕ is one-to-one or
σ is topologically transitive. By (1’) and (2’), (a’) implies (b). To prove that (b)
implies (a’) assume that PL(ϕ
s) > 0 and QR(ϕ
t) > 0. Then by (1’) and (2’), ϕ is
right σ-expansive and left σ-expansive, and hence expansive (by [N10, Proposition
6.2] and [N5, Theorem 2.5]). Using Lemma 9.1 (appearing in the next section), we
see that PL(ϕ
st) > 0 and QR(ϕ
st) > 0. It follows from Theorem 7.3 that ϕst is
essentially LR. Hence, ϕ is essentially LR, by Theorem 8.7(2)(b).
The equivalence of (a’) and (c) follows from (3) (the equivalence of (a) and (c))
and Remark 2.10(2).
(5) Suppose that QR(ϕ
s) > 0 with some s ≥ 1. Then by Theorem 5.2 ϕs is
positively left σ-expansive, and hence so is ϕ.
Conversely suppose that ϕ is positively left σ-expansive. Then it follows from
Proposition 8.11(1) that there exists s1 ≥ 1 such that ϕs1σ−1 is essentially weakly
q-R endomorphism of (X, σ). Hence so is (ϕs1σ−1)2 (by Remark 2.15), and hence
by Theorem 5.2(1) (ϕs1σ−1)2σ is positively left σ-expansive . Therefore, it follows
from Proposition 8.11(2) that there exists s2 ≥ 1 such that (ϕ2s1σ−1)s2 is a weakly
q-R endomorphism of (X, σ). Hence, by Proposition 5.2(1) QR(ϕ
2s1s2) ≥ s2 > 0.
(6) By (5) and Proposition 11.3(3). (By (2) and Theorem 4.5 for an onto endo-
morphism ϕ.) 
Though the result Theorem 8.12(5) is given for any (not necessarily onto) en-
domorphism of any subshift, a positively right σ-expansive or positively left σ-
expansive endomorphism of a transitive SFT (X, σ) is necessarily onto ([Ku2],[Sa]).
A direct proof of Theorem 8.12(6) for the case when ϕ is an onto endomorphism
of a transitive SFT (X, σ), is given as follows. The “only-if” part follows from (2’)
in the proof above and the fact recalled after Theorem 4.5. If QR(ϕ
s) > 0 and
QL(ϕ
t) > 0, then Using Lemma 9.1 (appearing in the next section), we see that
QR(ϕ
st) > 0 and QL(ϕ
st) > 0. Therefore, by Theorem 4.6(1), ϕst is positively
expansive, and hence so is ϕ.
Here we present some results on endomorphisms of onesided subshifts.
Theorem 8.13. Let ϕ˜ be an endomorphism of a onesided-subshift (X˜, σ˜). Let ϕ
be its induced endomorphism of the induced subshift (X, σ) of (X˜, σ˜). Then the
following conditions are equivalent:
(1) ϕ˜ is positively expansive;
(2) ϕ is positively left σ-expansive;
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(3) QR(ϕ
s) > 0 for some s ≥ 1;
(4) There exists a subshift (X0, σ0), a positively left σ0-expansive, weakly LR
endomorphism ϕ0 of (X0, σ0) such that (X˜, σ˜, ϕ˜) and (X˜0, σ˜0, ϕ˜0) are topo-
logically conjugate (i.e., there exists a conjugacy θ˜ : (X˜, σ˜) → (X˜0, σ˜0)
(between onesided-subshifts) such that ϕ˜0 = θ˜ϕ˜θ˜
−1).
If in addition, (X˜, σ˜) is a transitive onesided SFT, then (1) is equivalent to each of
the following statements:
(5) ϕ is onto, essentially q-R and left σ-expansive;
(6) There exists a topological Markov shift (X0, σ0), a left σ0-expansive, LR
(onto) endomorphism ϕ0 of (X0, σ0) such that (X˜, σ˜, ϕ˜) and (X˜0, σ˜0, ϕ˜0)
are topologically conjugate.
Proof. First we prove the equivalence of (1) and (2). Assume (1). Then there
exists k ≥ 1 such that for any x, y ∈ X the following holds: if ϕi(x) = (ai,j)j∈Z
and ϕi(y) = (bi,j)j∈Z for all i ∈ N0 with ai,j , bi,j ∈ L1(X), then it holds that if
(ai,j)i∈N0,1≤j≤k = (bi,j)i∈N0,1≤j≤k then (a0,j)j≥1 = (b0,j)j≥1 and hence it holds
that if (ai,j)i∈N0,j≤0 = (bi,j)i∈N0,j≤0 then (a0,j)j≥−k+1 = (b0,j)j≥−k+1 and hence
x = y. Therefore (2) follows.
Assume (2). Let Oϕ,σ be the set of all configurations (ai,j)i∈N0,j∈Z with ai,j ∈
L1(x) such that there exists x ∈ X with ϕi(x) = (ai,j)j∈Z for all i ∈ N0. As
we saw in the proof of Theorem 8.9(1), there exist k, l ≥ 1 such that for any
(ai,j)i∈N0,j∈Z ∈ Oϕ,σ, the subconfiguration (ai,j)0≤i≤k,−l+1≤j≤0 uniquely deter-
mines a0,1. Therefore, for any (ai,j)i∈N0,j∈Z ∈ Oϕ,σ, (ai,j)i∈N0,−l+1≤j≤0 uniquely
determines (ai,j)i∈N0,−l+1≤j≤1 and hence (ai,j)i∈N0,j≥−l+1, so that it uniquely de-
termines (a0,j)j≥−l+1. Consequently for any (ai,j)i∈N0,j∈Z ∈ Oϕ,σ, (ai,j)i∈N0,1≤j≤l
determines (a0,j)j≥1, which implies (1).
By Theorem 8.12(5), (2) is equivalent to (3).
Assume (3). Then, since ϕ has memory zero, so does ϕs and hence by Theorem
6.11 ϕs is weakly p-L. Therefore, since QR(ϕ
s) > 0, it follows from Theorem 5.2(1)
that ϕs is weakly q-R and positively left σ-expansive. Therefore, by Theorem
8.7(1)(b), there exists t ≥ 1 such that (ϕ[∗s])[t] is weakly LR and positively left
σ0-expansive, where (X0, σ0) = (Y
[t], σY [t]) with Y = X
[∗ϕs]. Since ϕ has memory
zero, so does ρ∗ϕ,s, and clearly so does (ρ
∗
ϕ,s)
−1. Let θ = ρY,0,tρ
∗
ϕ,s (recalling that
ρY,0,t is the higher-block conjugacy of (0, t)-type on Y ) and let ϕ0 = θϕθ
−1. Then,
since ρY,0,t and ρ
−1
Y,0,t have memory zero, (4) is proved.
Assume (4). Then since (X, σ, ϕ) and (X0, σ0, ϕ0) are topologically conjugate,
ϕ is positively left σ-expansive and hence (2) follows.
To prove the remainder, suppose that and (X˜, σ˜) is a transitive onesided SFT.
Passing through a higher-block conjugacy between endomorphisms of onesided sub-
shifts, we may assume that (X˜, σ˜) is a transitive onesided topological Markov shift.
Since any positively expansive endomorphism of a transitive onesided SFT is
onto and conjugate to a onesided topological Markov shift [Ku1], it follows from
[N5, Theorem 3.13] and [N10, Proposition 6.2] that (1) implies (6).
Assume (6). Then there exists a onesided 1-1, nondegenerate, LR textile system
T such that (XT , σT , ϕT ) = (X0, σ0, ϕ0). Since ϕT is left σT -expansive, by [N10,
Proposition 6.2] T ∗ is onesided 1-1. Therefore, since T and T ∗ are p-L (because
T is q-R), by [N5, Lemma 3.6(1)] ξ˜T and ξ˜T∗ are one-to-one. Therefore, by [N5,
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Theorem 2.12] ϕ˜T is positively expansive, and hence (1) follows. Also (5) follows,
since (X, σ, ϕ) and (X0, σ0, ϕ0) are topologically conjugate.
By Theorem 8.12(4), (5) implies (3).
Assume (3). Then, since ϕ has memory zero, so is ϕs and hence by Proposition
6.9 ϕs is p-L. Since QR(ϕ
s) > 0, by Theorem 4.2 ϕs is q-R and left σ-expansive.
Therefore, using Theorem 8.7(2)(b) we see that (ϕ[
∗s])[t] is LR for some t ≥ 1 and
left σ0-expansive, where (X0, σ0) = (Y
[t], σY [t]) with Y = X
[∗ϕs]. Therefore (6) is
proved in a similar way to to that in the above proof that (3) implies (4). 
9. Limits of onesided resolving directions
9.1. Limits of onesided resolving directions. The following lemma directly
follows from Propositions 6.7 and 3.8.
Lemma 9.1. Let ϕ be an endomorphism of a subshift. Let s, t ≥ 0.
PL(ϕ
s+t) ≥ PL(ϕs) + PL(ϕt); PR(ϕs+t) ≥ PR(ϕs) + PR(ϕt);
QR(ϕ
s+t) ≥ QR(ϕs) +QR(ϕt); QL(ϕs+t) ≥ QL(ϕs) +QL(ϕt).
In what follows, we follow the convention that if αs = ±∞ for all s ∈ N then
lims→∞ αs = ±∞ and sups αs = ±∞.
Theorem 9.2. Let ϕ be an endomorphism of a subshift.
(1) lims→∞ PL(ϕ
s)/s exists and equals sups PL(ϕ
s)/s;
(2) lims→∞ PR(ϕ
s)/s exists and equals sups PR(ϕ
s)/s;
(3) lims→∞QR(ϕ
s)/s exists and equals supsQR(ϕ
s)/s;
(4) lims→∞QL(ϕ
s)/s exists and equals supsQL(ϕ
s)/s.
Proof. (1) If PL(ϕ
s) ∈ Z for all s ≥ 1, then it follows from Lemma 9.1 and [Wa-2,
Theorem 4.9] that (1) is valid. If PL(ϕ
s) =∞ for some s ≥ 1, then by Lemma 9.1
PL(ϕ
t) =∞ for all t ≥ s and hence (1) follows.
(2) The proof of (2) is similar.
(3) For the cases that QR(ϕ
s) ∈ Z for all s ≥ 1 and that QR(ϕs) =∞ for some
s ≥ 1, (3) is valid for the same reasons as in (1). If QR(ϕs) = −∞ for some s ≥ 1,
then (3) is valid, because ϕ is not right-closing and hence QR(ϕ
s) = −∞ for all
s ≥ 1.
(4) The proof of (4) is similar. 
Definition 9.3. Let ϕ be an endomorphism of a subshift. Define
pL(ϕ) = lim
s→∞
PL(ϕ
s)/s, pR(ϕ) = lim
s→∞
PR(ϕ
s)/s,
qL(ϕ) = lim
s→∞
QL(ϕ
s)/s, qR(ϕ) = lim
s→∞
QR(ϕ
s)/s.
We call −pL(ϕ) (respectively, pR(ϕ), −qR(ϕ), qL(ϕ)) the limit of p-L (respectively,
p-R q-R, q-L) directions of ϕ; or the p-L (respectively, p-R q-R, q-L) limit of ϕ,
for short; −pL(ϕ), pR(ϕ), −qR(ϕ) and qL(ϕ) are generically called the limits of
onesided resolving directions of ϕ.
We remark that the following hold for an endomorphism ϕ of an infinite subshift
(X, σ): if ϕi(X) is infinite for all i ≥ 1 then pL(ϕ) ∈ R, pR(ϕ) ∈ R, and otherwise,
pL(ϕ) =∞ and pR(ϕ) =∞ (by Proposition 9.9(2) which will appear shortly), and
hence pL(ϕ) ∈ R if and only if pR(ϕ) ∈ R; if ϕ is right-closing, then qR(ϕ) ∈ R, and
otherwise, qR(ϕ) = −∞, and if ϕ is left-closing, then qL(ϕ) ∈ R, and otherwise,
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qL(ϕ) = −∞ (by Theorem 9.2(3),(4), Proposition 9.9(1) and Definitions 3.1 and
9.3). We also remark that if ϕ is an endomorphism of a finite subshift, then all
pL(ϕ), pR(ϕ), qL(ϕ), qR(ϕ) are ∞ (by Definitions 6.1, 3.1 and 9.3).
For any infinite subshift (X, σ), pL(iX) = pR(iX) = qR(iX) = qL(iX) = 0 and
pL(σ
s) = qR(σ
s) = s and pR(σ
s) = qL(σ
s) = −s for s ∈ Z (by (3.1),(3.2),(6.1),(6.2)).
The following theorem shows that the limits of onesided resolving directions is
an invariant of topological conjugacy between endomorphisms of subshifts.
Theorem 9.4. If endomorphisms ϕ and ψ of subshifts are topologically conjugate,
then
−pL(ϕ) = −pL(ψ), pR(ϕ) = pR(ψ), −qR(ϕ) = −qR(ψ), qL(ϕ) = qL(ψ).
Proof. Wemay assume that ϕ is an endomorphism of an infinite subshift (otherwise,
the theorem is clear). It follows from Propositions 6.13 and 6.15 and Theorem 9.2
that −pL(ϕ) = −pL(ψ) and pR(ϕ) = pR(ψ). If ϕ is right-closing, then it follows
from Proposition 5.4 and Theorem 9.2 that qR(ϕ) = qR(ψ); if ϕ is not right-closing
then qR(ϕ) = −∞ = qR(ψ). Therefore we have −qR(ϕ) = −qR(ψ). Similarly we
see that qL(ϕ) = qL(ψ). 
Theorem 9.5. Let ϕ and ψ be endomorphisms of a subshift (X, σ).
(1) If ϕi(X) and ψi(X) are infinite for all i ≥ 0, and hence in particular,
if X is infinite and ϕ and ψ are onto, then −pL(ϕψ) = −pL(ψϕ) and
pR(ϕψ) = pR(ψϕ).
(2) If ϕ and ψ are right-closing then −qR(ϕψ) = −qR(ψϕ), and if ϕ and ψ are
left-closing then qL(ϕψ) = qL(ψϕ).
Proof. (1) It follows from Proposition 6.7 that PL((ϕψ)
s) ≥ PL((ψϕ)s−1)+PL(ϕ)+
PL(ψ) for s ≥ 1. Since ϕi(X) and ψi(X) are infinite for all i ≥ 0, it follows from
Proposition 6.13(1) that PL(ϕ), PL(ψ) ∈ Z. Therefore by Theorem 9.2 we have
pL(ϕψ) ≥ pL(ψϕ). Similarly we have pL(ψϕ) ≥ pL(ϕψ). Therefore −pL(ϕψ) =
−pL(ψϕ).
(2) We may assume that X is infinite (because if X is finite then (2) directly fol-
lows from Definitions 3.1 and 9.3). It follows from Proposition 3.8 thatQR((ϕψ)
s) ≥
QR((ψϕ)
s−1) + QR(ϕ) + QR(ψ) for s ≥ 1. If ϕ and ψ are right-closing then
QR(ϕ), QR(ψ) ∈ Z and hence by Theorem 9.2 we have qR(ϕψ) ≥ qR(ψϕ). Simi-
larly we have qR(ψϕ) ≥ qR(ϕψ). Therefore −qR(ϕψ) = −qR(ψϕ).
The proof of the remainder is similar. 
Theorem 9.6. Let ϕ be an endomorphism of a subshift (X, σ). Let i ≥ 0 and
j ∈ Z. Then
pL(ϕ
iσj) = ipL(ϕ) + j, pR(ϕ
iσj) = ipR(ϕ) − j,
qR(ϕ
iσj) = iqR(ϕ) + j, qL(ϕ
iσj) = iqL(ϕ)− j;
each of pL(ϕ)+pR(ϕ), pL(ϕ)+ qL(ϕ), pR(ϕ)+ qR(ϕ) and qL(ϕ)+ qR(ϕ) exists and
is shift-invariant.
Proof. Using Proposition 6.4, we have
pL(ϕ
iσj) = lim
s→∞
PL(ϕ
isσjs)/s = lim
s→∞
PL(ϕ
is)/s+ j
= lim
s→∞
iPL(ϕ
is)/(is) + j = ipL(ϕ) + j.
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The other equations are similarly proved. Hence the sums pL(ϕ) + pR(ϕ), pL(ϕ) +
qL(ϕ), pR(ϕ) + qR(ϕ) and qL(ϕ) + qR(ϕ) are shift-invariant if they exist. By the
facts remarked after Definition 9.3, the existence of the sums follows. 
Theorem 9.7. Let ϕ be an endomorphism of a subshift (X, σ). Let i ∈ N and
j ∈ Z. If ϕ is onto, then the following statements (1),(2) and (3) hold:
(1) ϕ is essentially weakly p-L and right σ-expansive (respectively, essentially
weakly p-R and left σ-expansive) if and only if pL(ϕ) > 0 (respectively
pR(ϕ) > 0), and moreover, ϕ
iσj is essentially weakly p-L and right σ-
expansive (respectively, essentially weakly p-R and left σ-expansive) if and
only if j/i > −pL(ϕ) (respectively, j/i < pR(ϕ));
(2) ϕ is essentially weakly q-R and left σ-expansive (respectively, essentially
weakly q-L and right σ-expansive) if and only if qR(ϕ) > 0 (respectively,
qL(ϕ) > 0), and moreover, ϕ
iσj is essentially weakly q-R and left σ-
expansive (respectively, essentially weakly q-L and right σ-expansive) if and
only if j/i > −qR(ϕ) (respectively, j/i < qL(ϕ));
(3) If (X, σ) is an SFT, then (1) with all “weakly” in them deleted hold; if in
addition, ϕ is one-to-one or σ is topologically transitive, then (2) with all
“weakly” in them deleted hold.
If ϕ is not necessarily onto, then the following statement hold:
(4) ϕ is positively left σ-expansive (respectively, positively right σ-expansive)
if and only if qR(ϕ) > 0 (respectively, qL(ϕ) > 0), and moreover, ϕ
iσj is
positively left σ-expansive (respectively, positively right σ-expansive) if and
only if j/i > −qR(ϕ) (respectively, j/i < qL(ϕ))
Proof. The theorem follows from Theorems 8.12, 9.2 and 9.6. 
Corollary 9.8. Let ϕ˜ be an endomorphism of a onesided subshift (X˜, σ˜). Let ϕ
be its induced endomorphism of the induced subshift (X, σ) of (X˜, σ˜). Then ϕ˜ is
positively expansive if and only if qR(ϕ) > 0. Moreover, for i ≥ 1, j ≥ 0, ϕ˜iσ˜j is
positively expansive if and only if j/i > −qR(ϕ).
Proof. By Theorems 8.13 and 9.7(4). 
For an onto endomorphism ϕ of a subshift, define
cR(ϕ) = max{−pL(ϕ),−qR(ϕ)}, cL(ϕ) = min{pR(ϕ), qL(ϕ)},
dR(ϕ) = min{−pL(ϕ),−qR(ϕ)}, dL(ϕ) = max{pR(ϕ), qL(ϕ)}.
Clearly, cL(ϕ) = cR(ϕ) if and only if all limits of onesided resolving directions of ϕ
coincide.
Proposition 9.9. Let ϕ be an endomorphism of an infinite subshift (X, σ).
(1) If ϕ is of (m,n)-type, then
− n ≤ pR(ϕ), −pL(ϕ) ≤ m,
− n ≤ −qR(ϕ), qL(ϕ) ≤ m.
(2) If ϕi(X) is infinite for all i ≥ 1, then pL(ϕ) + pR(ϕ) is nonpositive, and
hence if in addition ϕ is of (m,n)-type then
−n ≤ pR(ϕ) ≤ −pL(ϕ) ≤ m;
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if ϕi(X) is finite for some i ≥ 1, then
pL(ϕ) =∞, pR(ϕ) =∞.
(3) pL(ϕ) + qL(ϕ) and pR(ϕ) + qR(ϕ) are nonpositive and hence
pR(ϕ) ≤ −qR(ϕ), qL(ϕ) ≤ −pL(ϕ) and cL(ϕ) ≤ cR(ϕ).
(4) If ϕ is of (m,n)-type, then
(a) if qR(ϕ) + qL(ϕ) ≥ 0 then
−n ≤ pR(ϕ) ≤ −qR(ϕ) ≤ qL(ϕ) ≤ −pL(ϕ) ≤ m;
(b) if qR(ϕ) + qL(ϕ) ≤ 0 then
−n ≤ dL(ϕ) ≤ dR(ϕ) ≤ m.
Proof. If ϕ is of (m,n)-type, then ϕs is of (ms, ns)-type for s ≥ 1. Hence (1) follows
by (6.3),(3.3) and Theorem 9.2, and (2) follows by Proposition 6.13, Theorem 9.2
and (1). By Proposition 7.9(1) and Theorem 9.2, (3) follows. By (1) and (3), (4)
follows. 
Theorem 9.10. Let ϕ be an onto endomorphism of a subshift (X, σ). Let i ∈ N
and j ∈ Z.
(1) ϕiσj is essentially weakly LR (respectively, essentially weakly RL) and ex-
pansive if and only if j/i > cR(ϕ) (respectively, j/i < cL(ϕ)).
(2) When (X, σ) is an SFT, if ϕ is one-to-one or σ is transitive, then all
“weakly” can be deleted in the statements (1).
Proof. (1) If j/i > cR(ϕ), then, by Theorem 9.7, ϕ
iσj is essentially weakly p-L,
right σ-expansive, essentially weakly q-R and left σ-expansive. Therefore, using
Theorem 8.12(1),(2),(3), we see that ϕiσj essentially weakly LR and expansive.
Conversely assume that ϕiσj is essentially weakly LR and expansive. Then it
follows from Theorem 9.7 that j/i > cR(ϕ).
(2) By using Theorem 8.12(4) and 9.7(3), (2) is proved. 
Theorem 9.11. Let ϕ be an endomorphism of a subshift (X, σ). There exist i ∈ N
and j ∈ Z such that ϕiσj is positively expansive if and only if
qR(ϕ) + qL(ϕ) > 0.
Moreover, for i ∈ N and j ∈ Z, ϕiσj is positively expansive if and only if
−qR(ϕ) < j/i < qL(ϕ).
Proof. By Theorem 9.7(4) and Proposition 11.3(3). (By Theorem 9.7(2) and The-
orem 4.5 for an onto endomorphism ϕ.) 
A direct proof of Theorem 9.11 for the case that ϕ is an onto endomorphism of a
transitive topological Markov shift (X, σ) is similarly given by Theorem 8.12(4)(with
the comment after the proof of Theorem 8.12) and Theorem 9.7(3).
Proposition 9.12. (1) If ϕ is an automorphism of a subshift, then
qL(ϕ) = pL(ϕ
−1), qR(ϕ) = pR(ϕ
−1),
cL(ϕ
−1) = −cR(ϕ), dL(ϕ−1) = −dR(ϕ).
(2) If ϕ is an automorphism of an infinite subshift, then
qR(ϕ) + qL(ϕ) ≤ 0 and dL(ϕ) ≤ dR(ϕ).
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(3) If ϕ is an essentially symbolic automorphism of an infinite subshift, then
pL(ϕ) = qR(ϕ) = pR(ϕ) = qL(ϕ) = 0.
Proof. By Proposition 7.11(1),(2),(3),Theorem 9.2 and Theorem 9.4. 
Here we explain about our terminology of Definition 9.3. Let ϕ be an endomor-
phism of a subshift (X, σ). In view of Proposition 6.9, Theorem 6.11 and Theorems
4.2 and 5.2, let us call a rational number r a p-L direction (respectively, p-R direc-
tion, q-R direction, q-L direction) of ϕ if there exist i ∈ N, j ∈ Z such that r = j/i
and PL(ϕ
iσj) ≥ 0 (respectively, PR(ϕiσj) ≥ 0, QR(ϕiσj) ≥ 0, QL(ϕiσj) ≥ 0).
Then it follows from Propositions 6.4 and 3.4 that r ∈ Q is a p-L direction (re-
spectively, p-R direction, q-R direction, q-L direction) of ϕ if and only if for some
i ∈ N, r ≥ −PL(ϕi)/i (respectively, r ≤ PR(ϕi)/i, r ≥ −QR(ϕi)/i, r ≤ QL(ϕi)/i).
Therefore it follows from Theorem 9.2 that the limit −pL(ϕ) of p-L directions (re-
spectively, the limit −qR(ϕ) of q-R directions) of ϕ is the infimum of the set of p-L
(respectively, q-R) directions of ϕ and the limit pR(ϕ) of p-R directions (respec-
tively, the limit qL(ϕ) of q-L directions) of ϕ is the supremum of p-R (respectively,
q-L) directions of ϕ.
Finally we discuss here about the relation between the limits −pL(ϕ) and pR(ϕ)
of an endomorphism ϕ of an infinite subshift (X, σ) and the right and left Lyapunov
exponents for a cellular automaton ϕ which were defined and treated by M. A.
Shereshevsky [She] and further studied by P. Tisseur [T] and M. Hochman [Ho].
We follow the notation which appeared in the paragraph after the proof of Propo-
sition 6.2. Let ϕ be an endomorphism of an infinite subshift (X, σ). For s ∈ Z and
x ∈ X , define
Λ˜+k (x) = min{s ≥ 0 |ϕk(W+0 (x)) ⊂W+s (ϕk(x))} and
Λ˜−k (x) = min{s ≥ 0 |ϕk(W−0 (x)) ⊂W−s (ϕk(x))}.
(The value Λ˜+k (x) (respectively, Λ˜
−
k (x)) can be considered to show how far a per-
turbation front can exist on the right (respectively, on the left) at time k if the front
is initially located at coordinate 0 for the configuration x in the cellular automaton
ϕ. See [She].) Define Λ+k (x) = maxj∈Z Λ˜
+
k (σ
j(x)) and Λ−k (x) = maxj∈Z Λ˜
−
k (σ
j(x)).
Shereshevsky [She] proved that if a probability measure µ on X is σ-invariant and
ϕ-invariant, then for µ-almost all x ∈ X the limits
λ+(x)
def
= lim
k→∞
(1/k)Λ+k (x) and λ
−(x)
def
= lim
k→∞
(1/k)Λ−k (x)
exist with the functions λ+ and λ− ϕ-invariant, and called them the right and left
Lyapunov exponents of ϕ at x, remarking that λ+ and λ− are constant for µ-almost
all x ∈ X if µ is ϕ-ergodic. Let
Λˆ+k = maxx∈X
Λ˜+k (x) and Λˆ
−
k = maxx∈X
Λ˜−k (x).
Then Tisseur [T] proved that limk→∞(1/k)Λˆ
+
k and limk→∞(1/k)Λˆ
−
k exist and that if
(X, σ) is an irreducible topological Markov shift and ϕ is onto, then for µ-almost all
x ∈ X , where µ is the Parry measure for (X, σ), and for all k ≥ 1, Λ+k (x) = Λˆ+k and
Λ−k (x) = Λˆ
−
k and hence λ
+(x) = limk→∞(1/k)Λˆ
+
k and λ
−(x) = limk→∞(1/k)Λˆ
−
k
for µ-almost all x ∈ X . The right and left Lyapunov exponents of ϕ which Hochman
[Ho] defined are equal to limk→∞(1/k)Λˆ
+
k and limk→∞(1/k)Λˆ
−
k , respectively.
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If ϕ is of (m,n)-type given by a local rule f : Lm+n+1(X)→ L1(X), then we see
that for x ∈ X
Λ˜+k (x) = max{km− ρfk,L(x), 0} and Λ˜−k (x) = max{kn− ρfk,R(x), 0}.
Hence, since PL(ϕ
k) = minx∈X ρfk,L(x)−km and PR(ϕk) = minx∈X ρfk,R(x)−kn,
it easily follows that
Λˆ+k =
{
0 if PL(ϕ
k) ≥ 0
−PL(ϕk) if PL(ϕk) ≤ 0
and Λˆ−k =
{
0 if PR(ϕ
k) ≥ 0
−PR(ϕk) if PR(ϕk) ≤ 0
.
If there exists k ≥ 1 such that PL(ϕk) ≥ 0, then for all i ≥ 1, PL(ϕik) ≥ 0 (by
Lemma 9.1), and hence limk→∞(1/k)Λˆ
+
k = 0, because ((1/k)Λˆ
+
k )k∈N is a convergent
sequence. We similarly see that if there exists k ≥ 1 such that PR(ϕk) ≥ 0, then
limk→∞(1/k)Λˆ
−
k = 0. Therefore, using Theorems 6.11 and 9.2, we see:
Proposition 9.13. Let ϕ be an endomorphism of an infinite subshift (X, σ). If
there exits k ≥ 1 such that ϕk has memory zero then limk→∞(1/k)Λˆ+k = 0, and
otherwise limk→∞(1/k)Λˆ
+
k = −pL(ϕ). If there exits k ≥ 1 such that ϕk has antici-
pation zero then limk→∞(1/k)Λˆ
−
k = 0, and otherwise limk→∞(1/k)Λˆ
−
k = −pR(ϕ).
9.2. Types of limits. Let ϕ be an endomorphism of an infinite subshift (X, σ). By
Proposition 9.9(2) we know that if ϕi(X) is infinite for all i ≥ 1 then−pL(ϕ), pR(ϕ) ∈
R. By Proposition 9.9(1) we know that if ϕ is right-closing then −qR(ϕ) ∈ R, and
if ϕ is left-closing then qL(ϕ) ∈ R. Each of the real limits of the onesided resolving
directions of ϕ is classified into the following three types:
I. The limit −pL(ϕ) (of p-L directions of ϕ) is said to be of type I if there
exist i ∈ N, j ∈ Z such that j/i = −pL(ϕ) and ϕiσj is an essentially weakly
p-L endomorphism of (X, σ). Similarly, the definition of being of type I is
given for each of the limits −qR(ϕ), pR(ϕ) and qL(ϕ).
II. The limit −pL(ϕ) is said to be of type II if there exist i ∈ N, j ∈ Z such
that j/i = −pL(ϕ) and ϕiσj is not an essentially weakly p-L endomorphism
of (X, σ). Similarly, the definition of being of type II is given for each of
the limits −qR(ϕ), pR(ϕ) and qL(ϕ).
III. The limit −pL(ϕ) is said to be of type III if −pL(ϕ) is an irrational number.
Similarly, the definition of being of type III is given for each of the limits
−qR(ϕ), pR(ϕ) and qL(ϕ).
By Corollary 8.8 we know that The definitions of type I limits and type II ones
above do not contradict each other.
For an endomorphism ϕ of an infinite subshift (X, σ), we see that the limit
−pL(ϕ) is of type I if and only if some p-L direction of ϕ essentially attains the
limit, i.e., there exists a topological conjugacy θ : (X, σ) → (X ′, σ′) such that for
some i ∈ N −PL((θϕθ−1)i)/i = −pL(ϕ). Similar statements are also valid for the
limits pR(ϕ), −qR(ϕ) and qL(ϕ).
Here we define, in case d = 2, the notion of an expansive line for a Zd-action on
an infinite compact metric space which was introduced by Boyle and Lind [BoL].
Let α : (i, j) 7→ α(i,j) be a Z2-action on an infinite compact metric space X . Let
ℓ be a line on the plane R2. For t ≥ 0 let ℓt denote the set of all points having
distance not greater than t from ℓ. Then ℓ is expansive for α if there exist ǫ > 0
and t ≥ 0 such that for any x, y ∈ X it holds that if dX(α(i,j)(x), α(i,j)(y)) ≤ ǫ for
all (i, j) ∈ ℓt ∩ Z2 then x = y.
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We define the direction of the line passing through points (a, b), (c, d) ∈ R2 with
a 6= c to be (b− d)/(a− c). A number r ∈ R is called an expansive direction for α
if there exists an expansive line of direction r for α.
Example 9.14. (1) Let r1, r2 ∈ R with r1 < 0 < r2. The result of Boyle and
Lind [BoL, Proof of Proposition 4.1] shows that there exists an automorphism
ϕ of an infinite subshift (X, σ) such that r1 and r2 are non-expansive, in fact,
more precisely, neither left σ-expansive nor right σ-expansive directions for the Z2-
action α : (i, j) 7→ ϕiσj and there are no more non-expansive directions for α.
The set-union of all expansive lines passing through (0, 0), with {(0, 0)} subtracted
is divided into four connected sets which are open cones in R2. These are the
“expansive components of 1-frames” for α of Boyle and Lind [BoL]. Let C be the
component containing point (0, 1). Then C = {(a, b) ∈ R2 | b > 0, b/r1 < a < b/r2}.
Let C◦K(σ) be the set of all essentially weakly LR, expansive automorphism of
(X, σ) in K = {ϕiσj | i, j ∈ Z}. As is implied by [N10, Remark 9.6] together with
Theorem 12.2 or by Theorem 11.12, {ϕiσj | (i, j) ∈ C ∩ Z2} = C◦K(σ). Therefore,
it follows from Theorems 9.10 and 9.7 that cL(ϕ) = pR(ϕ) = qL(ϕ) = r1 and
cR(ϕ) = −pL(ϕ) = −qR(ϕ) = r2.
(2) Let r0 ∈ R. According to Mike Hochman [Ho], there exists an automorphism
π of an infinite subshift (X, σ) such that r0 is a unique non-expansive direction for
the Z2-action β : (i, j) 7→ πiσj and such that if r0 is rational then πiσj with
j/i = r0 is not a periodic automorphism (or essentially-symbolic automorphism).
The expansive components of 1-frames for β are the two open half-planes separated
by the line passing through (0, 0) with direction r0. Let C
◦
K(σ) be the set of all
essentially weakly LR, expansive automorphism of (X, σ) in K = {πiσj | i, j ∈
Z}. As is implied by [N10, Remark 9.6] with Theorem 12.2 or by Theorem 11.12,
C◦K(σ) = {ϕiσj | j > r0i}, and hence by Theorem 9.10 we see that cL(ϕ) = cR(ϕ) =
r0. Hence we have pR(ϕ) = qL(ϕ) = −pL(ϕ) = −qR(ϕ) = r0.
The automorphism π constructed by Hochman in [Ho, Section 7] for r0 = 0 is
not essentially weakly P automorphisms of (X, σ), where P is any one of the terms
“p-L”, “p-R”, “q-R” and “q-L”, and hence all of the limits of onesided resolving
directions of π are of type II. This follows because neither π nor π−1 satisfies either
one of the necessary conditions given by Proposition 6.16(4) for essentially weakly
p-L endomorphisms and for essentially weakly p-R ones, for the same reason as
that presented by Hochman in [Ho, Section 7] to show that the action of π is not
periodic.
By the above examples, we know the existence of automorphisms of subshifts
with type III limits of onesided resolving directions and those with type II ones.
However we cannot answer the following question. Are the (real) limits of onesided
resolving directions of onto endomorphisms of an SFT always type I? Related ques-
tions are found in [BoL, Section 9] and [Bo3, Section 11].
For every endomorphism of every SFT, we can calculate its degrees of onesided
resolvingness. However we know no general method for calculating the limits of
onesided resolving directions even for onto endomorphisms of SFTs. The following
proposition is useful to calculate type I limits of onesided resolving directions of
onto endomorphisms, especially of SFTs.
Proposition 9.15. Let ϕ be an onto endomorphism of an infinite subshift (X, σ).
Let k ≥ 1.
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(1) −PL(ϕk)/k = −pL(ϕ) if and only if ϕkσ−PL(ϕk) is not right σ-expansive.
(2) If ϕ is right-closing, then −QR(ϕk)/k = −qR(ϕ) if and only if ϕkσ−QR(ϕk)
is not left σ-expansive.
(3) PR(ϕ
k)/k = pR(ϕ) if and only if ϕ
kσPR(ϕ
k) is not left σ-expansive.
(4) If ϕ is left-closing, then QL(ϕ
k)/k = qL(ϕ) if and only if ϕ
kσQL(ϕ
k) is not
right σ-expansive.
Proof. By Theorem 9.6 it suffices to show the proposition for k = 1.
To prove (1) for k = 1, let ψ = ϕσ−PL(ϕ). Assume that −PL(ϕ) 6= −pL(ϕ).
Since pL(ϕ) = sups∈N PL(ϕ
s)/s, there exists s ≥ 1 such that PL(ϕs)/s > PL(ϕ).
It follows that
PL(ψ
s) = PL(ϕ
sσ−sPL(ϕ)) = PL(ϕ
s)− sPL(ϕ) > 0.
Therefore, since PL(ψ
sσ−1) = PL(ψ
s)−1 ≥ 0, ψsσ−1 is a weakly p-L endomorphism
of (X, σ) (by Theorem 6.11). Hence it follows from [N10, Proposition 7.6] that ψs
is right σ-expansive, and hence so is ψ.
Assume that ψ is right σ-expansive. Since PL(ψ) = 0, ψ is a weakly p-L en-
domorphism of (X, σ), by Theorem 6.11. Therefore, it follows from Theorem 8.12
that there exists s ≥ 1 such that PL(ψs) > 0. Therefore PL(ψsσ−1) ≥ 0. Since
PL(ϕ
s)− sPL(ϕ) − 1 = PL(ϕsσ−sPL(ϕ)−1) = PL(ψsσ−1) ≥ 0,
we have PL(ϕ
s)/s ≥ PL(ϕ) + 1/s. Therefore, PL(ϕ) 6= sups PL(ϕs)/s = pL(ϕ).
The proofs of (2),(3) and (4) for s = 1 are similarly given by using Theorems
6.11, 5.2 and 8.12 and [N10, Proposition 7.6]. 
Direct proofs of (1) and (3) of the theorem above for the case that ϕ is an onto
endomorphism of an SFT (X, σ) and those of (2) and (4) of it for the case that in
addition, ϕ is one-to-one or σ transitive, are given similarly by using Proposition
6.9, Theorems 4.2 and 8.12(4) and Proposition 2.11.
Proposition 9.16. Let ϕ be an onto endomorphism of an infinite topological
Markov shift (X, σ) such that ϕ is one-to-one or σ is transitive.
(1) If ϕ is right-closing and −PL(ϕ) ≥ −QR(ϕ) (respectively, −PL(ϕ) ≤ −QR(ϕ)),
then we can decide whether ϕσ−PL(ϕ) (respectively, ϕσ−QR(ϕ)) is right σ-
expansive (respectively, left σ-expansive) or not.
(2) If ϕ is left-closing and PR(ϕ) ≤ QL(ϕ) (respectively, PR(ϕ) ≥ QL(ϕ)), then
we can decide whether ϕσPR(ϕ) (respectively, ϕσQL(ϕ)) is left σ-expansive
(respectively, right σ-expansive) or not.
(3) If −QR(ϕ) ≤ QL(ϕ), then we can decide whether ϕσ−QR(ϕ) (respectively,
ϕσQL(ϕ)) is left σ-expansive (respectively, right σ-expansive) or not.
Proof. By Corollary 7.4(1)(d),(2)(d) and Theorem 4.6(2). 
By the proof of Proposition 9.16 and [N5, Lemma 6.25], we see that the deci-
sion procedures whose existence is asserted by Proposition 9.16 are intended to use
a decision procedure for “definiteness” of right-resolving and left-resolving graph-
homomorphisms. Definite right resolving and left resolving graph-homomorphisms
appear in [N5, pp.96,97] as an extension of the definite transition diagram of a
finite automaton, which was introduced Perles, Rabin and Shamir [PRSha]. The
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properties of the definite transition diagrams of finite automata and a practical de-
cision procedure for them presented by [PRSha] can be straightforwardly extended
to right-resolving and left-resolving graph-homomorphisms.
Example 9.17. LetA = {0, 1}. Let (X, σ) be the full 2-shift (AZ, σA). Let e : A→ A
be the local rule such that e(0) = 1 and e(1) = 0. Let f0 : A
4 → A be the local
rule such that f0(1001) = 1, f0(1101) = 0 and f0(abcd) = b for a, b, c, d ∈ A with
acd 6= 101. Let f : A4 → A be the local rule such that f = ef0.
Let ǫ, ϕ0 and ϕ be the automorphism of (X, σ) as follows: ǫ is the symbolic
automorphism given by e; ϕ0 and ϕ are of (1, 2)-type and given by f0 and f ,
respectively. These are the well-known automorphisms found in [He, Section 20].
Since f0 and f are zero left-redundant and zero right-redundant, PL(ϕ0) =
PL(ϕ) = −1 and PR(ϕ0) = PR(ϕ) = −2. Since ϕ20 is the identity iX , we have, by
Proposition 7.11(1), QL(ϕ0) = −1 and QR(ϕ0) = −2. Since ϕ = ǫϕ0, we have, by
Proposition 7.11(4), QL(ϕ) = −1 and QR(ϕ) = −2. Hence, we know that f0 and
f are strictly 2 left-mergible and strictly 4 right-mergible.
Since ϕ20 is the identity, ϕ0 is an essentially symbolic automorphism of (X, σ)
(by [BoLR, Proposition 2.9]). Hence there exists an SFT (X¯, σ¯) and a conjugacy
θ : (X, σ)→ (X¯, σ¯) such that ϕ¯0 = θ−1ϕ0θ is a symbolic automorphism of (X¯, σ¯).
By Proposition 7.11(3), PL(ϕ¯0) = QR(ϕ¯0) = PR(ϕ¯0) = QL(ϕ¯0) = 0. Thus we see
that each of the degrees of onesided resolvingness is not an invariant of topological
conjugacy (between endomorphisms of subshifts), and we also see, by Proposition
9.12, that pL(ϕ0) = qR(ϕ0) = pR(ϕ0) = qL(ϕ0) = 0.
Consider the textile system T2 = (p2, q2 : Γ2 → G) in [N5, page 201]. Then T2
is 1-1 and LR and ϕT2 = (ϕσ
2)[2]. Since ξT∗2 is not one-to-one, (ϕσ
2)[2] is not left
σ[2]-expansive. Hence ϕσ−QR(ϕ) is not left σ-expansive. Therefore, it follows from
Proposition 9.15(2) that −qR(ϕ) = −QR(ϕ) = 2.
Similar arguments show that ϕσ−2 is not left σ-expansive, and hence we know
by Proposition 9.15(3) that pR(ϕ) = PR(ϕ) = −2.
As is found in [N10, Example 8.12(2)], ϕσ is not left σ-expansive (it is not right
σ-expansive either) and ϕσ−1 is not right σ-expansive (it is not left σ-expansive
either). Therefore, it follows from Proposition 9.15(1),(4) that −pL(ϕ) = −PL(ϕ) =
1 and qL(ϕ) = QL(ϕ) = −1.
Example 9.18. The reader is referred to [N5, Section 10, Example 1]. In it, we
find an LR automorphism ϕ of a topological Markov shift (XM , σM ) and 1-1, LR
textile systems T and T ′ such that (XM , σM ) = (XT , σT ) = (XT ′ , σT ′), ϕT = ϕ,
and (ϕσ−1M )
−1 = ϕT ′ . The topological Markov shift (XM , σM ) is defined by the
graph G with the representation matrix
(
a+ b c
d e
)
. Let f : L2(G) → AG be the
local rule defined by aa 7→ b, ab 7→ c, ac 7→ b, ba 7→ d, bb 7→ e, bc 7→ d, ce 7→ a, cd 7→
a, ee 7→ a, ed 7→ a, da 7→ b, db 7→ c, dc 7→ b. Then ϕ is of (0, 1)-type given by f . It
is easily seen that f is strictly 0 left-redundant and strictly 0 right-redundant. It
is also seen that f is strictly 1 right-mergible and strictly 1 left-mergible. Hence
−PL(ϕ) = 0, −QR(ϕ) = 0, PR(ϕ) = −1 and QL(ϕ) = −1. Therefore we have
ϕσ−PL(ϕ) = ϕσ−QR(ϕ) = ϕT and ϕσ
PR(ϕ) = ϕσQL(ϕ) = ϕ−1T ′ . Since T and T
′
are LR, using the decision procedure for definiteness of right-resolving and left-
resolving graph-homomorphisms we easily see that ϕT and ϕ
−1
T ′ are neither right
σM -expansive nor left σM -expansive (as seen in [N10, Example 8.12(1)]). Hence,
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by Proposition 9.15 we have −pL(ϕ) = −PL(ϕ) = 0, −qR(ϕ) = −QR(ϕ) = 0,
pR(ϕ) = PR(ϕ) = −1 and qL(ϕ) = QL(ϕ) = −1.
Example 9.19. The main purpose here is to show the existence of a non-invertible
onto endomorphism ϕ1 of an SFT such that qL(ϕ1) + qR(ϕ1) < 0.
Let A = {0, 1}. Let f0 : A4 → A be the same as in Example 9.17 and g : A2 → A
be the local rule such that g(ab) = a + b (mod 2) for a, b ∈ A. Let f1 : A5 → A
be the local rule defined by f1 = gf0. Let ϕ1 be the endomorphism of (2, 2)-type
given by f1. Since f1 is zero left-redundant and zero right-redundant, PL(ϕ1) =
0− 2 = −2 and PR(ϕ1) = 0− 2 = −2.
Since f0 is strictly 2 left-mergible and strictly 4 right-mergible (as seen in Ex-
ample 9.17), so is f1 = gf0 by Remark 3.7, because g is zero right-mergible and
zero left-mergible. Therefore, QL(ϕ1) = 0 and QR(ϕ1) = −2.
Since PL(ϕ1σ
2) = 0 and QR(ϕ1σ
2) = 0, we know, by Theorem 7.3, that ϕ1σ
2
is LR up to higher block conjugacy. Since QL(ϕ1) = 0, we know, by Theorem 4.2,
that ϕ1 is q-L. Since PR(ϕ1σ
−2) = 0 and QL(ϕ1σ
−2) = 2, we know , by Theorem
7.3, that ϕ1σ
−2 is RL up to higher block conjugacy.
Let T0,k = (p0,k, q0,k : G
[5]
A → GA) be the onesided 1-1, nondegenerate textile
system such that for each arc w = a−2 . . . a2 ∈ A5 in G[5]A with aj ∈ A, p0,k(w) = ak
and q0,k(w) = f1(w), for −2 ≤ k ≤ 2. Then ϕT0,k = ϕ1σ−k for −2 ≤ k ≤ 2.
We can have a onesided 1-1, LR textile system T−2 such that ϕT−2 = (ϕσ
2)[2]
(such a textile system is unique, by [N5, Corollary 7.25]). In fact, if T ′−2 is the
textile system such that MT ′−2 is the representation matrix of order 6 obtained by
applying “same-column reductions” to MT0,−2 (see [N3, p.575] for “same-row and
same-column reductions” of representation matrices), then MT−2 is the represen-
tation matrix of order 8 obtained by applying same-column reductions toM(T ′−2)[2]
(which is of order 12). Since neither ξT∗−2 nor ηT∗−2 is one-to-one, ϕ1σ
2 is neither
left σ-expansive nor right σ-expansive. Therefore, since −PL(ϕ1) = −QR(ϕ1) = 2,
it follows by Proposition 9.15 that −pL(ϕ1) = −PL(ϕ1) = 2 and −qR(ϕ1) =
−QR(ϕ1) = 2.
Let T0 be the textile system such thatMT0 is obtained by applying same-column
reductions to the representation matrix of order 8 obtained by applying same-row
reductions to MT0,0 . Then T0 is onesided 1-1, nondegenerate and q-L, ϕT0 = ϕ1,
MT0 =

a b c d e
a 00
0
0
b 00
c 11
1
1
d 01
1
1
1
0
0
0
e 01
 and MT∗0 =
( 0 1
0 aa +
a
b +
b
c +
d
e
d
a +
e
c
1 dd
c
d +
c
e +
d
b
)
.
Let a˙ be the fixed point (aj)j∈Z in (XT∗0 , σT∗0 ) with aj = a for all j ∈ Z and let b˙, c˙, d˙
and e˙ be the fixed points similarly defined. Observing the trace of the representation
matrixMT∗0 , we know that T ∗0 weaves a textile on which . . . , a˙, a˙, a˙, b˙, c˙, d˙, b˙, c˙, d˙, . . .
appear in order vertically, the periodic textile . . . , a˙, a˙, a˙, . . . , and a textile on
which . . . , b˙, c˙, d˙, b˙, c˙, d˙, b˙, c˙, d˙, . . . . appear in order vertically. Therefore, we see
that neither ξT∗0 nor ηT∗0 is one-to-one, and hence ϕ1 is not onesided σ-expansive.
Since ϕ1σ
QL(ϕ1) is not right σ-expansive, we have, by Proposition 9.15, qL(ϕ1) =
QL(ϕ1) = 0.
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Hence we have qL(ϕ1) + qR(ϕ1) = −2.
If we apply same-column reductions to the representation matrix of order 10 ob-
tained by applying same-row reductions to MT0,2 , then we have the representation
matrixMT2 (of order 8) of a onesided 1-1, RL textile system T2 with ϕT2 = ϕ1σ−2
(which is unique by [N5, Corollary 7.25]). We easily check that neither ξT∗2 nor ηT∗2
is one-to-one. Since ϕ1σ
PR(ϕ1) is not left σ-expansive, we see, by Proposition 9.15,
that pR(ϕ1) = PR(ϕ1) = −2.
Example 9.20. (1) Let A be an alphabet. Let f : AN+1 → A be a bipermutive local
rule (i.e. rightmost permutive (or zero right-mergible) and leftmost permutive (or
zero left-mergible)) local rule (on the full shift over A) introduced in [He]. Let i ≥ 0.
Then f i : ANi+1 → A is a bipermutive local rule. Let m,n ≥ 0 with m + n = N
and let ϕ be the endomorphism of (m,n)-type of the full-shift (X, σ) = (XA, σA)
given by f . Then ϕi is of (mi, ni)-type and given by f i. Hence QL(ϕ
i) = mi and
QR(ϕ
i) = ni, and hence, by definition qL(ϕ) = m and −qR(ϕ) = −n. Since f i is
zero left-redundant and zero right-redundant, PL(ϕ
i) = −mi and PR(ϕi) = −ni
and hence by definition, −pL(ϕ) = m and pR(ϕ) = −n.
(2) Let A,B be alphabets. Let r, s ≥ 0. Let f1 : Ar+1 → A and f2 : Bs+1 → B
be bipermutive local rules. Let fˆ1 : A
r+1+s → A and fˆ2 : Br+1+s → B be the local
rules such that fˆ1(w1aw2) = f1(w1a) and fˆ2(w1aw2) = f2(aw2) for w1 ∈ Ar, a ∈ A,
w2 ∈ As. Then fˆ t1 and fˆ t2 are a zero left-mergible, strictly st right-mergible local
rule and a strictly st left-mergible, zero right-mergible local rule, respectively, for
all t ≥ 1 (by Lemma 3.2). Let f : (A×B)r+1+s → A×B be a local rule such that
for a1, . . . , ar+1+s ∈ A and b1, . . . , br+1+s ∈ B, f((a1, b1) . . . (ar+1+s, br+1+s)) =
(fˆ1(a1 . . . ar+1+s), fˆ2(b1 . . . br+1+s)). Then f
t is strictly rt left-mergible and strictly
st right-mergible for all t ≥ 1. Let ϕ be the endomorphism of the full-shift of (r, s)-
type of (X, σ) = (XA×B, σA×B) given by f . Then for all t ≥ 1, ϕt is of (rt, st)-type
and given by f t. Therefore QL(ϕ
t) = 0 and QR(ϕ
t) = 0 for all t ≥ 1, and hence
qL(ϕ) = −qR(ϕ) = 0. Though ϕ is essentially q-biresolving (by Theorem 4.6(1)),
there exist no i ∈ N, j ∈ Z such that ϕiσj is positively expansive (by Theorem 9.11).
Since f t is zero left-redundant and zero right-redundant, we have PL(ϕ
t) = rt and
PR(ϕ
t) = st, and hence pR(ϕ) = −s and −pL(ϕ) = r.
A nontrivial example of an essentially q-biresolving endomorphism ϕ of a full-
shift (X, σ) such that there exist no i ∈ N, j ∈ Z with ϕiσj positively expansive
was given in [N9, p.890] by using an arithmetic constraint [N9, Theorem 4.2] for
positively expansive endomorphisms. Example 20(2) generalizes the example and
provides examples for which the constraint does not work.
More examples are found in [JNY] together with applications of results obtained
in this paper to “permutation cellular automata”.
10. Essentially-weakly-LR cones and extended districts
This section treats “resolving” endomorphisms of a subshift (X, σ) from a much
more general viewpoint than that of the overall dynamics of a single endomorphism
of (X, σ). We consider all “resolving” onto endomorphisms and all “resolving”
automorphisms of (X, σ). The notion of “resolving” automorphism is used for
classifying the expansive homeomorphisms of X .
As will be shown by Theorem 12.2 in the final section, a “directionally essentially
weakly P” endomorphism of a subshift is an “essentially weakly P” endomorphism
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of the subshift, where P is any one of the resolving terms “p-L” “p-R”, “q-R”, “q-
L”, “LL”, “RR”, “LR”, “RL” , “p-biresolving” and “q-biresolving”. Therefore the
definitions and the statements of results appearing in the following are compatible
with those in [N10, pp.193–208].
Let X be a zero-dimensional compact metric space. Let S(X) denote the monoid
of surjective continuous maps of X (onto itself) and H(X) denote the group of
homeomorphisms of X . Let J be a submonoid of S(X). Suppose that τ is an
expansive element in J ∩ H(X) with τ−1 ∈ J . Let PLJ(τ) denote the set of all
essentially weakly p-L endomorphisms of (X, τ) in J . Replacing “p-L” in this by “p-
R”, “q-R” and “q-L”, respectively, we define PRJ(τ), QRJ(τ) and QLJ(τ). Clearly
PRJ(τ) = PLJ(τ
−1) and QLJ(τ) = QRJ(τ
−1). Let PL◦J(τ), PR
◦
J(τ), QR
◦
J(τ),
and QL◦J(τ) be the set of all right τ -expansive elements of PLJ(τ), the set of all left
τ -expansive elements of PRJ (τ), the set of all left τ -expansive elements of QRJ(τ)
and the set of all right τ -expansive elements of QLJ(τ), respectively. By Theorem
8.10, PL◦J(τ) is the set of all right τ -expansive elements on the upper side in J
and PR◦J(τ) is the set of all left τ -expansive elements on the upper side in J . By
Theorem 8.9, QR◦J(τ) is the set of all positively left τ -expansive elements in J and
QL◦J(τ) is the set of all positively right τ -expansive elements in J .
Let CJ (τ) denote the set of all essentially weakly LR endomorphisms of (X, τ)
in J . Then CJ(τ
−1) is the set of all essentially weakly RL endomorphisms of (X, τ)
in J . Let C◦J (τ) denote the set of all expansive elements of CJ (τ). By [N10,
Proposition 8.1], C◦J(τ) = PL
◦
J(τ) ∩QR◦J(τ). (NB [N10, Propositions 8.1, 8.2 and
8.3] are given with the condition that J in them is a commutative submonoid of
S(X), but they are valid even if J is any subset of S(X).) Define
DJ(τ) = PLJ(τ) ∪QRJ(τ) and D◦J(τ) = PL◦J(τ) ∪QR◦J(τ).
We call DJ(τ) the district of τ in J , whereas we call CJ(τ) the essentially-weakly-
LR cone, or cone, of τ in J . Let QJ(τ) denote the set of all essentially weakly
q-biresolving endomorphisms of (X, τ) in J . We call QJ(τ) the essentially-weakly-
q-biresolving cone of τ in J . Let Q◦J(τ) denote the set of all expansive elements
of QJ(τ). Then QR
◦
J(τ) ∩ QL◦J(τ) = Q◦J(τ) and this is the set of all positively
expansive endomorphisms of (X, τ) in J [N10, Proposition 8.3(2)] (see Theorem
4.5). We call α◦J (τ) the interior of αJ (τ) when “α” represents one of the symbols
“PL”, “QR”, “PR”, “QL”, “C”, “D”, “Q”.
If J is commutative, then for any τ ′ ∈ H(X) ∩ C◦J (τ), it holds that CJ(τ) =
CJ(τ
′), PLJ(τ) = PLJ(τ
′) and QRJ(τ) = QRJ(τ
′) (by [N10, Propositions 9.2])
and hence DJ(τ) = DJ(τ
′).
When (X, τ) is conjugate to a topological Markov shift, then we say that ϕ ∈
S(X) is an essentially LR endomorphism of (X, τ) if there exists a onesided 1-1,
nondegenerate LR textile system T such that (XT , σT , ϕT ) and (X, τ, ϕ) are topo-
logically conjugate commuting systems; the set of all essentially LR endomorphisms
of (X, τ) will be called the essentially-LR cone, or ELR cone, of τ and denoted by
(C0)J (τ); the set of all expansive elements in (C0)J (τ) will be called the interior
of the ELR cone and denoted by (C0)
◦
J(τ).
Similarly, when (X, τ) is conjugate to a topological Markov shift, then we say that
ϕ ∈ S(X) is an essentially p-L (respectively, essentially p-R, essentially q-R, essen-
tially q-L) endomorphism of (X, τ) if there exists a onesided 1-1, nondegenerate p-L
(respectively, p-R, q-R, q-L) textile system T such that (XT , σT , ϕT ) and (X, τ, ϕ
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are topologically conjugate commuting systems; the set of all essentially p-L (re-
spectively, essentially p-L, essentially q-R, essentially q-L) endomorphisms of (X, τ)
will be denoted by (PL0)J(τ) (respectively, (PR0)J(τ), (QR0)J(τ), (QL0)J (τ));
the set of all right τ -expansive and essentially p-L (respectively, left τ -expansive
and essentially p-L, left τ -expansive and essentially q-R, right τ -expansive and es-
sentially q-L) endomorphisms of (X, τ) will be denoted by (PL0)
◦
J (τ) (respectively,
(PR0)
◦
J (τ), (QR0)
◦
J (τ), (QL0)
◦
J (τ)).
We emphasize that for any ϕ in the ELR cone (C0)J (τ) of tau, the dynamics of
ϕiτ j , i, j ≥ 0 is lucid and regular. The statement (1) of the following theorem is a
version of [N5, Theorem 6.3]; a weaker version of (2) was given as [N6, Theorem
6.11]. Note that if ψ ∈ H(X) then the inverse limit system of ψ is conjugate to the
dynamical system (X,ψ).
Theorem 10.1. Let X be a zero-dimensional compact metric space. Let J = S(X)
and suppose that τ ∈ H(X) with (X, τ) conjugate to a topological Markov shift.
(1) If ϕ ∈ (C0)J (τ), then there exist nonnegative integral matrices M and N
such that MN = NM and for all i ≥ 0, j ≥ 1 the inverse limit system of
ϕiσj is conjugate to the topological Markov shift whose defining matrix is
N iM j and such that if ϕ is expansive then for all i ≥ 1 the inverse limit
system of ϕi is conjugate to the topological Markov shift whose defining
matrix is N i.
(2) If ϕ1, . . . , ϕk are in (C0)
◦
J(τ) and (X, τ) is conjugate to a topological Markov
shift whose defining matrix is M , then there exist m ≥ 0 and nonneg-
ative integral matrices N1, . . . , Nk with MNi = NiM for i = 1, . . . , k
such that for all i1, . . . , ik ≥ 0 and all j ≥ 1, the inverse limit system
of (ϕm1 )
i1 . . . (ϕmk )
ikτ j is conjugate to the topological Markov shift whose
defining matrix is N i11 . . . N
ik
k M
j, and such that if in addition, ϕ1, . . . , ϕk
are pairwise commuting, then N1, . . . , Nk are pairwise commuting and the
inverse limit system of (ϕm1 )
i1 . . . (ϕmk )
ik is conjugate to the topological
Markov shift whose defining matrix is N i11 . . . N
ik
k for all i1, . . . , ik ≥ 0
with (i1, . . . , ik) 6= (0, . . . , 0).
Proof. (1) Since ϕ ∈ (C0)J(τ), there exists a onesided 1-1, nondegenerate LR textile
system T such that (XT , σT , ϕT ) and (X, τ, ϕ) are conjugate. Let G and G
∗ be the
graphs such that T and T ∗ are defined over G and G∗, respectively. Let M =MG
and N =MG∗ . Then (1) follows from [N5, Theorems 6.3 and 2.5].
(2) Since each ϕi is an expansive, essentially LR endomorphism of the topolog-
ical Markov shift (XG, σG), where G is the graph with MG = M , it follows from
Proposition 2.13(3) that there exists m ≥ 1 such that ϕmi is an expansive, LR
endomorphism of (XG, σG) for all i = 1, . . . , k. There exist onesided 1-1, nonde-
generate LR textile systems Ti, i = 1, . . . , k, over G such that ϕTi = ϕ
m
i . Since
Ti is LR, if the dual T
∗
i is defined over a graph G
∗
i with MG∗i = Ni, then by [N5,
Proposition 6.1] MNi = NiM for i = 1, . . . , k. For any i1, . . . , ik ≥ 0, let Ti1,...,ik
be the composition T i11 ◦ · · · ◦ T ikk of textile systems (see the final remarks in Sub-
section 2.3). Then Ti1,...,ik is a onesided 1-1, nondegenerate LR textile system such
that T ∗i1,...,ik is defined over the graph whose adjacency matrix is N
i1
1 . . .N
ik
k and
ϕTi1,...,ik = (ϕ
m
k )
ik . . . (ϕm1 )
i1 (by [N5, Corollaries 3.17, 3.18] and Remark 2.16(1)).
Therefore, the first part of (2) follows from [N5, Theorem 6.3(3)].
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Suppose in addition, that ϕ1, . . . , ϕk are pairwise commuting. Then it follows
from Remark 2.16(2) that N1, . . . , Nk are pairwise commuting. Since ϕ1, . . . , ϕk
are essentially LR and expansive and i1, . . . , ik ≥ 0 with (i1, . . . , ik) 6= (0, . . . , 0),
it follows from [N10, Proposition 7.12(3)] that (ϕmk )
ik . . . (ϕm1 )
i1 is expansive and
hence T ∗i1,...,ik is 1-1 (by [N5, Theorem 2.5]). Therefore, by [N5, Theorem 6.3(2)]
the second part of (2) is proved. 
Let ϕ : X → X be a continuous map of a compact metric space. A bisequence
(xi)i∈Z of points xi ∈ X is called a δ-pseudo orbit of ϕ if dX(ϕ(xi), xi+1) ≤ δ for all
i ∈ Z. For ǫ > 0, an orbit (xi)i∈Z of ϕ is said to ǫ-trace a δ-pseudo orbit (x′i)i∈Z of ϕ
if dX(xi, x
′
i) < ǫ for all i ∈ Z. We say that ϕ has the pseudo orbit tracing property,
or POTP for short, if for any ǫ > 0, there exists δ > 0 such that any δ-pseudo
orbit of ϕ is ǫ-traced by some orbit of ϕ. We recall that for ϕ ∈ H(X), where X
is a zero-dimensional, compact metric space, (X,ϕ) is conjugate to a topological
Markov shift if and only if ϕ is expansive and has POTP (Walters [Wa-1]).
Proposition 10.2. Let X be a zero-dimensional compact metric space and J a
submonoid of S(X). Suppose that τ ∈ J ∩ H(X) with τ−1 ∈ J and (X, τ) is
conjugate to an SFT.
(1) If J = K with a subgroup K of H(X) or τ is topologically transitive,
then CJ (τ) = (C0)J (τ), PLJ(τ) = (PL0)J(τ), PRJ(τ) = (PR0)J (τ),
QRJ(τ) = (QR0)J(τ), QLJ(τ) = (QL0)J(τ).
(2) All elements in (C0)J(τ) have POTP and the inverse limit system of every
element of (C0)
◦
J (τ) is conjugate to an SFT; if τ is topologically mixing (or
alternatively, τ commutes with some topologically mixing element in S(X)),
then the inverse limit system of every element of (C0)
◦
J (τ) is conjugate to
a mixing SFT.
(3) If τ is topologically transitive, then the inverse limit system of every ex-
pansive, right closing or left closing element of DJ(τ) is conjugate to an
SFT; if in addition τ is topologically mixing (or alternatively, τ commutes
with some topologically mixing element in S(X)), then the inverse limit
system of every expansive, right closing or left closing element in DJ(τ) is
conjugate to a mixing SFT.
Proof. (1) By Remark 2.10(2).
(2) By (1) we see that CJ (τ) = (C0)J(τ). (NB [N10, Proof of Proposition
9.9(2)] has been revised to be much simpler.) Hence, since any essentially LR
endomorphism of an SFT has POTP ([N10, Proposition 9.9(1)]), (2) is proved by
using [N7, Theorem 1.6] (For let ϕ be an onto endomorphism of (X, τ). If ϕ has
POTP then so does σϕ, and if ϕ is topologically mixing then so is σϕ (see e.g.
[AoHi]). )
(3) It follows from [N10, Corollary 6.6] that if (X, τ) is conjugate to a transitive
SFT, then the inverse limit system of every expansive, right closing or left closing
element in (PL0)(τ) ∪ (QR0)(τ), is conjugate to a topological Markov shift. Since
DJ(τ) = (PL0)(τ) ∪ (QR0)(τ) by (1), (3) follows by [N7, Theorem 1.6]. 
Let X be a zero-dimensional compact metric space. Let ϕ, τ ∈ H(X). We write
ϕ ⇀ τ if τ is expansive and ϕ is an essentially weakly p-L automorphism of (X, τ),
and if in addition, ϕ is right τ -expansive, then we write ϕ ⇀◦ τ , which is equivalent
to the condition that τ is expansive and ϕ is right τ -expansive on the upper side (by
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Theorem 8.10(1)); we write ϕ ⇁ τ if τ is expansive and ϕ is an essentially weakly
q-R automorphism of (X, τ), and if in addition, ϕ is left τ -expansive, then we write
ϕ ⇁◦ τ , which is equivalent to the condition that τ is expansive and ϕ is positively
left τ -expansive (by Theorem 8.9(2)). We write ϕ→ τ to mean that τ is expansive
and ϕ is an essentially weakly LR automorphism of (X, τ), and ϕ →◦ τ to mean
that τ is expansive and ϕ is an expansive, essentially weakly LR automorphism of
(X, τ), which is equivalent to the condition that ϕ ⇀◦ τ and ϕ ⇁◦ τ (by Theorem
8.12(3)).
Let K be any subgroup of H(X). (We do not assume that K is finitely gen-
erated.) Let E(K) denote the set of all expansive elements in K. Suppose that
τ ∈ E(K). Then CK(τ) = {ϕ ∈ K |ϕ → τ} and C◦K(τ) = {ϕ ∈ K |ϕ →◦
τ} = {ϕ ∈ E(K) |ϕ → τ}, which is the interior of CK(τ). Further, PLK(τ) =
{ϕ ∈ K |ϕ ⇀ τ}, QRK(τ) = {ϕ ∈ K |ϕ ⇁ τ}, CK(τ) = {ϕ ∈ K |ϕ → τ} and
PL◦K(τ) = {ϕ ∈ K |ϕ ⇀◦ τ}, QR◦K(τ) = {ϕ ∈ K |ϕ ⇁◦ τ}.
For any subset F of H(X), let F−1 denote {ϕ−1 |ϕ ∈ F}. Then, as is easily
seen, PRK(τ) = PLK(τ
−1) = (QRK(τ))
−1, QLK(τ) = QRK(τ
−1) = (PLK(τ))
−1,
CK(τ
−1) = (CK(τ))
−1 and DK(τ
−1) = (DK(τ))
−1. It follows from [N10, Proposi-
tion 8.2] that if X is infinite, then PLK(τ)∩PL◦K(τ−1) = ∅, QRK(τ)∩QR◦K (τ−1) =
∅ and CK(τ)∩C◦K (τ−1) = ∅. More properties of the relations⇀,⇁ and→ onH(X)
were presented in [N10, Section 9] (for summaries of them, see [N10, Propositions
9.4 and 9.5]).
Proposition 10.3. Let X be a zero-dimensional compact metric space. Let K be a
commutative subgroup of H(X). Then the relation →◦ on E(K) is an equivalence
relation. For τ ∈ E(K), C◦K(τ) is the equivalence class containing τ with respect
to →◦ and CK(τ) = CK(τ ′) for every τ ′ ∈ C◦K(τ).
Proof. The proof is given by the explanation in [N10, p. 206] (which uses [N10,
Proposition 9.5(1)(2)(3)]) and Theorem 12.2. 
Let K be a commutative subgroup of H(X) and τ ∈ E(K), where X is a zero-
dimensional compact metric space. For the reason shown in Proposition 10.3, we
call CK(τ) an essentially-weakly-LR cone or a cone in K. For a cone C in K,
C◦ = C ∩ E(K) is the interior of C. If a cone C in K contains an element having
POTP in C◦, then C = (C0)K(τ) for all elements τ ∈ C◦ (by Propositions 10.3 and
10.2) and all elements of the cone C have POTP (by Proposition 10.2), and hence
we call C an ELR (essentially LR) cone in K.
Let X be a zero-dimensional compact metric space. Let ϕ, τ ∈ H(X). Let us
write ϕ ⊸ τ to mean that ϕ ⇀ τ or ϕ ⇁ τ . Let K be any (not necessarily
commutative) subgroup of H(X). Let us write ϕ ⊸∗K τ to mean that there exist
r ≥ 1 and (expansive) elements τi, i = 1, . . . , r, in K such that ϕ = τ0 ⊸ τ1, τ1 ⊸
τ2, . . . , τr−1 ⊸ τr = τ . Let us write ϕ ⊸
◦ τ to mean that ϕ ⇀◦ τ or ϕ ⇁◦ τ ,
and let us write ϕ⊸◦,∗K τ to mean that there exist r ≥ 1 and (expansive) elements
τi, i = 1, . . . , r, in K such that ϕ = τ0 ⊸
◦ τ1, τ1 ⊸
◦ τ2, . . . , τr−1 ⊸
◦ τr = τ (or
equivalently, to mean that there exists τ ′ ∈ E(K) such that ϕ⊸◦ τ ′ and τ ′ ⊸∗K τ).
Let τ ∈ E(K). Then DK(τ) = {ϕ ∈ K |ϕ ⊸ τ} and D◦K(τ) = {ϕ ∈ K |ϕ ⊸◦
τ}. Define
D∗K(τ) = {ϕ ∈ K |ϕ⊸∗K τ} and (D∗K)◦(τ) = {ϕ ∈ K |ϕ⊸◦,∗K τ}.
We call D∗K(τ) the extended district of τ in K, and also call an extended district in
K for the reason shown in Proposition 10.4 below. We call the set D∗K(τ)∩E(K) =
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{ϕ ∈ E(K) |ϕ⊸∗K τ} of all expansive elements in D∗K(τ) the core of D∗K(τ) in K.
We call (D∗K)
◦(τ) the interior of D∗K(τ) in K. Clearly we have
D∗K(τ) =
⋃
τ ′∈D∗
K
(τ)∩E(K)
DK(τ
′), (D∗K)
◦(τ) =
⋃
τ ′∈D∗
K
(τ)∩E(K)
D◦K(τ
′).
Proposition 10.4. Let X be a zero-dimensional compact metric space, K a (not
necessarily commutative) subgroup of H(X). Then the relation ⊸∗K (⊸
◦,∗
K ) re-
stricted on E(K) is an equivalence relation on E(K). For τ ∈ E(K), the core of
D∗K(τ) (i.e. D
∗
K(τ) ∩ E(K)) is the equivalence class containing τ with respect
to ⊸∗K on E(K). For every τ
′ in the core of D∗K(τ), D
∗
K(τ) = D
∗
K(τ
′) and
(D∗K)
◦(τ) = (D∗K)
◦(τ ′).
Proof. If τ ∈ H(X) is expansive, then τ ⊸ τ (because τ → τ). If τ, τ ′ ∈ H(X) are
expansive, then τ ⊸ τ ′ implies τ ′ ⊸ τ , because τ ⇀ τ ′ if and only if τ ′ ⇁ τ ([N10,
Proposition 9.4(1)]). By definition ⊸∗K is transitive on E(K). Therefore ⊸
∗
K
restricted on E(K) is an equivalence relation on E(K), and hence the remainder
follow. 
The following theorem is an extension of the main part of [N10, Proposition
9.11].
Theorem 10.5. Let X be a zero-dimensional compact metric space and K be H(X)
or any subgroup of H(X). Let D∗ be any extended district in K. If D∗ contains an
element τ with (X, τ) conjugate to a mixing SFT, then for every expansive element
ϕ in D∗, the following hold:
(1) (X,ϕ) is conjugate to a mixing SFT;
(2) all left ϕ-expansive elements in PLK(ϕ) and all right ϕ-expansive elements
in QRK(ϕ) have POTP and are topologically mixing;
(3) all elements in CK(ϕ) have POTP.
Proof. By Proposition 10.4, D∗ = D∗K(τ). We know, by [N10, Corollary 6.6], that
for any ψ1, ψ2 ∈ H(X) with ψ1 ⇀ ψ2 (respectively, ψ1 ⇁ ψ2) and ψ1 left ψ2-
expansive (respectively, right ψ2-expansive), it holds that if ψ2 has POTP and is
topologically-mixing, then so does and so is ψ1. Using this, (1) and (2) are proved.
By (1) and Proposition 10.2, (3) is proved. 
Let K be a commutative subgroup of H(X). Let ϕ, τ ∈ E(K). If ϕ ⇀ τ
(respectively, ϕ ⇁ τ), ϕ′ ∈ C◦K(ϕ) and τ ′ ∈ C◦K(τ), then ϕ′ ⇀ τ ′ (respectively,
ϕ′ ⇁ τ ′) ([N10, Proposition 9.7]). Hence the relations “⇀”, “⇁”, “⊸”, and “⊸∗K”
are defined on the family of interiors C◦’s of cones C’s inK as the quotient relations
of them with respect to the equivalence relation→ on E(K), where C◦ denotes the
interior of a cone C in K. By Theorem 10.5 we see that if C,C′ are cones in K with
C◦⊸∗KC
′◦ and if one of C,C′ is an ELR cone containing a topologically mixing
element in its interior, then the other is also an ELR cone with all elements in its
interior topologically mixing.
Here, in connection with Theorem 10.5, we note that the question of whether
or not there exists an expansive automorphism ϕ of a transitive SFT (X, σ) with
(X,ϕ) not conjugate to any SFT is still open. See [Bo3, Section 12].
If we restrict our attention to the overall dynamics of an onto endomorphism ϕ of
a subshift (X, σ), then letting J be the submonoid of S(X) generated by {σ, ϕ, σ−1}
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we know, by Theorems 9.7, 9.10 and 9.11, the following:
PL◦J(σ) = {ϕiσj
∣∣ j > −pL(ϕ)i, i ≥ 0}, PR◦J(σ) = {ϕiσj ∣∣ j < pR(ϕ)i, i ≥ 0},
QR◦J(σ) = {ϕiσj
∣∣ j > −qR(ϕ)i, i ≥ 0}, QL◦J(σ) = {ϕiσj ∣∣ j < qL(ϕ)i, i ≥ 0},
C◦J(σ) = {ϕiσj
∣∣ j > cR(ϕ)i, i ≥ 0}, C◦J(σ−1) = {ϕiσj ∣∣ j < cL(ϕ)i, i ≥ 0},
D◦J(σ) = {ϕiσj
∣∣ j > dR(ϕ)i, i ≥ 0}, D◦J(σ−1) = {ϕiσj ∣∣ j < dL(ϕ)i, i ≥ 0},
Q◦J(σ) = {ϕiσj
∣∣ qL(ϕ)i < j < −qR(ϕ)i, i > 0}.
Proposition 10.6. Let ϕ be an onto endomorphism of a subshift (X, σ). Let J
be the submonoid of S(X) generated by {ϕ, σ, σ−1}. If −pL(ϕ) is of type I, then
PLJ(σ) = {ϕiσj | j ≥ −pL(ϕ)i, i ≥ 0} and PLJ(σ) ) PL◦J(σ); if −pL(ϕ) is of type
II or of type III, then PLJ(σ) = PL
◦
J(σ); similar facts for QRJ(σ), PRJ (σ) and
QLJ(σ) also hold.
Proof. We note that σj is an LR automorphism of (X, σ) for all j ≥ 0. Let i, j ∈ Z
with i > 0. If j/i < −pL(ϕ), then ϕiσj is not essentially weakly p-L. For otherwise,
there would be an integerm > 0 with (mj+1)/(mi) < −pL(ϕ) but (ϕiσj)mσ would
be essentially weakly p-L and right σ-expansive (by [N10, Remark 7.9, Proposition
7.6]), contrary to the fact that j/i > −pL(ϕ) if and only if ϕiσj is essentially
weakly p-L and right σ-expansive (by Theorem 9.7). If j/i = −pL(ϕ), then ϕiσj is
essentially weakly p-L if and only if −pL(ϕ) is of type I. Hence we have proved the
statements for PLJ(σ).
The remainder are proved similarly. 
We cannot answer the question whether or not CJ(σ) = PLJ(σ) ∩ QRJ(σ)
generally holds, because we cannot answer the question whether or not, for the
case that −pL(ϕ) and −q(ϕ) are the same value and both of type I, ϕiσcR(ϕ)i with
i > 0 is essentially weakly LR endomorphism of (X, σ). We cannot answer the
question whether or not QJ(σ) = QLJ(σ) ∩ QRJ(σ) generally holds, because we
cannot answer the question whether or not, for the case that qL(ϕ) and −qR(ϕ)
are the same value and both of type I, ϕiσqL(ϕ)i with i > 0 is an essentially weakly
q-biresolving endomorphism of (X, σ). The following proposition together with
Proposition 10.6 is useful for describing CJ (σ) and QJ(σ) in terms of the limits of
onesided resolving directions of ϕ.
Proposition 10.7. Let ϕ be an onto endomorphism of a subshift (X, σ). Let J be
the submonoid of S(X) generated by {ϕ, σ, σ−1}.
(1) If either −pL(ϕ) < −qR(ϕ) with −qR(ϕ) of type I (respectively, qL(ϕ) <
pR(ϕ) with qL(ϕ) of type I) or −pL(ϕ) > −qR(ϕ) with −pL(ϕ) of type I
(respectively, qL(ϕ) > pR(ϕ) with pR(ϕ) of type I), then ϕ
iσj with j =
cR(ϕ)i, i ≥ 0 is contained in CJ(σ) (respectively, ϕiσj with j = cL(ϕ)i, i ≥
0 is contained in CJ(σ
−1)).
(2) If −pL(ϕ) = −qR(ϕ) with both −pL(ϕ) and −qR(ϕ) of type I (respectively,
pR(ϕ) = qL(ϕ) with both pR(ϕ) and qL(ϕ) of type I), then with the ad-
ditional condition that (X, σ) is an SFT and that ϕ is invertible or σ is
topologically transitive, ϕiσj with j = cR(ϕ)i, i ≥ 0 is contained in CJ(σ)
(respectively, ϕiσj with j = cL(ϕ)i, i ≥ 0 is contained in CJ (σ−1)).
(3) If −qR(ϕ) < qL(ϕ) with −qR(ϕ) of type I (respectively, with qL(ϕ) of type
I), then ϕiσj with j = −qR(ϕ)i, i ≥ 0 is contained in QJ(σ) (respectively,
ϕiσj with j = qL(ϕ)i, i ≥ 0 is contained in QJ(σ)).
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(4) If −qR(ϕ) = qL(ϕ) with both −qR(ϕ) and qL(ϕ) of type I, then with the
additional condition that (X, σ) is a topologically transitive SFT, it holds
that {ϕiσj | j = −qR(ϕ)i, i ≥ 0} = QJ(σ).
Proof. (1) Suppose that j = cR(ϕ)i, i ≥ 0. Suppose that −pL(ϕ) < −qR(ϕ) and
−qR(ϕ) is type I. Then j = −qR(ϕ)i and ϕiσj is essentially weakly q-R. There exists
an onto endomorphism ϕ1 of a subshift (X1, σ1) such that (X1, σ1, ϕ1) is conjugate
to (X, σ, ϕ) and ϕi1σ
j
1 is a weakly q-R endomorphism of (X1, σ1). Since iX ∈ CJ(σ),
we may assume that i > 0. Since j/i > −pL(ϕ) = −pL(ϕ1) (by Theorem 9.4), it
follows from Theorem 9.7 that ϕi1σ
j
1 is essentially weakly p-L and right σ1-expansive.
Therefore, by [N10, Proposition 7.11] there exists k > 0 such that (ϕi1σ
j
1)
k is weakly
p-L. Since ϕi1σ
j
1 is weakly q-R, so is (ϕ
i
1σ
j
1)
k (by Remark 2.15). Therefore by
Theorem 8.7(1)(b) ϕi1σ
j
1 is an essentially weakly LR endomorphism of (X1, σ1),
and hence ϕiσj ∈ CJ (σ). The proof for the case that −pL(ϕ) > −qR(ϕ) and
−pL(ϕ) is of type I is similar.
(2) By [N10, Theorem 8.8(4)].
(3) The proof is similar to that of (1); use Theorem 8.7(1)(c) instead of Theorem
8.7(1)(b).
(4) By [N10, Theorem 8.8(5)]. 
Let ϕ be an automorphism of (X, σ). In order to discuss the overall dynamics
of the automorphism ϕ of (X, σ), it is appropriate to let K be the subgroup of
H(X) generated by {σ, ϕ}. For any subset F of H(X), let F−1 denote the set
{ψ−1 |ψ ∈ F}. Let J be the submonoid of S(X) generated by {σ, σ−1, ϕ}. Then
PLK(σ) = PLJ(σ) ∪ PLJ−1(σ). PLJ−1(σ) is the set of all ϕ−iσ−j such that
ϕ−iσ−j ⇀ σ with i ≥ 0, j ∈ Z, this set equals the set of all ϕ−iσ−j such that
ϕiσj is essentially weakly q-L automorphism of (X, σ) with i ≥ 0, j ∈ Z, and
this set is (QLJ(σ))
−1. Therefore, PLK(σ) = PLJ(σ) ∪ (QLJ(σ))−1. Similarly
QRK(σ) = QRJ(σ) ∪ (PRJ (σ))−1 and CK(σ) = CJ (σ) ∪ (CJ (σ−1))−1. We also
have PL◦K(σ) = PL
◦
J(σ) ∪ (QL◦J(σ))−1, QR◦K(σ) = QR◦J(σ) ∪ (PR◦J(σ))−1 and
C◦K(σ) = C
◦
J (σ) ∪ (C◦J (σ−1))−1. Hence, by the equations before Proposition 10.6,
we see:
PL◦K(σ) = {ϕiσj
∣∣ j > qL(ϕ)i if i ≤ 0, j > −pL(ϕ)i if i ≥ 0},
QR◦K(σ) = {ϕiσj
∣∣ j > pR(ϕ)i if i ≤ 0, j > −qR(ϕ)i if i ≥ 0},
C◦K(σ) = {ϕiσj
∣∣ j > cL(ϕ)i if i ≤ 0, j > cR(ϕ)i if i ≥ 0},
D◦K(σ) = {ϕiσj
∣∣ j > dL(ϕ)i if i ≤ 0, j > dR(ϕ)i if i ≥ 0}.
By using PLK(σ) = PLJ(σ)∪ (QLJ (σ))−1, QRK(σ) = QRJ(σ)∪ (PRJ (σ))−1 and
Proposition 10.6, PLK(σ) and QRK(σ) can be described in terms of the limits of
onesided resolving directions of ϕ, and so can be done CK(σ) in many cases by
using CK(σ) = CJ (σ) ∪ (CJ (σ−1))−1 and Proposition 10.7.
For an automorphism ϕ of a subshift (X, σ) and for (k, l) ∈ Z2 with ϕkσl expan-
sive, Proposition 10.8(2) below is often useful to determine PLK(ϕ
kσl), QRK(ϕ
kσl)
and CK(ϕ
kσl), and its continuation Corollary 11.14(2) in the next section is often
useful to determine D∗K(ϕ
kσl).
For (a1, b1), (a2, b2) ∈ R2 with a1b2 6= a1b2, let us define H[(a1, b1), (a2, b2)],
H[(a1, b1), (a2, b2)), H((a1, b1), (a2, b2)], and H((a1, b1), (a2, b2)) to be the convex
cones in R2 (with apex (0, 0)) consisting of all points (ca1 + da2, cb1 + db2) ∈ R2
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with c, d ≥ 0, with c > 0, d ≥ 0, with c ≥ 0, d > 0, and with c > 0, d > 0,
respectively.
Proposition 10.8. Let ϕ be an automorphism of an infinite subshift (X, σ). Let K
be the subgroup of H(X) generated by {σ, ϕ}. Let (k, l) ∈ Z2 with ϕkσl expansive.
(1) If ϕiσj ⇀ ϕkσl (respectively, ϕiσj ⇁ ϕkσl, ϕiσj → ϕkσl,) with il 6= jk,
then for all (i′, j′) ∈ H[(i, j), (k, l)] ∩ Z2, ϕi′σj′ ∈ PLK(ϕkσl) (respec-
tively, ϕi
′
σj
′ ∈ QRK(ϕkσl), ϕi′σj′ ∈ CK(ϕkσl)), and for all (i′, j′) ∈
H((i, j), (k, l)]∩Z2, ϕi′σj′ ∈ PL◦K(ϕkσl) (respectively, ϕi
′
σj
′ ∈ QR◦K(ϕkσl),
ϕi
′
σj
′ ∈ C◦K(ϕkσl)).
(2) Let (i1, j1), (i2, j2) ∈ Z2 with i1j2 6= i2j1. If ϕitσjt ⇀ ϕkσl (respectively,
ϕitσjt ⇁ ϕkσl ϕitσjt → ϕkσl) with ϕitσjt not right ϕkσl-expansive (re-
spectively, not left ϕkσl-expansive, nonexpansive) for t = 1, 2, then (i, j) ∈
H[(i1, j1), (i2, j2)] ∩ Z2 if and only if ϕiσj ∈ PLK(ϕkσl) (respectively,
ϕiσj ∈ QRK(ϕkσl), ϕiσj ∈ CK(ϕkσl)), and (i, j) ∈ H((i1, j1), (i2, j2))∩Z2
if and only if ϕiσj ∈ PL◦K(ϕkσl) (respectively, ϕiσj ∈ QR◦K(ϕkσl), ϕiσj ∈
C◦K(ϕ
kσl)).
Proof. We describe proofs only for the first versions of (1) and (2). The other
versions are proved by modifying them straightforwardly (by using Theorems 8.6
and 8.7 instead of Theorem 8.1).
(1) Suppose that (i′, j′) ∈ H[(i, j), (k, l)]. Then there exist integers m > 0,
r ≥ 0, s ≥ 0 such that (mi′,mj′) = (ri + sk, rj + sl). Noting that iX ∈ CK(ϕkσl),
we know, by Remark 2.15, that (ϕiσj)r ∈ PLK(ϕkσl) and hence it follows from
[N10, Proposition 7.6] that (ϕi
′
σj
′
)m = (ϕiσj)r(ϕkσl)s is in PLK(ϕ
kσl). Hence by
Theorem 8.1, ϕi
′
σj
′ ∈ PLK(ϕkσl).
If (i′, j′) ∈ H((i, j), (k, l)], then a similar argument to the above (replaced by
“s ≥ 0” by “s > 0”) shows that ϕi′σj′ ∈ PL◦K(ϕkσl).
(2) Suppose that ϕitσjt ⇀ ϕkσl with ϕitσjt not right ϕkσl-expansive for t = 1, 2.
Since ϕkσl is expansive and ϕitσjt is nonexpansive for t = 1, 2, it follows that itl 6=
jtk for t = 1, 2. It follows from (1) that if (i, j) ∈ H[(i1, j1), (k, l)]∪H[(i2, j2), (k, l)]
then ϕiσj ∈ PLK(ϕkσl). Since i1j2 6= i2j1, neither one of H[(i1, j1), (k, l)] and
H[(i2, j2), (k, l)] can include the other, because ifH[(i1, j1), (k, l)] ) H[(i2, j2), (k, l)]
then by (1) ϕi2σj2 ∈ PL◦K(ϕkσl), which contradicts the hypothesis that ϕi2σj2
is not right ϕkσl-expansive. Therefore, H[(i1, j1), (i2, j2)] = H[(i1, j1), (k, l)] ∪
H[(i2, j2), (k, l)], and if (i, j) ∈ H[(i1, j1), (i2, j2)] then ϕiσj ∈ PLK(ϕkσl).
Assume that there were (i′, j′) ∈ Z2 such that ϕi′σj′ ∈ PLK(ϕkσl) but (i′, j′) /∈
H[(i1, j1), (i2, j2)]. Then, since (i′, j′) /∈ H[(i1, j1), (i2, j2)] ∋ (k, l) and ϕi′σj′ /∈
PL◦K(ϕ
−kσ−l) (because PLK(ϕ
kσl) ∩ PL◦K(ϕ−kσ−l) = ∅ as seen by using [N10,
Proposition 8.2]), it follows that i′l 6= j′k. Therefore, it follows from (1) that for
all (i, j) ∈ H((i′, j′), (k, l)], ϕiσj ∈ PL◦K(ϕkσl). Since either (i1, j1) or (i2, j2) is in
H((i′, j′), (k, l)], either ϕi1σj1 or ϕi2σj2 would be right ϕkσl-expansive, contrary to
the hypothesis.
Hence we have proved that (i, j) ∈ H[(i1, j1), (i2, j2)] ∩ Z2 if and only if ϕiσj ∈
PLK(ϕ
kσl). The proof that (i, j) ∈ H((i1, j1), (i2, j2)) ∩ Z2 if and only if ϕiσj ∈
PL◦K(ϕ
kσl) is given by modifying the proof above straightforwardly. 
Example 10.9. Consider the automorphism ϕ of (X, σ) in Example 9.17. Let K be
the subgroup of H(X) generated by {σ, ϕ}. Applying Propositions 10.6 and 10.7
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to the limits of onesided directions of ϕ obtained in Example 9.17, we see:
DK(σ) = PLK(σ) = {ϕiσj | j ≥ |i|}, CK(σ) = QRK(σ) = {ϕiσj | j ≥ 2|i|}.
These are also seen by using Proposition 10.8(2) as follows: since ϕσ−PL(ϕ) ⇀ σ (by
Proposition 6.12) and (ϕσQL(ϕ))−1 ⇀ σ (by Theorem 4.2(2)) and ϕσ−PL(ϕ) and
(ϕσQL(ϕ))−1 are not right σ-expansive (by Example 9.17), by Proposition 10.8(2)
PLK(σ) = {ϕiσj | (i, j) ∈ H[(1,−PL(ϕ)), (−1,−QL(ϕ))]}; since ϕσ−QR(ϕ) ⇁ σ
(by Theorem 4.2(1)) and (ϕσPR(ϕ))−1 ⇁ σ (by Proposition 6.12) and ϕσ−QR(ϕ)
and (ϕσPR(ϕ))−1 are not left σ-expansive (by Example 9.17), by Proposition 10.8(2)
QRK(σ) = {ϕiσj | (i, j) ∈ H[(1, QR(ϕ)), (−1,−PR(ϕ))]}; since ϕσCR(ϕ) → σ (by
Corollary 7.4(1)(b)) and (ϕσCL(ϕ))−1 → σ (by Corollary 7.4(2)(b)) and ϕσCR(ϕ)
and (ϕσCL(ϕ))−1 are not expansive, by Proposition 10.8(2) CK(σ) = {ϕiσj | (i, j) ∈
H[(1, CR(ϕ)), (−1,−CL(ϕ))]}. Moreover, by Corollary 11.14(2)
D∗K(σ) = {ϕiσj | (i, j) ∈ H[(1,−PL(ϕ)), (−1,−QL(ϕ))]} = PLK(σ)
because ϕσ−PL(ϕ)⊸ σ and (ϕσQL(ϕ))−1 ⊸ σ and ϕσ−PL(ϕ) and (ϕσQL(ϕ))−1 are
neither right σ-expansive nor left σ-expansive (by Example 9.17).
Since (X, σ) is an SFT, CK(σ) and CK(σ
−1) are ELR cones in K. It is known
([N5, p.202]) that no element in DK(σ) \C◦K(σ) is left σ-expansive and no element
in DK(σ
−1) \ C◦K(σ−1) is left σ-expansive. However no more is known about the
dynamics of the elements in K \ (DK(σ−1) ∪DK(σ)) except that ϕ is neither left
σ-expansive nor right σ-expansive.
Example 10.10. Consider the LR automorphism ϕ of (XM , σM ) in Example 9.18.
Let K be the subgroup of H(X) generated by {σM , ϕ}. As was seen in Example 9.
18, ϕ→ σM and ϕ−1σM → σM and ϕ and ϕ−1σM are neither left σ-expansive nor
right σ-expansive. Therefore by Proposition 10.8(2) and Corollary 11.14(2)
D∗K(σM ) = CK(σM ) = H[(1, 0), (−1, 1)] = {ϕiσjM | j ≥ −i if i < 0, j ≥ 0 if i ≥ 0}.
Let us refer to the 1-1 textile system T¯ in [N5, Section 10, Example 1]. As is shown
there, (XT¯ , σT¯ , ϕT¯ ) is conjugate to (XM .ϕ
2σ−1M , σM ). One can show (more strongly
than stated there) that ϕT¯σ
3
T¯
and ϕT¯σ
−3
T¯
are LR automorphisms of (XT¯ , σT¯ ) which
are neither left σT¯ -expansive nor right σT¯ -expansive. This implies that ϕ
6σ−2M →
ϕ2σ−1M and ϕ
6σ−4M → ϕ2σ−1M and ϕ6σ−2M and ϕ6σ−4M are neither left ϕ2σ−1M -expansive
nor right ϕ2σ−1M -expansive. Hence by Proposition 10.8(2) and Corollary 11.14(2)
D∗K(ϕ
2σ−1M ) = CK(ϕ
2σ−1M ) = H[(6,−2), (6,−4)]
= {ϕiσjM | − (2/3)i ≤ j ≤ −(1/3)i, i ≥ 0}.
It is very important to recall that an expansive element in the ELR cone CK(σM )
and that in the ELR cone CK(ϕ
2σ−1) define drastically different topological Markov
shifts (see [N5, Section 10, Example 1]; see [BoL, Example 5.1]).
Nothing is known about the dynamics of elements outside the ELR cones CK(σM ),
CK(σ
−1
M ), CK(ϕ
2σ−1M ) and CK(ϕ
−2σM ).
Example 10.11. Consider the onto endomorphism ϕ1 of (X, σ) in Example 9.19.
Let J be the submonoid of S(X) generated by {σ, σ−1, ϕ1}. Let i ≥ 0, j ∈ Z.
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Applying Propositions 10.6 and 10.7 to the results of Example 9.19, we have
CJ(σ
−1) = PRJ (σ) = {ϕi1σj | j ≤ −2i}, DJ(σ−1) = QLJ(σ) = {ϕi1σj | j ≤ 0},
DJ(σ) = PLJ(σ) = QRJ(σ) = CJ (σ) = {ϕi1σj | j ≥ 2i}.
One can see that no element in QLJ(σ) \ PRJ (σ) is left σ-expansive by a similar
argument to that in [N5, Section 10, Example 2 (p.202)]. However nothing is known
about the dynamics of elements in J \ (DJ(σ−1) ∪DJ(σ)).
Example 10.12. (1) Consider the onto endomorphism ϕ of (X, σ) in Example
9.20(1). Let J be the submonoid of S(X) generated by {σ, σ−1, ϕ}. Let i ≥ 0, j ∈ Z.
Then applying Propositions 10.6 and 10.7 to the results of Example 9.20(1), we see
the following:
CJ(σ
−1) = PRJ (σ) = {ϕiσj | j ≤ −ni}, DJ(σ−1) = QLJ(σ) = {ϕiσj | j ≤ mi},
DJ (σ) = QRJ(σ) = {ϕiσj | j ≥ −ni}, CJ (σ) = PLJ(σ) = {ϕiσj | j ≥ mi},
QJ(σ) = {ϕiσj | − ni ≤ j ≤ mi}.
(2) Consider the onto endomorphism ϕ of (X, σ) in Example 9.20(2). Let J be
the submonoid of S(X) generated by {σ, σ−1, ϕ}. Let i ≥ 0, j ∈ Z. Then applying
Propositions 10.6 and 10.7 to the results of Example 9.20(2), we see the following:
CJ(σ
−1) = PRJ(σ) = {ϕiσj | j ≤ −si}, DJ(σ−1) = QLJ(σ) = {ϕiσj | j ≤ 0},
DJ(σ) = QRJ(σ) = {ϕiσj | j ≥ 0}, CJ (σ) = PLJ(σ) = {ϕiσj | j ≥ ri},
QJ(σ) = {ϕi}.
11. Onesided expansive lines and directions
In this section, we define “onesided expansive” analogues of the notions of ex-
pansive lines and expansive components for Z2-actions due to Boyle and Lind
[BoL] (who treated more generally corresponding notions for Zd-actions in a general
framework), for endomorphisms of compact, invertible dynamical systems. Then
using them we understand what the limits of onesided resolving directions of endo-
morphisms of subshifts are and understand the relation between “expansiveness”
and “resolvingness” for onto endomorphisms and automorphisms of subshifts and
then generally for Zd actions on zero-dimensional compact metric spaces.
11.1. The set of onesided expansive directions. We consider the planeR2 and
the coordinate system for it such that a point (a, b) in R2 goes down if a increases,
and goes right if b increases (like the indexing for matrices). The direction of a non-
horizontal line passing through points (a, b) and (c, d) with a 6= c is (b− d)/(a− c).
(For a horizontal line, we do not define its direction.) Hereafter a “line” means a
non-horizontal line unless otherwise stated.
For any line ℓ in the plane R2, let R2(·, ℓ] (respectively, R2[ℓ, ·)) denote the set
of points in R2 that lie on the left (respectively, right) of ℓ or on ℓ. For parallel lines
ℓ, ℓ′ = ℓ + (0, t) with t ≥ 0 , let R2[ℓ, ℓ′] = R2[ℓ, ·) ∩R2(·, ℓ′]. For a horizontal line
~, let R2(·, ~] (respectively, R2[~, ·)) denote the set of points in R2 that lie either
on or above (respectively, below) ~. (Here and in what follows, for any subset R of
R2 and a point (a, b) ∈ R2, R+(a, b) denotes {(c+a, d+ b) | (c, d) ∈ R}, and hence
for a line ℓ passing through a point (c, d) ∈ R2, ℓ + (a, b) denotes the line which is
parallel with ℓ and passes through the point (a+ c, b+ d).)
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Let ϕ be an onto endomorphism of an invertible dynamical system (X, τ). A
line ℓ in R2 is said to be left τ-expansive for ϕ (respectively, right τ-expansive for
ϕ), if there exists δ > 0 such that for any ϕ-orbits (xi)i∈Z, (yi)i∈Z, it holds that
if dX(τ
j(xi), τ
j(yi)) ≤ δ for all (i, j) ∈ R2(·, ℓ] ∩ Z2 (respectively, for all (i, j) ∈
R2[ℓ, ·) ∩ Z2) then (xi)i∈Z = (yi)i∈Z; we call such δ a left τ-expansive constant
(respectively, right τ-expansive constant) for ℓ for ϕ. A line ℓ is said to be expansive
for ϕ, if there exist δ > 0 and t ≥ 0 such that for any ϕ-orbits (xi)i∈Z, (yi)i∈Z,
it holds that if dX(τ
j(xi), τ
j(yi)) ≤ δ for all (i, j) ∈ R2[ℓ − (0, t), ℓ + (0, t)] ∩ Z2
then (xi)i∈Z = (yi)i∈Z; we call such δ an expansive constant for ℓ for ϕ. When ϕ is
invertible, an expansive line for ϕ is an expansive line for the Z2-action (i, j) 7→ ϕiτ j
in the sense of Boyle and Lind [BoL, Definition 2.2].
For any line ℓ and (I, J) ∈ Z2, the line ℓ+(I, J) is left τ -expansive (respectively,
right τ -expansive, expansive) for ϕ with a left τ -expansive (respectively, right τ -
expansive, expansive) constant δ if and only if so is ℓ with the same left τ -expansive
(respectively, right τ -expansive, expansive) constant δ (because if (xi)i∈Z is a ϕ-
orbit then so is (τJ (xi+I ))i∈Z). For any parallel lines ℓ, ℓ
′, there exists an integer
J ≥ 0 such that ℓ′ + (0, J) ⊂ R2[ℓ, ·) and hence, if ℓ is left τ -expansive for ϕ with
a left τ -expansive constant δ then so is ℓ′ + (0, J) with the same left τ -expansive
constant δ. Therefore, if ℓ is left τ -expansive for ϕ with a left τ -expansive constant
δ, then so is every parallel line ℓ′ with ℓ with the same left τ -expansive constant δ.
Similarly we know that if one of two parallel lines is right τ -expansive for ϕ with a
right τ -expansive constant δ, then so is the other with the same right τ -expansive
constant δ. If ℓ, ℓ′ are parallel lines and t ≥ 0, then there exists J ∈ Z such that
R2[ℓ − (0, t), ℓ + (0, t)] + (0, J) ⊂ R2[ℓ′ − (0, t + 1), ℓ′ + (0, t + 1)]. Hence if ℓ is
expansive for ϕ with an expansive constant δ , then so are all lines ℓ′ parallel with
ℓ with the same expansive constant δ.
Therefore we can say that a real number r is a left τ-expansive (respectively, right
τ-expansive, expansive) direction for ϕ if there exists a line ℓ of direction r which
is left τ -expansive (respectively, right τ -expansive, expansive) for ϕ; we can define
similarly a left τ-expansive (respectively, right τ-expansive, expansive) constant for
a left τ -expansive (respectively, right τ -expansive, expansive) direction r for ϕ.
We note that if r is a rational number and r = j/i with i ∈ N, j ∈ Z, then r is
a left τ -expansive (respectively, right τ -expansive, expansive) direction for ϕ if and
only if ϕiτ j is left τ -expansive (respectively, right τ -expansive, expansive).
In [BoL], Boyle and Lind used a geometric coding method (as an analogue of
sliding block coding of symbolic dynamics), which can be called “sliding pattern
coding”. We shall use their method taking parallelograms as patterns. Let r ∈ R.
Let m,n be nonnegative integers and l, e ≥ 0. We define the parallelogram ABCD
with the left head EF (respectively, right head GH) determined by (r;m,n, l; e)
as follows: the sides AD and BC are horizontal and of length l, the sides AB
and DC are of direction r and of length (m + n)
√
1 + r2, hence the height of the
parallelogram ABCD is m+n, EF is the horizontal edge of length e such that the
node F is on the side AB and the length of AF is m
√
1 + r2 (hence the length of
FB is n
√
1 + r2) (respectively, GH is the horizontal edge of length e such that the
node G is on the side DC and the length of DG is m
√
1 + r2 (hence the length of
GC is equal to n
√
1 + r2)).
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Proposition 11.1. Let ϕ be an onto endomorphism of an invertible dynamical
system (X, τ). Let r ∈ R. Then r is an expansive direction for ϕ if and only if r
is both a left τ-expansive direction for ϕ and a right τ-expansive direction for ϕ.
Proof. The “only-if” part is clear. To prove “if” part, suppose that r is both a left
τ -expansive direction for ϕ and a right τ -expansive direction for ϕ.
For δ > 0 and subsets R,S of R2, let us say, following the idea of “coding” of
Boyle and Lind [BoL], that R δ-codes S for ϕ if for any ϕ-orbits (xi)i∈Z, (yi)i∈Z it
holds that if dX(τ
j(xi), τ
j(yi)) ≤ δ for all (i, j) ∈ R∩Z2 then dX(τ j(xi), τ j(yi)) ≤ δ
for all (i, j) ∈ S ∩ Z2.
Let ℓ be the line of direction r in R2 passing through the origin (0, 0) . Since
ℓ is left τ -expansive and right τ -expansive, there exist a left τ -expansive constant
δL > 0 for ℓ for ϕ and a right τ -expansive constant δR > 0 for ℓ for ϕ. Let
δ = min{δL, δR}. Since R2(·, ℓ] δ-codes R2 for ϕ, R2(·, ℓ] δ-codes in particular the
horizontal line segment {(0, b) | 0 ≤ b ≤ 1} in R2 for ϕ.
We consider the product topological space XZ
2
, which is a compact metric space
with a compatible metric. Let Oϕ,τ = {(xi,j)i,j∈Z ∈ XZ2 |xi,j = τ j(xi), (xi)i∈Z ∈
Oϕ}, where Oϕ denotes the set of all ϕ-orbits. Then Oϕ,τ is closed and hence com-
pact. A standard compactness argument shows that there exist integersm,n, l0 ≥ 1
such that if the parallelogram A0B0C0D0 with the right head G0H0 determined by
(r;m,n, l0; 1) is put on the planeR
2 in such a way thatG0 is put on (0, 0) (hence, H0
is put on (0,1), A0 is put on (−m,−l0−mr), B0 is put on (n,−l0+nr), C0 is put on
(n, nr) andD0 is put on (−m,−mr)), then the subset ofR2 covered by the parallelo-
gram A0B0C0D0 (i.e. the set of points on the sides and interior of the parallelogram
hulled by the points A0(−m,−l0−mr), B0(n,−l0 + nr), C0(n, nr), D0(−m,−mr))
δ-codes the subset of R2 covered by the edge G0H0 (i.e. the line segment with the
endpoints G0(0, 0) and H0(0, 1)). Since if (xi,j)i,j∈Z ∈ Oϕ,τ then (xi+I,j+J )i,j∈Z ∈
Oϕ,τ for any I, J ∈ Z, if G0 is put on a point (I, J) with I, J ∈ Z, then the subset of
R2 covered by the parallelogram A0B0C0D0 (i.e. the set of points on the sides and
interior of the parallelogram hulled by the points A0(−m+I,−l0−mr+J), B0(n+
I,−l0+nr+ J), C0(n+ I, nr+ J), D0(−m+ I,−mr+ J)) δ-codes the set of points
covered by the edge G0H0 (i.e. the line segment with the endpoints G0(I, J) and
H0(I, 1 + J)).
Let l = l0 + 1 and consider the parallelogram ABCD with the right head GH
determined by (r;m,n, l; 1). Let (a, b) ∈ R2 and suppose that the parallelogram
ABCD with the right head GH is put on the plane R2 in such a way that G is put
on the point (a, b). If a /∈ Z, then the subset of R2 covered by the parallelogram
ABCD δ-codes the subset of R2 covered by the edge GH (because this subset
contains no point in Z2). If a ∈ Z, then for the parallelogram A0B0C0D0 with the
right head G0H0 such that G0 is put on (a, ⌊b⌋), the subset of R2 covered by the
parallelogram A0B0C0D0, say R0, is included in the subset of R
2 covered by the
parallelogram ABCD, say R. Since R0 δ-codes the subset of R
2 covered by the
edge G0H0, say S0, R δ-codes S0 and hence the subset of R
2 covered by the edge
GH , say S, because S \ S0 contains no point in Z2.
Therefore we have seen that the parallelogram ABCD with the right head GH
determined by (r;m,n, l; 1) is a sliding parallelogram for δ-coding for ϕ i.e, if the
parallelogramABCD with the right headGH determined by (r;m,n, l; 1) is located
on any place of the plane R2, then the subset of R2 covered by the parallelogram
ABCD δ-codes the subset of R2 covered by the edge GH . Hence by sliding the
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parallelogram ABCD with the edge GH forward and backward in the direction r
in such a way that G is on the line ℓ+ (0, l), we know that R2[ℓ, ℓ+ (0, l)] δ-codes
R2[ℓ, ℓ+(0, l+1)]. By sliding the parallelogram ABCD with the edge GH forward
and backward in the direction r in such a way that the node G is on the line
ℓ+ (0, l+ 1), we know that R2[ℓ, ℓ+ (0, l)] δ-codes R2[ℓ, ℓ+ (0, l+ 2)]. Continuing
this process, we know that R2[ℓ, ℓ+ (0, l)] δ-codes R2[ℓ, ℓ+ (0, l+ k)] for all k ≥ 0
and hence R2[ℓ, ·).
Therefore, if (xi)i∈Z, (yi)i∈Z are any ϕ-orbits and dX(τ
j(xi), τ
j(yi)) ≤ δ for all
(i, j) ∈ R2[ℓ, ℓ+ (0, l)]∩Z2, then dX(τ j(xi), τ j(yi)) ≤ δ for all (i, j) ∈ R2[ℓ, ·)∩Z2
and hence (xi)i∈Z = (yi)i∈Z, because δ is a right τ -expansive constant for ℓ for ϕ.
Therefore r is an expansive direction for ϕ. 
Throughout the remainder of this section, the terminology given in this proof
will be used.
Proposition 11.2. Let ϕ be an onto endomorphism of an invertible dynamical
system (X, τ). The set of all left τ-expansive (respectively, right τ-expansive) di-
rections for ϕ is an open subset of R.
Proof. Let r be a left τ -expansive direction for ϕ, and δ a left τ -expansive constant
for r for ϕ. Then the proof of Proposition 11.1 shows that there exist integers
m,n, l ≥ 1 such that the parallelogram ABCD with the right head GH determined
by (r;m,n, l; 1) is a sliding parallelogram for δ-coding for ϕ.
Put a node G′ on the edge GH such that G′ 6= G and G′ 6= H . Let r′ be the
direction of the edge G′C. Then we readily see that the parallelogram AB′CD′
with the right head G′H determined by (r′;m,n, l′; e′) is a sliding parallelogram
for δ-coding for ϕ, where l′ is l plus the (m+ n)/n times of the length of GG′, and
e′ is the length of G′H . Using this sliding parallelogram for δ-coding for ϕ and
using a similar argument to that in the proof of Proposition 11.1, we see that for a
line ℓ′ of direction r′ in R2, R2(·, ℓ′] δ-codes R2, which obviously δ-codes R2(·, ℓ]
for any line ℓ of direction r. Therefore for any ϕ-orbits (xi)i∈Z and (yi)i∈Z, it holds
that if dX(τ
j(xi), τ
j(yi)) ≤ δ for all (i, j) ∈ R2(·, ℓ′] ∩ Z2 then (xi)i∈Z = (yi)i∈Z.
Therefore we know that r′ is a left τ -expansive direction for ϕ.
If r′′ is the direction of the edge DG′, then the parallelogram A′′BC′′D with
the right head G′H determined by (r′′;m,n, l′′; e′) is a sliding parallelogram for
δ-coding for ϕ, where l′′ is l plus the (m+n)/m times of the length of GG′. Hence
we similarly know that r′′ is a left τ -expansive direction for ϕ. Since r′ can be any
real number greater than the direction r− 1/n of the edge CH and less than r and
since r′′ can be any real number greater than r and less than the direction r+1/m
of the edge HD, for all r − 1/n < s < r + 1/m, s is an left τ -expansive direction
for ϕ. 
Let ϕ be an onto endomorphism of an invertible dynamical system (X, τ). Let
ℓ be a line in the plane R2. We say that ℓ is right τ-expansive on the upper side
for ϕ (respectively, left τ-expansive on the upper side for ϕ), if there exists δ > 0
such that for a horizontal line ~ and for any ϕ-orbits (xi)i∈Z, (yi)i∈Z, it holds that
if dX(τ
j(xi), τ
j(yi)) ≤ δ for all (i, j) ∈ R2(·, ~] ∩R2[ℓ, ·) ∩ Z2 (respectively, for all
(i, j) ∈ R2(·, ~]∩R2(·, ℓ]∩Z2) then xi = yi for all (i, 0) ∈ R2(·, ~] (or equivalently,
(xi)i∈Z = (yi)i∈Z); we call such δ a right τ-expansive constant (respectively, left
τ-expansive constant) on the upper side for ℓ for ϕ.
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Though the notions of “left τ -expansive line on the lower side for ϕ” and “left
τ -expansive line on the lower side for ϕ” can be defined similarly and naturally
for onto endomorphisms, they shall be included in more general notions for not
necessarily onto endomorphisms of invertible dynamical systems.
Let ϕ be a not necessarily onto endomorphism of an invertible dynamical system
(X, τ). Let ~(0, 0) denote the horizontal line in R2 passing through the origin (0, 0).
We say that a line ℓ in the plane R2 is positively left τ-expansive (respectively,
positively right τ-expansive) for ϕ if there exists δ > 0 such that for any x, y ∈ X ,
it holds that if dX(τ
jϕi(x), τ jϕi(y)) ≤ δ for all (i, j) ∈ R2[~(0, 0), ·) ∩R2(·, ℓ] ∩ Z2
(respectively, for all (i, j) ∈ R2[~(0, 0), ·) ∩R2[ℓ, ·) ∩ Z2) then x = y; we call such
δ a positively left τ-expansive constant (respectively, positively right τ-expansive
constant) for ℓ for ϕ. We also say that ℓ is positively expansive for ϕ, if there exist
δ > 0 and t ≥ 0 such that for any x, y ∈ X , it holds that if dX(τ jϕi(x), τ jϕi(y)) ≤ δ
for all (i, j) ∈ R2[~(0, 0), ·) ∩R2[ℓ − (0, t), ℓ + (0, t)] ∩ Z2 then x = y; we call such
δ a positively expansive constant for ℓ for ϕ.
As is seen by a similar argument to that given before Proposition 11.1, the
notions defined above for a line in R2 depend only on its direction. Hence we can
define each of the terms for lines above for directions: for example, we say that a
direction r ∈ R is left τ-expansive on the upper side for ϕ if there exists a line of
direction r which is right τ -expansive on the upper side for ϕ, and we also say that
δ > 0 is a a right τ-expansive constant on the upper side for r for ϕ if there exists
a line ℓ of direction r such that δ is a right τ -expansive constant on the upper side
for ℓ for ϕ.
We remark the following easily proved facts for an onto endomorphism of an
invertible dynamical system (X, τ): if ℓ is right τ -expansive (respectively, left τ -
expansive) on the upper side for ϕ with a right τ -expansive (respectively, left τ -
expansive) constant δ on the upper side for ϕ, then ℓ is right τ -expansive (respec-
tively, left τ -expansive) for ϕ with the same δ as a right τ -expansive (respectively,
left τ -expansive) constant for ϕ; if ℓ is positively right τ -expansive (respectively,
positively left τ -expansive) for ϕ with a positively right τ -expansive (respectively,
positively left τ -expansive) constant δ for ϕ, then ℓ is right τ -expansive (respec-
tively, left τ -expansive) for ϕ with the same δ as a right τ -expansive (respectively,
left τ -expansive) constant for ϕ.
Here we add the definition of δ-coding for a not onto endomorphism ϕ of an
invertible dynamical system (X, τ): for any subsetsR,S ofR2[~(0, 0), ·), we say that
R δ-codes S for ϕ if for any x, y ∈ X it holds that if dX(τ jϕi(x), τ jϕj(y)) ≤ δ for
all (i, j) ∈ R∩Z2 then dX(τ jϕi(x), τ jϕj(y)) ≤ δ for all (i, j) ∈ S∩Z2. (Recall that
the definition of δ-coding for an onto endomorphism ϕ of an invertible dynamical
system (X, τ) was given in the proof of Proposition 11.1.)
For s ∈ R and (a, b) ∈ R2, let ℓs(a, b) denote the line of direction s passing
through the point (a, b) and let ~(a, b) denote the horizontal line passing through
(a, b). Define Rs(a, b) = R
2(·, ~(a, b)]∩R2[ℓs(a, b), ·) and R¯s(a, b) = R2[~(a, b), ·)∩
R2(·, ℓs(a, b)].
Proposition 11.3. Let ϕ be an endomorphism of an invertible dynamical system
(X, τ).
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(1) When ϕ is onto, if the set of right τ-expansive (respectively, left τ-expansive)
directions on the upper side for ϕ is nonempty, then it is an open in-
terval (α,∞) for some α ∈ R ∪ {−∞} (respectively, (−∞, α′) for some
α′ ∈ R ∪ {∞}).
(2) If the set of positively left τ-expansive (respectively, positively right τ-expansive)
directions for ϕ is nonempty, then it is an open interval (β,∞) for some
β ∈ R ∪ {−∞} (respectively, (−∞, β′) for some β′ ∈ R ∪ {∞}).
(3) A real number r is a positively expansive direction for ϕ if and only if r
is both a positively left τ-expansive direction for ϕ and a positively right
τ-expansive direction for ϕ.
Proof. (1) Suppose that r is a right τ -expansive direction on the upper side for
ϕ with a right τ -expansive constant δ on the upper side for ϕ. Then, so is any
s ∈ [r,∞), because Rs(a, b) ⊃ Rr(a, b) for (a, b) ∈ R2 and hence Rs(a, b) δ-codes
Rr(a, b).
For a similar argument to that in the proof of Proposition 11.1 we see that there
exist integers m, l ≥ 1 such that the parallelogram ABCD with the left head EF
determined by (r;m,n, l; 1) with n = 0 (hence F = B) is a sliding parallelogram
for δ-coding for ϕ. Put a node F ′ on the edge EF = EB so that F ′ 6= E. Let
r′ be the direction of the edge AF ′. Then we readily see that the parallelogram
AB′CD′ with the right head EF ′ = EB′ determined by (r′;m, 0, l′; e′) is a sliding
parallelogram for δ-coding for ϕ, where l′ is l plus the length of F ′F , and e′ is the
length of EF ′. Therefore by a similar argument to that in the proof of Proposition
11.1, we know that r′ is a right τ -expansive direction on the upper side for ϕ.
Since r′ can be any real number greater than the direction r − 1/m of the edge
AE and not greater than r, any real number in the interval (r − 1/m, r] is a right
τ -expansive direction on the upper side for ϕ. Hence, so is any real number in the
interval (r−1/m,∞) by the above. Therefore the set of right τ -expansive directions
on the upper side for ϕ is a right-unbounded open interval.
(2) Suppose that r is a positively left τ -expansive direction for ϕ with a positively
left τ -expansive constant δ for ϕ. Then, so is any s ∈ [r,∞), because R¯s(a, b) ⊃
R¯r(a, b) for (a, b) ∈ R2[~(0, 0), ·) and hence R¯s(a, b) δ-codes R¯r(a, b).
Let δ be a positively left τ -expansive constant for r for ϕ. Let N0 = N∪{0}. We
consider the product topological space XN0×Z, which is a compact metric space
with a compatible metric. Let Oϕ,τ = {(xi,j)i∈N,j∈Z ∈ XN0×Z |xi,j = τ jϕi(x), x ∈
X . Then Oϕ,τ is closed and hence compact. Using a standard compactness ar-
gument and a similar argument to that in the proof of Proposition 11.1, we see
that there exist integers n, l ≥ 1 such that the parallelogram ABCD with the left
head GH determined by (r;m,n, l; 1) with m = 0 (hence G = D) is a sliding
parallelogram for δ-coding for ϕ i.e., if the parallelogram ABCD with the right
head GH determined by (r; 0, n, l; 1) is located on any place of the lower half-plane
R2[~(0, 0), ·), then the subset of R2 covered by the parallelogram ABCD δ-codes
the subset of R2[~(0, 0), ·) covered by the edge GH .
Put a node G′ on the edge GH = DH such that G′ 6= H . Let r′ be the direction
of the edge G′C. Then we readily see that the parallelogram AB′CD′ with the
right head G′H = D′H determined by (r′; 0, n, l′; e′) is a sliding parallelogram for
δ-coding for ϕ, where l′ is l plus the length of GG′, and e′ is the length of G′H .
Therefore by a similar argument to that in the proof of Proposition 11.1, we know
that r′ is a positively left τ -expansive direction for ϕ.
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Since r′ can be any real number greater than the direction of the edge HC (i.e.
r − 1/n) and not greater than r, any real number in the interval (r − 1/n, r] is
a positively left τ -expansive direction for ϕ. Therefore, so is any real number in
the interval (r− 1/n,∞) by the above. Hence the set of positively left τ -expansive
directions for ϕ is a right-unbounded open interval.
(3) The proof is similar to that of Proposition 11.1. 
Let ϕ be an endomorphism of an invertible dynamical system (X, τ) such that
τ is expansive. Let δ be an expansive constant for τ . As is well known, there exist
m,n ≥ 0 such that ϕ is of (m,n)-type with respect to δ, i.e., the subset {(0, j) | −m ≤
j ≤ n}+ (i′, j′) of lattice points in R2 δ-codes the singleton {(1, 0)}+ (i′, j′) for ϕ
for all (i′, j′) ∈ Z2 if ϕ is onto, and otherwise, for all (i′, j′) ∈ N0 × Z. (In fact, a
standard compactness argument shows that for any ǫ > 0 there exist m,n ≥ 0 such
that for any x, y ∈ X it holds that if dX(τ j(x), τ j(y)) < δ for −m ≤ j ≤ n then
dX(x, y) ≤ ǫ.)
An endomorphism of an invertible dynamical system (X, τ) is said to be right
τ-closing (respectively, left τ-closing) if ϕ never collapses distinct left τ -asymptotic
(respectively, right τ -asymptotic) points.
For any (a, b) ∈ R2 and any r ∈ R, let S¯r(a, b) = R2[~(a, b), ·) ∩R2[ℓr(a, b), ·),
let ~[(a, b), ·) = {(a, c) ∈ R2 | c ≥ b} (i.e., ~[(a, b), ·) denotes the horizontal, closed
right half-line with endpoint (a, b)), and let ~(·, (a, b)] = {(a, c) ∈ R2 | c ≤ b}.
Proposition 11.4. Let ϕ be an endomorphism of an expansive, invertible dynam-
ical system (X, τ).
(1) When ϕ is onto, there exist a right τ-expansive direction on the upper side
for ϕ and a left τ-expansive direction on the upper side for ϕ.
(2) When ϕ is onto, if ϕ is of (m,n)-type with respect to an expansive constant
δ for τ then for α, α′ in (1) of Proposition 11.3, α ≤ m and α′ ≥ −n.
(3) There exists a positively left τ-expansive (positively right τ-expansive) di-
rection for ϕ if and only if ϕ is right τ-closing (respectively, left τ-closing).
(4) If ϕ is of (m,n)-type with respect to an expansive constant δ for τ and there
exist left τ-asymptotic (respectively, right τ-asymptotic) distinct points in
X, then for β, β′ in (2) of Proposition 11.3, β ≥ −n (respectively, β′ ≤ m).
Proof. (1) Let δ be an expansive constant for τ . Suppose that ϕ is of (m,n)-type
with respect to δ. Then it is easily observed that Rm+1(0, 0) δ-codes Rm+1(0,−1)
for ϕ and hence Rm+1(0,−j) for all j ≥ 0. Thus Rm+1(0, 0) δ-codesR2(·, ~(0, 0)] for
ϕ. Hence, since for any ϕ-orbits (xi)i∈Z, (yi)i∈Z it holds that if dX(τ
j(xi), τ
j(yi)) ≤
δ for all (i, j) ∈ R2(·, ~(0, 0)] then (xi)i≤0 = (yi)i≤0 (because δ is an expansive
constant for τ), m+ 1 is a left τ -expansive direction on the upper side for ϕ.
We symmetrically see that −n− 1 is a left τ -expansive direction ϕ.
(2) To see that α ≤ m, it suffices to show that any s > m is a right τ -expansive
direction on the upper side for ϕ. Let s > m. Since ϕ is of (m,n)-type with respect
to an expansive constant δ for τ , it easily follows that for any point (a, b) ∈ R2 with
a ∈ Z, ~[(a, b), ·) δ-codes S¯m(a, b). Since Rs(0, 0) ⊃ ~[(i, si), ·) for all i ≤ 0, Rs(0, 0)
δ-codes S¯m(i, si) for all i ≤ 0. Since s > m, it follows that ∪i≤0S¯m(i, si) = R2,
and hence Rs(0, 0) δ-codes R
2. Therefore s is a right τ -expansive direction on the
upper side for ϕ.
A similar proof shows that −n ≤ α′.
ENDOMORPHISMS AND AUTOMORPHISMS OF THE SHIFT 99
(3) Suppose that ϕ is not left τ -closing. Then there exist distinct left τ -asymptotic
points x, y ∈ X such that ϕ(x) = ϕ(y). Let ǫ > 0. Then there exists t ∈ Z such
that dX(τ
s(x), τs(y)) < ǫ for all s ≤ t. It is easily observed that for any r ∈ R, for
any lattice point (i, j) in R¯r(0, t), dX(τ
jϕi(x), τ jϕi(y)) < ǫ. Since ǫ is arbitrary,
there exists no positively left τ -expansive direction for ϕ. Hence the “only-if” part
of (2) is proved. (Note that this is done without using the expansiveness of τ).
To prove the “if” part, suppose that ϕ is left τ -closing. Let δ be an expansive
constant for τ . Then the subset ({(0, j) | j ≤ 0} ∪ {(1, j) | j ∈ Z}) + (i′, j′) of
lattice points in R2 δ-codes the singleton {(0, 1)}+ (i′, j′) for all (i′, j′) ∈ N0 × Z.
(For otherwise, using the condition that δ is an expansive constant for τ , we see
that there would exist x, y ∈ X such that for any ǫ > 0 there is jǫ ≤ 0 with
dX(τ
j(x), τ j(y)) ≤ ǫ for all j ≤ jǫ, dX(τ(x), τ(y)) > δ and ϕ(x) = ϕ(y), which
cannot be the case because ϕ is left τ -closing.) Since δ is an expansive constant
for τ , a standard compactness argument shows that there exists k ∈ Z such that
({(0, j) | j ≤ 0} ∪ {(1, j) | j ≤ k}) + (i′, j′) δ-codes {(0, 1)}+ (i′, j′) for all (i′, j′) ∈
N0 × Z. Therefore, it is easily observed that R¯k(0, 0) δ-codes R¯k(0, 1) and hence
R¯k(0, j) for all j ≥ 0. Thus R¯k(0, 0) δ-codes R2[~(0, 0), ·), which implies that k is
a positively left τ -expansive direction for ϕ.
(4) It suffices to show that −n is not a positively left τ -expansive direction for
ϕ. To do this, assume the contrary. Since ϕ is of (m,n)-type with respect to
an expansive constant δ for τ , ~(·, (0, 0)] δ-codes R¯−n(0, 0), which would δ-codes
R2[(~(0, 0), ·) for ϕ by the assumption that −n were a positively left τ -expansive
direction for ϕ. Therefore, ~(·, (0, 0)] would δ-codes ~(0, 0) for ϕ, which contradicts
the hypothesis that there exist left τ -asymptotic distinct points in X . 
Remark 11.5. If ϕ is an onto endomorphism of an expansive, invertible dynamical
system (X, τ) and δ is an expansive constant for τ , then δ is a universal onesided
expansive constant for ϕ i.e., δ has all of the following properties (1),(2) and (3) for
every line ℓ in R2: (1) if ℓ is left τ -expansive (respectively, right τ -expansive) for ϕ,
then δ is a left τ -expansive (respectively, right τ -expansive) constant for ℓ for ϕ; (2)
if ℓ is right τ -expansive (respectively, left τ -expansive) on the upper side for ϕ, then
δ is a right τ -expansive (respectively, left τ -expansive) constant on the upper side
for ℓ for ϕ; (3) if ℓ is positively left τ -expansive (positively right τ -expansive) for
ϕ, then δ is a positively left τ -expansive (respectively, positively right τ -expansive)
constant for ℓ for ϕ.
Proof. Let ℓ be any line in R2. To see (1) suppose that δ0 is a left τ -expansive
constant for ℓ for ϕ. A standard compactness argument shows that there exists an
integer t ≥ 0 such that for any x, y ∈ X it holds that if dX(τ j(x), τ j(y)) ≤ δ for−t ≤
j ≤ t then dX(x, y) ≤ δ0. Hence it follows that for any ϕ-orbits (xi)i∈Z, (yi)i∈Z
it holds that if dX(τ
j(xi), τ
j(yi)) ≤ δ for all (i, j) ∈ R2(·, ℓ + (0, t)] ∩ Z2 then
dX(τ
j(xi), τ
j(yi)) ≤ δ0 for all (i, j) ∈ R2(·, ℓ] ∩ Z2 and hence (xi)i∈Z = (yi)i∈Z.
Therefore δ is an left τ -expansive constant for ℓ+(0, t) for ϕ and hence for ℓ for ϕ.
By similar arguments, (2) and (3) are proved. 
Proposition 11.6. Let ϕ be an onto endomorphism of an expansive, invertible
dynamical system (X, τ).
(1) The set of right τ-expansive (respectively, left τ-expansive) directions on
the upper side for ϕ is some open interval (α,∞) (respectively, (−∞, α′))
such that α is not a right τ-expansive direction (respectively, α′ is not a
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left τ-expansive direction) for ϕ, and hence it is a (connected) component
of the set of right τ-expansive (respectively, left τ-expansive) directions for
ϕ in R.
(2) If ϕ is right τ-closing (respectively, left τ-closing), then the set of positively
left τ-expansive (respectively, positively right τ-expansive) directions for ϕ is
some open interval (β,∞) (respectively, (−∞, β′)) such that β is not a left
τ-expansive direction (respectively, β′ is not a right τ-expansive direction)
for ϕ, and hence it is a component of the set of left τ-expansive (respectively,
right τ-expansive) directions for ϕ in R and β ≥ α′ for α′ in (1) unless
β = −∞ and α′ =∞ (respectively, β′ ≤ α for α in (1) unless β =∞ and
α′ = −∞ ).
(3) If the set of positively expansive directions for ϕ is nonempty, then it is
some open interval (β, β′) such that β is not a left τ-expansive direction
for ϕ and β′ is not a right τ-expansive direction for ϕ, and hence it is a
component of the set of expansive directions for ϕ in R.
Proof. (1) Let δ be an expansive constant for τ . By Propositions 11.3(1) and
11.4(1) there exists an open interval (α,∞) which equals the set of all right τ -
expansive directions on the upper side for ϕ. We shall prove that α is not a right
τ -expansive direction for ϕ. This is true when α = −∞ because, by definition, a
right τ -expansive direction for ϕ belongs to R.
Suppose that α ∈ R, and assume that α were a right τ -expansive direction for
ϕ. Then, since by Remark 11.5 δ is a universal onesided expansive constant for
ϕ, by the proof of Proposition 11.1 there exist positive integers m,n, l such that
the parallelogram ABCD with the left head EF determined by (α;m,n, l; 1) is a
sliding parallelogram for δ-coding for ϕ. Suppose that α − 1/(m + n) < s < α.
Let e = 1 −m(α − s). Then n/(m+ n) < e < 1. Put a node F ′ on the edge EF
in such a way that the edge EF ′ is of length e. Then we have the parallelogram
AB′CD′ with the left head EF ′ determined by (s;m,n, l+ ((m+ n)/m)(1− e); e),
which is a sliding parallelogram for δ-coding for ϕ. If we put the parallelogram
AB′CD′ with the head EF ′ on the plane R2 in such a way that B′ is put on a
point (a, b) ∈ R2 and then slide the parallelogram AB′CD′ with the edge EF ′
upward in such a way that the side AB′ is always on ℓs(a, b), then we see that
Rs(a, b) δ-codes Rs(a − n, b − ns − e) for ϕ. Using this, we know that Rs(0, 0)
δ-codes Rs(−kn,−k(ns + e)) for ϕ for all k ≥ 0. Let t = (ns + e)/n. Then,
since Rt(0, 1) ⊂ ∪∞k=0Rs(−kn,−k(ns + e)), Rs(0, 0) δ-codes Rt(0, 1) for ϕ. Since
t > α (because t = s + e/n > (α − 1/(m + n)) + 1/(m+ n) = α), ℓt(0, 1) is right
τ -expansive on the upper side for ϕ. Moreover, since δ is a universal onesided
expansive constant for ϕ (by Remark 11.5), δ is a right τ -expansive constant on
the upper side for ℓt(0, 1) for ϕ. Therefore, since Rs(0, 0) δ-codes Rt(0, 1) for ϕ, s
would be a right τ -expansive direction on the upper side for ϕ, which contradicts
the fact that s < α and (α,∞) is the set of all right τ -expansive directions on the
upper side for ϕ.
Therefore we have proved the first part of (1). By this and the fact that any
right τ -expansive direction on the upper side for ϕ is a right τ -expansive direction
for ϕ we see that (α,∞) is a component of the set of right τ -expansive directions
for ϕ in R.
(2) Let δ be an expansive constant for τ . Suppose that ϕ is right τ -closing.
Then by Propositions 11.3(2) and 11.4(3), the set of all positively left τ -expansive
ENDOMORPHISMS AND AUTOMORPHISMS OF THE SHIFT 101
directions for ϕ is some open interval (β,∞). We shall prove that β is not a left
τ -expansive direction for ϕ. This is true when β = −∞ (by definition).
Suppose that β ∈ R, and assume that β were a left τ -expansive direction for
ϕ. Then, since by Remark 11.5 δ is a universal onesided expansive constant for
ϕ, by the proof of Proposition 11.1 there exist positive integers m,n, l such that
the parallelogram ABCD with the right head GH determined by (β;m,n, l; 1) is
a sliding parallelogram for δ-coding for ϕ. Suppose that β − 1/(m + n) < s < β.
Let e = 1 − n(β − s). Then m/(m + n) < e < 1. Put a node G′ on the edge GH
in such a way that the edge G′H is of length e. Then we have the parallelogram
AB′CD′ with the right head G′H determined by (s;m,n, l+((m+n)/n)(1−e); e),
which is a sliding parallelogram for δ-coding for ϕ. If we put the parallelogram
AB′CD′ with the head G′H on the plane R2 in such a way that D′ is put on a
point (a, b) ∈ R2 and then slide the parallelogram AB′CD′ with the edge G′H
downward in such a way that the side D′C is always on ℓs(a, b), then we see that
R¯s(a, b) δ-codes R¯s(a + m, b +ms + e) for ϕ. Using this, we know that R¯s(0, 0)
δ-codes R¯s(km, k(ms + e)) for ϕ for all k ≥ 0. Let t = (ms + e)/m. Then, since
R¯t(0,−1) ⊂ ∪∞k=0R¯s(km, k(ms+ e)), R¯s(0, 0) δ-codes R¯t(0,−1) for ϕ. Since t > β
(because t = s+ e/m > β), ℓt(0,−1) is positively left τ -expansive for ϕ. Moreover,
since δ is a universal onesided expansive constant for ϕ (by Remark 11.5), δ is a
positively left τ -expansive constant for ℓt(0,−1) for ϕ. Therefore, since R¯s(0, 0)
δ-codes R¯t(0,−1) for ϕ, s would be a positively left τ -expansive direction for ϕ,
which contradicts the fact that s < β and (β,∞) is the set of all positively left
τ -expansive directions for ϕ.
Therefore we have proved the first part of (2). From this and the fact that any
positively left τ -expansive direction for ϕ is a left τ -expansive direction for ϕ, it
follows that (β,∞) is a component of the set of left τ -expansive directions for ϕ in
R. Since so is (−∞, α′) by (1), it follows that α′ ≤ β unless β = −∞ and α′ =∞.
(3) By (2) and Propositions 11.3(3) and 11.1. 
We remark that the proposition above includes a generalization of Proposition
9.9(3) to onto endomorphisms of expansive invertible dynamical systems, which is
seen by comparing it with Theorem 11.8 in the next subsection.
11.2. Onesided expansiveness and onesided resolvingness. Now we return
to symbolic dynamics. Let (X, σ) be a subshift over an alphabet A. For an onto
endomorphism ϕ of (X, σ), define Oϕ,σ to be the set of all two-dimensional con-
figurations (ai,j)i,j∈Z with ai,j ∈ A such that if we put (ai,j)j∈Z = xi for i ∈ Z,
then (xi)i∈Z is a ϕ-orbit. For a not necessarily onto endomorphism ϕ of (X, σ)
define Oϕ,σ to be the set of all two-dimensional configurations (ai,j)i∈N0,j∈Z with
ai,j ∈ A such that there exists x ∈ X with ϕi(x) = (ai,j)j∈Z for all i ∈ N0, where
N0 = N ∪ {0}.
Let ϕ be an endomorphism of (X, σ). Following the idea of “coding” of Boyle
and Lind in [BoL] we define the following: if ϕ is onto, then for any subsets R,S of
the plane R2 we say that R codes S for ϕ if for any (ai,j)i,j∈Z, (bi,j)i,j∈Z ∈ Oϕ,σ it
holds that if ai,j = bi,j for all (i, j) ∈ R ∩ Z2 then ai,j = bi,j for all (i, j) ∈ S ∩ Z2;
if ϕ is not onto, then for any subsets R,S of the half-plane R2[~(0, 0), ·) we say
that R codes S for ϕ if for any (ai,j)i∈N0,j∈Z, (bi,j)i∈N0,j∈Z ∈ Oϕ,σ it holds that if
ai,j = bi,j for all (i, j) ∈ R ∩ Z2 then ai,j = bi,j for all (i, j) ∈ S ∩ Z2.
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Let ϕ be an endomorphism of a subshift (X, σ). Then the following hold for any
line ℓ on the plane R2.
(1) When ϕ is onto, ℓ is left σ-expansive (respectively, right σ-expansive) for ϕ
if and only if R2(·, ℓ] (respectively, R2[ℓ, ·)) codes R2 for ϕ.
(2) When ϕ is onto, ℓ is left σ-expansive (respectively, right σ-expansive) on
the upper side for ϕ if and only if for a horizontal line ~, R2(·, ℓ] ∩R2(·, ~]
(respectively, R2[ℓ, ·) ∩R2(·, ~]) codes R2(·, ~] (or equivalently, R2) for ϕ.
(3) When ϕ is not necessarily onto, ℓ is positively left σ-expansive (respectively,
positively right σ-expansive) for ϕ if and only if R2(·, ℓ] ∩ R2[~(0, 0), ·)
(respectively, R2[ℓ, ·) ∩R2[~(0, 0), ·)) codes ~(0, 0) for ϕ.
(We show (1). For δ > 0, there exists an integer s ≥ 0 such that for any x =
(aj)j∈Z, y = (bj)j∈Z ∈ X , dX(x, y) ≤ δ if and only if aj = bj for all |j| ≤ s, and
hence R2(·, ℓ] (respectively, R2[ℓ, ·)) δ-codes R2 for ϕ if and only if R2(·, ℓ+ (0, s)]
(respectively, R2[ℓ − (0, s), ·)) codes R2 for ϕ. Therefore, (1) follows because for
any t ∈ Z it holds that R2(·, ℓ+(0, t)] (respectively, R2[ℓ+(0, t), ·)) codes R2 if and
only if so does R2(·, ℓ] (respectively, R2[ℓ, ·)). Similarly (2) and (3) are shown.)
Proposition 11.7. Let ϕ be an onto endomorphism of a subshift (X, σ). Let
i ∈ N, j ∈ Z.
(1) ϕiσj is essentially weakly p-L (respectively, essentially weakly p-R) and
right σ-expansive (respectively, left σ-expansive) if and only if j/i is a right
σ-expansive (respectively, left σ-expansive) direction on the upper side for
ϕ.
(2) ϕiσj is an essentially weakly q-R (respectively, essentially weakly q-L) and
left σ-expansive (respectively, right σ-expansive) if and only if j/i is a pos-
itively left σ-expansive (respectively, positively right σ-expansive) direction
for ϕ.
(3) ϕiσj is essentially weakly LR (respectively, essentially weakly RL) and ex-
pansive if and only if j/i is both a right σ-expansive (respectively, left σ-
expansive) direction on the upper side for ϕ and a positively left σ-expansive
(respectively, positively right σ-expansive) direction for ϕ.
(4) If (X, σ) is an SFT, then (1) with all “weakly” in it deleted holds; if in
addition, ϕ is one-to-one or σ is topologically transitive, then (2) and (3)
with all “weakly” in them deleted hold.
Proof. (1) Since ϕiσj is right σ-expansive on the upper side if and only if j/i is a
right σ-expansive direction on the upper side for ϕ, (1) follows Theorem 8.10.
(2) The result follows from Theorem 8.9(2).
(3) The “only-if” part follows from (1),(2) and Proposition 11.1. The “if” part
follows from (1),(2) and Theorems 9.7 and 9.10 and Proposition 11.1.
(4) By (1),(2),(3) and Remark 2.10. 
Let ϕ be an onto endomorphism of a subshift (X, σ). Define EL(ϕ) (respectively,
ER(ϕ)) to be the set of all left σ-expansive (respectively, right σ-expansive) direc-
tions for ϕ. Define E(ϕ) to be the set of all expansive directions for ϕ. Then by
Proposition 11.1 E(ϕ) = EL(ϕ) ∩ ER(ϕ), and by Proposition 11.2, EL(ϕ), ER(ϕ)
and E(ϕ) are open subsets of R. We call EL(ϕ) (respectively, ER(ϕ), E(ϕ)) the
left σ-expansive (respectively, right σ-expansive, expansive) direction-set for ϕ.
The following theorem is described under the convention that for α, β ∈ R ∪
{∞,−∞}, the interval (α, β) with α ≥ β means the empty set. Recall the remarks
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about the values of the limits of onesided resolving directions of endomorphisms of
subshifts given immediately after Definition 9.3.
Theorem 11.8. Let ϕ be an endomorphism of a subshift (X, σ). If ϕ is onto, then
the following (1), (2), (3) and (4) hold.
(1) The interval (−pL(ϕ),∞) (respectively, (−∞, pR(ϕ))) is the set of all right
σ-expansive (respectively, left σ-expansive) directions on the upper side for
ϕ and the right-unbounded (connected) component of ER(ϕ) (respectively,
the left-unbounded component of EL(ϕ)).
(2) The interval (−qR(ϕ),∞) (respectively, (−∞, qL(ϕ))) is the set of all posi-
tively left σ-expansive (respectively, positively right σ-expansive) directions
for ϕ, and it is the right-unbounded component of EL(ϕ) (respectively, the
left-unbounded component of ER(ϕ)) if it is nonempty.
(3) Particularly, neither −pL(ϕ) nor qL(ϕ) is a right σ-expansive direction for
ϕ, and neither pR(ϕ) nor −qR(ϕ) is a left σ-expansive direction for ϕ.
(4) The interval (cR(ϕ),∞) (respectively, (−∞, cL(ϕ))) is the right-unbounded
(respectively, left-unbounded) component of E(ϕ) if it is nonempty. Further,
the interval (−qR(ϕ), qL(ϕ)) is a component of E(ϕ) if it is nonempty.
If ϕ is not necessarily onto, then the following holds.
(5) The interval (−qR(ϕ),∞) (respectively, (−∞, qL(ϕ))) is the set of all posi-
tively left σ-expansive (respectively, positively right σ-expansive) directions
for ϕ, and the interval (−qR(ϕ), qL(ϕ)) is the set of all positively expansive
directions for ϕ.
Proof. By Proposition 11.7(1) and Theorem 9.7(1) it holds for i ∈ N, j ∈ Z that
j/i ∈ (−pL(ϕ),∞) if and only if j/i is a right σ-expansive direction on the upper
side for ϕ. By Proposition 11.6(1) there exists α ∈ R ∪ {−∞} such that (α,∞) is
the set of all right σ-expansive directions on the upper side for ϕ and α is not a
right σ-expansive direction for ϕ. Therefore, since (−pL(ϕ),∞) ∩Q = (α,∞) ∩Q,
we have α = −pL(ϕ) and (1) follows.
The proof of (2) is given in the same way by using Proposition 11.7(2) and
Theorem 9.7(2) and Proposition 11.6(2).
The statement (3) follows from (1) and (2), and the statement (4) is proved by
(1), (2) and Proposition 11.1.
The proof of the first part of (5) is given by Theorem 9.7(4) and Proposition
11.3(2) in the same way as in the proof of (1), and the second part of (5) follows
from the first one and Proposition 11.3(3). 
Here we explain the relation between some results of Sablik [Sa] and of Ku˚rka
[Ku2] and those in this paper.
Let ϕ be an endomorphism of a subshift (X, σ). Using symbolic dynamics ver-
sions of sliding parallelograms in the proofs of Propositions 11.1 and 11.3 we easily
see that the following statements (1’),(2’) and (3’) follow from the the statements
(1),(2) and (3), respectively, in the third paragraph of this subsection.
(1’) When ϕ is onto, ℓ is left σ-expansive (respectively, right σ-expansive) for
ϕ if and only if there exists t ≥ 0 such that R2[ℓ − (0, t), ℓ + (0, t)] codes
R2[ℓ, ·) (respectively, R2(·, ℓ]) for ϕ;
(2’) When ϕ is onto, ℓ is left σ-expansive (respectively, right σ-expansive) on the
upper side for ϕ if and only if there exists t ≥ 0 such that for a horizontal
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line ~, R2[ℓ−(0, t), ℓ+(0, t)]∩R2(·, ~] codes R2[ℓ, ·)∩R2(·, ~] (respectively,
R2(·, ℓ] ∩R2(·, ~]) for ϕ;
(3’) ℓ is positively left σ-expansive (respectively, positively right σ-expansive)
for ϕ if and only if there exists t ≥ 0 such that R2[ℓ − (0, t), ℓ + (0, t)] ∩
R2[~(0, 0), ·) codes R2[ℓ, ·) ∩ ~(0, 0) (respectively, R2(·, ℓ] ∩ ~(0, 0)) for ϕ.
Let r ∈ R. Sablik’s definitions in [Sa] can be stated as follows (terminology is not
as it is in [Sa]): when ϕ is bijective, ϕ is said to be Z-right-expansive (respectively,
Z-left-expansive) of slope r if there exist a line ℓ of direction r and t ≥ 0 such that
R2[ℓ − (0, t), ℓ + (0, t)] codes R2[ℓ, ·) ∩ ~(0, 0) (respectively, R2(·, ℓ] ∩ ~(0, 0)) for
ϕ (see (1’)); (when ϕ is not necessarily onto,) ϕ is said to be N0-right-expansive
(respectively, N0-left-expansive) of slope r if there exist a line ℓ of direction r and
t ≥ 0 with the same condition as in (3’) for ℓ. Therefore, noting that if ϕ is
bijective with ϕ of (m,n)-type and ϕ−1 of (m′, n′)-type then t in the definition
of Z-right-expansiveness (respectively, Z-left-expansiveness) of slope r of ϕ can be
chosen so that t ≥ max{m,m′} (respectively, t ≥ max{n, n′}), we see that when
ϕ is bijective, ϕ is Z-right-expansive (respectively, Z-left-expansive) of slope r if
and only if r is a left σ-expansive (respectively, right σ-expansive) direction for ϕ.
We also see similarly that ϕ is N0-right-expansive (respectively, N0-left-expansive)
of slope r if and only if r is a positively left σ-expansive (respectively, positively
right σ-expansive) direction for ϕ. Note that “left” and “right” are used reversely
in each pair of equivalent conditions in these statements.
Sablik showed [Sa, Theorem 5.2] that for any endomorphism ϕ of (m,n)-type of
a subshift (X, σ) it holds that if the set of real numbers r such that ϕ is N0-right-
expansive (respectively,N0-left-expansive) of slope r is nonempty, then it is an open
interval (β,∞) with some −n ≤ β (respectively, (−∞, β′) with some β′ ≤ m) and
hence it holds that if the set of real numbers r such that ϕ is positively expansive of
slope r is nonempty, then it is an open interval (β, β′) with some −n ≤ β < β′ ≤ m.
Propositions 11.3(2),(3) and 11,4(4) extend these. Ku˚rka proved [Ku2, Theorem 33]
that the set of real numbers r such that ϕ is N0-right-expansive (respectively, N0-
left-expansive) of slope r is nonempty if and only if ϕ is right-closing (respectively,
left-closing). Proposition 11.4(3) extends this. Theorem 11.8(5) refines the above
results of Sablik and of Ku˚rka (see Proposition 9.9 and the facts remarked after
Definition 9.3). By Proposition 11.2 the set of real numbers r such that ϕ is Z-
right-expansive (respectively, Z-left-expansive) of slope r is an open subset of R,
though the opposite claim is found in [Sa, Section 5.3].
Recall that ℓr(a, b) denote the non-horizontal line in R
2 having direction r ∈ R
and passing through a point (a, b) ∈ R2.
For a direction r ∈ R, define ℓ+r (0, 0) = (ℓr(0, 0) ∩ R2[~(0, 0), ·)) \ {(0, 0)} and
ℓ−r (0, 0) = (ℓr(0, 0)∩R2(·, ~(0, 0)])\{(0, 0)}. Then ℓr(0, 0) equals the disjoint union
ℓ−r (0, 0) ∪ {(0, 0)} ∪ ℓ+r (0, 0). Similarly, define ~+(0, 0) = (~(0, 0) ∩R2[ℓ0(0, 0), ·)) \
{(0, 0)} and ~−(0, 0) = (~(0, 0)∩R2(·, ℓ0(0, 0)]) \ {(0, 0)}. We call ~+(0, 0) (respec-
tively, ~−(0, 0)) the positive (respectively, negative) horizontal half-line. For any
subset R of R, define
L+(R) = ∪r∈Rℓ+r (0, 0), L−(R) = ∪r∈Rℓ−r (0, 0).
For any subset S of R2, we shall call the subset −S = {(−a,−b) | (a, b) ∈ S} of R2
the reverse of S. Then L+(R) and L−(R) are the reverses of each other.
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Let ϕ be an onto endomorphism of a subshift (X, σ). Define
E+L (ϕ) = L+(EL(ϕ)), E+R (ϕ) = L+(ER(ϕ)), E+(ϕ) = L+(E(ϕ)).
Then it holds for (i, j) ∈ N × Z that (i, j) ∈ E+L (ϕ) (respectively, (i, j) ∈ E+R (ϕ),
(i, j) ∈ E+(ϕ)) if and only if ϕiσj is left σ-expansive (respectively, right σ-expansive,
expansive). When X is infinite, it holds for (i, j) ∈ N0 × Z that (i, j) belongs to
the union of ~−(0, 0)∪~+(0, 0) and E+L (ϕ) (respectively, E+R (ϕ), E+(ϕ)) if and only
if ϕiσj is left σ-expansive (respectively, right σ-expansive, expansive). However
we call E+L (ϕ) (respectively, E+R (ϕ), E+(ϕ)) the left σ-expansive (right σ-expansive,
expansive) set of endomorphism type for ϕ. E+L (ϕ) is the open subset of R2 such
that each (connected) component of it is an open cone (in R2 with apex (0, 0))
written in the form L+(IL), where IL is a component of EL(ϕ); E+R (ϕ) is the open
subset of R2 such that each component of it is an open cone written in the form
L+(IR), where IR is a component of ER(ϕ); E+(ϕ) is the open subset of R2 such
that each component of it is an open cone written in the form L+(IL ∩ IR), where
IL is a component of EL(ϕ) and I
R is a component of ER(ϕ) with I
L ∩ IR 6= ∅.
We call each component of E+L (ϕ) (respectively, E+R (ϕ), E+(ϕ)) a left σ-expansive
(respectively, right σ-expansive, expansive) component of endomorphism-type for
ϕ.
By Theorem 11.8 and Theorems 9.7, 9.10 and 9.11 we have:
Corollary 11.9. Let ϕ be an onto endomorphism of an infinite subshift (X, σ).
Let J be the submonoid of S(X) generated by {σ, σ−1, ϕ}. For any subset F of J ,
let Λ(F ) denote the set {(i, j) ∈ Z2 |ϕiσj ∈ F}.
(1) If S = L+((−pL(ϕ),∞)) (respectively, S = L+((−∞, pR(ϕ))) then S is a
right σ-expansive (respectively, left σ-expansive) component of endomorphism-
type for ϕ and (S∪~+(0, 0))∩Z2 = Λ(PL◦J(σ)) (respectively, (S∪~−(0, 0))∩
Z2 = Λ(PR◦J(σ))).
(2) If ϕ is right-closing (respectively, left-closing) and S = L+((−qR(ϕ),∞))
(respectively, S = L+((−∞, qL(ϕ))), then S is a left σ-expansive (respec-
tively, right σ-expansive) component of endomorphism-type for ϕ and (S ∪
~+(0, 0))∩Z2 = Λ(QR◦J(σ)) (respectively, (S∪~−(0, 0))∩Z2 = Λ(QL◦J(σ))).
(3) If ϕ is right-closing (respectively, left-closing) and S = L+((cR(ϕ),∞))
(respectively, S = L+((−∞, cL(ϕ))), then S is an expansive component of
endomorphism-type for ϕ and (S ∪~+(0, 0))∩Z2 = Λ(C◦J (σ)) (respectively,
(S ∪ ~−(0, 0)) ∩ Z2 = Λ(C◦J(σ−1))).
(4) If qL(ϕ) + qR(ϕ) > 0, then S = L+((−qR(ϕ), qL(ϕ))) is an expansive com-
ponent of endomorphism-type and S ∩ Z2 = Λ(Q◦J(σ)).
11.3. Onesided-expansive components and extended districts. Let ϕ be an
automorphism of an infinite subshift (X, σ). We define a horizontal line ~ in R2 to
be right σ-expansive, left σ-expansive and expansive for ϕ. Define
EL(ϕ) = L+(EL(ϕ)) ∪ L−(EL(ϕ)) ∪ ~+(0, 0) ∪ ~−(0, 0),
ER(ϕ) = L+(ER(ϕ)) ∪ L−(ER(ϕ)) ∪ ~+(0, 0) ∪ ~−(0, 0),
E(ϕ) = EL(ϕ) ∩ ER(ϕ).
Then EL(ϕ) (respectively, ER(ϕ), E(ϕ)) is the set-union of all left σ-expansive (re-
spectively, right σ-expansive, expansive) lines passing through (0, 0) for ϕ with
{(0, 0)} subtracted. A lattice point (i, j) in R2 is in EL(ϕ) (respectively, in ER(ϕ),
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in E(ϕ)) if and only if ϕiσj is left σ-expansive (respectively, right σ-expansive, ex-
pansive). Each of EL(ϕ), ER(ϕ) and E(ϕ) is an open subset of R2. We call EL(ϕ)
(respectively, ER(ϕ), E(ϕ)) the left σ-expansive (respectively, right σ-expansive, ex-
pansive) set for ϕ. Further we call EL(ϕ) ∪ ER(ϕ) the onesided σ-expansive set for
ϕ. Define
CRϕ = L+((−pL(ϕ),∞)) ∪ L−((−∞, qL(ϕ))) ∪ ~+(0, 0),
CLϕ = L+((−qR(ϕ),∞)) ∪ L−((−∞, pR(ϕ), )) ∪ ~+(0, 0),
Cϕ = CRϕ ∩ CLϕ ,
C¯Lϕ = L+((−∞, pR(ϕ))) ∪ L−((−qR(ϕ),∞)) ∪ ~−(0, 0),
C¯Rϕ = L+((−∞, qL(ϕ))) ∪ L−((−pL(ϕ),∞)) ∪ ~−(0, 0),
C¯ϕ = C¯Lϕ ∩ C¯Rϕ .
Then it follows from Theorem 11.8(1),(2) that CRϕ and C¯Rϕ , (respectively, CLϕ and
C¯Lϕ ) are the (connected) components of ER(ϕ) (respectively, EL(ϕ)) that include the
positive and negative horizontal half-lines, respectively. They are open cones in R2
and are the reverses of each other. It also follows from Theorem 11.8(4) that Cϕ and
C¯ϕ are the components of E(ϕ) that include the positive and negative horizontal
half-lines ~+(0, 0) and ~−(0, 0), respectively; they are open cones in R2 and are the
reverses of each other. The other components of ER(ϕ) (respectively, EL(ϕ)) appear
as pairs of open cones in R2 written in the form L+(IR) and L−(IR) (respectively,
L+(IL) and L−(IL)), which are the reverses of each other, where IR (respectively,
IL) is a component of ER(ϕ) (respectively, EL(ϕ)) which is a bounded interval in
R. All components of E(ϕ) including Cϕ and C¯ϕ above appear as pairs of open
cones C and C¯ which are the reverses of each other and of the form C = CL∩CR and
C¯ = C¯L∩C¯R, where CL and C¯L are the components of EL(ϕ) with CL ⊃ C which are
the reverses of each other, and CR and C¯R are the components of ER(ϕ) with CR ⊃ C
which are the reverses of each other. (Since CL ∩ CR ⊃ C and CL ∩ CR is a cone in
R2 and hence connected, it follows from Proposition 11.1 that CL ∩ CR = C.) We
call each component of EL(ϕ) (respectively, of ER(ϕ), of E(ϕ), of ER(ϕ) ∪ ER(ϕ))
a left σ-expansive component (respectively, right σ-expansive component, expansive
component, onesided σ-expansive component) for ϕ.
An expansive component for an automorphism ϕ of a subshift (X, σ) (i.e. a
component of E(ϕ)) is an “expansive component of 1-frames” for the Z2-action
α : (i, j) 7→ ϕiσj in the sense of Boyle and Lind [BoL]. As is implied by [N5,
Remark 9.6] in view of Theorem 12.2 (in the next section), for any lattice points
(i, j), (k, l) in R2, they belong to the same expansive component of 1-frames for α
if and only if ϕiσj →◦ ϕkσl; or alternatively, if C is any component of E(ϕ) and
(k, l) ∈ C ∩ Z2 then K being the subgroup of H(X) generated by {σ, ϕ},
C ∩ Z2 = {(i, j) ∈ Z2 |ϕiσj ∈ C◦K(ϕkσl)}.
A complete, self-contained proof of this will be given in the proof of Theorem 11.12.
Let K be the subgroup of H(X) generated by {σ, ϕ}. Then by Theorems 9.7 and
9.10 and Proposition 9.12 (or by the equations appearing after Proof of Proposition
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10.7) and the definitions of CRϕ , CLϕ and Cϕ above, we have
CRϕ ∩ Z2 = {(i, j) ∈ Z2 |ϕiσj ∈ PL◦K(σ)},(11.1)
CLϕ ∩ Z2 = {(i, j) ∈ Z2 |ϕiσj ∈ QR◦K(σ)},(11.2)
Cϕ ∩ Z2 = {(i, j) ∈ Z2 |ϕiσj ∈ C◦K(σ)}.(11.3)
Let ℓ¯ denote a line in the plane R2 passing through (0, 0) which may be horizon-
tal, and for (a, b) ∈ R2 with (a, b) 6= (0, 0), let ℓ¯(a, b) denote the line passing through
(0, 0) and (a, b) (which may be horizontal). For (a, b) ∈ R2\ℓ¯, letR2[ℓ¯, (a, b)) denote
the closed half-plane whose boundary is ℓ¯ and whose interior contains (a, b).
Let (k, l) ∈ Z2 with ϕkσl expansive. Let us define ER(ϕ, (k, l)) (respectively,
EL(ϕ, (k, l))) to be the set-union of ℓ¯(k, l) and all lines ℓ¯ (passing through (0, 0)) such
that R2[ℓ¯, (k, l)) (respectively, R2[ℓ¯, (−k,−l))) codes R2 for ϕ, with {(0, 0)} sub-
tracted. We call EL(ϕ, (k, l)) (respectively, ER(ϕ, (k, l)), EL(ϕ, (k, l))∪ER(ϕ, (k, l)))
the left ϕkσl-expansive (respectively, right ϕkσl-expansive, onesided ϕkσl-expansive)
set for ϕ. This definition is consistent with the definition of the left σ-expansive
(respectively,right σ-expansive, onesided σ-expansive) set for ϕ; in fact,
EL(ϕ) = EL(ϕ, (0, 1)), ER(ϕ) = ER(ϕ, (0, 1)).
Let EL(ϕ, (k, l) and ER(ϕ, (k, l)) be the subsets of R defined as follows: if l > 0
then EL(ϕ, (0, l)) = EL(ϕ) and ER(ϕ, (0, l)) = ER(ϕ); if l < 0 then EL(ϕ, (0, l)) =
ER(ϕ) and ER(ϕ, (0, l)) = EL(ϕ); if k 6= 0 then
EL(ϕ, (k, l)) = (EL(ϕ) ∩ (−∞, l/k]) ∪ (ER(ϕ) ∩ [l/k,∞)),
ER(ϕ, (k, l)) = (ER(ϕ) ∩ (−∞, l/k]) ∪ (EL(ϕ) ∩ [l/k,∞)).
Then clearly we have
EL(ϕ, (k, l)) ∩ ER(ϕ, (k, l)) = EL(ϕ) ∩ ER(ϕ) = E(ϕ),
EL(ϕ, (k, l)) ∪ ER(ϕ, (k, l)) = EL(ϕ) ∪ ER(ϕ).
Since EL(ϕ) and ER(ϕ) are open subsets of R and if k 6= 0 then l/k ∈ E(ϕ), we
see that EL(ϕ, (k, l)) and ER(ϕ, (k, l)) are open subsets of R.
Proposition 11.10. Let ϕ be an automorphism of an infinite subshift (X, σ). Let
K be the subgroup of H(X) generated by {σ, ϕ}. For any (k, l) ∈ Z2 with ϕkσl
expansive the following hold.
(1) ER(ϕ, (k, l)) and EL(ϕ, (k, l)) are the open subsets of R2 given by
EL(ϕ, (k, l)) = L+(EL(ϕ, (k, l))) ∪ L−(EL(ϕ, (k, l))) ∪ ~+(0, 0) ∪ ~−(0, 0),(11.4)
ER(ϕ, (k, l)) = L+(ER(ϕ, (k, l))) ∪ L−(ER(ϕ, (k, l))) ∪ ~+(0, 0) ∪ ~−(0, 0),(11.5)
and have the properties:
EL(ϕ, (k, l)) ∩ ER(ϕ, (k, l)) = EL(ϕ) ∩ ER(ϕ) = E(ϕ),
EL(ϕ, (k, l)) ∪ ER(ϕ, (k, l)) = EL(ϕ) ∪ ER(ϕ).
(2) {ϕiσj | (i, j) ∈ EL(ϕ, (k, l)) ∩ Z2} is the set of all left ϕkσl-expansive ele-
ments in K, {ϕiσj | (i, j) ∈ ER(ϕ, (k, l)) ∩ Z2} is the set of all right ϕkσl-
expansive elements in K.
(3) {ϕiσj | (i, j) ∈ (EL(ϕ)∪ER(ϕ))∩Z2}, i.e. the set of all onesided σ-expansive
elements in K, is the set of all onesided ϕkσl-expansive elements in K.
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Proof. (1) Let A be the subset of R2 such that if k 6= 0 or l > 0 then A =
H[(0, 1), (k, l)]∪(−H[(0, 1), (k, l)]) and if k = 0 and l < 0 then A = R2. For any line
ℓ¯ (passing through (0, 0)) in R2 with ℓ¯ 6= ~(0, 0) and ℓ¯ 6= ℓ¯(k, l), the following hold:
if R2[ℓ¯, (k, l)) = R2[ℓ¯, (0, 1)), then R2[ℓ¯, (k, l)) (respectively, R2[ℓ¯, (−k,−l)) codes
R2 for ϕ if and only if ℓ¯ is right σ-expansive (respectively, left σ-expansive) for ϕ; if
R2[ℓ¯, (k, l)) 6= R2[ℓ¯, (0, 1)) (i.e,, R2[ℓ¯, (k, l)) = R2[ℓ¯, (0,−1))), then R2[ℓ¯, (k, l)) (re-
spectively,R2[ℓ¯, (−k,−l))) codesR2 for ϕ if and only if ℓ¯ is left σ-expansive (respec-
tively, right σ-expansive) for ϕ. Each of EL(ϕ) and ER(ϕ) includes ~(0, 0)\ {(0, 0)},
and it also includes ℓ¯(k, l)\{(0, 0)}, because ℓ¯(k, l) is both right σ-expansive and left
σ-expansive for ϕ (because ϕkσl is expansive). Each of EL(ϕ, (k, l)) and ER(ϕ, (k, l))
includes ℓ¯(k, l) \ {(0, 0)}, and it also includes ~(0, 0) \ {(0, 0)}, for if k = 0 then
~(0, 0) = ℓ¯(k, l), and otherwise, each of R2[~(0, 0), (k, l)) and R2[~(0, 0), (−k,−l))
codes R2 for ϕ. Therefore, since A equals the set-union of ~(0, 0), ℓ¯(k, l) and all
lines ℓ¯ (passing through (0, 0)) such that R2[ℓ¯, (0, 1)) 6= R2[ℓ¯, (k, l)), we have
EL(ϕ, (k, l)) = (EL(ϕ) \ A) ∪ (ER(ϕ) ∩ A),
ER(ϕ, (k, l)) = (ER(ϕ) \ A) ∪ (EL(ϕ) ∩ A).
From these we have the properties of EL(ϕ, (k, l)) and EL(ϕ, (k, l)) in (1), and not-
ing that A = L+([l/k,∞)) ∪ L−([l/k,∞)) ∪ ~(0, 0) if k 6= 0, we derive (11.4) and
(11.5) using the definitons of EL(ϕ) and ER(ϕ). Since EL(ϕ, (k, l)) and ER(ϕ, (k, l))
are open subsets of R, it follows from (11.4) and (11.5) that EL(ϕ, (k, l)) and
ER(ϕ, (k, l)) are open subsets of R2.
(2) Let (i, j) ∈ Z2/{(0, 0)}. By definition, (i, j) satisfies the condition that ϕiσj
is left ϕkσl-expansive if and only if it satisfies the condition that there exists δ > 0
such that for any x, y ∈ X it holds that if for all m ∈ Z, n ≤ 0,
dX((ϕ
iσj)m(ϕkσl)n(x), (ϕiσj)m(ϕkσl)n(y)) ≤ δ,
then x = y. This condition is equivalent to the condition that either ℓ¯(i, j) =
ℓ¯(k, l) or there exists δ > 0 such that R2[ℓ¯(i, j), (−k,−l)) δ-codes R2 for ϕ. This
condition is equivalent to the condition that either ℓ¯(i, j) = ℓ¯(k, l) or there exists an
integer t ≥ 0 such that ∪−t≤s≤tR2[ℓ¯(i, j), (−k,−l))+(0, s) codes R2 for ϕ, which is
equivalent to the condition that either ℓ¯(i, j) = ℓ¯(k, l) or R2[ℓ¯(i, j), (−k,−l)) codes
R2 for ϕ. Since this condition is equivalent to the conditin that (i, j) ∈ EL(ϕ, (k, l)),
we see that {ϕiσj | (i, j) ∈ EL(ϕ, (k, l)) ∩ Z2} is the set of all left ϕkσl-expansive
elements in K.
By symmetry we see that {ϕiσj | (i, j) ∈ ER(ϕ, (k, l))∩Z2} is the set of all right
ϕkσl-expansive elements in K.
(3) By (2) and the last equation in (1), we know that the set of all onesided
ϕkσl-expansive elements in K equals {ϕiσj | (i, j) ∈ (EL(ϕ) ∪ ER(ϕ)) ∩ Z2}. 
By definition (see Section 2), an automorphism ϕ of a subshift (X, σ) is onesided-
expansive if ϕ is onesided ϕkσl-expansive for some (k, l) ∈ Z2 with ϕkσl expan-
sive. Proposition 11.10(3) shows that if an automorphism ϕ of a subshift (X, σ)
is onesided-expansive, then ϕ is onesided ϕkσl-expansive for all (k, l) ∈ Z2 with
ϕkσl expansive. More generally, as stated in Subection 2.1, if an automorphism ϕ
of an invertible dynamical system (X, τ) is onesided-expansive, then ϕ is onesided
ϕkτ l-expansive for all (k, l) ∈ Z2 with ϕkτ l expansive (see Remark 11.23(3)).
Proposition 11.11. Let ϕ be an automorphism of an infinite subshift (X, σ). Let
(k, l) ∈ Z2 with ϕkσl expansive. Let CL and CR be the components of EL(ϕ) and
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ER(ϕ), respectively, with CL ∩ CR ∋ (k, l), let CˆL and CˆR be the components of
EL(ϕ, (k, l)) and ER(ϕ, (k, l)), respectively, with CˆL ∩ CˆR ∋ (k, l) and let C be the
component of E(ϕ) with C ∋ (k, l). Then
CˆL ∩ CˆR = CL ∩ CR = C,(11.6)
CˆL ∪ CˆR = CL ∪ CR(11.7)
Proof. Since EL(ϕ, (k, l)) ∩ ER(ϕ, (k, l)) = E(ϕ) (by Proposition 11.10(1)), we see
that C is a connected subset of EL(ϕ, (k, l)) containing (k, l). Hence C is included in
the component CˆL of EL(ϕ, (k, l)) containing (k, l). Similarly we see that C ⊂ CˆR,
and hence CˆL∩CˆR ⊃ C. On the other hand, CˆL∩CˆR ⊂ EL(ϕ, (k, l))∩ER(ϕ, (k, l)) =
E(ϕ). Since CˆL and CˆR are cones with apex (0, 0) in R2 (by (11.4) and (11.5)),
CˆL ∩ CˆR is a cone and hence connected. Since CˆL ∩ CˆR is a connected subset of
E(ϕ) containing (k, l), we have CˆL ∩ CˆR ⊂ C. Therefore CˆL ∩ CˆR = C, and (11.6) is
proved.
If k = 0, then (11.7) easily follows. Assume that k > 0. Let IL and IR be
the components of EL(ϕ) and ER(ϕ), respectively, with I
L ∩ IR ∋ l/k. Let IˆL =
(IL∩(−∞, l/k])∪(IR∩ [l/k,∞)) and IˆR = (IR∩(−∞, l/k])∪(IL∩ [l/k,∞)). Then
IˆL and IˆR are the componens of EL(ϕ, (k, l)) and ER(ϕ, (k, l)), respectively, with
IˆL∩ IˆR ∋ (k, l), and IˆL∪ IˆR = IL∪IR. Using these and notihg that dL(ϕ) ≤ dR(ϕ)
(Proposition 9.12(2)) and that dR(ϕ) 6= l/k and dL(ϕ) 6= l/k (by Theorem 11.8(3)),
we see the following by the observation of (11.4) and (11.5). If dL(ϕ) < l/k < dR(ϕ)
then IL ∪ IR is a bounded interval and hence CˆL ∪ CˆR = L+(IL ∪ IR) = CL ∪ CR.
If l/k > dR(ϕ) then I
L ∪ IR is a left-bounded, right-unbounded interval and hence
CˆL ∪ CˆR = L+(IL ∪ IR) ∪ L−((−∞, dL(ϕ))) ∪ ~+(0, 0) = CL ∪ CR. If l/k < dL(ϕ)
then IL ∪ IR is a left-unbounded, right-bounded interval and hence CˆL ∪ CˆR =
L+(IL ∪ IR)∪L−((dR(ϕ),∞)∪ ~−(0, 0) = CL ∪CR. Hence (11.7) is proved in case
k > 0. From this it follows that if k < 0 then (−CˆL) ∪ (−CˆR) = (−CL) ∪ (−CR),
because by (11.4) and (11.5) −CˆL and −CˆR are also components of EL(ϕ, (k, l)) and
ER(ϕ, (k, l)), respectively. Hence (11.7) is proved in case k < 0. 
Theorem 11.12. Let ϕ be an automorphism of an infinite subshift (X, σ). Let K
be the subgroup of H(X) generated by {σ, ϕ}. For any F ⊂ K, let Λ(F ) denote
the set {(i, j) ∈ Z2 |ϕiσj ∈ F}. Let (k, l) ∈ Z2 with ϕkσl expansive. Let CL and
CR be the components of EL(ϕ) and ER(ϕ), respectively, with CL ∩ CR ∋ (k, l), let
CˆL and CˆR be the components of EL(ϕ, (k, l)) and ER(ϕ, (k, l)), respectively, with
CˆL ∩ CˆR ∋ (k, l) and let C be the component of E(ϕ) with C ∋ (k, l). Then the
following hold:
CˆR ∩ Z2 = Λ(PL◦K(ϕkσl)), CˆL ∩ Z2 = Λ(QR◦K(ϕkσl))(11.8)
C ∩ Z2 = Λ(C◦K(ϕkσl))(11.9)
(CL ∪ CR) ∩ Z2 = Λ(D◦K(ϕkσl)).(11.10)
Proof. Since D◦K(ϕ
kσl) = PL◦K(ϕ
kσl) ∪ QR◦K(ϕkσl), (11.10) follows from (11.8)
and Proposition 11.11((11.7)). Hence it suffices to prove (11.8) and (11.9). (Since
C◦(ϕkσl) = PL◦K(ϕ
kσl) ∩ QR◦K(ϕkσl) (by [N10, Proposition 8.1]), (11.9) follows
from (11.8) and Proposition 11.11((11.6)). However, we shall prove (11.9) directly
together with (11.8) below.)
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Suppose that k = 0 and l > 0. Then EL(ϕ, (0, l)) = EL(ϕ) and ER(ϕ, (0, l)) =
ER(ϕ), and hence CˆL = CL = CLϕ , CˆR = CR = CRϕ and C = Cϕ. Using (11.1)
and Proposition 12.1 (in the next section), we see that CˆR ∩ Z2 = CRϕ ∩ Z2 =
Λ(PL◦K(σ)) = Λ(PL
◦
K(σ
l)). Similarly using (11.2), (11.3) and Proposition 12.1 we
have CˆL ∩ Z2 = Λ(QR◦K(σl)) and (11.9).
Suppose that k = 0 and l < 0. Then EL(ϕ, (0, l)) = ER(ϕ) and ER(ϕ, (0, l)) =
EL(ϕ), and hence CˆL = CR = C¯Rϕ , CˆR = CL = C¯Lϕ , and C = C¯ϕ. Using (11.1) and
Proposition 12.1, we see that CˆL∩Z2 = C¯Rϕ∩Z2 = Λ(PL◦K(σ)−1) = Λ(QR◦K(σ−1)) =
Λ(QR◦K(σ
l)). The remainder of (11.8), and (11.9) are similarly proved.
Hereafter in this proof we suppose that k 6= 0. Since ϕkσl is expansive and σ is an
automorphism of the dynamical system (X,ϕkσl), there exist a subshift (X ′, σ′),
an automorphism ϕ′ of (X ′, σ′) and a conjugacy θ : (X,ϕkσl, σ) → (X ′, σ′, ϕ′)
between commuting systems. Let (R2)′ be a copy of the plane R2. Let (Z2)′
be the set of lattice points in (R2)′. Let π : R2 → (R2)′ be the linear map
such that π((a, b)) = (−(l/k)a + b, (1/k)a) for (a, b) ∈ R2; it is invertible with
π−1((a′, b′)) = (kb′, a′ + lb′) for (a′, b′) ∈ (R2)′.
Let ℓ¯ be any line (passing through (0, 0)) in R2 with ℓ¯ 6= ℓ¯(k, l). Since π((k, l)) =
(0, 1) and (R2)′[π(ℓ¯), (0, 1)) = (R2)′[π(ℓ¯), ·), the following conditions are seen, in
the order of their appearance, to be pairwise equivalent:
(a) there exists δ > 0 such that for any x, y ∈ X it holds that if
dX′((ϕ
′)i
′
(σ′)j
′
(θ(x)), (ϕ′)i
′
(σ′)j
′
(θ(y))) ≤ δ ∀(i′, j′) ∈ (R2)′[π(ℓ¯), ·) ∩ (Z2)′
then θ(x) = θ(y);
(b) there exists δ > 0 such that for any x, y ∈ X it holds that if
dX′(θϕ
iσj(x), θϕiσj(y)) ≤ δ ∀(i, j) ∈ R2[ℓ¯, (k, l)) ∩ π−1((Z2)′)
then x = y;
(c) there exists δ > 0 such that for any x, y ∈ X it holds that if
dX(ϕ
iσj(x), ϕiσj(y)) ≤ δ ∀(i, j) ∈ R2[ℓ¯, (k, l)) ∩ π−1((Z2)′)
then x = y;
(d) there exists δ > 0 such that for any x, y ∈ X it holds that if
dX(ϕ
iσj(x), ϕiσj(y)) ≤ δ ∀(i, j) ∈ R2[ℓ¯, (k, l)) ∩ Z2
then x = y.
(For by putting (i, j) = π−1((i′, j′)) the equivalence of (a) and (b) is seen; the
equivalence of (c) and (d) follows because ϕ and σ are homeomorphisms.) Using
the equivalence of (a) and (d) we know that π(ℓ¯) is right σ′-expansive for the
automorphism ϕ′ of (X ′, σ′) if and only if either ℓ¯ = ℓ¯(k, l) or R2[ℓ¯, (k, l)) codes R2
for the automorphism ϕ of (X, σ). Therefore we have
ER(ϕ′) = {π(ℓ¯) | ℓ¯ ⊂ ER(ϕ, (k, l)) ∪ {(0, 0)}} \ {(0, 0)} = π(ER(ϕ, (k, l))).
Since π((−k,−l)) = (0,−1) and (R2)′[π(ℓ¯), (0,−1)) = (R2)′(·, π(ℓ¯)], a similar ar-
gument shows that π(ℓ¯) is left σ′-expansive for ϕ′ if and only if either ℓ¯ = ℓ¯(k, l) or
R2[ℓ¯, (−k,−l)) codes R2 for ϕ. Therefore we have
EL(ϕ′) = {π(ℓ¯) | ℓ¯ ⊂ EL(ϕ, (k, l)) ∪ {(0, 0)}} \ {(0, 0)} = π(EL(ϕ, (k, l))).
Since E(ϕ) = EL(ϕ, (k, l)) ∩ ER(ϕ, (k, l)) (by Proposition 11.10), we have
π(E(ϕ)) = EL(ϕ′) ∩ ER(ϕ′) = E(ϕ′).
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Since CˆL, CˆR and C are components of EL(ϕ, (k, l)), ER(ϕ, (k, l)) and E(ϕ), re-
spectively, with CˆL ∩ CˆR = C ∋ (k, l) (by Proposition 11.11) and π is a homeo-
morphism of R2 onto (R2)′ with π(k, l)) = (0, 1), it follows that π(CˆL), π(CˆR)
and π(C) are components of EL(ϕ′), ER(ϕ′) and E(ϕ′), respectively, such that
π(CˆL) ∩ π(CˆR) = π(C) and this includes positive horizontal half line in (R2)′.
Therefore, we have π(CˆR) = CRϕ′ , π(CˆL) = CLϕ′ and π(C) = Cϕ′ . Hence, if we let K ′
be the subgroup generated by {σ′, ϕ′}, then by (11.1),(11.2),(11.3) we have
π(CˆR) ∩ Z2 = {(i′, j′) ∈ Z2 | (ϕ′)i′ (σ′)j′ ∈ PL◦K′(σ′)},(11.11)
π(CˆL) ∩ Z2 = {(i′, j′) ∈ Z2 | (ϕ′)i′ (σ′)j′ ∈ QR◦K′(σ′)},(11.12)
π(C) ∩ Z2 = {(i′, j′) ∈ Z2 | (ϕ′)i′ (σ′)j′ ∈ C◦K′(σ′)}.(11.13)
Suppose that ϕiσj is an essentially weakly p-L automorphism of (X,ϕkσl) and
right ϕkσl-expansive. Then so is (ϕiσj)|k|. Hence θϕ|k|iσ|k|j is an essentially weakly
p-L automorphism of (θ(X), θϕkσl) = (X ′, σ′) and right σ′-expansive. If we put
ǫ = |k|/k then
θϕ|k|iσ|k|j = θ(ϕkiσkj)ǫ = θ((ϕkσl)iσ−li+kj)ǫ = (σ′)ǫi(ϕ′)ǫ(−li+kj),
and hence (σ′)ǫi(ϕ′)ǫ(−li+kj) is an essentially weakly p-L automorphism of (X ′, σ′)
and right σ′-expansive. Therefore by (11.11) we see that (ǫ(−li+ kj), ǫi) ∈ π(CˆR).
From this it follows that |k|(i, j) ∈ CˆR, because
|k|(i, j) = π−1(|k|π((i, j))) = π−1(|k|(−(l/k)i+ j, (1/k)i)) = π−1((ǫ(−li+ kj), ǫi)).
Therefore (i, j) ∈ CˆR, because CˆR is a cone in R2 with apex (0, 0).
We have proved that CˆR∩Z2 ⊃ Λ(PL◦K(ϕkσl)). To prove the converse inclusion,
suppose that (i, j) ∈ CˆR ∩ Z2. Then (|k|i, |k|j) ∈ CˆR. Let (i′, j′) = π((|k|i, |k|j)).
Then by (11.11) (ϕ′)i
′
(σ′)j
′
is an essentially weakly p-L automorphism of (X ′, σ′)
and right σ′-expansive. Hence θ−1(ϕ′)i
′
(σ′)j
′
is an essentially weakly p-L au-
tomorphism of (θ−1(X ′), θ−1σ′) = (X,ϕkσl) and right ϕkσl-expansive. Since
θ−1(ϕ′)i
′
(σ′)j
′
= σi
′
(ϕkσl)j
′
= (ϕiσj)|k| (because (kj′, i′ + lj′) = π−1((i′, j′)) =
(|k|i, |k|j)), ϕiσj is essentially weakly p-L automorphism of (X,ϕkσl) (by The-
orem 8.1) and right ϕkσl-expansive. Hence we have proved that CˆR ∩ Z2 =
Λ(PL◦K(ϕ
kσl)).
The proof that CˆL ∩ Z2 = Λ(QR◦K(ϕkσl)) and that of (11.9) are similarly given
by using (11.12) and (11.13), respectively, and Theorem 8.1. 
Let ϕ be an automorphism of an infinite subshift (X, σ). As is known by [BoL,
p. 71], if C is an expansive component for ϕ, i.e. a component of E(ϕ), then so is its
reverse −C and furthermore, C ∩ (−C) = ∅; hence there are at least two expansive
components for ϕ, which are open cones with apex (0, 0) in R2.
In view of Proposition 11.10(3), EL(ϕ) ∪ ER(ϕ) can be called the onesided-
expansive set for ϕ and a component of EL(ϕ) ∪ ER(ϕ) can be called a onesided-
expansive component for ϕ. Since EL(ϕ)∪ER(ϕ) = L+(EL(ϕ)∪ER(ϕ))∪L−(EL(ϕ)∪
ER(ϕ)) ∪ ~+(0, 0) ∪ ~−(0, 0), we see that if D is a onesided-expansive component
for ϕ then so is its reverse −D. Therefore, a onesided-expansive component for ϕ is
either an open cone with apex (0, 0) in R2 with D ∩ (−D) = ∅ or equals R2/(0, 0)
(hence is unique). An example of an automorphism of a full-shift having a unique
onesided-expansive component for it will be given in Example 11.17.
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We do not know whether or not there can be a onesided-expansive component
for ϕ containing no lattice point (k, l) with ϕkσl expansive.
Let ϕ be an automorphism of an infinite subshift (X, σ). Let K be the subgroup
of H(X) generated by {σ, ϕ}. The statement (1) of the following theorem is a
restatement of Theorem 11.12((11.9)) ([N10, Remark 9.6] in view of Theorem 12.2),
which asserts that the expansive components for ϕ and the interiors of essentially-
weakly-LR cones in K are the same in a natural sense. We shall furthermore
prove the statement (2) which asserts that the onesided-expansive components for
ϕ containing expansive elements and the interiors of extended districts in K are
the same in the same natural sense as above.
Theorem 11.13. Let ϕ be an automorphism of an infinite subshift (X, σ). Let K
be the subgroup of H(X) generated by {σ, ϕ}. For any subset F of K, let Λ(F )
denote the set {(i, j) ∈ Z2 |ϕiσj ∈ F}. Then the following are valid.
(1) A subset of Z2 is given as C ∩ Z2, where C is a (connected) component of
E(ϕ) = ER(ϕ) ∩ EL(ϕ), if and only if it is given as Λ(C◦), where C◦ is the
interior of an essentially-weakly-LR cone C in K.
(2) A subset of Z2 is given as D∩Z2, where D is a component of ER(ϕ)∪EL(ϕ)
such that D∩E(ϕ) 6= ∅, if and only if it is given as Λ((D∗)◦), where (D∗)◦
is the interior of an extended district D∗ in K.
Proof. (1) By Theorem 11.12((11.9)).
(2) First we shall prove the following.
(i) For any (k, l) ∈ Z2 with ϕkσl expansive, there exists a component D of
EL(ϕ) ∪ ER(ϕ) such that D ⊃ Λ((D∗K)◦(ϕkσl)).
To prove this suppose that (m,n) ∈ Λ((D∗K)◦(ϕkσl)). Then there exist r ≥ 1
and (ki, li) ∈ Z2, i = 0, . . . , r, such that (k0, l0) = (m,n), (kr, lr) = (k, l), ϕkiσli is
expansive for i = 1, . . . , r and
ϕk0σl0 ⊸◦ ϕk1σl1 ⊸◦ . . .⊸◦ ϕkrσlr .
Since ϕki−1σli−1 ∈ D◦K(ϕkiσli) for i = 1, . . . , r, it follows from Theorem 11.12((11.10))
that there exist open cones Ci, i = 1, . . . , r, in R2 each of which is a component
of EL(ϕ) or of ER(ϕ) such that (ki−1, li−1), (ki, li) ∈ Ci for i = 1, . . . , r. Clearly
(m,n) = (k0, l0) ∈ C1, (k, l) = (kr, lr) ∈ Cr and Ci−1∩Ci 6= ∅ for i = 2, . . . , r if r ≥ 2.
Therefore, since all Ci’s are connected subsets of R2 included in EL(ϕ) ∪ ER(ϕ), it
follows that (m,n) is contained in the componentD of EL(ϕ)∪ER(ϕ) with (k, l) ∈ D.
Hence (i) is proved.
Next we shall prove:
(ii) If D is a compornent of EL(ϕ) ∪ ER(ϕ), then D ∩ Z2 ⊂ Λ(D∗K)◦(ϕkσl)) for
any (k, l) ∈ D ∩ Z2 with ϕkσl expansive.
Let s : R2 \ {(0, 0)} → S1 be the mapping such that s(a, b) = (a, b)/√a2 + b2
for (a, b) ∈ R2 \ {(0, 0)}. For any R ⊂ R2 \ {(0, 0)}, let sR denote the subset
{s(a, b) | (a, b) ∈ R} of S1.
Let D be a component of EL(ϕ) ∪ ER(ϕ). Then D is an open cone in R2 with
apex (0, 0) or equals R2 \ {(0, 0)}. Let (k, l), (m,n) ∈ D ∩Z2 with ϕkσl expansive.
In case kn = lm and km > 0, using Remark 2.15 and Theorem 8.1 we see that
ϕmσn → ϕkσl and hence (ii) is proved. We must further consider the case (a)
that kn = lm and km < 0 and the case (b) that kn 6= lm. Note that the case
(a) happens only when D = R2 \ {(0, 0)} and that the case (b) occurs either when
D = R2 \ {(0, 0)} or when D is an open cone in R2. Let F be the subset of S1
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defined as follows: for the case (a) F is the closed half circle with endpoints s(k, l)
and s(m,n), and for the case (b) F = s(H[(k, l), (m,n)] \ {(0, 0)}). Then F is a
closed arc between s(k, l) and s(m,n) in S1. Since sD is a connected set in S1 with
s(k, l), s(m,n) ∈ D, F ⊂ sD and hence F ⊂ sEL(ϕ) ∪ sER(ϕ). Since sEL(ϕ) and
sER(ϕ) are open sets in S1, each component of them is an open arc in S1. Therefore,
there exists an open cover for F such that each set in it is a component of sEL(ϕ)
or of sER(ϕ). Since F is compact, there exists a finite subcover K = {J0, . . . , Jr}
of it with r ≥ 0. Deleting every set that is included by some other set in K from
K if any, we may assume that K is a minimal cover for F , i.e., if any one set Ji is
deleted from K then the collection of the remaining sets cannot cover F . Therefore,
we may assume that K has the following property: J0 ∋ s(m,n) and Jr ∋ s(k, l); if
r ≥ 1 then for all i = 1, . . . , r, Ji−1 ∩ Ji 6= ∅ but neither Ji is a subset of Ji−1 nor
Ji−1 is a subset of Ji; if Ji−1 is a component of sEL(ϕ) then Ji is a component of
sER(ϕ), if Ji−1 is a component of sER(ϕ) then Ji is a component of sEL(ϕ), and
hence Ji−1 ∩ Ji is a component of of sE(ϕ).
For any open arc J in S1, let s−1J denote the set-union of all open half lines
in R2 with endpoint (0, 0) intersecting with J . Let Ji = s−1Ji for i = 0, . . . , r. If
r = 0, then (k, l), (m,n) ∈ J0. Since J0 is a component of EL(ϕ) or of ER(ϕ), it
follows from Theorem 11.12 ((11.10)) that (ii) is valid when r = 0. Therefore we
assume that r ≥ 1. Let (ki, li) be any lattice point in Ji−1 ∩ Ji for i = 1, . . . , r.
Then, since Ji is a component of EL(ϕ) or of ER(ϕ) with Ji−1 ∩ Ji ∈ E(ϕ) for
i = 1, . . . , r, we see that ϕkiσli is expansive for all i = 1, . . . , r and it follows
from Theorem 11.12 ((11.10)) that ϕmσn ⊸◦ ϕk1σl1 ⊸◦ . . .⊸◦ ϕkrσlr ⊸◦ ϕkσl.
Therefore, (ii) follows.
Hence the theorem is proved by (i) and (ii). 
The following corollary is a continuation of Proposition 10.8.
Corollary 11.14. Let ϕ be an automorphism of an infinite subshift (X, σ). Let K
be the subgroup of H(X) generated by {σ, ϕ}. Let (k, l) ∈ Z2 with ϕkσl expansive.
Let (i1, j1), (i2, j2) ∈ Z2 with i1j2 6= i2j1.
(1) If ϕitσjt → ϕkσl with ϕitσjt nonexpansive for t = 1, 2 and C is the compo-
nent of E(ϕ) = EL(ϕ) ∩ ER(ϕ) with (k, l) ∈ C, then
C = H((i1, j1), (i2, j2)),
C◦K(ϕ
kσl) = {ϕiσj | (i, j) ∈ H((i1, j1), (i2, j2)) ∩ Z2},
CK(ϕ
kσl) = {ϕiσj | (i, j) ∈ H[(i1, j1), (i2, j2)] ∩ Z2}.
(2) If ϕitσjt ⊸∗K ϕ
kσl with ϕitσjt not onesided-expansive for t = 1, 2 and D
is the component of EL(ϕ) ∪ ER(ϕ) with (k, l) ∈ D, then
D = H((i1, j1), (i2, j2)),
(D∗K)
◦(ϕkσl) = {ϕiσj | (i, j) ∈ H((i1, j1), (i2, j2)) ∩ Z2},
D∗K(ϕ
kσl) = {ϕiσj | (i, j) ∈ H[(i1, j1), (i2, j2)] ∩ Z2},
Proof. (1) By Propositin 10.8(2) and Theorem 11.12((11.9)).
(2) Since the automorphism ϕitσjt of (X, σ) is not onesided-expansive for t = 1, 2,
ϕitσjt is not onesided σ-expansive for t = 1, 2. Since ℓ¯(i1, j1) and ℓ¯(i2, j2) are two
distinct lines which are not onesided σ-expansive for ϕ, D is an open cone which is
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not an open half plane in R2. By Theorem 11.13(2), (Λ being the same as in the
theorem) Λ((D∗K)
◦(ϕkσl)) = D ∩ Z2.
Suppose that ϕiσj ⊸∗K ϕ
kσl and ϕiσj is not onesided σ-expansive. There
exists (m,n) ∈ Z2 such that ϕmσn is an expansive element in D∗K(ϕkσl) and
ϕiσj ⊸ ϕmσn. Since in 6= jm, by Propositon 10.8(1) we see that for any
(i′, j′) ∈ H[(i, j), (m,n)] ∩ Z2, ϕi′σj′ ∈ DK(ϕmσn) and that for any (i′, j′) ∈
H((i, j), (m,n)] ∩ Z2, ϕi′σj′ ∈ D◦K(ϕmσn). By Proposition 10.4, D∗K(ϕmσn) =
D∗K(ϕ
kσl) and (D∗K)
◦(ϕmσn) = (D∗K)
◦(ϕkσl). Hence we see that for any (i′, j′) ∈
H[(i, j), (m,n)]∩Z2, ϕi′σj′ ∈ D∗K(ϕkσl) and that for any (i′, j′) ∈ H((i, j), (m,n)]∩
Z2, ϕi
′
σj
′ ∈ (D∗K)◦(ϕkσl). Since Λ((D∗K)◦(ϕkσl)) = D∩Z2, H((i, j), (m,n)]∩Z2 ⊂
D ∩ Z2. Since (i, j) /∈ EL(ϕ) ∪ ER(ϕ), (i, j) /∈ D. Therefore (i, j) is a boundary
point of D. We also see, by the above, that ϕi′σj′ ∈ D∗K(ϕkσl) for all lattice points
(i′, j′) on the closed half-line with endpoint (0, 0) passing through (i, j).
Therefore (i1, j1) and (i2, j2) are boundary points of the open cone D with
i1j2 6= i2j1. Hence we have D = H((i1, j1), (i2, j2)), and hence (D∗K)◦(ϕkσl) =
{ϕiσj | (i, j) ∈ H((i1, j1), (i2, j2))}. We also see, by the above, that {ϕiσj | (i, j) ∈
H[(i1, j1), (i2, j2)]} ⊂ D∗K(ϕkσl).
Assume that there were (i′, j′) ∈ Z2 such that ϕi′σj′ ∈ D∗K(ϕkσl) but (i′, j′) /∈
H[(i1, j1), (i2, j2)]. There exists (m′, n′) ∈ Λ((D∗K)◦(ϕkσl)) such that ϕi
′
σj
′
⊸
ϕm
′
σn
′
. We see that ϕi
′
σj
′
is nonexpansive, because, otherwise, it would be an
element of (D∗K)
◦(ϕkσl). Since ϕm
′
σn
′
is expansive and ϕi
′
σj
′
is nonexpansive,
i′n′ 6= j′m′. Thererefore it follows from Propositon 10.8(1) that for any (i′′, j′′) ∈
H((i′, j′), (m′, n′)] ∩ Z2, ϕi′′σj′′ ∈ D◦K(ϕm
′
σn
′
). Since either (i1, j1) or (i2, j2) is
in H((i′, j′), (m′, n′)], either ϕi1σj1 or ϕi2σj2 would be onesided ϕm′σn′ -expansive,
contrary to the hypothesis (by definition). 
Boyle and Lind [BoL, Proposition 8.3] showed that for any expansive component
C of 1-frames for a Zd-action on an infinite compact metric space, if a vector in
C is “Markov” then so is every vector in C. They defined a component containing
a marcov vector to be“Markov”. When d = 2 and the space is zero-dimensional,
this implies the following. For an automorphism ϕ of an infinite subshift (X, σ)
and for any component of E(ϕ) = EL(ϕ) ∩ ER(ϕ), if for some lattice point (k, l) in
C, (X,ϕkσl) is conjugate to an SFT (respectively, a mixing SFT) , then for every
lattice point (i, j) in C, (X,ϕiσj) is conjugate to an SFT (respectively, a mixing
SFT). Moreover the statement (1) of the following corollary shows that a Markov
component of a Z2-action α : (i, j) 7→ ϕiσj is the “same” (in a natural sense) as the
interior of an ELR (essentially LR ) cone in the subgroup K generated by {σ, ϕ}.
This will be generalized to Zd-actions on zero-dimensional compact metric spaces
for any d in the next subsection. Recall Proposition 10.2 and Theorem 10.1.
Corollary 11.15. Let ϕ be an automorphism of an infinite subshift (X, σ). Let K
be the sugroup of H(X) generated by {σ, ϕ}. For any F ⊂ K, let Λ(F ) denote the
set {(i, j) ∈ Z2 |ϕiσj ∈ F}.
(1) If a component C of EL(ϕ) ∩ ER(ϕ) contains a lattice point (m,n) with
(X,ϕmσn) conjugate to an SFT, then C ∩ Z2 = Λ((C0)◦K(ϕmσn)).
(2) If a component D of EL(ϕ) ∪ ER(ϕ) contains a lattice point (m,n) with
(X,ϕmσn) conjugate to a mixing SFT, then for every (k, l) ∈ D ∩ Z2 with
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ϕkσl expansive, (ϕkσl) is conjugate to a mixing SFT, and the following
hold for any (i, j) ∈ Z2:
(a) if ϕiσj ⇀ ϕkσl (respectively, ϕiσj ⇁ ϕkσl) and ϕiσj is left ϕkσl-
expansive (respectively, right ϕkσl-expansive), then ϕiσj has POTP
and is topologically mixing;
(b) if ϕiσj → ϕkσl and (i, j) ∈ D, then ϕiσj has POTP and is topologi-
cally mixing;
(c) if ϕiσj → ϕkσl then ϕiσj has POTP.
Proof. (1) By Theorem 11.12((11.9) and Proposition 10.2(1).
(2) Suppose that there exists (m,n) ∈ D ∩ Z2 with (X,ϕmσn) conjugate to a
mixing SFT. By Theorem 11.13(2) there exists an extended district D∗ in K such
that D∩Z2 = Λ((D∗)◦), where (D∗)◦ is the interior of D∗. Using this and Theorem
10.5, we see that for every (k, l) ∈ D∩E(ϕ)∩Z2 , (X,ϕkσl) is conjugate to a mixing
SFT, and (a) and (c) hold.
To prove (b), suppose that ϕiσj → ϕkσl and (i, j) ∈ D with (k, l) ∈ D∩E(ϕ)∩Z2 .
Then, since (i, j) ∈ EL(ϕ) ∪ ER(ϕ), by Proposition 11.10(3) ϕiσj is onesided ϕkσl-
expansive. Therefore, since ϕiσj → ϕkσl, (b) follows from (a). 
We note that all information provided by (a),(b),(c) of (2) in Corollary 11.15
is concerned with the dynamics of ϕiσj with (i, j) being on the boundary of a
component C of E(ϕ) such that C ⊂ D for D in the corollary. This is seen by the
following proposition.
Proposition 11.16. Let ϕ be an automorphism of an infinite subshift (X, σ). Let
D be a component of EL(ϕ) ∪ER(ϕ) and let (k, l) ∈ D ∩E(ϕ) ∩Z2. If ϕiσj ⇀ ϕkσl
(respectively, ϕiσj ⇁ ϕkσl) and ϕiσj is left ϕkσl-expansive (respectively, right
ϕkσl-expansive), then there exists a component C of E(ϕ) such that C ⊂ D and
(i, j) is contained in the closure of C in R2.
Proof. If il = jk then ϕiσj →◦ ϕkσl and hence the conclusion trivially holds. Sup-
pose that il 6= jk. Since ϕiσj is left ϕkσl-expansive, by Proposition 11.10(2)
there exists a component CˆL of EL(ϕ, (k, l)) containing (i, j). By Proposition
11.10((11.4)), CˆL is an open cone in R2. Let C0 = CˆL ∩H((i, j), (k, l)). Then C0 is
an open cone in R2. Since ϕiσj ⇀ ϕkσl, it follows from [N10, Remark 7.9, Proposi-
tion 7.6] that (ϕiσj)r(ϕkσl)s ⇀◦ ϕkσl, i.e., (ϕiσj)r(ϕkσl)s is an essentially weakly
p-L, right ϕkσl-expansive automorphism of (X,ϕkσl), for all r ≥ 0, s ≥ 1. There-
fore, for any lattice point (i′, j′) in C0, ϕi′σj′ is both left ϕkσl-expansive and right
ϕkσl-expansive, and hence expansive, and ϕi
′
σj
′ ∈ PL◦K(ϕkσl) ⊂ (D∗K)◦(ϕkσl),
where K is the subgroup of H(X) generated by {σ, ϕ}. Hence C0 ⊂ E(ϕ), and by
Theorem 11.13(2) C0 ⊂ D. Let C be the component of E(ϕ) with C ⊃ C0. Then,
C ⊂ D, and (i, j) is contained in the closure of C, because (i, j) is on the boundary
of C0. 
Example 11.17. Let A be an alphabet. Let B = Ar+s with r, s ≥ 1. Let f :
Ar+s+1 → A be a bipermutive local rule (see Example 9.20(1)). Let T = (p, q :
G
[r+s+1]
A → GA) be the textile system such that for each arc w = a−ra−r+1 . . . as
in G
[r+s+1]
A with aj ∈ A, p(w) = a0 and q(w) = f(a−r . . . as). Then T ∗ is 1-1
and LL with (XT∗ , σT∗) = (XB, σB), and ψ = ϕT∗ is an LL automorphism of
(XB, σB). Hence PL(ψ) = QL(ψ)=0 (by Proposition 7.10(1)). Since η(T∗)∗ = ηT is
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not one-to-one, ψ is not right σB-expansive. Therefore by Proposition 9.15 we see
that −pL(ψ) = qL(ψ) = 0. Hence the open intervals (−∞, qL(ψ)) = (−∞, 0) and
(−pL(ψ),∞) = (0,∞) are the components of ER(ψ) = (−∞, 0) ∪ (0,∞) and
ER(ψ) = L+(ER(ψ)) ∪ L−(ER(ψ))) ∪ ~+(0, 0) ∪ ~−(0, 0)
= R2 \ ℓ0(0, 0).
Since ξ(T∗)∗ = ξT is one-to-one, 0 is a left σB-expansive direction for ψ. There-
fore pR(ψ) 6= 0 and −qR(ψ) 6= 0, because by Theorem 11.8(3) neither pR(ψ) nor
−qR(ψ) is left σB-expansive. For t > 0, t is a nonexpansive direction for the endo-
morphism ϕT of (XT , σT ) if and only if 1/t is a nonexpansive direction for ψ = ϕT∗
of (XB, σB) = (XT∗ , σT∗). (For t is a nonexpansive direction for the endomorphism
ξ−1T ηT of (ZT , ςT ) if and only if 1/t is a nonexpansive direction for the automor-
phism ξ−1T∗ ηT∗ of (ZT∗ , ςT∗), and (XT , σT , ϕT ) and (ZT , ςT , ξ
−1
T ηT ) are topologi-
cally conjugate and so are (XB, σB , ψ) = (XT∗ , σT∗ , ϕT∗) and (ZT∗ , ςT∗ , ξ
−1
T∗ ηT∗).)
Therefore, since −s and r are all of the nonexpansive directions for ϕT , −1/s
and 1/r are all of the nonexpansive directions for ψ other than 0. Therefore,
since pL(ψ) = qL(ψ) = 0, it follows from Propositions 9.9(2) and 9.12(2) that
pR(ψ) = −1/s and −qR(ψ) = 1/r, which are not left σB-expansive, by Theorem
11.8(3). Therefore, EL(ψ) = (−∞,−1/s) ∪ (−1/s, 1/r) ∪ (1/r,∞) and hence
EL(ψ) = L+(EL(ψ)) ∪ L−(EL(ψ)) ∪ ~+(0, 0) ∪ ~−(0, 0)
= R2 \ (ℓ−1/s(0, 0) ∪ ℓ1/r(0, 0)).
Therefore we have
EL(ψ) ∪ ER(ψ) = R2 \ {(0, 0)},
which consists of a unique component. Therefore, by virtue of Theorem 11.13(2),
{ψiσjB | (i, j) ∈ Z2 \ {(0, 0)}} is the interior of a unique extended district K in
K, where K is the subgroup of H(XB) generated by {ψ, σB}. Since (XB , σB)
is a mixing topological Markov shift, so is (XB , ψ
iσjB) for all (i, j) ∈ Z2 such
that ψiσjB is expansive (i.e., j/i 6= −1/s, j 6= 0 and j/i 6= 1/r), by Corollary
11.15(1). Moreover, by constructing LR textile systems directly, it was known
in [N5, Section 10, Example 3] that K is the union of ELR cones in K, hence
it follows from Corollary 11.15(2)(b) that ψiσj has POTP and is topologically
mixing for all (i, j) ∈ Z2 with (i, j) 6= (0, 0), and hence in particular, ψsσ−1B , ψ
and ψrσB have POTP and are topologically mixing. (Furthermore, in [N5, Section
10, Example 3], it was seen that (XB, ψ
iσjB) is conjugate to a full-shift whenever
ψiσjB is expansive, and more precise overall dynamics of ψ was given.) We have
E(ψ) = (−∞,−1/s) ∪ (−1/s, 0) ∪ (0, 1/r) ∪ (1/r,∞). Let
C1 = L+((−1/s, 0)),
C2 = L+((−∞,−1/s)) ∪ h−(0, 0) ∪ L−((1/r,∞)) = C¯ψ,
C3 = L−((0, 1/r)), and
C¯i = −Ci, i = 1, 2, 3.
Then
E(ψ) = C1 ∪ C2 ∪ C3 ∪ C¯1 ∪ C¯2 ∪ C¯3,
and C1, C2, C3, C¯1, C¯2 and C¯3 are the components of E(ψ) or the expansive compo-
nents for the automorphism ψ. Let ∆◦k = {ψiσjB | (i, j) ∈ Ck} for k = 1, 2, 3, and
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∆¯◦k = {ψiσjB | (i, j) ∈ C¯k} for k = 1, 2, 3. Then, by virtue of Theorem 11.13(1),
∆◦1,∆
◦
2,∆
◦
3, ∆¯
◦
1, ∆¯
◦
2, ∆¯
◦
3 are the interiors of the ELR cones in K. Using Theorem
11.12, we see that ∆◦1 ⊸ ∆
◦
2 ⊸ ∆
◦
3 ⊸ ∆¯
◦
1 ⊸ ∆¯
◦
2 ⊸ ∆¯
◦
3 ⊸ ∆
◦
1 (see the paragraph
following Proof of Theorem 10.5; cf. [N10, Example 9.8]).
11.4. “Resolvingness” and “ expansiveness” for Zd-actions. In this section,
we discuss about the relation between “expansiveness” and “resolvingness” for Zd-
actions. The discussions will be made by using the framework provided by Boyle
and Lind [BoL]. The reader is referred to [BoL] for the notions due to them which
are used without definitions in this section.
Let X be an infinite compact metric space. Let K be the commutative subgroup
generated by {ψ1, . . . , ψd}. Let α : Zd → K be the Zd-action defined by αm =
ψm11 · · ·ψmdd , where m = (m1, . . . ,md) is an integral vector in Rd.
Let ‖ · ‖ be the Euclidean norm on Rd. For any subset F of Rd and t ≥ 0, let
F t denote the set of all points v ∈ Rd with inf{‖v − w‖ |w ∈ F} ≤ t, which is
the subset made by thickenning F by t. A subset F of Rd is said to be expansive
for α if there exists δ > 0 and t ≥ 0 such that for any x, y ∈ X it holds that if
dX(α
m(x), αm(y)) ≤ δ for all integral vectorsm ∈ F t, then x = y ([BoL, Definition
2.2]).
Let E(α) be the subset of Rd obtained from the set-union of all lines passing
through 0 (i.e., all one-dimensional subspaces) in Rd that are expansive for α,
by subtracting {0}. Boyle and Lind [BoL] showed that if E(K) 6= ∅, then each
(connected) component C of E(α) is an open cone in Rd and has the property that
C ∩ (−C) = ∅. They call it an expansive component of 1-frames for α.
When X is zero-dimensional, an expansive component of 1-frames for α which
contains an integral vector k with (X,αk) conjugate to an SFT is called a Markov
component for α. ( The definition of Boyle and Lind [BoL] is more general: they
defined a “ Markov vector” without the hypothesis that X is zero-dimensional,
proved that if an expansive component C of 1-frames for α contains a Markov vector
then all vectors in C are Markov, and defined an expansive component containing
a Markov vector to be “Markov”.)
Theorems 11.12((11.19)), 11.13(1) and Corollary 11.15 are generalized to the
following theorem.
Theorem 11.18. Let X be an infinite zero-dimensional compact metric space. Let
K be the commutative subgroup of H(X) generated by {ψ1, . . . , ψd}. Let α : Zd → K
be the Zd-action defined by α(m1,...,md) = ψm11 · · ·ψmdd .
(1) Then two integral vectors m = (m1, . . . ,md) and n = (n1, . . . , nd) in R
d
belong to the same expansive component of 1-frames for α if and only if
ψm1 . . . ψmd ∈ C◦K(ψn1 . . . ψnd), i.e., αm is an expansive essentially weakly
LR automorphism of (X,αn) with m expansive, (or αm →◦ αn).
(2) (a) A subset of integral vectors is given as C ∩Zd, where C is an expansive
component of 1-frames for α, if and only if it is given as Λ(C◦) =
{n ∈ Zd |αn ∈ C◦}, where C◦ is the interior of an essentially weakly
LR cone C in K.
(b) A subset of integral vectors is given as C ∩ Zd, where C is a Markov
component for α if and only if it is given as Λ(C◦) = {n ∈ Zd |αn ∈
C◦}, where C◦ is the interior of an ELR cone C in K.
118 MASAKAZU NASU
Proof. (1) We may assume that the vectors m and n are linearly independent, be-
cause otherwise, the theorem is clear (by Corollary 8.8(1)). Put ϕ = ψm11 · · ·ψmdd =
αm and τ = ψn11 · · ·ψndd = αn and suppose that τ and ϕ are expansive. Let
π : R2 → Rd be the map (a, b) 7→ am + bn. Then π is a linear imbedding of
R2 into Rd and π(R2) is a 2-plane (2-dimensional subspace) in Rd. We note the
following fact: for any line ℓ¯ passing through (0, 0) (which may be horizontal) in
R2, it holds that ℓ¯ is an expansive line for the automorphism ϕ of (X, τ) if and
only if the line π(ℓ¯) in Rd is expansive for the Zd-action α. This is clear when ℓ¯ is
horizontal. When ℓ¯ is not horizontal, the “only-if” part is clear and the “if” part
follows from the continuity of ψi, ψ
−1
i , i = 1, . . . , d, because for any t ≥ 0 there exist
s, e ≥ 0 such that for any line ℓ¯ in R2 and for each lattice point k = (k1, . . . , kd)
in Rd that is contained in the tube (π(ℓ¯))t made by thickening π(ℓ¯) by t, there
exists a lattice point (I, J) in R2 such that (I, J) ∈ R2[ℓ¯ − (0, s), ℓ¯ + (0, s)] and if
k − π(I, J) = (l1, . . . , ld) (hence ψk11 · · ·ψkdd (x) = ψl11 · · ·ψldd (ϕIτJ (x)) for x ∈ X)
then |li| ≤ e for i = 1, . . . , d.
Assume that C is a component of E(α) and m,n ∈ C. Then by [BoL, p. 71]
C is an open cone in Rd (whose apex is the origin 0). Therefore C ∩ π(R2) is an
open cone in the 2-plane π(R2) and contains m,n. Let S be the subset of R2
such that π(S) = C ∩ π(R2). Then S is an open cone in R2 containing points
(1, 0), (0.1). By the fact noted above, any line ℓ¯ in R2 passing through a point
in S and (0, 0) is expansive for the automorphism ϕ of (X, τ), because π(ℓ¯) is an
expansive for α. Hence (1, 0) and (0,1) belong to the same expansive component
for the automorphism ϕ. Therefore it follows from Theorem 11.12 (see (11.9)) that
ϕ is an essentially weakly LR automorphism of (X, τ). Hence the “only-if” part of
the theorem is proved.
Assume that ϕ →◦ τ . Then by Theorem 11.12 (see (11.9)), (0, 1) and (1,0)
belong to the same expansive component, say C¯, for the automorphism ϕ of (X, τ).
Since C¯ is an open cone in R2, π(C¯) is an open cone in π(R2), which contains
m = π(0, 1) and n = π(1, 0). Since every line in Rd passing through 0 and a point
in π(C¯) is expansive for α by the fact noted above, there exists a component E(α)
which contains m and n.
(2) By (1) and Proposition 10.2. 
Boyle and Lind [BoL, Proposition 8.3] showed that for any expansive component
C of 1-frames for a Zd-action α on an infinite compact metric space X , if a vector
in C is “Markov” then so is every vector in C. When X is zero-dimensional, this
implies the following: if (X,αk) is conjugate to an SFT (respectively, a mixing
SFT) for some integral vector kin C, then for every integral vector m in C (X,αm)
is conjugate to an SFT (respectively, a mixing SFT). This is also a consequence of
Theorem 11.18 and Propositio 10.2.
Let X be an infinite compact metric space. Let K be the commutative subgroup
of H(X) generated by {ψ1, . . . , ψd}. Let α : Zd → K be the Zd-action defined
by α(m1,...,md) = ψm11 · · ·ψmdd . An integral vector k = (k1, . . . , kd) is called an
expansive integral vector for α if αk = ψk11 · · ·ψkdd is expansive.
Let k be an expansive integral vector for α and V a subspace of Rd. Define
(V,k) = {v + bk |v ∈ V, b ∈ R}
(V,k)+ = {v + bk |v ∈ V, b ≥ 0}, (V,k)− = {v+ bk |v ∈ V, b ≤ 0}.
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Then (V,k) is the subspace of Rd spanned by V and k. If k is not in V , then (V,k)+
is the closed half-space of (V,k) containing k with boundary V , and (V,k)− is the
closed half-space of (V,k) containing −k with boundary V .
We say that V is right k-expansive for α if (V,k)+ is an expansive subset of R
d
for α, and left k-expansive for α if (V,k)− is an expansive subset of R
d for α. Note
that (V,k) is expansive because (V,k) includes the expansive line ℓ¯(k) for α, where
for v ∈ Rd, ℓ¯(v) denotes the line passing through 0 and v. If V ∋ k, then V is
expansive for α.
Proposition 11.19. Let α be a Zd-action and k an expansive integral vector for
α. Then a subspace V of Rd is expansive for α if and only if V is right k-expansive
for α and left k-expansive for α.
Proof. Since (V,k)+ ⊃ V and (V,k)− ⊃ V , “only-if” part follows. The proof of
the “if”-part is given by [BoL, Proposition 3.10] (it is also found in the proof of the
next proposition). 
Let Gk be the Grassmann manifolds consisting of the k-dimensional subspaces
of Rd. For a Zd-action α, an expansive integral vector k and an integer k ≥ 0, let
ER,k(α,k) (respecttively, EL,k(α,k)) denote the set of all subspaceces in Gk that
are right k-expansive (respectively, left k-expansive for) α.
The following two propositions and a corollary generalizes [BoL, Lemma 3.4,
Theorem 3.6] and a result on expansive components of 1-frames for a Zd-action
in [BoL, p. 71] in the case that the Zd-action α has an expansive integral vector.
The proofs are given by mimicking the proofs of Boyle and Lind in [BoL] for the
corresponding results.
Suppose that k is an expansive integral vector for a Zd-action α. Then the line
ℓ¯(k) is an expansive subspace for α and hence Rd is expansive for α. Hence, we
can use “E codes F” for subsets E,F of Rd in the sense of [BoL, definition 3.1].
Then for any subset F of Rd it holds that F is expansive for α if and only if there
exists t ≥ 0 such that F t codes Rd ([BoL]).
Proposition 11.20. Let α be a Zd-action on a infinite compact metric space, k
an expansive integral vector for α and k a nonnegative integer. Then ER,k(α,k)
(respectively, EL,k(α,k)) is an open subset of Gk.
Proof. Let V be a subspace of Rd. Let πV denote orthoganal projection to V along
its orthoganal complement V⊥. Let t, r, s ≥ 0. Then V t = {v ∈ Rd | ‖πV⊥(v)‖ ≤ t}.
Define V t(r) = {v ∈ V t | ‖πV (v)‖ ≤ r} (as in [BoL]) and further define
(V,k)t+,s = {v + bk |v ∈ V t, 0 ≤ b ≤ s},
(V,k)t+,s(r) = {v + bk |v ∈ V t(r), 0 ≤ b ≤ s}.
Suppose that V ∈ Gk and V is right k-expansive for α. Then there exists
t ≥ 0 such that (V,k)t+ codes Rd and hence hence B(t + 2), where B(r) = {v ∈
Rd | ‖v‖ ≤ r} for r ≥ 0. Therefore, a standard compactness argument shows that
there exists r, s ≥ t + 2 such that (V,k)t+,s(r) codes B(t + 2). (Using (V,k)t+,s(r)
as a “pattern” with B(t+ 2) as a “head” for “sliding pattern coding”, we see that
(V,k)t+,s codes (V,k)
t
−, which proves the “only-if” part of the previous proposition.)
For W ∈ Gk sufficiently close to V , (W,k)t+1+,s+1(r+ 1) contains (V,k)t+,s(r), which
codes B(t+ 2). Let tV = t+ 1, rV = r+1 and sV = s+1. Then we see that there
exists a neighborhood NV of V in Gk such that for every W ∈ NV , (W,k)tV+,sV (rV )
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codes B(tV + 1). Using (W,k)
tV
+,sV (rV ) as a “pattern” with B(tV + 1) as a “head”
for “sliding pattern coding”, (W,k)tV+ codes (W,k)
tV
− and hence (W,k)
tV and hence
Rd, so that W is right k-expansive. 
Proposition 11.21. Let α be a Zd-action on a infinite compact metric space and
k an expansive integral vector for α. Suppose that V has dimension k < d− 1 and
is not right k-expansive (respectively, left k-expansive) for α. Then V is a subspace
of a (d − 1)-dimensional subspace which is not right k-expansive (respectively, left
k-expansive) for α.
Proof. Let K = {W ∈ Gd−1 |W ⊃ V }. Assume that every subspace in K is right
k-expansive for α. Then by the proof of the preceding proposition and by the same
argument as in [BoL, Lemma 3.5], there are t, r, s ≥ 0 such that (W,k)t+,s(r) codes
B(t + 1). Hence by the same argument as in [BoL, Proof of Theorem 3.6], V is
expansive, contradicting the hypothesis that V is not right k-expansive. 
For a Zd-action α on an infinite compact metric space and an expansive integral
vector k for α, define
EL(α,k) = (∪ℓ¯∈EL,1(α,k)ℓ¯) \ {0}, ER(α,k) = (∪ℓ¯∈ER,1(α,k)ℓ¯) \ {0}.
Corollary 11.22. Let α be a Zd-action on an infinite compact metric space and k
an expansive integral vector for α. Then ER(α,k) (respectively, EL(α,k)) is an open
subset of Rd and each component C of it is an open cone in Rd with C ∩ (−C) = ∅.
Proof. Use Propositions 11.20 and 11.21 and the same argument as in [BoL, p.
71]. 
Remark 11.23. Let α be a Zd-action on an infinite compact metric space.
(1) For any expansive integral vector k,
EL(α,k) ∩ ER(α,k) = E(α).
(2) For any expansive integral vectors k andm for α, the component of ER(α,k)
(respectively, EL(α,k)) containing m includes the component of E(α) con-
taining m.
(3) If d = 2, then for any expansive integral vectors k and m for α,
EL(α,k) ∪ ER(α,k) = EL(α,m) ∪ ER(α,m).
Proof. (1) This follows from Proposition Proposition 11.19.
(2) By (1).
(3) Let ℓ¯ be a line passing through the origin in the plane R2. Then if k and m
belong to the same one of the closed half-planes with boundary ℓ¯, then ℓ¯ is right k-
expansive if and only if ℓ¯ is rightm-expansive, and ℓ¯ is left k-expansive if and only
if ℓ¯ is left m-expansive. If k and m belon to different ones of the half-planes, then
ℓ¯ is right k-expansive if and only if ℓ¯ is left m-expansive, and ℓ¯ is left k-expansive
if and only if ℓ¯ is right m-expansive. Therefore (3) follows. 
The statement (3) of this remark proves the fact stated in Subsection 2.1 that
if automorphism ϕ of an invertible dynamical system (X, τ) is onesided ϕkτ l-
expansive for some ϕkτ l which is expansive, then for all ϕmτn that is expansive,
ϕ is onesided ϕmτn-expansive. Using the apploach proving (3) of the remark and
using Proposition 11.6, we have easy proofs for generalizations of Propositions 11.10
and 11.11 to automorphisms of invertible dynamical systems or to Z2-actions.
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The result (11.8) of Theorem 11.12 is generalized to the following theorem.
Theorem 11.24. Let X be an infinite zero-dimensional compact metric space. Let
K be the commutative subgroup of H(X) generated by {ψ1, . . . , ψd}. Let α : Zd → K
be the Zd-action defined by α(m1,...,md) = ψm11 · · ·ψmdd . Let k be an expansive
integral vector for α and m an integral vector. Then m belongs to the compo-
nent of ER(α,k) (respectively, EL(α,k)) containing k if and only if ψm11 · · ·ψmdd ∈
PL◦K(ψ
k1
1 · · ·ψkdd ) (respectively, ψm11 · · ·ψmdd ∈ QR◦K(ψk11 · · ·ψkdd )), i.e., αm is a
right αk-expansive, essentially weakly p-L (respectively, left αk-expansive, essen-
tially weakly q-R) automorphism of (X,αk) (or αm ⇀◦ αk (respectively, αm ⇁◦
αk)).
Proof. We may assume that the vectorsm and k are linearly independent, because
otherwise, the theorem is clear (by Corollary 8.8(1)). Put ϕ = ψm11 · · ·ψmdd = αm
and τ = ψk11 · · ·ψkdd = αk. Then τ is expansive. Let π : R2 → Rd be the map
(a, b) 7→ am + bk. Then π is a linear imbedding of R2 into Rd and π(R2) is a
2-plane (2-dimensional subspace) in Rd. Then we note the following fact: for any
line ℓ¯ passing through (0, 0) (which may be horizontal) in R2, it holds that ℓ¯ is right
τ -expansive for the automorphism ϕ of (X, τ) if and only if the one-dimensional
subspace π(ℓ¯) of Rd is a right k-expansive for the Zd-action α. This is clear when ℓ¯
is horizontal. When ℓ¯ is not horizontal, the “only-if” part is clear and the “if” part
follows from the continuity of ψi, ψ
−1
i , i = 1, . . . , d, because for any t ≥ 0 there exist
s, e ≥ 0 such that for any line ℓ¯ in R2 and for each lattice point n = (n1, . . . , nd)
in Rd that is contained in the subset of Rd made by thickening the closed half
2-plane containing k with boundary π(ℓ¯) by t, there exists a lattice point (I, J) in
R2 such that (I, J) ∈ R2[ℓ¯ − (0, s), ·) and that if n − π(I, J) = (l1, . . . , ld) (hence
ψn11 · · ·ψndd (x) = ψl11 · · ·ψldd (ϕIτJ (x)) for x ∈ X) then |li| ≤ e for i = 1, . . . , d.
Assume that C is the component of ER(α,k) containing k and thatm ∈ C. Then
by the preceding corollary, C is an open cone in Rd. Therefore C ∩ π(R2) is an
open cone in the 2-plane π(R2) and contains k and m. Let S be the subset of
R2 such that π(S) = C ∩ π(R2). Then S is an open cone in R2 containing points
(0, 1), (1, 0). By the fact noted above, any line ℓ¯ in R2 passing through a point in
S and (0, 0) is right τ -expansive for the automorphism ϕ of (X, τ), because π(ℓ¯) is
right k-expansive for α. Hence (0, 1) and (1,0) belong to the same right τ -expansive
component for the automorphism ϕ. Therefore it follows from Theorem 11.12 (see
(11.8)) that ϕ is an essentially weakly p-L, right τ -expansive automorphism of
(X, τ). Hence the “only-if” part of the theorem is proved.
Assume that ϕ ⇀◦ τ . Then by Theorem 11.12 (see (11.8)), (0, 1) and (1,0) belong
to the same expansive right τ -expansive component, say C¯, for the automorphism
ϕ of (X, τ). Since C¯ is an open cone in R2, π(C¯) is an open cone in π(R2), which
contains m = π(1, 0) and k = π(0, 1). Since every line in Rd passing through 0
and some point in π(C¯) is right k-expansive for α by the fact noted above, the
component of ER(α,k) containing k contains m. 
Proposition 11.25. Hypothesis being as in Theorem 11.24, let CR(α,k) (respec-
tively, CL(α,k)) denote the component of ER(α,k) (respectively, EL(α,k)) contain-
ing k for any expansive integaral vector k for α. Then if k and m are integral
vectors contained in the same component of E(α), then CR(α,k) = CR(α,m) (re-
spectively, CL(α,k) = CL(α,m)).
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Proof. Suppose that k and m belong to the same component of E(α). Then by
Theorem 11.18 αk →◦ αm. Let n be any lattice point in CR(α,k). Then by
Theorem 11.24 αn ⇀◦ αk. Hence by [N10, Proposition 9.4(2)], we have αn ⇀◦ αm.
Hence by Theorem 2.4 αn ∈ CR(α,m). Therefore CR(α,m) ∩ Zd ⊃ CR(α,k) ∩ Zd.
Since CR(α,k) and CR(α,m) are open cones with apex 0 inRd, we have CR(α,m) ⊃
CR(α,k). Therefore, sinse the converse inclusion of this is symmetrically obtained,
we have CR(α,m) = CR(α,k). 
12. Directionally essentially weakly resolving endomorphisms
In this section, we shall prove that if an endomorphism ϕ of a subshift is “di-
rectionally essentially weakly P”, then it is “essentially weakly P”, where P is
any resolving term. (Recall that a resolving term means any one of the ten terms
“p-L”, “ p-R”, “q-R”, “q-L”. “LR”, “RL” “LL”, “RR”, “p-biresolving” and “q-
biresolving”.) It is known that when ϕ is an onto endomorphism of an SFT and P
is any resolving term excepting LL and RR, if ϕ is directionary essentially P , then
it is essentially P , [N10, Propositions 8.5, 8.6]. The proof of this depends on the
long theory of resolvable textile systems developed in [N5, Section 7]. We shall also
present a much shorter proof proving in particular that for the important special
case when ϕ is an onto endomorphism of an SFT (X, σ) with ϕ one-to-one or σ
topologically transitive, if ϕ is directionary essentially P , then it is essentially P ,
where P is any resolving term (including LL and RR).
Proposition 12.1. Let ϕ be an endomorphism of a subshift (X, σ) and let s ≥ 1.
Let P be any resolving term. If ϕ is an essentially weakly P endomorphism of
(X, σs), then ϕ is an essentially weakly P endomorphism of (X, σ).
Proof. Suppose that ϕ is an essentially weakly p-L endomorphism of (X, σs). Then
there exists a onesided 1-1 half-textile-subsystem U of a weakly p-L textile system
T and a conjugacy θ : (X, σs, ϕ) → (XU , σU , ϕU ) between commuting systems.
Let τ = θσθ−1. Then τ is an expansive automorphism of (XU , σU ) such that
τs = σU . Since τ is expansive, there exists l ≥ 0 such that if (xk)k∈Z is a τ -orbit
with xk = (ak,j)j∈Z, where ak,j ∈ L1(XU ), then (ak,−lak,−l+1 . . . ak,l)k∈Z uniquely
determines the orbit (xk)k∈Z. Since T is weakly p-L, so is T
[2l+1]. Therefore, re-
placing T [2l+1], U
[2l+1]
and ρXU ,l,lθ (recall that ρXU ,l,l is the higher-block conjugacy
of (l, l)-type on XU ) by T, U and θ, respectively, we see that there exists a onesided
1-1 half-textile-subsystem U of a weakly p-L textile system T and a conjugacy
θ : (X, σs, ϕ) → (XU , σU , ϕU ) such that τ with τ = θσθ−1 is an automorphism of
(XU , σU ), τ
s = σU and if for x ∈ XU and k, j ∈ Z, we define ak,j(x) ∈ L1(XU ) by
(ak,j(x))j∈Z = τ
k(x),
then (ak,0(x))k∈Z uniquely determines x.
Let T = (p, q : Γ → G). Then p is weakly left-resolving. We define a textile
system T1 = (p1, q1 : Γ1 → G1) as follows: G1 is the graph such that
AG1 = {(ak)0≤k≤s | ak ∈ AG}, VG1 = {(ak)0≤k≤s−1 | ak ∈ AG}
(i.e., AG1 = A
s+1
G and VG1 = A
s
G), and each arc (ak)0≤k≤s goes from (ak)0≤k≤s−1
to (ak)1≤k≤s in G1; the graph Γ1 and the homomorphisms p1 and q1 are given as
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follows:
AΓ1 = {(αk)0≤k≤s |αk ∈ AΓ, α0αs ∈ L2(Γ)},
VΓ1 = {(αk)0≤k≤s−1 |αk ∈ AΓ}
and each arc αˆ = (αk)0≤k≤s goes from (αk)0≤k≤s−1 to (αk)1≤k≤s in Γ1 with
(p1)A(αˆ) = (pA(αk))0≤k≤s and (q1)A(αˆ)) = (qA(αk))0≤k≤s.
To see that T1 is weakly p-L, suppose that αˆ = (αk)0≤k≤s and βˆ = (βk)0≤k≤s are
in AΓ1 , tΓ1(αˆ) = tΓ1(βˆ) and (p1)A(αˆ) = (p1)A(βˆ). Then (αk)1≤k≤s = (βk)1≤k≤s
and (pA(αk))0≤k≤s = (pA(βk))0≤k≤s, and hence αs = βs and pA(α0) = pA(β0).
Since α0αs, β0βs ∈ L2(Γ) and p is weakly left resolving, it follows that α0 = β0,
and hence αˆ = βˆ. Therefore, p1 is weakly left-rsolving and hence T1 is weakly p-L.
For x ∈ XU and k, j ∈ Z, define αk,j(x) ∈ AΓ and bk,j(x) ∈ AG by
(αk,j(x))j∈Z = ξ
−1
U
(τk(x)), (bk,j(x))j∈Z = ϕU (τ
k(x)).
Then since (ak,j(x))j∈Z = ξU ((αk,j(x))j∈Z) and (bk,j(x))j∈Z = ηU ((αk,j(x))j∈Z),
we have
ak,j(x) = pA(αk,j(x)), bk,j(x) = qA(αk,j(x)).
Let Y = {(ak,0(x))k∈Z |x ∈ XU}. Then we have a subshift (Y, σY ) and a conjugacy
χ : (XU , τ) → (Y, σY ) by χ(x) = (ak,0(x))k∈Z, because (ak,0(x))k∈Z uniquely
determines x. Let ψ = χϕUχ
−1. Then ψ((ak,0(x))k∈Z) = (bk,0(x))k∈Z for x ∈ XU
and χ : (XU , τ, ϕU ) → (Y, σY , ψ) is a conjugacy between commuting systems. Let
Z = {(αk,0(x))k∈Z |x ∈ XU}. Then we have another subshift (Z, σZ). We see
that (Z [s+1], σ
[s+1]
Z ) is a subshift of (ZT1 , σT1), because for x ∈ XU , αs,0(x) =
α0,0(τ
s(x)) = α0,0(σU (x)) = α0,1(x), and hence
α0,0(x)αs,0(x) ∈ L2(ZU ) ⊂ L2(ZT ) ⊂ L2(Γ).
We see that ξT1(Z
[s+1]) ⊃ ηT1(Z [s+1]), for the following reasons: Y = χ(XU ) ⊃
χ(ϕU (XU )) = ψ(Y ); since Y = {(pA(αk,0(x)))k∈Z |x ∈ XU}, Y [s+1] = ξT1(Z [s+1]);
since ψ(Y ) = {(qA(αk,0(x)))k∈Z |x ∈ XU}, (ψ(Y ))[s+1] = ηT1(Z [s+1]). We also
see that ξT1 |Z [s+1] is one-to-one, because (ak,0(x))k∈Z uniquely determines x and
hence (αk,0(x))k∈Z.
Therefore we have a onesided 1-1 half-textile-subsystem U1 of T1 with ZU1 =
Z [s+1]. Since T1 is weakly p-L, ϕU1 is a weakly p-L endomorphism of (XU1 , σU1).
Passing through the conjugacies
(X, σ, ϕ)
θ→ (XU , τ, ϕU )
χ→ (Y, σY , ψ)→ (Y [s+1], σ[s+1]Y , ψ[s+1]) = (XU1 , σU1 , ϕU1),
ϕ is an essentially weakly p-L endomorphism of (X, σ).
To prove the proposition, for the case where P is “q-R” it suffices to show that if
T in the above is weakly q-R, then so is T1. To do this, suppose that αˆ = (αk)0≤k≤s
and βˆ = (βk)0≤k≤s are in AΓ1 , iΓ1(αˆ) = iΓ1(βˆ) and (q1)A(αˆ) = (q1)A(βˆ). Then
α0 = β0 and qA(αs) = qA(βs). Since α0αs, β0βs ∈ L2(Γ) and q is weakly right-
resolving, it follows that αs = βs, and hence αˆ = βˆ. Therefore, q1 is weakly
right-rsolving and hence T1 is weakly q-R.
It is analogously proved that the proposition is valid for the other cases. 
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Let ϕ be an endomorphism of a dynamical system (X, τ). Let P be any property
of endomorphisms of dynamical systems. We say that ϕ is directionally P if there
exist r, s ≥ 1 such that the endomorphism ϕr of (X, τs) is P ([N10, Section 7]).
Theorem 12.2. Let P be any resolving term. Then an endomorphism ϕ of a
subshift (X, σ) is directionally essentially weakly P if and only if it is essentially
weakly P.
Proof. Suppose that ϕr is an essentially weakly P endomorphism of (X, σs) with
r, s ≥ 1. Then, by Proposition 12.1 ϕr is an essentially weakly P endomorphism of
(X, σ). Therefore, so is ϕ by Theorems 8.1(1), 8.6(1) and 8.7(1). 
In the following proposition and theorem, (1) and (2)(a) are part of already
known results [N10, Propositions 8.5 and 8.6], whose proof depends on the long
theory of resolvable textile systems developed in [N5, Section 7]. Not only the proof
of them given in the following is much simpler than that of [N10, Propositions 8.5
and 8.6], but also (2)(b) is a new result.
Proposition 12.3. Let ϕ be an onto endomorphism of an SFT (X, σ). Let s ≥ 1.
(1) [N5, N10] If ϕ is an essentially P endomorphism of (X, σs), then ϕ is an
essentially P endomorphism of (X, σ), where P is any one of “p-L”, “p-R”
and “p-biresolving”.
(2) Suppose that ϕ is one-to-one or σ is topologically transitive.
(a) [N5, N10] If ϕ is an essentially P endomorphism of (X, σs), then ϕ
is an essentially P endomorphism of (X, σ), where P is any one of
“q-R”, “q-L”, “LR”, “RL”, and “q-biresolving”.
(b) If ϕ is an essentially LL (respectively, essentially RR) endomorphism
of (X, σs), then ϕ is an essentially LL (respectively, essentially RR)
endomorphism of (X, σ).
Proof. The proposition is proved by Proposition 12.1 and Remark 2.10. 
Theorem 12.4. Let ϕ be an onto endomorphism of an SFT (X, σ).
(1) [N5, N10] If ϕ is directionally essentially P, then ϕ is an essentially P,
where P is any one of “p-L”, “p-R” and “p-biresolving”.
(2) Suppose that ϕ is one-to-one or σ is topologically transitive.
(a) [N5, N10] If ϕ is directionally essentially P, then ϕ is essentially P,
where P is any one of “q-R”, “q-L”, “LR”, “RL”, and “q-biresolving”.
(b) If ϕ is directionally essentially LL (respectively, directionally essen-
tially RR), then ϕ is essentially LL (respectively, essentially RR).
Proof. The theorem is proved by using Proposition 12.3 and Theorems 8.1(3), 8.6(2)
and 8.7(2). 
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