Abstract--The multicasting is used to transfer data from one or more sources to a potentially large number of destinations such that overall utilization of resources is minimized in some sense. An approach based on neural network is presented to solve the delay constraint multicast routing problem, which is a NP complete problem,. The multicast tree is obtained corresponding to optimum (minimum) routing cost subjected to end-to-end delay constraints. The multicast tree is obtained by recursively obtaining the delay bound shortest paths from source to various destinations and combining them by union operator to ensure that a link is appearing only once in the multicast tree. The effectiveness of the developed algorithm is tested to obtain optimum multicast trees for different sets of source and destinations on 14-node weighted connected network.
I. INTRODUCTION
he multimedia applications are becoming increasingly important and the computer networks are designed to handle media traffic to end users. For such applications, various requirements, which are regarded as Quality of Service (QoS) parameters, must be guaranteed. Otherwise, the real time application will be meaningless. These requirements include end-to-end delay bound, delay jitter bound, minimum bandwidth etc. The researchers have been studying for many years to develop efficient multicast routing algorithm with and without constraints. Among various QoS parameters, the routing with end-to-end delay have been explored extensively. The various minimum Steiner tree heuristics have been reported in literature [1] [2] [3] . The multicast tree, a NP complete problem, for communication network was first formulated by Kompella et al. [4] . Noronha and Tobagi [5] proposed an algorithm based on integer programming to construct the optimal source-specific delay-constrained minimum Steiner tree. The bounded shortest multicast algorithm [6, 7] was used to solve delay constrained tree optimization problem. The algorithm started by computing a least delay tree rooted at a source and spanning all group members and iteratively replaced the superedges in the tree by cheaper superedges not in the tree. The paper [8] summarized a tradeoff algorithm between the minimum Steiner tree and the least delay tree. Barathkumar and Jaffe [9] studied the algorithms to optimize the cost and delay of the routing tree. Rouskas and Baldine [10] studied the problem of constructing multicast trees subject to both delay and delay jitter constraints. Salama et al. [11] compared the performance of shortest path broadcast tree algorithm and a heuristic for tree cost, delay and delay jitter bound.
The Hopfield Neural Network (HNN) is a candidate for providing the solution to constrained optimization problem. The HNN is a parallel, distributed information processing structure consisting of many processing elements connected via weighted connections [12] . The objective function was then expressed as quadratic energy function and the associated weights between neurons were computed using the gradient descent of energy function. The formulation of energy function associated with HNN for shortest path computation was first proposed by Ali and Kamoun [13] . HNN has been used for computation of shortest path for routing in computer networks and communication systems [13] [14] [15] . The HNN was used to solve QoS Constrained real time multicast routing [16] [17] [18] [19] . The optimization of multicast tree using HNN with delay and delay jitter has been reported in [19] .
An algorithm to obtain the delay bound minimum cost multicast tree using Hopfield neural network is presented in this paper. The delay bound shortest paths from source to various destinations are obtained recursively, which are combined using union operator to ensure that a link is participating only once in the multicast tree. The effectiveness of the developed program is tested for undirected weighted 14-node network for obtaining unconstraint and delay constraint optimum multicast trees for different sets of source and destinations.
II. DELAY BOUND MULTICAST ROUTING
The network is simply represented as weighted connected network G=(N,E), where N denotes the set of nodes (vertices) and E denotes the set of links (arcs). Let M is a subset of N i.e. M⊆N forms the multicast group with each node of M is a group member. The node s∈N is a multicast source for multicast group M. A multicast tree Tr(s,M)⊆E is a sub-graph of G that spans all nodes in M, while it may include non-group member nodes along a path in the tree. The link between nodes i and j, e=(i,j)∈E has its properties, Delay bound multicast routing problem can be defined as to find a tree rooted at the source s and spanning to all the member of M such that the total cost of the links of the tree is minimum and the delay from source to each destination is not greater than the required delay constraint . Therefore,  the end-to-end delay bound multicast routing problem is defined as -
The PT(s,m) is a path between source node s and the destination node m. The path PT(s,m) is an ordered sequence of nodes connecting from source node s to destination node m, indicating the traverse of data from 's' to 'm' as-
III. MAPPING MULTICAST ROUTING USING HNN
The computational circuit, the neuron dynamics and the energy function of Hopfield neural network are briefed in Appendix. The delay bound multicast tree using HNN is obtained by recursively obtaining the delay bound shortest paths from source to each destination in the multicast group and combining them by the union operator. The union operator ensures that a link is appearing only once in the multicast tree. This methodology is explained through the following steps - 
A. Mapping shortest path problem
The total cost associated with path PT(s,m) is therefore expressed as -
The shortest path problem is aimed to find the path PT(s,m) that has the minimum total cost Csm. It can be mapped in HNN through the following procedure -A (N×N) matrix V= [Vij] is used where N is the number of nodes. The diagonal elements of matrix V are taken as zero. The each element in the matrix is representative of a neuron described by double subscripts i and j representing the node numbers. Therefore, only N(N-1) neurons are to be computed and the neuron at the location (x,i) is characterized by its output Vxi defined as follows - 
The minimization of the energy function drives the neural network into its lowest energy state, which corresponds to the shortest path solution. The energy function must favor states that correspond to valid paths between the specified source-destination pairs. Among these, it must favor the one which has the shortest path (minimum cost). An energy function satisfying such requirement is given by [13 
Such that, 
B. Mapping delay bound in shortest path
A new energy term 6 m E , where end-to-end delay constraint is referred as penalty, can be added for delay bound shortest path. This energy term is therefore expressed as -
Where, μ6 weight to enforce that the delay of the constructed path is less or equal to specified delay constraint.
This inequality constraint can be taken care by converting inequality to equality constraint or by linear programming (LP) neuron [16, 20] . When the delay of the path is greater than delay constraint, the LP neuron penalizes all the neurons in the corresponding matrix. This neuron contributes only when constraint is violated. The transfer function h(z) of the LP type neuron [16] is given as -
The delay constraint term using LP-type neurons can be defined as
The total energy function for mth destination
Using eqn (6) and (9), (1 ) 
The first term represents the excitatory self-feedbacks and the second and third terms represent local inhibitory connections among neurons in the same row and in the same column respectively. The last two terms represent excitatory cross connections among neurons. 
D. Union of shortest paths between various destinations
The m V obtained above represents the output matrix of unicast route or shortest path from source s to destination m. Final output of multicast tree is obtained by the union of unicast routes from source to various destinations. The element xi V in multicast tree is obtained as -
With this implementation, there will be only one entry for a link even if it exists in multiple unicast routes. This is explained with the help of an example graph shown as Fig. 1 where the source node is '0' and the destination nodes are {3,4}. Fig. 1 An example graph with source node '0' and destinations (3, 4) The unicast paths for each of the destination nodes (3, 4) are explained through matrix shown in Table 1(a) and Table  1 (b) respectively. The resulting matrix of the multicast tree after the union is shown in Table 1 (c). The links between nodes (0,1) and (1,2) appearing in both the paths PT(0,3) and PT(0,4) are accounted only once in multicast tree. The convergence of the algorithm and the outcome depends on the proper tuning of μi, which is one of the hardest task in HNN. The following criteria is used to select these coefficients-2μ3 -μ4 > 0, μ2 = μ5, μ1 >> 2μ3 / (Cxi)max , μ4 = μ6, μ1< μ6 and μ3 > μ4 (Cxi)max
The following values of coefficient are selected for the simulation When the difference between the outputs of the neurons in two consecutive iterations is less than 0.00002, it is assumed that stable state is attained. The algorithm is tested to obtain optimum multicast trees for different sets of source and destinations on 14 node weighted connected network, as shown in Fig. 2 . The unconstrained and delay constrained multicast trees are obtained for the source at '0' and destinations {5,9} and correspondingly the results are shown in Fig. 3 and Fig. 4 respectively. The delay bound is taken as 25. As expected, the cost with the unconstrained multicast tree will be lower than the cost with the delay bound multicast tree. This is mainly because the shortest paths between source and destinations for unconstrained tree are different than the respective shortest paths under the delay bound constrained. Fig. 4 . Delay constrained multicast tree for destinations {5,9} using HNN The obtained delay constrained multicast tree for destinations {8, 9, 12} with delay bound as 30, is shown in Fig. 5 . The results for different sets of source and destinations on 14-node sample graph for specified delay constraint of '35' are summarized in Table 2 . As the number of destinations increase, the iterations and execution time also increase. The cost of multicast tree however depends on the relative position of source and destinations. Few statistics for obtaining the multicast tree on random graphs are summarized in Table 3 . As the graph size is increasing, the higher amount of delay bound is specified which is needed for obtaining the feasible multicast tree. The iterations needed for convergence also increase with the increase in the size of the graph. V. CONCLUSION An approach based on Hopfield neural network is presented to obtain minimum cost delay constrained multicast tree. The multicast tree is obtained by recursively obtaining the delay bound shortest path from source to various destinations and combining them by union operator. The union operator ensures that a link is appearing only once in the multicast tree. The effectiveness of the developed algorithm is tested to obtain optimum multicast trees for different sets of source and destinations on 14-node weighted connected network. As the number of destinations is increasing, the iterations needed for convergence also increase. The iterations also increase for the increase in the size of the random graph.
APPENDIX
The computational circuit of Hopfield neural network [12] is shown in Fig. A.1 
