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Abstract
The convergence of iterative methods to solve linear partial dierential equations numerically is analyzed by the theory
of pseudodierence operators. Approximate inverses are determined from the symbol of the iterative operator so that
implicit and preconditioned methods are covered. The behavior of the symbol for higher wave numbers describes the
convergence rate for the corresponding error modes. The results are applied to Krylov subspace methods, stationary
iterations of Gauss{Seidel type, the multigrid algorithm and time-stepping methods for ow problems. c© 2000 Elsevier
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1. Introduction
Fourier analysis is a useful tool in predicting the behavior of iterative methods applied to the
solution of numerical approximations of partial dierential equations (PDEs). The class of problems
that can be treated is usually restricted to PDEs with special boundary conditions, constant coecients
and constant step-sizes, but the analysis often yields good predictions in practice also for variable
coecient and variable stepsize problems. In this paper we lend some theoretical support to this
observation.
Many authors describe how to use Fourier analysis in the investigation of the convergence of
iterative methods. In the survey article [6] the numerical solution of elliptic PDEs is studied by
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Fourier analysis. Periodic boundary conditions are assumed for Poisson’s equation and the grid has
a constant stepsize h. Then the eect of dierent iterative solvers combined with preconditioning
methods are analyzed. Numerical experiments indicate that the predicted convergence rates are ap-
proximately correct also for other boundary conditions. The coecients in Runge{Kutta methods for
steady-state solutions of ow problems are chosen with Fourier analysis in [14,17].
For multigrid methods, Fourier analysis is frequently used to estimate the convergence rate [4,5,19,
20,22,31]. Brandt’s local mode analysis [4] demonstrates the importance of good damping properties
for high wave numbers in the iterative smoother in the multigrid algorithm. Dierent parts of the
spectrum are treated by the smoothing procedure on the coarse and ne grids.
The stability of time-dependent problems is often investigated by von Neumann analysis [11,23,
25,32], and the time-steps for problems with nonconstant coecients are based on the analysis of
locally frozen coecients. Variable coecient equations are studied using pseudodierence operators
in [16,21]. A limited growth of the solution is allowed and the time-stepping is still stable. For
convergence of an iterative method we require the error in the solution not only to be stable but
also to converge to zero.
A well-designed preconditioning of the PDE problem reduces the number of iterations to reach
convergence. Dramatic improvements are possible, but the diculty is to construct the preconditioner.
The choice of preconditioner is based on Fourier analysis in [7,26,28].
In this paper we apply the theory for pseudodierence operators developed by Lax and Nirenberg
[16] to the analysis of the solution of discretized PDE problems by iterative schemes. In general,
only stability follows from the theory in [16].
The solution of the linear equations obtained from discretized PDEs is one of the most frequent
applications of Krylov methods. The symbol of the dierence operator, the preconditioning method
and the iterative scheme determines the convergence rate, in particular for the high wave numbers.
For this analysis, the error is split into two parts: a slowly varying part with low wave numbers and
an oscillatory part with high wave numbers.
We introduce lters to split the solution into a smooth and an oscillatory part for theoretical
purposes, but it is also possible to use them in numerical methods. In [33] an iterative method is
developed based on an approximate factorization, which is exact for preselected wave numbers. By
changing the wave numbers the whole spectrum is covered. A preconditioner for elliptic problems
is constructed in [27] by means of bandpass lters.
A weak point of our analysis is the treatment of boundary conditions at true or articial bound-
aries of the computational domain. We study only the Cauchy problem. Still, it tells us something
about the convergence of a solution on a limited computational domain. The iterative error fullls
homogeneous boundary conditions. For equations with dominant rst derivatives, such as ow prob-
lems, the boundary conditions for error waves leaving the domain are constructed such that they are
almost undisturbed when crossing the open boundary. The construction of such absorbing boundary
conditions has been the subject of research for at least two decades [1,2,8]. The amplitude of waves
entering the domain is zero. Such a behavior can be modeled by a Cauchy problem with initial data
with support only inside the computational domain. More general boundary conditions can be treated
by Fourier and pseudodierence analysis [5,21], but this topic is beyond the scope of this paper.
A complete analysis of the stability of boundary conditions is found in [11,12].
The numerical values of the symbol of the iteration operators are plotted in two examples
inspired by ow problems. Grid-independent convergence is achieved for two-grid iteration. In
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another example the analysis is applied to the solution of a linear elliptic equation by Gauss{Seidel
iteration.
2. Dierence operators and their inverses
In this section we introduce the notation and give some results based on the work of Lax and
Nirenberg [16]. Preconditioning operators are often dened in an implicit way. Therefore, the com-
putation of inverses of dierence operators is discussed. The exact inverse may be dicult to
determine, but approximate inverses can be computed from the symbol of the operator. A low-pass
lter is devised to separate slow and rapidly varying modes.
2.1. Notation and basic results
Let Ph be a dierence operator on a grid with constant stepsize h> 0
Ph =
X

p(x)T; (1)
where  is a multi-index of integers
= (1; 2; : : : ; N );
x is dened by
x = (x1; x2; : : : ; xN );
and T is the shift operator on the grid
(Tu)(x) = u(x + h)
for functions u : RN ! Cm. In (1), p(x) is an m m matrix function of x of O(1). The norms of
u and p are the Euclidean vector norm and the subordinate spectral matrix norm and are denoted
by juj and jpj.
The inner product for the functions u(x) and v(x) is
(u; v) =
Z
u(x)v(x) dx;
where u is the conjugate transpose of u, and the corresponding norm of u is written kuk . The
norm of Ph is
kPhk = sup
u
kPhuk=kuk
and the adjoint of Ph is Ph .
Let = (1; 2; : : : ; N ). Then the symbol p of Ph is given by
p(x; ) =
X

p(x)exp(i): (2)
In (2), p is periodic with period 2 in each j.
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Conditions on the regularity of the symbol p are imposed by the following (k; l)-norm:
jpjk; l =
X

jpjk(1 + jj)l;
where jpjk can be expressed with another multi-index 
jpjk = sup
06hi6k

sup
x
j@xp(x)j

;
hi=
NX
j=1
j; j>0;
and
jj2 =
NX
j=1
2j :
The class of symbols p with nite (k; l)-norm is denoted by Ck; l.
The following lemma is proved in [16].
Lemma 2.1. Let Ah; Bh be one-parameter families of dierence operators with symbols a(x; );
b(x; ); respectively. Let c = ab and denote the one-parameter family of operators with symbol c
by Ch. The dierence operator with a as symbol is A+h . Then
kAhk6jaj0; 0;
kAhBh − Chk6hjaj0; 1jbj1;0;
kAh − A+h k6hjaj1;1
and
jcj0; 26jaj0; 2jbj0; 2;
jcj2; 064jaj2; 0jbj2; 0:
In the sequel, we need estimates of products of operators, which are known only approximately.
In the next lemma such estimates are obtained.
Lemma 2.2. Let Ahj; ~Ahj; j = 1; : : : ; r; and ~Ah be one-parameter families of dierence operators.
The symbols of ~Ahj and ~Ah are ~aj and
Qr
j=1 ~aj; respectively. Assume that for j=1; : : : ; r; ~aj 2C2; 0\
C0; 2 and
kAhj − ~Ahj k6Kjh;
for some constant Kj. Then∥∥∥∥∥∥
rY
j=1
Ahj − ~Ah
∥∥∥∥∥∥6K(r)h;
where K depends on r but not on h and
Qr
j=1 ~aj 2C2; 0 \ C0; 2.
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Proof. By the assumptions, Lemma 2.1, and induction the lemma follows.
The lemma can be applied to products of adjoint operators Ahj. Suppose that the symbols of A
+
hj
and A+h are a

j and
Qr
j=1 a

j and that aj 2C2; 0 \ C0; 2. Then aj 2C2; 0 \ C0; 2 and by Lemma 2.1
kAhj − A+hj k6Kjh; (3)
since C2; 0 \ C0; 2C1;1 (see [16, p. 476]). The conclusion from Lemma 2.2 is then∥∥∥∥∥∥
rY
j=1
Ahj − A+h
∥∥∥∥∥∥6Kh: (4)
By the main result in [16] the next theorem (slightly generalized here) is derived in [16].
Theorem 2.3. Let Sh and ~Sh be one-parameter families of dierence operators such that
kSh − ~Shk6Kh;
for all h and some constant K; where ~Sh has the symbol ~s. Assume that
~s(x; )2C2; 0 \ C0; 2;
j ~s(x; )j6 for all x; ;
for some constant . Then Sh is bounded by
kShk6+ ch;
for all h and some constant c.
Proof. If S+h has the symbol ( ~s)
, then it follows from (3) that
kSh − S+h k6K 0h:
Let Ph be the operator dened by the symbol p =  2 − ( ~s) ~s. From the assumptions and Lemma
2.2 we have
kSh Sh − ( 2 − Ph)k6c1h:
Then the proof follows from the proof of Corollary 1:1 in [16].
Suppose that Shn denes the nth step in an iterative method
un+1 = Shnun;
and the symbol satises
jsnj6< 1; n>0:
Then by Theorem 2.3 for
un =
n−1Y
j=0
Shju0;
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we have for increasing n and a suciently small h
kunk6
n−1Y
j=0
kShj k ku0k6(+ ch)nku0k ! 0:
2.2. Approximate inverses
We continue by constructing approximate inverses to dierence operators Ph. It is of importance
to investigate these inverses since they appear in implicit and preconditioned iterative methods.
Assume that P−1h exists so that u = P
−1
h f implies Phu = f for any f. This may not always be
the case, take, e.g., h@x  Ph = (T − T−1)=2, but in the examples in Section 4 the inverse of the
dierence operators exists. Conditions on p for existence in 1D when p is independent of x are
given in [10]. The relation between the symbol and P−1h is more complicated when p depends on x
compared to the constant coecient case (see, e.g., [13, Examples 8.2.1{3]). Explicit determination
of P−1h is also more dicult. Therefore, we restrict ourselves to approximations of P
−1
h .
One way of approximating P−1h is by a truncated Neumann series (see [34, p. 69] and the rst
example in Section 4). A disadvantage with that approach is that the explicit expressions for P−1h
often are very complex.
At least in certain cases an approximate inverse can be determined explicitly from the inverse of
the symbol. Let the coecients be given by p0
(p(x; ))−1 = p0(x; ) =
X

p0(x) exp(i); (5)
where  is a multi-index like  in (1) so that
pp0 =
X

X

p(x)p0(x) exp(i(+ )) = I: (6)
Dene an approximate inverse P0h by p
0
 in (5)
P0h =
X

p0(x)T
: (7)
The symbol of the adjoint Ph of Ph is [29]
q(x; ; h) =
X

p(x − h) exp(−i): (8)
An approximate inverse (Ph )
0 of Ph can be dened using (8) as in (5),
(q(x; ; 0))−1 = (p0(x; )) =
X

(p0(x))
 exp(−i) (9)
and
(Ph )
0 =
X

(p0(x))
T−: (10)
Let us estimate how close P0h and (P

h )
0 are to P−1h and (P

h )
−1, respectively.
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Lemma 2.4. Let Ph be a one-parameter family of dierence operators with symbol p and let P0h
and its symbol p0 be dened by (7) and (5). Let (Ph )
0 be dened by its symbol (p0). Assume
that P−1h exists; h is suciently small and p
0 2C0; 1; p2C1;1. Then
kP0h − P−1h k6K1h; k(Ph )0 − (Ph )−1k6K2h;
with K1=jp0j0; 0c1=(1−c1h); c1=jp0j0; 1jpj1;0 and K2=jp0j0; 0c2=(1−c2h); c2=jp0j0; 1jpj1;0+jp0j0; 0jpj1;1.
Proof. First we prove the lemma for the operator and then continue with the adjoint. From
Lemma 2.1 and the assumptions we infer that
kP0hPh − 1k6hjp0j0; 1jpj1;06c1h: (11)
Since P−1h exists the solution to Phu= f is u= P
−1
h f. The dierence between P
0
hf and P
−1
h f is
kP0hf − P−1h fk6kP0hPh − 1k kuk : (12)
An estimate of u is
kuk = ku− P0hf + P0hfk6kP0hfk + kP0hf − P−1h fk : (13)
For h suciently small combine (12) with (13) and (11) to obtain
kP0hf − P−1h fk6c1h=(1− c1h)kP0hk kfk : (14)
Thus, by Lemma 2.1 and (14)
kP0h − P−1h k = sup
f
kP0hf − P−1h fk=kfk6jp0j0; 0c1h=(1− c1h) = K1h;
since C0; 1C0; 0.
Let C be the dierence operator with symbol
c = q(x; ; h)(q(x; ; 0))−1:
We have by (8) and (9)
jc − 1j0; 0 = j(q(x; ; h)− q(x; ; 0))(q(x; ; 0))−1j0; 06hjpj1;1jp0j0; 06c0h: (15)
Hence, by Lemma 2.1,
k(Ph )0Ph − 1k6k(Ph )0Ph − C k + kC − 1k6hjp0j0; 1jpj1;0 + c0h= c2h: (16)
Since P−1h exists so does (P

h )
−1 = (P−1h )
. The remainder of the proof for (Ph )
0 is identical to the
proof for P0h starting at (12).
2.3. Example of an inverse
As an example of the computation of an approximate inverse let us consider a dierence operator
Ph in 1D with the symbol
p(x; ) = 1 + (sin(=2)=sin(0=2))2m;
where m is a positive integer and 0 may depend on x. The inverse of Ph can be used as a low-pass
lter of Butterworth type [3] when 0 is small. For jj smaller than 0 the symbol
p0 = 1=(1 + (sin(=2)=sin(0=2))2m) (17)
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of the approximate inverse P0h is close to 1, but for oscillatory wave numbers  in the neighborhood
of ; p0 is small. This property of p0 is utilized in the next section and it is of interest to take a
closer look at how P0h is constructed from p
0.
Introduce z = exp(i) and rewrite (17) as
p0 = 1=(1 + (−1)m(x)(z + z−1 − 2)m); (18)
where
(x) = 1=(2 sin(0=2))2m: (19)
In a general case when
p0(x; z) =
 
mX
k=−m
k(x)z k
!−1
; (20)
we seek a representation
p0(x; z) =
1X
j=−1
pj(x)z j; (21)
with the associated dierence operator
P0h =
1X
j=−1
pj(x)T j:
While Ph often is local (m<1 in (20)), this is usually not the case with P0h. It follows from (20)
and (21) that
1X
j=−1
pjz j
mX
k=−m
kz k =
1X
l=−1
zl
mX
k=−m
kpl−k = 1: (22)
Introduce the ansatz pj = j. Then by (22), for l suciently large,  must satisfy
mX
k=−m
k−k = 0: (23)
This equation has 2m roots. The general expression for pj will be
pj =
2mX
i=1
di
j
i ;
where di, i = 1; : : : ; 2m, are determined such that (22) is fullled, i.e.,
mX
k=−m
kp−k = 1; l= 0;
mX
k=−m
kpl−k = 0; l 6= 0: (24)
For p0 in (18), the equation corresponding to (23) is
(− 1)2m + (−1)m−1m = 0: (25)
P. Lotstedt / Journal of Computational and Applied Mathematics 115 (2000) 397{417 405
The roots of (25) are
j1 = 1 +
j
2
−
s
2j
4
+ j; j = 1; : : : ; m;
j =−exp(i(1 + 2(j − 1))=m)(−1)1=m; j2 = 1=j1:
(26)
It follows from (26) that j 6= 0 for a nite . Moreover, j1; j2 6= 0 and since jj1jjj2j = 1 there
are m roots j1 with jj1j< 1 and m roots j2 with jj2j> 1. In order to obtain a vanishing pj as
jjj ! 1 let
pj =
8>>>><>>>>:
mX
i=1
di1
j
i1; j>0;
mX
i=1
di2
j
i2; j < 0:
Because of the symmetry in p0 in (18), pj = p−j and by (26) pj can be written
pj =
mX
i=1
di
j jj
i1 : (27)
The coecients di; i = 1; : : : ; m, are given by inserting pj into (24). In particular, for m= 1 and a
constant 
pj = d1
j jj
11 ; 11 = 1 +
1
2
−
s
1
2
2
+
1

; d1 = 1=(1 + 2(1− 11)): (28)
Expressions similar to (27) and (28) can be derived for > 0 for central dierence formulas for
Pu=−u+ a(x)@xu;
and for second-order-accurate three-point stencils for
Pu=−u+ @x(a(x)@xu):
The question is now: Will these approximate inverses satisfy the dierentiabilty conditions for
the dierence operators in the previous lemmas in this section? Sucient conditions are given in
the next lemma.
Lemma 2.5. Assume that p is scalar and
p(x) =
mX
i=1
r0i(x)Ri(x); Ri =
NY
j=1
rjji (x);
where
jRij06d
NY
j=1
jjjj ; 0<j < 1; jrnij2<K; n= 0; : : : ; m:
Then the corresponding symbol p satises
p(x; )2C0; 2 \ C2; 0:
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Proof. Let =maxj j. Then
NY
j=1
jjjj 6
;  =
NX
j=1
jjj: (29)
Since
2>
X
j
jjj2 = jj2
we arrive at
jpj06
mX
i=1
jr0ij0jRij06mKd 6mKd jj:
The number of terms of p in an interval [jj; jj + 1) will be bounded by jjN−1, where  is a
constant independent of . Thus,
jpj0; 2 =
X

jpj0(1 + jj)26
X

mKd jj(1 + jj)2
6
1X
jj=0
mKd jj(1 + jj)2jjN−1: (30)
Since < 1 it follows that jpj0; 2<1.
The derivative of Ri(x) with respect to some xn is
@xnRi(x) =
NX
j=1
j(@xnrji)
NY
k=1; k 6=j
rki
NY
l=1
rl−1li :
The last product in the sum can be estimated by
NY
l=1
rl−1l
6d
NY
j=1
jl−1jj : (31)
Following (29) we have
NY
j=1
jl−1jj 6
NY
j=1
jlj−1j 6
−N6 −N jj: (32)
By the assumptions, (31) and (32) we obtain for all x
j@xnRi(x)j6
NX
j=1
jjjj@xnrjij
NY
k=1; k 6=j
jrkij −N jj
6
NX
j=1
(K=)N jjj jj6c1 jj
NX
j=1
jjj6
p
Nc1jj jj; (33)
since
N jj2>
0@ NX
j=1
jjj
1A2 :
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Then from (33) we have
j@xnp(x)j6
mX
i=1
j@xnr0ijjRij+ jr0ijj@xnRij
6mK(d+
p
Nc1jj) jj6c2 max(1; jj) jj: (34)
In the same manner one can show that for all x
j@xj@xnRi(x)j6c3jj2 jj
and
j@xj@xnp(x)j6
mX
i=1
j@xj@xnr0ijjRij+ j@xj r0ijj@xnRij+ j@xnr0ijj@xjRij+ jr0ijj@xj@xnRij
6mK(d+ 2
p
Nc1jj+ c3jj2) jj6c4max(1; jj2) jj: (35)
By the assumptions, (34) and (35) there is a c5 such that
jpj26c5 max(1; jj2) jj:
We can now estimate jpj2; 0 following the derivation of (30) to obtain jpj2; 0<1.
Let us reconsider the approximate inverse dened by (27). There jj1j< 1 and if 0(x)2C2; 0 in
(19), then in (26) and (27) j(x); j1(x); di(x)2C2; 0. The assumptions in the lemma are satised
and p0 2C0; 2 \ C2; 0.
3. Application to polynomial methods
In this section we apply the results from the previous section in the analysis of convergence
properties of restarted Krylov subspace methods.
Consider the solution of
Phu= f (36)
in RN , where Ph is the dierence operator dened in (1). The residual r of (36) is
r = Phu− f: (37)
By introducing a preconditioner Rh such that
R−1h Phu= R
−1
h f (38)
is solved instead of (36) better convergence properties of iterative methods are often obtained. In
particular, Rh is usually chosen so that R−1h approximates P
−1
h .
Krylov subspace methods [9] for solution of (36) are dened by
uk+1 = uk +
lX
j=1
zkjhjP
j−1
h r
k : (39)
How l and the l coecients zkj are determined depends on the method. In Richardson itera-
tion [30], l is small and constant and zkj are independent of k and xed initially. The restarted
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GMRES(l)-method [24] computes zkj such that kr k+1k is minimized. The power  of h is chosen
such that the coecients hp in the dierence formula are of O(1) and >1. For a second-order
elliptic equation = 2. The solution after k steps is uk and r k is the corresponding residual.
Let the error ek in the kth step be
ek = uk − u1;
where u1 solves (36). Then
Phek = Phuk − f = r k ; (40)
and by (39) and (40) the errors satisfy
ek+1 = ek +
lX
j=1
zkj(hPh) je k =Plk(hPh)ek : (41)
In (41), Plk is a polynomial of degree l dened by
Plk(x) = 1 +
lX
j=1
zkjxj: (42)
If the preconditioned equation (38) is solved then
ek+1 =Plk(hR−1h Ph)e
k : (43)
Since we are interested in how ek ! 0 it is sucient to study the solution of
Phe = 0
(or (36) with f = 0) using the iterative scheme (41) or (43). The following theorem estimates the
convergence rate of a Krylov method with preconditioning for solution of (36).
Theorem 3.1. Let p(x; ) and r(x; ) be the symbols of Ph and Rh in (38). Assume that R−1h exists
and r−1; hp2C2; 0 \ C0; 2. If
jPlk(hr−1p)(x; )j6;
for all x;  and k; then for the iterative method dened by Plk in (43)
kenk6(+ ch)nke0k (44)
for a suciently small h and some constant c.
Proof. Let Qh have the symbol q= r−1. By the assumption
q2C0; 2C0; 1; hp2C0; 2 \ C2; 0C1;1:
Then it follows from Lemma 2.4 that
kR−1h − Qhk6K1h;
for some constant K1. Let Uh1 have the symbol hqp. By Lemma 2.2
khR−1h Ph − Uh1k6K2h; hqp2C0; 2 \ C2; 0:
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In the same manner
k(hR−1h Ph) j − Uhj k6K3h; (hqp) j 2C0; 2 \ C2; 0; (45)
where Uhj has the symbol (hqp) j. The operator Plk(hR−1h Ph) consists of a sum of terms (h
R−1h Ph)
j.
Let Sh be the operator with Plk(hr−1p) as symbol. Then
Plk(hr−1p)2C0; 2 \ C2; 0
and by (45)
kPlk(hR−1h Ph)− Shk6K4h:
Then the conclusion of the theorem can be drawn from Theorem 2.3.
Remark 1. For a scalar problem, Lemma 2.5 provides sucient conditions for r−1 to be in C0; 2 \
C2; 0.
Remark 2. The coecients in Plk and the order l may vary between the iterative steps as they do,
e.g., in the GMRES-method.
Remark 3. For iterative methods such as Jacobi or Gauss{Seidel with or without preconditioning
applied to Poisson’s equation, the convergence rate in (44) is 1− chp, where p> 0 depends on the
method.
If < 1 uniformly in h in the theorem above, then for h suciently small the iterative method
dened by Plk converges and ek ! 0. In many cases  = 1 and only stability follows from the
theorem since
(1 + ch) k6exp(ckh);
see [16]. As an example take a dierence approximation Ph of ux in the equation ux = f. The
approximate symbol of Plk(hPh) is Plk(hp). Since p  i and Plk(0) = 1; jPlk(hp)j is arbitrarily
close to 1 for small . The smooth components with  close to 0 are poorly damped by a Krylov
method. Multigrid methods can often be shown to have grid-independent convergence, i.e., < 1
for every h, but then the iteration operator is of a more general type than in the theorem. See the
second example in Section 4.
Let us split the solution into two parts: the smooth part with small  and the oscillatory part (cf.
[19]). Then the properties of the iteration for the nonsmooth error can be studied. The damping
for high wave number modes is usually good for most iterative schemes. This is of importance for
multigrid iteration. Let
0 = f j jij60; i = 1; : : : ; Ng;
 = f j − <i6; i = 1; : : : ; Ng;
(46)
for a small 0 and construct a low-pass lter as in (17) in N dimensions with the symbol
f = 1
,
NY
j=1
(1 + (sin(j=2)=sin(0=2))2m): (47)
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The explicit form of f is
f =
X

fexp(i); f =
NY
j=1
fj ;
where fj is dened as pj in (27). It follows from Lemma 2.5 that f2C0; 2 \C2; 0. For  small we
have f  1 and for  in the vicinity of ; f  0. The dierence operator corresponding to f is
denoted by F .
The initial error e0 can now be split into the smooth part e0s and the oscillatory part e
0
o
e0 = Fe0 + (I − F)e0 = e0s + e0o:
If the iterative scheme is
en = Ahen−1; Ah =Plk(hR−1h Ph); (48)
then
en = ens + e
n
o = A
n
hFe
0 + Anh(I − F)e0 (49)
and
kenk6kAnh(Fe0)k + kAnh(I − F)k ke0k : (50)
Let a be the symbol Plk(hr−1p) and let
~0 = f j jij6 ~0; i = 1; : : : ; Ng; (51)
for some ~0<0. Suppose that for all x
jaj6
(
1; 2 ~00;
< 1; 2n ~0:
(52)
It follows from (47) that
j1− fj6
(
cf ~2mN0 ; 2 ~0;
1; 2n ~0;
(53)
where cf depends on 0. Hence, by (52) and (53)
jan(1− f)j6jajnj1− fj6max( n; cf ~2mN0 ); (54)
for all  and x. Choose the cut-o wave number 0 and ~0, the order of the lter m in (47) and a
nite number of iterations n such that
cf ~
2mN
0 6Kh; 
n6Kh: (55)
Let Sh = Anh(I − F) and ~Sh have the symbol an(1−f) in Theorem 2.3. Then by the theorem and
(54)
keno k6kAnh(I − F)k ke0k6(jan(1− f)j+ Kh)ke0k62Khke0k : (56)
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The conclusion is that the convergence rate of the non-smooth part of the error down to O(h) is
given by jaj6 in n ~0. Note that K in (55) and (56) in general grows with n (see Lemma 2.2).
4. Examples
In this section we apply the theory of pseudodierence operators to three scalar equations and
dierent iterative methods. The symbol of the iteration operator estimates the convergence rate for
higher wave numbers and for all wave numbers in a two-grid example. The examples are one- and
two-dimensional and we let x = x1 and y = x2.
4.1. Gauss{Seidel iteration
The rst example is the elliptic equation
@x(a(x; y)@xv) + @y(b(x; y)@yv) = 0;
with a; b> 0 discretized by a centered approximation with a constant stepsize h.
Then v satises
(a1=2Tx + b1=2Ty − c + a−1=2T−1x + b−1=2T−1y )v= 0;
a = a(x + h; y); b = b(x; y + h);
c = a1=2 + b1=2 + a−1=2 + b−1=2; Tx = T (1; 0); Ty = T (0;1):
(57)
Solve (57) by the Gauss{Seidel (GS) method vn+1 = Shvn, where the iteration operator Sh is
Sh =−L−1h Uh;
Lh = a−1=2T−1x + b−1=2T
−1
y − c; Uh = a1=2Tx + b1=2Ty:
(58)
The symbols of Lh and Uh are
l=−c(1− ( exp(−ix) +  exp(−iy)));
u= a1=2 exp(ix) + b1=2 exp(iy); = a−1=2=c;  = b−1=2=c:
(59)
Suppose that a; b2C2; 0 so that l; u2C2; 0. An approximate inverse of Lh is given by the coecients
djk in
(1− (zx + zy))−1 =
X
j; k>0
djkzjxz
k
y ;
so that
L0h =−c−1
X
j; k>0
djkT−jx T
−k
y ; djk =

j + k
j

jk : (60)
Let ~Sh be dened by the symbol l0u. In order for products of ~Sh to satisfy Lemma 2.2, we need
l0; u2C2; 0 \ C0; 2. Obviously, u fullls the condition. Let us rst investigate the boundedness of l0
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in the (0; 2)-norm. Suppose that (x)6^; (x)6^ and ^+ ^< 1. Then we have for n= j + k
jl0j0; 2 = c−1
X
j; k>0
sup
x
jdjk j(1 +
q
j2 + k2)2
6 c−1
1X
n=0
(1 + n)2
nX
j=0
sup
x

n
j

jn−j
6 c−1
1X
n=0
(1 + n)2(^+ ^)n:
Hence, jl0j0; 2 is bounded.
Since the derivatives of a and b exist, a bound for @xidjk is
j@xidjk j=
nj

j
@xi

+ k
@xi


jk
6K1innj

jk :
In the same manner
j@xi@xmdjk j6K2imn2

n
j

jk :
Thus,
sup
x
j@xdjk j6K1n

n
j

sup
x
 jk ; sup
x
j@2xdjk j6K2n2

n
j

sup
x
 jk ;
for some constants K1 and K2 and
jl0j2; 0 =
X
j; k>0
max(jdjk j0; j@xdjk j0; j@2xdjk j0)
6
1X
n=0
max(1; K1n; K2n2)
nX
j=0

n
j

sup
x
 jn−j
6
1X
n=0
max(1; K1n; K2n2)(^+ ^)n <1;
since ^+ ^< 1. Therefore, l0 2C2; 0 \ C0; 2.
The norm of T−1xi satises kT−1xi k = 1 and by (58)
kI + c−1Lhk = kT−1x + T−1y k6^+ ^< 1:
The conclusion from [34, p. 69] is that L−1h exists and is given explicitly by its Neumann series
L−1h =−c−1(I + (T−1x + T−1y ) + (T−1x + T−1y )2 +   ):
By Lemma 2.4, L0h in (60) is an approximate inverse of Lh. The operator ~Sh approximates Sh in
(58) according to Lemma 2.2. The eect of GS iteration on error modes with wave numbers away
from zero can now be estimated in the same way as in (48){(56) by considering jl0uj in n ~0.
The iteration operator is a special case with Plk(z) = z in (43) and Theorem 3.1. The SOR and
SSOR methods [6] have a lower part Lh similar to GS and a dierent upper part Uh, but can be
analyzed by the same technique. See [18] for an investigation of SOR with Fourier analysis.
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Fig. 1. The ne and coarse grids in the two-grid algorithm.
4.2. Two-grid iteration
With the multigrid method we can obtain a < 1 in Theorem 3.1 when solving an elliptic
equation. To reduce the technicalities we consider a one-dimensional example. The extension to 2D
is straightforward. Let
−v+ @2xv= 0
be discretized on a general nonuniform grid (see Fig. 1), by
(a2(x)T − (1 + h1h2) + b2(x)T−1)v1 = 0: (61)
The equation is scaled such that a2(x) = h1=(h1 + h2) and b2(x) = h2=(h1 + h2).
Rewrite (61) as a system of two equations for (v1; v2)
Phv=
 −(1 + h1h2) b2(x) + a2(x)T 2
b1(x)T−2 + a1(x) −(1 + h0h1)
! 
v1
v2
!
= 0;
where a1(x) = h0=(h0 + h1) and b1(x) = h1=(h0 + h1). The coarse grid equation
P0hv0 = (a0(x)T 2 − (1 + H0H2) + b0(x)T−2)v0 = 0;
with a0(x)=H0=(H0 +H2) and b0(x)=H2=(H0 +H2) is solved for v0 at the same x-value as v1. The
restriction r and prolongation p are
r = 12(1 b2(x) + a2(x)T
2); pT = (1 a1(x) + b1(x)T−2):
The ne grid iterations are performed with the damped Jacobi method with the operator
Sh = I + 12Ph: (62)
The operator for two-grid iteration now has the form, see Lemma 2:4:2 in [13],
Ah = (I − pP−10h rPh)Sh; (63)
with  presmoothing iterations on the ne grid.
Let z = exp(i). Then the symbol p^ of Ph can be written
B−1p^B=−1
2
 
s01 + s12 + h+ c12 − c01 − h−
s12 − s01 − h− c01 + c12 + h+
!
= ~p;
B=
1p
2
 
1 1
z−1 −z−1
!
; B−1 = B;
(64)
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Fig. 2. The supremum of the norm of the two-grid symbol as a function of the grid stretching  for  = 1;  = 0:1 and
h0 = 0:1.
where
h+ = h0h1 + h1h2; h− = h0h1 − h1h2;
sij(z) = 1− hijz − hjiz−1; hij = hi=(hi + hj);
cij(z) = 1 + hijz + hjiz−1 = 2− sij:
Hence, the symbol s^ of Sh in (62) satises
B−1s^B=
1
4
 
c01 + c12 − h+ c01 − c12 + h−
s01 − s12 + h− s01 + s12 − h+
!
= ~s: (65)
Furthermore, the symbols of P0h and p and r multiplied together are
p^0 =−(1 + H0H2 − H02z2 − H20z−2); Hij = Hi=(Hi + Hj);
B−1cprB= 1
4
 
c01c12 c01s12
s01c12 s01s12
!
= fpr: (66)
If the stepsize is constant, then the formulas are similar to those derived by Fourier analysis in [13].
The approximate inverse of P0h exists and its symbol is p^
0
0. By combining (64){(66) we have the
symbol
a^= B(I − p^00fpr ~p) ~sB−1 = B ~aB (67)
of ~Ah approximating Ah in (63).
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Fig. 3. Grid for the discretization (left) and level curves of the supremum of the symbol of the iteration operator are
plotted in the (1; 2)-plane (middle and right). (a) Part of the grid, (b) without lter and (c) with lter.
In Fig. 2 the supremum of a^
sup
x;
ja^(x; )j= sup
x;
j ~a(x; )j
is plotted for dierent values of  in hi+1 = (1 + )hi.
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We nd in the gure that sup ja^j6< 1. One can show that p^00 has a representation (21) with
pj satifying the assumptions in Lemma 2.5 when  6= 0. Then by Lemma 2.5, p^00 2C2; 0 \ C0; 2.
Furthermore, P−10h exists when > 0 and by Lemma 2.4, P
0
0h approximates P
−1
0h . Using the same
technique as in Theorem 3.1, we can prove that if j ~aj< 1 and h is suciently small, then the
convergence rate is independent of the grid.
4.3. A convection equation
In the next example the equation
@xu+ @yu= 0 (68)
is discretized with a nite volume method and fourth-order articial viscosity is added to remove
spurious oscillations [15]. It is solved by a three-stage Runge{Kutta method with local time-stepping
(l = 3; zk1 = 1; zk2 = 0:6; zk3 = 0:36 for all k in (42)). Local time-stepping is a preconditioning Rh
of the equations such that the time-step in each cell is as large as possible without losing stability.
The Runge{Kutta operator with the time-step t = h is
Sh =P3(hR−1h Ph) = I + hR
−1
h Ph + 2(hR
−1
h Ph)
2 + 3(hR−1h Ph)
3: (69)
Part of the grid is shown in Fig. 3a for D= [− 1; 1] [− 1; 1].
Let a be the symbol P3(hr−1p) as in (52). In Fig. 3b the level curves of
sup
(x; y)2D
ja(x; y; )j
are plotted for (1; 2)2 [ − ; ]  [ − ; ]. Outside D the stepsize is constant in both directions
and the supremum for R2 is obtained in D. Suppose that the low-pass lter F has the symbol
f = (cos(1=2)cos(2=2))2
(cf. (47)). Then
sup
(x; y)2D
ja(1− f)(x; y; )j;
is displayed in Fig. 3c. The damping properties are good for oscillatory wave numbers of this
iterative scheme.
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