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A model to explain the generation of strong electron temperature enhance-
ments in the E region at polar latitudes is proposed and compared with auro-
ral zone coherent and incoherent backscatter radar observations. Experimental
evidence from radar observations associates these enhancements with the con-
vective electric ﬁeld, Ec, and it is now accepted that the mechanism responsible
involves Farley-Buneman waves (FB).
Extending the linear theory of the FB instability, a quantitative theory to ex-
plain the enhancements in terms of wave heating is sought. The RMS magnetic
aspect width,


kk=k

RMS, is incorporated in the electron conductivity. Interro-
gating the FB dispersion relation for a given external convective electric ﬁeld,
Ec, the magnetic aspect width that gives marginal instability is calculated nu-
merically. Following a recent heuristic model ([21] and [7]) that correlates the
parallel electric ﬁeld with Ec, a corresponding heat source is incorporated in the
longitudinal heat transport equation. After solving the longitudinal heat equa-
tion, a model that predicts electron enhancements given an external Ec is pro-
duced. Using the model proposed, the phase velocity and ion acoustic velocity
are compared against an empirical formula ([25] and [24]) that shows heating. It
is found that the wave heating model can be used at both high and low latitudes
toexplainsphasevelocitysaturationifthecoolingrateisadjustedappropriately.BIOGRAPHICAL SKETCH
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ixCHAPTER 1
INTRODUCTION
1.1 Objectives
Using a state-of-the-art 30 MHz radar imager [1] and invoking statistical inverse
theory, a high resolution (in time and space) electric ﬁeld convection map was
calculated by Hysell et al. [17] on the basis of coherent scatter from the radar
aurora. The underlying equations used in the calculation to relate the measured
phase velocity (Doppler shift), and spectral width to the convection electric ﬁeld
can be expressed as
ˆ Vphase = 400 + 0:00011  (Ec=B)
2 (1.1)
!=k = ˆ Cs cos() + v
!rms=k =  ˆ Csjsin()j
where the scattering wave phase velocity and the presumptive ion acoustic ve-
locity are assumed to be equal (ˆ Vphase  ˆ Cs). The set of equations are empiri-
cal, but the quadrature relationship between the phase velocity and the spec-
tral width (!=k, !rms=k) has also been recovered using particle in cell (PIC)
simulations [26]. The ﬁrst equation was inferred from the analysis of coherent
backscatter observations [25] obtained earlier and relates the convection electric
ﬁeld (Ec) to the measured phase velocity. This relationship has been attributed
to wave heating by Farley Buneman (FB) waves.
The main objective of this thesis is to analyze the wave heating due to the
parallel component of the perturbed electric ﬁeld induced by the FB instability
1and to relate the convection electric ﬁeld to the phase velocity of the resulting
Farley Buneman waves. Furthermore, we will ultimately compare that numer-
ical relationship to the empirical formula (Equation 1.1), seeking to validate it.
The assumption ˆ Vphase  ˆ Cs is also investigated by the calculation of a proper
electron and ion speciﬁc heat ratio, e and i, for the FB waves, where the ion
acoustic velocity is deﬁned by Cs =
p
kB(eTe + iTi)=M.
1.2 AnomalousheatingintheauroralEregionathighlatitudes
Incoherent backscatter radar observations have shown strong electron temper-
ature (Te) enhancements in the E region (see [32]; [29]; [11]) during magnetic
disturbances at high latitudes that correlate with the convection electric ﬁeld,
Ec. After some candidates like Joule heating and particle precipitation were
ruled out as the mechanism responsible for these enhancements, wave heating
remained as a viable hypothesis. It is generally accepted now that wave heating
by Farley-Buneman waves is responsible for these strong electron temperature
enhancements [37]. A recent theoretical model (see [21]; [7]) based in heuris-
tic assumptions quantiﬁes the wave heat contribution by modiﬁed two-stream
instabilities. This model allows us to investigate the plasma response to the
convection electric ﬁeld in the E region.
Following this introductory chapter, we review the FB instability, and we
also show recent coherent/incoherent backscatter radar observations of wave
heatingintheauroralzone. Inthenextchapter, wedevelopthemodeltoexplain
the anomalous temperature enhancements.
21.3 Farley-Buneman waves
The modiﬁed two-stream instability is a low frequency instability (in the ion
acoustic reference frame) that produces waves propagating in the Hall drift di-
rection in the E region. After the instability is generated by a strong convection
electric ﬁeld, it creates density perturbations, and those density irregularities
can be detected by coherent scatter radars.
Independent initial theoretical studies of the instability followed a fully ki-
netic method [9] and a ﬂuid approach [6] by Farley and Buneman respectively.
Following those original papers, the FB instability has been studied extensively
by many authors. The classical ﬂuid linear dispersion relation (Kelley [19] and
references therein) is able to predict some of the observed characteristics of the
irregularities:
!r =
k
1 + 	
 (VD + 	VDi)
 =
1
1 + 	
f(	=i)[(!r   k  VDi)
2   k
2C
2
s] + (1=Lk
2)(!r   k  VDi) + (i=
i)kyg
	 = 	o

	o = ei=
e
i
where  is the growth rate, 	 is the anisotropy term, and  = k2
?=k2 + 
2
ek2
k=2
ek2
includes the parallel wavenumber contribution (this term is recurrent in the FB
wave analysis). The linear ﬂuid theory predicts successfully that the instability
threshold for the electron convection drift speed speed is near the ion acous-
tic velocity in the frame of reference of the ions. But the dispersion relation is
unable to explain wave heating and phase speed saturation at the ion acoustic
speed. Many nonlinear corrections have been incorporated in the dispersion re-
lationship like anomalous resistivity and diffusion in attempts to explain those
3characteristics (see [31]; [38]), which can be inferred from radar observations
and in-situ measurements (e.g. [27]; [36]). Results have not been completely
satisfactory.
Recent particle in cell (PIC) simulations [26] recovered the saturation of the
phase velocity and showed a quadrature relationship between the simulated
Doppler shift and the spectral width. In tandem with the development of the
numerical simulations, the radar technology advanced to include 3D imaging
capability [14]. Using this modern technology, coordinated common volume
radar observations supported by in situ measurements of the electric ﬁeld be-
come possible (see [1] and [15]). Among the products of those campaigns were
convection pattern maps produced using statistical inverse theory [17]. The
Joule heating by ﬁne structures was calculated using the convection pattern,
but this was found to be inadequate to explain the anomalous electron enhance-
ment in the E region. We will revisit the analysis of the dispersion relation of
Farley-Buneman waves incorporating the RMS magnetic aspect width and ther-
mal effects in the next chapter.
1.4 Radar backscatter observations
In this section, we present radar observations from a 30 MHz coherent backscat-
ter radar located in Anchorage, Alaska, taken in conjunction with in-situ mea-
surements of the auroral convection electric ﬁeld. We also present incoherent
radar observations acquired separately.
Figure 1.1 shows a so-called Range Time Doppler Intensity (RTDI) plot,
where the brightness, hue, and saturation of the image pixels reﬂects the SNR,
4Doppler shift, and spectral width of the corresponding auroral electrojet echoes,
the yellow trace shows the trajectory of NASA rocket 36.234 launched from
Poker Flat, Alaska, during the JOULE 2 campaign on 19 January 2007. For the
same event, the radar imaging capability is depicted in Figure 1.2. Note that
every pixel in the image contains Doppler velocity and spectral width informa-
tion.
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Figure 1.1: RTDI plot during the launching of the NASA JOULE 2 rocket
36.234. Also shown are magnetometer deﬂections for Kak-
tovik, Ft. Yukon, and Poker Flat.
Figure 1.3 shows the agreement between the convection electric ﬁeld mea-
sured by NASA sounding rocket 36.234 during the JOULE 2 campaign and the
imaging coherent backscatter radar data analyzed using the empirical formula
5Figure 1.2: Radar image on January 19, 2007 from two periods (9:46 and
12:30UT),thesecondcorrespondingtotheﬂighttimeof36.234.
The brightness, hue, and saturation of the image pixels reﬂects
the SNR, Doppler shift, and spectral width of the correspond-
ing instability.
and the quadrature relationship given above. The green and red lines obtained
from the rocket data and those relationships are compared against the measured
Doppler drift and spectral width. The approximate validity of the empirical for-
mula and the quadrature relation is the main ﬁnding of the two NASA rocket
campaign (see [1] and [15]), where the high resolution capability of the 3D radar
allowed us to compare the radar spectral measurement with the rocket data un-
ambiguously in space and time.
6Figure 1.3: Comparison of rocket and coherent scatter radar data. First
panel: convection speed and direction as seen from the radar
point of view. Second panel: range and elevation angle of cor-
responding volume from the radar point of view. Third panel:
radar spectrogram. Fourth panel: coherent scatter power (gray
ﬁeld), Doppler shift (x), and spectral width (o). Green and red
lines represent theory (see text). Fifth panel: coordinates of the
region sampled by the rocket, mapped along geomagnetic ﬁeld
lines to 100 km altitude [15].
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8ThePokerFlatIncoherentScatterRadar(PFISR)measuredalternatingcodeE
region ACF for extracting plasma temperature and density proﬁles on 8 Febru-
ary, 2007. Figure 1.4 shows electron and ion temperature enhancements. The
blue lines correspond to quite conditions in the three panels whereas the red
lines to wave heating in the left panel (electron temperature enhancements lo-
calized around 110 km) and standard Joule heating in the middle panel (ion
temperature enhancements above 120 km altitude). Trying to explain these
enhancements and correlating the coherent scatter spectral properties with the
convection electric ﬁeld is the topic of the next chapter.
9CHAPTER 2
WAVE HEATING MODEL
2.1 The dispersion relation of Farley-Buneman waves
A description of the plasma as a continuous medium with its macroscopic be-
havior formulated as a dielectric or conductor has been discussed in many ref-
erences (e.g., [9], [18], [5]). Using this approach, the dispersion relation for elec-
trostatic waves can be described as
i + e + ˆ {!"o = 0 (2.1)
This relationship characterizes the modiﬁed two-stream instability once the ion
and electron conductivity are calculated (i, e respectively). Following a linear
kinetic approach for the ions, using the Bhatnagar-Gross-Krook (see [3]) colli-
sion term, and considering the mean ion drift velocity Vi to be zero, Farley ([9])
expressed the ion conductivity as
i =
ne2!
k2kBTi
"
xZ(x) + 1
Z(x)   ˆ {
#
(2.2)
where n is the electron number density,  = (i=k)=vthi is the ion collision fre-
quency normalized to the ion thermal velocity, vthi = (2kBTi=M)1=2,  = (!=k)=vthi
is the normalized phase velocity, x =   + ˆ {, and Z is the plasma dispersion
function [12]. Extending the work by [16], the electron conductivity, e, can
be calculated incorporating the RMS magnetic aspect width,


kk=k

RMS, (see Ap-
pendix A) along with thermal effects.
e =
ne2!e
me
2
e ˜ !( 1
   )   ik2ekBTeR1
(2.3)
10where ˜ ! = !   ~ k  ~ Vd,e is the electron collision frequency,
e the electron gyro
frequency , = (e=
e)2R2,  =
k2
?
k2 +
k2
k
k2

2
e
2
en, R1 =
5
3i˜ !+ene
i˜ !+ene , R2 =
4
3Vdik
i˜ !+ene, e is the
average fraction of energy lost by the electron-neutral collision [13].
In the E region, the magnetized electrons are spinning in the plane per-
pendicular to the background magnetic ﬁeld, B, but the inelastic electron-
neutral collisions generate angle scattering which, under turbulent conditions
(Ec > Ethr), produces low frequency electrostatic waves with ﬁnite RMS mag-
netic aspect width. The physics of this FB waves mechanism is incorporated in
the Formula 2.3, where the angle scattering behavior is included in  and the
limiting condition  = 0 is enforced with the electrons moving perpendicular to
B (the electron conductivity neglecting  was found by [8], 
e =
ne2!e
me
2
e ˜ ! ik2ekBTee).
By comparison of conductivities, the condition  , 0 implies that the electrons
are departing from the perpendicular direction, and the electron preference to
that direction is reﬂected by the denominator of  (the electron gyro frequency
tends to cancel ). The numerator of  is dominated by the electron collisions
and the relative drift velocity Vd. Notice that  is a real number and  is com-
plex.
After normalizing the plasma conductivity, the dispersion relationship for
Farley-Buneman waves (2.1 ) can be written as
xZ(x) + 1
Z(x)   ˆ { |      {z      }
yi
+
2
6 6 6 6 6 6 6 4
k2v2
the
2

2
e
e ˜ !

1
   (e=
e)2R2

  ik2R1v2
the
+ ˆ {k
2
2
De
3
7 7 7 7 7 7 7 5
Te
Ti
|                                                           {z                                                           }
ye
= 0 (2.4)
where vthe = (2kBTe=me)
1=2 is the electron thermal velocity, De =

okBTe=Nee21=2
the electron Debye length, and ye;i are the electron and ion normalized conduc-
tivities deﬁned before, with the Debye shielding correction incorporated in the
electron conductivity.
11Note that the frame of reference of the instability is ﬁxed to the ions and that
Vd is deﬁned as ( see [39], [10] )
Vd = Ve   Vi =
"

2
e
2
e + 
2
e
 

2
i
2
i + 
2
i
#
Ec  B
B2  
"

ee
2
e + 
2
e
+

ii
2
i + 
2
i
#
Ec
B
For this analysis, the Pedersen drift contribution will be neglected. As a
result, the relative drift velocity in the E region, where the electrons are magne-
tized and the ions are unmagnetized, can be written as
Vd 
 

2
e
2
e + 
2
e
 

2
i
2
i + 
2
i
!
|                    {z                    }
#
Ec
B
(2.5)
The factor # shows that, at high altitudes around 120 km where j
ij > i (see
Figure 2.1), both electrons and ions have Ec  B drifts and the FB instability is
suppressed by the diminished relative convective velocity Vd. The lower alti-
tude limit for the instability can be roughly estimated using the following as-
sumptions: (i) neglect the magnetic aspect width effect, 1
  1 (ii) suppress the
thermal effects due inelastic collisions, R2  0 (iii) assume isothermal condi-
tions, R1 ! e = 1 (iv) neglect the Debye length correction, k22
De  0. After
incorporated these assumptions into the normalized electron conductivity and
rearranging, we ﬁnd
ye ! y

e =  
1
1
% + ˆ {
where % =
kv2
thee
2
2
e and  = Vd   !=k.
A graphical analysis of the simpliﬁed dispersion relation, y
e + yi = 0, shows
that the solutions are located where % < 1, % < 1 being given by the dashed
lines in Figure 2.1. The dotted points in the conductivity plane (Figure 2.2) were
calculated using  = 0:02vthi = 0:02(2kBTi=M)
1=2  8 m=s. Therefore, the modiﬁed
two-stream instability is generated where i > 
i but where % < 1.
12Figure 2.1: # and % versus altitude at high latitudes according to param-
eters from the empirical NRLMSISE-00 model [28]. Both func-
tions determine the altitude range where the Farley-Buneman
waves are generated.
Since the solution of the dispersion relation 2.4 in closed form is difﬁcult to
express without making use of unphysical assumptions, a numerical approach
is proposed. The numerical prescription followed in this work assumes that
there is an external convective electric ﬁeld Ec perpendicular to the magnetic
ﬁeld which produces a perturbation response (! = !r + ˆ {im) of the plasma
governed by the Farley-Buneman dispersion relation. The RMS magnetic as-
pect width that maintains the condition of marginal stability (im ! 0) is then
calculated numerically. The complete numerical prescription, taking into ac-
count thermal effects, is discussed in the quasilinear method section of this
manuscript.
The conductivity plane shows the behavior of the normalized plasma con-
13ductivity ye;i in the complex plane, and their intersection determines the solu-
tion of the modiﬁed two-stream dispersion relation as depicted in Figure 2.2
(given by ye + yi = 0), where the plasma parameters used for the plot were
extracted from standard models (NRLMSISE-00 [28], IRI [4], International Geo-
magnetic Reference Field IGRF [20]). The solid lines were calculated for Ec close
to instability threshold and assuming isothermal conditions (Te = Ti = 254 K,
Ec = 21:9 mV=m, hkk=kiRMS = 0:0) at 101 km altitude, and the dashed lines were
calculated for a hypothetical heating event (Te = 498 K, Ti = 312 K, Ec = 42:7
mV=m, hkk=kiRMS = 0:3) at 111 km altitude. Notice that the ion conductivity curve
expands where the ion temperature increases while the electron conductivity
contracts where the electron temperature increases. The point ( 1;0) for the ion
conductivity curve is where the ion thermal velocity equals zero, and the origin
(0,0) where it goes to inﬁnity. The electron curve starts above the origin where
the electron thermal velocity equals zero and ﬁnish below the origin where it
goes to inﬁnity.
After we specify an altitude and impose an electric ﬁeld Ec value, we calcu-
late the phase velocity and the RMS magnetic aspect width by solving the com-
plex equation 2.4 for the marginal instability condition using a nonlinear mul-
tivariate solver based in a modiﬁed Powell’s hybrid method (MINPACK [22]).
Figure 2.3 shows the magnetic aspect width and phase velocity calculated given
an external Ec at high latitudes (latitude = 65, longitude = 213) taking into ac-
count plasma parameters from standard models for the E region. Consistently,
the magnetic aspect width has a maximum value around 103 km for the con-
vective electric ﬁeld Ec range shown, and the phase velocity peak is around 113
km. The minimum threshold electric ﬁeld for the instability is approximately 21
mV=m.
14Figure 2.2: Normalized ion and electron conductivities in the complex
plane. The frame of reference is the same as in Farley [9], the
horizontal axis corresponds to the imaginary component and
the vertical axis to the real part of the normalized conductiv-
ity function. The point (0:5;0:5) corresponds to % = 1 and the
origin to % = 0.
2.2 The longitudinal heat transport equation
Numericalmodelingofincoherentbackscatterradarobservations(see[35], [36])
suggested a strong dependence of the RMS magnetic aspect width ,


kk=k

RMS,
with the turbulent electric ﬁeld. A recent quantitative model of the saturated
electric ﬁeld based in heuristic assumptions proposed a relationship between
the magnetic aspect width, the parallel turbulent electric ﬁeld, and the convec-
tive electric ﬁeld Ec ([21] and [7]) which elucidated the physical mechanism re-
sponsible for the electron heating by the turbulent waves in the E region at high
latitudes.
Following the Milik and Dimant model [21] and using the magnetic as-
15Figure 2.3: Magnetic aspect width and phase velocity response to the con-
vection electric ﬁeld Ec. Not heating mechanism was involved
in the calculation of the ﬁgure.
pect width previously estimated, the heating rate contribution by the Farley-
Buneman waves can be expressed as
QFB = hE  Ji  khE
2
ki  k12h
2
ei(Ec   EThr)
2 (2.6)
where k is the low frequency electron parallel conductivity, hE2
ki is the parallel
turbulent electric ﬁeld responsible of the wave heating, h2
ei the RMS magnetic
aspect width in Dimant and Milik’s notations, EThr the threshold electric ﬁeld,
and 1;2 are asymptotic coefﬁcients of order 1.
16A heat transport equation, taking into account QFB (see [13], [34] and [30]),
can be written as
3
2
@(neTe)
@t
= J sinI
kBTe
jej
 
a1
@ln J
@z
+ a2
@lnTe
@z
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@lnne
@z
!
+
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e
@2Te
@z2 +
@e
@z
@Te
@z
!
+ QFB   Le +
X
Qext  
X
Lext (2.7)
where J =
jej
meen(kBnerTe+kBTerne+nejejEok) is thelongitudinalcurrent inducedby
the density and temperature gradients plus a contribution from the background
electric ﬁeld , Eok , e = a4
k2
BTene
mehei is the thermal conductivity, I the dip angle, and
Le = enneenkB(Te  Tn)+eineeikB(Te  Ti) is the cooling rate due electron-neutral
collisions and Coulomb collisions, respectively. The values of a1;2;3;4 are listed in
Table 2.1, and depend on the speciﬁc heat ratios and the number of moments of
the distribution function used in the calculation of the transport equation.
Table 2.1: Electron heat transport equation coefﬁcients
a1 a2 a3 a4 Reference
5 4 1 2.5 Rees [30]
0 3
2 1 5
1:562 Schunk and Nagy [33]
Due to the fact that standard Joule heating (where the Pedersen conductiv-
ity is involved) is inadequate to explain the localized electron temperature en-
hancement observed by incoherent back scatter radars (St-Maurice et al. [36],
[2]), the heating rate contribution by frictional heating and other energy sources
and losses are neglected in this analysis,
P
Qext  
P
Lext  0. After rearranging
the entropy equation for stationary conditions, a nonlinear ordinary differential
(ODE) equation is found:
0 =
@2Te
@z2 + A1(z)
@Te
@z
+
A2
Te
 
@Te
@z
!2
+ A3(z)Te +
1
S 2
(QFB   Le) (2.8)
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e

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The condition r  J = 0 imposes a1 = 0 in our one-dimensional formulation
(see Table 2.1). Assuming that cooling rate in the nighttime E region at high
latitudes is dominated by inelastic collisions and using an averaged fraction of
energylosscollisione = 510 3 (185=Te)
3=2 [13], thesystemisreadytobesolved
numerically.
2.3 Quasilinear numerical method
The Milik and Dimant model [21] calculated an ensembled-averaged contribu-
tion, hE2
ki, which is inherently a nonlinear term due the turbulent condition of
the modiﬁed two-stream instability. In order to include linear and nonlinear
contributions, we follow a quasilinear theory prescription [23]. The external
convective electric ﬁeld Ec is incremented in small steps assuming that the non-
linear contribution in each iteration is small enough that the linear assumptions
adopted in the calculation of the electron and ion conductivities can be still ap-
plied in the estimation of the plasma thermal response. This is the underlying
assumption of the following numerical method.
18The plasma temperature in the E region at high latitudes during nighttime
in quiet conditions has the same value as the neutral temperature; this is the
initial condition of the numerical modeling. Then, an initial convection elec-
tric ﬁeld Ec slightly higher than the instability threshold, 21 mV=m, is applied
to the E region which generates a convective velocity Vd (equation 2.5). The
FB dispersion relation is solved in order to get the magnetic aspect width that
gives marginal instability, im ! 0, for the calculated convective velocity Vd.
The heating rate contribution due FB waves is found following the Milik and
Dimant model (equation 2.6). This wave contribution is incorporated into the
longitudinal heat equation (equation 2.8). Applying a collocation discretization
method, the nonlinear ODE is solved using as boundary values the neutral tem-
perature in the upper and lower limit of the E region. The solutions are electron
and ion temperature proﬁles slightly higher than the initial neutral tempera-
ture. In the next iteration, the previous electron and ion temperature proﬁles
are treated as the plasma background temperature, and a marginal enhance-
ment of the convection electric ﬁeld Ec is reapplied. The modiﬁed two-stream
dispersion relation is solved again, the heat equation is solved, and the process
continues until a stable temperature proﬁle is calculated.
To simplify the heating and cooling rate contributions in the electron trans-
port equation, the electron parallel conductivity is assumed to be dominated by
the electron mobility k = ne2
mee. After rearranging, they can be expressed as
QFB
S 2
=
1:347  1014
a4 sin
2 I

2
1hkk=ki
2
RMS(Ec   Ethr)
2
"
Kelvin
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#
Le
S 2
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Because the initial plasma temperature proﬁles (see panel (a) of Figure 2.4) cal-
19(a) Electron temperature with A1(z), A2(z),
1 = 1, incorporated in the heat equation.
(b) Electron temperature response with
1 = 0:7 and A1(z) , A2(z) neglected.
Figure 2.4: Electron temperature tuning process.
culated were not consistent with incoherent backscatter radar observations, it
was necessary to review the thermal equation. The second and fourth RHS
components of Equation 2.8 involve heat contributions from normalized den-
sity and collision gradients, coefﬁcients A1(z) and A3(z), localized around 130
km. Since the main problem is localized heating around FB waves, these terms
can be neglected. The remaining terms are the coefﬁcient of thermal conductiv-
ity (a4 in the Table 2.1), the cooling rate, and the asymptotic coefﬁcient 1. The
value of the thermal coefﬁcient widely accepted is around 2.5, with variations
according to the moment approximation used in the calculation of the transport
equation [34]. Assuming that the longitudinal and perpendicular cooling rate
are considered to be equal, the remaining tunning parameter is the asymptotic
coefﬁcient 1.
After tuning the initial asymptotic coefﬁcient 1 from 1.0 to 0.7, the plasma
temperature solutions could be made to be consistent with incoherent backscat-
ter radar observations (see Figure 1 in [37]). The calibration point was (Te = 500
20Figure 2.5: Magnetic aspect width and phase velocity response to the con-
vection electric ﬁeld Ec with QFB incorporated in the heat equa-
tion.
K, Ec = 42 mV=m).
The plasma temperature response to a convective electric ﬁeld Ec range is
shown in Figures 2.5 and 2.6. Comparison of Figure 2.5 and 2.3 shows that
wave heating is responsible of the increment of the phase velocity. The altitude
of the greatest electron temperature enhancement is around 111 km, which is
consistent with radar observations ([36]). The altitude peak of the RMS mag-
netic aspect width is approximately 103 km and has a maximum of 0.75 degree.
The ion temperature enhancement is due to standard frictional heating and be-
21Figure 2.6: Electron and ion temperature enhancements driven by an ex-
ternal convection electric ﬁeld Ec.
comes signiﬁcant above 120 km altitude.
To demonstrate the effect of wave heating on the wave phase speed and
the magnetic aspect width, the contribution of QFB is removed from the heat
equation. We ﬁnd at 111.5 km that, the phase velocity is limited to about 528
m=s for all convection speeds. Figure 2.7 also shows that the magnetic aspect
width responds almost linearly to Ec. After the wave heating source is restored
in the heat equation, we ﬁnd that the aspect angle is 0.10 degree lower at Ec  39
mV=m and the phase velocity does not have an asymptotic limit (see Figure 2.8).
22Thus, the model is showing that the convention electric ﬁeld Ec tries to increase
the magnetic aspect width but, that the wave heating limits it.
Figure 2.7: Phase velocity and magnetic aspect width at 111.5 km driven
by the convection electric ﬁeld Ec with the wave heating mech-
anism disabled, or QFB = Le. Note that the phase velocity is
saturating.
The calculation of the density perturbation is important in order to com-
pare the model with radar backscatter observations. It is estimated using the
linearized continuity equation, n = nvk
˜ ! , and J =  en!
˜ !
vk
k = eE from the Ap-
pendix A (equation A.6). After using the ﬁrst assumption of the Milik and Di-
mant model [21], hE2i  hE2
?i  E2
c, the density perturbation can be expressed
as
23Figure 2.8: Phase velocity and magnetic aspect width at 111.5 km driven
by the convection electric ﬁeld Ec with the wave heating mech-
anism enabled.
n =  
e
e
Ec
!=k
(2.9)
The density perturbation is shown in Figure 2.9. Its peak rises from 106 to 109
km with increasing convection electric ﬁeld Ec. We interpret 2.9 as representing
the RMS density perturbations driven by FB waves.
We can also test classical results from the linear theory of the FB waves [10].
The phase velocity is always less than convection velocity Vd but close to the
ion-acoustic velocity Cs = (kB(eTe + iTi)=M)1=2. Panel (a) of Figure 2.10 shows
24Figure 2.9: Electrontemperature, iontemperature, magneticaspectwidth,
and density perturbation given a convection electric ﬁeld Ec.
that the phase velocity departs from the ion acoustic velocity for ratios of spe-
ciﬁc heat e = i = 1. The difference between the phase and the ion acoustic
velocity can be reduced changing the values of the speciﬁc heat ratios to e = 1:6
and i = 1:2 as depicted in the panel (b) of Figure 2.10. The electron speciﬁc ratio
of heat for the current model is incorporated in R1 (deﬁned in Equation A.3) and
it is showed in ﬁgure 2.11. Note that R1 is altitude and convection electric ﬁeld
Ec dependent.
25(a) Cs with e = i = 1.
(b) Cs with e = 1:6, i = 1:2.
Figure 2.10: Phase, ion-acoustic, and convection velocity versus altitude
for Ec = 21:4;32:1; and 42:7 mV=m.
26Figure 2.11: FB electron speciﬁc ratio of heat (R1) versus altitude for Ec =
21:4;32:1; and 42:7 mV=m.
27Figure 2.12: Graphical solution of the wave dispersion relation as wave
heating was driven by the convective electric ﬁeld. The x-axis
and y-axis correspond to the imaginary and real part of the
conductivity plasma respectively.
Returning to the conductivity plane, Figure 2.12 shows the trajectory of the
plasma temperature in function of the convective electric ﬁeld. The intersection
of the solid lines are the initial value for isothermal conditions (Ec = 21 mV=m),
and the intersection of the dashed lines corresponds to Ec = 42:2 mV=m when
wave heating was present.
28CHAPTER 3
COMPARING THE MODEL WITH RADAR BACKSCATTER
OBSERVATIONS
The analysis of coherent backscatter radar observations led to an empirical
relationship between the electron convective drift, Ve, and the phase velocity
[25].
V

phase = Vmin + 0:00011  V
2
e (3.1)
where Vmin = 400 m=s for eastward electron ﬂow. Because the empirical for-
mula is presumably valid, we compare the current modeling with it. We esti-
mated the average phase velocity by the square of the RMS density perturba-
tions (equation 2.9) in the same way that backscatter radars measure volume
averaged height phase velocity.
ˆ Vphase(Ec) =
R
!
k(z;Ec)jn(z;Ec)j2dz
R
jn(z;Ec)j2dz
(3.2)
where the phase velocity !
k(z;Ec) and the density perturbation jn(z;Ec)j2 are
given by the model. Figure 3.1 shows good agreement between the empirical
formula with the model using the background plasma temperature from Figure
2.4, which was extracted from standard models ([28]; [4],[20]).
Since the average phase velocity depends on the background plasma tem-
perature extracted from standard models, we calculate ˆ Vphase for two additional
plasma temperature backgrounds (Figure 2.4). Panel (a) and (b) of Figure 3.2
shows the ˆ Vphase with a temperature offset of -15 and +20 K, respectively. The
analysisofﬁgures3.1and3.2showsthatthe Ec=Bdriftthresholdchangesincor-
relation with the background plasma temperature as listed in Table 3.1, which is
consistent with the standard model of Farley-Buneman waves ( Ec=Bthreshold  Cs,
e.g. [19];[8]).
29Table 3.1: Electron drift threshold
Temperature [K] Figure Ec=Bthreshold [m=s]
Te;i;n   15 3.2(a) 400
Te;i;n 3.1 417
Te;i;n + 20 3.2(b) 434
Figure 3.1: Predicted (ˆ Vphase, equation 3.2 ) and empirical phase velocity
(V
phase, [25]) versus
Ec
B . The gray traces correspond to phase
velocities given by the model in the Ec range shown.
30(a) -15 K temperature offset
(b) 20 K temperature offset
Figure 3.2: ˆ Vphase calculation for different neutral background tempera-
tures. The reference is the plasma temperature from panel (b)
ofFigure2.4whichwascalculatedusingstandardmodels([28];
[4],[20]).
31Thus, the average phase velocity calculated using the numerical model
shows agreement with the empirical formula [25] inside the plasma temper-
ature background range shown. Roughly, a background plasma temperature
variation of 10 K reﬂects 9 m/s offset in the ˆ Vphase trace.
32CHAPTER 4
DISCUSSION AND CONCLUSIONS
The numerical model shows the response of the FB wave phase velocity and
the magnetic aspect width to the convection electric ﬁeld Ec. After including the
magnetic aspect width response to a heuristic model that correlates the parallel
andperpendicularcomponentsoftheperturbedelectricﬁeld(equation2.6; [21])
and solving the entropy equation for quasi stationary conditions, the electron
temperature proﬁle enhancement is found. The electron heating by FB waves is
shown in Figure 2.4. As a result, the anomalous electron temperature enhance-
ment observed by radar backscatter observations ([32]; [29]; [11]) is explained
by the numerical modeling.
Our numerical modeling given a controlled convective electric ﬁeld Ec re-
veals (i) a localized enhancement of the magnetic aspect width (around 103 km)
(ii) a plasma density perturbation that rises from 106 to 109 km, and (iii) an
electron temperature maximum value around 111 km.
A ﬁrst application of the model could be the replacement of the empirical
formula V
phase (Equation 3.1) by the averaged phase velocity ˆ Vphase (Equation
3.2) estimated by the model.
The analysis of e (Equation 2.3) shows that the electrons have a tendency to
move perpendicular to the background magnetic ﬁeld B (following the Hall di-
rection). The electron gyro-frequency is responsible to this characteristics which
attenuates the angle scattering due electron-neutral collisions. This ﬁnding is
consistent with coherent radar observations (see [1], [15]) where the so-called
type 1 echoes were observed only looking parallel or anti parallel to the Vd di-
33rection.
Figure 2.7 elucidates the potential of the numerical modeling for applica-
tion at other latitudes. Even when the wave heating mechanism is disabled,
or when the temperature enhancements are not present (as at low latitudes),
the model predicts phase velocity limiting. After we review the equations used
in the model, the energy exchange rate used seems to be adequate only at au-
roral latitudes (e = 5  10 3 (185=Te)
3=2; [13]). This is because the underlying
assumptions at high latitudes during nighttime are valid at other latitudes; (i)
no heating by particle precipitation, (ii) the inelastic electron-neutral collisions
dominates in the E region and (iii) the standard electron Joule heating is negli-
gible. In addition, radar evidence has shown temperature enhancement which
implies QFB   Le is signiﬁcant whereas at low latitudes the radar evidence does
not show any heating in the E region. Consequently, we could infer that QFB Le
is negligible at low latitudes. This also implies that e at low latitudes is bigger
than at high latitudes and that the magnetic aspect width at higher latitudes is
bigger than at low latitudes (ene attenuates  in Equation 2.3).
Investigating the appropriate value for e at other latitudes is outside the
scope of this thesis. We note, however, that if the value is increased enough, the
electron temperature enhancement could be cancelled (condition QFB   Le  0)
and the magnetic aspect width reduced.
34APPENDIX A
FB CONDUCTIVITY
Using the momentum equation for electrons and ions, the continuity equation
for ions and the entropy equation for electrons in the ion frame of reference (the
entropy equation is given by [13]; [34]).
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where Te and Tn are the electron and neutral temperature respectively, ms the
electron or ion mass, Vd = Ve   Vi the relative drift velocity, ˜ B the background
magnetic ﬁeld, ~ E the electric ﬁeld, n and ni are the electron and ion number den-
sity respectively, ene (Te   Tn) is the cooling rate due inelastic electron neutral
collisions, e =
memn
me+mn  1 is the reduced electron mass. After neglecting the LHS
of the momentum equation for electrons, assuming quasineutrality condition,
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Combining these two equations, the perpendicular to the magnetic ﬁeld ˜ B com-
ponent of~ v can be written as
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35Neglecting the diamagnetic gradient drift contribution for this analysis, A2, and
A1. After transforming equation A.1 into a linearized Fourier space (Te = T +T1;
n = no + n1; @
@t ! i!; r? !  ik?; rk !  ikk) it can be expressed as
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The linearized entropy equation for electrons can be expressed as
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where ˜ ! = !   ~ k  ~ Vd, R1 represents the heat capacity ratio for FB waves (see
appendix in [16]) and it is bounded between 1 and 5/3. Substituting equation
A.3 and the linearized continuity equation (n1=n = ~ k ~ v=˜ !) into equation A.2
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3Vdik
i˜ ! + ene
(A.5)
where De is the perpendicular electron diffusion coefﬁcient. and R2 incorporates
the effect of the convection relative drift velocity Vd, collisions and the average
fraction of energy lost by the electron during one collision e. Substituting (A.5)
into (A.4) and rearranging
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36The electron current density in the k? direction.
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Finally, the electron conductivity can be written as
e =
ne2!en
me
2
e ˜ !( 1
   (en=
e)2R2)   ik2enkBTeR1
(A.7)
where  includes the contribution of the RMS magnetic width and R2 appears,
by the use of the entropy equation and it incorporates the effects of inelastic
collisions. If R1 ! e, R2 ! 0 and 1
 ! 1 equation A.7 becomes equal to Farley
and Providakes formula (equation 9 in [8] ). For completeness, if Vd = Te = 0 e
becomesthestandardelectronlowfrequencyPedersenconductivity(? =
ne2e
me
2
e).
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