Abstract. The Guide to the expression of measurement uncertainty, (GUM, JCGM 100) and its Supplement 1: propagation of distributions by a Monte Carlo method, (GUMS1, JCGM 101) are two of the most widely used documents concerning measurement uncertainty evaluation in metrology. Both documents describe three phases (a) the construction of a measurement model, (b) the assignment of probability distributions to quantities, and (c) a computational phase that specifies the distribution for the quantity of interest, the measurand. The two approaches described in these two documents agree in the first two phases but employ different computational approaches, with the GUM using linearisations to simplify the calculations. Recent years have seen an increasing interest in using Bayesian approaches to evaluating measurement uncertainty. The Bayesian approach in general differs in the assignment of the probability distributions and its computational phase usually requires Markov chain Monte Carlo (MCMC) approaches. In this paper, we summarise the three approaches to evaluating measurement uncertainty and show how we can regard the GUM and GUMS1 as providing approximate solutions to the Bayesian approach. These approximations can be used to design effective MCMC algorithms.
Introduction
The evaluation of measurement uncertainty is an integral part of metrology, no measurement result is complete without an associated statement of uncertainty. The VIM [1] defines the uncertainty of measurement as "a nonnegative parameter characterizing the dispersion of the quantity values being attributed to a measurand, based on the information used". This definition affords considerable latitude as to how this non-negative parameter is calculated and how it should be interpreted. Other standards documents have been written in order to specify how measurement uncertainty is to be evaluated, in particular, the GUM and its supplement 1 (GUMS1) [2, 3] . These documents adopt a strongly probabilistic/statistical approach. Measurements are usually made in order to make inferences or decisions about the quantities involved. We suppose these quantities (e.g., length of a gauge block, mass of a standard) are represented by parameters α = (α 1 , . . . , α n )
T . By associating a probability distribution with density p(α) with these quantities, it is then possible to evaluate the probability that the quantities lie in a given region A through
It is usual to interpret this distribution as a state of knowledge or state of belief distribution. The density allows us Correspondence: Alistair.Forbes@npl.co.uk to evaluate the probability associated with statements involving α on which decision can then be made, e.g., does a part conform to its specification. At a later stage, it may be possible to determine if these decisions were correct or not.
In general, there are two statistical modelling paradigms commonly used in science, the classical (or frequentist) paradigm and the Bayesian paradigm [4] . This paper is mainly about how the GUM and GUMS1 can be used as approximate computational approaches in either the classical or Bayesian paradigm as they apply to two related statistical modelling problems in metrology, measurement system characterisation and measurement uncertainty evaluation.
The classical paradigm and measurement system characterisation
The classical paradigm for making inferences about quantities on the basis of measurement is based on estimation. We suppose that an experiment involves a set of quantities represented by parameters α, and that a set of measurement indications ζ are recorded. A mathematical/statistical model of the measurement system is used to define the probability density p(ζ|α) that relates to the probability that a set of parameters α could give rise to the set of indications ζ. Viewed as a function of α, this density in known as the likelihood. In the classical approach, a method of analysing the data is designed to return an estimateα = E(ζ). The estimation method is characterised, if possible, in terms of a density p(α|α) that shows how the estimatesα are distributed given a hypothesised set of parameter values α. A good estimation method always has most of the probability mass of this density as close as possible to α. The density p(α|α) addresses the following issue: if I use this measurement system to measure my calibrated artefact (with associated calibration values α) how far are the measurement results (α) likely to be from the calibrated values. The density depends on the likelihood p(ζ|α) and the definition of the estimation methodα = E(ζ). One particularly important estimation method is the maximum likelihood estimate [4] that determines the estimate that maximises p(ζ|α), regarded as a function of α. (Note that p(ζ|α) is a density with respect to ζ, not α.)
The Bayesian paradigm and the evaluation of measurement uncertainty
The classical paradigm starts with hypothesised values for the parameters and then characterises the behaviour of the measurement system and estimation method. The density p(α|α) can be used to make inferences about the estimate, given hypothesised values α for the parameters. It can say nothing about α since these values are fixed inputs to the evaluation process. The Bayesian paradigm is used to address the inverse problem: what can be said about α if the measuring returns indications ζ = z? The Bayesian paradigm, e.g., [4, 5] , answers this question by specifying a posterior distribution in terms a density p(α|ζ) that encodes the information about the parameters on the basis of the indications and any prior information. The posterior distribution is arrived at using Bayes' theorem which says
where p(ζ|α) is the likelihood function and p (α) is the prior density encoding information about the parameters available prior to or independent from the indications. The posterior distribution can be used directly to make inferences about α since it represents the state of knowledge about α, following the measurement.
Three computational tools
In this section, we describe three computational tools. The first two, the law of propagation of uncertainty (LPU) and the Monte Carlo method (MCM), apply in the case of a possibly multivariate input-output model of the form Y = f (X) which expresses Y as a function of input quantities X , and the input quantities are associated with a known probability distribution. In this case the distribution associated with the output Y is defined by the input distribution and the functional relationship. The first two computational approaches show how information about the output distribution associated with Y can be calculated or approximated. These computational approaches can be applied to the density p(α|α), since the estimation methodα = E(ζ) defines the estimate as a function of the indications ζ and the latter are associated with the distribution p (ζ|α). The third is the Markov chain Monte Carlo method (MCMC) which is a general method for sampling from a probability distribution and is suitable for sampling from the posterior distribution p(α|ζ) derived in the Bayesian paradigm.
The law of propagation of uncertainty (LPU)
Let Y = f (X) and assume that X is associated with a distribution with mean x and variance matrix V X . Then the mean and variance matrix of the distribution associated with Y is approximated [1] by y = f (x) and
T , respectively, where C is the matrix of partial derivatives ∂f i /∂X j evaluated at x. If f is a linear function then these relationships are exact, irrespective of the shape of the distribution associated with input X . If, in addition, the distribution associated with X is a multivariate Gaussian distribution N (x, V X ), then the distribution associated with Y is the multivariate distribution N (y, V Y ). Often, even for nonlinear models and non-Gaussian input distributions, the distribution associated with the output Y is taken to be N (y, V Y ), in the absence of any other information.
The Monte Carlo method (MCM)
The Monte Carlo method is a general tool for propagating distributions [2] through an input-output model Y = f (X). If {x= 1, M} is a sample from the distribution associated with X, then {y q = f (x q )} is a sample from the distribution associated with Y. The mean and variance matrix associated with the output distribution can be estimated by the mean and variance of the sample. Thus, the mean of the distribution associated with the kth output quantity is estimated bȳ
and the corresponding standard deviation is estimated by
Markov chain Monte Carlo (MCMC)
The MCMC approach [5, 6 ] is similar to the MCM already described in that the aim is to produce a sample distributed according to the desired distribution. There are a number of MCMC algorithms designed to achieve this. Here, we describe one such algorithm, a MetropolisHastings independence chain (MHIC) [6] . The MHIC algorithm applies if we wish to sample according to a distribution p(α) (the target distribution) and there is an approximating distribution p 0 (α) (the proposal distribution) from which it is easy to sample. Suppose that {a 0,q : q = 1, . . . , M} is a sample according to the proposal distribution p 0 (α). The aim of the MHIC scheme is to replicate those samples that correspond to areas where the proposal distribution under-represents the probability mass of the target distribution at the expense of rejecting samples where the proposal over-represents the probability mass of the target distribution. The accept-reject step is as follows, starting with a 1 = a 0,1 , assuming that p (a 0,1 ) > 0. If a q−1 has been assigned then a q is set to a 0,q with probability min {1, r q }, where
If this process is run a number of times in parallel then the initial samples will be from the proposal distribution and the later samples will be from the target distribution. Usually, multiple chains are used so that some assessment of the convergence can be made [5] . The closer the proposal distribution is to the target distribution the faster the convergence.
Example: exponential decay
In this section, we show how these three computational tools can be applied in a simple example. The example concerns the response model, η = φ (t, α 1 , α 2 , λ) = α 1 exp{−λt} + α 2 . We wish to determine estimates of α 1 , α 2 and λ from measurements of the response η at times t = 0, t = t 0 and t = 2t 0 Writing α 3 = exp {−λt 0 }, the three responses can be written as
and
+ α 2 or, in vector notation, η = φ(α). The form of these equations allows us to solve for α in terms of η:
1−α3 , and α 2 = η 1 −α 1 . In vector terms, α = ψ (η), with ψ the inverse of φ.
We suppose the responses are measured independently with a measurement system that produces indications characterised by ζ i = η i + i , where i is drawn from the Gaussian distribution N (0, σ 2 ) with zero mean and standard deviation σ. Another way of expressing this measurement model is that ζ|α ∼ N (φ (α) σ 2 I), i.e., given α, the indications are expected to be normally distributed about φ(α). The measurement model allows us to define the likelihood
Given indications ζ, an estimate of the quantities α is given byα = ψ(ζ). Thus, if we hypothesize a set of values for α, ζ is assigned the distribution N (φ (α) σ 2 I). Since the quantities ζ have been assigned a distribution, the distribution for the estimateα, given α, is also defined
The first term on the right is the likelihood p (ζ|α) evaluated at ζ = φ (α) and J(α) is the Jacobian matrix of partial derivatives ∂φ i /∂α j evaluated atα. This result comes from the general formula for defining a distribution for a reparametrization of a set of quantities [7] , Section 4.7.
While we can write down the density p (α|α) for this model, the presence of the determinant of the Jacobian matrix is a nonlinear function which means that this distribution is not a standard distribution and, as a consequence, we cannot write down its mean nor its standard deviation, for example. However, the relationship α = ψ(ζ) expressesα as a function of ζ and in situations such as this, we can use the two computational approaches described above, the law of propagation of uncertainty (LPU), and the Monte Carlo method (MCM).
LPU approach
The LPU approach is implemented as follows. Given, α, evaluate η = φ(α). The vector of indications ζ is associated with the distribution N (η, σ 2 I) which has mean η and variance matrix σ 2 I. The estimate is given bŷ α = ψ(ζ) and the LPU method requires us to evaluate the 3 × 3 matrix C of partial derivatives of ψ with respect to ζ, evaluated at the mean of the input distribution, i.e., at ζ = η. The mean of the distribution forα is estimated by ψ (η) = ψ (φ (α)) = α, and the variance matrix is estimated by Cσ
In fact, the matrix C is perhaps more easily evaluated as C = J −1 , where J is the matrix of partial derivatives of φ with respect to α. These calculations show that, to first order, the estimateα = ψ(ζ) is unbiased, i.e., the expected value of the estimate of α is α.
MCM approach
The MCM approach is implemented as follows. Given η = φ(α), sample z q from N (η, σ 2 I) and evaluate a q = ψ (z q ) Then {a q } is a sample from the distribution p (α|α). As can be seen, the MCM method is conceptually very simple to implement and it corresponds to simulating a large number of repeated experiments for a fixed set of system parameters α. 
MCMC approach
The posterior distribution p (α|ζ) ∝ p(ζ|α)p(α) is defined by the likelihood in equation (1) and the prior distribution. In practice, we may know very little about α beforehand except that for physical reasons both M 1 α 1 0, M 2 α 2 0 and 1 > α 3 > 0, where M 1 and M 2 are possibly large upper bounds. Accordingly we define a prior with p(α) = 1 if these conditions are satisfied, and equal to zero otherwise.
We can produce a sample from the posterior distribution using the Metropolis-Hastings independence chain algorithm if we can find an approximating distribution that is easy to sample from. Given ζ, we can set α = ψ (ζ) and use MCM to the sample from distribution p (α|α = ψ (ζ)). With a little algebra and a change of notation, it is straightforward to show that this distribution [8] [9] [10] can be written as p 0 (α) = p (ζ|α) |J (α) |, where |J (α) | is the determinant of the matrix of partial derivatives of φ with respect to α, as before. Comparing this distribution with posterior distribution we have
So long as this ratio remains relatively constant for the relevant range of α, the distribution p 0 (α) is a close approximation to the posterior distribution. As a consequence, a sample produced by MCM can be used effectively to construct a sample from the posterior distribution using a MHIC algorithm [11, 12] . Figures 1-3 show the distributions associated with the three parameters α j , j = 1, 2, 3, for data generated for the case α 1 = α 2 = 1, α 3 = estimate the mean and standard deviation associated with each parameter and then approximating the output distribution with a Gaussian with the same mean and standard deviation, (2) the MCM method, (3) the MCMC approach with a uniform (improper) prior p(α) ∝ 1 (labelled MCMC), and (4) the MCMC approach with a uniform prior but with bound constraints on each parameter (labelled MCMC-p). The posterior distributions for α 1 and α 2 are distinctly asymmetric. The MCM and MCMC distributions are somewhat different, as to be expected, since the determinant of the Jacobian matrix is not constant over the relevant region, ranging from 0.1 to 0.65. Regarding the MCM approach as sampling from the distribution p(α|α), the fact that the mean of the distribution associated with the MCM calculations is not the same as the input α in general shows that the estimation method is biased. Figure 4 represents the nonlinear correlation between the first two parameters, showing that the posterior distribution is not approximated particularly well by a multivariate Gaussian. For these calculations, there is no difference in the posterior distributions associated with the two choices of priors. The constraints imposed by the prior in calculation (4) do not come into play. For a less accurate measuring system characterised by a larger standard deviation σ = 0.04, the constraints do come into play. Figure 5 shows the histogram of samples associated with the parameter α 2 and indicates the distribution is slightly truncated at 0.
Results

The GUM and GUMS1 approach to uncertainty evaluation
The GUM approach to uncertainty evaluation is based on LPU. Many of the examples are formulated in terms of a measurement response model η = φ (α, β) which describes the response η to the stimulus α, the measurand, and influence factors β. It is assumed that there is information about the influence factors β in terms of a distribution p(β) and that information about the measurand α is to be derived from a measurement of the response η. The response model is a special case of the one considered above where the quantities α and η are partitioned
i.e., τ = β, and
If the response η is measured, leading to an indication ζ, according to the measurement model ζ|η ∼ N (η, σ 2 ), then η is assigned the distribution N (ζ, σ 2 ). If the mean and variance matrix of the distribution p(β) is given by b and V B , respectively then η is assigned the mean and variance ζ b and
Respectively, and these are propagated through to estimate the mean and variance of the output ψ (η). The special form of this function means that the mean and variance associated with α is estimated byα = ψ(ζ, b) and
respectively, where c is the vector of partial derivatives of ψ with respect to β evaluated at η = ζ and β = b. The GUMS1 approach to uncertainty evaluation uses the same formulation of the input-output model as the GUM approach but uses as its computational tool MCM. Given samples y q ∈ N (ζ, σ 2 ) and b q sampled according to the distribution p(β), we set a q = ψ(y q , b q ). It produces a sample from the posterior distribution
If the term ∂φ ∂α (α, β) is approximately constant over the range of interest then this distribution approximates well the posterior distribution corresponding to a noninformative p (α) ∝ 1, often the preferred choice.
Example: mass calibration
See, for example [13] , Section 9.10 and [14] . The model concerns the calibration of a weight W of mass density ρ W against a reference weight R of mass density ρ R . It is assumed that the two masses are nominally the same. The measurement model is of the form where δm is the difference in mass to be measured by a balance operating in air of density ρ a , m R,c is the conventional mass of reference weight, i.e., the mass ignoring buoyancy effects of "conventional" air whose density is assigned to be ρ 0 = 1.2 kg/m 3 , m W,c the conventional mass of W , the measurand. The mass difference is measured on a balance giving rise to an indication ζ according to ζ|δm ∼ N (δm, σ 2 ). The measurement model can be written as a response model δm = φ (m W,c , β) with
T . Given a prior distribution p(β) for β and a noninformative prior distribution p (α) ∝ 1 for α, the posterior distribution p (α, β|ζ) is such that
In the GUM/GUMS1 approach, we write m W,c = ψ (δm, β), i.e.,
and assign the distribution δm|ζ ∼ N (ζσ 2 ) to δm and propagate the distribution
through to that for m W,c . Applying LPU to implement the propagation, for ρ a close to ρ 0 and ρ W close to ρ R (as is likely to be the case in practice), the sensitivity of m W,c with respect to these four mass densities is also close to zero so that a first order calculation essentially ignores their uncertainty contribution. On the other hand, for this example, the partial derivative ∂φ ∂δm is approximately constant, and a GUMS1 MCM sample can be used as a very good starting point for the Metropolis-Hastings independence chain algorithm.
The calculations below relate to the calibration of an OIML class F2 weight [14] with a nominal mass of m 0 =100 mg. The masses are associated with Gaussian distributions and the densities with rectangular distributions, the means and standard deviations of which are given in Table 1 . The LPU calculation assigns to the measurand, m W,c , a Gaussian distribution with mean 100 000.553 mg and standard deviation 0.064 mg. The MCM and MCMC samples were essentially identical for 100 000 samples since ∂φ ∂δm varied by less than 3 parts in 10
6 . The mean and standard deviation of the sample was 100 000.551 mg and 0.073 mg, respectively. Figure 6 shows as histogram associated with the MCM sample for the mass calibration example and a Gaussian with the same mean and standard deviation as the sample. As can be seen, the Gaussian is a very good approximation to the histogram. This is to be expected as the two dominant sources of uncertainty, m R,c and δm, are associated with Gaussian distributions and m W,c = ψ (δm, β) is linear in these parameters. The underestimation of the uncertainty by the LPU method is significant due to the nonlinearity of the model. 
Discussion and concluding remarks
We have seen that the GUM and GUMS1 approaches are based on the LPU and MCM computational tools, respectively. In our discussion above we have associated LPU and MCM with the problem of measurement system characterisation, i.e., concerned with the distribution p(α|α), not uncertainty evaluation. In fact, we can argue [10, 15, 16] that this is how the GUM and GUMS1 are most easily interpreted, rather than approaches to implementing Bayesian inference. The GUM, especially, was written before Bayesian inference approaches were being considered seriously in metrology and before computational tools such as MCMC were being used for Bayesian inference. Neither the GUM nor GUMS1 make significant or explicit use of prior distributions although any Bayesian approach to evaluating measurement data necessarily has to involve the assignment of a prior distribution. However, the GUM and GUMS1 approaches have been used extensively and effectively for many years and the reason for their effectiveness relates to the fact that in most situations the distribution p(α|α) is a good approximation to the desired posterior distribution so that inferences made on this basis will be reliable.
More strongly, assuming an uninformative prior p (α) ∝ 1, then (a) if the response function η = φ (α, β) is linear then the LPU approach gives the correct mean and variance of the posterior distribution p(α|ζ), and (b) if the response function is of the form φ (α, β) = k 1 α + κ 2 (β), then the MCM approach gives a sample from the posterior distribution p(α|ζ). If the response function is reasonably constant of the region of interest, then the combined MCM/MCMC approach using the MCM samples as proposals in a Metropolis-Hastings independence chain is proving to be very effective.
