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ABSTRACT 
Let T : H(C) + H(C), T(Cr=, cnz”) = Cr=“=, a,+lc,+lz” be a weighted shift operator on the 
space of entire functions. Suppose that IanI -+ m monotonically, a particular such operator being 
the differentiation operator Df = f ‘. It is known that T possesses hypercyclic functions, that is, 
functions f for which { T”f : n E N(O) is dense in H(C). In this paper a sharp result on the permis- 
sible rates of growth of T-hypercyclic entire functions is obtained, and it is shown that for every 
permissible growth rate there is a dense subspace of T-hypercyclic functions satisfying this growth 
condition. These results generalise earlier results by the author and by Armitage on the differ- 
entiation operator. 
1. INTRODUCTION 
In 1952, G. R. MacLane [18] obtained a result that has become a cornerstone of 
the theory of hypercyclic operators. He showed that there exists an entire 
functionf such that for every entire function g there is a sequence (nk) of non- 
negative integers with 
j+)(z) + g(z) locally uniformly in C; 
in other words, there exists an elementf in the space H(C) of entire functions 
for which the set 
{f’“’ : n E NJO} 
of all derivatives off is dense in H(C) under its natural topology of local uni- 
form convergence. 
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We recall that a continuous linear operator T : X + X on a topological vec- 
tor space X is called hypercyclic if there is a vector x E X whose orbit 
{T”x : n E No} 
under T is dense in X. The vector x is then called T-hypercyclic. We refer to [14] 
for a comprehensive survey on the theory of hypercyclicity. In this framework, 
MacLane’s theorem simply says that the operator of differentiation 
D : H(C) --f H(C), f-f’ 
is hypercyclic. 
In fact, MacLane not only showed that Dhypercyclic entire functions exist, 
he even proved that such a function can be of exponential type 1. Later, Duyos- 
Ruiz [ll] noted that no D-hypercyclic function can be of exponential type less 
than 1. Motivated by a question of Herzog 1171 we obtained in [13] the following 
sharp result. Given any function cp : IF!+ + t’R+ with p(r) -+ CO as r + CO there 
exists a D-hypercyclic entire functionf with 
(1) If(z)1 = O(p(r)$ as Izl = r + 9 
while there can be no D-hypercyclic entire functionf with 
This was also obtained independently by Shkarin [19]. We interpret the result as 
saying that 
is the critical rate of growth for D-hypercyclicity. 
In addition, it was shown in [13] that the set of D-hypercyclic entire functions 
that satisfy the growth condition (1) is dense in H(C), which was recently im- 
proved by Armitage [3, Theorem 2.11 who showed that there exists a dense lin- 
ear subspace L of H(C) so that each non-zero function in L is D-hypercyclic (L 
is then called a dense hypercyclic vector manifold for D) and satisfies the 
growth condition (1). 
The corresponding results in the space of harmonic functions on IF? are due 
to Aldred and Armitage [l], [3], see also [2]. The situation should be compared 
with Duyos-Ruiz’ finding [lo] that the operator of translation T on H(C) given 
by Tf(z) =f(z + 1) possesses hypercyclic functions of arbitrarily slow trans- 
cendental growth, see also [9, Theorem 2.1 and Corollary]. 
As for the operator D, neither of the proofs in [13] and [19] indicates ‘why’ the 
function e”/& is the critical rate of growth. In this paper we shall determine 
the critical rate of growth for a class of operators containing D, which, in par- 
ticular, will clarify the connection of the function er/JF with the differentiation 
operator, see Example (1) at the end of the paper. 
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To specify this class of operators we note that in terms of Taylor series we 
have 
D(;o cnz”) = n-o (n + l)Cn+lZ". 
Thus, D acts as a weighted shift operator on the sequence (cn) of Taylor coeffi- 
cients. In general, a continuous linear operator T : H(C) ---+ H(C) is called a 
weighted (backward) shift operator if there is a sequence (a,),EN of non-zero 
complex numbers such that 
(2) T( SO c,z”) = zO an+rc,+iz”. 
The sequence (a.,) is called the weight sequence. It is not difficult to see that an 
operator T given by (2) is well-defined and continuous if and only if 
su~,,~ l4P < co. Recently we have obtained the following characterisation. 
Theorem A ([15]). A weightedshift operator on the space H(C) of entirefunctions 
is hypercyclic ifand only ifthe weight sequence (a,),E N satis$es 
This result contains MacLane’s theorem as a special case because, as we have 
seen above, the differentiation operator D is a weighted shift with weights 
a,, = n for n E N. This raises the following questions. Given a hypercyclic 
weighted shift Ton H(C), 
_ what are the permissible rates of growth of T-hypercyclic entire functions? 
- does T have a dense hypercyclic vector manifold of functions satisfying a 
given permissible growth condition? 
_ does a critical rate of growth exist for T? 
- what is the critical rate of growth if it exists? 
In this paper we are able to answer these questions under certain assumptions 
on the weights (a,). In particular, we obtain a complete solution if IanI + CO 
monotonically, thereby generalising the results by the author [13] and by Ar- 
mitage [3] on the differentiation operator D. 
We note that the questions above may be asked for any hypercyclic operator 
Ton H(C). 
2. EXISTENCE OF HYPERCYCLIC VECTORS 
The situation we are facing is the following. We have a continuous linear op- 
erator T : H(C) + H(C), and we are asking if T has hypercyclic functions f 
that satisfy a certain growth condition. If X denotes a corresponding subspace 
of H(C) of functions obeying this growth condition the natural approach 
would be to look for hypercyclic functions for the operator TI, : X + X. 
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However, this operator will in general not be defined because we cannot expect 
X to be T-invariant. This forces us tb consider the sequence of operators 
T,, : X --* H(C), T, = T”j, 
instead. Then a function f is T-hypercyclic and belongs to X if and only if 
{ Tnf : n E &,} is dense in H(C). Thus we need to study the wider notion of hy- 
percyclicity that allows arbitrary sequences of operators in place of iterates of 
one operator. 
In general, let T, : X ---) Y, n E No, be continuous linear operators between 
topological vector spaces X and Y. Throughout this section we shall assume 
that X and Y are metrisable. The sequence (T&e N0 is called hypercyciic (or 
universal) if there exists an element x in X for which the set 
{Tnx : n E No} 
is dense in Y, cf. [14]. The element x is then called (T,)-hypercyclic (or (Tn)- 
universal). 
The following gives a useful sufficient condition for the existence of hy- 
percyclic vectors. In the case of iterates T, = T” of a single operator T it is 
known as the Hypercyclicity Criterion, see [6], [14, Section 2a]. 
Theorem B ([14, Theorem 2 and Remark 21). Let X be complete and Y be sep- 
arable. Suppose that there are dense subsets X0 of X and YO of Y, an increasing 
sequence (nk) of positive integers and mappings S,, : Yo --+ X such that, as 
k + 00, 
(i) TEkx -+ 0 for all x E X0, 
(ii) S,,y + 0 for ally E Yo, 
(iii) T,,S,, y ---) y for ally E Yo. 
Then (Tn) is hypercyclic, and there exists a dense Gb-, hence residual, subset of 
(T,)-hypercyciic vectors in X. 
We shall say that under the conditions of this theorem the sequence (Tn) sa- 
tisfies the Hypercyclicity Criterion, which is in agreement with the correspond- 
ing concept for single operators T. For generalisations of the theorem we refer 
to [14, Section lc]; under additional assumptions on the T,, a very interesting 
characterisation of sequences (T,) satisfying the Hypercyclicity Criterion was 
recently given by B&s and Peris [6, Remark 2.61. 
Now, it is a well-known result of Herrero [16] and Bourdon [8] in the complex 
case and of Bls [5] in the real case that a hypercyclic operator T on a locally 
convex space always possesses a dense hypercyclic vector man@ld, that is, a 
dense subspace L so that each non-zero vector in L is hypercyclic. The corre- 
sponding question for sequences (T,) of operators was only recently studied for 
the first time: Armitage [3] considers specific differentiation operators, while 
Bernal [4] studies the general problem. Note, however, that the Herrero-Bour- 
don-B& theorem will not generalise unrestrictedly to hypercyclic sequences of 
operators because there exists a sequence of linear operators on C2 for which 
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the set of hypercyclic vectors is a one-dimensional ine (without the origin), see 
[12, Remark (iii) to Theorem 1.21. In the positive direction, Bernal obtained the 
following, see [4, Theorem 2 and p. 32831. 
Theorem C (Bernal). Let X and Y be separable. Suppose that there is an in- 
creasing sequence (nk) of positive integers such that for each subsequence (n;) of 
(nk) the sequence (T,;) is hypercyclic and, indeed, has a dense set of hypercyclic 
vectors. Then there exists a dense hypercyclic vector manifoldfor ( Tn). 
Clearly, if (T,) satisfies the Hypercyclicity Criterion then so does every sub- 
sequence (T,;) of (T,,,), where (nk) is the sequence appearing in the Criterion. 
Hence, the previous theorems immediately imply the following. 
Corollary. Let X be complete and separable and Y be separable. If the sequence 
(T,) satisJies the Hypercyclicity Criterion then there exists a dense hypercyclic 
vector manifoldfor (T,). 
We note that the Corollary gives a new proof of the main result of Armitage [3, 
Theorem 0.11 concerning the existence of a dense hypercyclic vector manifolds 
in the harmonic analogue of MacLane’s result with growth conditions. This 
follows directly from Theorem 1 of Aldred and Armitage [l] and its proof which 
shows that the sequence of differentiation operators considered there satisfies 
the Hypercyclicity Criterion. In addition, Bernal’s Theorem C allows us to give 
a positive answer to a question of Armitage. 
Remark. We consider harmonic functions on RN, where N 2 2. For a multi- 
index o = ((~1, . ...oN) E NN let D” be the partial differential operator 
Da = alal/dxy’...6’x;;N, where IoJ = (~1 + . . . + oN. Then Aldred and Armitage 
[2, Theorem 31 have shown that for any sequence (T,,) of partial differential 
operators of the form Da there exist CT,)-hypercyclic harmonic functions, and 
the set of these hypercyclic functions is dense in the space X([WN) of harmonic 
functions on RN under its canonical topology. In [3,2.2] Armitage asks if every 
sequence (T,) has a dense hypercyclic vector manifold in IFI([WN). The positive 
answer follows immediately with Theorem C because by the result of Aldred 
and Armitage the hypotheses of this theorem are obviously satisfied. 
3. PERMISSIBLE RATES OF GROWTH 
After these preliminaries we begin our study of weighted shift operators 
T : H(C) --+ H(@) with weight sequences (an),EN. We shall here assume that 
which implies that T is hypercyclic. In fact, by [15, Corollary 1 to Theorem 81 
this condition characterises when T is chaotic, that is, when it is hypercyclic 
and has a dense set of periodic points. In that case, taking n”,=, a” = 1 as 
usual, 
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is an entire function, and as such it has associated to it the maximum term p(r) 
which is defined as 
cf. [7]. We shall write h = pa to make the dependence on the sequence 
I( = (all)nEN explicit. 
Theorem 1. Let T be a weighted shift operator on H(C) whose weight sequence 
satis$es 
lim fi a”’ = 00. 
I I n-+cc “=I 
Let cp : Iw+ -+ [w+ be a function with cp(r) + CC as r + 00. Then there exists a 
T-hypercyclic entire function f with 
If( = %49&9) as I4 = r + 00. 
Indeed, T has a dense hypercyclic vector mantfold of functions satisfying this 
growth condition. 
Proof. Let cp : lR+ + IF!+ be a function with cp(r) + cc as r -+ 00, where we can 
assume that inf,,e cp(r) > 0. 
Following the programme outlined at the beginning of Section 1 we shall in- 
troduce a subspace X of H(C) whose elements satisfy the desired growth con- 
dition and then define the linear operators T, i X -+ H(C), n E No, by 
T,, = T”j,. 
Now, in order to be able to verify the Hypercyclicity Criterion for ( Tn) it is ne- 
cessary that X takes on a more complicated form than one would at first ex- 
pect. Specifically let X be the space of all entire functions f (z) = c,E 0 ctz’ with 
I I E CjZ' 
pa(f) := supsup i=n 
r>~ lz~=r cpb4r~ 
< 00 
for all n E No and 
pn(f)+O as n-+03, 
which we endow with the norm 1) f (1 := sup,,,,pn(f). Then X is a Banach space 
in which the monomials zj (_j E N(O) form a basis. Also, X is continuously em- 
bedded in H(C), which implies that the operators T, : X -+ H(C) are con- 
tinuous. 
For everyf E X we obtain 
{ T,f : n E M-J} = { T”f : n E No} 
and 
If( = %+)cL=(r)) as Irl = r -+ 00. 
Moreover, since X contains all polynomials and is continuously embedded in 
H(C) we see that every dense subspace of X is also a dense subspace of H(C). 
These three facts together with the Corollary to Theorem C imply that the 
theorem will be proved as soon as we have shown that the sequence (7’“) sat- 
isfies the Hypercyclicity Criterion. 
In order to see this we first note that forf E X withf(z) = cp o CjZ’ we have 
(4) Tnf(Z) = T”f(Z) = 5 ( fi aj+v)Cj+nZj. 
j=O v=l 
Now let X0 = Ye be the set of polynomials and define S,, : YO -+ X (n E No) by 
&f(z) = 5 cj 
j=O fJ aj+v 
zj+” 
iff(z) = ~j?zo cjzj. We then have that Tnf + 0 for f E X0 and T&f = f for 
allf E Yo. 
We finally show that also S,, f + 0 for f E Yo, for which we only need that 
zj+n 
s,zj = n -*O inX 
VI, aj+y 
for every j E No, as n + 00. By the definition of X and its norm this is equiva- 
lent to 
(5) 
In order to show that (5) holds let E > 0 and choose R > 0 such that p(r) > b for 
r > R. For everyj E No we have 
(6) 
as n + 00 since c,?=. (n’,= 1 a,)%j is an entire function. On the other hand, 
by the definition of ,~~(r) we have for everyj E NO 
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Thus, (6) and (7) imply (5). Altogether we have shown that (T,J satisfies the 
Hypercyclicity Criterion, which completes the proof. q 
4. THE CRITICAL RATE OF GROWTH 
We now ask if the rate of growth pp that we found in Theorem 1 is the critical 
rate of growth. This is indeed the case under an additional assumption on the 
weight sequence, We shall say that a sequence (u,JnE N of complex numbers 
satisfies the weak monotonicity condition if there is an increasing sequence (nk) 
of positive integers with supk(nk+ 1- nk) < oo such that the geometric mean of 
l%l, l%+1I,. . .7 l%l is not greater than the geometric mean of Ia,, +r I, 
l&z,+2l,~ * a, lull for any m < nk < 1. Clearly every sequence (a,) for which (lu,l) 
is non-decreasing satisfies this condition with nk = k. With this we obtain the 
following result. Recall the definition of pa given in (3). 
Theorem 2. Let T be a weighted shift operator on H(C) whose weight sequence 
satisfies 
lim fi a, ’ = 0~). 
I I n-m f/=1 
IJ: in addition, (a,), E N sutis$es the weak monotonicity condition then there is no 
T-hypercyclic entire function f with 
If(z)1 = O(p&)) as 14 = r --+ 03. 
Hence, pa(r) is the critical rate of growth for T. 
Proof. Let (a,), E N satisfy the weak monotonicity condition. By the definition 
of the geometric mean this says that there is an increasing sequence (nk) of 
positive integers with supk(nk+ 1- nk) < oc such that 
for any m 5 nk and 12 nk + 1. Hence we can find numbers rk > 0 separating 
the two sides of the inequality so that we have 
(8) I I 5 U, < rik-“‘+’ and riWnk 5 1 fI uv) v=??Z v=,,k+l 
for all m < nk and 1 > nk + 1. These inequalities imply that 
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for every n E No, where for n < rzk we have used the left inequality in (S), and for 
n > nk we have used the right inequality. Hence we have for all k 
(9) 
Let us now assume that T has a hypercyclic entire functionf(z) = cjE0 cjz’ 
with 
(10) r(z)! 5 Mpa(r) for IzJ = r > 0. 
Let N = max&+r - r&), which exists by assumption, and consider the poly- 
nomial 
By hypercyclicity off there exists a sequence (r&) with Tmkf + g in H(C). 
Since convergence in H(C) implies the convergence of the respective Taylor 
coefficients we see that 
(11) 
(T”kf)(j)(O) 2M 
--+----- forO<j<N-1. 
j! 
fr a, 
r/=1 
Since nk+ 1 - nk 5 N for all k there exists some j, 0 5 j 2 N - 1, such that in- 
finitely many Mk are of the form nlk -j for certain lk. Without loss of generality 
we may assume that this is true for all mk. With this number j we have, using 
Cauchy’s inequalities with r = rlk, (4), (9) and (lo), 
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for all k, which is a contradiction to (11). This completes the proof of the main 
claim. The second assertion in the theorem follows with Theorem 1. q 
We spell out our results for an important special case. 
Corollary. Let T be a weighted shift operator on H(C) whose weight sequence 
satisfies 
IanI -+ 00 monotonically. 
Forr~~a~~letN(r)=max{n~N:~a~~~r}andset 
p(r) = $. 
I I 
n a, 
v=l 
Then the fot’lowing assertions hold: 
(i) For any function cp : R+ + Iw+ with q(r) + oo as r + 00, T has a dense 
hypercyclic vector mantfold offunctions satisfying 
If (z)l = Wcp(rMr)) as I4 = r -+ 00. 
(ii) There is no T-hypercyclic entire function that satisfies 
r(z)/ = O@(r)) as IzI = r + co. 
In particular, p(r) is the critical rate of growth for T. 
Proof. Note that lim, + M I J-J”,= 1 a,[ ‘ln = co and that (a,) satisfies the weak 
monotonicity condition. Moreover we have for r 2 Iat I by the definition of N(r) 
so that the corollary now follows from Theorems 1 and 2. 0 
Examples. (1) In particular we can recover our earlier result on the critical rate 
of growth for the operator D of differentiation. Since D is the weighted shift 
with weight sequence (n), E N we obtain that the critical rate of growth for D is 
(by Theorem 2) the maximum term p(r) of the function 
nEo fzn = ez, 
that is (by the Corollary) 
43 :E, 
where [r] is the integer part of r. After an application of Stirling’s formula we 
see that 
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in the sense that 0 < S 5 p(r)fi/e I it4 for all r. This shows that e’/Ji; is in- 
deed the critical rate of growth for the differentiation operator. 
(2) To give an example of a positive non-monotonic weight sequence, con- 
sider (u,JnEN with Q2k_ 1 = 1 and a~ = k for k E N. Then the assumptions of 
Theorem 2 are satisfied (with nk = 2k - 1 in the weak monotonicity condition), 
and the critical rate of growth turns out to be 
,Vl+ 1 
144 = ma+--j$ me 
r2 
. 
REFERENCES 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
Aldred, M.P. and D.H. Armitage - Harmonic analogues of G. R. MacLane’s universal func- 
tions. J. London Math. Sot. (2) 57,148-156 (1998). 
Aldred, M.P. and D.H. Armitage - Harmonic analogues of G. R. MacLane’s universal func- 
tions. II. J. Math. Anal. Appl. 220,382-395 (1998). 
Armitage, D.H. - Dense vector spaces of universal harmonic functions, in: ‘Advances in mul- 
tivariate approximation’ (Proc. Conf., Witten-Bommerholz, 1998), 33-42, Wiley-VCH, 
Berlin (1999). 
Bernal-Gonzalez, L. - Densely hereditarily hypercyclic sequences and large hypercyclic mani- 
folds. Proc. Amer. Math. Sot. 127,3279-3285 (1999). 
Bbs, J.P. - Invariant manifolds of hypercyclic vectors for the real scalar case. Proc. Amer. Math. 
Sot. 127,1801-1804 (1999). 
BBS, J.P. and A. Peris - Hereditarily hypercyclic operators. J. Funct. Anal. 167,94-l 12 (1999). 
Boas, R.P. ~ Entire functions. Academic Press, New York (1954). 
Bourdon, P.S. - Invariant manifolds of hypercyclic vectors. Proc. Amer. Math. Sot. 118, 
845-847 (1993). 
Chan, K.C. and J.H. Shapiro - The cyclic behavior of translation operators on Hilbert spaces 
of entire functions. Indiana Univ. Math. J. 40,1421-1449 (1991). 
Duyos-Ruiz, S.M. -On the existence ofuniversal functions. Soviet Math. Dokl. 27,9-13 (1983). 
Duyos-Ruiz, S.M. - Universal functions and the structure of the space of entire functions. So- 
viet Math. Dokl. 30,713-716 (1984). 
Godefroy, G. and J.H. Shapiro - Operators with dense, invariant, cyclic vector manifolds. 
J. Funct. Anal. 98, 229-269 (1991). 
Grosse-Erdmann, K.-G. - On the universal functions of G. R. MacLane. Complex Variables 
Theory Appl. 15, 193-196 (1990). 
Grosse-Erdmann, K.-G. - Universal families and hypercyclic operators. Bull. Amer. Math. 
Sot. (N.S.) 36,345-381 (1999). 
Grosse-Erdmann, K.-G. - Hypercyclic and chaotic weighted shifts. Studia Math. 139, 47-68 
(2000). 
Herrero, D.A. - Limits of hypercyclic and supercyclic operators. J. Funct. Anal. 99, 1799190 
(1991). 
Herzog, G. - Universelle Funktionen. Diplomarbeit. Universitlt Karlsruhe, Karlsruhe (1988). 
MacLane, G.R. - Sequences of derivatives and normal families. J. Analyse Math. 2, 72-87 
(1952153). 
Shkarin, S.A. - On the growth of Duniversal functions. Moscow Univ. Math. Bull. 48, no. 6, 
49951 (1993). 
(Received January 2000) 
571 
