A fully instrumented slice of the ATLAS central detector was exposed to test beams from the SPS (Super Proton Synchrotron) at CERN in 2004. In this paper, the response of the central calorimeters to pions with energies in the range between 3 and 9 GeV is presented. The linearity and the resolution of the combined calorimetry (electromagnetic and hadronic calorimeters) was measured and compared to the prediction of a detector simulation program using the toolkit Geant 4.
Introduction
In 2004 a Combined Test Beam (CTB) program was carried out in the H8 beam line at CERN. A slice of the ATLAS detector composed of the final versions of all central sub-detectors was exposed to the SPS (Super Proton Synchrotron) beam. The layout of the sub-detectors was designed to be as close as possible to the ATLAS layout. The Data Acquisition (DAQ) system [1] was also similar to the one being used in ATLAS.
The calorimeters in ATLAS will be used to measure the energy of jets over a wide energy range from 20 GeV to more than 1 TeV. A large part of the 2004 CTB program was dedicated to low-energy data-taking. This program was particularly important from the point of view of calorimetry since a large fraction of jet energy is carried by particles of few GeV. For example, in a 150 GeV jet, particles with energy smaller than 10 GeV carry about 25% of the total energy [2] .
In this paper, the measurement of the response of the central electromagnetic (LAr) and hadronic (TileCal) calorimeters to Very Low-Energy (VLE) pion beams is presented. The response was studied for nominal beam energies of 3 E nom 9 GeV and for various incident angles corresponding to pseudo-rapidities of given to the selection of a clean pion sample and to correcting for any remaining contamination. No corrections for dead material, containment and non-compensation effects were applied in the energy determination. The measured pion response was then compared to the predictions of a Monte Carlo (MC) simulation program [3, 4] . The agreement between the data and the simulation is discussed.
The experimental setup

The beam line
In the SPS H8 line, the very low-energy pion beam is produced by an 80 GeV secondary pion beam impinging on a 1 m-long polyethylene target [5] . The target is a cylinder with a diameter of 4 cm and is placed about 45 m upstream of the detectors (see Fig. 1 ). An absorber (beam dump) is placed after the target to stop secondary particles with a small deflection angle. Fig. 1 shows the instrumentation of the beam line upstream of the detectors. There are four dipole magnets (B1; B2; B3 and B4) that perform the momentum and charge selection of VLE particles. Negative pions were selected for the data samples discussed in this paper. A threshold Cherenkov counter C [6] between B3 and B4 allows the separation of electrons from pions and muons. The transverse beam profile is monitored by five wire chambers [7] (BC-2 to BC2). Two scintillators S2 and S3, with an active surface of 5 Â 5 cm 2 [8] were used in coincidence to trigger the data acquisition and to provide the trigger timing.
The VLE beam is expected to have the following composition:
pions with a momentum between 3 and 9 GeV (selected by setting the currents of the magnets B12B4), electrons with the same momentum as pions, high-energy muons which did not stop in the absorber (halo muons). These muons are not expected to be synchronous with the trigger of the data acquisition. low-energy muons coming from meson decays. Their momentum is less than or equal to the momentum of the initial mesons.
In this paper a right-handed coordinate system with the x-axis along the beam line and y-axis pointing up is used. The silicon pixel detector, the SemiConductor Tracker (SCT) and the Transition Radiation Tracker (TRT), the three subsystems of the ATLAS inner detector [9] , were present in the beam line. Only the TRT informations has been used in this analysis. Two barrel modules of the TRT were placed in front of the calorimeters (see Fig. 2 ). These modules are composed of layers of straws filled with an active gas 2 (each straw acting as a drift chamber), surrounded by a radiator. The readout electronics is designed to provide two types of digital signals, depending on the amplitude of the analog signal from the straws:
The detector
a Low-Threshold (LT) signal for tracking hits (a track is defined by 25 LT hits), a High-Threshold (HT) signal for energetic photons produced by transition radiation from electrons [9] .
A particle passing through the TRT can be identified as an electron or a pion, depending on the number of HT hits recorded along its track. In the study presented in this paper, the TRT information The hadronic calorimetry was composed of three modules of the scintillating tiles calorimeter (TileCal) [11] . The TileCal modules were placed about 30 cm behind the LAr calorimeter. 3 The total coverage of these three TileCal modules was À1oZo1 and À3p=64ofo3p=64 rad. Each TileCal module has three longitudinal layers, whose Z-f granularity is described in Ref. [11] . LAr and TileCal were both supported by a mobile table. This table was oriented in such a way that the incoming particles in the calorimeters were projective in pseudo-rapidity, as in the ATLAS experiment.
Various sections of the ATLAS muon spectrometer [12] were also present in the 2004 CTB setup. This sub-detector has not been used for the analysis presented in this paper.
Event selection
A critical issue in the very low-energy pion analysis is the purity of the pion sample. The pion selection cuts applied consequentially will be described in this section.
Only events in which a single particle reaches the calorimeters are selected (cut 1). This selection is obtained by requiring exactly one reconstructed TRT track with more than 30 LT hits (see Section 2) .
To select particles with a well-defined trajectory through the beam line, a hit in at least one of the two planes of each BC is required (cut 2). In particular the presence of a hit in BC-2 ensures that one incident particle has passed through the VLE line. In this way we reduce the contamination from the high-energy halo muons passing through the beam dump (see Fig. 1 ).
When a very low-energy particle triggers the data acquisition system, a high-energy muon from the halo may arrive close enough in time to be registered together with the low-energy particle. The signal produced in TileCal by halo muons is, in general, not synchronous with the trigger. This feature can be exploited to reject some of the high-energy halo muons. The time difference Dt between the time of the reconstructed signal shape in each cell of TileCal (t pulse ) [13] and the trigger time (t trigger ) was computed. 3 In ATLAS this distance is 25 cm.
Further reduction of the halo muon contamination was obtained by exploiting the fact that muons penetrate farther into material than pions. Low-energy pions are not expected to deposit a large fraction of their energy in the last longitudinal layer of TileCal (TileCal3). High-energy muons, on the other hand, will reach TileCal3 and produce a signal. Fig. 5 shows the energy released in TileCal3 for a pure 20 GeV muon sample and for a 7 GeV pion sample contaminated by halo muons. The peak around zero corresponds to the pedestal and is due to VLE pions that do not reach TileCal3. The peak around 500 MeV corresponds to the typical energy deposit from high-energy muons. Requiring a small energy deposition E TileCal3 in TileCal3 5 reduces the contamination from high-energy muons. The selection E TileCal3 o160 MeV (vertical line in Fig. 5 ) has been applied to select low-energy pions (cut 4). This cut may introduce a small bias in the pion energy reconstruction because it rejects pions interacting late in the calorimeters. A Monte Carlo simulation shows that the fraction of pions which are rejected by cut 4 is less than 10%. This leads to a maximum decrease of 5% of the mean energy of the reconstructed pions. This cut was also applied to the simulated data.
Electrons were rejected making use of the signal (C) measured in the Cherenkov counter and the number of HT hits (nTR_hits) produced in TRT. The Cherenkov pressure [6] was set such that the pions and muons at 9 GeV were below threshold and electrons above. Electrons are expected to produce an average of 6.1 TRT HT hits per track at 3 GeV and 6.5 hits at 9 GeV, while pions (and muons) will produce an average of 1.1 hits per track in the energy range 3-9 GeV [14] . 500 600 700 800 900 1000 1100 1200 1300 1400 Fig. 7 . Distributions of the Cherenkov signal C for Sample 1 (pions and electrons) and Sample 2 (only electrons) in the case of a 9 GeV beam. The Cherenkov cuts C ¼ 600 ADC (pion selection cut) and C ¼ 800 ADC (electron selection cut) are indicated by the dashed lines. The dark region corresponds to the extrapolated electron contamination in the pion sample. 5 The energy in TileCal3 is computed by summing the energy in the cells of the last TileCal sample in the pseudo-rapidity region Z beam À 0:3oZ cell oZ beam þ 0:3.
populated by electrons (high C and nTR_hits values) and the other by pions and muons (small C and nTR_hits values). Electrons are rejected applying the cuts Co600 ADC channels (cut 5) and nTR_hitso3 (cut 6). The number of events passing the selection criteria are reported in Table 1 for pions at Z beam ¼ 0:35 and nominal energies E nom of 3, 5, 7 and 9 GeV. All other runs show similar cut efficiencies, demonstrating a satisfactory stability of the beam conditions and of the detector operations during the data taking.
The number of events in pion samples (N p ) is about 100 at 3 GeV and increases up to about 2000 at 9 GeV.
Pion sample contamination
Electron contamination
The residual electron contamination in the pion sample was estimated. Two samples of particles were considered.
Sample 1: cuts 1-5 are applied (cut 6 on the Cherenkov counter is not applied). This sample corresponds to pions with significant electron contamination.
Sample 2: cuts 1-4 are applied together with the condition nTR_hits ! 8. This sample corresponds to a pure electron sample (pions do not give such a high number of HT hits per track). Fig. 7 shows the distributions of the signal C in the Cherenkov counter for Samples 1 and 2 (E nom ¼ 9 GeV). The two distributions are normalized in the region C4800 ADC where only electrons give a signal. The shapes are in good agreement in this region. The electron contamination corresponds to the normalized number of events of Sample 2 lying in the region Co600 ADC. The fractional contamination f e can be obtained using the formula
where N Sample1 and N Sample2 are the number of events for each sample in the region specified in the square brackets. The values of f e obtained for different nominal beam energies and pseudo-rapidities are reported in Table 2 . The uncertainties in f e are given by the quadratic sum of the statistical and the systematic errors. The systematic uncertainty was studied by varying the cuts used in Eq. (1) to normalize Samples 1 and 2 (from C ¼ 700 to 900 ADC), and varying the TRT cut used to select Sample 2 (nTRT_hits from 7 to 9). Systematic uncertainty is defined as half of the maximum difference between the values of f e .
Decay muon contamination
A significant fraction of low-energy pions are expected to decay before reaching the calorimeters, producing low-energy muons. Two types of low-energy muons were distinguished:
1. Muons from pion decay in the tertiary beam prior to the momentum selection. These muons have an energy equal to the beam energy E beam . 2. Muons from pion decay after the momentum selection. These muons are produced with an energy uniformly distributed between E max ¼ E beam and E min % 0:6 Â E beam . 6 The residual muon contamination in the pion sample was estimated by computing the fraction of muons (of types 1 and 2) that trigger the DAQ system and then computing how many of them pass all the analysis selection cuts. The fraction of muons that trigger the DAQ was estimated in two different ways. First, it was determined in analysis of a previous test beam [15] at 3, 5 and 9 GeV (method 1). The beam geometry and composition were similar to the one discussed here, while the experimental layout was a rather simplified version of the one used for this analysis. Second, an independent computation using a beam transport program was used (method 2). The results of these two estimates are shown in Fig. 8 . They show good agreement at 5 and 9 GeV but not at 3 GeV. At all beam energies the muon contamination was estimated to be the average of the two estimates and the uncertainty was taken to be half of the difference between the two estimates.
A Monte Carlo simulation was used to compute what fraction of muons passes all of the analysis cuts (f decay m ). The fraction is negligible (lower than 1%) for all energies above 3 GeV. Table 2 shows the average fraction of contaminating muons. The quantity f decay m increases with the pseudo-rapidity as the depth of the calorimeters increases and is negligible (lower than 1%) for Z beam o0:35.
Halo muon contamination
Halo muons from the secondary beam line are not stopped by the beam dump (see Fig. 1 ) and have a wide energy spectrum (up to the secondary beam energy). In this analysis they are rejected by cuts 3 and 4 (see Table 1 ). The efficiency of these cuts has been measured using reference samples of 20 GeV muons. 7 As shown in 
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The decay muon contamination is negligible at energies higher than 3 GeV. At 3 GeV it is negligible for Z beam o0:35 (see the text). 6 The energy distribution of the muons reaching the calorimeters is not uniform and depends on the trigger acceptance (size of trigger scintillation counters). 7 Data with 20 GeV muons were recorded during the high-energy data-taking of the 2004 CTB. fraction of halo muons that enters the pion sample is 1% at 3 GeV and 0.2% at 9 GeV (at 95% confidence level). On the basis of this result, high-energy muon contamination in the pion samples has been neglected.
Reconstruction of the pion energy in the calorimeters
The energy scale in calorimeters
The cell energy E cell in LAr was reconstructed by the optimal filtering coefficients method [16] . The LAr electromagnetic energy scale was determined comparing the measured and simulated energy response of 180 GeV electrons [17] .
In TileCal, the fit filter method [13] was used to determine the cell energy. The electromagnetic scale of the reconstructed cell energy was obtained using electron beams incident at the center of each cell with an angle of 201 [13] .
The shower energy in the calorimeter was obtained as
The quantities E raw ðLArÞ and E raw ðTileCalÞ are, respectively, the sum of the energy deposited in the front, middle and back samples of LAr, and the sum of the energy deposited in the first and second samples of TileCal. Since the pions have not yet developed a shower, the signal in the LAr pre-sampler is dominated by noise and this layer was not considered in the calculation of E raw . The energy measured in each of the two calorimeters is defined as the sum of the energy deposited in all calorimeters cells energy having a pseudo-rapidity coordinate Z beam À 0:15 Z cell Z beam þ 0:15. No corrections for dead material, containment and non-compensation effects were applied. In order to improve the energy resolution, only cells with an energy E cell larger than twice the standard deviation of the electronic noise s noise (in absolute value) were considered in the sum (2): . The typical number of cells considered in the computation of the energy in the calorimeters is % 40. The total expected standard deviation of the electronic noise is % 160 MeV. This value is negligible with respect to the energies reconstructed in the calorimeter (see Section 6.1) and has a negligible effect on the pion energy resolution.
The electronic noise
Residual pedestal uncertainty
Given the small energy deposit and the large number of cells that are considered in the computation of E raw (2), any deviation from zero of the pedestal signals has a significant effect on the total energy reconstructed in the calorimeters. For this reason, particular care was given to the study of pedestal levels of the calorimeters cells.
In the case of LAr, special runs were taken every 8 h during the data taking. For each cell and electronic gain setting, pedestals were recorded in each of the seven time windows in which the cell pulse is sampled. The mean pedestal in a cell was obtained as the average of the seven measurements. Corrections were also applied to take into account the drift due to changes of the temperature of the electronics front-end boards during the datataking. The typical size of these corrections on the reconstructed energies was about 10 MeV [16] .
In the case of TileCal the fit method applied to reconstruct the cell energy uses nine time samples with an event-by-event baseline subtraction and therefore corrects for any pedestal shifts.
The residual effect of a pedestal shift hE res i on the reconstructed energy was estimated for each run using the formula
where hE ped i is the residual pedestal value in the reconstruction volume, and N cell is the total number of the cells in this region. The quantity hn cell i is the average number of cells that satisfy the noise cut condition given by Eq. (3). The absolute value of the pedestal shift was found to be smaller than 2 MeV. This effect is negligible in comparison to the typical reconstructed pion energies (see Section 6.1).
Hot and dead LAr cell effects
Out of a total of about 2000 channels, 16 dead channels and four hot channels 8 were found in the LAr calorimeter. Dead and hot cells were not included in the computation of the total energy. 8 Hot cells were determined by studying the transversal shower profiles. They were identified as the ones with a signal larger than two times those of the neighboring cells.
the statistical uncertainty on the reconstructed energies (see Section 6.1).
Calorimeter response to pions
Determination of the pion response
The pion response has been measured for pion samples at various energies and pseudo-rapidities. Fig. 9 shows the energy deposit E raw distributions in the ATLAS calorimeter system when the pion beam impinged on the calorimeter at Z ¼ 0:35 and for pion of nominal energies E nom ¼ 3; 5; 7 and 9 GeV. The full points represent the experimental data.
The pion response E p and the resolution s p of the calorimeter measurement are defined by the following function: 
Function (5) has three free parameters, E p , s p and the normalization factor N, determined by fitting to the data. The quantity f e is the measured fraction of electrons in the pion samples (the numerical values are reported in Table 2 ). The parameters E e and s e are determined independently and they correspond to the mean and sigma values obtained by fitting a Gaussian to the distribution of E raw (Eq. (2)) for pure electron samples. Such electron samples were obtained applying the selection cuts 1-4 (see Table 1 ) and requiring C4800 ADC channels and nTR_hits48. 9 An example of the energy distribution for 1.8 GeV decay muons is given in Fig. 10(b) . The Gaussian fit is performed in a region AE2s around the mean value. The pion sample distributions of E raw are fitted by the function (5) in a region AE2s around the mean value. 10 The Maximum
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[GeV] (5) to the data. The solid curve represents the expected contribution of the electron contamination. At 3 GeV, the long-dashed curve shows the expected contribution from the decay muons. The histograms correspond to the prediction of the Monte Carlo simulation (see Section 7 for more details). 9 1.8 GeV is the most probable energy released by decay muons that do not reach the third sample of TileCal. 10 An iterative procedure has been applied in order to get stable values of Ep and sp.
Likelihood method was used in the fits because of the small statistics of the samples. The fit function (5) is superimposed on the data distributions of Fig. 9 . The results of the fit procedure for E p and s p are reported in Table 3 .
Three sources of systematic uncertainty were considered:
1. uncertainty on the electron (f e ) and decay muon (f decay m ) contaminations, 2. uncertainty on the LAr and TileCal energy scales, 3. non-uniformity in Z and f of the LAr and TileCal energy response.
The systematic error due to the uncertainty of the electron contamination f e is estimated by replacing f e with values AE1s from the central value (see Table 2 ), and repeating the fit of Eq. (5) to the data. DE p and Ds p are defined as half of the maximum difference of the fit results. The systematic effect on the reconstructed pion energy E p is about 1% at 3 GeV, 0.7% at 4 GeV, and smaller at larger energies. The systematic uncertainty on s p is 1% at 3 and 4 GeV, and smaller for energies larger than 4 GeV. The same procedure was applied to compute the systematic errors due to the uncertainty on the decay muon contamination (f decay m ). The relative systematic errors on E p and s p are 0.3% and 0.5%, respectively.
The uncertainty on the LAr energy scale, due mainly to uncertainty in the knowledge of the beam momentum, is 0.7% [17] . The estimated error on the TileCAl energy scale is 0.5% [13] .
The systematic error due to the non-uniformity of the LAr and TileCal response was studied using electrons and pions beams. The numerical values obtained are 0.4% in the case of LAr [16] and 2% in the case of TileCal [13] .
The errors on E p and s p are reported in Table 3 . The first error on E p corresponds to the statistical uncertainty combined in quadrature with the systematic errors (1). The second error is due to the uncertainty of the energy scales (2) . In this case the error values of the different data points are correlated. The LAr contribution dominates: it is equal to 7 MeV at 3 GeV and increases up to 25 MeV at 9 GeV. The third error comes from the uncertainty on the calorimeter uniformity response. The TileCal contribution dominates: it is equal to 7 MeV at 3 GeV and increases up to 45 MeV at 9 GeV. In the case of s p only the statistical uncertainty, which is much larger than all of the systematic effects, has been reported. Table 3 Measured energy response Ep and the resolution sp obtained fitting Eq. (5) to data (see text). The first error on Ep corresponds to the quadratic combination of the statistical error and the error due to the uncertainty on the contamination of electrons and muons (1) . The second error on Ep is the systematic uncertainty on the energy scale (2) definition in LAr and TileCal (see text) and the third one corresponds to the non-uniformity of the energy scale in Z and f. The errors on sp are dominated by the statistical ones.
Enom (GeV) Z beam Ep (GeV) DEp (1) (GeV) DEp (2) (GeV) DEp (3) (GeV) sp (GeV) 3
Determination of the beam energies
The measurement of the energy response ratio R Ep ¼ E p =E beam requires knowledge of the beam energy. The VLE beam momentum can be computed using the formula [5] :
where the quantity R B dl is the measured magnetic field integral of the bending magnet B4 and y is the beam deflection angle (see Fig. 1 ). The angle y is the average deflection angle computed for each event using the coordinate measurements of the beam impact point in the beam chambers BC-2, BC-1 and BC0 [5] . Systematic uncertainties on p VLE are due to incomplete knowledge of the beam line geometry and the magnetic field integral. The response of the LAr calorimeter to electrons at each beam energy has been used to compute a correction factor S. The beam energy becomes
In Eq. (7) the pion mass was neglected. The correction factor S was found to be 0:972 AE 0:008 for all of the nominal beam energies. The determination of S is strongly correlated to the LAr energy scale discussed in Section 5.1. Details can be found in Ref. [17] . Table 4 shows the measured values of E beam . The errors are due to the statistical uncertainty on p VLE and the systematic uncertainty on S. The intrinsic beam energy dispersion is equal to 3.5% [17] and is negligible with respect to the resolution of the calorimetric measurements.
Measurements of the energy response ratio and of the fractional resolution
The measurement of the energy response ratio R Ep , and of the fractional resolutions R sp ¼ s p =E p are reported in Tables 5 and 6 , The first error is due to the statistical uncertainty of the determination of p VLE . The second error is the systematic uncertainty on S (see the text). Table 5 Energy response ratio measurements for pions of different energy and Z beam . respectively. The values of R Ep are % 40% at 3 GeV and % 55% at 9 GeV. The first error in the energy response ratio, DR Ep (1), is equal to the quadratic sum of the error on E p (see Table 3 ) discussed in Section 6.1 and the error on p VLE (first error in Table  4 ). It varies between % 8% at 3 GeV and % 1% at 9 GeV. The second error, DR Ep (2), affects in the same way all the measurements of E p =E beam . It was obtained combining the uncertainties due to the calorimeter scale factors and S. The beam energy correction factor terms dominates. The third error, DR Ep (3), is due to the nonhomogeneity of the calorimeters response. Below 6 GeV the LAr and TileCal contributions are comparable. Above 6 GeV, TileCal contribution dominates.
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The values of R sp are % 60% at 3 GeV and % 40% at 9 GeV. The contribution of the electronic noise to the resolution is % 15% at 3 GeV and decreases to % 5% at 9 GeV (see Section 5.2). Since it is added in quadrature to the other sources its contribution to the resolution is negligible. The largest uncertainty in the resolution is the statistical error.
The quantities R Ep are shown in Fig. 11 (open circles) as a function of Z beam for different beam energies. They are also shown in Fig. 12 The distribution of the variable E raw obtained with simulated data is shown in Fig. 9 for beam energies 3, 5, 7 and 9 GeV, and simulation can be quantified using the quantities
The results are reported in Table 7 . Statistical and systematic uncertainties were combined in quadrature.
Conclusions
The characterization of the response of the ATLAS calorimeters to low-energy particles (below 10 GeV) is an important issue because low-energy particles carry a large fraction of the total energy of jets. Many strategies for establishing the jet energy scale in ATLAS rely on the Monte Carlo simulation of the calorimeters. Test beam data are very important to constrain, test and validate the simulation models.
A large amount of low-energy data was taken during the 2004 combined test beam. Pion and electron samples with energies between 3 and 9 GeV and an incident angle corresponding to pseudo-rapidities between 0.2 and 0.65 were recorded.
In this paper, a detailed analysis of the response in the electromagnetic and hadronic central calorimeters to low-energy pions is presented. Clean pion samples have been obtained after removing various sources of contamination (electrons and muons). The calorimeter response (reconstructed energy and energy resolution) was computed, taking into account the remaining contamination. All energies were reconstructed at the electromagnetic scale and without any correction for dead material and non-compensation of the calorimeters. Considering the statistical uncertainties and some sources of systematic errors (miscalibration of the beam energy, uncertainty on the contaminations), the ratio between the reconstructed pion energy and the beam energy has been determined with a precision varying from % 1% at 9 GeV to % 8% at 3 GeV. The error on the fractional resolution varies from % 14% at 3 GeV to % 3% at 9 GeV.
The measurements were compared to simulated results obtained using Geant 4. The simulation predicts a larger response and a lower energy resolution than what was measured. The relative difference response ratio between data and simulation depends on the beam energy and on Z beam , and ranges from % þ5% at 9 GeV to % þ15% at 3 GeV. The relative difference in fractional resolution depends also on Z beam and E beam , and ranges from % À5% at 9 GeV to % À15% at 3 GeV. The agreement seems to improve at higher E beam and to get worse at larger Z beam . The errors were obtained combining in quadrature the statistical and the systematic uncertainties as discussed in the text.
