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Abstract— The importance of ensuring user safety through-
out the training and evaluation process of brain-machine
interfaces is not to be neglected. In this study, a virtual
reality software system was built with the intention to create
a safe environment, where the performance of wheelchair
control interfaces could be tested and compared. We use this
to evaluate our eye tracking input methodology, a promising
solution for hands-free wheelchair navigation, because of the
abundance of control commands that it offers and its intuitive
nature. Natural eye movements have long been considered to
reflect cognitive processes and are highly correlated with user
intentions. Therefore, the sequence of gaze locations during
navigation is recorded and analyzed, in order to search and
unveil patterns in saccadic movements. Moreover, this study
compares different eye-based solutions that have previously
been implemented, and proposes a new, more natural approach.
The preliminary results on N = 6 healthy subjects indicate
that the proposed free-view solution leads to 18.4% faster
completion of the task (440 sec) benchmarked against a naive
free-view approach.
I. INTRODUCTION
When we want to process a specific stimulus of interest,
we tend to focus our attention by shifting our gaze onto
the corresponding sensory input. Therefore, eye movements
provide access to task-level action intentions of users and
eye-tracking technology constitutes a powerful, information-
rich alternative to other high-cost BMI approaches [1]. More-
over, the oculomotor system remains unharmed and is spared
from degradation (compared to the musculoskeletal system)
in many neurodegenerative (Parkinson’s, MS, ALS, Motor
neuron disease) and motor disorders (Muscular Dystrophy)
[2]. Eye-movements have long been used as a control input
for the computer mouse, but, as proposed by Abbott and
Faisal, estimating 3D gaze in the environment provides
a high bit rate, low latency signal directly relevant for
prosthetics and wheelchair control [1]. Additionally, gaze
based control can be achieved within just 30 seconds of
calibration and training, orders of magnitude faster than other
free-hand approaches which may take weeks or even months
to interface, calibrate and train [3].
According to Fehr et al. [4], 85% of clinicians reported
dealing with patients who could not use a conventional
power wheelchair due to lack of the prerequisite motor skills,
strength or visual acuity. The proposed approaches for free-
hand wheelchair navigation usually fall under three major
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categories: biosignal-based [5]–[7], voice-based [8], [9] and
vision-based [10], [11]. Sip-and-puff systems have also been
used along with other solutions for additional functionality
[12]. Eye tracking provides a wide range of control com-
mands, a fact that reinforces its superiority against other
invasive or non-invasive free-hand control methods.
Previous work proposed the use of electrooculography
(EOG) signals, which were used to calculate the linear
and angular speeds of the wheelchair [13]. Bartolein et
al. [12], in turn, tried to identify in a data-driven manner
correlations between humans’ gaze and locomotion using a
set of Hidden Markov Models (HMMs) on the EOG recorded
sequence. However, detecting intention from gaze direction
is challenging through this approach alone, due to the ‘Midas
touch’ problem, i.e. not every gaze should turn to goal. Lin
et al. [14] used pupil-tracking goggles with a CCD camera
and scored eye gaze targets within a rectangular area which
was divided in 9 rectangular zones (2A). Wästlund et al. [15]
superimposed on-screen buttons on a video scene feed of the
surroundings, and required the user to gaze at the buttons,
in order to activate controls of the chair (2B). To overcome
the ‘Midas touch’ problem, Arai et al. used a similar layout,
but required for a dwell time of 1s before taking action [16].
Nonetheless, in the last two approaches the interfaces applied
were screen-based, requiring the users to shift their attention
between their environment and the computer display.
A gaze based approach is required that takes advantage
of the abundant information lying in natural eye move-
ments during navigation without impacting on the natural
perceptual function of the eyes. Furthermore, the ability to
explore and evaluate different approaches without risking the
subject’s and by-standers’ safety is essential. Abbott et al.
managed to build an ultra low-cost eye-tracker, which shows
significant performance in 3D gaze estimation and paves the
way for a new approach in wheelchair navigation [1]. Our
study aims to use this promising eye tracking system for
the navigation of a virtual wheelchair, and presents a VR
platform that allows testing and user training for control
interfaces in a safe building-like environment. While similar
approaches have been used for wheelchair user training [17]
and assessment [17], [18], but also for testing EEG-based
interfaces [19], our VR system is built on state-of-the-art 3D
gaming technology that provides immersive, high quality 3D
graphics for the user to experience. Moreover, we use it to
study the natural eye movements of the users, in order to
discover patterns, and suggest a novel, more natural solution
for eye control.
Fig. 1: (A-C) Different views of the virtual map. (D) Real wheelchair in department space. (E) Virtual reality platform
architecture indicating USARSim, Unreal Engine and user components.
II. METHODS
Virtual reality. Our virtual reality platform has a
client/server architecture (1E) and its main components are
summarized below. We use the Unreal Engine (UE), whose
state-of-the-art technology provides all of the required core
functionality, including a fast rendering engine for 3D graph-
ics, collision detection and a physics engine. In addition, it
can be used to model realistic building environments. Our
test environment (1A-C), is generated from the building plans
of our department spaces and provides all the aspects that
make wheelchair navigation challenging: a wide dining area,
corridors with narrow corners, as well as narrow doors.
Middleware. UE uses a proprietary communication proto-
col. We employ USARSim [20], which allows the communi-
cation with external applications via Gamebots, a modifica-
tion to the engine that bridges this gap. Position estimation
sensors are used to track movement, as well as perception
sensors for the interaction of the robot with its environment.
Eye tracker. The eye tracking set up for the control of the
virtual wheelchair is based on the prototype developed by
[1]. Our setup differs from the prototype, in that it is desk
mounted and uses a chin rest to fix user’s head position. Once
the pupil positions have been extracted, a calibration routine
maps them to gaze positions on the screen, using a 4x4 point
grid on the virtual display unit. Each gaze point is then
translated to a certain control command by the controller,
and sent to the simulator to control the virtual wheelchair.
Natural eye movement study. The system allows the
recording of gaze positions during keyboard control of
the virtual wheelchair, which are stored in a separate file.
Thereby, subject’s parameters (time required for navigation
and number of collisions) and natural eye-movements are
used as a benchmark to compare the performance and gaze
behaviour of the tested eye-based interfaces.
Eye-based control. The controller is the means of commu-
nication between the eye tracker and the virtual wheelchair.
It exchanges data with the server following the Gamebots
communication protocol, while its main purpose is to send
the desired commands to the simulator and process informa-
tion regarding the sensors mounted on the wheelchair. The
controllers can be divided into two categories: conventional
and free-view (2D). In the conventional approach (2B) the
user needs to focus on a screen to send out a command, rather
than looking directly in the real world. This is not the case
with the free-view approach (2A, C), where user’s attention
is not drawn away from the natural task of navigation. 1.
Naive free-gaze controller. This interface is based on [14]
and regards eye movements as a rectangle, divided into 9
distinct zones. As shown in fig.2A the upper, lower, left
and right zones represent forward and backward movement
and steering left and right, respectively. 2. Screen based
controller. This interface is the conventional approach (2B)
and is based on [15] with the arrow buttons representing
the 4 possible directions of movement. The user has to
focus on one of the buttons to cause wheelchair movement,
imitating the function of a joystick. Gazing at any point on
the screen apart from the directional buttons is translated
to a stop command. 3. Our natural free-view controller.
We propose an alternative approach using the continuous
control field shown in 2C, where the gaze position maps
to the command vector field shown. This allows users to
gaze at a location they wish to reach and smoothly transition
between turning and then moving straight towards their goal.
The middle portion of the field of view stops the wheelchair,
while looking up yields a backward command.
The experiment. To compare the different interfaces and
test the performance of the VR platform, a set of experiments
was performed. This was carried out by 6 able bodied,
healthy subjects (2 female - 4 male), aged 24-27 years
old. Half of the subjects had normal vision, while the
rest were wearing contact lenses. Before proceeding to the
eye control, subjects had to fix their head on the frame,
and camera positions were adjusted to their eyes for better
resolution. Afterwards, a calibration routine took place. All
subjects were provided with a first person view of the
environment, while their gaze positions were recorded for
further processing. For each interface, subjects had to reach
4 different destinations in the virtual environment shown in
1A-C, without any previous training on eye control.
III. RESULTS
Gaze distribution. The natural eye movement study is
used as a benchmark to assess to what degree the different
eye-based control approaches disrupt natural eye movement
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Fig. 2: Vector field representation of control interfaces where
directing visual attention onto an area of the vector field
(arrows) is translated by the controller into motion of the
wheelchair e.g. upward pointing arrow = drive ahead, left
arrow = turn left etc, with arrow length denoting speed) (A)
Naive free-view control [14]. , (B) Screen based [15] and
(C) Natural free-view controller; (D) Schematic comparison
between conventional and free-view approaches
behaviour. To do this we approximate the gaze distributions
during natural behaviour (keyboard control, red points shown
in (3A-C)) and eye control (three methods, blue points shown
in (3A-C)) with a mixture of 5 gaussians. We, then, calculate
the Kullback-Leibler divergence, DKL(Pkeyboard ||Pcontroller),
between the natural bahviour and the eye-control probability
distributions [21]. This yields 9.13 for the naive approach,
14.19 for the screen based approach and 8.08 for our
proposed approach.
Time to final target. Subjects were required to reach 4
different destinations covering an overall distance of approx-
imately 150m. The time (in seconds) taken by each subject
to complete the course is shown in fig. 4A. The screen-
based approach achieves the fastest completion of the course,
taking on average in 383±80 sec. Among the two free-view
approaches, the proposed interface outperforms the naive
one, and offers a speed up of 18.4% in reaching the target
(441±161 sec compared to 522±97 sec).
Number of collisions. The principal measure for safety
evaluation was the number of collisions. This was achieved
by mounting touch sensors on the virtual wheelchair. Fig. 4B
illustrates the total number of collisions for all subjects based
on touch sensor data. As it can be observed in this graph,
the number of collisions for the screen-based approach is
relatively low (7.8±3.5). The naive free-view interface leads,
in principle, to the lowest number of collisions (7.3± 3.4).
The proposed free-view approach, in turn, causes a higher
number of collisions (22±17.6).
IV. DISCUSSION
Our software system provides an end-to-end platform that
processes user input from a customizable eye tracking setup
based on [1], and uses it to control a virtual wheelchair. It
also provides a powerful tool for safely training, analysing
and benchmarking alternative input modalities. We make
the preliminary study on eye-based control, due to its huge
potential in providing a practical alternative to direct BMIs,
its high correlation with our intentions and its high infor-
mation throughput signal. A more natural eye controller is
proposed and compared to conventional interfaces. The time
to the final target favours the proposed controller, but in
terms of collisions, results are less favorable. Analysis of
the eye-tracker accuracy based on pre and post experiment
test routines verified the effect of calibration loss on the
performance parameters (Fig. 4-Subj.4). Also, the subject’s
lack of previous training combined with the thin boundaries
between the different control commands of the proposed in-
terface seem to significantly affect its performance. Notably,
patient’s performance is likely to improve with practice and
it would be interesting to investigate the learning rate of
different methods in future work. However, our main goal
here is to evaluate the appropriateness of the interfaces in
a safe environment. Qualitative measures, e.g. usability and
tiredness, evaluated through questionnaires and other quanti-
tative performance metrics, e.g. path length and smoothness,
integrated in the platform could enhance this procedure.
This study involved many design challenges and succeeded
to provide a fully functional system for testing wheelchair
control interfaces. Other kinds of control interfaces can be
tested on the VR platform. [22], for example, used EMG
signals for the control of a virtual wheelchair. It would be
interesting to see how alternative approaches could perform
in our system and compare them with the eye-based solu-
tions. Using the platform with wheelchair users will help
us to further understand their needs, while allowing them to
train on unfamilliar interfaces in a safe virtual environment.
Among the different applications of the VR platform one
should consider the assessment, training and rehabilitation of
wheelchair users. By designing and performing specific tasks
in a virtual environment, clinicians can safely track patient’s
progress and their response to treatment (e.g. patients with
stroke, spinal cord injuries or neurogedenerative diseases)
using more objective measures [18]. A virtual environment
can safely create realistic and interactive driving scenarios
and offers to train users to use alternative control methods to
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Fig. 4: (A) Time to final target, (B) total collisions
navigate a wheelchair [23]. Virtual reality technology can be
applied in rehabilitation, e.g. for children with cerebral palsy
to enhance spatial awareness and the operation of wheelchair
manoeuvring [24] and to reinforce stroke rehabilitation [25].
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