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Abstract
We propose guaranteed and fully computable upper bound on the
energy norm of the error in low rank Tensor Train (TT) approximate
solutions of (possibly) high dimensional reaction-diffusion problems.
The error bound is obtained from Euler–Lagrange equations for a com-
plementary flux reconstruction problem, which are solved in the low
rank TT representation using the block Alternating Linear Scheme.
This bound is guaranteed to be above the energy norm of the total er-
ror, including the discretization error, the tensor approximation error,
and the error in the solver of linear algebraic equations. Numerical ex-
amples with the Poisson equation and the Schro¨dinger equation with
the Henon-Heiles potential in up to 40 dimensions are presented to
illustrate the efficiency of this approach.
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1 Introduction
This paper deals with the linear second-order elliptic partial differential equa-
tion of a reaction-diffusion type:
−∆u + κ2u = f in Ω, u = 0 on ∂Ω, (1)
where Ω ⊂ Rd is a d-dimensional hyperrectangle, i.e. a Cartesian product of
d intervals. The reaction coefficient κ = κ(x) ≥ 0 is assumed variable and
nonnegative in general and the homogeneous Dirichlet boundary conditions
are considered for simplicity. Besides classical reaction-diffusion models in
2–3 dimensions, implicit time stepping schemes for the Schro¨dinger equation
[32] require to solve an equation of the form (1), in arbitrarily high dimension.
This problem is solved by the finite element method using low rank tensor
approximations, see Section 4, the book [22] or surveys [20, 26] for details.
This enables us to compute an approximate solution even in high dimen-
sional cases. Since the number of degrees of freedom grows exponentially
with the dimension d, the traditional approaches are prohibitively expensive
for higher values of d. This phenomenon is known as the curse of dimen-
sionality [9], and the low rank tensor approximation methods allow to break
it in many practical cases, reducing the computational costs and memory
demands from exponential to polynomial in d. The main idea is to consider
the expansion coefficients of the finite element solution as a d-dimensional
tensor and approximate it by a low rank tensor decomposition. In particular
we use the simple and robust Tensor Train (TT) decomposition [35].
Low rank tensor approximations bring further error to the computed solu-
tion. If a tensor is compressed from the full representation using the singular
value decomposition [35], this error can be controlled. However, in practice
the full storage is not possible, and one computes a TT representation di-
rectly, using iterative interpolation or solution techniques. In this case it is
very difficult to obtain guaranteed and sharp estimates of the approxima-
tion error. Some existing results [6] rely on a particular solution method
that might be not the fastest one. Guaranteed a priori estimates on the
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convergence rate [16, 45] and approximation error [50, 47, 21] are often too
pessimistic.
In this paper we propose a guaranteed a posteriori error estimator for
a low rank high dimensional solution, which is independent of a particular
approximation algorithm, while being locally efficient up to higher order
terms [5].
This estimator is based on a complementary problem [51]. It is a second
order elliptic partial differential equation that can be naturally discretized by
Raviart–Thomas finite elements. Its solution is also approximated by a low
rank tensor and used to compute the sharp upper bound on the energy norm
of the total error of the solution of the original reaction-diffusion problem.
This type of guaranteed a posteriori error bounds for linear second order
elliptic partial differential equations is already studied for many decades in
the low dimensional case. The idea can be traced back to the method of
hypercircle [43]. After decades of development it attracted a lot of attention
in recent years, see books [2, 34, 44], papers [1, 11, 23, 31, 40, 41], and
references there in. Guaranteed and robust error bounds for the particular
reaction-diffusion problem (1) were derived in [12] for the vertex-centred finite
volume method and in [1, 3, 4, 5, 49] for the finite element method.
The rest of the paper is organized as follows. Section 2 derives the guar-
anteed upper bound on the total error of the finite element solution. Sec-
tion 3 introduces the complementary problem for the flux reconstruction.
Section 4 presents the main idea of low rank tensor approximations, includ-
ing the Cartesian grid, indexing, tensor train decomposition, the alternating
scheme for solving systems of linear algebraic equations, tensorization of the
complementary problem and the block alternating linear scheme for its so-
lution, tensorized Gauss–Legendre quadrature, and a specific procedure for
evaluation of the error estimator. Section 5 shows numerical results for the
Poisson problem, reaction-diffusion problem, and Schro¨dinger equation with
Henon–Heiles potential. Finally, Section 6 draws the conclusions and ideas
for further research.
2 Guaranteed a posteriori error bound
We first introduce the needed notation. The well known Sobolev spaceH10 (Ω)
consists of square integrable functions with square integrable distributional
derivatives and with zero traces on the boundary ∂Ω. The L2(Ω) inner
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product is denoted by (·, ·). The weak solution of problem (1) is introduced
as a function u ∈ H10 (Ω) such that
(∇u,∇v) + (κ2u, v) = (f, v) ∀v ∈ H10 (Ω). (2)
To guarantee integrability we consider κ ∈ L∞(Ω) and f ∈ L2(Ω).
This problem is solved numerically using the standard finite element
method of the first order and the finite element solution is further approxi-
mated by a low rank tensor as described below in Section 4. However, at this
point the particular details about the numerical solution are not important,
because the guaranteed error bound we will introduce is independent of the
used numerical method and applies to arbitrary conforming approximation
uh ∈ H
1
0 (Ω) of u.
In order to introduce the guaranteed error bound, we denote by Th the
usual finite element mesh of the domain Ω. More precisely, Th is a set of
closed d-dimensional hyperrectangles, called elements, which form a face-
to-face partition of Ω. Symbol ΠK : L
2(K) → Q1,1,...,1(K) stands for the
L2(K)-orthogonal projector to the space Q1,1,...,1(K) consisting of functions
defined in the element K ∈ Th and being linear in each of their d variables. It
is useful to introduce symbol Π for elementwise concatenation of projectors
ΠK such that (Πf)|K = ΠKf for all K ∈ Th. Further, we denote by ‖·‖ the
norm in L2(Ω) and by ‖·‖K the norm in L
2(K) for K ∈ Th. The energy norm
is given as |||v|||2 = ‖∇v‖2 + ‖κv‖2 for all v ∈ H10 (Ω) and its restriction to
elements K ∈ Th as |||v|||
2
K = ‖∇v‖
2
K + ‖κv‖
2
K . It is convenient to recall the
Poincare´ inequality
‖v‖ ≤ CP ‖∇v‖ ∀v ∈ H
1
0 (Ω). (3)
The optimal value of the Poincare´ constant is CP = λ
−1/2
1 , where λ1 is the
first eigenvalue of the Dirichlet Laplacian in Ω. Since Ω is a hyperrectangle,
the optimal value of CP is known to be
CP = π
−1
(
d∑
i=1
L−2i
)−1/2
, (4)
where Li, i = 1, 2, . . . , d, are lengths of sides of the hyperrectangle Ω, see
[33]. Guaranteed numerical bounds for CP are also available [48].
Since zero values of the reaction coefficient κ cause technical difficulties,
we introduce a constant shift parameter κ0 > 0 and define
κ˜(x) = κ(x) + κ0. (5)
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In order to simplify the notation, we set r = f − κ2uh and denote by hK the
diameter of K.
The error estimator, local error indicators and the oscillation term are
defined by rules
η2(τ ) =
∑
K∈Th
(ηK(τ ) + oscK(r))
2, (6)
η2K(τ ) = ‖τ −∇uh‖
2
K +
∥∥κ˜−1(ΠKr + div τ )∥∥2K , (7)
oscK(r) = min
{
hKπ
−1 ‖r − ΠKr‖K ,
∥∥κ−1(r − ΠKr)∥∥K} , (8)
respectively. Quantity τ ∈ H(div,Ω) is called the flux. At this moment it
can be arbitrary, but its specific choice will be discussed in Section 3 below.
Note that if the norm ‖κ−1(r − ΠKr)‖K is not defined, typically if κ = 0 inK,
then we consider this norm to be infinite and oscK(r) = hKπ
−1 ‖r −ΠKr‖K .
The following theorem is a generalization of [5, Theorem 1] for the variable
coefficient κ. It provides the guaranteed and fully computable upper bound
on the energy norm of the total error.
Theorem 1. Let u ∈ H10 (Ω) be the weak solution given by (2). Let uh ∈
H10 (Ω), τ ∈H(div,Ω), and κ0 > 0 be arbitrary. Then
|||u− uh||| ≤ η(τ ) + κ0CP
(∑
K∈Th
∥∥κ˜−1(ΠKr + div τ )∥∥2K
)1/2
(9)
with CP given by (4). Moreover, if 0 < ess infΩ κ then estimate (9) holds
with κ0 = 0.
Proof. Notation v = u − uh, r = f − κ
2uh, weak formulation (2), and the
divergence theorem yield identity
|||u− uh|||
2 = (∇u−∇uh,∇v) + (κ
2u− κ2uh, v) =∑
K∈Th
[(τ −∇uh,∇v)K + (ΠKr + div τ , v)K + (r − ΠKr, v)K ] , (10)
where (·, ·) and (·, ·)K stand for the L
2(Ω) and L2(K) inner products, respec-
tively. The last inner product on the right hand side can be estimated by
the Cauchy–Schwarz inequality in two different ways:
(r −ΠKr, v)K ≤
∥∥κ−1(r − ΠKr)∥∥K ‖κv‖K ≤ ∥∥κ−1(r −ΠKr)∥∥K |||v|||K,
(r −ΠKr, v)K = (r −ΠKr, v − vK)K ≤ ‖r − ΠKr‖K ‖v − vK‖K
≤ hKπ
−1 ‖r −ΠKr‖K |||v|||K ,
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where vK = |K|
−1(v, 1)K stands for the integral average of v over K and the
Poincare´ inequality ‖v − vK‖K ≤ hKπ
−1 ‖∇v‖K is used [42, 8]. Thus,
(r − ΠKr, v)K ≤ oscK(r)|||v|||K , (11)
where we recall that if ‖κ−1(r − ΠKr)‖K is not defined due to vanishing κ
then it is considered to be infinity.
Since κ˜ > 0, we multiply and divide the second inner product on the
right-hand side of (10) by κ˜, use the Cauchy–Schwarz inequality and (11) to
obtain
|||u−uh|||
2 ≤
∑
K∈Th
(
‖τ −∇uh‖K ‖∇v‖K +
∥∥κ˜−1(ΠKr + div τ )∥∥K ‖κ˜v‖K + oscK(r)|||v|||K)
(12)
Triangle inequality ‖κ˜v‖K ≤ ‖κv‖K + ‖κ0v‖K and bound
‖τ −∇uh‖K ‖∇v‖K +
∥∥κ˜−1(ΠKr + div τ )∥∥K ‖κv‖K
≤
(
‖τ −∇uh‖
2
K +
∥∥κ˜−1(ΠKr + div τ )∥∥2K)1/2 (‖∇v‖2K + ‖κv‖2K)1/2
provide an estimate
|||u−uh|||
2 ≤
∑
K∈Th
(ηK(τ ) + oscK(r)) |||v|||K+
∑
K∈Th
∥∥κ˜−1(ΠKr + div τ )∥∥K ‖κ0v‖K .
(13)
Separate application of the Cauchy–Schwarz inequality to the first and second
sum yields
|||u− uh|||
2 ≤ η(τ )|||v|||+ κ0 ‖v‖
(∑
K∈Th
∥∥κ˜−1(ΠKr + div τ )∥∥2K
)1/2
.
Poincare´ inequality (3) and notation v = u − uh now implies the inequality
(9).
Moreover, if 0 < ess infΩ κ then it is possible to choose κ0 = 0. Function
κ˜ is then positive and the whole proof, specifically (12), remains valid.
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Note that the upper bound (9) can be simplified for the price of its slight
increase. Indeed, using ‖κ˜−1(ΠKr + div τ )‖K ≤ ηK(τ ) ≤ ηK(τ )+oscK(r) in
(13), we easily obtain bound
|||u− uh||| ≤
(
1 + κ20C
2
P
)1/2
η(τ ).
Further note that triangle inequality implies
η(τ ) ≤ η˜(τ ) =
(∑
K∈Th
η2K
)1/2
+
(∑
K∈Th
osc2K(r)
)1/2
, (14)
and definition (7) gives∑
K∈Th
η2K = ‖τ −∇uh‖
2 +
∥∥κ˜−1(Πr + div τ )∥∥2 . (15)
Since values κ−1 in (8) may cause quadrature errors and technical problems
in higher dimension, we found the following estimate to be useful:
osc2K(r) ≤ min
{
hKπ
−1,max
K
κ−1
}
‖r − Πr‖K . (16)
Concerning the shift parameter κ0, it should be chosen small. Ideally so
small that κ0CP is negligible with respect to 1 and 1 + κ0CP ≈ 1. If the
reaction coefficient κ is bounded away from zero in Ω then neither the shift
κ0 nor the Poincare´ constant CP are needed and estimate (9) holds with
κ0 = 0.
An alternative upper bound on the energy norm of the error is based on
the choice of the flux τ such that it satisfies an equilibration condition, for
example ΠKr+div τ = 0 or
∫
K
(ΠKr+div τ ) dx = 0 for all K ∈ Th, see [49].
This alternative upper bound is similar to the bound presented in Theorem 1
and the equilibration condition enables us to avoid technical difficulties with
vanishing κ and neither the shift parameter κ0 nor the Poincare´ constant CP
are needed. However, we do not prefer this approach, because the equilibra-
tion condition cannot be satisfied exactly in practical computations due to
round-off and tensor truncation errors and consequently, the upper bound on
the error cannot be guaranteed. Moreover, the practical implementation of
the equilibration condition is technically more involved, especially for high
dimensional problems.
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3 Flux reconstruction
Theorem 1 provides a guaranteed error bound for arbitrary flux τ ∈H(div,Ω).
However, in order to obtain a sharp error bound, the flux τ has to be chosen
carefully. A natural idea is to minimize the error estimator η2(τ ) over a
finite dimensional subspaceWh ⊂H(div,Ω). We employ the standard finite
element technology and choose the Raviart–Thomas finite element space
Wh = {τ h ∈H(div,Ω) : τ h|K ∈ RT1(K) ∀K ∈ Th},
where
RT1(K) = [Q2,1,...,1(K),Q1,2,...,1(K), . . . ,Q1,1,...,2(K)]
T
is the local Raviart–Thomas space on the d-dimensional hyperrectangle K
and Qp1,p2,...,pd(K) stands for the space of polynomials in K having degree at
most ps in variable xs, s = 1, 2, . . . , d.
Since the functional η2(τ ) is not quadratic, its minimization leads to a
nonlinear problem. Therefore, we leave out the oscillation terms and define
the flux reconstruction τ h ∈Wh as the minimizer of the quadratic functional
(15) over the Raviart–Thomas space Wh. The Euler–Lagrange equations
corresponding to this minimization problem read(
κ˜−2 div τ h, divwh
)
+ (τ h,wh) =
(
κ˜−2[κ2uh − κ˜
2uh − f ], divwh
)
(17)
for all wh ∈Wh. The problem of finding τ h ∈Wh satisfying these equations
is called the complementary problem. Note that the right-hand side of (17)
is adjusted by using the divergence theorem. Interestingly, if κ is bounded
away from zero in Ω and κ0 = 0 then problem (17) is independent of uh.
Let us note that a local efficiency result for the local error indicators
ηK(τ h) is proved in [5] for the case of piecewise constant κ and for the
flux reconstruction computed by minimizing local analogies of the quadratic
functional (15) on patches of elements.
Since the space Wh is finite dimensional, problem (17) is equivalent to a
system of linear algebraic equations. This system is solved by using low rank
tensor approximations as described in the following section.
8
4 Low rank tensor approximations of uh and
τ h
This section describes low rank tensor approximations of the finite element
solution uh and later also of the reconstructed flux τ h. The standard finite
element method suffers from the curse of dimensionality: both the memory
requirements and the computational time grow exponentially with d. If the
dimension d is much larger than 3, as in a typical Schro¨dinger equation, then
they become prohibitively large. In this case, we approximate expansion co-
efficients representing uh and τ h by suitable low rank tensor decompositions.
4.1 Cartesian grid and indexing
The domain Ω = (a1, b1) × · · · × (ad, bd) is a Cartesian product of intervals
(ak, bk), k = 1, . . . , d. Within this domain, we introduce a Cartesian product
grid,
z(i) = (z1(i1), . . . , zd(id)) , ak = zk(0) < · · · < zk(ik) < · · · < zk(nk) = bk,
for k = 1, . . . , d, where ik are individual indices of nk + 1 nodes in the k-th
direction, and i is the total index,
i = id + id−1 · nd + · · ·+ i1 · nd · · ·n2, ik = 0, . . . , nk. (18)
Further, we define hk(ik) = zk(ik)− zk(ik − 1) for ik = 1, 2, . . . , nk.
Introducing finite elements
K(i) = [z1(i1 − 1), z1(i1)]× · · · × [zd(id − 1), zd(id)], (19)
we define the usual piecewise linear finite element space
Vh = {vh ∈ H
1
0 (Ω) : vh|K(i) ∈ Q1,1,...,1(K(i)), ik = 1, 2, . . . , nk, k = 1, 2, . . . , d}
and the finite element solution uh ∈ Vh of problem (1) by the identity
(∇uh,∇vh) + (κ
2uh, vh) = (f, vh) ∀vh ∈ Vh. (20)
Defining the standard univariate piecewise linear and continuous hat func-
tions
ϕ
(k)
ik
(xk) =

xk − zk(ik − 1)
hk(ik)
, if zk(ik − 1) ≤ xk ≤ zk(ik),
zk(ik + 1)− xk
hk(ik + 1)
, if zk(ik) ≤ xk ≤ zk(ik + 1),
0, otherwise,
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for ik = 1, 2, . . . , nk − 1, k = 1, 2, . . . , d, we express uh as
uh(x) =
n1−1,...,nd−1∑
i1,...,id=1
uˆ(i1, . . . , id)ϕ
(1)
i1
(x1) · · ·ϕ
(d)
id
(xd), (21)
where x = (x1, x2, . . . , xd). Expansion coefficients uˆ(i1, . . . , id) are usually
considered as elements of a vector, however, since all indices i1, . . . , id can
be varied independently of each other, they can be seen as a d-dimensional
tensor.
For example, for κ = 0, plugging (21) into the finite element formulation
(20), we obtain a structured linear system Aˆuˆ = bˆ, where
Aˆ = L1 ⊗M2 ⊗ · · · ⊗Md + · · ·+M1 ⊗ · · · ⊗Md−1 ⊗ Ld. (22)
Moreover, assuming a separable factorization
f(x) = f (1)(x1)f
(2)(x2) · · ·f
(d)(xd),
we obtain a separable right hand side
bˆ = b1 ⊗ b2 ⊗ · · · ⊗ bd.
Here,
Lk =
[(
dϕ
(k)
ik
dxk
,
dϕ
(k)
jk
dxk
)]
and Mk =
[(
ϕ
(k)
ik
, ϕ
(k)
jk
)]
are the “one-dimensional” stiffness and mass matrices, respectively, and bk =[
(f (k), ϕ
(k)
ik
)
]
is the “one-dimensional” load vector, k = 1, 2, . . . , d. Symbol ⊗
stands for the Kronecker product, defined for any matrices A = [ai,j] and B
as follows,
A⊗ B =
a1,1B · · · a1,mB... ...
an,1B · · · an,mB
 .
Although the number of entries of the matrix Aˆ and of the load vector
bˆ grows exponentially with d, the number of entries in “one-dimensional”
factors Lk, Mk, and bk grows linearly. Therefore, the idea how to break
the curse of dimensionality is to never actually compute Kronecker products
and work directly with “one-dimensional” factors instead. The following
subsection briefly describes a more general low rank decomposition for the
tensors of expansion coefficients uˆ, load bˆ, and for the stiffness matrix Aˆ.
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4.2 TT decomposition
We employ the Tensor Train (TT) [35] low rank tensor approximation format.
The tensor uˆ is approximated by a tensor u˜ = [u˜(i1, . . . , id)] that admits the
TT decomposition
u˜ =
r0,...,rd∑
α0,...,αd=1
u(1)α0,α1 ⊗ u
(2)
α1,α2 ⊗ · · · ⊗ u
(d)
αd−1,αd
, (23)
where the TT blocks u(k) =
[
u
(k)
αk−1,αk(ik)
]
are three-dimensional tensors.
Notice that if αk−1, αk are fixed then u
(k)
αk−1,αk is a vector of length nk−1. The
auxiliary summation ranges r0, . . . , rd are called TT ranks. For consistency
with the left hand side, the border ranks are constrained to r0 = rd = 1, but
the intermediate TT ranks can be larger than one, and depend on the desired
approximation error uˆ− u˜. Assuming that all grid sizes and intermediate TT
ranks are the same, n1 = · · · = nd = n and rd = · · · = rd−1 = r, we conclude
that the TT decomposition contains O(dnr2) unknowns. If the TT rank r is
moderate, this can be much smaller than the original (n− 1)d unknowns.
Many closed-form functions admit TT approximations (or even exact de-
compositions) of their coefficient tensors with low TT ranks [36, 13]. For
example, the function u(x) = sin(πx1) · · · sin(πxd) ∈ H
1
0 ((0, 1)
d) can be ap-
proximated on the above Cartesian grid by a rank-1 TT decomposition (23)
with u(k)(ik) = sin(πik/nk), k = 1, . . . , d. Smooth functions can often be
approximated by truncated series, where each term is low-rank, which gives
a bound on the total rank [50, 47]. For example, the solution of the Poisson
equation (i.e. problem (1) with κ = 0) with a low-rank right hand side can
be approximated by a tensor in the TT format with a relative error ε and
TT ranks bounded by O(log2 ε) [19].
In general, any tensor can be approximated by a TT decomposition using
O(dnr2) entries from the tensor via cross interpolation algorithms [38, 46],
allowing r to be large enough. Of course, in practice we are interested in
problems where r can be taken small, e.g. independent of (or mildly depen-
dent on) the dimension d and/or the grid size n.
Structured matrices can also be represented in a TT format. For example,
one can prove [25] that the stiffness matrix (22) can be represented as
Aˆ =
R0,...,Rd∑
β0,...,βd=1
A
(1)
β0,β1
⊗ · · · ⊗ A
(d)
βd−1,βd
. (24)
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with R1 = · · · = Rd−1 = 2 and the following TT blocks:
A(1) =
{
L1 M1
}
, A(k) =
{
Mk 0
Lk Mk
}
, A(d) =
{
Md
Ld
}
,
where k = 2, . . . , d− 1, the rows of the curly bracket matrices correspond to
the rank index βk−1, and the columns correspond to βk (e.g. A
(k)
1,1 = A
(k)
2,2 =
Mk, A
(k)
2,1 = Lk, A
(k)
1,2 = 0). This clearly reduces the storage costs compared
to the direct summation of Kronecker product terms in (22).
The product Aˆu˜ can be explicitly expressed as another TT decomposi-
tion with TT ranks r0R0, . . . , rdRd [35], without expanding the Kronecker
products. Moreover, the result can be re-approximated up to quasi-optimal
ranks for the given accuracy using the singular value decomposition (SVD)
with the cost proportional to d.
4.3 Alternating scheme for solving linear equations
First attempts to solve systems of linear algebraic equations with decomposed
tensors were based on traditional iterative methods such as Richardson, CG,
and GMRES with matrix-vector products and other operations implemented
on TT blocks followed by the rank truncation [30, 28, 7, 14]. This approach
applies to any low rank tensor decomposition format. However, in realistic
problems the TT ranks of intermediate (e.g. Krylov) vectors grow rapidly,
exceeding the optimal ranks of the solution significantly, unless a good pre-
conditioner is used.
A more robust technique that is commonly adopted nowadays is the Al-
ternating Linear Scheme (ALS) [24] and its extensions [37, 16, 29]. These
methods project the equations onto bases constructed from the TT decompo-
sition of the solution itself, and therefore avoid decompositions of auxiliary
vectors with high TT ranks. We emphasize that the TT form (23) of the
solution is crucial for this technique.
Let us start with the standard ALS algorithm, suitable for the primal
problem (20). The TT decomposition (23) can be rewritten as a linear map
from the elements of a k-th TT block to the elements of u˜. Given (23), let
us define a partial TT decomposition by
U (q···k)αq−1,αk =
rq,...,rk−1∑
αq,...,αk−1=1
u(q)αq−1,αq ⊗ · · · ⊗ u
(k)
αk−1,αk
∈ R(nq−1)···(nk−1), (25)
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for any 1 ≤ q ≤ k ≤ d. Notice that U (1···k) and U (q···d) can be seen as∏k
ℓ=1(nℓ − 1) × rk and rq−1 ×
∏d
ℓ=q(nℓ − 1) matrices, respectively; for this
reason, they are called interface matrices. Now we introduce the so-called
frame matrix by replacing u(k) in (23) by the identity matrix I:
U6=k = U
(1···k−1) ⊗ I ⊗
(
U (k+1···d)
)⊤
∈ R
∏d
ℓ=1(nℓ−1)×(rk−1(nk−1)rk), (26)
where I is of size nk − 1. In addition, we introduce the notation u¯
(k) for the
k-th TT block stretched into a vector of length rk−1(nk − 1)rk. It is then
easy to prove [24] that the TT decomposition (23) is equivalent to a linear
map
u˜ = U6=ku¯
(k) for each k = 1, . . . , d.
If we plug this decomposition into the linear system Aˆuˆ = fˆ (replacing
uˆ by u˜), we obtain an overdetermined linear system for u¯(k) (and hence for
elements of u(k)). The simplest way to resolve it is to project the equation
onto the same frame matrix U6=k,(
U⊤6=kAˆU6=k
)
u¯(k) =
(
U⊤6=kfˆ
)
. (27)
The ALS algorithm now iterates over k = 1, . . . , d (hence the name alter-
nating), solving the reduced system (27) of size rk−1(nk − 1)rk in each step.
Once a TT block u(k) is updated from (27), it is used in the construction of
the frame matrix (26) in the next step. If the matrix Aˆ is symmetric positive
definite (SPD) then the projected system (27) can be rigorously related to
an optimization problem. Consequently, the ALS algorithm can be related
to the nonlinear block Gauss–Seidel method and the local convergence can
be proved [45].
For the numerical efficiency one can notice that the reduced matrix and
right hand side in (27) can be constructed from the TT blocks of Aˆ, uˆ and
fˆ without ever expanding the Kronecker products. In a sequential iteration
k = 1, 2, . . . , d, partial projections can be cached such that the cost of each
ALS step becomes independent of d [24, 37]. The TT blocks can be en-
riched with auxiliary vectors, such as approximate residuals [16], which gives
a mechanism for increasing TT ranks and their adaptation to the desired
accuracy.
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4.4 TT decomposition for the complementary problem
Since the complementary solution τ h ∈W h is a vector field with d compo-
nents, the corresponding linear operator in (17) has a d× d block structure.
Therefore it is important to adopt a particular TT decomposition for expan-
sion coefficients of τ h. This specific structure will be useful for the tailored
iterative solver described in Subsection 4.5. As a by-product, we obtain a
low rank algorithm which might be efficient for the solution of more general
equations as well.
The general idea for the TT decomposition of τ h is similar to the decom-
position of uh. However, the construction of the Cartesian product Raviart–
Thomas space RT1 is more complicated. The s-th component τh(s, x) of
τ h(x), s = 1, . . . , d, is a piecewise polynomial function that is piecewise
quadratic and continuous in the s-th variable and piecewise linear and dis-
continuous in all the other variables. Let ϕˆ
(k)
jk
(xk), jk = 1, 2, . . . , 2nk, denote
piecewise linear and discontinuous functions defined in [zk(jk − 1), zk(jk)] as
(zk(jk) − xk)/hk(jk) for jk odd and as (xk − zk(jk − 1))/hk(jk) for jk even
and vanishing elsewhere in (ak, bk), k = 1, 2, . . . , d. Similarly, let φ
(k)
ik
(xk),
ik = 0, 1, . . . , 2nk, k = 1, 2, . . . , d, be the usual piecewise quadratic and con-
tinuous “one-dimensional” basis functions. Then components of the vector
field τ h ∈W h can be expanded in these basis functions as follows
τh(s, x) =
2n1,...,2ns−1,2ns+1,...,2nd∑
j1,...,js−1,js+1,...,jd=1
2ns∑
is=0
τˆ(s, j1, . . . , js−1, is, js+1, . . . , jd)
· ϕˆ
(1)
j1
(x1) · · · ϕˆ
(s−1)
js−1
(xs−1) · φ
(s)
is
(xs) · ϕˆ
(s+1)
js+1
(xs+1) · · · ϕˆ
(d)
jd
(xd). (28)
This expansion enables us to express the complementary problem (17) in
the following block structure:B1,1 · · · B1,d... · · · ...
Bd,1 · · · Bd,d

τˆ (1)...
τˆ (d)
 =
g1...
gd
 , (29)
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where
Bs,s = (κ˜
−2∂sψ
(s), ∂sψ
(s)) + (ψ(s), ψ(s)), s = 1, . . . , d, (30)
Bs,k = (κ˜
−2∂sψ
(s), ∂kψ
(k)), s 6= k,
gs = (κ˜
−2[κ2uh − κ˜
2uh − f ], ∂sψ
(s)),
ψ(s)(x) =
[
ϕˆ
(1)
j1
(x1) · · · ϕˆ
(s−1)
js−1
(xs−1)φ
(s)
is
(xs)ϕˆ
(s+1)
js+1
(xs+1) · · · ϕˆ
(d)
jd
(xd)
]
,
and ∂s stands for the partial derivative ∂/∂xs.
Since all blocks Bs,k are nonzero, the components of τˆ are coupled through
(29), and they should be approximated in the same TT decomposition, in
order to apply the ALS technique. This requires all components to have
same dimensions. This can be achieved by expanding the ranges of the
summation indices j1, . . . , js−1, js+1, . . . , jd in (28) to start from zero, and by
the corresponding expansion of the tensor τˆ by zeros. With this slight abuse
of notation, the complementary solution is approximated by
τh(s, x) =
2n1,...,2nd∑
i1,...,id=0
τˆ(s, i1, . . . , id)
· ϕˆ
(1)
i1
(x1) · · · ϕˆ
(s−1)
is−1
(xs−1) · φ
(s)
is
(xs) · ϕˆ
(s+1)
is+1
(xs+1) · · · ϕˆ
(d)
id
(xd), (31)
and τˆ (s, i1, . . . , id) are entries of the d × (2n1 + 1) × · · · × (2nd + 1) tensor.
Consequently, all blocks Bs,k, s, k = 1, 2, . . . , d, are of size
∏d
ℓ=1(2nℓ + 1) ×∏d
ℓ=1(2nℓ + 1).
4.5 Block ALS for the complementary problem
In principle, we could consider τˆ as a (d+1)-dimensional tensor as described
above, approximate it in a TT decomposition with d + 1 blocks, and apply
the standard ALS algorithm to the tensorized linear system (29). However,
due to the special meaning of the first dimension, this ALS algorithm might
be inefficient, as we demonstrate by the numerical experiments in Section 5.
Instead, we incorporate the component index s into the TT block which
is being evaluated in the current ALS step, using the so-called block TT
format [15].
The block TT approximation τ˜(s, i1, . . . , id) ≈ τˆ(s, i1, . . . , id) is defined
15
as
τ˜(s) =
r0,...,rd∑
α0,...,αd=1
τ (1)α0,α1 ⊗· · ·⊗ τ
(k−1)
αk−2,αk−1
⊗ τ¯ (k)αk−1,αk(s)⊗ τ
(k+1)
αk ,αk+1
⊗· · ·⊗ τ (d)αd−1,αd ,
(32)
where s can appear in any k-th TT block for k = 1, . . . , d. Both TT blocks
τ
(k)
αk−1,αk and τ¯
(k)
αk−1,αk(s) have lengths 2nk + 1 for fixed αk−1, αk, and s. The
benefit of this block TT decomposition for the ALS method stems from the
form of the frame matrix. Similarly to (25), we introduce
T (q···k)αq−1,αk =
rq ,...,rk−1∑
αq ,...,αk−1=1
τ (q)αq−1,αq ⊗ · · · ⊗ τ
(k)
αk−1,αk
and notice that the k-th frame matrix T6=k = T
(1···k−1) ⊗ I ⊗
(
T (k+1···d)
)⊤
, cf.
(26), consists of TT blocks without the component index s. This allows us
to reduce the block matrix in (29) component by component, preserving and
exploiting its block structure for efficient solution of the reduced problem.
Specifically, the block ALS method [10] computes the block TT approx-
imation of τˆ by iterating over k = 1, . . . , d and solving in each step the
reduced systemT
⊤
6=kB1,1T6=k · · · T
⊤
6=kB1,dT6=k
... · · ·
...
T⊤6=kBd,1T6=k · · · T
⊤
6=kBd,dT6=k

τ¯
(k)(1)
...
τ¯ (k)(d)
 =
T
⊤
6=kg1
...
T⊤6=kgd
 (33)
of size rk−1(2nk + 1)rkd. Note that when we switch to the next step (k − 1
or k+ 1), the index s in the block TT format (32) needs to be moved to the
corresponding (k − 1 or k + 1) TT block, such that the new frame matrix
remains independent of s. This operation can be performed using SVD.
For example, suppose we need to move the index s from the k-th TT block
to the (k + 1)-th TT block. First, we stretch τ¯ (k) into a rk−1(2nk + 1)× drk
matrix by grouping indices αk−1 and ik into a new row index, and s and αk
into a new column index,
T (k)(αk−1, ik; s, αk) = τ¯
(k)
αk−1,αk
(ik, s).
Computing the SVD of T (k) and truncating it up to a desired accuracy, we
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obtain
T (k)(αk−1, ik; s, αk) ≈
r′
k∑
α′
k
=1
P (αk−1, ik; α
′
k)σ(α
′
k)Q(α
′
k; s, αk),
where P and Q are matrices of left and right singular vectors, respectively,
and σ are singular values. In the new block TT decomposition of τ˜ (s) the
TT block τ¯ (k)(s) in (32) is replaced by
τ
(k)
αk−1,α
′
k
(ik) = P (αk−1, ik; α
′
k)
and the TT block τ (k+1) is changed to
τ¯
(k+1)
α′
k
,αk+1
(ik+1, s) =
rk∑
αk=1
σ(α′k)Q(α
′
k; s, αk)τ
(k+1)
αk ,αk+1
(ik+1).
Notice that the new block TT decomposition has the same form as (32) except
that s is located in the (k + 1)-th block, and the k-th TT rank is r′k. This
new rank may differ from rk in general, but in practical computations the
difference is often insignificant. This procedure can be continued or reversed
in order to place s into any desired block.
The size of (33) might still be rather large for the direct solution. Typi-
cal values of TT ranks range from 10 to 50, and the grid sizes nk can range
from tens to hundreds. However, the matrix inherits the TT decomposi-
tion, and hence a fast matrix-vector product can be implemented for itera-
tive solvers [37]. Specifically, we use GMRES with a block Jacobi precondi-
tioner with respect to the rank indices αk−1, αk in the solution. Recall that
τ¯ (k)(s) is enumerated by three independent indices αk−1, αk, ik, and hence
each matrix Bˆs,l = T
⊤
6=kBs,lT6=k can in turn be seen as a three-level block
matrix, Bˆs,l = [Bˆs,l(αk−1, αk, ik; α
′
k−1, α
′
k, i
′
k)]. The preconditioner is con-
structed by extracting the diagonal with respect to the first two levels, i.e.
B˜s,l = [Bˆs,l(αk−1, αk, ik; αk−1, αk, i
′
k)δ(αk−1, α
′
k−1)δ(αk, α
′
k)].
In order to construct (33) efficiently, we need to decompose the compo-
nents of the matrix Bs,l and the right hand side gs in the TT formats (24)
and (23). This step relies crucially on the approximation of κ˜−2(x), f , and
other functions. We collocate them on a special quadrature grid using the
TT Cross method [38]. This method together with the Cartesian structure
of the finite elements enables us to easily construct the linear and bilinear
forms in TT formats for both the primal and the complementary problem.
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4.6 Tensorized Gauss–Legendre quadrature
Error indicators (7), oscillation terms (8), as well as entries of involved ma-
trices and vectors are given as integrals over finite elements. These integrals
are computed by tensorized Gauss–Legendre quadrature. Utilizing the Carte-
sian structure of the finite elements, we use one-dimensional Gauss–Legendre
quadrature in each interval [zk(ik − 1), zk(ik)], constituting the element (19).
Assuming that m quadrature nodes are introduced in each interval, we end
up with the total of mnk quadrature nodes ak ≤ yk(1) < · · · < yk(mnk) ≤ bk
for the k-th direction, and with the corresponding quadrature weights wk(jk),
jk = 1, . . . , mnk.
Now, all integrated functions in weak formulations (2), (17) and defini-
tions (7), (8) are approximated by tensors of collocation values at yk(jk). For
example, to evaluate the first scalar product in (30), we introduce a tensor
σˆ = [σˆ(j1, . . . , jd)], σˆ(j1, . . . , jd) = κ˜
−2(y1(j1), . . . , yd(jd))
of values of κ˜−2 at the quadrature nodes and approximate it by the TT Cross
algorithm as
σˆ ≈ σ˜ =
r0,...,rd∑
α0,...,αd=1
σ(1)α0,α1 ⊗ · · · ⊗ σ
(d)
αd−1,αd
.
This enables us to approximate entries of the corresponding matrix as
(κ˜−2∂sψ
(s)
i , ∂sψ
(s)
j ) ≈
mn1,...,mnd∑
ℓ1,...,ℓd=1
w1(ℓ1) · · ·wd(ℓd)σ˜(ℓ)∂sψ
(s)
i (y(ℓ))∂sψ
(s)
j (y(ℓ)),
(34)
where y(ℓ) = (y1(ℓ1), . . . , yd(ℓd)) and i, j are multiindices with components iq,
jq in range 0, 1, . . . , 2nq+1, q = 1, 2, . . . , d, see (31). Due to the tensor prod-
uct structure of σ˜ and ψ(s), all terms in (34) corresponding to a fixed direction
can be grouped together, and the sum over ℓ can be implemented as a product
of sums over individual ℓk with the total computational cost being linear in d.
Moreover, the loops over i and j can be factorized as well, such that the whole
matrix on the left hand side of (34) can be written in the matrix TT format
(24) block by block, e.g.
∑
ℓs
ws(ℓs)σ
(s)
αs−1,αs(ℓs)∂sφ
(s)(ys(ℓs))∂sφ
(s)(ys(ℓs)) be-
comes the s-th TT block, and so on. Since the elements have finite support,
the total cost of this operation is O(dnr2), where r is the maximal TT rank
of σ˜.
18
4.7 Evaluation of the error estimator
Importantly, Theorem 1 holds for arbitrary uh ∈ H
1
0 (Ω) and arbitrary τ h ∈
H(div,Ω). Therefore, the upper bound property (9) holds even if uh and τ h
are polluted by various errors, including iteration errors in the ALS algorithm
and tensor truncation errors. However, the upper bound (9) needs to be
evaluated exactly. Given the approximate solution uh and the complementary
solution τ h in the TT format, it might be difficult to evaluate η(τ h) in (9)
without tensor truncation errors. Specifically, if we are interested in the
elementwise error estimation, we run the TT Cross to approximate the terms
in (7), then we approximate the pointwise square root of η2K(τ ), and finally
we use the TT Cross again to compute η(τ ) from (6). If we choose the
TT Cross approximation tolerance much smaller than that used for the ALS
solvers then this approximation of (9) will likely remain an upper bound on
the error. However, it is not guaranteed and, moreover, it might result in
large TT ranks of some of intermediate quantities.
On the other hand, a guaranteed bound can be computed if η(τ ) is re-
placed by its upper bound η˜(τ ) given by (14)–(15), because η˜(τ ) can be
evaluated exactly (up to round-off and possible quadrature errors) due to
its favourable separable structure. After solving primal and complementary
problems, we are given TT approximations of τ h, div τ h, ∇uh, κ˜
−1 and Πr.
We interpolate them at quadrature nodes yk(ℓk) and multiply the error terms
by square roots of the quadrature weights, e.g.
η˜1(ℓ1, . . . , ℓd) =
√
w1(ℓ1) · · ·wd(ℓd) (τ h(y(ℓ))−∇uh(y(ℓ))) ,
η˜2(ℓ1, . . . , ℓd) =
√
w1(ℓ1) · · ·wd(ℓd)κ˜
−1(y(ℓ)) (Πr(y(ℓ)) + div τ h(y(ℓ))) ,
(35)
ℓk = 1, 2, . . . , mnk, k = 1, 2, . . . , d. These tensors depend polylinearly on
τ h, uh, κ˜
−1 and r, and thus their TT decompositions can be constructed
exactly, followed by taking exact Frobenius norms [35] of the TT formats,∑
K∈Th
η2K(τ h) = ‖η˜1‖
2
F + ‖η˜2‖
2
F ,
where we recall that η2K(τ h) satisfy (15). An upper bound on the oscil-
lation term can be easily computed by using (16), where ‖r − Πr‖ and
min {hKπ
−1,maxK κ
−1} are computed separately.
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5 Numerical examples
5.1 Constant reaction coefficient
As an example, we consider the reaction-diffusion problem (1) in the unit
cube Ω = (0, 1)d with the constant reaction coefficient κ2, and the right hand
side
f(x) =
d∑
k=1
[
8 + κ2
(
1− 4(xk − 0.5)
2
)] d∏
i=1
i 6=k
(
1− 4(xi − 0.5)
2
)
.
chosen such that the exact solution is
u(x) =
d∏
k=1
(
1− 4(xk − 0.5)
2
)
.
We are to investigate how the accuracy of the proposed error estimator de-
pends on the number of grid points n, the dimension d, and the reaction
coefficient κ2.
For the computation of matrix elements and error estimators as described
in Section 4.6, we use m = 4 Gauss–Legendre points in each interval of the
grid. Since κ is constant and f is a polynomial of degree at most 2 in each
variable, this quadrature rule is exact for our computations.
For comparison, we present error estimators η(τ h) and η˜(τ h) given by
(6) and (14) as well as the corresponding guaranteed error bounds given by
the right hand side of (9):
E(τ h) = η(τ h) + κ0CP
(∑
K∈Th
∥∥κ˜−1(ΠKr + div τ h)∥∥2K
)1/2
,
E˜(τ h) = η˜(τ h) + κ0CP
(∑
K∈Th
∥∥κ˜−1(ΠKr + div τ h)∥∥2K
)1/2
.
Estimator η˜(τ h) and error bound E˜(τ h) are evaluated as described in Sec-
tion 4.7. Estimator η(τ h) and error bound E(τ h) cannot be computed with-
out tensor truncation errors and their approximate values are computed using
the TT Cross algorithm. The accuracy of these error estimators and error
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bounds is measured by indices of effectivity I
(E)
eff = E/|||u − uh|||, where E
stands for η, E, η˜, and E˜, respectively.
We start with the dependence of indices of effectivity on the number of
grid points n. We fix κ = 0 and d = 3. The shift parameter is chosen as
κ0 = 0.1 and TT approximation thresholds as δp = 10
−3 and δc = 10
−6
for the primal and complementary problem, respectively. Figure 1 (left)
shows differences of Ieff from 1. We can notice that all estimators are almost
indistinguishable for this example and converge with the second order O(h2)
as the grid is refined. This is due to sufficiently small κ0. The only and
very minor difference caused by the second term in (9) can be spotted only
for very fine grids. Error bounds E and E˜ are guaranteed by Theorem 1 to
have indices of effectivity above one. Interestingly, all indices of effectivity
of estimators η and η˜ are above one as well. Further notice that the optimal
estimator η(τ h) is indistinguishable from the simpler version η˜(τ h).
In Figure 1 (right) we plot CPU times for individual parts of the scheme:
the assembly and solution of the primal problem (20) (“Primal”), the assem-
bly and solution of the complementary problem (17) (“Compl.”), and the
evaluation of estimators η, η˜, E and E˜ (“Estimates”). Note that the com-
plementary problem is solved using the block TT version described in Sec-
tion 4.5. For comparison we also present the CPU time for the solution of the
complementary problem by the simple ALS applied to a (d+1)-dimensional
problem, mentioned at the beginning of Section 4.5 (“Compl. d+ 1”).
We can notice that the computational cost is asymptotically linear in n
although we are solving a three-dimensional problem with approximately n3
degrees of freedom. This is due to uniform boundedness of TT ranks of all
TT approximations. In particular, the TT ranks of τ h are bounded by 5
and TT ranks of ηK(τ h)
2 are bounded by 14 in this example. Not only the
approximate solution is computed quickly, error estimator E˜(τ h) guarantees
its high accuracy. Concerning the complementary problem, the simple ALS
is much slower than the block TT solver due to a larger number of GMRES
iterations needed for solving (27) compared to (33). Therefore, we proceed
with the block TT version in the rest of the paper.
Next, we present how the estimators behave with respect to the dimen-
sion d. We keep κ = 0 and fix n = 128. Due to the conditioning of the
complementary problem in higher dimensions, we set a larger shift κ0 = 1
and relax the tolerance of the TT solver for the complementary problem to
δc = 10
−4. With this setting the block TT solver converges, but the quality
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Figure 1: Differences of effectivity indices from 1 (left) and CPU times (right)
vs. the number of grid points in each direction for the 3D Poisson problem.
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of the reconstructed flux τ h is lower. The tolerance of the primal problem
is kept to be δp = 10
−3. Figure 2 presents differences of indices of effectivity
from 1 (left) and the corresponding CPU times (right).
The inefficiency of the error estimators grows slowly with the dimension,
but even for the 20-dimensional problem the estimators remain accurate up
to 3 decimal digits, which is essentially perfect for practical purposes. Indeed,
the error estimator E˜(τ h) guarantees that the relative error |||u− uh|||/|||u||| is
below 0.00782, while the exact error is approximately 0.00781 irrespectively
of the dimension d. However, the CPU time of solving the complementary
problem grows significantly. The observed order is about O(d5). This is
partially because the complementary solution is a vector function of size
d and the TT ranks and the number of GMRES iterations for the reduced
problems (33), both seem to grow linearly in d. Nevertheless, this polynomial
growth of the complexity is still much better than the exponential growth,
but much worse than the linear cost of solving just the primal problem.
Finally, we test the influence of the reaction coefficient κ2 on the accuracy
of the error estimator. We fix n = 128 and d = 3 and consider various
positive values of κ. Therefore the shift κ0 is not needed and we formally set
κ0 = 0. Here, we use the TT approximation tolerance for the complementary
problem δc = 10
−7 in order to solve the problem for the smallest κ2 =
10−3. Note that the reaction-diffusion problem (1) is singularly perturbed
for large κ and its solution often has steep boundary layers of width κ. If
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Figure 2: Differences of indices of effectivity from 1 (left) and CPU times
(right) vs. dimension d for the Poisson problem.
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these layers are not resolved by the mesh, the finite element solution exhibits
spurious oscillations. The proposed estimator captures this behaviour well
and estimates the error accurately even in the singularly perturbed case.
Figure 3 (left) shows that the index of effectivity is almost 1 for small values
of κ2 and grows for larger values. However, even for κ2 = 106 all indices of
effectivity are below 1.4.
In Figure 3 (right) we see that the CPU time grows significantly for
small κ2, since the complementary problem becomes severely ill-conditioned.
This motivates future research on more efficient preconditioning techniques.
However, even with a simple block Jacobi preconditioner, the CPU time
remains stable for a range of orders of κ2, and even decreases for large κ2,
where the operator approaches a perturbed identity.
5.2 Schro¨dinger equation with Henon–Heiles potential
In the second example we consider a variable reaction coefficient. We carry
out one step of the Shift-and-Invert iteration for searching the ground state in
the molecular Schro¨dinger equation with the model Henon–Heiles potential
[32]. The elliptic PDE (1) is posed on a hypercube Ω = (−5, 5)d. The
reaction coefficient is the following polynomial of degree three:
κ2(x) = Vh(x) + Vu(x) + 1,
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Figure 3: Differences of indices of effectivity from 1 (left) and CPU times
(right) vs. the coefficient κ2 for the 3D reaction-diffusion problem.
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where the harmonic potential Vh(x) and its non-harmonic perturbation Vu(x)
are given by
Vh(x) =
d∑
k=1
x2k and Vu(x) = 0.223606
d−1∑
k=1
(
x2kxk+1 −
1
3
x3k+1
)
.
This corresponds to the Henon–Heiles potential Vh(x) + Vu(x) plus a unit
shift due to the Shift-and-Invert power method.
The exact solution is chosen to be the Gaussian function
u(x) =
d∏
k=1
exp
(
−
x2k
2
)
,
which represents the typical form of the lowest eigenfunction of the Schro¨dinger
operator. The right hand side f(x) = (d+ 1 + Vu(x)) u(x) is computed ac-
cordingly. Despite the cubic nonlinearities, the reaction coefficient is nonneg-
ative (and actually greater than 1) in Ω. From the modelling point of view,
this domain is also sufficiently large such that the solution is negligibly small
(below 10−5) on the boundary, which justifies the use of the homogeneous
Dirichlet boundary conditions.
The high-dimensional Henon–Heiles Schro¨dinger model was approached
with Tensor Train eigenvalue solvers and a spectral discretization [32, 27, 15],
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but no attempts were made to estimate a posteriori errors in a systematic
way (instead, a fixed grid was chosen which proved to be overwhelmingly
fine in low-dimensional tests). Here we compute the guaranteed error esti-
mator using the complementary solution and illustrate the performance of
the described approach in high dimensions.
Since the reaction coefficient is strictly positive, we set κ0 = 0. Con-
sequently, E(τ ) = η(τ ) and E˜(τ ) = η˜(τ ). We continue to use m = 4
quadrature points in each direction of each element. This gives a relative
quadrature error of the order of 10−8, which is many orders of magnitude
smaller than the discretization error. The approximation thresholds are fixed
to δp = δc = 10
−3 and grids with either n = 16 or n = 64 elements in each
dimension are used.
Figure 4: Differences of effectivity indices from 1 (left) and CPU times (right)
vs. dimension d for the Schro¨dinger equation. Solid lines: n = 64, dashed
lines: n = 16.
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Figure 4 shows differences of indices of effectivity from 1 (left) and the
corresponding CPU times (right). The efficiency of error estimators deteri-
orates with the dimension. However, indices of effectivity tend to stabilize
below 10, which still provides a reasonable error bound. This deterioration
is mainly due to the condition number of the complementary system. For
the smaller n the matrix is well conditioned and the effectivity indices are
much closer to 1. Interestingly, the cost of solving the complementary prob-
lem grows with a slower rate O(d4) than that for the Poisson problem. The
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reason for this is roughly the same number of GMRES iterations for the re-
duced system (33) for all dimensions, since the potential term improves the
conditioning of this system.
6 Conclusions
This paper presents fully computable a posteriori error bounds for low rank
tensor approximate solutions of high dimensional reaction-diffusion problem.
These bounds are guaranteed in the sense that they are proved to be above
the energy norm of the total error including the discretization error, iteration
error in the linear solver, and tensor truncation errors. This provides a tool
for a reliable error control in high dimensional computations.
The guaranteed error bound is based on an approximate solution of the
complementary problem. Numerical experiments show that the CPU time
to solve it grows considerably faster with the dimension than the CPU time
needed for the original reaction-diffusion problem. However, the growth is
polynomial, which is still feasible in comparison with the exponential com-
plexity of classical approaches.
Interestingly, the error bound is guaranteed for any conforming approx-
imation of the primal and complementary solution. Consequently, these so-
lutions can be polluted by arbitrary errors and the estimator still provides a
guaranteed error bound.
For efficient computational algorithms estimates or at least indicators of
sizes of individual components of the total error are desirable, see e.g. [18, 39].
Separate estimates of the discretization, algebraic, and tensor truncation
errors would enable us to adaptively identify the major source of the error
and automatically decide whether to refine the mesh, do more iterations of
the algebraic solver, or increase ranks of tensor approximations [17]. These
separate estimates may be a subject of further research.
Another line of further research should focus on a more efficient way how
to compute the complementary solution. For low dimensional problems, effi-
cient local flux reconstructions are know. However, an efficient generalization
of these ideas to high dimensions is still open.
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