Optimization of water distribution networks is a NP-hard problem that researchers have tried to deal with using different formulations and algorithmic approaches. Among these, multi-objective heuristic algorithms are interesting because of their capacity for dealing with separate objectives that allow us to choose a posteriori the best compromise, but one of their main drawbacks is the long time required to obtain good solutions. Parallel processing is the most promising way to reduce the computing time and can make the convergence to adequate solutions faster. This paper intends to 
ABBREVIATIONS AND NOTATION
c
INTRODUCTION
The optimization of water distribution networks (WDN) concerns the design and operation of different components, not just the pipes, but also tanks, pumps and valves subject to multiple working conditions. Given the practical complexity of WDN design, the problem has been simplified, leading to the classical optimal design formulation. This consists in assigning a diameter to each pipe, given the layout of the network, with the aim of finding the cheapest solution that satisfies pressure constraints (Alperovits & Shamir ) . In this simplified version a unique load condition (demand) is assumed so that variations over an Multi-objective algorithms are also effective in introducing criteria not considered in the classic optimal design formulation also because of the complexity of describing them through mathematical expressions (Reca et al. ) .
Besides the focus on the definition of problem objectives 
OPTIMAL DESIGN PROBLEM STATEMENT
The optimal design problem for a network of a given layout is described by an objective function of cost minimization OFC (1), subject to (2)-(5) constraints: hydraulic equations of mass (2), energy conservation (3) for each node and each pipe, respectively, operating constraints about minimum pressure maintenance (4) and a construction constraint (5), that specifies that diameters are discrete and belong to the commercial set:
subject to:
where P is the set of pipes, N the set of nodes, S the set of source nodes, D the set of diameters, δ þ (i) the set of pipes with flow entering node i (i ∈ N ), δ À (i) the set of pipes with flow leaving node i (i ∈ N ), Q p the flow in pipe p ∈ P, H i the hydraulic head of node i (i ∈ N ), To deal with NSGA-II, the respect of pressure constraints (4) is introduced as the minimization of the objective function OFP (6): This OFP definition (6) has the advantage of maintaining several solutions with different degrees of hydraulic head surplus in the final optimal front as shown in Figure 6 . This choice is justified by the fact that, from one point of view, it can be useful to know the costsaving allowing small hydraulic head deficit (that maybe does not affect network functionality), while, from the other, it could be equally useful to know that the increase of the cost of solutions is bit more expensive but with higher hydraulic head.
NSGA-II ALGORITHM
Non-dominated Sorting Genetic Algorithm II (NSGA-II) (Deb et al. ) is an elitist multi-objective evolutionary algorithm based on the concept of non-dominated solutions to drive the evolution of an initial population P 0 of Pop solutions randomly created, in analogy with evolution in nature. This optimization process provides a trade-off between the various objectives considered.
The population evolves for a fixed number of generations NGen. At generic generation t, the offspring population Q t (size Pop) is created by using the parent population G t (size Pop/2) selected using the tournament selection applied to the whole population P t . The reproduction phase requires the probability of single-point binary crossover p c and the probability of uniform binary mutation p m . The populations are combined together to form the entire population R t ¼ P t þ Q t (size 2Pop). R t is sorted according to two criteria to derivate the new population Hydraulic Equations (2) and (3) (Figure 2(a) ), the second one realizes a structure of m islands of dimension 1 (Figure 2(c) ) and the last one is an island of dimension greater than 1 (Figure 2(b) ). In terms of the quality of solutions, the particular determinant is the criterion by which the migrant solutions are selected. In this work three modes have been tested:
SPEED-UP RESULTS

Some
• Mode V1: the migrating solutions are randomly selected inside the island population and moved towards the empty positions of the next island;
• Mode V2: the migrating solutions are chosen among the 'best' solutions in the islands. These solutions are moved into the next island replacing its 'worst' solutions;
• Mode V3: the choice of migrating solutions and the ones to be replaced is the same as in the previous version, but in this case there is a check to avoid importing already existing solutions.
The definitions 'best' and 'worst' refer to the purpose of the hydraulic problem: finding the cheapest solution that obeys pressure constraints. In this work, 'best' solutions are those that straddled the feasibility limit, i.e. those Each island has a population of 100 solutions (i.e.
Pop ¼ 400) and the evolution time is fixed to NGen ¼ 1,000. Tables 1 and 2 report results for V1, V2 and V3 modes in terms of mean cost (Table 1 ) and best cost (Table 2 ) obtained using 10 different seeds of the random number generator.
In order to compare the results of Tables 1 and 2 with those of the equivalent serial NSGA-II with the same EPANET calls, we used four islands with population Pop ¼ 1,600 solutions (400 for each islands), NGen ¼ 1,000 generations and without migration. The mean and the best cost of the cheapest feasible solutions of this 'equivalent serial' version are respectively $6.310 × 10 6 and $6.170 × 10 6 . The fact that neither the parallel versions nor the serial one reach the best solution of $6.081 × 10 6 is probably due to the combination of parameters (p c , p m , Pop, NGen). They usually have to be expressly tuned for the specific problem, but this is beyond the aim of this paper.
However, other configurations find results with costs very close to the best solution (see the discussion subsection) (Figure 6 ). Modes V2 and V3 show a better behaviour and find better results than the equivalent serial optimization. However, in this case it is still not clear which is the best parameter configuration. Nevertheless we can state that it must be located in a region corresponding to frequent migrations and a large number of solutions passed.
Modes V2 and V3 try to concentrate the population (and the search) in regions of interest for the designer: cheapest feasible solutions and nearly feasible solutions. In this way it could be possible to explore the more interesting part of solution space without constraint, much like the research of a standard NSGA-II.
It is also interesting to note that an island parallel NSGA-II can perform better than a serial NSGA-II with a large population: besides a cost improvement, this also means shorter times. In fact, non-dominated sorting solutions are a time-consuming phase in which solutions are No exchange 6.469
Configurations with better results compared with the equivalent serial version ($6.310 × 10 6 ) are highlighted in bold. No exchange 6.310
Configurations with better results compared with the equivalent serial version ($6.170 × 10 6 ) are highlighted in bold. are desired, more efforts could be made to obtain a homogenous cover of this range.
Modena network
The Modena network consists in 317 pipes to design using interesting results but obviously fails to take in account the extreme part of the front. As this extreme can be useful for maintaining a large degree of solution diversity, and therefore a good potential for exploration, future works are needed to balance these two aspects.
Island parallelization is still a vast territory to explore.
Future research can concern further tests on parameter con- 
