We present a lower bound for the distance of a cyclic code, which is computed in polynomial time from the defining set of the code. Our bound beats other similar bounds, including the Roos bound, in the majority of computed cases.
Introduction
Many lower bounds exist for the distance of a cyclic code, that elaborate in polynomial time some information from the defining set of the code, e. g. the BCH bound [1] , the HT bound [2] , the Roos bound [4] and BS bound [5] . We present a new bound which also has polynomial-time cost, beating all other similar bounds in the majority of computed cases. We call this bound " bound C "(Theorem 2). It comes from two preliminary results: bound A (Proposition 1) and bound B (Proposition 2).
Preliminaries
In this section we fix some notation and we recall the method we use to prove our result. Let (k) n be the remainder of division k by n. Let F q be a finite field with q elements, C indicates an arbitrary cyclic code [n, k, d] over F q , and we denote with g the generator polynomial of C. From now on, we always assume that gcd(n, q) = 1. Let F be the splitting field of x n − 1 and let α be a primitive n−th root of unity in F then we indicate with S C the defining set of C:
We collect together some definitions from [5] and [8]:
-Let U be a set of three symbols 0, Δ, Δ + then, with a little abuse of notation, U = (U, +, ·) represents a field where we have partial information on the element value. More precisely: Δ + represents an element for which we are sure it is different from zero, 0 represents an element for which we are sure it is zero, Δ represents an element for which we do not claim if it is zero or not. (The sum and the product on U are straightforward, but you can see [5] , [8] or [6] for a complete description). -R(n, S C ) is the n−tuple (u 0 , . . . , u n−1 ) ∈ U n such that
We recall the singleton procedure (see [5] Any set of t rows of length n with t ≤ n forms a matrix M t ∈ U t×n . If a column M (j) is a singleton, then the row corresponding to the singleton is clearly linear independent from the others. Then we delete the j − th column and the corresponding row (we call this operation s-deletion), obtaining a new matrix, M t−1 , and we search for a new singleton in M t−1 . If this procedure can continue until we find a matrix M 1 with at least one Δ + , we say that the singleton procedure is successful for the set of t rows considered.
Definition 2. Let M be a matrix over U, we denote by prk(M ) the pseudo rank of M , i.e., the largest t such that there exists a set of t rows in M for which the singleton procedure is successful.
Our interest for the rank of a matrix on U is due to the following result. 
