In recent years cross-fertilization with network theory has been one of the more exciting developments in the study of animal behavior. Pinter-Wollman et al. (2014) provide a comprehensive overview of where the study of animal social networks might go in coming years. Theirs is a timely and helpful collection of methods for anyone looking to push this interdisciplinary area forward. Our commentary expands on an area only briefly alluded to in the main review with a view to increasing the breadth of coverage; we then discuss how uncertainty in measuring social networks might lead to caution in adopting new methods. -Wollman et al. (2014) mention the link between social networks and the spread of behavior or information. This application of network analysis is termed "social influence theory" in social sciences, where it has been a major topic for some time (e.g., Robins et al., 2001; Shoham et al., 2012). In animal behavior, related methods have been developed to integrate data on the spread of behavior or knowledge through social networks. Collectively termed "Network-based Diffusion Analysis", this is a set of techniques that fit data on the time or order of acquisition of the behavior in questions to an adapted Cox proportional hazards model (Franz and Nunn, 2009; Hoppitt et al., 2010). The model is adapted to include a parameter by which the summed strength of association between a given individual and other individuals that have already acquired the knowledge or behavior modifies the rate of acquisition (in conventional Cox terms, the "hazard rate") of that individual. The models can work with precise time-of-acquisition data, discrete time-of-acquisition data (e.g., the sampling period an animal was first seen performing the behavior of interest) or simply the order of acquisition (i.e., individual B was first observed, then A, then C) and can include individual and time-varying factors that might influence underlying learning rates. These methods have already proved valuable in several contexts (Kendal et al., 2010; Aplin et al., 2012; Atton et al., 2012; Allen et al., 2013).
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Networks aNd the diffusioN of Behavior
Pinter- Wollman et al. (2014) mention the link between social networks and the spread of behavior or information. This application of network analysis is termed "social influence theory" in social sciences, where it has been a major topic for some time (e.g., Robins et al., 2001; Shoham et al., 2012) . In animal behavior, related methods have been developed to integrate data on the spread of behavior or knowledge through social networks. Collectively termed "Network-based Diffusion Analysis", this is a set of techniques that fit data on the time or order of acquisition of the behavior in questions to an adapted Cox proportional hazards model (Franz and Nunn, 2009; Hoppitt et al., 2010) . The model is adapted to include a parameter by which the summed strength of association between a given individual and other individuals that have already acquired the knowledge or behavior modifies the rate of acquisition (in conventional Cox terms, the "hazard rate") of that individual. The models can work with precise time-of-acquisition data, discrete time-of-acquisition data (e.g., the sampling period an animal was first seen performing the behavior of interest) or simply the order of acquisition (i.e., individual B was first observed, then A, then C) and can include individual and time-varying factors that might influence underlying learning rates. These methods have already proved valuable in several contexts (Kendal et al., 2010; Aplin et al., 2012; Atton et al., 2012; Allen et al., 2013) .
AnAlyzing SociAl networkS in noiSy BiologicAl SyStemS
Just as with all biological data, measuring social networks is rife with uncertainty (Lusseau et al., 2008) . Much network theory has originated in fields-computer science for example-that do not always have to deal with the kind of noise that characterizes biological systems. As a result, caution is advisable in adopting these methods. Does our knowledge of the study system meet the requirements of these techniques? Are we really as omniscient as a computer network administrator in how we can characterize the networks we are studying? How sensitive are these methods to measurement error or bias in the underlying behavioral data? Such questions outline the basis both for caution and opportunity for statistically minded behavioral ecologists to make a contribution that might end up having implications beyond our own field.
Pinter-Wollman et al. (2014) show their awareness of these points in their critique of existing methods for quantifying associations based on spatial and temporal co-ordination. However, analytical methods with assumptions that are explicit and have been validated are not inherently weaker than more complex methods that carry fewer assumptions. The relationship between spatial ecology and social structure is complex. It is difficult to envisage a situation where social structure would ever exist independently of spatial ecology-the former evolves within the constraints of the latter-so in the absence of observing directed behavioral interactions, the "gambit of the group" should not be seen as inherently faulty if its assumptions can be justified. Although existing approaches have their limits, it is perhaps easy to be overcritical when, as Pinter-Wollman et al. acknowledge, "a general procedure that incorporates spatial and temporal variability in space use at the population level has not yet emerged." That particular cake has yet to rise, and biologists who think hard about the limitations of their data and collection protocols are unlikely to wait while it does.
More generally, when methods are introduced from other fields, it is still vital to keep in mind that every analysis will bring with it some kind of assumptions. Just because we can run an analysis does not necessarily mean we can interpret it correctly. Matthiopoulos and Aarts (2010) have expressed the dilemma of practitioners faced with new methods as "retrain or delegate," but an alternative in this case is "collaborate." We feel that the most exciting advances are likely to be made in collaborations between experts who work directly on these analytical methods and experts who have a deep understanding of their study system and the limits of the data they are collecting. Naïveté in either of these areas is likely to lead to problems.
Lest we be misinterpreted as overly negative however, it is clear that Pinter-Wollman et al. (2014) have done us a great service in collating a wide and exceptionally up-to-date overview and opening doors to a powerful set of new methods by creating an accessible cookbook of statistical recipes. Advances in social network analysis, like the ones described and envisioned, have an enormous potential to extract maximum information from long-term studies and at the same time powerfully illustrate the inherent value of those studies. The cake has every chance of being delicious.
whAt do we meAn By dynAmicS oF SnS?
We first suggest that clarifying the meaning of "SN dynamics" will help organize our conceptual approaches. Blonder et al. (2012) note that this terminology can refer to two distinct types of phenomena: flow processes that occur within a particular network structure versus changes in the topology of the network itself, that is, dynamics on the network and dynamics of the network, respectively. Understanding dynamics of flow on or through the network focuses on how information, disease, resources, contacts, and so on move from individual to individual through their network contacts. In contrast, understanding changes in the network itself focuses on factors that influence how, why, or when links between individuals get stronger or weaker-why an existing social link might be broken, and why a new one might form. Most interesting is the possibility that these two types of SN dynamics might often be linked via reciprocal feedbacks on similar timescales. This yields the potential for dynamic feedbacks with complex outcomes (Sih et al. 2009; Blonder et al. 2012) .
dynAmicS FeedBAckS
Many studies implicitly assume that social network structure (SNS) affects flow of or access to an entity (e.g., information or disease) through a network, at both the individual and group levels (Newman 2003; Wey et al. 2008) . When that entity affects the individual's state (e.g., energy reserves, information state, and disease state), and its state affects fitness, then an individual's SN position and the group's SNS influence individual and group fitness. At the same time, individual traits (e.g., age, sex, condition, or behavioral type) are expected to influence its SN position and the outcomes of this position (Croft et al. 2009; Godfrey et al. 2012) . Importantly, as Pinter-Wollman et al. (2014) note, "Animals may modify their social interactions in response to changes in external conditions… potentially altering their own social network structure and dynamics." We focus on this exciting idea-that individuals not only can but should change their SNS in response to that very SNS, thus creating feedbacks. For example, if an individual changes its social behavior in response to getting sick or learning new information (a reasonable scenario), then it changes its potential for spreading the disease or information. A key point is whether these feedbacks are negative or positive. If individuals that get sick (or learn something new) tend to become less active or avoid social interactions, this is a negative feedback that clearly should reduce further spread. If, however, individuals that get infected with illness or knowledge tend to become more socially active (form new and/or stronger network links), then this positive feedback loop should clearly enhance spread. That there should be network "rewiring" with ongoing feedbacks in response to change (Flack et al. 2006) is an obvious point but surprisingly understudied.
Theory that incorporates dynamic network feedbacks should better match processes in real systems, thus providing more accurate and realistic insights than approaches that ignore feedbacks. Relevant dynamic phenomena that should benefit from this include the 1) development of SNS, including the substructuring or divergence of networks into separate communities (Newman 2003); 2) the stability of SNS (e.g., effects of perturbations on changes or not in SNS), including the possibility of alternative stable SNS; 3) nonlinear shifts in flow processes (e.g., epidemiological thresholds); and 4) effects of these complex dynamics on the fitness of individuals with different traits and SN positions, and on group fitness, especially where mixes of individuals may lead to emergent network phenomena.
time-ordered networkS
To study network dynamics, both how flow on the network results in changes in the SNS and how those changes feedback to influence subsequent flow, it is critical to pay close attention to the shifting temporal pattern of interactions. The common method of aggregating interactions across time to form a snapshot representing a static SN can be quite misleading. For example, the transmission of disease from A to B to C (and so on) depends not just on whether or not the 3 individuals interacted, but on whether A interacted with B before as opposed to after A got sick. If illness has time lags (e.g., individuals
