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Deep learning with long short-term memory networks and random forests 





This paper proposes a novel forecasting method that combines the deep learning method - long short-
term memory (LSTM) networks and random forest (RF). The proposed method can model complex 
relationships of both temporal and regression type which gives it an edge in accuracy over other 
forecasting methods. We evaluated the new method on a real-world multivariate dataset from a multi-
channel retailer. We benchmark the forecasting performance of the new proposition against neural 
networks, multiple regression, ARIMAX, LSTM networks, and RF. We employed forecasting 
performance metrics to measure bias, accuracy, and variance, and the empirical evidence suggests that 
the new proposition is (statistically) significantly better. Furthermore, our method ranks the explanatory 
variables in terms of their relative importance. The empirical evaluations are replicated for longer 
forecasting horizons, and online and offline channels and the same conclusions hold; thus, advocating 
for the robustness of our forecasting proposition as well as the suitability in multi-channel retail demand 
forecasting.  




1. Introduction  
Firms such as manufacturers, distributors, retailer, etc., are always in search of more accurate forecasts 
because that would lead to less uncertainty in decision-making. Particularly in retail, accurate demand 
forecasting leads to informed decisions in purchasing, inventory management, scheduling, capacity 
management, assortment planning, etc. In the last few years, a growing body of literature promoted a 
‘horses for courses’ approach which advocates that different class of forecasting methods is expected 
to be more suitable for different types of data (Petropoulos et al. 2014). The most commonly used 
methods for demand forecasting are time-series methods that mainly try to identify trend and cyclicity 
in the series, and multivariate methods that establish relationships among the variable of interest and 
other independent variables. However, these methods struggle to perform when the dependent variable 
(demand) has trends, cycles, and dependence on external busniess variables too. This situation is tackled 
by another class of methods, which is called hybrid forecasting methods.  
Following the latest stream of research, applications of machine learning to develop data driven 
solutions to the problems of production and operations management (Kuo and Kusiak 2019; Shen, Choi, 
and Minner 2019; Huang, Potter, and Eyers 2019), this study proposes a new forecasting method to 
address the complex demand forecasting scenarios. The proposed method is based on a state-of-the-art 
sequential deep learning method – long-short-term-memory networks (hereafter, LSTM) and a machine 
learning method – random forest (hereafter, RF). We benchmark the forecasts from the proposed 
method against other popular forecasting methods, and a set of relative error is employed for the sake 
of the empirical comparisons. The selected performance metrics evaluate the new proposition for three 
important characteristics of the generated forecasts: bias, accuracy, and variance. Furthermore, we 
conduct statistical significance tests to show the robustness of our analysis.  
Our empirical data involve a multi-channel retail environment. The selected retailer owns an online 
store and several offline stores and sells a portfolio of different packaged food. The products offered 
through different channels illustrate different demand patterns and thus provide a challenging 
forecasting problem. The inventory replenishment cycle time for products typically ranges from one-
week to one-month; therefore, the retailer requires forecasts on a weekly and monthly basis.  
Figure 1 presents a broad classification of the forecasting methods based on two important dimensions 
viz. volume and dimensionality of the data. The multivariate data of daily unit sales for online stores 
and weekly sales for sixteen offline stores are available for 2.5 years. Therefore, we have a large amount 
of data, but this cannot be called big data. So, we can position the problem around the center of Figure 
1. The methods mentioned in the quadrants of Figure 1 are self-explanatory except Quadrant 1, towards 
big data. Quadrant 1 indicates that high volume and high-dimensional data requires a big data 
architecture as well as algorithms and methods specially designed for a distributed big data 
environment. The methods available for our type of data are limited because this type of data requires 
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modeling both temporal as well as explanatory variables. Therefore, the forecasting problem we are 
facing requires a hybrid approach involving multiple types of methods, as we illustrate in Figure 1.  
 
 
Figure 1: Classifications of Forecasting Methods by Data Characteristics 
 
Our paper contributes to the literature in the following ways. We developed a novel hybrid method to 
tackle the problem when time-series data with some additional variables are available. It helps to model 
both types of information available in the data, whether it is in the temporal form or the form of 
correlation between demand and explanatory variables. Our research provides a detailed application of 
deep learning techniques, i.e., LSTM networks to model the time-series data. The architecture, data 
format and hyperparameters optimization for successful implementation of LSTMs networks are 
discussed in detail. Further, the application of random forest after the LSTM network is a unique feature 
of our method which not only improves the accuracy but also helps in understanding important variables 
for the behavior of demand. Also, the application of the proposed method in online and offline retail 
formats is provided for multi-channel retailing.  
The remainder of the paper is organized as follows: Section 2 revisits and critically synthesizes the 
respective body of literature; Section 3 details the proposed forecasting method, while Section 4 
presents the data, the tools and the measures of forecasting accuracy used. In Section 5, we present the 
analysis, results, and discussion of our study. Finally, Section 6 provides the main conclusions and 
outlines avenues for future research.  
2. Literature Review  
2.1 The forecasting methods 
The selection of the right forecasting method is considered the ‘holy grail’ of forecasting. Along with 
the accuracy of the forecast the bias, variance, as well as interpretability of the forecasting model and 
results, are also important factors for the selection of a particular forecasting method (Nikolopoulos et 
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al. 2016). In this literature review, we will discuss the forecasting methods and their application as well 
as limitations which will help to understand and select the right type of forecasting method for a specific 
type of data. Furthermore, we discuss the application of forecasting methods in retail, more specifically, 
multi-channel retail. 
One forecasting method that is quite popular among academics (as benchmark) and practitioners is 
Auto-Regressive Integrated Moving Average (ARIMA), with many applications in supply chain 
(Gilbert 2005; Svetunkov and Boylan 2019). ARIMAX is the natural extension of ARIMA when 
explanatory variables are available in business (Dellino et al. 2018). In forecasting problems, 
relationships can be linear or non-linear (Sugihara and May 1990; Terui and Van Dijk 2002). For linear 
relationships, ARIMAX variations perform adequately (Pai and Lin 2005) but non-linear relationships 
are far more challenging. In most of the cases, non-linear models are capable of capturing only specific 
types of non-linearity and fail to provide generic models (Wu 2010). Artificial neural networks 
established themselves as one of the most popular forecasting methods exactly because they can capture 
the various non-linearities in the data (Khashei and Bijari 2011).  
Recently, other machine learning methods gained popularity which consider the forecasting problem as 
a regression problem, and model patterns in the target variable (dependent variable) based on 
correlations with the predictors – the independent variables. However, machine learning methods find 
it challenging to model the temporal patterns (trend and cyclicity) of time-series data, and therefore 
statistical time-series methods have the edge (Assimakopoulos and Nikolopoulos 2000). There is a need 
for new methods that can model the temporal patterns (trend and cyclicity) as well as take the benefits 
of the additional available features to improve accuracy of model.  
Building on the success of machine learning methods, particularly neural networks, several hybrid 
methods that can take advantage of both time-series analysis and explanatory variables were proposed 
in the literature (Guo et al. 2011; Taskaya-Temizel and Casey 2005). Several attempts have been made 
to integrate ARIMA along with machine learning methods (Taskaya-Temizel & Casey, 2005; Khashei 
& Bijari, 2011). The logic behind the success of hybrid methods is that suitable methods can be 
employed to forecast each of the components separately, and forecasts from both components can be 
combined to provide a final forecast; in many instances, the forecasting performance is very promising 
on the real-world data (Azevedo and Campos 2016; Guo et al. 2011; Wu 2010).  
Recently deep learning neural networks have shown promising results in non-linear sequence learning 
problems. Deep learning is a new area of research in machine learning which uses deep neural networks 
to accomplish the task of developing artificial intelligent models/machines. Notably, RNNs and LSTM 
networks are one of the most popular deep learning techniques and outperformed popular machine 
learning methods for time-series forecasting (Lv et al. 2015; Fischer and Krauss 2018). RNN and LSTM 
networks, contrary to other neural networks, have the property of retaining the information across time 
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steps (Hochreiter and Schmidhuber 1997). Furthermore, improved versions of LSTM networks such as 
a full gradient version by Graves and Schmidhuber (2005) made LSTM networks a suitable choice for 
non-linear sequence forecasting because it overcomes the problem of vanishing gradient. This updating 
of LSTM networks made it possible to retain information across long time steps which enable LSTM 
networks to use for sequence learning LSTM (Graves and Schmidhuber 2005). 
Fischer and Krauss (2018) presented the application of deep learning for prediction of returns on 
investments in the stock market and the application of LSTM has shown significant improvements in 
the forecasting results. Several other works in the area of deep learning methods highlight the potential 
of these methods in forecasting tasks and ask for more research to be thrown towards that direction. 
Answering this call and to some extent corroborating to this stream of research as well extending it, we 
propose the development of a new such method, however, in a hybrid form to bear the advantages of 
more than one family of methods.  
2.2 The forecasting in retail  
Retailer, irrespective of online and offline retails, requires demand forecasts to support sales 
management (Thomassey 2010), capacity management (Aviv 2007; Doganis, Aggelogiannaki, and 
Sarimveis 2008), assortment planning (Dzyabura and Jagabathula 2018), order picking (Gils et al. 2017) 
and for several other important decisions. The demand forecasts also have significant impact on 
inventory ordering policies in production and retail (Doganis, Aggelogiannaki, and Sarimveis 2008), 
and  several models are presented in the literature which highlight the importance of demand forecast 
for the inventory management (Erlebacher 2000; Priore et al. 2019). Moreover, demand forecasts also 
helps in planning the distribution, routing and logistics management in retail (Sillanpää and Liesiö 2018; 
Winkelhaus and Grosse 2020; Liu et al. 2020). Such importance of demand forecasts requires the 
retailer to achieve maximum accuracy in forecasting as that will lead to less uncertainty and better 
decisions.  
Application of traditional time-series methods such as exponential smoothing, ARIMA, was quite 
popular for demand forecasting in the offline retail (Basallo-Triana, Rodríguez-Sarasty, and Benitez-
Restrepo 2017). Recently, data-driven approaches like neural networks (Alon, Qi, and Sadowski 2001) 
and random forests for multivariate data were also explored by the researchers (Ferreira, Lee, and 
Simchi-Levi 2016). The research on multi-channel especially online retail is in the emerging phase 
(Hübner, Holzapfel, & Wollenburg, 2016). Specifically, limited literature is available for demand 
forecasting in multi-channel retailing. The available studies focus on analyzing the impact of demand 
functions viz. deterministic or stochastic (Cao, So, and Yin 2016) rather than tackling the challenge of 
data-driven demand forecasting. The challenge in multi-channel online-and-offline retailing is to decide 
upon the right method to forecast demand in the presence of multiple streams of demands. This 
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challenge of developing a demand forecasting model for different demand patterns is solved in this 
paper through a hybrid method.  
3. A new hybrid deep learning forecasting method  
A demand series, 𝑋𝑋𝑡𝑡 , can be considered to have two types of variations, time-dependent, 𝑇𝑇𝑡𝑡, and external 
variable dependent, 𝐼𝐼𝑡𝑡. First, LSTM network is applied to forecast the demand series by capturing 
temporal component, 𝑇𝑇𝑡𝑡. After that, the residuals from the LSTM were calculated. The residuals contain 
the information which could not be captured by the LSTM network. A machine learning model between 
errors as the dependent-variable and external variables as independent variables, 𝐼𝐼𝑡𝑡, is used to cover this 
gap. The proposed method derives forecasts via a process including three stages as follows: 1) modeling 
linear and non-linear temporal relationships using an LSTM network, 2) modeling the non-temporal 
relationships as a supervised learning problem, and 3) deriving a final forecast via aggregating the 
forecasts generated in (1) and (2). The hybrid method is expected to be superior to multivariate LSTMs 
too because it contains a separate multivariate method. This separate method will avoid the limited 
time-window based input data and will have an undivided training dataset to model the relationships 
among demand and independent variables. These three parts are discussed in detail in the following 
subsections.  
3.1 The LSTM network  
The selection of the LSTM network for forecasting in retail is based on several reasons. Some of them 
are as follows. LSTM networks recently have shown promising results in time-series forecasting tasks 
(Fischer and Krauss 2018). LSTM networks are capable of working well on linear and non-linear time-
series (Chollet, 2017). Therefore, decomposition of time-series into linear and non-linear components 
is not required. Our data contains several demand patterns generated from online and offline sales. Thus, 
we conjecture that LSTM networks will handle the linear/non-linear demand variations well which will 
eliminate the need for different methods for different demand series.  
The architecture of an LSTM network memory cell 
LSTM networks belong to the class of recurrent neural networks (RNNs). RNNs have the property of 
information persistence  - i.e., retaining the state variables across time steps (Graves and Schmidhuber 
2005), thus making sequential learning over time steps feasible. The architecture of an RNN is presented 
in Figure 2, where 𝑋𝑋𝑡𝑡 is the input, St is the hidden state of the cell and 𝐻𝐻𝑡𝑡 is the output of the RNN cell 
at time t. RNN can only handle short-term dependencies because it suffers from vanishing gradient 
problem. The LSTM networks, on the other hand, have the capability to learn long-term dependencies 




Figure 2: Recurrent Neural Network 
The architecture of the LSTM network has three types of layers: 1) an input layer with a number of 
neurons equal to the number of input variables, 2) single or multiple hidden layers and 3) an output 
layer with a number of neurons equal to the number of output variables. The hidden layers of LSTM 
networks consist of a memory cell. LSTM networks are superior to standard RNN due to the presence 
of this memory cell, which helps to retain information across time steps as this was not possible in 
earlier neural networks. The structure of the memory cell has three types of gates2: 1) a forget gate (𝑓𝑓𝑡𝑡), 
2) an input gate (𝑖𝑖𝑡𝑡), and 3) an output gate (𝑜𝑜𝑡𝑡). We can see the complete architecture of the memory 
cell in Figure 3. In memory cell, at each time step t, the input consists of an element from the input 
sequence (𝑋𝑋𝑡𝑡) and the output of the previous time step (ℎ𝑡𝑡−1). At cell state t: a) the forget gate takes 
these inputs and decide upon which information will be removed from memory, b) the input gate decides 
which information shall be added to memory (at cell state t), and c) the output gate decides the output 
of the memory block.  
LSTM network processes information through a sequence of four steps:  
In the first step, a sigmoid (a non-linear activation function) layer called forget gate layer, which 
takes 𝑋𝑋𝑡𝑡 and ℎ𝑡𝑡−1 as inputs and 𝑏𝑏𝑓𝑓 as bias, computes the vector of activation values, 𝑓𝑓𝑡𝑡, for each of the 
                                                 
2 Notation used in this section: 
• 𝑋𝑋𝑡𝑡:  the input vector at time step t 
• ℎ𝑡𝑡 : the output vector at time step t 
• 𝑠𝑠𝑡𝑡 : the vector for cell state t 
• ?̃?𝑠𝑡𝑡 : the vector for a candidate value for input gate 
• 𝑏𝑏𝑓𝑓 , 𝑏𝑏𝑖𝑖 , 𝑏𝑏?̃?𝑠, 𝑏𝑏𝑜𝑜  : bias vectors 
• σ(. ) : denotes the sigmoid function �𝑓𝑓(𝑥𝑥) = 1
1+𝑒𝑒−𝑥𝑥
� 
• 𝑊𝑊𝑓𝑓,𝑥𝑥, 𝑊𝑊𝑓𝑓,ℎ, 𝑊𝑊?̃?𝑠,𝑥𝑥, 𝑊𝑊?̃?𝑠,ℎ, 𝑊𝑊𝑖𝑖,𝑥𝑥, 𝑊𝑊𝑖𝑖,ℎ, 𝑊𝑊𝑜𝑜,𝑥𝑥, 𝑊𝑊𝑜𝑜,ℎ: weight matrices for input and outputs for the three gates 




values in cell state 𝑠𝑠𝑡𝑡−1 within a normalized range between 0 (completely get rid-off) to 1 (completely 
keep). Then the activation value vector is calculated as follows:   
𝑓𝑓𝑡𝑡 = σ �𝑊𝑊𝑓𝑓,𝑥𝑥𝑋𝑋𝑡𝑡 + 𝑊𝑊𝑓𝑓,ℎℎ𝑡𝑡−1 + 𝑏𝑏𝑓𝑓�                                                            (1) 
 
 
Figure 3: The LSTM Memory Cell Architecture and the input data to the LSTM 
In the second step, it is decided which information will be added to the memory cell state 𝑠𝑠𝑡𝑡. This step 
has two parts: first, candidate values ?̃?𝑠𝑡𝑡 are calculated. In the second step, an activation layer called the 
input gate layer, calculated as follows: 
?̃?𝑠𝑡𝑡 = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ �𝑊𝑊?̃?𝑠,𝑥𝑥𝑋𝑋𝑡𝑡 + 𝑊𝑊?̃?𝑠,ℎℎ𝑡𝑡−1 + 𝑏𝑏?̃?𝑠𝑡𝑡�                                                    (2) 
𝑖𝑖𝑡𝑡 = σ �𝑊𝑊𝑖𝑖,𝑥𝑥𝑋𝑋𝑡𝑡 + 𝑊𝑊𝑖𝑖,ℎℎ𝑡𝑡−1 + 𝑏𝑏𝑖𝑖�                                                               (3) 
In the third step, we update the cell state using new information. We use the Hadamard product in this 
step: 
𝑠𝑠𝑡𝑡 = 𝑓𝑓𝑡𝑡. 𝑠𝑠𝑡𝑡−1 +  𝑖𝑖𝑡𝑡 . ?̃?𝑠𝑡𝑡                                                                        (4) 
In the last step, ℎ𝑡𝑡 , we calculate the output of the memory cell as follows:  
𝑜𝑜𝑡𝑡 = σ �𝑊𝑊𝑜𝑜,𝑥𝑥𝑋𝑋𝑡𝑡 + 𝑊𝑊𝑜𝑜,ℎℎ𝑡𝑡−1 + 𝑏𝑏𝑜𝑜�                                                          (5) 
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ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡 ∗ tanh(𝑠𝑠𝑡𝑡)                                                                          (6) 
As shown in Figure 3, the input variables (demand and lagged variables) are inserted to the LSTM’s 
input gate. LSTM network process the inputs step by step using Equations (1)-(6), and after completion 
of the process, it generates the final output sequence. The output vector is then the forecast of the 
network. LSTM networks are trained in multiple iterations known as epochs. During these iterations, 
bias and weights change to minimize the objective function across the training sets. For our task, the 
mean absolute error (MAE) is used as loss functions and advanced hyper-parameter optimization 
through grid search is used to decide the final parameters of the prediction model (Bergstra, Yamins, 
and Cox 2013). Further details of hyper-parameter optimization are explained in Section 5.1 during 
empirical analysis.  
3.2 The covariates model  
Random forests (RF) are selected because, in retail, non-temporal information represents non-cyclical 
and irregular variations in demand data due to the impact of promotions and other markdown events or 
holidays. We could employ multiple regression for the aforementioned task, but we decided to use RF 
due to their superiority in accuracy with wide applicability in retail management (Ferreira, Lee, and 
Simchi-Levi 2016). Moreover, RF presents very competitive forecasting performance in recent 
empirical evaluations (Ferreira, Lee, and Simchi-Levi 2016; Pierola, Epifanio, and Alemany 2016).  
RF was initially proposed by Ho (1995) and later fully developed by Breiman (2001). RF uses the 
bagging strategy (i.e., bootstrap aggregation), which is to generate random samples of data and train 
different decision trees on these samples. The predictions from these different trees are then aggregated 
to generate the final predictions. During training, RF is allowed to select a random subset of variables 
to split each node and to grow trees to more depth with smaller leaf size. These strategies help RF to 
overcome the challenges of decision trees (e.g., overfitting) and provides a robust method for prediction. 
For applying RF in the proposed forecasting method, explanatory variables are used as input variables, 
and residuals from stage 1 are used as the dependent variable. The RF model is trained over these data 
and generates forecasts for residuals, which will be used later at the final stage.  
3.3 The Forecast 
The final step of the proposed method is the aggregation of the forecasts from stages (1) and (2). The 
forecasts are aggregated by taking the sum of both forecasts; this is an aggregation and not a 
combination as in stage 2 we model the residuals of stage 1. Thus: 
1) The univariate demand series is converted to sequences of inputs for LSTM network, and 
forecasts (𝑋𝑋�𝑡𝑡1) are generated from it.  
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2) The residuals from the first forecast are calculated as 𝑟𝑟𝑡𝑡 =  𝑋𝑋𝑡𝑡 − 𝑋𝑋�𝑡𝑡1 and regressed over 
independent variables via the RF model and forecasts (𝑋𝑋�𝑡𝑡,𝑟𝑟2 ) for the residuals are obtained.  
3) The final forecast is obtained as: 𝑋𝑋�𝑡𝑡 = 𝑋𝑋�𝑡𝑡1 + 𝑋𝑋�𝑡𝑡,𝑟𝑟2 .  
The proposed hybrid method is expected to perform better than its constituents, because it overcomes 
the limitations of the both LSTM and RF. LSTM typically iterate over a set of past values to predict the 
future values, known as batch size in the LSTM. The batch size can vary from one sample to whole 
training data but smaller batch sizes (e.g. 32, 48, 64, etc.) are used for best results. Therefore, LSTM 
can not take advantage of data available across the products to train the model. On the other hand, RF 
can be trained over data on all products and thus, have more data and able to model the relationships 
demand and independent variables; but RF can not model the trend and cyclicity in demand data. In this 
context, out proposed method with above mentioned three step-approach overcomes these limitations 
and provide a complete solution to model temporal and regression effects of the demand data. Moreover, 
the errors are expected to minimized as the proposed method combines the outputs from two best 
methods (Pierola, Epifanio, and Alemany 2016). Further, we restricted the model to point forecasts, 
however, using bootstrap sampling the prediction interval can be generated (Antipov and 
Pokryshevskaya 2012).  
4. The Experimental Setup  
4.1. The Data  
The dataset is from a multi-channel retailer selling packaged food products through one online platform 
and eleven offline stores spread across a metro city and covers a period of 30 months. The daily sales 
data is available for the online store, and weekly sales data is available for offline stores. The dataset 
consists of attributes related to sales (base price, sales, etc), products (size, brand, volume, etc), and 
stores (visits, sales area, etc). We also have promotional activity information. These variables are listed 
in Table 1 (B). We also calculate the “relative price” of the products. The relative price of the product 
is the ratio of “price of a product” and “average price of similar products from other brands”. The 
relative price for an item 𝑆𝑆(𝑠𝑠, 𝑖𝑖) in a sub-segment s, which has N number of items from N different 
brands is given by:  
𝑟𝑟𝑟𝑟𝑟𝑟𝑡𝑡𝑡𝑡𝑖𝑖𝑟𝑟𝑟𝑟 𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑟𝑟 𝑜𝑜𝑓𝑓 𝑡𝑡𝑡𝑡 𝑖𝑖𝑡𝑡𝑟𝑟𝑖𝑖, 𝑆𝑆(𝑠𝑠, 𝑖𝑖) =
𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑟𝑟 𝑜𝑜𝑓𝑓 𝑆𝑆(𝑠𝑠, 𝑖𝑖)
∑ 𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝𝑟𝑟�𝑆𝑆(𝑠𝑠, 𝑖𝑖)�𝑖𝑖∈ 𝑆𝑆(𝑠𝑠) 𝑁𝑁⁄
                        (7) 
The relative price is used to consider the impact of the competition within the category of products. As 
mentioned by Mazumdar, Raj, and Sinha (2005), the relative price tends to be a strong predictor for 
retail products. Ferreira, Lee, & Simchi-Levi (2016) also came to a similar conclusion for the 
importance of relative price in forecasting.  
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Table 1: (A) List of variables in the dataset, and (B) Summary statistics of variables for each year 
(A) Products’ details Transactional details Store’s details (offline only) 
 • Category 
• Sub-category 





• % Discount 





• Store Area 
• Temporary price reduction 
(TPR) 
• No. of households (HHS) 
• Parking Available 
 
(B)  Descriptive Statistics   
Variable Name Median Mean (SD) Remark 
 
Sales 424 452.06 (124.1) Product Sales 
Base Price 3.76 4.16 (1.89) Selling Price 
% Discount  0.00 0.23 (0.38) Promotional Discount 
Visits* 17 19.02 (23.28) No. of customer visits 
HHS* 9 14.62 (21.33) No. of households 
 Sales Area* 48216 48924 (13471) Sales area in a store 
  % of cases Remark 
  
Feature 73.26 In in-store circular 
Display 12.78 In-store Display 
TPR 24.01 Temporary Price Reduction 
 
After performing initial data cleaning, we get data for 16 product types, each available for one online 
platform and 11 offline stores, which leads to a total of 192 series. The descriptive statistics of the data, 
which can be presented in numbers, are shown in Table 1 (B). As the retailer requires demand forecasts 
for operational decisions with a planning horizon of one day, one week or one month, therefore, we 
keep the last one-month as a test dataset for out-of-sample daily, weekly, and monthly evaluations, and 
utilized the rest of the data for training and validation.  
4.2 Hardware and Software 
We perform the data management and analysis entirely in two freeware and open-source platforms: R 
and Python. We use deep learning library Keras (Chollet, 2015), which runs on top of TensorFlow, 
CNTK, and Theano for implementing LSTM networks in Python. We use the python libraries hyperopt 
(Bergstra, Yamins, and Cox 2013) and hyperas with Keras for the implementation of the grid search 
algorithm to find optimal settings of hyperparameters in LSTM networks.  
We use the popular randomforest package (Liaw and Wiener 2002) in R for fitting the RF model. For 
the benchmarking models, we use the forecast package (Hyndman et al. 2015) for ARIMAX via the 
auto.arima( ) function and xreg parameter; furthermore, we use the neuratnet (Günther and Fritsch 
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2010) package for neural networks, and the caret (Kuhn 2008) package for training and evaluating the 
models. All the modeling and analysis are performed in a core-i7 processor with 8 GBs of DDR4 RAM, 
and 4GB of GPUs. Notably, LSTM networks are trained on GPUs.  
4.3 The metrics 
We do empirically evaluate the forecasting performance of our proposed method for: 
• Bias – to check the forecasting method for its tendency of over-forecasting or under-forecasting 
of actual values.  
• Accuracy – to check how closely forecasted values are to the actual values. 
• Variance – to check the average deviation of the forecast from the mean forecast.  
The metrics used to measure the characteristics mentioned above are as follows: mean error (ME) for 
bias, mean absolute error (MAE) for accuracy, and mean squared error (MSE) for variance 
(Nikolopoulos et al. 2016). To avoid any scaling issues, we do employ the relative versions of these 
aforementioned metrics, thus the relative mean error (RME), relative mean absolute error (RMAE) and 
the relative mean squared errors (RMSE). We calculate the relative errors by dividing the sum or mean 
of errors from the evaluated method with that of a benchmark method - the naïve method in this instance. 
To test the statistical significance of our empirical results, two tests are used: a) the Pesaran and 
Timmermann (1992) (PT) test, and b) the Diebold and Mariano (1995) (DM) test is used.  
We calculate the relative over multiple time-series, and therefore average relative forecast errors are 
used. Overall three metrics and two statistical tests are used to benchmark the performance of all 
forecasting methods and these are: average relative mean error (ARME), average relative mean absolute 
error (ARMAE), average relative mean squared error (ARMSE), and the Pesaran and Timmermann 
(1992) test and the Diebold and Mariano (1995) test.  
5. Empirical Results  
In this section, we present, compare and discuss the forecasting performance of our model. We produce 
forecasts for one-week and four weeks ahead, and we benchmark our method against random forests 
(RF), neural network (NN), ARIMAX, multiple linear regression (MLR), and the LSTM network.  
5.1 Implementation  
To implement LSTM networks using Keras, the input data is transformed into a specific 3D shaped 
vector which takes the following form: [samples, timesteps, features]. Also, we do normalize the 
variables in the range of [-1,1] as Keras works best with variables in this range. For the training of the 
LSTM network, we use hyperparameter optimization. In this grid search, the following alternatives are 
used for creating the search space for the selection of hyperparameters: 
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• For optimizers: “rmsprop”, ‘adam”, and “sgd”  
• For the activation function: “linear”, “relu” and “tanh” functions. 
• A set of values to find the optimum number of LSTM layers for the network. 
The optimizers, root mean square propagation (rmsprop) (Hinton, Srivastava, and Swersky 2012), 
adaptive moment estimation based adam method (Kingma and Ba 2017), and stochastic gradient 
descent (sgd) , and activation function, linear (𝑓𝑓(𝑥𝑥) = 𝑥𝑥), rectified linear unit (relu) �𝑓𝑓(𝑥𝑥) =
�
0 𝑓𝑓𝑜𝑜𝑟𝑟 𝑥𝑥 ≤ 0,
𝑥𝑥 𝑓𝑓𝑜𝑜𝑟𝑟 𝑥𝑥 ≥ 0,�, and tanh �𝑓𝑓(𝑥𝑥) =
𝑒𝑒𝑥𝑥−𝑒𝑒−𝑥𝑥
𝑒𝑒𝑥𝑥+𝑒𝑒−𝑥𝑥
�, are used as alternatives because these are widely 
recommended in literature for forecastthe ing purposes (Fischer and Krauss 2018; Lv et al. 2015). For 
hyperparameter optimization, we then use the Bayesian optimization algorithm - a Tree-structured 
Parzen Estimator Approach (TPE) developed by Bergstra et al. (2011). For the implementation of this 
algorithm, we use the python libraries hyperopt and hyperas with Keras (Bergstra, Yamins, and Cox 
2013).  
Furthermore, regularization and early stopping techniques are used for training to prevent the 
overfitting. In regularization, we drop some input units at input gates and at the recurrent connection in 
the LSTM network. Thus, it helps to create models that can generalize better (Gal and Ghahramani 
2016). We also apply early stopping techniques, where we decide to stop the training of the network if 
the improvement over the incremental training step becomes negligible. For regularization, rather than 
having one random value, we used a uniform distributed value of dropouts (between 0 and 1), and for 
early stopping, we used a big patience value, i.e. the allowable number of steps with negligible 
improvement before stopping the algorithm. After the training of LSTM networks through grid search, 
the best LSTM network model based on validation accuracy is selected to use it for the out-of-sample 
prediction on the test data. Using these experimental settings, the optimal settings for hyperparameters 
are obtained, and after manually checking the training and validation accuracy curves, the final 
configurations are selected.  
For the RF part of the method, we apply repeated cross-validations in order to avoid overfitting and at 
the same time obtain best-fit models. Similarly, for benchmark methods, the best possible configuration 
is used. The mean forecast is used as the naïve method for finding the relative errors for all the methods.  
5.2 The demand forecasting module for the multi-channel retailer  
In multi-channel retail, a product is offered through multiple channels and the often factors like price 
and discount for the product vary on these channels and so do the demand for the product. Therefore, 
retailer requires different forecasting models for the same product for different channels. Another 
challenge in multi-channel retail is that it has several purchasing channels and fulfillment channels and 
the key question is how to segregate the demand for proper demand planning for channels. One 
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approach is to forecast along each demand channel. However, this makes demand forecasting a 
cumbersome task yet it will generate very irregular demand patterns, especially on some less popular 
channels, that will be very hard to learn for any algorithm and will result in very low-accuracy forecasts. 
Also, the benefits of aggregate demand will forego too. Therefore, the solution is to forecast demand 
for a product based on its order origination, i.e. online or offline. This method will streamline the process 
of demand forecasting and other decision making like pricing in multi-channel. The architecture for the 
demand forecasting module is provided in Figure 5. The present architecture will serve as a decision 
support tool for the demand forecasting and management in multi-channel retail.  
 
Figure 4: Demand Forecasting Tool for Multi-channel Retailer  
5.3 Results for the online channel: The Online Store  
The proposed forecasting method is first applied to the data from the online store. The data consists of 
sixteen demand series with independent variables. The average one-week ahead forecasting errors from 
each forecasting method used in the study are presented in Table 2. These empirical results show that 
the forecasts from the proposed method are more accurate; less biased and have less variance. These 
results for short-term forecasting horizons show that the proposed method is outperforming the 
benchmark methods on all three performance characteristics (with the respective metrics been: ARME, 
ARMAE, ARMSE).  
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  RF NN ARIMAX MLR LSTM Proposed 
ARME 2.6682 1.7738 1.1661 3.5401 0.2007 0.0762 
ARMAE 0.9455 1.6302 0.7671 1.0420 0.5268 0.5003 
ARMSE 0.7722 1.6879 0.5384 0.9684 0.2434 0.2167 
 
Table 2: Online channel; one-week ahead: ARME, ARMAE, and ARMSE                                                   
(the smaller the better; with italics the top performer) 
Table 3 presents the average relative forecasting errors for the sixteen products for the mid-term 
forecasting horizon of 4 weeks (approximately one-month ahead). The results show that the proposed 
method is yet again the most accurate followed by LSTM. The empirical results are the same across all 
three forecasting performance metrics. The actual extrapolations from our method and four benchmarks 
for one of the sixteen products are illustrated in Figure 5. It can be learned from Figure 5 that time-
series methods (or sequence modeling methods) such as ARIMAX, LSTM and the proposed methods 
are better performing in forecasting the pattern than the machine learning methods. The machine 
learning method is able to forecast some peak demand which may be due to information available in 
explanatory variables available in data. 
  RF NN ARIMAX MLR LSTM Proposed 
ARME 0.8162 0.8682 0.3612 0.7640 0.3356 0.1787 
ARMAE 0.9931 1.7073 0.7797 1.0883 0.6267 0.5913 
ARMSE 0.9748 1.9593 0.5849 1.0938 0.4031 0.3755 
 
Table 3: Online channel; one-month (4 weeks) ahead: ARME, ARMAE, and ARMSE                          








Moreover, we do perform statistical significance tests for the empirically estimated difference between 
the accuracy (forecasting errors) of our method and the aforementioned benchmarks with the DM and 
PT tests (table 4). We can not aggregate p-values across different products. Thus, we present results for 
weekly predictions for Product 1 in Table 4. Our method always outperforms all the other methods and 
the differences in the forecasting performance are statistically significant at a 95% confidence level3. 
We do get similar results for the entire set of products in our analysis. 
A: DM Test   B: PT Test 
i          j = Proposed RF NN ARIMAX MLR LSTM  Method Result 
Proposed - 0.0000 0.0000 0.0026 0.0000 0.0061  Proposed 0.0000 
RF  - 0.0114 1.0000 0.0000 1.0000  RF 0.0000 
NN   - 1.0000 0.9984 1.0000  NN 0.0000 
ARIMAX    - 0.0000 1.0000  ARIMAX 0.0000 
MLR     - 1.0000  MLR 0.0000 
LSTM      -  LSTM 0.0000 
 
Table 4: Online channel; Statistical significance tests for Product #1.   
Panel A: DM test; Panel B:  PT test. 
Panel A in table 4, the DM test, shows the p-values for the null hypothesis that the paired methods have 
equal performance. All individual hypothesis is rejected at 95% significance level over, and therefore, 
the forecasts from the proposed method are superior to all benchmark methods: RF, NN, ARIMAX, 
MLR, and LSTM. In panel A of Table 4, the p-values illustrate our confidence that method i have 
inferior prediction accuracy than method j. In panel B, we see the p-values for the PT test for the null 
hypothesis that actual data and forecast values are independently distributed. So, we can assume with 
high confidence that prediction and response from the forecasting method are independently distributed.  
5.4 Results for the offline channel: The Physical Stores  
After applying the proposed method to the online retail data, we focus our analysis on the offline stores. 
For offline stores, demand data are available on a weekly basis. The number of variables is higher in 
this case as the retailer holds more information regarding stores and offline customer orders. In addition, 
the additional store related information like visits, display, etc. (Table 1) enables us to consider the 
impact of local factors at the store level.  
The data for sixteen products from eleven different offline stores is available. In total, we have one 
hundred and ninety-two (192) demand series (16 for the online channel and 176 for the offline channel), 
and for each of these series, we have collected the respective independent variables. The average relative 
                                                 
3 We also get similar results if we test only the lower 50% of the worst performing forecasts for our method and 
the results are always statistically significant at 95% level of confidence. 
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forecasting errors in the offline channel, from the application of each of the six forecasting methods, 
for one-week and one-month ahead are presented in Tables 5 and 6 respectively:  
 RF NN ARIMAX MLR LSTM Proposed 
ARME 0.3058 0.4706 0.4468 0.6375 0.4931 0.2133 
ARMAE 0.3992 0.6171 0.7703 0.7582 0.6020 0.3616 
ARMSE 0.2739 0.5804 0.6582 0.6809 0.5063 0.2284 
  
Table 5: Offline channel; one-week ahead: ARME, ARMAE, and ARMSE                                       
(the smaller the better with italics the top performer) 
 RF NN ARIMAX MLR LSTM Proposed 
ARME 0.2873 0.4375 0.5532 0.8415 0.5757 0.2397 
ARMAE 0.4031 0.5248 0.6621 0.7473 0.6190 0.3579 
ARMSE 0.2510 0.3201 0.5802 0.6983 0.5102 0.2165 
  
Table 6: Offline channel: one-month (4 weeks) ahead: ARME, ARMAE, and ARMSE                          
(the smaller, the better with italics the top performer) 
For the short-term horizon of one-week ahead, we yet again see that on average4 across the eleven 
physical stores, our proposed is the top-performing one across all three metrics. RF is the second best 
and LSTM the third one except for ARME where ARIMAX is third. For the mid-term horizon of four 
weeks ahead, we yet again see that on average across the eleven physical stores, our proposed method 
is the top-performing one across three metrics: for ARME, ARMAE and ARMSE presenting the more 
accurate forecasts with the least bias and variance. RF is the second best and LSTM the third one apart 
from ARME where ARIMAX is third. 
A: DM Test   B: PT Test 
i          j = Proposed RF NN ARIMAX MLR LSTM  Method Result 
Proposed - 0.0986 0.0000 0.0000 0.0000 0.0000  Proposed 0.0000 
RF  - 0.0000 0.0000 0.0000 0.0000  RF 0.0000 
NN   - 0.0000 0.0000 0.1592  NN 0.0000 
ARIMAX    - 0.2961 1.0000  ARIMAX 0.0000 
MLR     - 1.0000  MLR 0.0000 
LSTM      -  LSTM 0.0000 
 
Table 7: Offline channel; Statistical significance tests for Product #1 at Store #1.  
Panel A: DM test; Panel B:  PT test. 
Further, the DM and PT tests are conducted to test the statistical significance of the results for offline 
data also. Table 7 present the results for the weekly prediction for Product 1 at store 1. Similar results 
                                                 
4 We have seen no differences in the forecasting performance across the eleven stores; thus, we report the average 
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are obtained for all the products across all stores. The proposed method outperformed the other methods 
at a 95% confidence level. An important aberration from online results is that the MLR is performing 
better than other methods and in some cases close to RF and NN. It can be attributed to additional 
exogenous variables available in offline stores. This also confirms the superiority of our method for 
demand prediction in offline retail also.  
5.5 Discussions 
The proposed forecasting method and benchmark forecasting methods were applied to a total of 16 
online demand series and 176 offline demand series. Holistically, based on three metrics and two 
statistical tests, it has been proved that the proposed forecasting method is outperforming other 
benchmarking methods on all characteristics. For the online channel, where limited independent 
variables are available, LSTM is the second-best performing method. ARIMAX has the worst 
performance of all methods, and this can be attributed to the inability of ARIMAX to model nonlinear 
temporal information. This implies that online demand patterns are more complex to model by linear 
time-series methods such as ARIMAX. Whereas, advanced methods such as the proposed method and 
LSTM are well suited for the demand forecasting in the online environment. For the offline channel, 
where sufficient independent variables were available, RF came second to the proposed method. The 
weekly aggregation of demand and the presence of additional features are helping the random forest to 
perform better than other methods. This is also in agreement with the present literature which 
recommends the random forest for the demand forecasting in offline retail (Qu et al. 2017). However, 
the proposed method is performing better than even a random forest. This is so because the hybrid 
method is a combination of both LSTM and random forest which enables it to benefit it from the 
complementary strengths of the two methods. 
The random forest part of the proposed method provided the much-needed edge in forecasting accuracy 
by predicting accurately the sudden changes (say, due to holidays, promotions, etc.) in the forecast by 
using the respective independent variables. Another significant result of the random forest is the 
variable importance. By aggregating the variable importance results from models, the top variables are 
Price (100%), Relative Price (65.47%), Display (55.04%), Discount (35.27%), and TPR (9.51%). 
Similarly, the relative importance is calculated from the RF method and it is found that top variables 
are Price (100%), Relative Price (75.43%), Display (38.34%), Discount (14.90%) and TPR (8.718%). 
We observed that while the order of relative importance is the same from the proposed method and RF, 
but the relative importance is different. It is so as LSTM filtered out the temporal effects like the start 
of the week, month or weekend, from the sales data and thus, the results from the proposed method are 
only of the relationship between independent variables and sales. That is why the Relative price, 
Display, and Discount have more relative importance than in the case of RF, where importance is highly 
skewed towards Prices. These are quite helpful results for a multi-channel retailer as these can help not 
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only in managing promotional events or sales but also in decisions like assortment planning. The 
enhanced variable importance is also a useful characteristic of the proposed method.  
6. Conclusions, managerial insights, and further research 
In this paper, a new - hybrid in nature - forecasting method is proposed based on an LSTM and an RF. 
To benchmark, the performance of the proposed method, a set of popular and widely used competitive 
methods are tested including Naïve, MLR, NN, ARIMAX and the two components of our approach 
independently: RF and LSTM. Three forecasting error metrics are employed ARME, ARMAE, and 
ARMSE as proxies for the bias, accuracy, and variance of the evaluated forecasts. Furthermore, the DM 
and PT statistical significance tests are used to attest to our empirical findings.   
We perform empirical evaluations over 192 time-series and respective cues of information over two 
different channels: an online channel for 16 products and offline channel including the same 16 products 
sold over 11 different physical stores. All the analyses indicate that our newly proposed method 
outperforms all benchmarks used in this study. The extensive empirical evidence presented here 
advocates the case for the potential of the use of our method in a multi-channel demand forecasting 
context; as well as calling for further research, testing, and development of similar hybrid methods.  
The current study makes important contributions to the theory and practice of Operational 
Research/Management Science (ORMS) and Predictive Analytics. The first contribution is the 
development of a robust and flexible forecasting method, which can be used to model complex demand 
patterns. Second, the proposed method is hybrid in nature and first applies an LSTM network to model 
the temporal characteristics of the time-series and then an RF is modeling the residuals of the fitting of 
LSTM network to the data via employing any exogenous information in the form of cues of information 
available – information that differs for each respective channel. Further, the third contribution is that 
this study provides a new application area for innovative applications of ORMS as until recently 
researchers have used LSTM networks in finance and economics forecasting problems, but not in a 
retailing demand forecasting context. Finally, the final contribution is that this work illustrates the 
architecture as well as the step-by-step advanced implementation of an LSTM network for demand 
forecasting problems. To that end, the details of implementation and advanced hyperparameter 
optimization of the LSTM network are described in detail.  
The obtained results have several practical implications for retail managers. The managers can use the 
proposed method to accurately forecasts the complex demand patterns. The use of deep learning and 
machine learning methods are very also efficient in managing large dataset generating from latest big 
data, IoT, Supply Chain 4.0, etc. business environments. The use of business data in demand planning 
provides an added advantage to the managers to include the significant variables according to their own 
judgment. Further, the relative importance of factors affecting sales of a particular category of product 
will help in efficiently designing the targeted promotional events, an optimal mix of assortment display, 
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and shelf-space optimization in the retail stores. Moreover, accurate demand forecasts will lead to better 
ordering policies and thus, minimization of inventory management cost, and optimal distribution and 
logistics planning for satisfying the future demand.  
As far as future research in this domain is concerned, we believe that the following ideas are worth 
pursuing further. Also, there are some limitations in the current study, which can be addressed by future 
research. On the methodology side, the new and more advanced neural networks such as a convolutional 
neural network (CNN) or spiking neural networks should be adapted for time-series forecasting 
problems. Notably, CNN would be potentially successful in handling big data. Another interesting 
future research direction will be to compare the performance of LSTM networks with the deep learning 
neural networks. These efforts will corroborate further to the new stream of research of deep learning 
methods for forecasting. For further advancement in demand forecasting in a multi-channel retail 
context, more data on non-traditional fulfillment channels viz. order online and home delivery, order 
online and pick up at the pickup point, etc., should be gathered. By doing this, the proposed method 
should be tested on demand patterns generated by these new channels. Further, when demand and 
resources from multiple channels are seamlessly integrated – often referred to as omnichannel retail – 
it may not be the case that the same forecasting models will prevail and as such this will be an important 
topic for future research. For further generalization in the future the application of these deep learning 
techniques should be extended and tested on data from other domains such as healthcare, economics, 
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