We consider the stationary problem of the Navier-Stokes equations in R n for n ≥ 3. We show existence, uniqueness and regularity of solutions in the homogeneous Besov spacė B −1+ n p p,q which is the scaling invariant one. As a corollary of our results, a self-similar solution is obtained. For the proof, several bilinear estimates are established. The essential tool is based on the paraproduct formula and the imbedding theorem in homogeneous Besov spaces.
Introduction.
Let us consider the stationary Navier-Stokes equation in R n for n ≥ 3;
where u = u(x) = (u 1 (x), · · · , u n (x)) and π = π(x) denote the unknown velocity vector and the unknown pressure at the point x = (x 1 , · · · , x n ) ∈ R n , respectively, while f = f (x) = (f 1 (x), · · · , f n (x)) denotes the given external force. In the literature, there are a number of results on weak and strong solutions to the Navier-Stokes equations, and modern techniques arising in functional and harmonic analysis have been applied to solve fundamental problems on both stationary and non-stationary cases such as existence, uniqueness, regularity and stability. The existence of the solution of the stationary Navier-Stokes equations (NS) had been founded by Leray [19] , Ladyzhenskaya [18] and Fujita [9] . Then Finn [8] established a fundamental framework of the stationary problem in exterior domains. It was shown by Heywood [10] that the solution of (NS) can be obtained as a limit of the solutions of the non-stationary equation. Their methods can be also applied to the whole space R n , and these results have been developed up to the present. For instance, Chen [6] improved regularity of the solution of (NS) in L n , and Secchi [20] treated the solution in L n ∩ L p with p > n. Among these results, it seems important to find more general spaces where the solution of (NS) is obtained. For that purpose, we shall introduce homogeneous Besov spaces. As the first step, it is necessary to seek a suitable function space to handle (NS). To this end, the scaling argument is quite useful. Indeed, it is easy to show that if {u, π, f } satisfies (NS), then so does the family {u λ , π λ , f λ } for all λ > 0, where u λ (x) = λu(λx), π λ (x) = λ 2 π(λx) and f λ (x) = λ 3 f (λx). We call the spaces X and Y with the norms ∥ · ∥ X and ∥ · ∥ Y scaling invariant for the velocity u and the external force f with respect to (NS) if it holds that ∥u λ ∥ X = ∥u∥ X and ∥f λ ∥ Y = ∥f ∥ Y for all λ > 0, respectively. For instance, in the usual Lebesgue space L p , L n (R n ) and L for all n/3 ≤ p ≤ ∞, homogeneous Besov spaces enable us to treat more general spaces than Lebesgue ones. In comparison with the Lebesgue spaces, the advantage of Besov spaces to solve the non-stationary problems in R 3 has been established by Cannone [3] and Cannone-Planchon [5] . Indeed, they proved the existence theorem for the Cauchy problem with the initial data
with n < p < ∞ which is larger than L n . More abstract result including [3] and [5] was shown by Cannone-Meyer [4] , which made fully use of the Littlewood-Paley decomposition. Kato [13] and Kozono-Yamazaki [16] obtained the corresponding results to the Morrey space.
The purpose of the present paper is to prove existence, uniqueness and regularity of the solutions of (NS) in the homogeneous Besov spaces with the scaling invariant norms. More precisely, if the external force f is sufficiently small inḂ
then there exists a unique solution u ∈Ḃ
−1+
n p p,q of (NS). Since such homogeneous Besov spaces for f and u include homogeneous functions with degrees −3 and −1, respectively, our existence theorem necessarily yields the self-similar solution of (NS). The advantage of making use of homogeneous Besov spaces stems from the fact that the scaling argument works, while it is not the case in inhomogeneous Besov spaces. On account of such a scaling property as that of usual L p -spaces, we are successful to construct the stationary solution u ∈Ḃ
. On the other hand, there is also disadvantage of homogeneous Besov spaces since the function has to be handled modulo polynomials. So, it is not clear whether the solution u satisfies (NS) almost everywhere in R n . To give a definite answer to such ambiguity, under a certain additional regularity assumptions on f , we shall show that our solution u becomes in fact, a strong solution of (NS) which means that u belongs to the usual Sobolev space H 2,r for some 1 < r < ∞ and satisfies (NS) almost everywhere in R n . Compared with the nonstationary problem, there seems to be less results in the stationary one which are discussed in the framework of the Besov spaces. A similar result to that in the Morrey space was obtained by . This paper is organized as follows. In the next section, we shall state our main theorems with some remarks. First, we shall show a fundamental existence and uniqueness theorem inḂ
As a corollary, we prove the existence of self-similar solutions. We shall also emphasize that if the external force has some additional regularity, then our solution may be regarded as the strong solution of (NS) in H 2,r with some 1 < r < ∞. For the proof of our main theorems, the generalized Leibnitz rule of the Hölder-type inequality in the Besov spaces plays an important role. So, in Section 2 we shall make use of the paraproduct formula due to Bony [2] and establish several bilinear estimates related to the nonlinear structure u · ∇u for the solenoidal vector field u. Finally, we shall prove the main theorems in Section 3.
Results.
Before stating our main results, let us recall homogeneous and inhomogeneous Besov spaces. For that purpose, we first introduce the Littlewood-Paley decomposition {φ j } ∞ j=−∞ . We take ϕ ∈ C ∞ 0 (R n ) in such a way that supp ϕ = {ξ ∈ R n ; 1 2 ≤ |ξ| ≤ 2} satisfying 
where P is the set of polynomials in R n . We also define the corresponding inhomogeneous Besov
For more precise, see e.g., Bergh-Löfström [1] .
Next, we rewrite (NS) to the generalized form by means of the abstract setting of the functional analysis. Let P be the projection operator from L p onto the solenoidal space L p σ ≡ {u ∈ L p ; div u = 0}. It is known that P has the expression P = {P jk } 1≤j,k≤n with P jk = δ jk + R j R k , j, k = 1, · · · , n, where δ jk denotes the Kronecker symbol and
On the other hand, P is bounded in the homogeneous Besov spaceḂ s p.q for all 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞ and s ∈ R. It should be noted by the Hausdorff-Young inequality that
, from which we see that R k , k = 1, · · · , n is bounded inḂ s p,q even for p = 1 and p = ∞. Since we need to find the solution u of (NS) with div u = 0, let us introduce the spaceḂ s p,q ≡ P B s p,q . Since P u = u, P (∇π) = 0 and since P commutes with −∆, application of P to both sides of (NS) yields that −∆u + P (u · ∇u) = P f . Since div u = 0, it holds that u · ∇u = ∇ · u ⊗ u, and hence we see that u can be expressed by
where K ≡ P (−∆) −1 ∇· may be regarded as the Fourier multiplier with the differential order
for n × n tensors g = (g kl ) 1≤k,l≤n . Then we have the following proposition.
For the proof of Proposition 1.1, see the Appendix.
Here and in what follows, we denote by C various constants which may change from line to line. In particular, we denote by C = C( * , · · · , * ) the constants depending only on the quantities appearing in the parentheses.
Our main results now read as follows. We first state existence and uniqueness of solutions for small data.
of (E). Moreover, there exists a constant η = η(n, p, q) > 0 such that if u and v are two solutions of (E) in the classḂ
An immediate consequence of the above theorem is the existence of self-similar solutions. (iii) The restrictions on the dimension n and the integral exponent p such as n ≥ 3 and 1 ≤ p < n are due to validity of the paraproduct formula which plays a key role for the proof of the bilinear estimate in Lemma 2.1.
(iv) Recently, Tsurumi [22] proved ill-posedness of (NS) inḂ −1 ∞,∞ in the sense that the norm inflation occurs in (E) for the solution map f ∈Ḃ
∞,∞ . Hence, it seems an interesting question whether Theorem 1.1 does hold for n ≦ p < ∞.
We next show that under some additional assumption on f , our solution u has more regularity. . Although the original system (NS) of equations is reduced to (E), it is necessary to identify (E) with an equivalence class in modulo polynomials. To prove that our solution u given by Theorems 1.1 and 1.2 satisfies (NS) in the usual sense, it should be clarified that u and its derivatives D α u for |α| ≤ 2 belong to usual L r -spaces. For that purpose, we consider the homogeneous Sobolev spaceḢs ,r = {v ∈ S ′ /P; ∥(−∆)s 2 v∥ Lr < ∞}, and show that u ∈Ḣs ,r provided f ∈Ḣs −2,r under some restriction onr ands.
Theorem 1.2 Let n ≥ 3, and let
Our result on additional regularity of the solution u of (E) reads as follows: 
of (E). This implies that our theorem includes the existence result of solutions to (NS) with the external force written in the divergence form in the usual Lebesgue space L n 2 . See e.g., Chen [6] .
Bilinear estimates.
Let us first introduce some imbedding theorems in the homogeneous Besov and Triebel-Lizorkin spaces. Recall that the homogeneous Triebel-Lizorkin spaceḞ s p,q for 1 ≤ p < ∞, 1 ≤ q ≤ ∞ is the set of all f ∈ S ′ /P such that ∥f ∥Ḟ s p,q < ∞, where The desired imbedding is a consequence of (2.1) and (2.3). This completes the proof.
Next, we consider the Leibnitz rule in the homogeneous Besov space. 
Proposition 2.2 (i) Let
where 6) where
we have that
Since φ j (x) = 2 jn (F −1 ϕ)(2 j x) for all j ∈ Z, it holds by the Hausdorff-Young and the Hölder inequalities that
for all j, k ∈ Z. Hence it follows from the Minkowski inequality that
where C = C(n, p, p 1 , p 2 , q, s, α). In the above estimate it should be noted that ∑ ∞ l=3 2 −αl < ∞ since α > 0. In the case q = ∞, we see similarly to (2.7) that
, from which and (2.7) it follows that
where
Replacing the role of f by g, we obtain similarly to (2.7) and (2.8) that
where C = C(n, p,p 1 ,p 2 , q, s, β).
Next we treat h 3 inḂ s p,q . Let us consider the case 1 ≤ q < ∞. Since
By the Hausdorff-Young and the Hölder inequalities, it holds that
for all j, r, t ∈ Z. Hence it follows from the Minkowski inequality that 10) where C = C(n, p, p 1 , p 2 , q, s, α). In the above estimate it should be noted that ∑ r≥−4 2 −sr < ∞ since s > 0. In case q = ∞, similarly to (2.10), we have that
with C = C(n, p, p 1 , p 2 , s, α), from which and (2.10) it follows that 11) where C = C(n, p, p 1 , p 2 , q, s, α). Now the desired estimate (2.4) is a consequence of (2.8), (2.9) and (2.11).
(ii) We also make use of the paraproduct formula (2.6). Let us first consider the case 1 ≤ q < ∞. In the same way as in (2.7), we have
It should be noticed that
where f ε (x) = ε −n f (x/ε) for ε > 0. Hence we have ∥
from which and (2.12) it follows that
s).
In case q = ∞, we have that
, from which and (2.13) it follows that 16) where
In case q = ∞, we have similarly to the above that
, from which and (2.16) it follows that 17) where C = C(n, p, p 1 , p 2 , s). Now the desired estimate (2.5) is a consequence of (2.14), (2.15) and (2.17) . This proves Proposition 2.2.
Let us recall the operator K given by Proposition 1.1. The following three lemmata of the bilinear estimate play important roles for proofs of our main theorems.
Lemma 2.1 Let n ≥ 3 and let
with the estimate
18)
where C = C(n, p, q).
Proof. Taking p = p 0 , s = −2 + n/p in Proposition 1.1, we have that s 0 = −1 + n/p, and so it holds that 19) where C = C(n, p, q). Let us first consider the case 1 ≤ p < n/2. Take p 1 and p 2 in such a way Lemma 2.2 Let n ≥ 2, and let
where C = C(n, p, q) is independent of j. By induction, it holds that
, we have by (3.2) that
By the standard argument we see from (3.3) that under the condition
the sequence {M j } ∞ j=0 is subject to the estimate
Take w j = u j+1 − u j , and we have
By the definition of α in (3.5), we see that
and hence it holds that 6) which implies that u j converges to some u inḂ
. Since
with C = C(n, p), by taking δ = δ(n, p, q) sufficiently small, we see from the above estimate that the condition (3. 14) whereφ j = φ j−1 + φ j + φ j+1 . It is easy to see that
, which yields that
where C = C(n, p, p 0 ) is independent of j ∈ Z. Notice that Ψ ∈ S because supp ∑ 1 k=−1 ϕ(2 −k ξ) ⊂ {ξ ∈ R n ; 2 −2 ≤ |ξ| ≤ 2 2 }. Hence it follows from (3.14) that
where C = C(n, p, p 0 , q, s, s 0 ). In case q = ∞, the proof is quite similar to the above, so we may omit it. This proves Proposition 1.1.
