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Resumo
A série teta de um reticulado é uma estrutura matemática importante com aplicações em
Teoria dos Números e Comunicação. Ela nos fornece várias informações valiosas de um
reticulado, como o seu raio de empacotamento, o seu kissing number e a sua densidade.
O objetivo deste trabalho é estudar as séries teta e suas aplicações em Segurança da
Informação. Motivados pelo canal de escuta Gaussiano, consideramos o problema de
minimizar a probabilidade de um intruso decodificar corretamente uma mensagem enviada
por um usuário para um receptor legítimo. Essa probabilidade é limitada pela função de
sigilo, intrinsecamente associada à série teta. Neste trabalho estudamos a otimização da
função de sigilo e problemas analíticos associados.
Palavras-chave:Série teta, função de sigilo, reticulado.
Abstract
The theta series of a lattice is an important mathematical structure with applications to
Number Theory and Communication. It provides valuable information about a lattice,
such as its packing radius, its kissing number and its packing density. The objective of this
work is to study the theta series and its applications to Information Security. Motivated
by a Gaussian wiretap channel, we consider the problem of minimizing the probability
that an eavesdropper recovers a message sent by a user to a legitimate receiver. This
probability is limited by the secrecy function, intrinsically associated to the theta series.
We consider the optimization of the secrecy function and associated analytical problems.
Keywords: Theta series, secrecy function, lattice.
Lista de ilustrações
Figura 1 – Reticulado Λ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Figura 2 – Reticulados Z2 e A2, respectivamente. . . . . . . . . . . . . . . . . . . 18
Figura 3 – ΛApCq. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Figura 4 – Reticulado construído via corpo de números K “ Qp?5q. . . . . . . . 44
Figura 5 – Função de sigilo do reticulado
?
2A2. . . . . . . . . . . . . . . . . . . . 53
Figura 6 – Função de sigilo de Λ “ Z‘?lZ. . . . . . . . . . . . . . . . . . . . . 55
Figura 7 – ΞΛ1pyq e ΞΛpyq, para l “ 5. . . . . . . . . . . . . . . . . . . . . . . . . 59
Figura 8 – ΞΛ1pyq, para l “ 17. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Figura 9 – ΞΛ2pyq, ΞΛ2py ´ 3q e ΞΛpyq, para l “ 7. . . . . . . . . . . . . . . . . . 60
Figura 10 – Ξ?2Λ3pyq e ΞΛpyq, para l “ 3 e 7. . . . . . . . . . . . . . . . . . . . . . 60
Figura 11 – ΞΛ1pyq e ΞΛ2pyq, para l “ 5 e 7. . . . . . . . . . . . . . . . . . . . . . . 61
Lista de tabelas
Tabela 1 – Distribuição de peso do código H7 . . . . . . . . . . . . . . . . . . . . 38
Tabela 2 – Pontos de máximo e mínimo da função de sigilo das famílias de reticulados 60
Sumário
Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1 Séries Teta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1 Conceitos Preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2 A Série Teta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3 Série Teta de Reticulados Importantes . . . . . . . . . . . . . . . . . . . . 21
2 Séries Teta e Formas Modulares . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1 Resultados e Conceitos Preliminares . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Séries Teta como Formas Modulares . . . . . . . . . . . . . . . . . . . . . . 31
3 Séries Teta via Construções de Reticulados . . . . . . . . . . . . . . . . . . 35
3.1 Conceitos Iniciais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Construções de Reticulados a partir de Códigos Binários . . . . . . . . . . 37
3.3 Reticulados via Corpos Quadráticos . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 Homomorfismo de Minkowski . . . . . . . . . . . . . . . . . . . . . 43
3.4 Construções e Referências Adicionais . . . . . . . . . . . . . . . . . . . . . 45
4 A Função de Sigilo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1 Canal com Escuta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Função de Sigilo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Função de Sigilo l-modular . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.4 Função de Sigilo de Reticulados Algébricos . . . . . . . . . . . . . . . . . . 56
4.4.1 Relações entre a Função de Sigilo dos Reticulados . . . . . . . . . . 58
4.4.2 Função de Sigilo l-modular de Reticulados Algébricos . . . . . . . . 61
5 Conclusões e Perspectivas Futuras . . . . . . . . . . . . . . . . . . . . . . . 62
REFERÊNCIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
12
Introdução
Um problema clássico em Teoria dos Números é a determinação da quantidade de
vetores px1, ¨ ¨ ¨ , xnq com coordenadas inteiras tais que xk1 ` ¨ ¨ ¨ ` xkn “ m. Por volta de
1770, o matemático inglês Edward Waring enunciou em uma de suas obras mais famosas,
o livro "Meditationes Algebraicae"[9], o seguinte resultado: "Todo número inteiro positivo
pode ser representado pela soma de quatro quadrados, nove cubos e dezenove quartas
potências". Joseph Louis Lagrange, no mesmo ano, provou que todo número inteiro pode
ser representado como a soma de quatro quadrados. Esse resultado ficou conhecido como
o Teorema dos Quatro Quadrados [9]. Existe uma maneira de reescrever este problema em
termos de reticulados. Seja Z4 o conjunto de todos os pontos com coordenadas inteiras
px1, x2, x3, x4q. A quantidade de maneiras de escrever m como soma de quatro quadrados
é igual o número de vetores de norma ao quadrado
?
m em Z4. Escrevendo a série formal
ΘZ4pqq “
ÿ
xPZ4
qx¨x
temos que os coeficientes que acompanham as m-ésimas potências de q nos dizem a
quantidade de maneiras de se escrever m como soma de quatro quadrados. Essa é a série
teta do reticulado Z4.
Como ilustrado acima, a série teta de um reticulado surge naturalmente na Teoria
dos Números. Um outro exemplo é a sua relação com formas modulares, que nos permite
estudar propriedades de certas classes de reticulados [8, 10]. Além disso, a série teta nos
fornece várias informações valiosas de um reticulado, como o seu raio de empacotamento,
o seu kissing number e a sua densidade.
O objetivo desse trabalho é estudar as séries teta, tendo como motivação a função
de sigilo, definida no contexto de Segurança da Informação por Belfiore e Oggier em
[2]. Usando um canal de escuta gaussiano, queremos minimizar a probalidade de um
intruso decodificar corretamente uma mensagem enviada por um usuário para um receptor
legítimo. Essa probabilidade é delimitada pela função de sigilo e pela série teta do reticulado
[11, 13, 14]. Consideramos problemas analíticos de minimização envolvendo a função de
sigilo e a série teta, em especial, as conjecturas propostas por J.-C. Belfiore, F. Oggier e P.
Sole em [14] e a conjectura proposta por A.-M. Ernvall-Hytonen and B. A. Sethuraman
em [12].
Para este propósito, utilizaremos algumas ferramentas como as séries teta de Jacobi
[8]. Com elas, a partir de propriedades simples de reticulados, como sua matriz de Gram,
ou resultados de construções de reticulados por códigos, como a Construção A, podemos
escrever a série teta de vários reticulados importantes. Estaremos também interessados
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nas derivadas das séries teta de Jacobi. Em [21], é mostrado como escrever essas derivadas
como função de outras séries conhecidas, as séries de Eisenstein.
Além da construção de reticulados por códigos, consideraremos nesse trabalho
construções algébricas de reticulados, via Homomorfismo de Minkowski [3, 15, 17, 22].
Consideraremos ainda uma generalização da Construção A para reticulados obtidos sobre
corpos de números [25, 26].
Organização do Trabalho
No Capítulo 1 apresentaremos a série teta, bem como os conceitos preliminares
para a sua compreensão. Introduziremos alguns reticulados de interesse e calcularemos a
série teta dos mesmos.
No Capítulo 2 abordaremos o estudo das séries teta como formas modulares.
Introduziremos alguns resultados e conceitos preliminares com o objetivo de demonstramos
propriedades importantes acerca de reticulados unimodulares pares. Apresentaremos
também um resultado muito importante usado no Capítulo 4, a Fórmula da Soma de
Poisson para reticulados.
No Capítulo 3 introduziremos o conceito de construções de reticulados por códigos,
em especial, a Construção A e a Construção B. Vamos apresentar resultados importantes
que nos permitirão calcular a série teta dos reticulados obtidos por essas construções. In-
troduziremos também um método para gerar reticulados usando uma construção algébrica,
apresentando alguns resultados e conceitos que nos servirão de base para o Homomorfismo
de Minkowski, a ferramenta usada para obtermos tais reticulados, chamados de reticulados
algébricos.
No Capítulo 4 apresentaremos o conceito da função de sigilo, bem como seus
resultados importantes. Falaremos sobre as conjecturas de Belfiore, Oggier e Solé [14] e de
alguns contra-exemplos para uma delas. Serão apresentados também alguns resultados de
função de sigilo de reticulados l-modulares, e uma nova definição da função de sigilo, definida
por A.-M. Ernvall-Hytonen and B. A. Sethuraman em [12]. Além disso, abordaremos
neste capítulo a função de sigilo de Reticulados Algébricos, calculando-a para algumas
famílias desses reticulados. Por fim, vamos relacionar a função de sigilo e a função de sigilo
l-modular de algumas famílias de reticulados.
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1 Séries Teta
Neste capítulo serão apresentados inicialmente alguns conceitos e propriedades de
reticulados, bem como alguns resultados auxiliares. Em seguida, apresentaremos o conceito
de série teta, sua interpretação geométrica e as séries teta de Jacobi. Por fim, calcularemos
a série teta de alguns reticulados importantes em nosso estudo.
1.1 Conceitos Preliminares
Definição 1.1.1. Um reticulado Λ é um subgrupo aditivo e discreto de Rn.
Em [22], pág. 53, vemos que um subgrupo discreto de Rn é gerado por m vetores
linearmente independentes sobre Rn, onde m ď n. Daí, segue que m vetores linearmente
independentes em Rn pm ď nq formam uma base para um reticulado Λ.
Um reticulado Λ pode ser descrito em termos de uma matriz geradora M de
dimensão mˆ n e posto m da seguinte forma:
Λ “ tx “ uM : u P Zmu,
onde
M “
¨˚
˚˝ v11 . . . v1n... . . . ...
vm1 ¨ ¨ ¨ vmn
‹˛‹‚.
Os vetores linha vi “ pvi1, . . . , vinq formam uma base para o reticulado Λ. O número de
vetores de uma base do reticulado é chamado de dimensão ou posto do reticulado. Quando
m “ n, dizemos que Λ possui posto completo.
Definição 1.1.2. A matriz G “MMT é chamada de matriz de Gram de um reticulado.
O determinante do reticulado Λ, denotado por detpΛq é definido como o determinante da
matriz de Gram, isto é, detpΛq “ detpGq.
Exemplo 1.1.3. O reticulado Z2 “ tpx1, x2q : xi P Zu, possui matriz geradora e matriz
de Gram, respectivamente,
M “
˜
1 0
0 1
¸
e G “MMT “
˜
1 0
0 1
¸
.
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Exemplo 1.1.4. O reticulado Λ gerado pelos vetores v1 “ p´1, 1q e v2 “ p0, 2q pver
Figura 1q, possui matriz geradora e matriz de Gram, respectivamente,
M “
˜
1 ´1
0 2
¸
e G “MMT “
˜
2 ´2
´2 4
¸
.
Figura 1 – Reticulado Λ.
No exemplo anterior vemos que o reticulado Λ é gerado pela matriz M . Não é
apenas a matriz M que gera Λ. Duas matrizes A e B geram o mesmo reticulado se, e
somente se, A “ UB, onde U é uma matriz unimodular (matriz quadrada com entradas
inteiras e determinante igual a 1 ou ´1) [6], pág. 10. A partir desse resultado podemos
fazer um processo de mudança de base dos reticulados, escolhendo assim sempre uma base
mais conveniente para o nosso uso.
Exemplo 1.1.5. O reticulado Λ gerado pelos vetores v1 “ p1, 1,´1q, v2 “ p0, 2, 3q e
v3 “ p2, 5, 0q possui matrizes geradora e de Gram, respectivamente,
M “
¨˚
˝ 1 1 ´10 2 3
2 5 0
‹˛‚ e G “MMT “
¨˚
˝ 3 ´1 7´1 13 10
7 10 29
‹˛‚.
Definição 1.1.6. A soma direta de dois reticulados Λ1 Ă Rn e Λ2 Ă Rm é dada por
Λ1 ‘ Λ2 Ă Rn`m tal que
Λ1 ‘ Λ2 “ tpu1, ¨ ¨ ¨ , un, v1, ¨ ¨ ¨ , vmq : u P Λ1 e v P Λ2u.
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1.2 A Série Teta
Dados dois vetores x “ px1, . . . , xnq e y “ py1, . . . , ynq em Rn, definimos o produto
interno de x e y como x ¨ y “ x1y1 ` ¨ ¨ ¨ ` xnyn.
Definição 1.2.1. Seja Λ um reticulado em Rn. Definimos a série teta de Λ como
ΘΛpqq “
ÿ
xPΛ
qx¨x (1.1)
onde z P C, q “ epiiz e Impzq ą 0.
Na literatura é usual encontrar a série teta escrita em função de z, isto é, ΘΛpzq.
Então, vamos usar essa notação no decorrer do trabalho.
De maneira análoga, define-se a série teta de translações de um reticulado Λ por
um vetor v como
ΘΛ`vpzq “
ÿ
xPΛ`v
qx¨x (1.2)
Podemos escrever a série teta de um reticulado Λ da seguinte forma:
ΘΛpzq “
ÿ
m:
Npmqą0
Npmqqm,
onde Am “ tx P Λ : x ¨ x “ ?mu e Npmq “ |Am|, isto é, o número de vetores de Λ que
possuem norma
?
m. As potências de q nessa soma são todas as normas ao quadrado
atingíveis pelos pontos do reticulado. Podemos observar então que a série teta de um
reticulado é uma série que possui apenas termos positivos em sua expansão.
O seguinte resultado mostra que a série teta de um reticulado está sempre bem
definida.
Teorema 1.2.2. Seja Λ Ă Rn um reticulado, então ΘΛpzq “
ÿ
xPΛ
epiizx¨x converge unifor-
memente e absolutamente para todo z P C, com Impzq ě v0 ą 0.
Demonstração. Sejam Λ um reticulado eM uma matriz geradora de Λ. Considere a norma
induzida de matrizes definida como }M} “ max
}x}“1
}xM}. Por definição, }M} ą 0 e essa
norma satisfaz a seguinte propriedade,
}xM} ď }x} }M} .
Seja  “ 1}M´1} . Note que }xM} ě  }x}, pois››yM´1›› ď }y} ››M´1›› .
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Fazendo y “ xM , temos que››xMM´1›› ď }xM} ››M´1››ñ }xM} ě 1}M´1} }x} “  }x} .
Deste modo, como Impzq ě v0 ą 0, segue que,ÿ
xPΛ
|epiizx¨x| “
ÿ
xPZn
|epiizxM ¨xM | “
ÿ
xPZn
e´piImpzqxM ¨xM
uma vez que
epiizxM ¨xM “ epiiRepzqxM ¨xM´piiImpzqxM ¨xM
“ e´piiImpzqxM ¨xM rcosppiRepzqxM ¨ xMq ` isenpiRepzqxM ¨ xM s .
Então, |epiizxM ¨xM | “ e´piImpzqxM ¨xM .
Portanto, temos queÿ
xPΛ
|epiizx¨x| “
ÿ
xPZn
e´piImpzqxM ¨xM
ď
ÿ
xPZn
e´piv0xM ¨xM
ď
ÿ
xPZn
e´piv0x¨x
“ p
8ÿ
r“´8
e´piv0r
2qn.
Usando o teste da razão, note que
lim
rÑ8
e´piv0pr`1q2
e´piv0r2
“ lim
rÑ8
e´piv0pr2`2r`1q
e´piv0r2
“ lim
rÑ8
e´piv0r2e´piv02re´piv0
e´piv0r2
“ lim
rÑ8 e
´piv02re´piv0 “ 0 ă 1.
Portanto, p
8ÿ
r“´8
e´piv0r
2qn ă 8.
Vamos agora exibir os primeiros termos da série teta de dois reticulados importantes:
o reticulado Z2 e o reticulado hexagonal (ou A2)∗. Na Seção 1.3 iremos calcular formalmente
a série teta destes e de outros reticulados importantes.
Exemplo 1.2.3. A série teta do reticulado Z2:
ΘZ2pzq “
ÿ
xPZ2
qx¨x “ 1` 4q ` 4q2 ` 4q4 ` 8q5 ` 4q8 ` 4q9 ` ¨ ¨ ¨ (1.3)
∗ Na literatura define-se o reticulado A2 como tpx0, x1, x2q P Z3 : x0 ` x1 ` x2 “ 0u. O reticulado A2 é
equivalente ao reticulado hexagonal ([18], Exemplo 1.2.1), então vamos usar a definição do reticulado
hexagonal para nos referir ao A2.
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Exemplo 1.2.4. A série teta do reticulado A2, o reticulado que possui como base os
vetores v1 “ p1, 0q e v2 “
ˆ
1
2 ,
?
3
2
˙
, é:
ΘA2pzq “
ÿ
xPA2
qx¨x “ 1` 6q ` 6q3 ` 6q4 ` 12q7 ` 6q9 ` 6q12 ` ¨ ¨ ¨ (1.4)
Figura 2 – Reticulados Z2 e A2, respectivamente.
Observe na Figura 2 que escrevendo a série teta como ΘΛpzq “
ÿ
m:
Npmqą0
Npmqqm,
temos Npmq pontos do reticulado que interceptam a circunferência de raio ?m.
Lema 1.2.5. A série teta da soma direta de dois reticulados é igual ao produto da série
teta dos reticulados, isto é
ΘΛ1‘Λ2pzq “ ΘΛ1pzqΘΛ2pzq.
Demonstração.
ΘΛ1‘Λ2pzq “
ÿ
xPΛ1‘Λ2
qx¨x.
x P Λ1 ‘ Λ2 ñ x “ px1, x2q, tal que x1 P Λ1 e x2 P Λ2. Note que
x ¨ x “ px1, x2q ¨ px1, x2q “ x1 ¨ x1 ` x2 ¨ x2.
Logo
ΘΛ1‘Λ2pzq “
ÿ
xPΛ1‘Λ2
qx¨x
“
ÿ
x1PΛ1
ÿ
x2PΛ2
qx1¨x1`x2¨x2 “
ÿ
x1PΛ1
qx1¨x1
ÿ
x2PΛ2
qx2¨x2
“ ΘΛ1pzqΘΛ2pzq.
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Diversas séries teta de interesse podem ser escritas em função das séries teta de
Jacobi. Estas são θ2pzq, θ3pzq e θ4pzq, definidas como:
θ2pzq “
`8ÿ
n“´8
qpn`
1
2 q2 (1.5)
θ3pzq “
`8ÿ
n“´8
qn
2 (1.6)
θ4pzq “
`8ÿ
n“´8
p´1qnqn2 (1.7)
A θ4pzq não é série teta de nenhum reticulado pois possui termos negativos em
sua expansão. Porém, essa é uma série que nos auxilia a calcular a série teta de vários
reticulados importantes, como por exemplo o Dn e o E8. A partir de (1.5), (1.6) e (1.7)
temos o seguinte resultado:
Teorema 1.2.6. As séries teta de Jacobi θ2pzq, θ3pzq e θ4pzq satisfazem as seguintes
relações:
piq θ2pzq “
`8ÿ
n“´8
qpn`
1
2 q2 “ 2q 14
8ź
n“1
p1´ q2nqp1` q2nq2
piiq θ3pzq “
`8ÿ
n“´8
qn
2 “
8ź
n“1
p1´ q2nqp1` q2n´1q2
piiiq θ4pzq “
`8ÿ
n“´8
p´1qnqn2 “
8ź
n“1
p1´ q2nqp1´ q2n´1q2
Demonstração. Para demonstrar as igualdades acima vamos usar o seguinte resultado:
Para z, q P C, z ‰ 0 e |q| ă 1, temos
`8ÿ
n“´8
znqn
2 “
8ź
n“0
p1´ q2n`2qp1` zq2n`1qp1` z´1q2n`1q. (1.8)
Esta identidade é conhecida como Produto Triplo de Jacobi e uma demonstração da mesma
pode ser encontrada em [1], na pág. 80.
Primeiramente note que |q| ă 1, pois
|q| “ ˇˇepiiz ˇˇ “ ˇˇepiipa`biq ˇˇ “ ˇˇepiiae´pibˇˇ “ ˇˇepiiaˇˇ ˇˇe´pib ˇˇ “ ˇˇepiiaˇˇlomon
ď1
1
|epib|lomon
ă1
ñ |q| ă 1. (1.9)
piq Observe que,
`8ÿ
n“´8
qpn`
1
2 q2 “
`8ÿ
n“´8
qn
2
qnq
1
4 .
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Logo, tomando z “ q ‰ 0 em (1.8), temos:
`8ÿ
n“´8
qn
2
qnq
1
4 “ q 14
`8ÿ
n“´8
qn
2
qn
“ q 14
8ź
n“0
p1´ q2n`2qp1` qq2n`1qp1` q´1q2n`1q
“ q 14
8ź
n“0
p1´ q2n`2qp1` q2n`2qp1` q2nq
“ q 14
8ź
n“0
p1´ q2n`2qp1` q2n`2qp1` 1qp1` q2pn`1qq (1.10)
“ q 14
8ź
n“0
p1´ q2n`2qp1` q2n`2q2p1` q2n`2q
“ 2q 14
8ź
n“0
p1´ q2n`2qp1` q2n`2qp1` q2n`2q
“ 2q 14
8ź
n“0
p1´ q2n`2qp1` q2n`2q2
“ 2q 14
8ź
n“1
p1´ q2nqp1` q2nq2.
A equação (1.10) vem do fato de que
8ź
n“0
p1` q2nq “ 2
8ź
n“0
p1` q2n`2q.
piiq Tomando z “ 1 em (1.8), temos:
`8ÿ
n“´8
qn
2 “
8ź
n“0
p1´ q2n`2qp1` q2n`1qp1` q2n`1q
“
8ź
n“0
p1´ q2n`2qp1` q2n`1q2
“
8ź
n“1
p1´ q2nqp1` q2n´1q2.
piiiq Tomando z “ ´1 em (1.8), temos:
`8ÿ
n“´8
p´1qnqn2 “
8ź
n“0
p1´ q2n`2qp1´ q2n`1qp1´ q2n`1q
“
8ź
n“0
p1´ q2n`2qp1´ q2n`1q2
“
8ź
n“1
p1´ q2nqp1´ q2n´1q2.
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As séries teta de Jacobi satisfazem as seguintes identidades:
piq θ3pzq4 “ θ2pzq4 ` θ4pzq4; (1.11)
piiq 2θ3p2zq2 “ θ3pzq2 ` θ4pzq2; (1.12)
piiiq 2θ2p2zq2 “ θ3pzq2 ´ θ4pzq2. (1.13)
A demonstração dessas identidades podem ser encontradas em [4], págs. 34 e 35.
Somando as equações (1.12) e (1.13), temos a seguinte relação:
θ3pzq2 “ θ3p2zq2 ` θ2p2zq2. (1.14)
Note que,
θ2pzq “ ΘZ` 12 pzq;
θ3pzq “ ΘZpzq.
Após a introdução desses conceitos e resultados, podemos calcular a série teta de
alguns reticulados importantes em nosso estudo.
1.3 Série Teta de Reticulados Importantes
Nesta seção apresentaremos a série teta dos reticulados Zn, A2, Dn, E8, Λ16 e Λ24.
• Reticulado Zn
Zn “ tpx1, ¨ ¨ ¨ , xnq : xi P Zu.
Primeiramente, observamos que
M “
¨˚
˚˝ 1 . . . 0... . . . ...
0 ¨ ¨ ¨ 1
‹˛‹‚
é uma matriz geradora do reticulado e
G “MMT “
¨˚
˚˝ 1 . . . 0... . . . ...
0 ¨ ¨ ¨ 1
‹˛‹‚
é uma matriz de Gram de Zn. Sua série teta é dada por:
ΘZnpzq “
ÿ
xPZn
qx¨x “
ÿ
x1,¨¨¨ ,xnPZ
qx
2
1`¨¨¨`x2n “ θ3pzqn. (1.15)
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• Reticulado A2
Observamos que uma matriz geradora de A2 é
M “
¨˝
1 0
1
2
?
3
2
‚˛
E sua matriz de Gram associada é
G “MMT “
¨˝
1 121
2 1
‚˛
Note que:
ΘA2pzq “
ÿ
xPA2
qx¨x “
ÿ
x1,x2PZ
qx
2
1`x1x2`x22 “
ÿ
x1PZ
ÿ
x2PZ
qpx1`x22 q2` 34x22
- Para x2 “ 2k par,ÿ
x1,x2PZ
qx
2
1`x1x2`x22 “
ÿ
x1PZ
ÿ
kPZ
qpx1`kq
2
q3k
2
.
Fazendo r “ x1 ` k, temos:ÿ
x1PZ
ÿ
kPZ
qpx1`kq
2q3k
2 “
ÿ
rPZ
ÿ
kPZ
qr
2
q3k
2 “
ÿ
rPZ
qr
2 ÿ
kPZ
q3k
2 “ θ3pzqθ3p3zq
- Para x2 “ 2k ` 1 ímpar,ÿ
x1,x2PZ
qx
2
1`x1x2`x22 “
ÿ
x1PZ
ÿ
kPZ
qpx1`k` 12q2`3pk` 12q2
Fazendo r “ x1 ` k, temos:ÿ
x1PZ
ÿ
kPZ
qpx1`k` 12q2`3pk` 12q2 “
ÿ
rPZ
ÿ
kPZ
qpr` 12q2q3pk` 12q2
“
ÿ
rPZ
qpr` 12q2
ÿ
kPZ
q3pk` 12q2 “ θ2pzqθ2p3zq
Logo,
ΘA2pzq “ θ3pzqθ3p3zq ` θ2pzqθ2p3zq. (1.16)
• Reticulado Dn
Para n ě 3, temos: Dn “ tpx1, ¨ ¨ ¨ , xnq P Zn : x1 ` ¨ ¨ ¨ ` xn P 2Zu.
Sua matriz geradora é:
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M “
¨˚
˚˚˚˚
˚˝˚
´1 ´1 0 ¨ ¨ ¨ 0 0
1 ´1 0 ¨ ¨ ¨ 0 0
0 1 ´1 ¨ ¨ ¨ 0 0
... ... ... . . . ... ...
0 0 0 ¨ ¨ ¨ 1 ´1
‹˛‹‹‹‹‹‹‚
Observe que as séries θ3pzqn e θ4pzqn, a menos de sinal, possuem os mesmos termos,
sendo que os termos de expoente par são iguais, e os de expoente ímpar tem sinais
contrários. Além disso, sabemos que θ3pzqn “ ΘZnpzq. Logo,
1
2pθ3pzq
n ` θ4pzqnq “
ÿ
xPZn
x¨x é par
qx¨x
Mas, temos que a soma das coordenadas de um elemento x P Zn é par se, e somente se,
x ¨x é par. Isso segue do fato de que x ¨x “ x21`¨ ¨ ¨`x2n “ px1`¨ ¨ ¨`xnq2´2
ÿ
1ďiăjďn
xixj .
Portanto,
ΘDnpzq “ 12pθ3pzq
n ` θ4pzqnq. (1.17)
• Reticulado E8
O reticulado E8 é definido por
E8 “ tpx1, ¨ ¨ ¨ , x8q :
8ÿ
i“1
xi é par para todo xi P Z ou para todo xi P Z` 1{2u. (1.18)
Sua matriz geradora é:
M “
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
2 0 0 0 0 0 0 0
´1 1 0 0 0 0 0 0
0 ´1 1 0 0 0 0 0
0 0 ´1 1 0 0 0 0
0 0 0 ´1 1 0 0 0
0 0 0 0 ´1 1 0 0
0 0 0 0 0 ´1 1 0
1{2 1{2 1{2 1{2 1{2 1{2 1{2 1{2
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‚
A partir de (1.18) temos que E8 “ D8 Y pD8 ` p1{2, ¨ ¨ ¨ , 1{2qq.
Logo, ΘE8pzq “ ΘD8pzq `ΘD8`p1{2,¨¨¨ ,1{2qpzq. Pelo item anterior, já sabemos a série
teta de D8. Vamos calcular agora a série teta de D8 ` p1{2` ¨ ¨ ¨ ` 1{2q.
ΘD8`p1{2`¨¨¨`1{2qpzq “
ÿ
xPD8`p1{2`¨¨¨`1{2q
qx¨x “
ÿ
x1,¨¨¨ ,x8PZ
x1`¨¨¨`x8P2Z
qpx1` 12q2`¨¨¨`px8` 12q2 .
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Note que,ÿ
x1,¨¨¨ ,x8PZ
qpx1` 12q2`¨¨¨`px8` 12q2 “
ÿ
x1,¨¨¨ ,x8PZ
x1`¨¨¨`x8 é par
qpx1` 12q2`¨¨¨`px8` 12q2 `
ÿ
x1,¨¨¨ ,x8PZ
x1`¨¨¨`x8 é ímpar
qpx1` 12q2`¨¨¨`px8` 12q2 ,
e ÿ
x1,¨¨¨ ,x8PZ
qpx1` 12q2`¨¨¨`px8` 12q2 “ θ2pzq8. (1.19)
Observe também que
ÿ
x1,¨¨¨ ,x8PZ
x1`¨¨¨`x8 é par
qpx1` 12q2`¨¨¨`px8` 12q2 “
8ÿ
k“0
ÿ
x1,¨¨¨ ,x8PZ
x1`¨¨¨`x8“2k
qpx1` 12q2`¨¨¨`px8` 12q2 .
Fazendo x1 “ x11 ´ 1, temos
8ÿ
k“0
ÿ
x11,¨¨¨ ,x8PZ
x11`¨¨¨`x8“2k`1
qpx11´ 12q2`¨¨¨`px8` 12q2 .
Tomando x11 “ ´x11:
8ÿ
k“0
ÿ
x11,¨¨¨ ,x8PZ
x11`¨¨¨`x8“2k`1
qpx11` 12q2`¨¨¨`px8` 12q2 “
ÿ
x1,¨¨¨ ,x8PZ
x1`¨¨¨`x8 é ímpar
qpx1` 12q2`¨¨¨`px8` 12q2 .
Portanto, ÿ
x1,¨¨¨ ,x8PZ
x1`¨¨¨`x8 é par
qpx1` 12q2`¨¨¨`px8` 12q2 “
ÿ
x1,¨¨¨ ,x8PZ
x1`¨¨¨`x8 é ímpar
qpx1` 12q2`¨¨¨`px8` 12q2 ,
e de (1.19), segue que ÿ
x1,¨¨¨ ,x8PZ
x1`¨¨¨`x8 é par
qpx1` 12q2`¨¨¨`px8` 12q2 “ 12θ2pzq
8.
Logo
ΘE8pzq “ 12
`
θ3pzq8 ` θ4pzq8 ` θ2pzq8
˘
. (1.20)
• Reticulado Barnes-Wall Λ16
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É o reticulado gerado pela seguinte matriz:
M “ 1?
2
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0
1 1 1 1 0 1 0 1 1 0 0 1 0 0 0 0
0 1 1 1 1 0 1 0 1 1 0 0 1 0 0 0
0 0 1 1 1 1 0 1 0 1 1 0 0 1 0 0
0 0 0 1 1 1 1 0 1 0 1 1 0 0 1 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
Como veremos no Capítulo 3, esse reticulado pode ser obtido via Construção B e a sua
série teta é dada por
ΘΛ16pzq “ 12pθ2p2zq
16 ` θ3p2zq16 ` θ4p2zq16 ` 30θ2p2zq8θ3p2zq8q. (1.21)
• Reticulado de Leech Λ24
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É o reticulado gerado pelas linhas da seguinte matriz:
M “ 1?
8
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 2 2 2 2 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0
2 2 2 2 0 0 0 0 2 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0
2 2 0 0 2 2 0 0 2 2 0 0 2 2 0 0 0 0 0 0 0 0 0 0
2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 0 0 0 0 0 0 0 0
2 0 0 2 0 0 2 0 0 2 0 0 2 0 0 2 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0
2 0 2 0 2 0 0 2 2 2 0 0 0 0 0 0 2 2 0 0 0 0 0 0
2 0 0 2 2 2 0 0 2 0 2 0 0 0 0 0 2 0 2 0 0 0 0 0
2 2 0 0 2 0 2 0 2 0 0 2 0 0 0 0 2 0 0 2 0 0 0 0
0 2 2 2 2 0 0 0 2 0 0 0 2 0 0 0 2 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0 2 2 0 0 2 2 0 0 2 2 0 0 2 2 0 0
0 0 0 0 0 0 0 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0
´3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
A série teta de Λ24 é
ΘΛ24pzq “ 12pθ2p2zq
24 ` θ3p2zq24 ` θ4p2zq24 ´ 6916pθ2pzqθ3pzqθ4pzqq
8q. (1.22)
O cálculo da sua série teta foge ao escopo deste trabalho. Uma demonstração pode ser
encontrada em [10] no Capítulo 4.
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2 Séries Teta e Formas Modulares
Antes de adentrar no objetivo final deste trabalho, o estudo da função de sigilo,
vamos abordar um outro tema, no qual usamos as séries teta para demonstrarmos resultados
fundamentais sobre certas classes de reticulados. Esse tema é o estudo das séries teta como
formas modulares.
Primeiramente, veremos algumas definições e resultados importantes de reticulados
e logo depois os resultados de modularidade.
2.1 Resultados e Conceitos Preliminares
Definição 2.1.1. Um reticulado Λ é dito integral se x ¨ y P Z, para quaisquer x,y P Λ.
Definição 2.1.2. Um reticulado Λ é dito par se x ¨ x P 2Z, para todo x P Λ.
Definição 2.1.3. Uma similaridade é uma aplicação linear de Rn Ñ Rn que satisfaz
σpxq ¨ σpyq “ cx ¨ y, @x,y P Rn
para algum c P R. Dizemos que a similaridade tem norma c.
Definição 2.1.4. O reticulado dual de Λ é definido como
Λ˚ “ tx P Rn : x ¨ y P Z, @y P Λu.
Proposição 2.1.5. Se M é uma matriz geradora para um reticulado Λ de posto completo,
então pMT q´1 é uma matriz geradora para o reticulado dual Λ˚.
Demonstração. Sejam Λ e Λ1 os reticulados gerados, respectivamente, por M e pMT q´1.
Dado um vetor qualquer ypMT q´1 P Λ1, temos que para todo xM P Λ,
pxMqpypMT q´1qT “ xMppMT q´1qTyT “ xyT P Z.
Então, ypMT q´1 P Λ˚ e, logo, Λ1 Ď Λ˚. Agora, seja v P Λ˚ e note que
vMT P Zn, o que implica que
v “ vMTlomon
PZn
pMT q´1
Logo, v P Λ1, e portanto, Λ1 Ě Λ˚.
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Definição 2.1.6. Um reticulado integral Λ é dito l-modular se existir uma similaridade
σ de norma l P R` em tal que σpΛ˚q “ Λ. Quando l “ 1, chamamos o reticulado de
unimodular.
Exemplo 2.1.7. Considere o reticulado Λ “ Z‘3Z. A similaridade σ : R2 Ñ R2;σpx, yq “
p3y, 3xq de norma 9 multiplica o comprimento de um vetor por 3. Logo temos que Λ é
9-modular.
Proposição 2.1.8. Um reticulado Λ é integral se, e somente se, Λ Ă Λ˚.
Demonstração. Seja x P Λ. Temos por hipótese que Λ é integral. Logo, x ¨ y P Z, para
todo y P Λ. Assim, segue que x P Λ˚ e daí tem-se que Λ Ă Λ˚. Reciprocamente, se x,y P Λ
e Λ Ă Λ˚, então x ¨ y P Z, uma vez que x P Λ˚.
Lema 2.1.9. Se Λ1 Ă Λ2 e detpΛ1q “ detpΛ2q, então Λ1 “ Λ2.
Demonstração. Sejam A e B matrizes geradoras de Λ1 e Λ2, respectivamente. Como
Λ1 Ă Λ2 existe U inteira tal que A “ UB. Note que
detpΛ1q “ detpAAT q “ detpUBBTUT q “ detpUq detpBBT q detpUT q “ detpUq2 detpΛ2q.
Como detpΛ1q “ detpΛ2q, temos que U é uma matriz unimodular e então A e B geram o
mesmo reticulado. Logo, Λ1 “ Λ2.
Proposição 2.1.10. Um reticulado Λ é unimodular se, e somente se, Λ “ Λ˚.
Demonstração. pñq Se Λ é unimodular, então existe uma similaridade σ : Rn Ñ Rn de
norma 1 tal que σpxq ¨ σpyq “ x ¨ y, @x,y P Rn, e σpΛ˚q “ Λ.
Seja tv1, ¨ ¨ ¨ , vmu uma base de Λ˚. Então, tσpv1q, ¨ ¨ ¨ , σpvmqu é uma base de Λ. De
fato, seja y P Λ. Como σpΛ˚q “ Λ, existe x P Λ˚ tal que y “ σpxq. Temos que
Dai P Z, tais que x “
mÿ
i“1
aivi ñ y “
mÿ
i“1
aiσpviq.
Logo, tσpv1q, ¨ ¨ ¨ , σpvmqu gera Λ. Além disso, tσpv1q, ¨ ¨ ¨ , σpvmqu é linearmente indepen-
dente, pois
0 “
mÿ
i“1
aiσpviq “ σ
˜
mÿ
i“1
aivi
¸
ñ
mÿ
i“1
aivi “ 0 ñ ai “ 0, @i.
Então, uma matriz de Gram para Λ˚ é G˚ “ pvi ¨ vjq “ pσpviq ¨ σpvjqq, que também é uma
matriz de Gram para Λ. Logo, detpΛq “ detpΛ˚q. Como Λ Ă Λ˚ pelo Lema 2.1.9, Λ “ Λ˚.
pðq Se Λ “ Λ˚, pela Definição 2.1.3, tomando σ “ Id, temos que Λ é unimodular.
Proposição 2.1.11. Um reticulado Λ integral é unimodular se, e somente se, detpΛq “ 1.
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Demonstração. Pela Proposição 2.1.10 temos que um reticulado integral Λ é unimodular
ô Λ “ Λ˚. Vamos mostrar que Λ “ Λ˚ ô detpΛq “ 1.
pñq
Λ “ Λ˚ ñ detpΛq “ detpΛ˚q ñ detpMMT q “ detppMT q´1M´1q ñ detpMq2 “ detpM´1q2
ñ detpMq2 “ 1detpMq2 ñ detpMq
4 “ 1 ñ detpMq “ ˘1.
Então,
detpΛq “ detpMMT q ñ detpΛq “ detpMq2 ñ detpΛq “ 1.
pðq Como Λ é integral, pela Proposição 2.1.8 temos que Λ Ă Λ˚. Note que
detpΛq “ 1 ñ detpMMT q “ 1 ñ detpMMT q´1 “ 1 ñ detppMT q´1M´1q “ 1.
Logo, detpΛq “ detpΛ˚q e pela Proposição 2.1.10, Λ é unimodular.
Definição 2.1.12. Para uma função f : Rn Ñ C tal que
ż
Rn
|fpxq|dx ă 8, definimos a
transformada de Fourier de f como sendo a função fˆ : Rn Ñ C dada por
fˆpyq “
ż
Rn
fpxqe´2piix¨ydx. (2.1)
Lema 2.1.13. A transformada de Fourier da função fpxq “ e´pi 1t px`pq2, onde x, t, p P R,
com t ą 0 é:
fˆpyq “ ?te2piipye´pity2 . (2.2)
Demonstração. Tem-se que
fˆpyq “
ż
R
e´pi
1
t
px`pq2e´2piixydx.
Utilizando a mudança de coordenadas u “ x` p?
t
, ou seja, com x “ ?tu´ p, segue que
fˆpyq “
ż
R
e´piu
2
e´2piirup
?
tyq´pys?tdu “ ?te2piipy
ż
R
e´piu
2
e´2piiup
?
tyqdu.
Como hˆpyq “ e´piy2 , para hpxq “ e´pix2 , segue da equação anterior que
fˆpyq “ ?te2piipye´pip
?
tyq2 “ ?te2piipye´pity2 ,
o que prova o lema.
Teorema 2.1.14. [23](Fórmula da Soma de Poisson). Suponha que fˆpyq “
ż
Rn
fpxqe´2piix¨ydx
e
fpxq “
ż
Rn
fˆpyqe´2piix¨ydy,
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com |fpxq| ď Ap1 ` |x|q´n´δ e |fˆpyq| ď Ap1 ` |y|q´n´δ, δ ą 0 (assim f e fˆ podem ser
assumidas como sendo contínuas). Então,ÿ
xPΛ
fpy ` xq “ detpΛq´1{2
ÿ
xPΛ˚
fˆpxqe2piix¨y, (2.3)
e em particular, ÿ
xPΛ
fpxq “ detpΛq´1{2
ÿ
xPΛ˚
fˆpxq. (2.4)
As quatro séries em (2.3) e (2.4) convergem absolutamente.
Demonstração. Ver [23], Corolário 2.6, pág 253.
Uma versão mais geral desse teorema pode ser encontrada em [10], Teorema 2.3,
pág 44.
Lema 2.1.15. (Fórmula da Soma de Poisson para Reticulados). Seja Λ um reticulado
em Rn. Então,
ΘΛ˚pzq “ detpΛq1{2pi{zqn{2ΘΛp´1{zq. (2.5)
Demonstração. Temos que ambos os lados da equação acima são funções holomorfas no
semiplano superior H “ tτ P C : Impτq ą 0u Ă C. Logo devemos provar esta identidade
para z “ it, onde t P R, com t ą 0. Vamos considerar a função gpxq “ e´pi 1t x¨x. Note que
e´pi
1
t
x¨x “ e´pi 1t x1x1 ¨ ¨ ¨ e´pi 1t xnxn
Podemos então calcular a transformada de Fourier de fpxq “ e´pi 1t x1x1 , pois o caso n-
dimensional é análogo. Do Lema 2.1.13, segue que fˆpyq “ ?te´pity2 , de onde temos que
gˆpyq “ tn{2e´pity¨y. Podemos calcular a Fórmula da Soma de Poisson.
gpxq “ e´pi 1t x¨x. Fazendo ρ “ x ¨ x, temos que
gpρq “ e´pi 1t ρ.
Note que
lim
ρÑ`8 e
´pi 1
t
ρp1` |ρ|q “ 0.
Logo, como g é contínua, segue que existe B ą 0 tal que
e´pi
1
t
ρp1` |ρ|q ď B.
Analogamente, tomando λ “ y ¨ y em gˆ, temos que
gˆpλq “ tn{2e´pitλ.
Podemos observar que
lim
λÑ`8 t
n{2e´pitλp1` |λ|q “ 0.
Capítulo 2. Séries Teta e Formas Modulares 31
Logo, como gˆ é contínua, segue que existe C ą 0 tal que
tn{2e´pitλp1` |λ|q ď C.
Tome A “ maxtB,Cu e note que
|gpxq| ď Ap1` |x|q´n´δ e |gˆpyq| ď Ap1` |y|q´n´δ, δ ą 0.
Assim, pela Fórmula da Soma de Poisson tem-se que:
ΘΛ
ˆ
´ 1
it
˙
“
ÿ
xPΛ
epiip´
1
it
x¨xq
“
ÿ
xPΛ
e´pip
1
t
x¨xq
“ detpΛq´1{2
ÿ
yPΛ˚
tn{2e´pity¨y
“ tn{2detpΛq´1{2
ÿ
yPΛ˚
e´pity¨y
“ tn{2detpΛq´1{2
ÿ
yPΛ˚
epiiptiqy¨y
“ tn{2detpΛq´1{2ΘΛ˚pitq.
Como z “ it, segue que t “ z{i e, portanto, temos o resultado.
2.2 Séries Teta como Formas Modulares
Considere o semiplano superior H “ tτ P C : Impτq ą 0u Ă C. Sejam
M “
˜
a b
c d
¸
e o grupo GL2 “ tM : detpMq “ ˘1u.
Seja também o subgrupo linear
SL2pZq “ tM P GL2pZq : detpMq “ 1u,
o qual chamamos de grupo modular completo.
Considere também a aplicação
σ : SL2pZq ˆ H ÝÑ H
pM, zq ÞÝÑ az ` b
cz ` d.
Temos que σ está bem definida.
De fato, temos que se z P H, então Mz P H, pois
ImpMzq “ Im
ˆpaz ` bqpcz ` dq
|cz ` d|2
˙
“ Impadz ` bczq|cz ` d|2 .
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Agora, temos
Impadz ` bczq “ ImpapRepzq ` iImpzqqqd` bcpRepzq ´ iImpzqq
“ ImpiImpzqad´ ibcImpzqq “ adImpzq ´ bcImpzq
“ pad´ bcqImpzq “ detpMqImpzq “ Impzq.
Portanto,
ImpMzq “ Impzq|cz ` d|2 ą 0.
Além disso, @M1,M2 P SL2pZq e @z P H, temos que σpM1,M2zq “ σppM1M2q, zq e
σpId, zq “ z. Portanto, temos uma ação do grupo SL2pZq no conjunto H. Como t˘Iu Ă
SL2pZq age trivialmente em H, ou seja, ˘Iz “ z, segue que podemos considerar
G “ SL2pZq{t˘Iu,
que chamamos grupo modular. Os elementos
S “
˜
0 ´1
1 0
¸
e T “
˜
1 1
0 1
¸
de G, agem em H, respectivamente, por
z
SÞÝÑ ´1
z
e z TÞÝÑ z ` 1.
Teorema 2.2.1. O grupo modular G é gerado por S e T .
Demonstração. Ver [10], Teorema 2.2, pág. 40.
Definição 2.2.2. Seja k P N. Dizemos que uma função holomorfa f : H Ñ C é uma
forma modular de peso k e denotamos f PMkpSL2pZqq, se satisfaz:
(i) fpMzq “ pcz ` dqkfpzq, para todo M “
˜
a b
c d
¸
P SL2pZq;
(ii) f pode ser escrita como série de potência em q “ e2piiz.
Proposição 2.2.3. Se f : HÑ C é uma função holomorfa, então f PMkpSL2pZqq se, e
somente se, satisfaz fpz ` 1q “ fpzq, fp´1{zq “ zkfpzq para todo z P H e f possui uma
expansão em série de potências em q “ e2piiz.
Demonstração. Se f PMkpSL2pZqq, o resultado segue da definição e do teorema anterior.
Reciprocamente, como
dpMzq
dz
“ d
dz
ˆ
az ` b
cz ` d
˙
“ apcz ` dq ´ cpaz ` bqpcz ` dq2 “
ad´ bc
pcz ` dq2 “
1
pcz ` dq2 ,
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podemos escrever
fpMzq “ pcz ` dqkfpzq (2.6)
como
fpMzq
ˆ
dpMzq
dz
˙k{2
“ fpzq
e segue que fpMzqdpMzqk{2 “ fpzqdzk{2. Assim, tem-se fpzqdzk{2 invariante para multi-
plicação por M , o que mostra que (2.6) é satisfeita para M1,M2 P SL2pZq, então é valida
também para M1M2. Desta forma, é suficiente analisá-la para T e S, uma vez que G é
gerado por tais elementos. Como fpTzq “ fpz ` 1q “ fpzq e fpSzq “ fp´1{zq “ zkfpzq,
para todo z P H, tem-se provada a proposição.
Teorema 2.2.4. Seja Λ um reticulado unimodular par em Rn. Então:
(i) n ” 0 (mod 8);
(ii) ΘΛpzq é uma forma unimodular de peso k “ n{2.
Demonstração. (i) Vamos demonstrar por absurdo. Supomos que 8 - n. Sem perda de
generalidade, podemos tomar n ” 4 (mod 8), uma vez que é possível substituir o reticulado
Λ por Λ‘ Λ ou Λ‘ Λ‘ Λ‘ Λ, ambos unimodulares e pares, de modo que o posto obtido
seja côngruo a 4 módulo 8 e chegamos no mesmo absurdo. Como Λ é unimodular, temos
que Λ “ Λ˚ e detpΛq “ 1. Assim, pelo Lema 2.1.15, tem-se que, para todo z P H,
ΘΛpSzq “ ΘΛ˚pSzq “ ΘΛ˚p´1{zq “ ´zn{2ΘΛpzq,
pois n{2 ” 2 (mod 4) e, com isso, in{2 “ ´1. Ainda, do fato de Λ ser par, segue que, para
todo z P H,
ΘΛpTzq “ ΘΛpz ` 1q “
ÿ
xPΛ
epiizx¨xepiix¨x “
ÿ
xPΛ
epiizx¨x “ ΘΛpzq.
Assim, tem-se que ΘΛppTSqzq “ ´zn{2ΘΛpzq, para todo z P Λ. Agora, podemos observar
que pTSq3 “ 1, pois
z
SÞÝÑ ´1
z
TÞÝÑ z ´ 1
z
SÞÝÑ ´ z
z ´ 1
TÞÝÑ ´ 1
z ´ 1
SÞÝÑ z ´ 1 TÞÝÑ z. (2.7)
Logo,
ΘΛpzq “ ΘΛppTSq3zq
“ p´1qppTSq2zqn{2ΘΛppTSq2zq
“ p´1qppTSq2zqn{2p´1qppTSqzqn{2ΘΛppTSqzq (2.8)
“ p´1qppTSq2zqn{2p´1qppTSqzqn{2p´1qzn{2ΘΛpzq
“ p´1qppTSq2zqn{2ppTSqzqn{2zn{2ΘΛpzq.
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De (2.7), segue que
ppTSq2zqn{2ppTSqzqn{2zn{2 “
ˆ ´1
z ´ 1
z ´ 1
z
z
˙n{2
“ p´1qn{2.
E de (2.8) segue que
ΘΛpzq “ p´1qp´1qn{2ΘΛpzq “ ´ΘΛpzq,
que implica que ΘΛpzq “ 0. Absurdo.
(ii) De acordo com a Proposição 2.2.3, é suficiente mostrar que
ΘΛpz ` 1q “ ΘΛpzq e ΘΛp´1{zq “ zn{2ΘΛpzq,
pois da equação ΘΛpqq “
8ÿ
r“0
arq
r, onde ar “ |tx P Λ : x ¨x “ 2ru|, segue que ΘΛ pode ser
escrita como uma série de potências em q “ e2piiz. A primeira igualdade vem do fato de Λ
ser par, e a segunda, usando o fato de Λ “ Λ˚ e detpΛq “ 1. Temos, pelo Lema 2.1.15, que
ΘΛp´1{zq “ detpΛq´1{2pz{iqn{2ΘΛ˚pzq “ zn{2ΘΛpzq,
uma vez que n ” 0 (mod 8) implica que n{2 ” 0 (mod 4) e, com isso, in{2 “ 1. Portanto,
tem-se que ΘΛpzq é uma forma modular de peso n{2.
Exemplo 2.2.5. Temos que o reticulado E8 é um reticulado unimodular par. Para ver
isso, consideremos a decomposição E8 “ D8YD8` p1{2, ..., 1{2q. Se x P E8, então x P D8
ou x P D8`p1{2, ¨ ¨ ¨ , 1{2q. Se x P D8, x ¨x claramente é par. Seja x P D8`p1{2, ¨ ¨ ¨ , 1{2q.
Então x “ y ` p1{2, ¨ ¨ ¨ , 1{2q, onde y P D8. Note que,
x ¨ x “ py ` p1{2, ¨ ¨ ¨ , 1{2qq ¨ py ` p1{2, ¨ ¨ ¨ , 1{2qq
“ y2 ` 2yp1{2, ¨ ¨ ¨ , 1{2q ` p1{2, ¨ ¨ ¨ , 1{2q2 “ y2 `
8ÿ
i“1
yi ` 2 ñ x P 2Z.
Os resultados do Teorema 2.2.4 nos mostram que reticulados unimodulares pares
só existem em dimensão múltipla de 8. Nas primeiras dimensões alguns conhecidos são
E8, E8 ‘ E8,Λ24 (Reticulado de Leech) e os Reticulados de Niemeier (ver [8], capítulo 16).
Encontrar bons reticulados unimodulares é uma área de pesquisa ativa. Recente-
mente, Nebe exibiu a construção de um reticulado unimodular em dimensão 72 com a
maior norma mínima possível [19].
35
3 Séries Teta via Construções de Reticulados
Como vimos anteriormente, podemos calcular a série teta de alguns reticulados
utilizando essencialmente a sua definição. Porém, existem outros reticulados importantes
em nosso estudo para os quais o cálculo por esses argumentos tornam-se complexos. Para
esses reticulados, precisamos usar as características intrínsecas às suas construções para
calcular sua série teta. Vamos considerar as construções de reticulados por códigos binários.
3.1 Conceitos Iniciais
Sejam p um número primo eK um corpo finito com q “ pr elementos. Um subespaço
vetorial C de Kn é dito um código linear.
Definição 3.1.1. Dados dois elementos u,v P Kn, a distância de Hamming entre u e v
é definida como
dpu,vq “ |ti : ui ‰ vi, 1 ď i ď nu|.
Definição 3.1.2. Seja C um código qualquer. Definimos a distância mínima de Hamming
de C como sendo o número
dpCq “ mintdpu,vq : u,v P C e u ‰ vu.
Definição 3.1.3. Dado x P Kn, define-se o peso de Hamming de x como sendo o número
inteiro
ωpxq “ |ti : xi ‰ 0u|,
isto é,
ωpxq “ dpx, 0q,
onde d representa a distância de Hamming.
Definição 3.1.4. O peso de um código linear C é o inteiro
ωpCq “ mintωpxq : x P Czt0uu.
Proposição 3.1.5. Seja C um código linear com distância mínima d. Temos que
i) @x,y P Kn, dpx,yq “ ωpx´ yq.
ii) dpCq “ ωpCq.
Demonstração. O item i) segue diretamente da definição da distância de Hamming e da
definição de peso de um código. O item ii) segue do fato de que, para todo x,y P C, com
x ‰ y, temos que z “ x´ y P Czt0u e dpx,yq “ ωpzq.
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Chama-se de parâmetros de um código linear C à terna de inteiros pn, k, dq, onde
n é o comprimento de C, k é a dimensão de C sobre K e d é a distância mínima de C.
Seja tv1, ..., vku uma base de C e considere a matriz G, cujas linhas são os vetores
vi “ pvi1, ..., vinq, i “ 1, ..., k, isto é,
G “
¨˚
˚˝ v1...
vk
‹˛‹‚“
¨˚
˚˝ v11 v12 ¨ ¨ ¨ v1n... ... ...
vk1 vk2 ¨ ¨ ¨ vkn
‹˛‹‚.
A matriz G é chamada uma matriz geradora do código C associada a base tv1, ..., vku.
Definimos
CK “ tv P Kn : v ¨ u “ 0, @u P Cu,
onde v ¨ u “
nÿ
i“1
viui pmod pq.
Lema 3.1.6. Se C Ă Kn é um código linear, com matriz geradora G, então
i) CK é um subespaço vetorial de Kn;
ii) x P CK ðñ GxT “ 0.
Demonstração. Ver [16], Lema 1, pág. 89.
O subespaço vetorial CK de Kn, ortogonal a C, é também um código linear que
será chamado de código dual de C.
Um código C é dito auto-dual se C “ CK.
Proposição 3.1.7. Seja C um código linear e suponha que H seja uma matriz geradora
de CK. Temos então que
v P C ðñ HvT “ 0.
Demonstração. Ver [16], Proposição 4, pág. 91.
A proposição anterior nos permite caracterizar os elementos de um código C por
uma condição de anulamento. A matriz geradora H de CK é chamada de matriz teste ou
verificação de paridade de C. Notamos que para verificar se um vetor v P Kn pertence ou
não a um código C, com matriz geradora G, é necessário verificar se o sistema
xG “ v
admite solução.
Pelos resultados anteriores, podemos então definir um código pela matriz de verifi-
cação de paridade da seguinte forma. Seja H uma matriz mˆ n com entradas em Kn. O
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código linear que possui H como matriz de verificação de paridade consiste em todos os
vetores x tal que
HxT “ 0.
Definição 3.1.8. Um Código de Hamming, de ordem m sobre K “ F2 e de comprimento
n “ 2r ´ 1 pr ě 2q é um código com matriz teste de paridade Hm de ordem mˆ n, cujas
colunas são todos os elementos de Fm2 zt0u em qualquer ordem, sem repetição.
Exemplo 3.1.9. A matriz de teste de paridade de um código de Hamming correspondente
a m “ 3 é
H3 “
¨˚
˝ 1 0 1 1 1 0 01 1 0 1 0 1 0
0 1 1 1 0 0 1
‹˛‚.
Definição 3.1.10. Seja C Ă Fnq um código linear do tipo pn, k, dq. O enumerador de peso
um código C é o polinômio
WCpX, Y q “
ÿ
uPC
Xn´wpuqY wpuq
“
nÿ
i“0
AiX
n´iY i,
onde Ai é o número de palavras-código de peso i.
Nota-se que
nÿ
i“0
Ai “ qk.
Exemplo 3.1.11. A matriz de teste de paridade de um código de Hamming C Ă F72 é
H7 “
¨˚
˚˝˚˚ 1 1 0 1 0 0 00 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1
‹˛‹‹‹‚.
Na Tabela 1 podemos observar todas as palavras de H7 agrupadas de acordo com seus
pesos.
Logo, pela Definição 3.1.10, temos que
WCpX, Y q “ X7 ` 7X4Y 3 ` 7X3Y 4 ` Y 7.
3.2 Construções de Reticulados a partir de Códigos Binários
Podemos obter reticulados a partir de códigos binários por alguns métodos eficientes,
como a Construção A, Construção B, Construção C e a Construção D [8]. Nessa seção
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i Número de vetores com peso i Vetores com peso i
0 1 p0000000q
3 7 p1101000q, p0110100q, p0011010q, p0001101q,
(1000110), (1010001), (0100011)
4 7 p1011100q, p1100101q, p1110010q, p0101110q
(0111001), (0010111), (10001011)
7 1 p1111111q
Tabela 1 – Distribuição de peso do código H7
apresentaremos apenas as Construções A e B, que posteriormente serão utilizadas para
relacionarmos os reticulados obtidos a partir dessas construções e a série teta dos mesmos.
Construção A
Sejam C um código linear binário e o vetor x P Rn. Temos que x pertence ao
reticulado ΛApCq se
?
2x (mod 2) P C.
Observação 3.2.1. Se omitirmos o
?
2 acima, a Construção A sempre irá produzir um
reticulado integral.
Teorema 3.2.2. A Construção A sempre produz um reticulado.
Demonstração. Ver [8], pág. 183.
Usando a Construção A obtemos reticulados importantes, como por exemplo
Zn, Dn, E7 e E8 (ver [8], seção 2, Cap. 7).
Exemplo 3.2.3. Considere o código linear binário C “ tp0, 0q, p1, 1qu. A Figura 3 ilustra
o reticulado obtido via Construção A de C, omitindo o
?
2 da definição acima.
Teorema 3.2.4. Um código C é auto-dual se, e somente se, ΛApCq é um reticulado
unimodular integral.
Demonstração. Ver [10].
Teorema 3.2.5. Seja C um código linear com enumerador de peso WCpX, Y q. Então, a
série teta de ΛApCq é dada por
ΘΛApCqpyq “ WCpθ3p2zq, θ2p2zqq. (3.1)
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Figura 3 – ΛApCq.
Demonstração. Vamos considerar a palavra-código u “ pu1, ..., unq P C. Os centros corres-
pondentes em ΛApCq consistem no conjunto
Λpuq “ tpy1, ..., ynq : yr P 1?2ur `
?
2Z, 1 ď r ď nu.
Temos que a série teta de Zn é θn3 pzq, e a série teta da translação Zn ` p0a, 1{2pn´aqq é
θ2pzqn´aθ3pzqa. Então, temos
Θ?2Zpzq “ ΘZp2zq “ θ3p2zq, Θ 12`?2Zpzq “ θ2p2zq.
Portanto,
ΘΛpuqpzq “ θ3p2zqn´ωtpuqθ2p2zqωtpuq
ΘΛpCqpzq “
ÿ
uPC
ΘΛpuqpzq “ WCpθ3p2zq, θ2p2zqq.
Exemplo 3.2.6. Sejam E7 “ tpx1, ¨ ¨ ¨ , x8q P E8 : x1 ` ¨ ¨ ¨ ` x8 “ 0u, H7 um código de
Hamming com o enumerador de peso W pX, Y q “ X7` 7X4Y 3` 7X3Y 4`Y 7 e H˚7 o dual
de H7, com enumerador de peso W pX, Y q “ X7 ` 7X3Y 4. Aplicando a Construção A em
H˚7 produzimos o reticulado E7. Temos então que a série teta do reticulado E7 é
ΘE7pzq “ θ3p2zq7 ` 7θ3p2zq3θ2p2zq4.
Construção B
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Seja C um código linear binário com parâmetros pn, k, d “ 8q em que o peso de toda
palavra-código é um múltiplo de 4. Dizemos que um vetor x P Rn pertence ao reticulado
ΛBpCq se, e somente se, satisfaz as seguintes condições:
iq?2x (mod 2q P C
iiq4|?2
nÿ
i“1
xi
Usando a Construção B obtemos reticulados importantes, como por exemplo E8 e
Λ16 (ver [8], seção 5, cap. 7).
Teorema 3.2.7. ΛBpCq é um reticulado integral com série teta dada por:
ΘΛBpCqpzq “
1
2WCpθ3p2zq, θ2p2zqq `
1
2θ4p2zq
n. (3.2)
Demonstração. Temos que ΛBpCq é integral. Com efeito, dados x,y P ΛBpCq, existem
u,v P Zn e c1, c2 P C tais que
?
2x “ 2u` c1 ñ x “ 1?2p2u` c1q,?
2y “ 2v ` c2 ñ y “ 1?2p2v ` c2q.
Então
x ¨ y “ 12p2u` c1qp2v ` c2q
“ 12p4u ¨ v ` 2u ¨ c2 ` 2v ¨ c1 ` c1 ¨ c2q
“ 2u ¨ v ` u ¨ c2 ` v ¨ c1 ` c1 ¨ c22
Observe que
c1 ¨ c2 “ ωpc1q ` ωpc2q ´ ωpc1 ` c2q
“ 4t` 4p´ 4q P 4Z.
pois as palavras do código c1 e c2 são múltiplas de 4. Assim, x ¨ y P Z e portanto ΛBpCq é
integral.
Vamos considerar a palavra-código u “ pu1, ..., unq P C. Os centros correspondentes
em ΛpCq consistem no conjunto:
Λpuq “ tpy1, ..., ynq : yr P 1?2ur `
?
2l, l P Z, 1 ď r ď n
ÿ
li P 2Zu.
Como
ÿ
li P 2Z, temos que l P Dn. Então, Λpuq é uma translação de Dn : 1?2p2Dn ` uq.
Quando u “ 0, temos que Λpuq “ ?2Dn. Pela equação (1.17) a série teta de Λpuq é igual
a 12pθ
n
3 p2zq ` θn4 p2zqq. Temos que,
Θ2Dn`0a1n´apzq “ 12Θ2Zn`0a1n´apzq “
1
2θ3p2zq
n´ωtpuqθ2p2zqωtpuq.
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Logo,
ΘΛpCqpzq “ 12WCpθ3p2zq, θ2p2zqq `
1
2θ4p2zq
n.
Exemplo 3.2.8. Considere o código de Reed-Muller ([8], página 63) de primeira ordem
p16, 5, 8q, com enumerador de peso W pX, Y q “ X16 ` 30X8Y 8 ` Y 16. Aplicando a Cons-
trução B, obtemos o reticulado Λ16. Usando o teorema anterior, temos que a série teta de
Λ16 é:
ΘΛ16pzq “ 12pθ2p2zq
16 ` θ3p2zq16 ` θ4p2zq16 ` 30θ2p2zq8θ3p2zq8q.
3.3 Reticulados via Corpos Quadráticos
Nesta seção, apresentaremos um método de gerar reticulados usando corpos qua-
dráticos via homomorfismo de Minkowski. Os reticulados gerados por esta construção são
chamados de reticulados algébricos e têm uma grande importância, por exemplo, para a
transmissão de sinais em canais com desvanecimento, como podemos ver em [20]. Antes de
apresentarmos essa construção, vamos introduzir alguns resultados e conceitos preliminares.
Um versão mais completa dos principais resultados desta seção pode ser encontrada em
[18] e [22].
Definição 3.3.1. Sejam K e L corpos. Dizemos que L é uma extensão de K se K Ă L.
Se K Ă L é uma extensão de corpos temos que L é um espaço vetorial sobre K.
Definição 3.3.2. Seja K Ă L uma extensão de corpos. A dimensão do K-espaço vetorial
L é chamada grau da extensão e denotada por rL : Ks.
Definição 3.3.3. Sejam K Ă L corpos. Um elemento α P L é chamado de algébrico sobre
K se existe fpxq P Krxs ´ t0u tal que fpαq “ 0. O polinômio mônico de menor grau fpxq
tal que fpαq “ 0 é chamado de polinômio minimal de α sobre K e é denotado por min
K
α.
Definição 3.3.4. Um corpo de números K é uma extensão finita de Q. Denotamos por
Kpθq o menor corpo contendo o corpo Q e o elemento θ.
Definição 3.3.5. Seja K um corpo de números. Dizemos que um elemento α P K é um
inteiro algébrico sobre Z se α é raiz de um polinômio mônico com coeficientes em Z.
Proposição 3.3.6. Seja K um corpo de números. O conjunto
OK “ tx P K : x é inteiro algébrico sobre Zu
é um anel, chamado de anel de inteiros de K|Q.
Demonstração. Ver [22].
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Define-se Qp?dq “ ta` b?d : a, b P Qu. Analogamente, Zr?ds “ ta` b?d : a, b P
Zu.
Exemplo 3.3.7. Para o corpo K “ Qp?3q, temos que OK “ Zr
?
3s é o seu anel de
inteiros.
Definição 3.3.8. Sejam K um corpo de números de grau n e OK o anel dos inteiros
algébricos de K. Chamamos de base integral de K ou de OK uma Z-base para o grupo
aditivo OK.
Observação 3.3.9. Se tα1, ¨ ¨ ¨ , αnu é uma base integral de OK então todo elemento
α P OK pode ser escrito de forma única como
nÿ
i“1
biαi, onde
¯
i P Z, para todo i “ 1, ¨ ¨ ¨ , n.
Teorema 3.3.10. Se K “ Qpθq é uma extensão de Q de grau n, então existem exatamente
n homomorfismos distintos tσ1, ¨ ¨ ¨ , σnu de K em C que fixam Q. Tais homomorfismos
são dados por σipθq “ θi, onde tθ1, ¨ ¨ ¨ , θnu são as raízes de min
Q
θ em C.
Demonstração. Ver [24].
Definição 3.3.11. Um corpo quadrático K é uma extensão de Q de grau 2.
Proposição 3.3.12. Todo corpo quadrático K é da forma Qp?dq, onde d é um inteiro
livre de quadrados (isto é, não existe um primo p tal que p2 divide d).
Demonstração. Ver [17].
Teorema 3.3.13. Seja K “ Qp?dq um corpo quadrático, com d P Z livre de quadrados e
d ı 0 pmod 4q.
1. Se d ” 1 pmod 4q, então o anel dos inteiros OK de K sobre Z é OK “ Z
„
1`?d
2

e uma Z-base de OK é
"
1, 1`
?
d
2
*
;
2. Se d ” 2 ou d ” 3 pmod 4q, então o anel dos inteiros OK de K sobre Z é OK “ Zr
?
ds
e uma Z-base de OK é t1,
?
du.
Demonstração. Ver [3].
Proposição 3.3.14. Seja d um inteiro livre de quadrados. Os homomorfismos de K “
Qp?dq em C são dados por tσ1, σ2u, onde σ1p
?
dq “ ?d e σ2p
?
dq “ ´?d.
Demonstração. Segue do Teorema 3.3.10.
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Exemplo 3.3.15. O corpo K “ Qp?11q é um corpo quadrático, θ “ ?11 é raiz do
polinômio fpxq “ x2 ´ 11. Temos pelo Teorema 3.3.13 que o anel de inteiros OK de K
sobre Z é OK “ Zr
?
11s e uma Z-base de OK é t1,
?
11u, pois 11 ” 3 pmod 4q. Temos pela
Proposição 3.3.14 que os homomorfismos de K são dados por tσ1, σ2u, onde σ1p
?
11q “ ?11
e σ2p
?
11q “ ´?11.
3.3.1 Homomorfismo de Minkowski
Seja K um corpo de números de grau n. Pelo Teorema 3.3.10 temos que existem
exatamente n homomorfismos distintos σj : K ÝÑ C para j “ 1, ¨ ¨ ¨ , n, que fixam
Q. Se σjpKq Ă R diz-se que σj é real. Caso contrário, σj é dito imaginário. Quando
todos os homomorfismos são reais diz-se que K é um corpo totalmente real e quando os
homomorfismos são todos imaginários diz-se que K é um corpo totalmente imaginário. Se
σ¯ : C ÝÑ C é a conjugação complexa, então para todo j “ 1, . . . , n, temos que σ¯ ˝ σj “ σk
para algum 1 ď k ď n e que σ¯ ˝ σj “ σj se, e somente se, σjpKq Ă R. Desta forma, temos
que os homomorfismos imaginários aparecem aos pares, isto é, se σj é imaginário, existe k
tal que σ¯ ˝ σj “ σk.
Usando r1 para denotar o número de homomorfismos reais e r2 o número de pares de
homomorfismos imaginários, podemos reordenar os homomorfismos σ1, . . . , σn de modo que
σ1, . . . , σr1 sejam os homomorfismos reais e que σr1`1, . . . , σr1`2r2 sejam os homomorfismos
imaginários com σr1`r2`i “ σ¯ ˝ σr1`i para i “ 1, ¨ ¨ ¨ , r2.
Definição 3.3.16. Seja K um corpo de números de grau n. Consideremos o homomorfismo
injetivo de anéis
σK : K Ñ Rn
x ÞÝÑ pσ1pxq, ¨ ¨ ¨ , σr1pxq,Rpσr1`1pxqq, Ipσr1`1pxqq, ¨ ¨ ¨ ,Rpσr1`r2pxqq, Ipσr1`r2pxqqq,
onde R representa a parte real e I representa a parte imaginária do número complexo. Tal
homomorfismo é chamado de homomorfismo canônico ou homomorfismo de Minkowski de
K em Rn.
Exemplo 3.3.17. Sejam K “ Qp?5q um corpo de números, OK “ Z
„
1`?5
2

o anel
de inteiros sobre K e tσ1, σ2u os homomorfismos de K em C, onde σ1 é a identidade e
σ2pa `
?
5bq “ a ´ ?5b. Neste caso, temos r1 “ 2 e r2 “ 0. Para x “ a `
?
5b, com
a, b P Q, temos
σK “ pσ1pxq, σ2pxqq “ pa`
?
5b, a´?5bq
“ pa bq
ˆ 1?
5
´ 1?
5
˙
.
Proposição 3.3.18. Sejam K um corpo de números de grau n e σK : K Ñ Rn o homo-
morfismo de Minkowski. Então σKpOKq é um reticulado de posto n em Rn.
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Demonstração. Ver [24].
Exemplo 3.3.19. Seja K “ Qpiq um corpo de números e seja OK “ Zris seu anel de
inteiros, com Z-base t1, iu. Neste caso, temos que r1 “ 0 e r2 “ 1. Logo, dado x “ a` bi,
onde a, b P Z a imagem do Homomorfismo de Minkowski em Zris é dada por
σKpxq “ pRpa` biq, Ipa` biqq “ pa, bq.
Portanto, temos que o reticulado gerado por OK é um reticulado bidimensional gerado
pelos vetores v1 “ p1, 0q e v2 “ p0, 1q. Ou seja, o reticulado gerado é o reticulado Z2.
Exemplo 3.3.20. Utilizando o corpo de números K “ Qp?5q e seu anel de inteiros, base
integral e homomorfismos dados no Exemplo 3.3.17, obtemos o reticulado bidimensional Λ
gerado pelos vetores u “ p1, 1q e v “
ˆ
1`?5
2 ,
1´?5
2
˙
. Na figura 4 temos uma ilustração
do reticulado Λ.
Figura 4 – Reticulado construído via corpo de números K “ Qp?5q.
Exemplo 3.3.21. Os inteiros gaussianos G são definidos como o conjunto Zris de núme-
ros complexos da forma a` bi, onde a e b são números inteiros e i “ ?´1, isto é,
Zris “ ta` bi; a, b P Zu, onde i “ ?´1.
Os inteiros de Einsenstein E são definidos como o conjunto Zrωs de números
complexos da forma a` bω, onde a e b são números inteiros e ω “ ´12 `
?
3i
2 , isto é,
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Zrωs “ ta` bω; a, b P Zu, onde ω “ ´12 `
?
3i
2 .
Das definições acima observamos que G é o anel dos inteiros de K “ Qp?´1q.
Como ´1 ” 3p mod 4q, temos então pelo Teorema 3.3.13 que uma Z-base de G é t1, iu.
Notamos também que E é o anel dos inteiros de K “ Qp?´3q. Como ´3 ” 1 mod 4,
temos então pelo mesmo teorema que uma Z-base de G é
"
1, 1`
?
3i
2
*
.
Podemos observar que a imagem do Homomorfismo de Minkowski de Zris é o
reticulado Z2 e a imagem do Homomorfismo de Minkowski de Zrωs é o reticulado A2.
3.4 Construções e Referências Adicionais
Em [7] K. S. Chua e P. Solé obtiveram uma expressão explícita para a série teta de
um reticulado de Eisenstein obtido pela Construção Bc de códigos Hermitianos quaternários
auto-duais.
Recentemente, X. Hou, F. Lin e F. Oggier usaram em [26] uma generalização da
Construção A (via códigos lineares), para construir reticulados 5-modulares em dimensões
maiores pelo corpo de números Qp?5q.
W. Kositwattanarerk, Soon Sheng Ong, and F. Oggier em [25] fizeram uma cons-
trução geral baseada em ideais de corpos de números.
Em [5] A. Campello e Belfiore discutem vários resultados referentes a série teta de
reticulados construídos via Construção A, Construção B e suas versões complexas, e suas
relações com os parâmetros de codificação, bem como formas fechadas para a potência e a
taxa de um código de um reticulado Gaussiano em termos da série teta e sua derivada.
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4 A Função de Sigilo
Neste capítulo introduziremos os resultados e conceitos da função de sigilo de um
reticulado, bem como a sua readaptação feita por Ernvall-Hytonen e Sethuraman em [12].
Ao final do capítulo, calcularemos algumas relações existentes na função de sigilo de certas
classes de reticulados. Inicialmente, vamos apresentar alguns conceitos preliminares.
4.1 Canal com Escuta
O canal com escuta foi introduzido por Wyner como um canal de transmissão
discreta sem memória em que um remetente envia arquivos confidenciais para um receptor,
na presença de um intruso. Para Wyner, a capacidade de sigilo perfeita é o máximo de
informações que o remetente pode enviar para o receptor enquanto assegura que o intruso
recebe uma quantidade insignificante de informações [14].
O canal gaussiano é um modelo de transmissão de informação presente em diversos
sistemas de comunicação. Nele, um transmissor visa enviar um vetor px1, . . . , xnq a um
receptor. Nesse processo de transmissão, um ruído irá distorcer xi, de modo que uma
variável aleatória normal zi, com média zero e variância σ2, irá se somar a xi, distorcendo
a mensagem original. O receptor então receberá yi “ xi ` zi e, a partir daí, obterá uma
estimativa para o valor x enviado.
No canal gaussiano com escuta, um intruso também recebe uma versão distorcida
da mensagem
y “ x` vb
z “ x` ve
onde x é o sinal enviado pela fonte, vb e ve são os ruídos gaussianos do receptor e do
intruso, respectivamente, ambos possuindo média zero e respectivas variâncias σ2b e σ2e .
Supomos que σ2e ą σ2b , isto é, o canal do intruso é mais ruidoso que o canal legítimo.
Consideraremos aqui o caso em que x é uma palavra-código vinda de um reticulado
de dimensão n, isto é, vamos considerar aqui a codificação em reticulados.
4.2 Função de Sigilo
Dados dois reticulados Λb e Λe fixos, desejamos calcular a probabilidade do intruso
decodificar corretamente a mensagem enviada pelo remetente. Para o canal de escuta
gaussiano descrito acima, foi exibido em [14] um esquema de codificação baseado em dois
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reticulados aninhados, Λb Ă Λe. Demonstrou-se nesse mesmo artigo que a probabilidade
de decisão correta do receptor ilegítimo é limitada superiormente por
Pc,e ď 1p?2piσeqn detpΛbq
1{2 ÿ
tPΛe
e´}t}
2{2σ2e . (4.1)
enquanto a taxa (eficiência) do código é log2 |Λb{Λe| “ k.
Desejamos minimizar a probabilidade do intruso decodificar corretamente a men-
sagem enviada pelo usuário, que é equivalente a minimizar p4.1q, isto é, encontrar um
reticulado Λb tão bom quanto possível para o canal gaussiano, e que contém o sub-reticulado
Λe tal que
minimize
ÿ
tPΛe
e´}t}
2{2σ2e , (4.2)
sujeito a log2 |Λb{Λe| “ k. (4.3)
De (4.2), precisamos minimizar
ÿ
tPΛe
e´}t}
2{2σ2e “
ÿ
tPΛe
´
e´1{2σ
2
e
¯}t}2
(4.4)
“
ÿ
tPΛe
´
pepiiq´1{2σ2e
¯
(4.5)
“ ΘΛe
ˆ
z “ ´12ipiσ2e
˙
. (4.6)
onde q “ epiiz e
Im
ˆ ´1
2ipiσ2e
˙
“ Im
ˆ
i
2piσ2e
˙
ą 0.
Assim, minimizar a probabilidade do intruso de decodificar corretamente é equivalente a
minimizar a série teta de Λe, com z “ i2piσ2e .
Para abordar esse problema, vamos tomar y “ ´iz e restringir os valores reais
positivos de y. Então, agora queremos minimizar
ΘΛepyq “
ÿ
tPΛe
qt¨t, q “ e´piiz, y ą 0. (4.7)
sobre todo Λe, onde y “ 12piσ2e .
Definição 4.2.1. Seja Λ um reticulado n-dimensional com volume λn. A função de sigilo
de Λ é dada por
ΞΛpyq “ ΘλZnpyqΘΛpyq , (4.8)
para y ą 0.
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Podemos observar pela definição anterior que o problema de minimização da
ΘΛepyq sujeito a restrição log2 |Λb{Λe| “ k significa que a otimização deve ser feita sob
reticulados de mesmo volume. Para isso, fixamos como referência o reticulado Zn e escalá-lo
corretamente de forma que seu volume coincida com o volume de Λe. Vamos usar então
λZn, onde λ “ |detpMMT q|1{n.
Nosso interesse é calcular a função de sigilo no ponto y “ 12piσ2e . No entanto,
se considerarmos σ2e como uma variável, e como queremos minimizar a expressão da
probabilidade do intruso decodificar corretamente em (4.1), faz sentido maximizar a função
de sigilo, para y ą 0.
Definição 4.2.2. O ganho de sigilo forte XΛ,forte de um reticulado n-dimensional é
definido como
XΛ,forte “ sup
yą0
ΞΛpzq, onde z “ yi. (4.9)
O valor máximo de ΞΛpzq não é facil de calcular para um reticulado geral. É
introduzida então uma definição mais fraca de ganho de sigilo. Chamamos de ponto de
simetria (multiplicativo), um ponto y0 tal que
ΞΛpy0.yq “ ΞΛpy0{yq (4.10)
para todo y ą 0.
Definição 4.2.3. Seja Λ um reticulado n-dimensional, cuja função de sigilo possui um
ponto de simetria y0. O ganho de sigilo fraco XΛ é definido por
XΛ “ ΞΛpy0q “ ΘλZnpy0qΘΛpy0q . (4.11)
A partir de agora todos os gráficos estarão na escala em decibéis, dB, (y em dB é
igual a 10 log 10 em y) pois dessa forma transformamos a simetria multiplicativa da função
de sigilo em uma simetria aditiva, onde podemos ter uma melhor visualização no gráfico.
Nesse contexto da função de sigilo, Belfiore, Oggier e Solé conjecturaram em [14]
os seguintes resultados:
Conjectura 4.2.4. [14] A função de sigilo de reticulados unimodulares atinge o máximo
em y “ 1.
Conjectura 4.2.5. [14] A função de sigilo de reticulados l-modulares atinge o máximo
em y “ 1?
l
.
O próximo resultado, que foi obtido em [12], mostra que a Conjectura 4.2.5 é falsa.
Para auxiliar na demonstração do mesmo, vamos antes definir algumas funções auxiliares
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encontradas em [4] nas páginas 109, 136 e 137.
Definimos:
kpqq “ θ
2
2pqq
θ23pqq (4.12)
lpqq “ kp?qq “ θ
2
2p?qq
θ23p?qq (4.13)
(4.14)
Para k1 “ ?1´ k2,
k1pqq “ θ
2
4pqq
θ23pqq (4.15)
l1pqq “ k1p?qq “ θ
2
4p?qq
θ23p?qq (4.16)
Definimos também,
M2pqq “ θ
2
3pqq
θ23p?qq (4.17)
M2pl, kq “ 11` k “
1` l1
2 (4.18)
Afirmação 4.2.6. A função de sigilo do reticulado Cp4q “ Z‘?2Z‘ 2Z possui ponto de
mínimo em y “ 12 .
Demonstração. Primeiramente notamos que Cp4q é um reticulado 4-modular: observamos
que o dual desse reticulado é o reticulado Cp4q˚ “ Z‘ p1{?2qZ‘ p1{2qZ. E a similaridade
σ que faz σpCp4q˚q “ Cp4q é a função σ : R3 Ñ R3 : σpx, y, zq “ p2z, 2y, 2xq, que multiplica
seu comprimento por 2 e a norma por 4.
Vamos utilizar as séries teta de Jacobi θ2pqq, θ3pqq e θ4pqq, com q “ epiiz, Impzq ą 0,
usando alternadamente as séries teta Jacobi em função de z.
Consideraremos apenas valores imaginários puros de z, z “ iy, onde y ą 0. Por
simplicidade, vamos escrever θ2pyq, θ3pyq e θ4pyq ao invés de θ2piyq, θ3piyq e θ4piyq.
Iremos agora calcular a função de sigilo do reticulado.
Primeiramente, observamos que
M “
¨˚
˝ 1 0 00 ?2 0
0 0 2
‹˛‚
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é uma matriz geradora do reticulado e
G “MMT “
¨˚
˝ 1 0 00 2 0
0 0 4
‹˛‚
é uma matriz de Gram de Cp4q.
Vamos agora calcular a série teta de Cp4q e de λZ3, onde λ “ ?2.
ΘλZ3pqq “
ÿ
x1,x2,x3PZ
q2x
2
1`2x22`2x23 “ θ33p2yq
ΘCp4qpqq “
ÿ
x1,x2,x3PZ
qx
2
1`2x22`4x3 “ θ3pyqθ3p2yqθ3p4yq
Temos então que função de sigilo de Cp4q é:
ΞCp4qpyq “ θ
3
3p2yq
θ3pyqθ3p2yqθ3p4yq
Por conveniência, vamos trabalhar com o inverso da função de sigilo. Fazendo as simplifi-
cações possíveis, temos:
1{ΞCp4qpyq “ θ3pyqθ3p4yqθ23p2yq
Consideraremos a partir daqui z “ 2y e, por abuso de notação, consideraremos z “ y.
Assim, para mostrarmos que a função de sigilo de Cp4q atinge o mínimo em y “ 12 ,
precisamos mostrar que a função modificada
fpyq “ θ3py{2qθ3p2yq
θ23pyq
atinge o valor de máximo em y “ 1.
Aqui vamos usar as equações (4.12), (4.13), (4.15), (4.16), (4.17) e (4.18). Uma vez
que f 2pyq “ M2pq
2q
M2pqq , a equação (4.18) mostra que
f 2pyq “ 1` kpqq1` kpq2q “
p1` kpqqqp1` l1pq2qq
2 “
p1` kpqqqp1` k1pqqq
2 .
Assim, precisamos maximizar p1` kpqqqp1` k1pqqq, onde k2pqq ` k12pqq “ 1.
Fazendo kpqq “ cospαq “ 1´ t
2
1` t2 e k
1pqq “ senpαq “ 2t1` t2 , onde t “ tgpα{2q, temos
que encontrar os pontos críticos de fptq “ p1` tq
2
p1` t2q2 .
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Podemos observar que 0 ă kpqq ă 1 e 0 ă k1pqq ă 1 pela definição de kpqq, k1pqq e
pela relação k2pqq ` k12pqq “ 1. Assim, 0 ă α ă pi2 , então 0 ă
α
2 ă
pi
4 . Segue então que
0 ă t ă 1. Usando estratégias de cálculo, temos que t “ ?2 ´ 1 é o único (e portanto
global) máximo de fptq na região 0 ă t ă 1.
Correspondendo a t “ ?2´ 1, encontramos α2 “
pi
8 , ie, α “
pi
4 . Então, q é tal que
kpqq “ k1pqq, ie, θ2pyq “ θ4pyq. E isso ocorre justamente no ponto y “ 1.
Como maximizar f 2pyq é o mesmo que maximizar fpyq, temos que o ponto y “ 1
também é o máximo de fpyq.
Além disso, vemos que fpyq considerada como uma função de y tem o mesmo
comportamento crescente/decrescente em ambos os lados de y “ 1, como fptq faz em
ambos os lados de t “ ?2´ 1. Isto segue que fpyq cresce para 0 ă y ă 1 e decresce para
1 ă t ă 8; logo, como 1{ΞCp4qpyq “ fp2yq, temos que ΞCp4qpyq decresce para 0 ă y ă 12 e
cresce para 12 ă y ă 8.
Exemplo 4.2.7. Um outro reticulado que também contradiz essa conjectura é o reticulado
Λ “ Z ‘ 2Z. Note que, Λ é um reticulado 4-modular: observamos que o dual desse
reticulado é o reticulado Λ˚ “ Z ‘ p1{2qZ. E a similaridade σ que faz σpΛ˚q “ Λ é a
função σ : R2 Ñ R2 : σpx, yq “ p2y, 2xq, que multiplica seu comprimento por 2 e a norma
por 4. Vamos calcular a função de sigilo de Λ.
Primeiramente, observamos que
M “
˜
1 0
0 2
¸
é uma matriz geradora do reticulado, e
G “MMT “
˜
1 0
0 4
¸
é uma matriz de Gram de Λ.
Temos então que função de sigilo de Λ é:
ΞΛpyq “ θ
2
3p2yq
θ3pyqθ3p4yq
Por conveniência, vamos trabalhar com o inverso da função de sigilo. Temos então
1{ΞΛpyq “ θ3pyqθ3p4yq
θ23p2yq
Note que a função sigilo desse reticulado é a mesma do reticulado Cp4q. Logo, temos que
ela possui ponto de mínimo em y “ 12 .
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Existem também reticulados l-modulares que possuem a função de sigilo da forma
como é descrita na conjectura. Vejamos um exemplo de um reticulado muito importante
onde a conjectura é satisfeita.
Exemplo 4.2.8. O reticulado
?
2A2.
Primeiramente, observamos que
?
2A2 é 3-modular, pois o dual de
?
2A2 possui
uma matriz geradora
M “
¨˚
˚˝ 1?2 ´
?
6
6
0 2?
6
‹˛‹‚.
Fazendo a aplicação M ÞÝÑ ?3M , temos a seguinte matriz:
N “
¨˚
˚˝
?
3?
2
´3
2
0 2?
2
‹˛‹‚.
Podemos observar que UN gera
?
2A2, onde
U “
˜
0 ´1
1 0
¸
.
Logo, temos uma similaridade σ de norma 3, tal que σp?2A2q˚ “
?
2A2. E portanto,?
2A2 é 3-modular.
Utilizando a série teta calculada no Capítulo 1, temos que a função de sigilo do
reticulado
?
2A2 é:
Ξ?2A2pyq “
θ23p
?
3yq
θ3p2yqθ3p6yq ` θ2p2yqθ2p6yq
?
2A2 possui ponto de máximo em y “ 1?3 , como é esperado pela conjectura. Na Figura 5
podemos observar o gráfico da Função de Sigilo do reticulado
?
2A2.
Utilizando a Fórmula da Soma de Poisson para reticulados, mostramos os seguintes
resultados para a função de sigilo de reticulados l-modulares. As demonstrações do caso
l “ 1 podem ser encontradas em [14], Proposição 1, pág.18. Abaixo, generalizamos essa
proposição para qualquer l ě 1.
Proposição 4.2.9. A função de sigilo de um reticulado l-modular possui ponto de simetria
multiplicativo em y “ 1
l
.
Demonstração. Seja Λ um reticulado l-modular, isto é, Λ˚ „ ?lΛ. Seja det Λ “ ln{2.
Temos que:
ΘΛpyq “ Θ?lΛ˚pyq “ ΘΛ˚plyq.
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Figura 5 – Função de sigilo do reticulado
?
2A2.
Pela Fórmula da Soma de Poisson para reticulados temos que:
ΘΛ˚pyq “ pdet Λq1{2pi{yqn{2ΘΛp´1{yq.
Note que, tomando y “ iz e depois z “ y, temos
ΘΛ˚pyq “ pdet Λq1{2pi{yqn{2ΘΛp´1{yq
“ |pdetMq|pi{iyqn{2ΘΛp1{yq
“ |pdetMq|
ˆ
1?
y
˙n
ΘΛp1{yq
Logo,
ΘΛpyq “ |pdetMq|´1
ˆ
1?
y
˙n
ΘΛ˚p1{yq.
Pela fórmula acima, obtemos:
ΘΛpyq “ |pdetMq|´1
ˆ
1?
y
˙n
ΘΛ˚p1{yq
“ 1| detM |
ˆ
1?
y
˙n
ΘΛ˚p1{yq
“ 1plyqn{2 ΘΛp1{lyq
E, de maneira análoga,
ΘZnplyq “ 1plyqn{2 ΘZnp1{lyq
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Logo,
ΞΛpyq “ ΘlZnpyqΘΛpyq “
ΘZnplyq
ΘΛplyq
“ p1{lyq
n{2 ¨ΘZnp1{lyq
p1{lyqn{2 ¨ΘΛp1{lyq
“ ΘZnp1{lyqΘΛp1{lyq
“ ΞΛ
ˆ
1
ly
˙
.
Proposição 4.2.10. A função de sigilo de um reticulado l-modular Λ possui y “ 1?
l
como ponto crítico.
Demonstração. Temos, pela Proposição 4.2.9 que:
ΞΛpyq “ ΞΛ
ˆ
1
ly
˙
ñ Ξ1Λpyq “ ´ 1ly2 ¨ Ξ
1
Λ
ˆ
1
ly
˙
.
Tomando y “ 1?
l
, temos:
Ξ1Λ
ˆ
1?
l
˙
“ ´ 1
lp1{?lq2 ¨ Ξ
1
Λ
ˆ
1
l
˙
ñ Ξ1Λ
ˆ
1?
l
˙
“ ´Ξ1Λ
ˆ
1?
l
˙
ñ Ξ1Λ
ˆ
1?
l
˙
“ 0.
Em meio aos nossos estudos sobre a função de sigilo, chegamos então a seguinte
conjectura sobre reticulados l-modulares.
Conjectura 4.2.11. A função de sigilo de reticulados l-modulares bidimensionais do tipo
Λ “ Z‘?lZ atinge o mínimo em y “ 1?
l
, para l ą 1.
Observe no gráfico da Figura 6 uma ilustração da Conjectura 4.2.11 para valores de
l “ 3, 5 e 10, ilustrados da seguinte forma: o gráfico mais próximo do eixo das coordenadas
representa o valor l “ 3, o gráfico logo acima desse representa o valor l “ 5 e o último
representa o valor l “ 10.
4.3 Função de Sigilo l-modular
Na definição original da função de sigilo comparamos a série teta de um reticulado
l-modular em Rn com a série teta do reticulado Zn, escalado de forma que ambos os
reticulados tenham o mesmo volume. Uma outra maneira natural de se definir a função de
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Figura 6 – Função de sigilo de Λ “ Z‘?lZ.
sigilo seria comparar a série teta de um reticulado l-modular com a série teta de outro
reticulado l-modular simples, escalado adequadamente para que os volumes coincidam.
Um reticulado l-modular muito simples é o Dplq “ Z‘?lZ (quando l “ 1, tomamos
Dplq “ Z). Escrevemos n “ k dimpDplqq (n “ 2k para l ą 1), e para um reticulado l-
modular Λ em Rn, definimos a função de sigilo l-modular Ξlpyq (ou Ξl,Λpyq se o reticulado
Λ precisa ser enfatizado), por
Ξlpyq “ Ξl,Λpyq “ ΘDplqpyq
k
ΘΛpyq , y ą 0. (4.19)
Note que, quando l “ 1,k “ n, Dplq “ Z, e esta definição se reduz para a definição original
da função de sigilo para reticulados unimodulares.
A partir dessa nova definição, Ernvall-Hytonen e Sethuraman conjecturaram em
[12] o seguinte resultado:
Conjectura 4.3.1. A função de sigilo l-modular de todos os reticulados l-modulares atinge
o máximo global no ponto y “ 1?
l
.
Foi mostrado que o reticulado Cp4q “ Z ‘ ?2Z ‘ 2Z é um contra-exemplo para
a conjectura de Belfiore, Oggier e Solé da função de sigilo para reticulados l-modulares.
Porém, com essa nova definição de função de sigilo, temos que esse reticulado satisfaz a
conjectura da função de sigilo l-modular, pois:
Ξlpyq “ Ξl,Cp4qpyq “ ΘDplqpyq
k
ΘΛpyq “
pθ3pyqθ3p4yqq3{2
θ3pyqθ3p2yqθ3p4yq “
pθ3pyqθ3p4yqq1{2
θ3p2yq
ùñ pΞl,Cp4qpyqq2 “ θ3pyqθ3p4yqpθ3p2yqq2
E na demonstração de que Cp4q é contra-exemplo da conjectura de Belfiore, Oggier e Solé,
foi mostrado que a expressão acima possui ponto de máximo em y “ 12 .
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4.4 Função de Sigilo de Reticulados Algébricos
Seja K “ Qr?ls um corpo quadrático, onde l é um inteiro livre de quadrados.
Usando o Teorema 3.3.13 e as Proposições 3.3.14 e 3.3.18, vamos gerar reticulados, calcular
sua função de sigilo e assim verificar a validade da Conjectura 4.2.5.
Aqui, vamos analisar dois casos: o caso em que estudamos a congruência de l (mod
4) e o caso em que estudamos a congruência de ´l (mod 4).
Pelo Teorema 3.3.13, se l ” 1 (mod 4), o anel de inteiros OK de K sobre Z é igual
a Z
„
1`?l
2

e uma Z-base de OK é
"
1, 1`
?
l
2
*
. Usando as Proposições 3.3.14 e 3.3.18,
temos que o reticulado Λ1 gerado por essa base possui matriz geradora e matriz de Gram,
respectivamente,
M1 “
¨˝
1 1
1`?l
2
1´?l
2
‚˛e G1 “
¨˝
2 1
1 1` l2
‚˛.
Se l ” 2 ou l ” 3 (mod 4), então o anel de inteiros OK de K sobre Z é igual a Zr
?
ls e
uma Z-base de OK é t1,
?
lu. Usando as Proposições 3.3.14 e 3.3.18, temos que o reticulado
Λ2 gerado por essa base possui matriz geradora e matriz de Gram, respectivamente,
M2 “
˜
1 1?
l ´?l
¸
e G2 “
˜
2 0
0 2l
¸
.
O reticulado Λ1 é l-modular. A matriz geradora de Λ˚1 é
M˚1 “ 1?
l
¨˝ ´1 1
´1`
?
l
2
1´?l
2
‚˛.
Fazendo a aplicação M˚1 Ñ
?
lM1 podemos notar que
?
lUM1, onde
U “
˜
´1 0
0 1
¸
,
gera Λ1. Logo, temos uma similaridade σ de norma l tal que σpΛ˚1q “ Λ.
O reticulado Λ2 é 4l-modular. A demonstração desse fato é análoga ao anterior.
Temos que a série teta e a função de sigilo de Λ1 e Λ2 são, respectivamente,
ΘΛ1pyq “ θ3p2yqθ3p2lyq ` θ2p2yqθ2p2lyq
ΞΛ1pyq “ θ3p
?
lyq2
θ3p2yqθ3p2lyq ` θ2p2yqθ2p2lyq
ΘΛ2pyq “ θ3p2yqθ3p2lyq
ΞΛ2pyq “ θ3p2
?
lyq2
θ3p2yqθ3p2lyq
Capítulo 4. A Função de Sigilo 57
Os cálculos são análogos aos cálculos da série teta e da função de sigilo feitos na demons-
tração da Afirmação 4.2.6.
Pelo teorema 3.3.13, se ´l ” 1 (mod 4), então o anel de inteiros OK de K sobre Z
é igual a Z
„
1`?´l
2

e uma Z-base de OK é
"
1, 1`
?´l
2
*
.
Seja σ : CÑ C a conjugação complexa. Temos que, @x P Z˚ :
pσ ˝ σ1qpxq “ σpσ1pxqq “ ´x “ σ2pxq.
Logo, temos que para este caso, r1 “ 0 e r2 “ 1. Portanto, temos:
σKpxq “ pRpσ1pxqq, Ipσ1pxqqq
“
ˆ
R
ˆ
a0 ` a1
ˆ
1`?´l
2
˙˙
, I
ˆ
a0 ` a1
ˆ
1`?´l
2
˙˙˙
“
ˆ
a0 ` a12 ,
?
la1
2
˙
“ a0p1, 0q ` a1
ˆ
1
2 ,
?
l
2
˙
.
Logo, temos que σKpxq é gerado pelos vetores u “ p1, 0q e v “
ˆ
1
2 ,
?
l
2
˙
. Tomando
σKpxq “ Λ3, temos então que o reticulado Λ3 gerado pela base acima possui matriz
geradora e matriz de Gram, respectivamente,
M 13 “
¨˝
1 0
1
2
?
l
2
‚˛e G13 “
¨˚
˝ 1 121
2
1` l
4
‹˛‚.
Vamos trabalhar com
?
2Λ3, um reticulado integral. Sua matriz geradora e de Gram
são, respectivamente:
M3 “
?
2
¨˝
1 0
1
2
?
l
2
‚˛e G3 “
¨˝
2 1
1 1` l2
‚˛.
Podemos observar que a matriz de Gram de
?
2Λ3 é igual a matriz de Gram de Λ1.
Logo, temos que Θ?2Λ3pzq “ ΘΛ1pzq. Λ3 também é l-modular, pela mesma justificativa de
Λ1.
Se ´l ” 2 ou ´l ” 3 (mod 4), então o anel de inteiros OK de K sobre Z é igual a
Zr?´ls e uma Z-base de OK é t1,
?´lu. Usando os mesmos argumentos anteriores, temos
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que neste caso, r1 “ 0 e r2 “ 1. Portanto:
σKpxq “ pRpσ1pxqq, Ipσ1pxqqq
“ pRpa0 `
?´la1q, Ipa0 `
?´la1qq
“ a0p1, 0q ` a1p0,
?
lq.
Logo, temos que σKpxq é gerado pelos vetores u “ p1, 0q e v “ p0,
?
lq. Tomando σKpxq “
Λ4, temos então que o reticulado Λ4 gerado pela base acima possui matriz geradora e
matriz de Gram, respectivamente,
M4 “
˜
1 0
0
?
l
¸
e G4 “
˜
1 0
0 l
¸
.
Note que Λ4 “ Λ “ Z‘
?
lZ.
Temos então que a função de sigilo de
?
2Λ3 e Λ4 são, respectivamente,
Ξ?2Λ3pyq “
θ3p
?
lyq2
θ3p2yqθ3p2lyq ` θ2p2yqθ2p2lyq
ΞΛ4pyq “ θ3p
?
lyq2
θ3pyqθ3plyq
4.4.1 Relações entre a Função de Sigilo dos Reticulados
Agora, vamos relacionar a função de sigilo de Λ1, Λ2,
?
2Λ3 e Λ4 com a função de
sigilo de Λ “ Z‘?lZ.
Graficamente vemos que os pontos críticos de Λ1 são os mesmos do que os pontos
críticos de Λ, para l “ 5, 13, 17 e 21. Esse ponto crítico é o ponto 1?
l
. Relacionando Λ2
e Λ, temos que para l “ 3, 7, 11, 15, 19 e 23, o ponto crítico de Λ é igual a duas vezes o
ponto crítico de Λ2. Como sabemos que o ponto crítico de Λ é igual a
1?
l
, temos que o
ponto crítico de Λ2 é igual a
1
2
?
l
. Temos que
?
2Λ3 possui os mesmos pontos de mínimo
do que Λ para l “ 3, 7, 11, 15, 19 e 23. E, como Λ “ Λ4, temos que as funções são iguais.
• Λ1 e Λ
Para l “ 5 a função de sigilo de Λ1 atinge o máximo no mesmo ponto em que a
função de sigilo de Λ atinge o mínimo. Este ponto é o ponto y “ 1?
5
. Para os demais
valores, temos que as funções possuem o mesmo ponto de mínimo.
Na Figura 7 temos ilustrada para l “ 5 a comparação da função de sigilo de Λ1 (em
tracejado) e a função de sigilo de Λ. Temos ao lado o gráfico da imagem ampliada
da função de sigilo de Λ1.
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Figura 7 – ΞΛ1pyq e ΞΛpyq, para l “ 5.
Para os demais valores, temos que as funções possuem o mesmo ponto de mínimo,
como podemos observar na Figura 8, onde tomamos l “ 17. Temos representado
uma comparação entre a função de sigilo de Λ1 (em tracejado) e a função de sigilo
de Λ.
-15 -10 -5 0 5
0.6
0.7
0.8
0.9
1.0
y ( dB )
Ξ Λ 1(
y
)eΞ Λ
( y)
Figura 8 – ΞΛ1pyq, para l “ 17.
• Λ2 e Λ
Para todos os valores citados de l para este caso, temos que
ΞΛ2py ´ 3q “ ΞΛpyq
E temos também que o ponto de mínimo y de Λ é igual a duas vezes o ponto de
mínimo y1 de Λ2. Ou seja, y “ 2y1.
Na Figura 9, para l “ 7, temos no primeiro gráfico a comparação da função de
sigilo de Λ2 (em tracejado) e a função de sigilo de Λ. No segundo gráfico temos a
comparação da função de sigilo de Λ2 no argumento y ´ 3 (em tracejado) e a função
de sigilo de Λ no argumento y.
•
?
2Λ3 e Λ
Para l “ 3 a função de sigilo de ?2Λ3 atinge o máximo no mesmo ponto em que
a função de sigilo de Λ atinge o mínimo. Este ponto é o ponto y “ 1?
3
. Para os
demais valores, temos que as funções possuem o mesmo ponto de mínimo.
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Figura 9 – ΞΛ2pyq, ΞΛ2py ´ 3q e ΞΛpyq, para l “ 7.
Na Figura 10 observamos a ilustração da comparação da função de sigilo de
?
2Λ3 (em
tracejado) com a função de sigilo de Λ. No primeiro gráfico temos essa comparação
para l “ 3 e no segundo para l “ 7.
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Figura 10 – Ξ?2Λ3pyq e ΞΛpyq, para l “ 3 e 7.
A partir das relações que obtivemos das famílias de reticulados Λ, Λ1, Λ2,
?
2Λ3 e
Λ4 temos a Tabela 2:
Família de Modularidade Ponto de máximo Ponto de mínimo global
Reticulados global
Λ l-modular - y “ 1?
l
, @l P N˚zt1u
Λ1 l-modular y “ 1?
l
em l “ 5 y “ 1?
l
em l “ 13, 17 e 21
Λ2 4l-modular - y “ 12?l em l “ 3, 7, 11, 15, 19 e 23?
2Λ3 l-modular y “ 1?
l
em l “ 3 y “ 1?
l
em l “ 7, 11, 15, 19 e 23
Λ4 l-modular - y “ 1?
l
, l “ 5, 13, 17 e 21
Tabela 2 – Pontos de máximo e mínimo da função de sigilo das famílias de reticulados
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4.4.2 Função de Sigilo l-modular de Reticulados Algébricos
Vamos calcular a função de sigilo l-modular dos reticulados Λ1,Λ2 e
?
2Λ3, definidos
na Seção 4.4.
Temos que Λ1 e
?
2Λ3 são reticulados l-modulares. Então, o reticulado usado para
se comparar com a série teta desses reticulados é Dplq “ Z ‘ ?lZ. Já Λ2 é 4l-modular.
Logo, o reticulado usado para se comparar com sua série teta é Dplq “ Z‘ 2?lZ.
Assim, a função de sigilo l-modular desses reticulados é:
Ξl,Λ1pyq “ θ3pyqθ3plyqθ3p2yqθ3p2lyq ` θ2p2yqθ2p2lyq
Ξ4l,Λ2pyq “ θ3pyqθ3p4lyqθ3p2yqθ3p2lyq
Ξl,?2Λ3pyq “
θ3pyqθ3plyq
θ3p2yqθ3p2lyq ` θ2p2yqθ2p2lyq
A função de sigilo l-modular de Λ1 e
?
2Λ3 atingem o valor de máximo no ponto
1?
l
, para todos os valores de l que estas funções são definidas. A função de sigilo l-modular
de Λ2 atinge o máximo no ponto
1
2
?
l
, para todos os valores em que a função está definida.
Podemos então observar que essas famílias de reticulados satisfazem a Conjectura 4.3.1.
Na figura 11 temos no primeiro gráfico a função de sigilo de Λ1 para l “ 5. No
segundo gráfico temos a função de sigilo de Λ2 para l “ 7.
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Figura 11 – ΞΛ1pyq e ΞΛ2pyq, para l “ 5 e 7.
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5 Conclusões e Perspectivas Futuras
Com esse trabalho, podemos observar um pouco da importância das séries teta
e algumas de suas aplicações. Foram apresentados aqui resultados fundamentais sobre
a séries teta e reticulados. Consideramos construções de reticulados a partir de códigos
corretores de erros sobre corpos de números e também construções sobre corpos quadráticos.
Por fim, estudamos uma aplicação do estudo de série teta em Segurança da Informação.
Neste contexto, fizemos um estudo da função de sigilo de um reticulado, bem como
algumas propriedades e aplicações. Apresentamos as conjecturas propostas por Belfiore,
Oggier e Solé e testamos a validade de uma delas para algumas classes de reticulados
construídos usando o Homomorfismo de Minkowski. Na Tabela 2 temos o ponto de máximo
e de mínimo das famílias de reticulados estudadas. Além disso, apresentamos a Conjectura
4.2.11 sobre a função de sigilo de uma classe de reticulados l-modulares. Caracterizamos
também a série teta e a função de sigilo de reticulados bidimensionais obtidos via corpos
quadráticos.
Nossas perspectivas para trabalhos futuros são:
• Estudar a construção de reticulados 5-modulares apresentada em [26] e a possibili-
dade de uma generalização da mesma para reticulados l-modulares e o cálculo da
função de sigilo;
• Investigar a segunda derivada da série teta a fim de se obter maneiras analíticas de
estudar a conjectura proposta;
• Analisar outras construções de reticulados l-modulares que satisfazem a conjectura
proposta por Belfiore, Oggier e Solé.
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