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Abstract
Let k be a field and n  1 an integer. We study the action of the symplectic group over k on the set
of alternating forms on k2n. We show that the action on pairs of forms can be interpreted in terms of the
conjugation action on self-adjoint operators, and obtain some old and new results using this interpretation.
In particular, for each k and n, we determine the smallest base size for the action of PGL2n(k) on the set of
non-degenerate skew-symmetric matrices over the field k, modulo scalars.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let V be a finite-dimensional vector space over an arbitrary field k. Corollary 2.13 of this
paper says that if there are two alternating forms on V , at least one of which is non-degenerate,
then there is a direct sum decomposition V = X1 ⊕ X2 such that each subspace Xi is isotropic
with respect to each of the forms. This known result appears, for example, in the papers of Gow
and Laffey [5], Klyachko [8, Proposition 5.1] and Kaplansky [7, Theorem 71]. Klyachko and
Kaplansky prove the result under the further hypothesis that the ground field is algebraically
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close in spirit to Kaplansky’s, but requires some slight extra work. The papers of Waterhouse [14,
15] and Leep and Schueller [10] classify pairs of quadratic and alternating forms.
We mention two consequences of Corollary 2.13. First, we get an explicit bijection (Propo-
sition 3.1) between double cosets of Sp2n(k) in GL2n(k) and conjugacy classes in GLn(k). This
in turn implies that (GL2n(k),Sp2n(k)) is a Gelfand pair if k is a finite field. (See Section 3 for
a definition of Gelfand pairs.) Klyachko proceeds to get the Gelfand pair result by a descent
argument using Lang’s theorem. With our approach the descent is unnecessary.
If G is a permutation group acting on a set Δ, then B ⊆ Δ is a base for G if the pointwise
stabilizer of B in G acts trivially on Δ. In this paper, we determine the smallest base size b(2n, k)
for the action of PGL2n(k) on the set X2n(k) of invertible skew-symmetric matrices modulo
scalars, where the action is given by g · x = gxgt , for g ∈ PGL2n(k) and x ∈ X2n(k). A square
matrix M is skew-symmetric if Mi,j = −Mj,i and Mi,i = 0 (the second condition is necessary
in characteristic 2). Since the case n = 1 is trivial, we assume n 2. (Indeed, the set X2(k) has
precisely one element since any two skew-symmetric 2 × 2 matrices differ by a scalar factor, and
so b(2, k) = 0 for any k.) Let Fq denote the field of q elements, for q a prime power. We prove
(see Corollary 6.1):
Theorem 1.1. We have:
(1) If k = F2 or if the characteristic of k is 2 and k is not perfect, then b(4, k) = 4 and
b(6, k) = 3. Otherwise, b(4, k) = 5 and b(6, k) = 4.
(2) If n > 3 and k is any field then b(2n, k) = 3.
Set b(2) = 5, b(3) = 4, and b(n) = 3 if n > 3. Let F be a subset of X2n(k) whose cardinality
is strictly less than b(n). Define the algebraic group S to be the (pointwise) stabilizer in PGL2n
of F . We show that S is positive-dimensional. We show that if k is any infinite field, then the
Zariski closure of the intersection of any two conjugates of Sp2n(k) has dimension at least 3n
(and in particular is infinite). In a related result, Lemma 4.2 shows that any two conjugates of
Sp2n(Fq) in GL2n(Fq) intersect in a subgroup of order at least (q3 − q)n.
By the results of Section 8, if the field k is perfect and not equal to F2, then a positive-
dimensional linear algebraic group (such as S) has a k-rational point. This argument shows
that for perfect fields other than the field of 2 elements, the base size is at least as large as in
the algebraically closed case. In fact, since we want to treat all fields, we give proofs that are
independent of the results of the last section.
Next we turn to finite fields. Let p(n,q) denote the probability that b(n) randomly chosen
elements of X2n(Fq) form a base. We show that for each fixed n  2, p(n,q) tends to 1 as
q → ∞. Combining this with Theorem 1.11 of [11] gives:
Corollary 1.2. The probability p(n,q) that a random subset of X2n(Fq) of size b(n) is a base
tends to 1 as n+ q tends to ∞.
Our approach is to interpret such properties in terms of self-adjoint operators with respect to
the standard alternating form. This approach allows us to consider a conjugation action rather
than the natural action on forms. Another result (Lemma 2.11) that comes out easily from this
approach is that a 2n × 2n matrix over k is a product of two skew-symmetric matrices, one of
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result also appears in Gow and Laffey [5].
2. Self-adjoint endomorphisms
Let V be a finite-dimensional vector space over a field k equipped with an alternating bilinear
form from V × V to k. By definition, (v, v) = 0 for all v in V .
We say that an endomorphism A of V is self-adjoint with respect to the form if (Av, v) = 0 for
all v ∈ V . (Kaplansky [7] calls A alternate; Klyachko [8] calls it symmetric.) If A is self-adjoint
then (Av,w) = (v,Aw) for all v,w ∈ V , for 0 = (Av + Aw,v + w) = (Av,w) + (Aw,v) =
(Av,w)−(v,Aw). If k has characteristic not 2, these conditions are equivalent, since 2(Av, v) =
0 implies (Av, v) = 0.
Immediately from the definition we have that the form (Av,w) on V is alternating if and only
if A is self-adjoint. Now assume that the form is non-degenerate. It is straightforward that this
map induces a bijection between the set of self-adjoint endomorphisms on V and the set of all
alternating forms on V . We note that invertible self-adjoint endomorphisms correspond to non-
degenerate alternating forms. Using this dictionary, the study of pairs of alternating forms, the
first one of which is non-degenerate, is equivalent to the study of self-adjoint endomorphisms.
We rephrase this in matrix notation. An m × m matrix M with entries in k gives rise to the
form (v,w) taking the column vectors v and w to vtMw. The form is alternating if and only if
M is skew-symmetric, and non-degenerate if and only if M is invertible. For A in Matm(k), the
form (v,Aw) takes v,w to vtMAw, so corresponds to the matrix MA. The form (Av,w) takes
v,w to vtAtMw, so corresponds to the matrix AtM . If the characteristic of the field is not equal
to 2, then A is self-adjoint with respect to M if and only if MA = AtM ; in this case, N = MA
is skew-symmetric.
In the other direction, given skew-symmetric matrices M and N with M invertible, the matrix
A = M−1N acting by left-multiplication on column vectors is self-adjoint with respect to the
form corresponding to M . We remark briefly on changing basis. For g in GLm(k), the change of
basis taking M to gtMg and taking N to gtNg will take A to (gtMg)−1(gtNg) = g−1Ag. To
summarize:
Lemma 2.1. Let M be an m × m skew-symmetric matrix with entries in the field k. Then gtMg
is skew-symmetric for any g ∈ GLm(k). Moreover, if A is self-adjoint with respect to M , then
g−1Ag is self-adjoint with respect to gtMg.
Let M be skew-symmetric and invertible. The symplectic group Sp(M) consists of those ma-
trices g such that gtMg = M . We conclude that, for each fixed M , the correspondence between
skew-symmetric matrices N and endomorphisms A = M−1N that are self-adjoint with respect
to M is Sp(M)-equivariant.
In particular, we have shown:
Lemma 2.2. The intersection Sp(M) ∩ Sp(N) is the centralizer in Sp(M) of the self-adjoint
operator A = M−1N .
Lemma 2.3. If A and B are self-adjoint then so is ABA. If A is self-adjoint, then so is f (A) for
any polynomial f with coefficients in k.
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statement is proved.
We turn to the second statement. Since the set of self-adjoint operators is a linear space, it
suffices to show that if A is self-adjoint and d  0 is an integer, then Ad is also self-adjoint.
Certainly the identity map is self-adjoint, as (v, v) = 0 by the alternating property of the form.
This proves the case d = 0, and the case d = 1 is the hypothesis. Let d  2. Now B = Ad−2 is
self-adjoint by induction, and so Ad is self-adjoint by the first statement. 
Lemma 2.4. Assume A is self-adjoint. Let W be a subspace of V . Suppose that AW ⊆ W . Then
AW⊥ ⊆ W⊥.
Proof. Take u ∈ W⊥. For any w ∈ W , we have (w,Au) = (Aw,u) = 0. Thus Au ∈ W⊥. 
The subspace X of V is isotropic if X ⊆ X⊥. We view V as a k[A]-module.
Lemma 2.5. If A is self-adjoint, then any cyclic k[A]-submodule of V is isotropic.
Proof. Any cyclic k[A]-submodule of V can be written W = k[A]v. By Lemma 2.3, (W,v) = 0
and so v ∈ W⊥. By Lemma 2.4, W = k[A]v ⊆ W⊥. 
Remark 2.6. If we take the weaker definition of self-adjoint (namely, (v,Aw) = (Av,w)), then
Lemmas 2.3 and 2.4 continue to hold, but Lemma 2.5 fails.
From now on in this section, we assume that the alternating form on V is non-degenerate.
Then the dimension of V is even, say dimk V = 2n.
We say that A and B in GL2n(k) are symplectically similar with respect to the form J if
gAg−1 = B for some g ∈ Sp(J ).
Theorem 2.7. Assume the form is non-degenerate and A is self-adjoint. Then we can write V
as an orthogonal direct sum of subspaces Vi with each Vi non-degenerate, and so that there
exist Vij , j = 1,2, isotropic subspaces such that Vi = Vi1 ⊕ Vi2 with Vij invariant under A.
Moreover, Vij is a cyclic k[A]-module and Vi1 ∼= Vi2 as k[A]-modules. We can choose a basis
for V in which the form is ( 0 In−In 0 ), and such that A is symplectically similar to (C 00 Ct ).
Proof. Suppose first that the minimal polynomial mA(t) of A on V can be factored into relatively
prime polynomials f and g. Then the direct sum decomposition
V = kerf (A)⊕ kerg(A),
is orthogonal with respect to the given form. Indeed, consider v ∈ kerf (A) and w ∈ kerg(A).
We can write w = f (A)w1, as f (A) is invertible on kerg(A). Then 0 = (f (A)v,w1) =
(v, f (A)w1), whence (v,w) = 0.
The spaces kerf (A) and kerg(A) are invariant under A. Moreover, the restriction of the self-
adjoint operator (respectively the form) to the subspaces kerf (A) and kerg(A) is self-adjoint
(respectively non-degenerate). We are reduced, by induction on the dimension of V , to the case
where the minimal polynomial of A is f (x)m for f an irreducible polynomial in k[x].
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It follows that f (A)m−1w = 0.
Now V11 := k[A]v is isotropic, by Lemma 2.5, as is V12 := k[A]w. We claim that V ⊥12 ∩
V11 = 0. Indeed, if this intersection is non-zero, then it is a non-zero k[A]-submodule of V11
and so contains f (A)m−1v, which it does not, by our choice of w. Thus, V1 := V11 ⊕ V12 is
non-degenerate. By induction, we have the result for the space V ⊥1 , which has lower dimension,
invariant under A, and on which the restriction of A acts in a self-adjoint manner.
Choose bases for V11 and V12 so that the form is as stated. Then the matrix of A looks like(
C 0
0 D
)
. It is straightforward to show that since A self-adjoint, D = Ct . 
We remark that matrices in Matn(k) are similar if and only if they have the same rational
canonical form. The remark implies that any matrix in GLn(k) is similar to its transpose. Taussky
and Zassenhaus [13] proved a stronger result:
Lemma 2.8. (Taussky–Zassenhaus) Any matrix in GLn(k) is similar to its transpose by a sym-
metric matrix, i.e. for all g ∈ GLn(k) there exists S ∈ GLn(k) such that St = S and S−1gS = gt .
Let d be the “doubling map” taking C in GLn(k) to d(C) =
(
C 0
0 Ct
)
in GL2n(k).
Corollary 2.9. Assume that the form on V is non-degenerate. If two self-adjoint endomorphisms
A and B are similar, then they are symplectically similar.
Proof. By Theorem 2.7, A is symplectically similar to d(C), and B is symplectically similar
to d(D), for matrices C and D in Matn(k). Since A and B are similar, Lemma 2.8 implies that
twice the rational canonical form of C is twice the rational canonical form of D. Thus C and D
have the same rational canonical form, whence they are similar, say by a matrix g ∈ GLn(k).
Now we are done, since
( g 0
0 g−t
)
is symplectic and conjugates d(C) to d(D). 
Compare with [7, Theorem 71]. The same proof shows:
Corollary 2.10. Assume that the form on V is non-degenerate. The map taking C to d(C) =(
C 0
0 Ct
)
induces a bijection between the set of similarity classes in Matn(k) and the set of simi-
larity classes of self-adjoint operators on V .
Lemma 2.11. A 2n × 2n matrix X with entries in k can be written as a product X = MN of
skew-symmetric matrices M and N , with M invertible, if and only if it is similar to d(C) for
some matrix C in Matn(k).
Proof. Let M and N be skew-symmetric matrices, with M invertible. Then MN is self-adjoint
with respect to the skew-symmetric form M−1. By Corollary 2.10, MN is similar to d(C) for
some C in Matn(k).
Conversely, let C ∈ Matn(k). Then
d(C) =
(
C 0
0 Ct
)
=
(
0 In
−In 0
)(
0 −Ct
C 0
)
expresses d(C) as a product of skew-symmetric matrices.
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B is similar to A, then B is a product of two skew-symmetric matrices. Let B = g−1Ag. Then
B = g−1MNg = (g−1Mg−t )(gtNg). The lemma is proved. 
It is not hard to weaken the hypotheses to allow M and N singular; this extension is proved
by Gow and Laffey in [5].
By taking Xj =⊕i Vij in Theorem 2.7, we get:
Corollary 2.12. Assume the form is non-degenerate, and A is self-adjoint. Then we can write V
as a direct sum V = X1 ⊕X2 of isotropic A-invariant subspaces.
Using the dictionary between self-adjoint maps and alternating forms, we obtain.
Corollary 2.13. Let the finite-dimensional vector space V be equipped with two alternating
bilinear forms, at least one of which is non-degenerate. Then there is a decomposition V =
X1 ⊕X2 such that each Xi is isotropic with respect to each of the forms.
Proof. After choosing a basis, we may identify V with k2n (since one of the forms is non-
degenerate). Corresponding to the two forms are two skew-symmetric 2n × 2n matrices, say
M and N . The matrix A := M−1N is self-adjoint with respect to the form corresponding to M .
Apply Theorem 2.7 to A, and set Xj =⊕i Vij for j = 1,2. By that theorem, each Xj is isotropic
with respect to M , and each Xj is A-invariant. The A-invariance implies that each Xj is also
isotropic with respect to the form corresponding to N . The corollary is proved. 
We remarked above that matrices in Matn(k) are similar if and only if they have the same
rational canonical form. This remark implies that n× n matrices over k are similar over k if and
only if they are similar over k¯, where k¯ is the algebraic closure of k. This observation, combined
with Corollary 2.9, implies:
Corollary 2.14. Assume that the alternating form on the finite-dimensional space V is non-
degenerate. Then self-adjoint endomorphisms are symplectically similar if and only if they are
symplectically similar on V ⊗k k¯.
For our purposes, it makes sense to declare two pairs (Ai,Bi) of alternating forms (i = 1,2)
on the k-vector space V to be equivalent over k if there exists g in GL(V ) such that A2(gv, gw) =
A1(v,w) and B2(gv, gw) = B1(v,w) for all v,w ∈ V .
With this terminology, the previous corollary can be restated in terms of equivalence of pairs
of forms. It says that two pairs of alternating forms, with the first element of each pair non-
degenerate, are equivalent over k if and only if they are equivalent over k¯.
3. The Gelfand pair (GL2n(k),Sp2n(k))
Let V be a finite-dimensional vector space equipped with a non-degenerate alternating form.
The dimension of V is an even number, say dimk V = 2n. Write G = GL2n(k) and H = Sp2n(k).
Write J0 for the standard skew-symmetric matrix
( 0 In )
, so that H = Sp(J0).−In 0
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(
In 0
0 C
)
Sp2n(k) induces a bijection between the set
of conjugacy classes in GLn(k) and the set of double cosets of Sp2n(k) in GL2n(k).
Proof. It is standard from group theory that the set of double cosets of H in G is in bijection
with the set of H -orbits on X where X is a transitive G-set with point stabilizer H . If H is the
stabilizer of J0 ∈ X then the H -orbit Hx corresponds to the double coset HgH where gJ0 = x,
for x ∈ X. In our case, a transitive G-set with point stabilizer H is given by the set Sk2n(k) of
non-degenerate skew-symmetric 2n × 2n matrices on k2n. Here, as usual, the action is given by
g · x = gxgt for g ∈ G and x ∈ Sk2n(k).
As we have seen, the set of matrices d(C) = (C 00 Ct ) as C ranges over a set of representatives
for GLn(k) conjugacy classes is a set of orbit representatives for the action of G by conjugation
on the set of invertible self-adjoint maps.
Now let A be a self-adjoint endomorphism. As we have also seen, the map sending A to J0A
is an Sp2n(k)-equivariant bijection between the set of self-adjoint endomorphisms and Sk2n(k).
We calculate
J0d(C) =
(
0 In
−In 0
)(
C 0
0 Ct
)
=
(
0 Ct
−C 0
)
=
(
In 0
0 C
)(
0 In
−In 0
)(
In 0
0 Ct
)
,
which equals
(
In 0
0 C
) · J0. From the bijection and the identification of orbits and double cosets we
deduce that the set of matrices of the form
(
In 0
0 C
)
as C ranges over a set of representatives of
GLn(k) conjugacy classes is a set of double coset representatives for Sp2n(k) in GL2n(k). 
Let H be a subgroup of the finite group G. The pair (G,H ) is a Gelfand pair if the complex
permutation representation of G acting on the set of cosets of H in G is multiplicity-free.
Corollary 3.2. If the field k is finite, then (GL2n(k),Sp2n(k)) is a Gelfand pair.
Proof. Let e be the map taking C in GLn(k) to e(C) =
(
In 0
0 C
)
in G.
We have already seen that any x in G is contained in a double coset of the form He(C)H for
some C in GLn(k).
By Lemma 2.8, C and Ct are conjugate in GLn(k). Hence He(C)H = He(Ct )H by Proposi-
tion 3.1. So we have HxH = He(C)H = He(C)tH = HxtH , the last equality since Ht = H .
Since HxH = HxtH for any x in G, Gelfand’s Lemma (see below) implies that (G,H) is a
Gelfand pair. 
By definition, a bijection τ :G → G is an anti-automorphism of the finite group G if τ(gh) =
τ(h)τ(g) for all g,h ∈ G. Let H be a subgroup G. Gelfand’s Lemma (cf. [6, p. 279]) asserts
that a sufficient condition for (G,H) to be a Gelfand pair is the existence of an anti-involution
(i.e. an anti-automorphism whose square is the identity map) of G which preserves setwise each
double coset of H in G.
4. Intersections
Let V be the vector space k2n. Let J be a non-degenerate 2n × 2n skew-symmetric matrix.
We have already defined the symplectic group Sp(J ). By definition, the conformal symplectic
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investigate the intersections of pairs and triples of symplectic and conformal symplectic groups.
We say g in Matn(k) is non-derogatory if every eigenspace of g has dimension at most one.
Suppose that g ∈ Matn(k) is non-derogatory. Then M := kn is a free k[g]-module of rank one.
It follows that the endomorphism ring Endk[g](M) is equal to k[g]. This endomorphism ring
is equal to the centralizer of g in Matn(k). We conclude that if g is non-derogatory, then the
centralizer of g in Matn(k) is k[g].
Lemma 4.1. Assume g in Matn(k) is non-derogatory. Let C be the centralizer of d(g) in GL2n(k).
Then C is isomorphic to GL2(k[g]). The centralizer of d(g) in the symplectic group is isomorphic
to SL2(k[g]).
Proof. There exists a symmetric matrix S in GLn(k) such that S−1gtS = g, by Lemma 2.8. The
matrix D = d(g) = ( g 00 gt ) is self-adjoint with respect to the standard form J0. Set h = ( In 00 S ).
The matrix E = h−1Dh = ( g 00 g ) is self-adjoint with respect to the form K = htJ0h = ( 0 S−St 0 ).
We may replace D by E and J0 by K , and the centralizer of the new self-adjoint matrix in the
symplectic group of the new form is isomorphic to C.
The centralizer H of E in GL2n(k) is clearly the set of all invertible
(M N
P Q
)
with M,N,P,Q
in Matn(k) centralizing g. Since g is non-derogatory, the centralizer of g in Matn(k) is k[g]. So
H = GL2(k[g]).
Finally, it remains to show that ω = (M N
P Q
)
in H is symplectic with respect to K if and only
if ω has determinant one (in GL2(k[g])).
Indeed,
ωtKω =
(
Mt P t
Nt Qt
)(
0 S
−St 0
)(
M N
P Q
)
=
(−P tSt MtS
−QtSt NtS
)(
M N
P Q
)
=
(−P tStM +MtSP −P tStN +MtSQ
∗ −QtStN +NtSQ
)
.
The upper left entry is (S − St )PM , while the lower right entry equals (S − St )QN . Since S is
symmetric, these entries are zero. The upper right entry is St (−PN + MQ), which equals S if
and only if ω has determinant one. The lower left entry is taken care of by skew-symmetry. 
Lemma 4.2. Let J and K be elements of Sk2n(k).
(1) If k = Fq is a finite field, then Sp(J ) ∩ Sp(K) has order at least (q3 − q)n. If q > n, then
there exist J and K that achieve this lower bound.
(2) If k is infinite, then the Zariski closure H of Sp(J ) ∩ Sp(K) (in the algebraic group GL2n)
has dimension at least 3n. In particular, the intersection is infinite.
Proof. There is no loss in assuming that J = J0 is the standard symplectic form. Then JK
is self-adjoint with respect to J , and there is no loss in assuming that JK = d(C) for some
invertible C in GLn(k).
338 D. Goldstein, R.M. Guralnick / Journal of Algebra 308 (2007) 330–349We may write C in block form with each block non-derogatory. Let g be one of the blocks.
Note that the order of SL2(Fq [g]) is at least (q3 − q)d where d is the size of g. Equality holds
if and only if g is diagonalizable. This proves both parts of (1), since, if q > n, we may take
C to be an invertible diagonal matrix in Matn(Fq) with distinct eigenvalues. If k is infinite, it
is straightforward to see that SL2(k[g]) is Zariski dense in SL2(k¯[g]). Now (2) follows from
Lemmas 2.2 and 4.1. 
Next we consider triple intersections. We need the following lemma.
Lemma 4.3. Let n  4. Let τ(x) = n + 1 − x in the symmetric group Sn. Then there exists an
n-cycle φ such that (τφ)2 has no fixed points.
Proof. It is enough to prove the lemma for any permutation t with the same cycle structure as τ ;
namely, t is the product of k = n/2 disjoint transpositions.
If n = 2k is even and φ is an n-cycle then t = φk works since t = t−1 centralizes φ.
We prove the lemma for n odd. Let t = (12)(34) · · · (2k − 1 2k) and φ(x) = x + 2 mod n
acting on the set {0, . . . , n−1}. For example, if n = 5 then (tφ)2 = (0,4,3,1,2) and if n = 7 then
(tφ)2 = (0,4)(1,5)(2,6,3) have no fixed points. Note that (tφ)2(x) = x + 4 for 0 x  2k − 4,
and so has no fixed points if n 9. The lemma is proved. 
By definition, g in GLn(k) is regular if the algebraic group CGLn(k¯)(g) has dimension n, where
k¯ is the algebraic closure of k.
Lemma 4.4. Let k be a field and n 4 an integer. Then there exist matrices g,h in GLn(k) with
g unipotent and regular such that:
(1) 〈g,h〉 acts irreducibly on k¯n.
(2) If y in Matn(k) satisfies gy = λygt and hy = μyht for scalars λ and μ then y = 0.
(3) If y in Matn(k) satisfies yg = λgty and yh = μhty for scalars λ and μ then y = 0.
(4) Suppose A ∈ GLn(k) satisfies gA = λAg and hA = μAh for some λ,μ ∈ k. Then λ = μ = 1
and A is a scalar matrix.
Remark 4.5. Suppose property (1) holds. If also yg = λgty and yh = μhty, then y is invertible
or zero by Schur’s Lemma. In particular, property (3) follows from properties (1) and (2).
Proof. The matrices g and h will be defined over the prime field. For conditions (2) and (3) one
is free to assume that the field k is algebraically closed.
For u in G = GLn(k) let y(u) be the set of matrices y in Matn(k) such that uy = λyut for
some λ ∈ k. So in this notation, the second property says that y(g)∩ y(h) = {0}. Let Z be the set
of matrices M ∈ Matn(k) such that Mi,j = 0 unless i + j  n+ 1.
Let kn have basis e1, . . . , en. Define g in GLn(k) by gei = ei + ei+1 if 1  i  n − 1 and
gen = en. Then y(g) is the set of matrices M in Z such that Mi,j depends only on the sum i + j .
For, let Mi (i = 1,2) be the k[x]-module kn where x acts as g for i = 1 and x acts as λgt for
i = 2. Suppose gy = λygt and y = 0. Then y intertwines M1 and M2. However the eigenvalues
are in the one case all ones and in the other all λ’s, so λ = 1. It is now straightforward to prove
the claim about y(g).
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permutation matrix wei = eφ(i). Note that wtei = eφ−1(i).
Next we calculate y(w). For M in GLn(k), we have
wMej = w
∑
1in
Mi,j ei =
∑
1in
Mi,j eφ(i).
On the other hand,
Mwtej = Meφ−1(j) =
∑
1tn
Mt,φ−1(j)et =
∑
1in
Mφ(i),φ−1(j)eφ(i).
It follows that y(w) is the set of matrices M such that for some non-zero scalar λ
Mi,j = λMφ(i),φ−1(j) (1)
for all 1 i, j  n.
Define the support of the matrix M to be the set of those pairs i, j with Mi,j = 0. We
see that any element of y(w) is a sum of matrices with disjoint support, each having support
{φr(i), φ−r (j): r ∈ Z} for some i, j .
From now on φ is an n-cycle, and h = w(φ). Now 〈g,h〉 is absolutely irreducible. Indeed, the
only non-trivial g-invariant subspaces over k¯ are those of the form span{et , . . . , en} for 0 < t  n
and none of these are h-invariant. The first property is proved.
Let τ(x) = n + 1 − x. Since n 4, by Lemma 4.3 there exists an n-cycle φ such that (τφ)2
has no fixed points.
It now follows from (1) that no non-zero M in y(h) lies in Z, whence the intersection y(g)∩
y(h) is equal to {0}. For, suppose φr(i) + φ−r (j)  n + 1 for all r . Sum over r in the range
0 r < n. Since φ is an n-cycle, the φr(i) are all distinct and similarly for φ−r (j), so equality
holds for all r , so that τφr(i) = φ−r (j). Plugging in r = 0 gives τ(i) = j , and so now τφr(i) =
φ−r τ (i). Let r = 1 and use τ−1 = τ to see that (τφ)2 fixes i, contradiction. The second property
is proved. We have already remarked that the third property follows from the first two.
Since g is unipotent, if A in GLn(k) satisfies gA = λAg then λ = 1 (compare eigenvalues of
gAg−1 = λA). Now A ∈ GLn(k) is invertible and centralizes g, whence A = ρu where ρ = 0 is
a scalar and u is unipotent. Now huh−1 = μu implies that μ = 1. Since λ = μ = 1, A centralizes
both g and h, whence is a scalar by Lemma 4.4(1). 
Note that the matrix
( 0 0
S 0
)
is self-adjoint with respect to J0 =
( 0 In
−In 0
)
if and only if S is
skew-symmetric, i.e. Si,j = −Sj,i and Si,i = 0 for 1  i, j  n—the second condition is not
needed if char(k) is odd. Since the set of self-adjoint operators is a linear subspace, it follows
that
( g 0
S gt
)= d(g)+ ( 0 0
S 0
)
is self-adjoint if and only if S is skew-symmetric.
Lemma 4.6. Let M = (A B
C D
)
and E = ( g 0
S gt
)
, for A,B,C,D,g ∈ Matn(k). Then EM = λME
if and only if
(1) gA− λAg = λBS,
(2) gB = λBgt ,
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(4) λDgt − gtD = SB .
Proof. We have ME = (A B
C D
)( g 0
S gt
)= ( Ag+BS Bgt
Cg+DS Dgt
)
. On the other hand, EM = ( g 0
S gt
)(
A B
C D
)=( gA gB
SA+gtC SB+gtD
)
. Now compare entries. 
It is convenient to let Symn(k) (respectively Altn(k)) denote the set of symmetric (respectively
skew-symmetric) n× n matrices over k. Note that Symn(k) and Altn(k) are k-vector spaces. For
any u ∈ Matn(k), define the linear map ξu : Symn(k) → Altn(k) by ξu(S) = Su− utS.
Theorem 4.7. Let k be a field and n 4 an integer. There exist three non-degenerate alternating
forms J,K,L on k2n such that the triple intersection GSp(J ) ∩ GSp(K) ∩ GSp(L) is equal to
the group of non-zero scalar matrices.
Proof. We are free to take J to be the standard form. Write GSp2n = GSp(J ). For g an element
of GL2n(k), and H a subgroup of GL2n(k), write GCH(g) for the subgroup of H consisting of
those elements c such that cg = λgc for some non-zero scalar λ. It is enough to find self-adjoint
endomorphisms E and F, defined over the prime field, such that GCSp2n(k¯)(E)∩GCSp2n(k¯)(F ) =
k¯×, where k¯ is the algebraic closure of k.
Let g and h in GLn(k) be matrices whose existence is guaranteed by Lemma 4.4. S is an
alternating matrix to be specified later. Then the matrices E = d(g) and F = ( h 0
S ht
)
are self-
adjoint with respect to J .
Suppose M = (A B
C D
)
lies in both GCSp2n(k¯)(E) and GCSp2n(k¯)(F ). Now B lies in y(g) ∩
y(h) by Lemma 4.6(2), whence B = 0 by Lemma 4.4. Now A is invertible. It follows from
Lemmas 4.6(1) and 4.4(4) that A is a scalar.
Since M is symplectic and B = 0, we have DAt = 1, so that M = ( λIn 0
C λ−1In
)
with C sym-
metric.
Now g is regular by Lemma 4.4, whence ker(ξg) has dimension n. We see that if n 4 then
1 < (n − 1)/2 and so n is strictly less than n(n − 1)/2 = dim(Altn). It follows there exists a
skew-symmetric matrix S that is not in ξh(ker(ξg)).
Now Lemma 4.6(3) implies λCg−gtC = 0. Since C is symmetric, λ2C = C. Hence λ = ±1,
and Lemma 4.4(3) implies that C = 0, and M is a scalar. The theorem is proved. 
5. Dimensions 4 and 6
Buhler, Gupta, and Harris [3] proved a useful result on the existence of common isotropic sub-
spaces for a collection of alternating forms. Let k be an algebraically closed field. They showed
that any collection of h 2 (possible degenerate) alternating forms on an m-dimensional vector
space over k has a common isotropic subspace of dimension
d =
⌊
2m+ h
h+ 2
⌋
,
provided the characteristic of k is not equal to 2.
We give a direct proof of their result in the cases that we need, namely, (h,m,d) = (4,4,2)
and (3,6,3), without the assumption that the characteristic is odd. One reason the proof is simpler
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subspace is in fact a maximal isotropic subspace.
Lemma 5.1. Let k be an algebraically closed field. Any four elements of Alt4(k) have a common
invariant isotropic two-dimensional subspace. Any three elements of Alt6(k) have a common
invariant isotropic three-dimensional subspace.
Remark 5.2. It suffices to prove the result for quadruples (respectively triples) of non-degenerate
alternating forms, since they form an open dense subset of the space of quadruples (respectively
triples) of all alternating forms.
Proof. Let J,K,L, and M be four non-degenerate skew-symmetric 4 × 4 matrices with entries
in k. Since PGL4(k) acts transitively on X4(k) we may assume without loss of generality that
the first form J is the standard form. We get the three self-adjoint (w.r.t. J ) operators A =
J−1K,B = J−1L, and C = J−1M .
So it suffices to show that any three self-adjoint operators A,B,C have a common invariant
isotropic two-dimensional subspace W ⊂ k4.
The space T of triples (A,B,C) of self-adjoint operators A,B,C is a linear subspace of
Mat4(k)3 = k48 of dimension 18. The variety P of isotropic two-dimensional subspaces W ⊂ k4
is a projective variety of dimension 3.
Let Q⊆ T ×P be the closed subvariety of quadruples (A,B,C,W) such that each of A,B ,
and C leaves W invariant. The dimension of Q is also 18. (Indeed, the projection from Q to P
is dominant with each fiber of dimension 15.)
Consider the projection map π from Q to T . The map π is closed since P is projective. So
the image π(Q) of Q under π is closed. If we show that π(Q) and T have the same dimension
then they must be equal, since π(Q) ⊆ T and the latter is irreducible.
Since dimQ= dimT , it is enough to show that the fibers of π are 0-dimensional, at least on a
Zariski open subset of the image. By semicontinuity it is enough to find just one triple (A,B,C)
such that dimπ−1((A,B,C)) = 0.
Let a and b be two invertible 2 × 2 matrices that generate Mat2(k). Let c be a non-zero skew-
symmetric 2 × 2 matrix. Let C be the algebra generated over k by the three self-adjoint operators
d(a), d(b) and
( 0 c
−ct 0
)
. Then C has non-zero radical and semisimple quotient Mat2(k), whence
C leaves invariant a unique non-zero proper subspace.
We now prove the second statement. The first part of the proof is analogous. It suffices to show
that there are two self-adjoint operators that generate an algebra with only finitely many invariant
subspaces. In this case, let a ∈ GL3(k) be diagonal with distinct eigenvalues and let b ∈ GL3(k)
be such that b1,3 = b3,1 = 0, b1,2 = b2,1 = 0, and b2,3 = b3,2. Then a and b generate Mat3(k).
We claim that there is no element u of GL3(k) such that uau−1 = at = a and ubu−1 = bt . Since
u commutes with a, it is diagonal with entries u1, u2 and u3. It follows that uibi,j = bj,iuj for
each i, j . The assumptions on b imply that u3 = u1 = u2 = u3, a contradiction. It follows that
the subalgebra of Mat6(k) generated by d(a) and d(b) is Mat3(k)× Mat3(k) and so fixes only 2
proper subspaces. 
Call the matrix A self-similar if A is similar to λA for some scalar λ = 1. Note that such
a λ must be a root of unity. Clearly if A is self-similar, then its eigenvalues (as a multiset) are
invariant under the multiplication action by the group of r’th roots of unity, for some r > 1.
342 D. Goldstein, R.M. Guralnick / Journal of Algebra 308 (2007) 330–349Our interest is in matrices that are not self-similar. In particular, a sufficient condition for a non-
singular A to be not self-similar is that A has an eigenvalue λ whose multiplicity is distinct from
that of any other eigenvalue.
Lemma 5.3. Let E = k(t) be a quadratic inseparable extension of k, where t2 ∈ k.
(1) There exist self-adjoint 6×6 matrices A and B such that k[A,B] is isomorphic to Mat3(E).
(2) There exist self-adjoint 4 × 4 matrices A,B and C such that k[A,B,C] is isomorphic to
Mat2(E).
Furthermore, it is possible to choose A and B in case (1) (or A,B, and C in case (2)) so that
each is not self-similar. If so, we have GSp6(k)∩E× ⊆ k× in case (1), and GSp4(k)∩E× ⊆ k×
in case (2).
For the proof it will be convenient to work with a skew-symmetric matrix F that is not the
standard one. We embed E into Mat2(k) by the map ι(a + bt) =
(
a b
bδ a
)
, where δ = t2. Let
J = ( 0 11 0 ) and K = ( 1 00 δ ) in Mat2(k). With this notation, we see that J 2 = ι(1) and KJ = ι(t).
Proof. The matrix A =
( 1 t t
t 1 t
t t 1
)
in Mat6(k) has characteristic polynomial
det(A− uI6) = (u+ 1)2(u+ t + 1)4.
It follows that A is non-singular and not self-similar.
On the other hand,
A =
(
J K K
K J K
K K J
)(
J 0 0
0 J 0
0 0 J
)
,
where each of the two matrices on the right is invertible and skew-symmetric. Let F be the
inverse of the first matrix on the right. From the definitions, A is self-adjoint with respect to F .
Since E is imperfect, it is infinite, so there exists a diagonal matrix D in Mat3(E) with distinct
non-zero entries. Since B = AD is the product of F−1 and an invertible 6 × 6 skew-symmetric
matrix, it is also self-adjoint with respect to F .
We claim that k[A,B] = Mat3(E). Clearly, B := k[A,B] ⊆ Mat3(E). However, B contains
A−1B = D, and since the entries of D are distinct we have E1,1,E2,2, and E3,3 in B. Here Ei,j
is the matrix whose only non-zero entry is a one in the i, j position. Therefore the off-diagonal
tEi,j = Ei,iAEj,j (for 1 i, j  3 distinct) lies in B. Finally, given any i and j (possibly equal)
in the range 1 i, j  3, there is an  in the same range distinct from both i and j , so that
Ei,j = 1
t2
(tEi,)(tE,j )
lies in B. But now also tEi,i = tEi,jEj,i lies in B. Hence we have shown the reverse inclusion
Mat3(E) ⊆ B, and so equality holds. This finishes the proof of (1) and we now turn to (2).
Let F be the inverse of
(
J K
K J
)
. Let A = ( 1 t
t 1
)
, and B = AD, where D is a diagonal matrix
with distinct non-zero entries. Reasoning as before, we see that k[A,B] contains tE2,1, tE1,2
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trix
( 0 J
J 0
)
is skew-symmetric, so that C := F−1( 0 J
J 0
) = ( J K
K J
)( 0 J
J 0
) = ( t 11 t ) is self-adjoint
with respect to F . Now tEj,j = Ej,jCEj,j ∈ k[A,B,C] for j = 1,2. Also E1,2 = E1,1CE2,2
lies in k[A,B,C], as does E2,1 = E2,2CE1,1. We have shown that k[A,B,C] is isomorphic to
Mat2(E).
Since k is infinite, we can choose B to have the desired property of the last statement. Since
det(C − uI4) = (u+ t + 1)4, we see that C is also not self-similar.
Finally, suppose g lies in GSp(F )∩E×. We treat first the 4 × 4 case. If g comes from a + bt
in E, then we may write:
g =
⎛
⎜⎝
a b 0 0
bδ a 0 0
0 0 a b
0 0 bδ a
⎞
⎟⎠ .
Then for some non-zero scalar λ we have λgFgt = F , i.e.
λgtF−1g − F−1 = 0 (2)
in Mat4(k).
It is convenient to let N denote the matrix on the left-hand side of (2). We calculate that
N1,4 = abλ(δ + 1)2 = 0. Since δ = t2 = 1, and since λ is non-zero, we have ab = 0, whence
either a or b is zero. We also calculate that N2,1 + δN4,2 = (1 + δ)2(a2λ + 1) = 0, so that a is
not zero. Therefore b = 0 as was to be shown.
The 6 × 6 case is treated similarly. Suppose λgtF−1g = F−1 (where now F is the 6 × 6
matrix defined above). Let N ′ ∈ M6(k) denote the left side of Eq. (2) (with the 6 × 6 versions of
g and of F ). Since N is equal to the upper left 4 × 4 minor of N ′, the argument of the previous
paragraph again yields b = 0. Thus, in both the 4 × 4 and the 6 × 6 case, we have shown that
GSp(F )∩E× ⊆ k×. 
Corollary 5.4. Let k be an imperfect field of characteristic 2. If n = 2 (respectively 3) then there
exist four (respectively three) elements of X2n(k) that form a base for the action of PGL2n(k).
Proof. Since k is an imperfect field of characteristic 2, it has a purely inseparable quadratic ex-
tension E = k(t) with t2 ∈ k. By Lemma 5.3(1) there are two self-adjoint operators A = F−1M
and B = F−1N such that k[A,B] ∼= Mat3(E).
Let H be the subgroup of GL6(k) that preserves each of the three skew-symmetric forms
F,M, and N up to a scalar (three possibly different scalars are involved). Any element of H
preserves each of A and B up to a scalar. By Lemma 5.3, H centralizes A and B . Therefore
H equals the centralizer of k[A,B] ∼= Mat3(E) in GL6(k). But the centralizer of Mat3(E) in
GL6(k) is equal to E×, and so H = E×.
Since k has characteristic 2, we see from the last statement of Lemma 5.3 that H = GSp(F )∩
E× = k×.
The 4×4 case follows similarly from Lemma 5.3(2) and the last statement of that lemma. 
Next we investigate quadruples of forms over k4 and triples of forms over k6. We start with
an easy lemma.
344 D. Goldstein, R.M. Guralnick / Journal of Algebra 308 (2007) 330–349Lemma 5.5. Let S be a set of self-adjoint operators that stabilize a one-dimensional subspace
W of k2n. Let R be the centralizer in Sp2n(k) of S. Then R contains a one-dimensional unipotent
subgroup U of Sp2n(k).
Proof. Let U be the 1-dimensional unipotent subgroup that is trivial on W and k2n/W . It is
straightforward to see that S commutes with U . 
Lemma 5.6. Let k be a field. Let J,K,L and M be four non-degenerate alternating forms on k4.
Then Sp(J )∩ Sp(K)∩ Sp(L)∩ Sp(M) properly contains the center of Sp(J ) unless k = F2 or k
is an imperfect field of characteristic 2. If k is infinite, and is not imperfect of characteristic 2,
then the intersection is infinite.
Proof. Let A,B and C be the self-adjoint operators corresponding to the four forms. Let C =
k[A,B,C] denote the algebra generated by A,B and C. First assume that C acts reducibly on
V := k4. Since A,B , and C are self-adjoint, C leaves invariant either a non-degenerate subspace
of dimension 2 or an isotropic space of dimension 1 or 2. In each of the three cases, it follows
that C preserves an isotropic subspace of dimension 2. So, with an appropriate choice of basis,
the three self-adjoint operators have the form:
(
f 0
R f t
)
,
(
g 0
S gt
)
,
(
h 0
T ht
)
for some skew-symmetric 2 × 2 matrices R,S, and T , and some f,g, and h in GL2(k).
It is straightforward to compute that the centralizer in Sp(J ) of these three operators either
contains a 1-dimensional split torus (disjoint from the center of Sp(J )) or a 1-dimensional unipo-
tent subgroup. In particular, as long as k = F2, this centralizer is non-trivial.
By Lemma 5.1 these three alternating forms have a common 2-dimensional isotropic space
over the algebraic closure k¯. So this intersection has positive dimension over k¯ and moreover the
algebra generated by A,B and C is not absolutely irreducible. It remains to consider the case
that the algebra is irreducible. It follows by Schur’s Lemma that the centralizer E in Mat4(K) of
C is a division algebra.
Note that A is conjugate to d(f ), and any f ∈ GL2(k) is a polynomial in a non-derogatory
operator f1; so we may replace f by f1. In this way, we may assume that A, B and C each come
from non-derogatory elements of GLn(k).
By Lemma 4.1, and since A is conjugate to d(f ), we conclude that the centralizer of A is
equal to GL2(k[f ]) and its centralizer in Sp(J ) is isomorphic to SL2(k[f ]). In particular, the
derived subgroup of E× is contained in Sp(J ). So if E is non-commutative, the result follows.
Assume now that E is a field. Then |E : k| divides 4 and is greater than one. The assumption
on the field k implies that E/k is a separable extension. Now GSp(J ) ∩ E× contains Sp(J ) ∩
E×, which is the group of norm-one elements of E. This is non-trivial since E/k is separable
extension of degree greater than one. 
Next we investigate triples of forms on k6. As in the k4 case, the conclusion of the lemma
fails if k = F2 or if k is a field of characteristic 2 that is not perfect.
Lemma 5.7. Let k be a field. Let J,K and L be three non-degenerate alternating forms on
V := k6. Then Sp(J ) ∩ Sp(K) ∩ Sp(L) properly contains the center of Sp(J ) unless k = F2
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characteristic 2, then the intersection is infinite.
Proof. Let A and B be the corresponding self-adjoint operators. As in the previous lemma, we
may assume that A and B come from non-derogatory elements in GL3(k). Thus, the centralizers
in Sp(J ) of A and B are SL2(k[A]) and SL2(k[B]), respectively.
First suppose that A and B do not generate an irreducible algebra on V . Then there will be a
non-trivial invariant subspace W with either W isotropic or non-degenerate. First assume that W
is non-degenerate. Then W⊥ is also non-degenerate, and either W or W⊥ is two-dimensional.
But the only self-adjoint operators on a two-dimensional space are scalars, and the result follows
easily.
Next assume that there is a non-trivial isotropic common subspace. We take W to be isotropic
of the largest possible dimension. If W is 1-dimensional, then the result follows from Lemma 5.5.
If W is 2-dimensional, it is an easy exercise to see that there is a 3-dimensional invariant isotropic
space.
If dimW = 3, we show that there is a 1-dimensional common centralizer in Sp(J ). Our
self-adjoint operators A and B can be written A = ( g 0
R gt
)
and B = ( h 0
S ht
)
for skew-symmetric
matrices R and S, and matrices g and h in GL3(k). Now consider the map Ξ = ξg × ξh from
Sym3(k) to Alt3(k)× Alt3(k), given by Ξ(C) = (Cg − gtC,Ch− htC). Note that Ξ is a linear
map between vector spaces of the same dimension (6 = 3 + 3). If Ξ is surjective, then there
exists a matrix C and a non-zero scalar λ such that
Cg − gtC = (λ− λ−1)R, and
Ch− htC = (λ− λ−1)S.
It follows that the matrix
( λIn 0
(λ−λ−1)C λ−1In
)
is symplectic and centralizes both A and B . On the
other hand, if Ξ is not surjective, it is not injective by dimension, say Ξ(D) = 0, whence the
matrix
( In 0
λD In
)
is symplectic and centralizes both A and B .
Finally, we treat the case that the algebra generated by A and B is irreducible. By Lemma 5.1,
it cannot be absolutely irreducible. Let E be the division algebra that is the common centralizer
of A and B . If E is non-commutative, we see the result holds as in the proof of the previous
lemma.
So we may assume that E is a field. Since |E : k| divides 6 and is greater than one, we see
that |E : k| = 2,3, or 6.
As in the proof of Lemma 5.6, Sp(J ) ∩ E× is the group of norm-one elements of E×. This
is non-empty, unless E/k is purely inseparable. This rules out the case |E : k| = 2 since, by
hypothesis, k is perfect if it has characteristic 2. This also rules out the case |E : k| = 6. Indeed,
since 6 is not a prime power, there can be no purely inseparable extension of this degree.
Finally, suppose |E : k| = 3. Then k[A,B] acting irreducibly on k6 is isomorphic to Mat2(E).
Let R be a subalgebra of Mat2(E) that is isomorphic to Mat2(k). Over the algebraic closure k¯,
it follows that R¯ = R ⊗k k¯ is isomorphic to Mat2(k¯). Since the unique irreducible representation
of Mat2(k¯) is 2-dimensional, it follows that any representation of R¯ is even-dimensional. This
contradicts Lemma 5.1, which asserts that there is a three-dimensional invariant subspace. 
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algebraic group S that is the subgroup in GL2n that fixes any four (respectively three) elements
of X2n(k) pointwise is positive-dimensional.
Finally, we have:
Theorem 5.9. There exist non-degenerate alternating forms J,K,L on the vector space F62 such
that the intersection GSp(J )∩ GSp(K)∩ GSp(L) has no non-trivial F2-point.
Proof. Let h =
( 1 0 1
0 1 1
1 0 0
)
and g =
( 1 1 0
0 1 1
0 0 1
)
. Then the first condition of Lemma 4.4 is satisfied and
one checks using Magma [2] that the second and third conditions also hold. Set G = GL6(2). We
now have CG(d(g))∩CG(d(h)) = 1. 
6. Bases
If G is a permutation group acting on a set Δ, then B ⊆ Δ is a base for G if the pointwise
stabilizer of B in G acts trivially on Δ. The determination of the smallest size of a base is a
fundamental problem in permutation group theory. In Section 1 we defined b(2n, k) to be the size
of the smallest base for the action of PGL2n(k) on the set X2n(k) of invertible skew-symmetric
matrices modulo scalars by the action g · x = gxgt , for g ∈ PGL2n(k) and x ∈ X2n(k).
Corollary 6.1. We have:
(1) If k = F2 or if the characteristic of k is 2 and k is not perfect, then b(4, k) = 4 and
b(6, k) = 3. Otherwise, b(4, k) = 5 and b(6, k) = 4.
(2) If n > 3 and k is any field then b(2n, k) = 3.
Proof. Most of the work has been done already. The inequality b(4, k) 5 is left to the reader.
It remains to calculate b(4,F2). Consider GL4(2) = A8 acting transitively on S = {1, . . . ,8}.
Note that |Sk4(F2)| =
(8
2
)
, and the action of GL4(2) on Sk4(F2) is then the action of A8 on
2-element subsets of S. One sees that the set consisting of the 2-element subsets {1,2}, {2,3},
{4,5}, {5,6} is a base. This proves b(4,F2) 4, and the proof of the reverse inequality is left to
the reader. 
We remark that one can prove a similar result for PSL2n(k). Write b′(n) for the smallest size
of a base for PSL2n(k) acting on the set of non-degenerate skew-symmetric 2n × 2n matrices
modulo scalars. Clearly b′(n) b(n). Suppose k is perfect. Then equality holds, unless k is the
field of three elements and n = 2 or 3, in which case b′(n) = b(n) − 1. The proof is left to the
reader.
The results of Tracey Maund [12] imply that b(2n, k) = 3 for n large and k = Fq a finite field.
More precisely, she identifies (Fq)2n with K = Fq2n and shows that given two forms that differ
by a scalar in K \ k, there exists a third so that the triple forms a base.
7. More on bases
In this section we work over the finite field of q elements. As usual, PGL2n(Fq) acts on the
set X2n(Fq) of invertible skew-symmetric matrices modulo scalars by the action g · x = gxgt .
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form a base for the action of PGL2n(Fq) tends to 1 as q → ∞.
In particular, not only is the smallest base size 3 but a random subset of size 3 is likely to form
a base over sufficiently large finite fields. This answers a question of Cameron [4]. Note that
Theorem 1.11 in [11] implies the conclusion of Theorem 7.1 as long as n 8 and q + n → ∞,
and allows for graph and field automorphisms as well. Moreover, the result of [11] applies rather
more generally to other groups besides GL2n(Fq). A minor modification of our proof shows that
the conclusion of Theorem 7.1 holds as well for Aut(PGL2n(Fq)) acting on X2n(Fq).
One could give an elementary proof but we show how this follows using some algebraic
geometry and the Lang–Weil theorem.
For any field F , letA2n =A2n(F ) denote the set of self-adjoint operators on F 2n with respect
to the standard alternating form J0.
We start by remarking that if F ⊆A2n is a collection of self-adjoint operators with a common
invariant subspace, then there is either a non-degenerate or an isotropic common invariant sub-
space. Indeed, if W is a common invariant subspace, then so is W⊥. Let Y = W ∩ W⊥ be their
intersection. It suffices to observe that if Y = 0, then W is non-degenerate, while if Y = 0, then
Y is isotropic.
The theorem will follow immediately from the following lemma. For a field F , let P(F)
denote the variety of pairs of self-adjoint operators on F 2n. Let Q(F) denote the set of pairs
(B,C) in P(F) such that F [B,C] = Mat2n(F ) and BC is invertible.
Lemma 7.2. Let n > 3. Then
(1) Q is an open subvariety of P .
(2) Q is non-empty.
(3) |Q(Fq)|/|P(Fq)| → 1 as q → ∞.
Proof. (1) is clear. Let F¯ denote the algebraic closure of the field F . Consider the set of products
of words in B and C of length at most (2n)2, and let Z(B,C) be their linear span in Mat2n(F¯ ).
The condition that the dimension of Z(B,C) is at most (2n)2 − 1 is a closed condition in P , and
this closed condition is equivalent to F¯ [B,C] = Mat2n(F¯ ).
Now consider (2). First note that F¯ [B,C] = Mat2n(F¯ ) if and only if B and C have a common
invariant subspace W . Choose B = d(A) where A is regular semisimple. Let W be the set of all
B-invariant subspaces. For W inW , let Q(W) denote the set of self-adjoint operators C that also
preserve W . We will show that the union
⋃
Q(W), as W varies over W , is a proper subvariety
of the space of self-adjoint operators.
By the remark preceding the lemma, we may assume that either W is non-degenerate or
isotropic.
First consider non-degenerate B-invariant subspaces W . It is easy to see that for each such W ,
there is a C not leaving W invariant, whence Q(W) is proper. By our choice of B , there are only
finitely many such W , whence their union is proper.
Now assume that W is isotropic. A straightforward computation shows that the (linear) space
of self-adjoint operators preserving W has codimension precisely a(2n − 3a2 − 12 ) in the space
of all self-adjoint operators. Since a  n, the parenthetical expression is at least n2 − 12 , which is
strictly greater than one since n > 3. Therefore the codimension is strictly greater than a.
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subspaces of dimension a. It suffices to show that each Qa(B) is a proper subvariety of A2n for
1 a  n.
Any such W is generated by a eigenvectors with distinct eigenvalues. It follows that the set
Ya of all isotropic a-dimensional subspaces left invariant by B is an a-dimensional subvariety.
Consider the subvariety of Qa(B)×Ya consisting of pairs (C,W) such that W is C-invariant.
Projecting this subvariety onto Ya , we see that the dimension of the fiber plus the dimension of
Ya has dimension less than dimA2n, whence dimQa(B) < dimA2n. This proves (2).
Now (3) follows from (2) and the Lang–Weil theorem [9], because both P(Fq) and Q(Fq)
are defined by integer equations independently of the field. 
Similarly, one can show:
(1) The probability that 4 randomly chosen elements of X6(Fq) form a base for the action of
PGL6(Fq) tends to 1 as q → ∞.
(2) The probability that 5 randomly chosen elements of X4(Fq) form a base for the action of
PGL4(Fq) tends to 1 as q → ∞.
Set b(2) = 5, b(3) = 4, and b(n) = 3 if n > 3. Let p(n,q) denote the probability that b(n)
randomly chosen elements of X2n(Fq) form a base. Combining these results with Theorem 1.11
of [11], gives:
Corollary 7.3. The probability p(n,q) that a random subset of X2n(Fq) of size b(n) is a base
tends to 1 as n+ q → ∞.
8. Linear algebraic groups
In this section we show that certain positive-dimensional algebraic varieties are guaranteed
to have rational points. The varieties in question are linear algebraic groups. The results of this
section imply, in many cases, that the intersections relevant to this paper are non-empty.
Let G be a linear algebraic group of positive dimension defined over a perfect field k. In
this section we prove that if k = F2, then G contains a k-point other than the identity. Since G
is defined over the field k, so also is the connected component of the identity G0 [1, Proposi-
tion 1.1(b)]. So we are free to assume in what follows that G is connected.
For a variety Y defined over a field F , and L a field containing F , let Y(L) denote the set of
L-points of Y .
Proposition 8.1. Let G be a connected linear algebraic group of positive dimension defined over
the perfect field k. Then either
(1) |G(k)| > 1, or
(2) G is a split torus and k is the field of two elements.
Proof. First we treat the case of a torus T defined over the field k. By [1, 8.13], T is unirational
over k, where a variety W is said to be unirational over k if there is a dominant k-morphism from
a Zariski open subset of affine space onto W . Clearly, if W is unirational over k and k is infinite
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hand, if k is finite, then |T (k)| (|k| − 1)dim(T ), with equality if and only if T is split.
Now let G be any connected linear algebraic group of positive dimension. By [1, Theo-
rem 18.2(i)], there is a maximal torus T of G defined over k. We are done unless T = 1. If
T = 1 then each element of G(k¯) is unipotent by the Jordan decomposition theorem. Now G is
isomorphic over k to a subgroup of the upper triangular subgroup H of GLn by [1, Theorem 4.8].
But H has a filtration Hi with dimHi = i. Let i0 be the least integer such that M = Hi0 ∩G has
positive dimension. Then M0 is connected and unipotent. It has dimension 1 by minimality.
Since k is perfect, a connected one-dimensional unipotent group over k is isomorphic over k to
the additive group Ga by [1, 10.9 and the remark following]. Hence k = Ga(k) ⊆ G(k). This
proves (i).
Finally, suppose k is finite and G is not a torus. By Lang’s theorem, G has a Borel subgroup
B defined over k. The unipotent radical R of B is defined over k and |R(k)| > 1. This finishes
the proof of (ii). 
We note that somewhat more is true. With the notation and hypotheses as in the theorem, if
furthermore k is infinite, then G(k) is Zariski dense in G.
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