ABSTRACT. This paper presents a new method for constructing entropy solutions of first order quasilinear equations of conservation type, which is illustrated in terms of the kinetic theory of gases. Regarding a quasilinear equation as a model of macroscopic conservation laws in gas dynamics, we introduce as the corresponding microscopic model an auxiliary linear equation involving a real parameter £ which plays the role of the velocity argument.
Introduction.
The purpose of this paper is to present a new method for constructing global weak solutions of the Cauchy problem for the first order quasilinear equation of conservation type with variable coefficients: Using the vanishing viscosity method under suitable regularity and boundedness conditions on A1 and B, Kruzkov [10] proved that for every bounded measurable initial function uq there exists a function u on Rn x [0, oo) which is a solution of (M) in the following sense:
(i) u is in L°°(Rn x (0,T)) for every T > 0;
(ii) u(-,t) -» uo in Lfoc(Rn) as t -> 0; and (iii) for every k G R1 and every nonnegative function <f> G C^(Rn x (0, oo)), the following inequality holds:
/■OO /* /*00 r n where sgn(y) = y/\y\ if y ^ 0; and sgn(0) = 0. It is easily seen from (E) that u is a weak solution of (M), i.e., it satisfies i:i u<t>t + X] A%(x'u)^. ~ •B(x'u) 1=1 dx dt = 0 for <j> G Co°(Rn x (0, oo)). When A1 and B are nonlinear in u, the uniqueness of generalized solutions is not always ensured in the class of weak solutions as mentioned above; see [11] . However, it is shown in [10] that given a bounded function uo there exists exactly one weak solution of (M) satisfying (i)- (iii) . In what follows, a solution of (M) satisfying (i)-(iii) will be called an entropy solution since (iii) is regarded as a generalization of the entropy condition in the sense of Olemik [15] .
In this paper we discuss the construction of entropy solutions of (M) by applying a method evolved in the previous work [5] of the first two authors. To explain our method we recall two ways for describing the motion of gases: the macroscopic and microscopic approaches. The so-called Boltzmann equation governs the evolution in time of the microscopic state of gases, while the conservation laws in fluid mechanics describe the macroscopic thermo-fluid properties of gases. Both descriptions are connected in the following way: Given a microscopic quantity on the phase space, the corresponding macroscopic quantity is given by integrating the microscopic quantity with respect to the velocity argument.
We take this point of view to construct approximate solutions of the Cauchy problem (M). Namely, we regard (M) as a model of macroscopic conservation laws in fluid mechanics and then formulate the corresponding microscopic model as the linear problem: plays the role of the velocity argument as in the kinetic theory of gases. The macroscopic quantity corresponding to / is then defined by the integral /oo f(x,t,t)dt. -oo We then introduce (in §1) a function F(w, £) of two real variables so that every macroscopic quantity w is decomposed as /oo F(w,0dt -oo If we set /o(x, £) = F(uq(x), £), then it is to be expected that the function v approximates the solution of (M). To ensure this we impose the following compatibility conditions: Indeed, conditions (C) and (D) imply that v satisfies (M) at t = 0. This suggests that for small positive h approximate solutions can be successively constructed to satisfy (M) for t = jh, j -0,1,..., and that the aimed solutions of (M) are obtained as the limits as h [ 0 of such approximate solutions.
In [5] the method described above was employed to treat the special case A% = Al(u), B = 0, though the uniqueness problem of the constructed solutions was not discussed in detail. Our result not only extends the previous one to the case of more general equations, but also shows that the weak solutions constructed in [5] and in this paper are entropy solutions. The uniqueness result in the above-mentioned special case was also given independently by Kobayashi [8] by the systematic use of nonlinear semigroup theory in the Banach space L1(Rn). It is possible to extend our result to a more general case in which A% = Al(x, t, u) and B = B(x, t, u). Some of the results in this direction will be discussed in the forthcoming paper [18] .
Features. For a review of the standard approaches to (M) that are mainly based on the vanishing viscosity method, we refer, for example, to [3, 4, 14 and 15] . In contrast to these approaches our method is illustrated in terms of the kinetic theory of gases. The idea of using linear equations of the form (m) to construct solutions of the original nonlinear equations is due to S. Kaniel. He introduced a kinetic model for monatomic gases and made an attempt at the approximation of solutions of the Navier-Stokes equations. A similar approach to specific systems of conservation laws has been proposed by Harten, Lax and van Leer [7] .
Our argument contains three features. Firstly, we are concerned with quasilinear equations involving both variable coefficients Al(x,u) and a lower order term B(x,u) that can also be regarded as a forcing term. In order to deal with such a general form we need precise estimates for the solutions of the linear first order equation (m) with variable coefficients. Secondly, we treat equations (M) and (m) in L°°(Rn), which is viewed as a subspace of Lloc(Rn). We show that approximate solutions constructed in L°°(Rn) converge in the Fréchet space L¡oc(Rn) to the weak solutions of (M). This approach enables us to construct entropy solutions associated with all initial functions bounded and measurable on Rn. Thirdly, we apply a theory of nonlinear semigroups in Banach space in order to derive various stability properties of the approximate solutions and to establish a convergence theorem for approximate solutions to entropy solutions. To apply this theory we introduce a family of appropriate weight functions, thereby imbedding L°°-bounded absolutely convex subsets of LXoc(Rn) into the Banach space L1(Rn); and a convergence argument for approximate solutions lying in a fixed L00-bounded set is passed through the weight functions to that in L1(Rn). After this work was completed, our attention was called to the papers of Y.
Brenier [16, 17] . In [17] he deals with the case of A1 = Al(u) and B = 0, and approximate solutions are constructed in the same way as in [5] . In [16] results are announced for the case in which Ax -Al(x, u) and B = 0. All of these equations are considered in the subspace L1 (Rn)r\Loc (Rn) and the verification of the convergence of approximate solutions to entropy solutions is given by applying the method of Crandall and Majda [4] . It would be of interest to compare his approach with ours. 
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We then define for each h> 0 an approximate solution uh of (M) by
where [a] denotes the greatest integer in a G R1. By definition uh satisfies (at least formally) equation (M) at t = jh, j = 0,1,..., so it is expected that uh will tend, as h -> 0, to a solution of (M) with initial value uo-Indeed, we obtain the following theorem, which is the main result of this paper.
Theorem I (Convergence Theorem). Assume that conditions (H.l)-(H.3) hold. Then given a ur¡ G L°°(Rn) the approximate solution uh defined by (1.1) converges to the entropy solution u of (M) with initial value u0 and the convergence
holds uniformly for t in bounded subintervals of [0, oo).
The definition of F seems to be somewhat artificial. But it will be seen that F is essentially the only function for which conditions (C) and (D) hold and the family {uh} of approximate solutions converges to the entropy solution of (M). The above procedure of constructing uh is explained in terms of the kinetic theory of gases in the following way: The operators Uç(t) describe the free motion of gas particles with velocity £, while the substitution v -+ F(v, £) corresponds to collision processes. Further, letting h -► 0 in (1.1) is understood to be an analogy of the passage of the mean free path to zero.
Theorem I involves an existence theorem for entropy solutions with initial data in L°°(Rn). Moreover, the convergence result (1.2) provides us with a new type of product formula for a nonlinear semigroup in the space L¡oc(Rn) associated with problem (M). By a semigroup of (nonlinear) operators on L°°(.ñn) we mean a oneparameter family {6(í): t > 0} of (nonlinear) operators from L°°(jRn) into itself satisfying the following conditions:
(1.3) 6(0) is the identity operator 3 and 6(i + s) = 6(t)6(a) on L°°(Rn) for s,t >0. (ii) ||6(t)«||oo < eat(IMIoo + «Hell«,) for t > 0 and v G L°°(Rn). where the convergence holds uniformly for bounded t.
2. Estimates for approximate solutions.
In this section we give basic estimates for approximate solutions uh and their derivatives. These estimates will be used in §3 to show the convergence of uh. First we introduce weight functions pr(x),r > 0, which are used to obtain L\oc estimates for uh. Let p be a smooth nonnegative function with compact support in Rn such that / p(x) dx = 1 and set (2.1) pr(x) = / p(x -y) exp I -6r ^ |y¿| I dy for x G Rn and r > 0, where the constant 6r > 0 will be chosen in (2.3). The symbol || • ||9 stands for the norm of Lq(Rn), 1 < q < oo. We use the weighted norms || • ||iir, r > 0, defined by (2.2) II« l|l,r .= ||PrV||l, veL°°(Rn).
The following are easily verified:
(p.l) For v G L°°(Rn), prv¿0ifv¿ 0. (P-2) ||p,v||oo < NU l|«||l,r < ||Pr||llM|oo = (2/6r)n\\v\\oo for V G L°°(Rn).
(p.3) pr(x + y)< exp(¿v ¿?ml |y¿|)pr(x).
We begin by establishing Lq estimates (q = l,oo) for Stv. In what follows we fix a number w > 0 and set n (2-3) 6* = W' Mr = J2sup{\al(x,0\;xeRnM\<r}. t=i LEMMA 2.1. Let v and w be in L°°(Rn) and C the fonction defined in (H.2).
Choose r > 0 so that ||v||co < f, ||w||oo < r o.nd ||C||oo < r-Then we have
(ii) \\Stv\\x,r < e^+^Wv^r + /"*e(^+-)(*- 
forte (0,T) andh>0, where uh(t) = uh(-,t) andvh(t) = vh(-,t).
We next give principal estimates for the derivatives ux., i = 1,..., n. To this end we employ extended real-valued seminorms \\DX ■ \\i r, r > 0, on L°°(Rn) defined by (2.6) \\Dxv\\X:r =sup j ídiv(il>pr)vdx;ip e (C¿(Rn))n, \i¡>\ < lonÄn|.
The right-hand side is often denoted by /pr\Dxv\; see [6] . We then introduce a function space €(Rn) which forms a core of the class of initial functions in question: €(Rn) is defined as the set of those elements v G L°°(Rn) such that ||.Dzu||i)T. is finite for all r > 0. Notice that for v G €(Rn), the distributional derivatives vXi are Radon measures with locally finite total variations. In what follows, |A¡;7j| denotes the total variation measure of the vector-valued measure Dxv = (vXl,..., vXn ), that is, the measure on the Borel cr-algebra of Rn defined by the total variation of Dxv. This proves (2.7). The regularity property of the Radon measure now implies that (2.7) holds for any Borel set Ü. Thus, approximating pr by simple functions, we obtain the desired result.
LEMMA 2.5. Let HCHoo < r and choose 7 > 0 so that > i EiJsap{|aiJ(ï,OI;*-€AB1 \C\<r}, II v G £(Rn) and ||v||oo < r, we have \\DxStv\\i,r < e^+"+^(\\Dxv\\hr + 7i||t;||i,r) + /'t^+'«'+i')(t-<')(||I>IC||i,r + 7(*-^l|C||i,r)da ./o for all t > 0. LEMMA 2.7. For each v G £(Rn) with ||u||oo < r and each t>0, the derivative (Stv)t(-,t) is a Radon measure on Rn and is estimated as ll(Sti;M-,t)||i.r<||C||i,r + ff. e(ß+")t *\Hi,r+ f e(ß+")(t-a)\\C\\i,rdcj (ii) u is in L°°(Rn x (0,T)) for every T > 0.
(iii) The mapt -» u(-,t) is continuous from [0,00) into L\oc(Rn) andu(-,0) = uç>-Notice that the uniformity in t > 0 of the convergence (i) follows from (2.9). In this section we first show that the function u given above is the entropy solution of (M). Since the entropy solution is known to be unique, it turns out that {uh} itself tends to u as h -> 0, and Theorem I (Convergence Theorem) is obtained for uq G €(Rn). This result will then be applied to show the convergence of {uh} for an arbitrary uo in L°°(Rn). In what follows, we set (3.1) %h = h-l(Sh-l), h>0.
To prove Theorem I for u0 G <t(Rn), we need a few lemmas.
LEMMA 3.2. Let uç> G €(Rn). Then, for each h G (0,1), there is a number Ao = ^o(^) > 0 such that:
(i) u^(t) = (1 -A2lk)~i*/Alito is meaningful for A G (0, A0) and t > 0;
(ii) there is a function un(t) such that un(t) -> Uh(t) in LXoc(Rn) as A -> 0, uniformly for bounded t. uniformly for bounded t.
Lemma 3.2 is a modified version to the case of the Fréchet space L\oc(Rn) of the generation theorem of nonlinear semigroups due to Crandall and Liggett [2] ; and Lemma 3.3 is similar to an approximation theorem for nonlinear semigroups due to Brezis and Pazy [1] and Miyadera and Kobayshi [13] . The proofs of these lemmas is given in §4.
The next lemma may be regarded as a discrete version of inequality (E). Let u be the function given in Proposition 3.1. We wish to prove that u satisfies inequality (E). Hereafter we denote h(m) by h for simplicity in notation. Choose any d, G C §°(Rn x (0,oo)) with <f> > 0, and let v(x) = u£(x,t), tp(x) = <p(x,t) in We easily see that
Now fix k G R1 and set qj(s) = $"(a -k). Since q¡ > 0, (3.4) gives /oo roo r ^ roo qj(s)ds / dt sgn(u¿ -s)(pAhul dx < ^ / qj(s)Im(s, h, A) ds.
•oo Jx J m=1J-oo
We write Jm = Jm{h,X,j) for the integrals on the right side of (3.7) and wish to find the limit of each Jm as A -» 0, h -► 0 and then j -> oo. We only give a detailed argument to Ji since Jm, m-2,3, are similarly treated. First Jx is written as On the other hand, it follows from (3.3) and (3.7) that 3 . />oo roo r y\Jm>T¡ Qi{s)ds dt ¡(<p(x,t)-<t>(x,t + X))\ui(x,t)-s\dx -n=l Ay-°° J° J (3.14) k\ dx ! í dti(pt\u as A -> 0, h -► 0 and then j -► oo. (3.13) and (3.14) show that u satisfies inequality (E), which completes the proof of the Convergence Theorem for the case uo G <t(Rn).
We now consider the general case: uç> G L°°(Rn). Fix any T > 0 and choose r > 0 so that ||u0||oo < r and \\C\\oo < r. Let R = reaT(l + T) and let {u0m} be a sequence of functions in <t(Rn) such that ||wom||oo < r and J2AXi(x,s) + B(x,um) tpdx > 0, for every nonnegative (f> G C°°(Rn x (0,oo)). Passing to the limit as in the case uq G <t(Rn), we see that u satisfies inequality (E); therefore the proof is complete. 4 . A nonlinear semigroup in L11oc(i?n). In this section we establish a product formula "for a nonlinear semigroup associated with problem (M) in Lloc(Rn), and give a result for this semigroup in a more precise form than Theorem II. This section is divided into three subsections. §4.1 contains the proof of Lemma 3.2, §4.2 is devoted to the verification of Lema 3.3, and in §4.3, a nonlinear semigroup on L°°(Rn), as mentioned in (1.3)-(1.5), is constructed through the product formula (1.6). (i) (1 -Xß0)k+1a0k < fcA||8Uu0||i,Ä for 0 < k < [T/X].
(ii) (1 -pß0)j+1aj0 < Jri\\%hUo\\i,R for 0<j< \T/p\.
PROOF. Lemma 4.l(iii) gives where the convergence is uniform for bounded t. All properties of {6(f)} in (ii)-(iv) are derived from (4.9): (ii) follows from Proposition 2.2(i) and (4.9), (iii) is a consequence of Proposition 2.2(iii) and (4.9), and (iv) follows from (4.9) and the fact that the operators Sh, h> 0, are all order-preserving (see the proof of Lemma 2.1).
In particular, (iii) states that {6(f)} satisfies condition (1.4) since for each pair r, R with r < R, the relative topology (induced by the metric topology of L¡oc(Rn)) on the closed convex subset Xr = {v G Loc(Rn): ||t>||<x> < r} is equivalent to the metric topology on Xr defined by the metric dR(v,w) = \\v -w\\x%R, v,u> G XT. Thus {6(f)} forms a nonlinear semigroup on L°°(Rn) with the properties listed in (i)-(v), and the proof is complete. Finally we give a few remarks on the results mentioned above.
(1) It would be interesting to discuss the "generator" of the semigroup {6(f)}. The detailed argument concerning this problem will be given elsewhere.
(2) It is seen from the proof of Lemma 3.2 that for each h > 0, the operator a^ generates a semigroup {&h{t) : f > 0} of nonlinear operators on L°°(Rn) in the sense that the exponential formula eh(t)v = lim(I -Aak)_l*/A1» in L¡oc(Rn) holds for v G L°°(Rn) and f > 0. Theorem 4.8(i) can be regarded as an approximation theorem for the semigroup {6(f)}. Now using the semigroups {&h(t)}, h G (0,1), we have another approximation theorem for {6(f)}. where the convergence is uniform for bounded t.
