We obtain asymptotics of large Hankel determinants whose weight depends on a onecut regular potential and any number of Fisher-Hartwig singularities. This generalises two results: 1) a result of Berestycki, Webb and Wong [5] for root-type singularities, and 2) a result of Its and Krasovsky [37] for a Gaussian weight with a single jump-type singularity. We show that when we apply a piecewise constant thinning on the eigenvalues of a random Hermitian matrix drawn from a one-cut regular ensemble, the gap probability in the thinned spectrum, as well as correlations of the characteristic polynomial of the associated conditional point process, can be expressed in terms of these determinants.
Introduction and main results
We are interested in the large n asymptotics of the Hankel determinant and for each k ∈ {1, ..., m}, we have
3)
The number of Fisher-Hartwig (FH) singularities is denoted by m ∈ N, and t 1 , ..., t m ∈ R are the locations of these singularities. For each k ∈ {1, ..., m}, the root-type singularity and the jump-type singularity located at t k are parametrized by α k ∈ {z ∈ C : ℜz > −1} and β k ∈ C respectively. Since for any n 0 ∈ Z, we have ω β k +n0 = (−1) n0 ω β k , we can assume without loss of generality that ℜβ k ∈ ( The O notation means that there exist two constants c 1 , c 2 > 0 such that |W (x)| ≤ c 1 |V (x)| for all |x| > c 2 . Thus w is integrable on R and has finite moments for n > c 1 . By Heine's formula, D n ( α, β, V, W ) admits the following n-fold integral representation:
w(x j )dx j .
(
1.4)
This determinant depends on several parameters. To simplify the notation, we denoted it by D n ( α, β, V, W ), where the dependence in t 1 ,...,t m is omitted and where we write α and β for (α 1 , ..., α m ) and (β 1 , ..., β m ) respectively.
The analogous situation for Toeplitz determinants (i.e. determinants constant along the diagonals) with a weight defined on the circle with FH singularities has been studied by many authors (e.g. [32, 51, 3, 4, 13, 30] ), and the most general results can be found in [23, 24] . Asymptotics for large Hankel determinants associated to a weight of the form e W (x) ω(x)χ [−1,1] (x), (1.5) where χ [−1,1] is the characteristic function of [−1, 1], were also obtained in [23] by using a relation between these Hankel determinants and Toeplitz determinants with FH singularities. Note that the weight (1.5) is not a particular case of (1.2) (and vice-versa).
Hankel determinants of the form (1.4) appear naturally in random matrix theory. Consider the set of n × n Hermitian matrices M endowed with the probability distribution 6) where Z n is the normalisation constant, also called the partition function. This distribution of matrices is invariant under unitary conjugations and induces a probability distribution on the eigenvalues x 1 , ..., x n of M which is of the form
where the partition function Z n can be rewritten as Z n = D n ( 0, 0, V, 0). (1.8) Probably the most studied random matrix ensemble is the Gaussian Unitary Ensemble (GUE) [1, 2, 45] , and corresponds to the case V (x) = 2x 2 . In that instance, the partition function is explicitly known (see e.g. [45] ) D n ( 0, 0, 2x 2 , 0) = (2π) where ζ is Riemann's zeta-function.
The potentials V we are interested in are described in terms of properties of the equilibrium measure µ V , which is the unique minimizer of the functional log |x − y| −1 dµ(x)dµ(y) + V (x)dµ(x) (1.10) among all Borel probability measures µ on R. It is known (see e.g. [47] ) that this measure and its support (denoted S) are completely characterized by the Euler-Lagrange variational conditions 2 S log |x − s|dµ V (s) = V (x) − ℓ, for x ∈ S, (1.11) 2 S log |x − s|dµ V (s) ≤ V (x) − ℓ, for x ∈ R \ S.
(1.12)
A potential V is called one-cut regular if it satisfies the following conditions (see e.g. [7, 18, 5] ):
1. V : R → R is analytic. 2. lim x→±∞ V (x)/ log |x| = +∞. The above conditions imply that ψ is also real analytic. This is a consequence of [25, Theorem 1.38] (for more details, see the beginning of Section 4). In the present work, we restrict ourselves to the class of one-cut regular potentials whose equilibrium measure is supported on [−1, 1] instead of [a, b] . This is without loss of generality, as can be easily seen from a change of variables in (1.4), (1.11) and (1.12) . For the reader's convenience, we show that explicitly in Remark 1.4 below. An example of a one-cut regular potential is the Gaussian potential V (x) = 2x
2 . In this case, it is well-known [47] that ℓ = 1 + 2 log 2 and ψ(x) = 2 π . A lot of results are available in the literature for large n asymptotics of D n ( α, β, V, W ) for particular values of the parameters, and we briefly discuss them here.
We start with Hankel determinants without singularities. If V is a polynomial, is one-cut regular and such that all zeros of ψ(x) are nonreal, Johansson [38] obtained rigorously the asymptotics of (see [38, Theorem 2.4 ] for the precise assumptions on W ). In particular, this implies a central limit theorem for the linear statistics, i.e. it gives information about the global fluctuation properties of the spectrum around the equilibrium measure. For a polynomial one-cut regular potential V , large n asymptotics for the partition function D n ( 0, 0, V, 0) have been obtained via the Riemann-Hilbert method in [31] (under certain assumptions on the coefficients of V , see [31, Theorem 1.1 and above]), and via deformation equations in [7] (under further technical assumptions on V , see [7, equation (1.5) and remark (2) below]). There are also results available for partition functions in more general situations, see e.g. [18] when the equilibrium measure is supported on two intervals.
Hankel determinants with root-type singularities are related to the statistical properties of the characteristic polynomial p n (t) = n j=1 (t − x j ) of (1.7). There is numerical evidence and conjectures of links between p n (t) and the behaviour of the Riemann ζ-function along the critical line (see e.g. [41] ). In [42] , Krasovsky studied the correlations between |p n (t 1 )|,...,|p n (t m )|, and powers of these quantities, when −1 < t 1 < ... < t m < 1 are fixed in the case of GUE. The large n asymptotics of these correlations are given by E GUE where ℜα k > −1 for k = 1, ..., m, A = m j=1 α j and G is Barnes' G-function. This result was recently generalized for the class of one-cut regular potentials by Berestycki, Webb and Wong. In [5, Theorem 1.1], they proved that a sufficiently small power of the absolute value of the characteristic polynomial p n (t) of a one-cut regular ensemble converges weakly in distribution to a Gaussian multiplicative chaos measure. It was crucial in their analysis to obtain the large n asymptotics of
where α k ∈ (−1, ∞) for k = 1, ..., m and W ∈ C ∞ (R) is a compactly supported function, analytic in a neighbourhood of [−1, 1] . In particular, they proved two conjectures of Forrester and Frankel [34] concerning asymptotics of Hankel determinants with root-type singularities.
Only limited results are available concerning Hankel determinants with jump discontinuities. Such determinants allow to generalize the correlations (1.14). Let us define the argument of the characteristic polynomial as follows:
where
(1.15)
We have
Hankel determinants with jump singularities appear also when we thin the eigenvalues of a random matrix. Consider the point process of the n eigenvalues of an n×n random GUE matrix. An independent and constant thinning consists of removing each of these eigenvalues with a certain probability s ∈ [0, 1]. The remaining (thinned) eigenvalues are denoted y 1 , ..., y N , where N is a random variable following the binomial distribution Bin(n, 1 − s). The gap probability in the thinned spectrum can be expressed in terms of a Hankel determinant with a single jump discontinuity (i.e. m = 1) as follows: let t 1 ∈ R and consider the partition of R
Since we thin the eigenvalues independently of each other and independently of their positions, we have P GUE ♯{y i :
Therefore, using the integral representation for Hankel determinants (1.4), one has
where in the last equality β = β 1 = log s 2πi ∈ iR + if s > 0. The large n asymptotics of this ratio of Hankel determinants were studied by Its and Krasovsky in [37] for a fixed t 1 ∈ (−1, 1). Their asymptotic formula is valid not only for purely imaginary β 1 , but as long as
Note that the quantity in (1.19) is a polynomial in s, but admits an expression in terms of a Hankel determinant with a Fisher-Hartwig singularity only if s = 0. If s = 0, there is no thinning, and the probability P GUE ♯{y i : y i < t 1 } = 0 = P GUE ♯{x i : x i < t 1 } = 0 can be expressed in terms of a Hankel determinant associated to the weight χ [t1,∞) (x)e −2nx
2 . We do not study such Hankel determinants in the present paper. Their asymptotics as n → ∞ deserve a separate analysis, see e.g. [21, 16] (and see [50, 14, 15] for analogous situations for Toeplitz determinants).
The operation of thinning is general and can be applied on any point process [20] . It was introduced in random matrix theory by Bohigas and Pato [8, 9] . The point process (1.7) can be rewritten as a determinant, and is called determinantal (see e.g. [39, 48] for the definition and properties of determinantal point processes). If we apply an independent and constant thinning to a determinantal point process, the thinned point process is still determinantal [40] . This provides an efficient way to interpolate between the original point process (when s = 0) and an uncorrelated Poisson process (when s → 1 at a certain speed). Several such transitions have been studied, see e.g. [11, 12, 14, 15, 6, 44, 10] . Hankel determinants with several jump discontinuities are related to piecewise constant (and independent) thinning. We start from the point process of (1.7) for a general potential V , and consider K ⊆ {1, ..., m + 1}, possibly empty. For k ∈ K, each eigenvalue on (t k−1 , t k ) is removed with a probability s k ∈ (0, 1] (in this setting t 0 = −∞ and t m+1 = +∞). The thinned point process is again denoted y 1 , ..., y N , but N is no longer binomial. In the same spirit as (1.19) , one can show that
(1.20) The piecewise constant factor in (1.20) can be rewritten in the form 21) where s j = s j if j ∈ K, and s j = 1 if j / ∈ K. Thus, the gap probability in the thinned point process is given by 22) and β ⋆ = ( β 1 , ..., β m ) is defined as in (1.21).
Following [15] , instead of studying the thinned spectrum, we can consider a situation where we have information about the thinned spectrum (in the language of probability, we observe an event A), and from there, we try to obtain information about the initial/complete spectrum. The initial point process x 1 , ..., x n is called conditional to A. Let us assume that A is the event of ♯{y j ∈ k∈K (t k−1 , t k )} = 0, i.e. we observe a gap in the thinned spectrum. Let us also assume that n is known, as well as the thinning parameters t 1 , ..., t m , s 1 , ..., s m . From Bayes' formula for conditional probabilities, the conditional point process with respect to A follows the distribution
where w(x) = e −nV (x) m j=1 ω βj (x). Thus, the generalized correlations of the characteristic polynomial of the conditional point process with respect to A is expressed as a ratio of Hankel determinants with general FH singularities
The contribution of this paper is to obtain large n asymptotics for D n ( α, β, V, W ) for one-cut regular potentials, up to the constant term. The case of general FH singularities (even for m = 1) and of pure jump-type singularities (for m ≥ 2) have not been obtained rigorously, even for the Gaussian potential V (x) = 2x 2 . In particular, asymptotics for the partition functions Z n and for the correlations (1.16) and (1.24) are not known. Theorem 1.1 Let m ∈ N, and let t j , α j and β j be such that t j ∈ (−1, 1),
), for j = 1, ..., m. Let V be a one-cut regular potential whose equilibrium measure is supported on [−1, 1] with density ψ(x) √ 1 − x 2 , and let W : R → R be analytic in a neighbourhood of [−1, 1], locally Hölder-continuous on R and such that W (x) = O(V (x)), as |x| → ∞. As n → ∞, we have 25) with β max = max{|ℜβ 1 |, ..., |ℜβ m |} and
where G is Barnes' G-function, ζ is Riemann's zeta-function and where we use the notations
Furthermore, the error term in (1.25) is uniform for all α k in compact subsets of {z ∈ C : ℜz > −1}, for all β k in compact subsets of {z ∈ C : ℜz ∈ −1 4 , 1 4 }, and uniform in t 1 , ..., t m , as long as there exists δ > 0 independent of n such that
(1.31) [14, 15] for Toeplitz determinants with a single jump-type singularity with β 1 → ±i∞, in [17] for Hankel determinants with two merging root-type singularities, in [19] for Toeplitz determinants with two merging FH singularities and in [52] for Hankel determinants with a FH singularity approaching the edge (i.e. approaching 1 or −1). , j = 1, ..., m, and where
Also, if ℓ and ψ(x) (b − x)(x − a) are respectively the Euler-Lagrange constant and the density of the equilibrium measure of V , the change of variables
in (1.11) and (1.12) implies that the equilibrium measure of V is supported on [−1, 1] and can be written as
Furthermore, ψ and the Euler-Lagrange constant ℓ of V are given by
(1.33)
Outline
We will compute the asymptotics for D n ( α, β, V, W ) in three steps which can be schematized as
Each of these steps is subdivided into three parts: 1) a differential identity for log D n ( α, β, V, W ), 2) an asymptotic analysis of a Riemann-Hilbert (RH) problem, and 3) the integration of the differential identity.
As mentioned in the introduction, asymptotics for D n ( α, 0, 2x 2 , 0) are already known (see (1.9) and (1.13)). In the first step, for each β k , k ∈ {1, ..., m}, we will obtain an identity which expresses ∂ β k log D n ( α, β, 2x 2 , 0) in terms of orthogonal polynomials (OPs). These differential identities will be similar to the ones presented in [37, 42] , but some extra care due to the presence of general FH singularities is needed. We integrate these differential identities in Section 5.
In the second step, we follow [5] and introduce a deformation parameter s ∈ [0, 1] for the potential,
This potential interpolates between 2x 2 (for s = 0) and V (x) (for s = 1). From (1.11) and (1.12), it is easily checked that V s is a one-cut regular potential for every s ∈ [0, 1], and the associated density ψ s (x) and Euler-Lagrange constant ℓ s are simply given by
We present an identity for ∂ s log D n ( α, β, V s , 0) in Section 3, and its integration in Section 6.
In the last step, the potential V is fixed and W is analytic in a neighbourhood of [−1, 1] and locally Hölder continuous on R. For t ∈ [0, 1], we define
where the principal branch of the log is taken. For every t ∈ [0, 1], W t is analytic on a neighbourhood of [−1, 1] independent of t and is still Hölder continuous on R. This deformation is the same as the one used in [24, 5] . Then, we proceed similarly as in the two previous steps, with an identity for ∂ t log D n ( α, β, V, W t ) in Section 3, and its integration in Section 7.
The differential identities for log D n ( α, β, V, W ) are expressed in terms of OPs, which are orthogonal with respect to a weight which depends on the step:
2 ω(x), in step 1,
All these weights belong to the class of weights presented in (1.2) (which we also denote by w).
In Section 2, we introduce the family of OPs with respect to w and the associated RH problem found by Fokas, Its and Kitaev [33] . We perform an asymptotic analysis of this RH problem using the Deift/Zhou [28, 29, 26, 27] steepest descent method in Section 4.
Orthogonal polynomials and a Riemann-Hilbert problem
The orthonormal polynomials
k (x; α, β, V, W ) of degree k associated to the weight w given in (1.2) are defined through the following orthogonality conditions:
is the j-th moment of w. When there is no confusion, we will simply write D
, and we set D (n) 0 = 1. With this notation, we have D (n) n = D n , where D n is defined in (1.1). The existence of the system of orthogonal polynomials depends if one (or several) of these determinants vanishes. It is well-known (see e.g. [49, 22] ) that if
then the orthogonal polynomial p k exists and is given by
is the leading coefficient of p k , and is given by
= 0, and where arg D
Note that (2.1) alone does not uniquely define the orthonormal polynomials p k and the leading coefficients κ k (they are unique up to multiplicative factors of −1). We fixed this with the (arbitrary) choice of the arguments in (2.4). However, in the present paper we will only use κ 2 k , κ k p k , as well as the monic orthogonal polynomials κ −1 k p k , which are always uniquely defined by (2.1) (if they exist), i.e. they are independent of the choice of the arguments in (2.4). We will also use the subleading coefficients of the monic orthogonal polynomials:
= 0 for every k = 0, 1, ..., n, (2.4) implies the following well-known formula
Note that if α k ∈ (−1, ∞) and β k ∈ iR for all k = 1, ..., m, then w is positive and it follows from Heine's integral representation for Hankel determinants that D
As a consequence, the sequence of orthogonal polynomials (p k ) k∈N exists. Nevertheless, for general values of the parameters α and β, the weight w is complex and there is no guarantee of existence for the orthogonal polynomials (one of several determinants D (n) k may vanish). This will cause some extra difficulties in the analysis. We discuss this in more detail at the beginning of Section 3.
For sufficiently large n, we will prove existence and obtain explicit asymptotics of p n via the Deift-Zhou steepest descent method applied on a Riemann-Hilbert problem. Consider the matrix valued function
Note that Y is expressed only in terms of κ 
RH problem for
(b) The limits of Y (z) as z approaches R \ {t 1 , ..., t m } from above and below exist, are continuous on R \ {t 1 , ..., t m } and are denoted by Y + and Y − respectively. Furthermore they are related by
The above condition (b) follows from the Sokhotski formula and relies on the assumption that W is locally Hölder continuous on R (see e.g. [36] ).
Differential identities
In this section, we derive several identities which will be useful to prove Theorem 1.1. These identities will be valid only when all orthogonal polynomials p k for k = 0, ..., n exist. We give here an overview of how we will handle these technicalities in this paper, following [42, 37, 23] . By applying Lebesgue's dominated convergence theorem on the moments w j , we can prove that
2 , 0) are analytic functions of ( α, β) ∈ P α × C m , where
The property (b) deserves further explanation. If V (x)/x 2 → +∞ as |x| → +∞, the moments are not well-defined if ℜs < 0, since V s (x) → −∞ as |x| → +∞. In this case, the determinants D
are not analytic as functions of s in a neighbourhood of s = 1. Note also from (a), (b), (c) above and from (2.7), (2.3) and (2.
We will find identities of the forms (see equations (3.26), (3.29) and (3.30) below)
where the functions F 1,n , F 2,n and F 3,n (we omit the dependence of F 1,n in k) are expressed only in terms of Y . The identities (3.1), (3.2) and (3.3) are valid only for ( α, β) ∈ P
and for ( α, β, t) ∈ P (n) 3 respectively, where
In Section 4, we will perform an asymptotic analysis on the RH problem for Y as n → +∞.
Let Ω be a compact subset of P α × P
β , where
The analysis of Section 4 will imply the existence of F 1,n ( α, β), F 2,n ( α, β, s) and F 3,n ( α, β, t) for all n ≥ n ⋆ , where n ⋆ depends only on Ω, for all ( α, β) ∈ Ω and for all s, t ∈ [0, 1]. Furthermore, their large n asymptotics will be explicitly computed up to the constant term in Section 5, 6 and 7, and will be valid uniformly for all ( α, β) ∈ Ω and for all s, t ∈ [0, 1].
Thus, we will prove that the r.h.s. of (3.1) exists for all n ≥ n ⋆ and for all ( α, β) ∈ Ω, but the identity (3.1) itself is valid only for
where Ω
1 consists of at most a finite number of points (see (a) above). The analyticity in β k of the determinant D n ( α, β, 2x 2 , 0) will allow us to extend this differential identity from Ω \ Ω
to Ω. We will show that explicitly when integrating the differential identity in Section 5.
Likewise, the subset of Ω × (0, 1) for which the differential identity (3.2) is valid is
However, since the determinants D is locally finite on its interior but may have accumulation points on its boundary. More precisely, if ǫ ∈ (0,
: s ∈ (ǫ, 1 − ǫ)} consists of at most a finite number of points. This extra difficulty does not appear in [42, 37, 23 ], but does not change drastically the idea. We provide the details in Section 6.
consists of at most a finite number of points. We can extend this identity for all ( α, β, t) ∈ Ω × [0, 1] in a similar way as for the identity (3.1).
Once the differential identities (3.1), (3.2) and (3.3) are extended from Ω \ Ω
to Ω × [0, 1] respectively, we prove Theorem 1.1 by integrating them.
Differential identity with respect to
As mentioned in the outline, we will first compute the asymptotics of D n ( α, β, 2x 2 , 0), i.e. when the weight has the form w(x) = e −2nx 2 ω(x). For this we will need a differential identity with respect to β k , for each k ∈ {1, ..., m}. Suppose f is a smooth and integrable function on R with sufficient decay at ±∞. The integral of
on R is not well-defined if ℜα k ≤ 0, even in the sense of principal value, because of the jump caused by β k . Therefore, we define a regularized integral by
It is easy to observe that the limit in (3.6) converges. We have the following property.
Proposition 3.1 (adapted from [42] ). The regularised integral (3.6) satisfies
where the limit is taken along a non-tangential to the real line path in {z ∈ C : ℑz > 0}, and
Proof. In [42, equation (29) and below], the author proved that if α k = 0, we have as
where G 1 and G 2 are analytic in a neighbourhood of t k . Multiplying (3.10) by α k e iπβ k and (3.11) by α k e −iπβ k , and summing them we obtain as
Taking first the limit ǫ → 0 + and then z → t k , we find the claim for α k = 0. The claim for α k = 0 is straightforward.
The following developments are similar to those done in [37, 42] , but the presence of both root-type and jump-type singularities requires some changes, and we provide the details below.
In this subsection we assume that ( α, β) ∈ P (n) 1 , such that the formula (2.6) holds. We start with a general differential identity obtained in [42] , which we apply to the parameter β k , for a k ∈ {1, ..., m}:
We will simplify I 1 and I 2 for our particular weight w(x) = e −2nx
2 ω(x). Let ǫ > 0 be sufficiently small such that min i =j |t i − t j | > 3ǫ, I 1 can be split as
where t 0 = −∞ and t m+1 = ∞. Noting that
we have, by integration by parts, for l ∈ {1, ..., m + 1}
In the above expression, the quantities p n−1 (t m+1 −ǫ)∂ β k p n (t m+1 −ǫ)w(t m+1 −ǫ) and p n−1 (t 0 + ǫ)∂ β k p n (t 0 +ǫ)w(t 0 +ǫ) have to be understood as equal to 0. On the other hand, for l ∈ {1, ..., m},
Therefore, summing (3.16) for l = 1, ..., m + 1, and taking the limit ǫ → 0, we obtain
2 .
By orthogonality,
The next integral is a bit more involved and was done in [42, equation (21)],
Therefore, one can rewrite I 1 as 
Note that from Proposition 3.1, for l ∈ {1, ..., m},
where the limit is taken along a non-tangential to the real line path and
Thus the matrix Y (t l ) has not determinant 1, but
Putting together (3.12), (3.20) and (3.21), we obtain
A general differential identity
Let γ be a parameter of the weight w whose dependence is smooth. From the well-known [49, 22] 
(which we assume is valid), taking the log and then differentiating with respect to γ, we have 27) where the last equality comes from the orthogonality relations, since R n−1 j=0 p 2 j (x)w(x)dx = n. By the Christoffel-Darboux formula (see e.g. [49, 22] ) and (2.7), the equation (3.27) can be rewritten as
We will use this differential identity for the steps 2 and 3, which correspond respectively to w s and w t , as described in the outline. In these cases, (3.28) becomes
where (3.29) is valid for ( α, β, s) ∈ P (n)
2 , and where (3.30) is valid for ( α, β, t) ∈ P (n) 3
(see the discussion at the beginning of Section 3).
Steepest descent analysis
In this section, we will perform an asymptotic analysis on the RH problem for Y as n → ∞. Our analysis is based on the Deift/Zhou steepest descent method [28, 29] . 
Equilibrium measure and g-function
and C is a closed loop oriented in the clockwise direction encircling z and [−1, 1]. Clearly, h is analytic in U V . Also, since V is real, (4.1) reduces to
Thus, we have that ψ is analytic in U V and ψ(x) ∈ R if x ∈ R.
We define the g-function, which is useful in order to normalize the RH problem at ∞, by
where the principal branch cut is chosen for the logarithm. The g-function is analytic in C \ (−∞, 1] and possesses the following properties
Consider the function
where the path of integration lies in
where we have used (1.11) together with (4.5). Analytically continuing ξ(z) − g(z) in (4.10), we have
The function ξ(z) possesses certain properties which will be useful later to show that the jump matrices of a RH problem converge to the identity matrix as n → ∞. First, note from (4.11) that the variational inequality (1.12) (which we recall is strict) can be rewritten as
Also, since V (x)/ log |x| → +∞ and g(x) = O(log |x|) as |x| → +∞, x ∈ R, we have
Finally, from the assumption that ψ is positive on S, a direct analysis (see e.g. [5, Lemma 4.4]) of the integral (4.9) shows that for z in a small enough neighbourhood of (−1, 1),
We will also need later large z asymptotics of e ng(z) for the case V (x) = 2x 2 : T satisfies the following RH problem.
(b) Using (1.11), (4.5), (4.6), (4.7), (4.8) and (4.10), a direct computation shows that T has the following jumps: where
(4.18) (c) As z → ∞, we have T (z) = I + O(z −1 ).
(d) As z tends to t k for a certain k ∈ {1, ..., m}, the behaviour of T is
As z tends to −1 or 1, we have T (z) = O(1).
Second transformation: T → S
We will use the following factorization of J T (x) for x ∈ S \ {t 1 , ..., t m }:
The functions ω α k and ω β k (see (1.3)) can be analytically continued as follows:
We open the lenses γ + and γ − around S as illustrated in Figure 1 , such that they are inside U W and we define S satisfies the following RH problem
(b) S has the following jumps:
(d) As z tends to t k for a certain k ∈ {1, ..., m}, we have
, if z is inside the lenses,
As z tends to −1 or 1, we have S(z) = O(1).
From (4.12) and (4.14), the jumps for S on (γ + ∪ γ − ∪ R) \ S are exponentially close to the identity matrix as n → ∞. Nevertheless, this is only a pointwise convergence and it breaks down as z approaches t 1 ,...,t m , −1 and 1. This simply follows from
Therefore, for z outside of a neighbourhood of S, from (4.13) and the assumption W (x) = O(V (x)) as |x| → ∞, the jumps for S are uniformly exponentially close to I as n → ∞. If we ignore these jumps, we are left with a simpler RH problem (called the global parametrix) whose solution is a good approximation of S away from these points. For z in small neighbourhoods of t 1 ,...,t m , −1 and 1, the global parametrix is no longer a good approximation for S, and we will construct local parametrices around these points.
Global parametrix
Ignoring the exponentially small terms as n → ∞ in the jumps of S and small neighbourhoods of −1, t 1 , ..., t m and 1, we are left with the following RH problem, whose solution P (∞) is a good approximation of S away from neighbourhoods of −1, t 1 , ..., t m and 1:
(b) P (∞) has the following jumps:
As z tends to −1, we have P (∞) (z) = O((z + 1) −1/4 ).
As z tends to 1, we have
As z tends to t k , k ∈ {1, ..., m}, we have
The unique solution P (∞) of the above RH problem can be constructed similarly as in [43] .
Define a(z) = 4 z+1 z−1 , analytic on C \ [−1, 1] and such that a(z) ∼ 1 as z → ∞. It can be checked that P (∞) is given by
, and D W (z), D α (z) and D β (z) are the three Szegő functions defined by
where B = m j=1 β j , and we recall A = m j=1 α j . A proof of the simplified form of (4.30) and (4.31) can be found in [42, equation (51) ] and [37, equation (4.14) ] respectively. Also, the function D has a limit at ∞ given by
We will use later the following expansions of D(z): as z → t k , ℑz > 0, we have
The expansions of D(z) near 1 and −1 are nicely expressed in terms of
As z → 1, ℑz > 0, we have
As z → −1, ±ℑz > 0, we have
The first term of the expansion of (4.28) as z → ∞ with W ≡ 0 is given by
The next term requires more calculations, but we will only use the 1, 1 entry:
Local parametrix near t k
We assume that there exists δ > 0 independent of n such that
Consider a fixed disk D t k , centered at t k , of radius smaller than δ/3 and such that D t k ⊂ U W . Inside D t k , the local parametrix P (t k ) is a good approximation of S and must satisfy the following RH problem.
RH problem for P
(b) P (t k ) has the following jumps:
We follow [37, 35, 23] to construct the solution of the above RH problem, and we define the function f t k by
This a conformal map from D t k to a neighbourhood of 0, as shown from the expansion of f t k (z)
Now, we use the freedom we had in the choice of the lenses by requiring that
where the contour Γ 4 , Γ 2 , Γ 6 and Γ 8 are shown in Figure 4 . We define
and where
−,k and Q R −,k are the following four quadrant centred at t k :
The solution of the above RH problem is given in terms of the confluent hypergeometric model RH problem, denoted Φ HG (z; α k , β k ) (see Section 8 for the definition and properties of Φ HG (z; α k , β k )). We obtain
where E t k is given by
(4.49) From the jumps of P (∞) (4.27) and the definition of W k (4.47), we can check that E t k has no jumps at all in D t k . Furthermore, since
and S have exactly the same jumps on (R ∪ γ
As z → t k , z outside the lenses, by condition (d) in the RH problem for S, by (8.10) and by (4.48), S(z)
Thus, in all the cases, the singularity of S(z)P (t k ) (z) −1 at z = t k is removable and condition (d) of the RH problem for P (t k ) is verified. The value of E t k (t k ) can be obtained by taking the limit z → t k in (4.49). Using (4.45), (4.33) and (4.34), it gives
and
A direct calculation, using equation (8.7) in the appendix, shows that as n → ∞, uniformly for z ∈ ∂D t k , P (t k ) (z)P (∞) (z) −1 admits an expansion in the inverse power of n multiplied by n 2|ℜβ k | . We will need explicitly the n −1 term: 
Local parametrix near 1
Consider a fixed disk D 1 , centered at 1, of radius smaller than δ/3 and such that D 1 ⊂ U W . Inside D 1 , the local parametrix P
(1) is a good approximation of S and must satisfy the following RH problem.
RH problem for
(b) P (1) has the following jumps:
+ (z) = P
(1)
(d) As z tends to 1, we have P (1) (z) = O(1).
The construction of this local parametrix is now standard (see e.g. [27] ). We denote
This is a conformal map from D 1 to a neighbourhood of 0 and
(4.57) We choose the lenses such that f 1 (γ + ∩D 1 ) ⊂ e 
and Φ Ai (z) is the solution to the Airy model RH problem presented in the Appendix, see Section 8. One can check that E 1 has no jumps in D 1 and is bounded as z → 1, and thus E 1 is analytic in D 1 . A direct calculation, using (8.2), shows that as n → ∞, uniformly for z ∈ ∂D 1 , P (1) (z)P (∞) (z) −1 admits an expansion in the inverse power of n. The explicit forms of the first terms are given in the following expression
(4.60)
Local parametrix near −1
Consider a fixed disk D −1 , centered at −1, of radius smaller than δ/3 and such that D −1 ⊂ U W . Inside D −1 , the local parametrix P (−1) is a good approximation of S and must satisfy the following RH problem.
RH problem for
(b) P (−1) has the following jumps:
(c) As n → ∞, we have P (−1) (z) = (I + O(n −1 ))P (∞) (z) uniformly for z ∈ ∂D −1 .
(d) As z tends to −1, we have P (−1) (z) = O(1).
The construction of this local parametrix around −1 is very similar to the construction done in subsection 4.6 for the local parametrix around 1. We denote
This is a conformal map from D −1 to a neighbourhood of 0 and
(4.65) We choose the lenses such that
The solution of the above RH problem is given by
where E −1 is analytic in D −1 and is given by Similarly to (4.60), one shows with a direct calculation together with (8.2) , that as n → ∞, uniformly for z ∈ ∂D −1 , P (−1) (z)P (∞) (z) −1 admits an expression in the inverse power of n. The first terms are given by 
Small norm RH problem
D tj be the union of the disks, whose boundaries are oriented in the clockwise direction as shown in Figure 2 , and let P be defined on D such that P | Da = P (a) , where a = −1, t 1 , ..., t m , 1. We define
(4.69)
Since P and S have exactly the same jumps inside D, R is analytic in D \ {−1, t 1 , ..., t m , 1}. Also, from the behaviours of P and S near −1, t 1 , ..., t m and 1, these points are removable singularities of R. Thus, R satisfies the following RH problem:
is analytic, where Σ R is shown in Figure 2 .
(b) R has the jumps R + (z) = R − (z)J R (z) for z ∈ Σ R , where J R (z) is given in (4.52), (4.60) and (4.68) for z on respectively ∂D t k , ∂D 1 , and ∂D −1 . As n → ∞ we have
where c > 0 is a constant.
(c) As z → ∞, we have R(z) = I + O(z −1 ).
Let us define P
From the standard theory for small-norm RH problems [26, 27] , if Ω is a compact subset of
β , there exists n ⋆ = n ⋆ (Ω) such that R exists for all n ≥ n ⋆ , for all ( α, β) ∈ Ω and for all z ∈ C \ Σ R . Furthermore, for any r ∈ N, as n → ∞ we have
uniformly for z ∈ C \ Σ R , uniformly for ( α, β) ∈ Ω and uniformly in t 1 , ..., t m , as long as there exists δ > 0 independent of n such that
We can find explicit expressions for R (1) , R (2) ,..., R (r) by induction. The factor n β k σ3 in the expression (4.49) for E t k induces factors of the forms n ±2β k in the entries of J (j) R (z), for j ≥ 1 and z ∈ ∂D t k , as can be seen in (4.52). Thus, from (4.70), (4.52), (4.60) and (4.68), the jumps of R admit an expansion as n → ∞ in powers of n −1 multiplied by terms of order n 2βmax . As n → ∞, we have
From a perturbative analysis of the small norm RH problem for R, for every j ≥ 1 , R (j) (z) is analytic on C \ ∂D and satisfies
Therefore, by the Sokhotsky-Plemelj formula, R (j) is simply given by
where we recall that the orientation on the disks is clockwise, as shown in Figure 2 .
Since R(z) exists for all n ≥ n ⋆ and for all ( α, β) ∈ Ω, by inverting the transformations Y → T → S → R, we have constructed a solution for the RH problem for Y that exists for all n ≥ n ⋆ and for all ( α, β) ∈ Ω. From (2.7) and the determinantal representation for orthogonal polynomials (see (2.3)), this implies that the polynomials κ −1 n p n and κ n−1 p n−1 are analytic functions of ( α, β) ∈ Ω (since they exist, they can not have poles). Therefore, R(z) is also an analytic function of ( α, β) ∈ Ω (some extra calculations are required to verify this at z = t 1 , ..., t m , which are similar to those in Subsection 5.1, and we omit them here). Furthermore, by (4.79), and since the asymptotic series of the confluent hypergeometric function that appears in the jumps for R (4.52) (see also (8.7)) is differentiable in α k 's and β k 's, the matrices R (j) , j = 1, ..., r, are also analytic functions of ( α, β) ∈ Ω. Hence, the terms in (4.74) are both uniform and analytic in ( α, β) ∈ Ω. Furthermore, since factors of the forms n ±2β k , k = 1, ..., m, appear in the entries of J (j) R for j ≥ 1 (see (4.76) and the comment above), as n → ∞ we have
and these asymptotics are also uniform in z, α, β and t 1 ,...,t m as in (4.74). The goal for the rest of this section is to compute R (1) (z) from (4.79). Note that the expression for J
(1) R (z) for z ∈ ∂D can be analytically continued on D, except at −1, t 1 , ..., t m and 1, where the expressions in (4.52), (4.60) and (4.68) admit poles. These poles are of order 2 at −1 and 1, and of order 1 at t k , k = 1, ..., m. Therefore, for z outside the disks, R
(1) (z) is given by
We can compute these residues explicitly in the case W ≡ 0. For the residues at t k , k ∈ {1, ..., m}, using (4.52), (4.45), (4.33) and (4.34), we have
For the two residues at 1, using (4.60), (4.57), (4.35) and (4.36), we obtain 
Finally, for the two residues at −1, using (4.68), (4.65), (4.37) and (4.38), we obtain
and Res J
In this section we use the differential identity (3.26) and the RH analysis of Section 4 only for W ≡ 0 and V (x) = 2x 2 .
Computation of Y (t k )
For z ∈ D t k , k ∈ {1, ..., m}, z outside the lenses and z ∈ Q R +,k , we invert the transformations Y → T → S → R in order to express Y in terms of R and P (t k ) ,
with
Note that for z ∈ Q R +,k , z outside the lenses, nf t k (z) ∈ II (see Figure 4 ) and we can use (8.11)
In [46, Section 13.14(iii)], using the relations (8.12), we can find asymptotics of these functions near the origin:
and, if α k = 0 and a − and ℜα k > −1. Therefore, using (4.45), the leading terms in Φ HG (nf t k (z))e πiα k
(5.6) By the connection formula Γ(z)Γ(1 − z) = π sin(πz) , we can rewrite c k as
If ℜα k > 0, the same expression (5.5) is valid, except that c k has to be replaced by 0. Therefore, by (3.8), (3.9), (3.22), (4.11), (4.74) and (5.1), we obtain as n → ∞, for α k = 0,
The case of α k = 0 is simpler. We can obtain Y (t k ) directly from (3.22) and (3.6). It suffices to take the limit α k → 0 in (5.8) and to note that lim x→0 xΓ(x) = 1 (see e.g. [46, Chapter 5] ). The goal for the rest of this section is to prove the following.
By (2.5) and (2.7), we have
For z outside the lenses and outside the disks, by inverting the transformations, we can express Y in terms of R and P (∞) , one has 
where the notation R
k,ij refers to the z −k coefficient in the large z asymptotics of R
ij . More explicitly, combining (4.39) and (4.81), we find
The asymptotics for κ 2 n are a bit more delicate to obtain than simply replace n by n + 1 in (5.11), because the weight w depends also on n. By writing explicitly the dependence of the weight w in the parameters n, t 1 ,...,t m , we have the relation
From (5.13) and with a change of variable in the orthogonality conditions (2.1), we see that to get large n asymptotics for κ 2 n , first we have to replace n by n + 1 in (5.11), then we multiply the result by and finally we replace each t k by n n+1 t k . We find
By (5.9), (5.10), (4.15), (4.39) and (4.81), we have as n → ∞
From the same equations, and with increasing effort, we obtain large n asymptotics for γ n ,
Taking into account that R
1,11 = O(n 2βmax ) as n → ∞, we see that
1,12 + O(n −2+4βmax ), as n → ∞.
(5.16) These terms are made explicit using (4.39), (4.40) and (4.81):
We are now able to compute the differential identity (3.26) . After some calculations (there is a lot of cancellations), using (4.86) (and (4.80) for the o(1) term), we obtain
The second part of the differential identity is obtained using (5.8):
These terms have more explicit forms using (4.32), (4.50) and (5.6):
and A j is defined in Proposition 5.1. Finally, summing (5.17) and (5.18), we obtain
For convenience, we denote F 1,n ( α, β) for the r.h.s. of (3.26) , which can be expressed in terms of R and the parametrices. From Subsection 4.8, if Ω is a compact subset of P α × P
β , there exists n ⋆ depending only on Ω, such that F 1,n ( α, β) exists for all n ≥ n ⋆ and for all ( α, β) ∈ Ω, and is analytic for ( α, β) ∈ Ω. Furthermore, the large n asymptotics for F 1,n ( α, β) given by the r.h.s. of (5.21) are uniform for all ( α, β) ∈ Ω. Nevertheless, the identity (5.21) itself is valid only for ( α, β) ∈ Ω \ Ω (n) 1 , where Ω (n) 1
consists of at most a finite number of points (see the beginning of Section 3). Now, we show how to extend this differential identity for all ( α, β) ∈ Ω, following [42, 37, 23] . First, we use the identity (5.21) with k = 1, β 2 = ... = β m = 0 with α fixed. We assume that ( α, 0) ∈ Ω, we write β 1 = (β 1 , 0, ..., 0) and we define
1 . Since the large n asymptotics for F 1,n ( α, β) given by (5.21) hold uniformly and continuously for all β 1 such that ( α, β 1 ) ∈ Ω, H is continuously differentiable for all β 1 such that ( α, β 1 ) ∈ Ω (for n ≥ n ⋆ ). Thus by continuity, since Ω (n) 1
consists of at most a finite number of points, one has in fact that
2 , 0) = 0 (if n is chosen sufficiently large, see (1.9) and (1.13)), the determinant D n ( α, β 1 , 2x 2 , 0) is never zero. Hence the identity (5.21) for k = 1 holds for all β 1 such that ( α, β 1 ) ∈ Ω (for sufficiently large n). Integrating this identity in
Since Ω is arbitrary, (5.23) is valid for any β 1 such that ℜβ 1 ∈ (
). This equation can be simplified using the known formula (see [46, formula 5.17.4 
where G is Barnes' G-function. After integrations by parts, one has
Now, we use (5.21) for k = 2, where we fix β 1 and α, and we set β 3 = ... = β m = 0. For convenience, we write β 2 = (β 1 , β 2 , 0, ..., 0). Equation (5.21) is valid for all β 2 such that ( α, β 2 ) ∈ Ω \ Ω (n) 1 . We can extend it to all β 2 such that ( α, β 2 ) ∈ Ω with a similar argument to the one done below equation (5.21) . After an integration in β 2 , we obtain a similar formula to (5.26) but with an extra term
Again, by freedom in the choice of Ω, the above expansion is valid for any β 2 such that ℜβ 2 ∈ ( −1 4 , 1 4 ). We can proceed in the same way recursively for each β k , k = 1, ..., m. After m integrations, it suffices to sum these identities to obtain Proposition 5.1.
Integration in V
In this section, we will use the RH analysis done in Section 4 with W ≡ 0 and where V is replaced by V s , defined in (1.35) and we will make explicit the dependence of the weight in s:
In the RH analysis, we also have to replace the Euler-Lagrange constant ℓ by ℓ s and the function ψ by ψ s , see (1.36) . We will also use the differential identity
which was obtained in (3.29) , and is valid only when D
(see also the discussion at the beginning of Section 3). Some calculations in this section and the next one are similar to those done in [5] , in which the authors put great effort in showing all the details, so we will sometimes refer to equations and lemmas in their paper. Our goal is to prove the following.
Using the jump relations (2.8) of Y , the differential identity (6.2) becomes
3) where ǫ > 0 is fixed and C is a closed curve surrounding [−1, 1] and the lenses γ + ∪ γ − , is oriented clockwise, and passes through −1 − ǫ and 1 + ǫ. For z outside the lenses, similarly to (5.10), we have
and thus, by (1.12) and (4.5), one has 
Since ∂ s log w(z) = −n∂ s V s (z), by (4.74), we have that
More detailed calculations will later show that we actually have 1 0 I 3,s ds = O(1) as n → ∞, due to the fact that I 3,s is highly oscillatory in s as n → ∞. By (4.7), a direct calculation shows that
and therefore
, and thus I 2,s = I 2,s,α + I 2,s,β , with
Note that since ∂ s V s (x) = V (x) − 2x 2 , I 2,s is in fact independent of s. We can compute ∂ z log D(z) using the explicit form of (4.30) and (4.31). This gives
By a contour deformation of C, we obtain
By [5, equation (5.17) ], this principal value integral can be a bit simplified:
Integrating (6.12) and (6.14) in s, we get
An explicit form of the asymptotics for I 3,s requires more work, as it involves R (1) . By (4.74) and Remark 4.1 (a), I 3,s can be rewritten as
where Ω is an arbitrary compact subset of P α × P
β . Using (4.28), it becomes, as n → ∞
From (4.81) and below, we have
.
Plugging these equations in (6.17), we can split I 3,s into m + 2 integrals and an error term:
where 
This allows us to evaluate I 3,s,t k more explicitly:
Note that Λ k (and therefore Λ I,k ) depends on s. Therefore, integrating it in s, we see that
From (4.50), one has Λ ±2 k = O(n ±2β k ) as n → ∞, but it is also highly oscillatory in s. We can write Λ
where g k,n is independent of s and g k,n = O(1) as n → ∞. Thus,
(6.24) From integration by parts of the right-hand side of (6.24), it follows that this integral is O(n −1±2β k ) as n → ∞, and thus 
Therefore, we obtain I 3,s,1 = −(ψ(1)− I 2,s,α ds,... have already been computed explicitly. For convenience, we denote F 2,n ( α, β, s) for the r.h.s. of (6.3), which can be expressed in terms of R and the parametrices. We recall that (see the beginning of Section 3 and Subsection 4.8), if Ω is a compact subset of P α × P β , there exists n ⋆ depending only on Ω, such that F 2,n ( α, β, s) exists for all n ≥ n ⋆ and for all ( α, β, s) ∈ Ω × [0, 1], and is analytic for s ∈ (0, 1). Furthermore, the large n asymptotics for F 2,n ( α, β, s) given by the r.h.s. of (6.28) is uniform for all ( α, β, s) ∈ Ω × [0, 1]. Nevertheless, the identity (6.28) itself is valid only for ( α, β, s)
is such that, for any ǫ ∈ (0,
2 : s ∈ (ǫ, 1 − ǫ)} consists of at most a finite number of points. Now, we show how to extend this differential identity for all ( α, β, s) ∈ Ω × (0, 1), by adapting slightly the argument presented in Section 5, below equation (5.21). We fix α and β such that ( α, β) ∈ Ω, and we define 2 . Since the large n asymptotics of F 2,n ( α, β, s) given by the r.h.s. of (6.28) hold uniformly for s ∈ [0, 1] and continuously (even analytically) for s ∈ (0, 1), H is continuously differentiable for all s ∈ (0, 1) (for n ≥ n ⋆ ). Thus, by continuity, one has H ′ (s) = 0 for all s ∈ (ǫ, 1 − ǫ). Since ǫ > 0 can be chosen arbitrarily small, one has in fact H ′ (s) = 0 for all s ∈ (0, 1) (for n ≥ n ⋆ ). Also, since D n ( α, β, V s , 0) is a continuous function of s ∈ [0, 1] (this can be proved by applying Lebesgue's dominated convergence theorem on the associated moments w j ( α, β, V s , 0)), H(s) is continuous (and thus constant) for s ∈ [0, 1]. Moreover, as H(0) = D n ( α, β, 2x 2 , 0) = 0 (if n is chosen sufficiently large, see (1.9), (1.13) and Proposition 5.1), the determinant D n ( α, β, V s , 0) is never zero. Hence, the identity (6.28) holds for all s ∈ (0, 1). By integrating (6.28) in s from 0 to 1, and by using the above calculations for the quantities 1 0 I 1,s ds,..., this finishes the proof of Proposition 6.1 (since Ω is arbitrary).
Integration in W
In this section, we will use the RH analysis done in Section 4, where the potential V is one-cut regular and independent of any parameter, and where W is replaced by W t defined in (1.37). The weight depends on t and is denoted by w t (x) = e −nV (x) e Wt(x) ω(x). (7.1)
We will use the differential identity
which was obtained in (3.30) , and which is valid only for ( α, β, t) ∈ P (n) 3 (see the discussion at the beginning of Section 3). The main result of this section is the following. 
By a very similar calculation to the one done at the beginning of section 6, we obtain exactly the same equation as (6.6), except that s is replaced by t and ∂ s log w s (z) is replaced by ∂ t log w t (z) = ∂ t W t (z):
∂ t log D n ( α, β, V, W t ) = I 1,t + I 2,t + I 3,t + O(e −cn ), I 1,t = −n 2πi C g ′ (z)∂ t log w t (z)dz,
′ ] 11 ∂ t log w t (z)dz,
∞) (z)] 11 ∂ t log w t (z)dz. We thus have, as n → ∞, I 1,t = O(n), I 2,t = O(1), I 3,t = O(n −1+2βmax ), (7.4) and therefore ∂ t log D n ( α, β, V, W t ) = I 1,t + I 2,t + O(n −1+2βmax ). (7.5) Let us denote F 3,n ( α, β, t) for the r.h.s. of (7.2). We recall that (see the beginning of Section 3 and Subsection 4.8), if Ω is a compact subset of P α × P β , there exists n ⋆ = n ⋆ (Ω) such that F 3,n ( α, β, t) exists for all ( α, β, t) ∈ Ω × [0, 1]. Furthermore, the large n asymptotics of F 3,n ( α, β, t) given by the r.h.s. of (7.5) (more explicit expressions for I 1,t and I 2,t will be computed below) are valid uniformly for all ( α, β, t) ∈ Ω × [0, 1], but the identity (7.5) itself is valid only for ( α, β, t) ∈ (Ω × [0, 1]) \ Ω .21), and we omit the discussion here. In the rest of this section we compute more explicitly I 1,t and I 2,t . From (4.7), we have What remains to be done is to evaluate more explicitly I 2,t,β and integrate it in t. This can be achieved from (6.11) and a contour deformation of C, and gives I 3,t dt = O n −1+2βmax as n → ∞, which finishes the proof.
Appendix
In this section we recall some well-known model RH problems: 1) the Airy model RH problem, whose solution is denoted Φ Ai and 2) the confluent hypergeometric model RH problem, whose solution is denoted Φ HG (z) = Φ HG (z; α, β). We will only consider the cases when α and β are such that ℜα > −1 and ℜβ ∈ (− 
Airy model RH problem
(a) Φ Ai : C \ Σ A → C 2×2 is analytic, and Σ A is shown in Figure 3 . 
The Airy model RH problem was introduced and solved in [27] (see also [27, equation (7.30) ], where explicit forms for the constant matrices Φ Ai,k can be found). We have This model RH problem was first introduced and solved explicitly in [37] for the case α = 0, and then in [35] and [23] for the general case. The constant matrices Φ HG,k depend analytically on α and β (they can be found explicitly e.g. in [35, equation (56) 
