Abstract
Incremental Learning with Support Vector Machines
Support Vector Machines (SVMs, [4] ) have been successfully used for machine learning with large and high dimensional data sets. This is due to the fact that the generalization property of an SVM does not depend on the complete the training data but only a subset thereof, the socalled support vectors.
As the number of support vectors typically is very small compared to the number of training examples, SVMs promise to be an effective tool for incremental learning: When the data is presented to the learning algorithm sequentially in batches, one can compress the data of the previous batches to their support vectors. Then, for each new batch of data, a SVM is trained on the new data and the support vectors from the previous learning step.
This approach to incremental learning with SVMs has been investigated in [3], where it has been shown that incrementally trained SVMs compare very well to their nonincrementally trained equivalent. In the following this approach will be called the SV-incremental algorithm. The principle behind this algorithm is this: The resulting decision function of an SVM depends only on its support vectors, i. e. training an SVM on the support vectors alone results in the same decision function as training on the whole data set. Because of this, one can expect to get an incremental result that is equal to the non-incremental result, if the last training set contains all examples that are support vectors in the non-incremental case. If a batch of data is a good sample, i. e. if the statistical properties of that batch and the whole data set do not differ very much, one can expect the resulting decision function to be similar to the final decision function. Therefore, a support vector in the final set is likely to be a support vector in previous iterations too.
The problem with this approach is the assumption that the batch of data will be an appropriate sample of the data. While this may be likely if the data is presented to the SVM in randomly drawn batches, there is no way to tell if this is the case if the examples are drawn in some other way. In real-world data, there may be artifacts of the way the data is presented to the learning algorithm, e.g. readings from a machine whose quality deteriorates, measurements from different kinds of patients or experiments following a certain test plan.
As an example, take examples distributed on [-1,1] x [0,1] and the decision function f(z) = 1 * z:! > 1x1 I and assume training is done in two steps, first on the examples having z1 < 0 and then on the rest. As the decision function in the first batch is very simple, only very few support vectors will be generated. When an SVM is trained on these support vectors together with the second batch of data, the old support vectors will have little influence in the result, because the empirical error on the second batch drastically outweighs the error on the old SVs (see Figure 1) . Usually, this is a desired property of the SVM algorithm, because it means that the SVM is robust against outliers in the data -only in this case the outliers are the old support vectors one would wish to take into account.
A New Incremental Learning Algorithm
To make up for the problem in the incremental learning algorithm stated in the last section, one needs to make an error on the old support vectors (which represent the old learning set) more costly than an error on a new example.
Fortunately, this can easily be accomplished in the support vector algorithm. Let A natural choice for L is to let L be the number of examples in the previous batch divided by the number of support vectors. The idea is to approximate the average error of an arbitrary decision function over all examples by the average error over just the support vectors. This algorithm will be called the SV-L-incremental algorithm. Figure 1 shows the result of the SV-L-incremental algorithm on the example problem of the last section. It is obvious that its result lies much closer to the overall result than the SV-incremental algorithm.
Interpretability of Support Vectors
The results so far give interesting insight into the question, how support vectors can be interpreted. It is often argued, that the support vectors provide a sufficient representation of the examples for the given classification task, because training an SVM on the support vectors gives the same decision function as training on the whole data set. But of course, this only means that the support vectors are a sufficient representation of the decision function on the examples, not the examples themselves.
Remeber that statistical learning theory formalizes the learning problem as finding a function f from a class of with respect to a loss function L and unknown distributions of the examples P ( z ) and their classifications P(ylz).
The important difference here is, that in terms of the statistical learning principle, the support vectors provide an estimate of P(ylz) (i. e. the decision function), but not of P ( z ) . If the support vectors are used to represent the entire data set this has to be taken into account. 
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