Abstract. Let f be a C 1 -diffeomorphism and µ be a hyperbolic ergodic finvariant Borel probability measure with positive measure-theoretic entropy. Assume that the Oseledec splitting
Introduction
Let f be a C r (r ≥ 1) diffeomorphism of a compact Riemannian manifold M . An f -invariant subset Λ ⊂ M is called a hyperbolic set if there exists a continuous splitting of the tangent bundle T Λ M = E s ⊕ E u , and constants c > 0, 0 < τ < 1 such that for every x ∈ Λ, (1) d x f (E s (x)) = E s (f (x)), d x f (E u (x)) = E u (f (x)); (2) for all n ≥ 0, d x f n (v) ≤ cτ n v if v ∈ E s (x), and
A hyperbolic set Λ is called locally maximal, if there exists a neighbourhood U of Λ such that Λ = n∈Z f n (U ). Let M f (Λ) be the space of all f -invariant Borel probability measures on Λ. Let µ be a hyperbolic ergodic f -invariant Borel probability measure on M . We say µ hyperbolic if it possesses at least one negative and one positive, and no zero Lyapunov exponents. Let Γ be the Oseledec's basin of µ (see Theorem 2.1). For x ∈ Γ, denote its distinct Lyapunov exponents by λ 1 (µ) < · · · < λ s (µ) < 0 < λ s+1 (µ) < · · · < λ l (µ) with multiplicities n 1 , n 2 , · · · , n l ≥ 1 and let
be the corresponding decomposition of its tangent space. Denote E s = E 1 ⊕· · ·⊕E s and E u = E s+1 ⊕ · · · ⊕ E l . In this paper, we consider r = 1 and the following assumption. 
We state the main result of this paper: Theorem 1.1. Let f : M → M be a C 1 diffeomorphism of a compact Riemannian manifold M and µ be a hyperbolic ergodic f -invariant Borel probability measure on M with positive measure-theoretic entropy h µ (f ) > 0. Under Assumption 1.1, we have for every small ε > 0, there exists a compact set Λ * ⊆ M and a positive integer m satisfying (i) Λ * is a locally maximal hyperbolic set and topologically mixing with respect to f m . (ii) |h top (f | Λ ) − h µ (f )| < ε where Λ = Λ * ∪ f (Λ * ) ∪ · · · ∪ f m−1 (Λ * ). (iii) Λ is contained in the ε-neighborhood of the support of µ.
(iv) d(ν, µ) < ε for every ν ∈ M f (Λ), where d is a metric that generates the weak* topology. (v) There is a dominated splitting T Λ M = E 1 ⊕ < E 2 ⊕ < · · · ⊕ < E l on Λ with dim E i = n i , and
for every x ∈ Λ, k ≥ 1 and 0 = u ∈ E i (x), i = 1, · · · , l.
This paper is motived by Katok [10] , Avila, Crovisier, Wilkinson [2] and Cao, Pesin, Zhao [6] . Katok [10] proved for a C 2 diffeomorphism f preserving an ergodic hyperbolic measure with positive entropy, there exists a sequence of horseshoes, and the topology entropy of f restricted to horseshoes can be arbitrarily close to the measure-theoretic entropy, implying an abundance of hyperbolic periodic points. Mendoza [14] proved that an ergodic hyperbolic SRB measure of C 2 surface diffeomorphism can be approximated by a sequence of measures supported on horseshoes and the Hausdorff dimension for horseshoes on the unstable manifold converges to 1. Katok and Mendoza also elaborated on the related results in the part of supplement of [11] . Avila, Crovisier, Wilkinson [2] explicitly gave a dominated splitting T Λ M = E 1 ⊕ < · · ·⊕ < E l on each horseshoe Λ and the Lyapunov exponential approximation in each subbundle E i is obtained over Λ, for i = 1, 2, · · · , l. For C r (r > 1) maps, results related to Katok's approximation were obtained by Chung [7] , Gelfert [8] and Yang [17] . For every ergodic invariant measure µ with positive entropy for C 1+α nonconformal repellers, Cao, Pesin, Zhao [6] constructed a compact expanding invariant set with dominated splitting corresponding to Oseledec splitting of µ, and for which entropy and Lyapunov exponents approximate to entropy and Lyapunov exponents for µ. Then Cao, Pesin, Zhao [6] used this construction to show the continuity of sub-additive topological pressure and give a sharp estimate for the lower bound estimate of Hausdorff dimension of non-conformal repellers. Lian and Young extended the results of Katok [10] to mappings of Hilbert spaces [12] and to semi-flows on Hilbert spaces [13] . In the case of Banach quasi-compact cocycles for C r (r > 1) diffeomorphism, for an ergodic hyperbolic measure with positive entropy, Zou and Cao [18] constructed a Horseshoe with dominated splitting corresponding to Oseledec splitting of µ for cocycles, for which there are entropy and Lyapunov exponents's approximations.
Gelfert [9] relaxed the smoothness to C 1 . Gelfert's results assert the following: let f be a C 1 diffeomorphism of a smooth Riemannian manifold, and let µ be an ergodic hyperbolic f -invariant Borel probability measure whose support admits a dominated splitting T supp µ M = E s ⊕ < E u . Assume that (f, µ) has positive measure-theoretic entropy. Then she proved the analogous results of Katok [10] . In this paper we assume the splitting
is dominated. We also prove the existence of locally maximal hyperbolic sets (horseshoes) in a neighborhood of the support set of µ by using Katok's technique. Moreover we use some properties of the dominated splitting to show the invariance of the cones. Then we obtain a dominated splitting T Λ M = E 1 ⊕ < · · · ⊕ < E l on each horseshoe Λ. We also use the properties of C 1 nonuniform hyperbolic dynamical systems to prove the approximation of Lyapunov exponents on each subbundle E i over Λ (see (1.1)). We didn't use the Lyapunov charts and Lyapunov norm in the proof.
The remainder of this paper is organized as follows. In Section 2, we recall some related notations, properties and theorems. Section 3 provides the proof of the main result.
Preliminaries
Let M be a compact Riemannion manifold, and f be a C 1 diffeomorphism from M to itself. Let dim M be the dimension of M. For x ∈ M , we denote
which are respectively called the maximal norm and minimum norm of the differ-
where · is the norm induced by the Riemannian metric d on M . Let n be a natural number we define a metric
A subset E of M is said to be (n, ρ)-separated with respect to f if x, y ∈ E, x = y, implies d n (x, y) > ρ.
2.1. Dominated splitting. Mañé, Liao and Pliss introduced independently the concept of dominated splitting in order to prove that structurally stable systems satisfy a hyperbolic condition on the tangent map. We recall the definition and some properties of the dominated splitting(see Appendix B in [3] ).
exists N ∈ N such that for every i < j, every x ∈ K, and each pair of unit vectors u ∈ E i (x) and v ∈ E j (x), one has
Remark 2.1.
(1) We can assume N = 1 for a smooth change of metric on M .
(2) The dominated splitting
The dominated splitting is unique if one fixes the dimensions of the subbundles. (5) Every dominated splitting is continuous, i.e. the subspaces E i (x), i = 1, 2, · · · , k, depend continuously on the point x.
Preliminaries of Lyapunov exponents.
We review the Oseledec's Theorem which contains the definitions of the Oseledec's basin, the Oseledec's splitting, the Lyapunov exponents and the multiplicities. 
are called the Lyapunov exponents, and n 1 , n 2 , · · · , n l are called the multiplicities.
In the result to follow, we will review the Lyapunov exponents as a limit of Birkhoff sums in terms of d (·) f N for natural numbers N large enough, which is computed in [1] .
be an ergodic invariant probability measure, and E ⊆ T supp(µ) M be a df -invariant continuous subbundle defined over the support of µ. Let λ + E be the upper Lyapunov exponent in E of the measure µ. Then, for any ε > 0, there exists an integer N 1 (ε) such that, for µ almost every point x ∈ M and any N ≥ N 1 (ε), the Birkhoff averages
converge towards a number contained in [λ
, where k goes to +∞. The following Lemma is analogous. Lemma 2.2. Let f be a C 1 -diffeomorphism, µ be an ergodic invariant probability measure, and E ⊆ T supp(µ) M be a df -invariant continuous subbundle defined over supp(µ). Let λ − E be the lower Lyapunov exponent in E of the measure µ. Then, for any ε > 0, there exists an integer N 2 (ε) such that, for µ almost every point x ∈ M and any N ≥ N 2 (ε), the Birkhoff averages
converge towards a number contained in (λ
, where k goes to +∞. Proof. It is a slight modification of the proof of Lemma 2.1. We omit it here.
2.3. (ρ, β, γ)-rectangle of a compact subset. Let (f, M ) be as above and µ be a hyperbolic ergodic f -invariant Borel probability measure on M . For µ almost every x ∈ M , denote the Lyapunov exponents by
and the corresponding decomposition of its tangent space by
, where
Similarly we can define an admissible s-rectangle in R(x).
Gelfert [9] proved that there is a finite collection of (ρ, β, γ)-rectangles for (f, M, µ). We only state the lemma here. See Lemma 2 in [9] for a proof. We also refer to [11] for more information about (ρ, β, γ)-rectangles. Lemma 2.3. Let f be a C 1 -diffeomorphsim of a compact Riemannian manifold M and µ be a hyperbolic ergodic f -invariant Borel probability measure on M . Assume that
, a constant β = β(ρ, δ) > 0 and a finite collection of (ρ, β, 
2.4.
A necessary and sufficient condition for hyperbolic sets. Let T x M = F (x) ⊕ G(x) be a splitting of the tangent space at x ∈ M and let θ ∈ (0, 1) be small, we define the cones at x with respect to this decomposition of T M by
, w ∈ G(x) and w ≤ θ v , and
and w ∈ G(x). Similarly we can define π G (x). The following Theorem is Theorem 6.1.2 in [5] , which gives a characterization of hyperbolic sets in terms of cones. 
a constant λ ∈ (0, 1), and a continuous function θ : Λ → R + such that for x ∈ Λ,
The proof of the main theorem
This section provides the proof of the main result stated in Section 1. First of all, we construct the subset Λ * of M by using Katok's technique [10] and Λ * is f m -invariant for some sufficiently large positive integer m.
We give that Λ is in a neighborhood of supp µ. Then we use some properties of the dominated splitting and C 1 nonuniform hyperbolic dynamical systems to prove Lemma 3.2 and Corollary 3.1. We also obtain a dominated splitting T Λ M = F j ⊕ G j over Λ for each j = 1, 2, · · · , l − 1 in the proof of Lemma 3.2. Therefore Lemma 3.2 and Theorem 2.2 tell us that Λ * is a hyperbolic set with respect to f m . Finally we prove there is a dominated splitting T Λ M = E 1 ⊕ E 2 ⊕ · · · ⊕ E l corresponding to Oseledec subspace over Λ, where
Proof. Since the splitting
is a dominated splitting. Therefore the angles between E i (x) and E j (x) are uniformly bounded from zero for every i, j ∈ {1, 2, · · · , l} with i = j and x ∈ supp(µ). Combing with Remark 2.1, there is a small 0 < ε 0 < 1 satisfying the two properties:
(1) we can extend the dominated splitting
to a continuous splitting in the ε 0 -neighborhood U(ε 0 , supp(µ)) of supp(µ). (2) for any x, y ∈ M with d(x, y) < ε 0 , there exists a unique geodesic connecting x and y.
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For every j ∈ {1, · · · , l − 1} we denote
It is easy to see
for any x ∈ U(ε 0 , supp(µ)). For any small θ ∈ (0, 1), x, y ∈ U(ε 0 , supp(µ)) with d(x, y) < ε 0 and every u ∈ C Gj θ (y)
where a = min
By Katok's entropy formula, for each δ ∈ (0, 1) we have
where N (µ, n, ρ, δ) denotes the minimal number of (n, ρ)-Bowen balls that are needed to cover a set of measure µ at least 1 − δ.
, for any ε ∈ (0, ε 0 ) with λ l (µ) − 3ε > 0 and ϑ − 8ε > 0, there exists 0 < ρ 1 < min{ρ 0 , ε 2 } and a positive integer N 4 such that any ρ ∈ (0, ρ 1 ) and n ≥ N 4 we have
By Lemma 2.1 and Lemma 2.2, there exists a subset Ω ⊆ M with µ(Ω) = 1, and for the previous ε > 0,
Fixing any L 0 > max{N 1 (ε), N 2 (ε), N 4 }, by the Egornov theorem, for δ as above, there exists a compact subset Ω δ ⊂ Ω with µ(Ω δ ) > 1 − δ 3 and a positive integer K ε > 1 such that for any x ∈ Ω δ and k ≥ K ε , j = 1, 2, · · · , l − 1, we have
For the above ε > 0, there exist small 0 < ρ 2 < ρ 1 and ζ 0 > 0 so that for every
4)
whenever d(x, y) < ρ 2 and ∠(u, v) < ζ 0 . For any 0 < ζ < ζ 0 , there exist small ρ 3 ∈ (0, ρ 2 ) and small θ 0 ∈ (0, 1) such that if x, y ∈ V with d(x, y) < ρ 3 , then ∠(w 1 , w 2 ) < ζ for any 0 = w 1 ∈ C i θ0 (x), 0 = w 2 ∈ C i θ0 (y) and i ∈ {F j , G j }. Pick a countable basis {ϕ i } i≥1 (nonzero) of the space C 0 (M ) of all continuous functions on M . Recall that the space of f -invariant probabilities M f (M ) can be endowed with the metric d :
where ϕ ∞ := sup x∈M |ϕ(x)|. Let J be a positive integer satisfying
for any x, y with d(x, y) ≤ ρ, j = 1, 2, · · · , J. Let χ := λ(µ) = min 1≤i≤l |λ i (µ)|. For ρ > 0 and δ > 0 as above, by Lemma 2.3, there exists a compact set Λ H = Λ H (ρ, δ, χ 2 ) with µ(Λ H ) > 1 − δ 3 , a constant β = β(ρ, δ) > 0 and a finite collection of (ρ, β, χ 2 )-rectangles R(q 1 ), R(q 2 ), · · · , R(q t ) with q j ∈ Λ H so that Λ H ⊆ ∪ t j=1 B(q j , β). Let P be a finite measurable partition of Λ H ∩ Ω δ ∩ supp(µ) so that P (q j ) ⊆ B(q j , β) for j = 1, 2, · · · , t. We can take P as follows:
ϕ j ∞ for any m ≥ n and j = 1, 2, · · · , J .
Proof. Let
It is easy to see A n = ∪ t j=1 A n,j . For any P j with µ(P j ) > 0 and small τ > 0, denote
for n large enough. This yields that x ∈ A n,j . Thus A τ n,j ⊆ A n,j . Then we have lim
for any m ≥ n and 1 ≤ j ≤ J .
Birkhoff Ergodic Theorem tells us that
Combining with (3.7),
This shows the lemma.
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We proceed to prove the main theorem. Taking
N5ε , where
, and x belongs to the ε-neighborhood of supp(µ) ,
Choose P ∈ P with
. Possibly neglecting some points in E then we can guarantee that
By the definition of the partition P, there exists q ∈ {q 1 , q 2 , · · · , q t } such that
are admissible s-rectangle and u-rectangle in R(q) respectively for some number λ > 0.
Notice that for any
, and j = 1, 2. Then we have
By the construction, Λ * is locally maximal with respect to f m and to the closed neighborhood ∪ t i=1 R(q i ). It also implies that f m | Λ * is topologically conjugate to a full two-side shift in the symbolic space with Card(∆ m ∩ P ) symbols. Let 
We claim that Λ is in a neighborhood of supp(µ).
Proof. By the construction of Λ and the definition of R(q), for any y ∈ Λ, ∃x ∈
It follows from Lemma 3.2 and Corollary 3.1 below that there is a dominated splitting, corresponding to Oseledec subspace on horseshoes, and the approximation of Lyapunov exponents by horseshoes. Lemma 3.2. Let ε, θ 0 , ρ, m and Λ * be as above. For any small θ ∈ (0, θ 0 ), there exists 0 < η < 1 such that for every y ∈ Λ * , j ∈ {1, 2, · · · , l − 1} and n ∈ Z,
Moreover for any nonzero vectors
Furthermore, for any nonzero vectors v ∈ C
Proof. We only prove the statements for G j with respective to f m , since the other statements for F j with respective to f −m can be proven in a similar fashion. First of all, we prove the df m -invariance of the cones of G j . For any y ∈ Λ, by Claim 3.1, there is x ∈ supp(µ) such that d(x, y) < ρ. Since x ∈ supp(µ),
is dominated. By Remark 2.1, choosing a approximate norm with N = 1, for each pair of unit vectors u F ∈ F j (x) and
As d(x, y) < ρ < ρ 0 , applying (3) and (4) we have for every unit vector v ∈ C Gj θ (y),
40 ∈ (0, 1). This yields that for any y ∈ Λ,
(3.11)
Similarly we can prove
for any y ∈ Λ and n ∈ Z. Since Λ * ⊆ Λ, we complete the proof of the first statement of this lemma.
To prove the second statement of the lemma, we first define the families of sets F j and G j which are in the cone of F j and G j respectively. For any y ∈ Λ * , let
yields that the families of sets F j and G j are df -invariant. By Lemma 3.3 below, the splitting
is continuous for any z ∈ Λ. From the construction of F j , G j and (3.11) we obtain
(3.12)
Since θ 0 is small, θ ∈ (0, θ 0 ) and the splitting
is continuous for any z ∈ Λ, then there exists a constant κ > 0 (independent of z ∈ Λ) satisfying κθ < 
. We may as well assume n = 0 and denote x 0 = x. The proof of n = 0 is parallel to that of n = 0. By
where m = pL 0 + q, p, q ∈ N and 0 ≤ q < L 0 . Lemma 3.3 and Remark 2.1 tell us that
This implies
(3.8) and m ≥ N 5 tell us that
It follows that
Since λ j (µ) < λ j+1 (µ) and ε > 0 small enough with −ϑ + 8ε < 0, then
can be small enough for m large enough. Thus
We can prove for any nonzero vector w ∈ C Fj θ (y),
by the same way. Therefore we complete the second statement of the lemma. Last but not the least, we prove the third statement of the lemma. For every
, by (3.13), we conclude
By (3.4), (3.3) and m > 4 log Q1 ε
, we have
It follows that Proof. For any z ∈ Λ, there is x ∈ supp(µ) such that d(x, z) < ρ. Since x ∈ supp(µ), T x M = F j (x) ⊕ < G j (x) is dominated. By (3.10) for small θ ∈ (0, θ 0 ), each pair of unit vectors u ∈ C For any unit vectors u ∈ F j (z) and v ∈ G j (z), from (3.12) we obtain u ∈ F j (z) ⊆ C Fj θ (z) and v ∈ G j (z) ⊆ C Gj θ (z).
Since d(z, x) < ρ, by (3), we have u ∈ C By construction of F j (z), G j (z) and the continuity of the decomposition T z M = F j (z) ⊕ G j (z), it follows that F j (z) and G j (z) contain two subspaces F j (z) and G j (z), respectively of the same dimension as that of F j (z) and G j (z). Since F j (z)∩ G j (z) = {0}, F j (z) ∩ G j (z) = {0}. Therefore T z M = F j (z) ⊕ G j (z). We claim that F j (z) = F j (z). In fact, let w ∈ F j (z) with w = w F j + w G j , w F j ∈ F j (z), w G j ∈ G j (z) and w = 1. If w G j = 0, by (3.14), we have for any n ≥ 1
because w F j ∈ F j (z) ⊆ F j (z), w ∈ F j (z) and w Gj ∈ G j (z) ⊆ G j (z). Therefore
Let n → ∞, it follows that w Gj = 0. Thus F j (z) = F j (z). Similarly we have G j (z) = G j (z). Therefore the splitting T Λ M = F j ⊕ G j is dominated.
The following result is extended Lemma 3.2 to Λ.
Corollary 3.1. Let ε, θ 0 , ρ, m and Λ be as above. For any small θ ∈ (0, θ 0 ), there exists 0 < η < 1 such that for every z ∈ Λ, j ∈ {1, 2, · · · , l − 1} and n ∈ Z, 
