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Abstract 
Chen, P., The communication complexity of computing differentiable functions in a multicomputer 
network, Theoretical Computer Science 125 (1994) 373-383. 
Employing Abelson’s multistage model of distributed computation, we study the amount of 
intercomputer communication required for a differentiable function to be computed in a multicom- 
puter network, under the assumption that each computer in the network has only partial informa- 
tion about the input data. We formulate a general approach for obtaining a lower bound on the 
amount of required information exchange among the computers in the network. Unlike other 
studies in this setting, where the lower bound results are obtained only for the special two-computer 
case and often for a certain particular class of functions, our approach makes it possible to obtain 
a lower bound result for a general multicomputer network and for any differentiable function. The 
lower bound obtained here is given in terms of a certain differential-geometric property of the 
function to be computed and is not merely asymptotic, in contrast o most lower bound results in the 
literature. Furthermore, the lower bound is fully constructive and computable. 
1. Introduction 
Many computation problems can be formulated as problems of computing a func- 
tion. In many practical situations, the input data for such a computation are initially 
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dispersed over a computer network. In such a situation, the desired computation can 
be carried out distributively by the computers in the network with the necessary 
communication among them. It is well realized that the intercomputer communica- 
tion required for such a computation can be a prominent factor in the computation 
time for certain problems (see e.g. [S]). In the light of this fact, distributed algorithms 
for this type of problems should be designed in such a fashion that the intercomputer 
communication is kept to a minimum. To this end, a good understanding of the 
communication complexity, i.e. the minimum communication required, of the compu- 
tation problem is needed. 
In this paper we pursue this line of inquiry for the general problem of computing 
a differentiable function under the assumption that the input data are dispersed 
among the computers in the network and aim at determining the minimum commun- 
ication required for such a computation. Unlike most studies on communication 
complexity in the literature, our work is in a continuous and differentiable setting. The 
model we use is due to Abelson [I], whose main features are the following. The 
computation by and communication between the computers are modelled as a syn- 
chronized multistage process; the messages are assumed to be real valued and the 
communication protocols are assumed to be differentiable functions. In this setting, 
we formulate a general approach for obtaining a lower bound on the amount of 
information exchange among the computers required for the network to perform the 
desired computation. Unlike other studies along this line (e.g. [l, 6,7]), where lower 
bound results are obtained only for the special two-computer case and often for 
a certain particular class of functions, our approach makes it possible to obtain 
a lower bound result for a general multicomputer network and for any differentiable 
function. The lower bound obtained here is given in terms of a certain differential- 
geometric property of the function to be computed and is not merely asymptotic, in 
contrast to most lower bound results in the literature. Another feature of the lower 
bound is that it is universal in the sense that it does not depend on the interconnection 
configuration of the network nor on which computers are to output what results. 
Furthermore, our lower bound is fully constructive and computable. 
The paper is organized as follows. Abelson’s multistage model of distributed 
computation is recalled in Section 2. Our approach is presented and the lower bound 
is obtained in Section 3. In Section 4, the computability of the lower bound is 
demonstrated and applications to several matrix computation problems are illus- 
trated. Finally in Section 5, some concluding remarks are offered. 
2. Abelson’s multistage model of distributed computation 
Suppose we want to compute a function F: Rkl x ... x lRks-rRm in a network of 
s fully interconnected computers, denoted by CX1,. . . , CX,, and suppose that com- 
puter CXi has access to data XiE(Wki only, i= 1, . . . . s. The distributed computation of 
F(x l,..., x,) is modelled by a synchronized multistage process. Each stage consists of 
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a computation phase and a communication phase. Every computer in its computation 
phase performs some computation based on its private data and messages received 
from the other computers in the previous stages; every computer in its communication 
phase communicates with the other computers by sending and receiving messages. 
During each stage all computers compute and then communicate concurrently; the 
whole process is synchronized by the stages. At the initial stage, every computer 
computes some values solely based on its private data and then sends them to other 
computers. Let filj(xi) denote the (real) values that CXi computes and sends to CXj at 
the initial stage. At the second stage, every computer computes some (real) values 
based on its private data and the messages received from the other computers at the 
initial stage and then sends them to the other computers. Let fi”(xi; mii, . . . , m~i) 
denote the values that CXi computes and sends to CXj at the second stage, where 
m:i=f:i(xr) denotes the messages that CXi receives from CXI at the initial stage. In 
general, at the kth stage, every computer computes some values based on its private 
data and the messages received from the other computers in the previous k- 1 
stages and then sends them to the other computers. Let ffj(xi; m:i, . . . . 
1 k-l m,i ,..., lllli ,..., m,i k-1) denote the values that CXi computes and sends to CXj at the 
kth stage, where mpi =f; denotes the messages that CXi receives from CXI at the pth 
stage. This process is to continue until the values F(xi, . . . , x,) of the function F can be 
computed and output by some computer at some, say the rth, stage. (A minor 
extension can be made so that the values F(xl, . . . , x,) are allowed to be output by 
different computers at different stages. Our result still holds, as will be clear later.) The 
function f fj are called communication protocols. Typically, some kind of regularity 
assumption should be imposed on communication protocols to avoid uninteresting 
cases. In this paper they are assumed to be differentiable functions. This implies that 
we assume in this idealized model all computers are able to compute the differentiable 
function and to communicate the real number to perfect precision. For a given 
computation problem F, what the communication protocols should be is a design 
issue for such a computation process, which can be viewed as a distributed algorithm 
for computing F. Without loss of generality, assume that the values F(xl, . . . , x,) are 
finally computed and output by CXi. F(xl, . . . . xs)= f’(xl;mil, . . . , rnil, . . . , 
r-l 
m2, ,,..,s r-1). Let Ufj denote the number of components in function ft. The 
communication complexity Nl of this process is defined to be the total number of 
real-valued messages that need to be transmitted between the computers in the 
network in order to compute the values F(xl, . . . . x,), namely, 
r-2 
Nl= C 1 $j+ 1 al;‘. 
k=l i+j i>l 
The subscript 1 indicates that CX, is used to output the result. Note that the messages 
rni]r ’ for j # 1 are not counted because they are not used in computing F(xl, . . . , x,), so 
there is no need to transmit them. The communication complexity of computing Fin 
such a distributed network is defined to be the minimum of the communication 
complexity of all multistage processes that compute F. 
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To illustrate, consider computing in a three-computer network function 
F : Rkl x Rk2 x Rka+R, defined by 
F(x3YJ)= 5 xi(P2(Yl))i+ F Yi(P3Czl))'+ F Zi(Pl(Xl))‘, 
i=l i=l i=l 
where pl, p2, p3 are functions. Assume that the computers CX, CY, CZ have access 
only to the partial data x,y, z, respectively. This function can be computed by 
a three-stage process as follows. At the first stage, CX computes pl(x,) and then sends 
it to CZ; CY computes p2(yl) and then sends it to CX; CZ computes p3(z1) and then 
sends it to CY. At the second stage, CX, CY, CZ are able to compute C:l i xi( pz( y I))‘, 
1:: 1 yi(p3(z,))‘, 1:: 1 Zi(pl (x~))~, respectively, with their partial data and the messages 
received at stage one. Then by having, for example, CY and CZ send CFi I yi(p3(~l))~ 
and cf’ 1 Zi(pl (xl))‘, respectively, to CX, CX is able to compute and output the result 
F (x,y, z) at the third stage. We see that in this process 5 messages must be transmitted 
between CX,CY, and CZ, so the communication complexity of this process is 5. 
A question naturally arises. Is this the best that we can do in terms of the number of 
messages transmitted? Is there a multistage process that computes F with commun- 
ication complexity less than 5? What is the communication complexity of computing 
this function F? These questions will be answered later by our lower bound result. 
3. The equilibrium model and the lower bound 
Suppose F: Rkl x ... x lRks+Rm can be computed by a multistage process with 
communication complexity Ni =Ci1: xi+ jafj+Ci, 1 a~;‘, as described in Section 2. 
Let mfj denote the message variables and m* the output; then we have 
m&=ftj(Xi), i#j, 
mfj=ffj(xi;mii ,..., m$ ,..., m:;‘,..., &‘), i#j, k=2 ,..., r-2, 
m~;‘=f;;‘(Xi;m:i ,..., rnii ,..., m;;‘,..., rn:;‘), i>l, 
mr=fr(xl;m~, ,..., mfl ,..., m;;‘,..., m:;‘). 
This set of equations can be rewritten as 
4i(Xi;p)=O, i=l,...,s, (3.1) 
where p = (mfj, m’), which has N1 + m components, is the vector of message variables, 
~l(XlrP)=(m~j--f~j~m’ -f’), which has Cl;:: Cj, 1 atj+m components, is the col- 
lection of equations that contain xl explicitly, and &(xi, p)=(m:--ffj), which has 
C’,l: xjz iaFj+ ai; ’ components, is the collection of equations that contain Xi ex- 
plicitly, i = 2, . . . , s. 
For given data (xl, . . . , xs), the message variables p are uniquely determined in (3.1). 
The values of F, F(xl, . . . , xs), can be computed simply from the messages .u, namely, 
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Ox 1,. . . , x,) = m’= h(p), where h is an appropriate projection function. This relation- 
ship can be summarized succinctly in the following so-called Mount-Reiter [8] 
diagram, which has been used to study resource allocation processes in economics: 
(3.2) 
The Mount-Reiter diagram models the notion of integrating distributed informa- 
tion via messages and then converting these messages into the output. It is a com- 
mutative diagram in the following sense. For each set of data (xi,. . . , x,), F(xl, . . . , x,) 
can be computed by first solving for the message variables p in (3.1) and then 
evaluating the function h on the messages p, i.e. F(xl, . . . , x,) = h( p), where p is solved 
from (3.1). For our present purpose, we call (4i,. . . , 4,; R”; h) an equilibrium model of 
computing F if the commutative diagram (3.2) holds, and we call [w” its message space. 
From the above description, we see that a multistage process of computing F leads 
naturally to an equilibrium model of computing F. Note that the dimension n of the 
resulting message space is exactly the number of message variables, i.e. N, + m. So we 
see that a multistage process of computing F with communication complexity N can 
be converted into an equilibrium model of computing F with a message space of 
dimension N + m. Hence, we have proved the following proposition. 
Proposition 3.1. Let F: Rkl x ‘.. x Rks - R” be a function. If F can be computed 
by a multistage process with communication complexity N, then F can be computed by an 
equilibrium model with a message space of dimension N + m. 
For what follows, we shall impose a smoothness condition on all functions in- 
volved. Hence, the function F to be computed is assumed to be C2, the communication 
protocols f fj (i.e. the message functions), local computation including f’ by each 
computer and the function h are all assumed to be C2. 
Definition. An equilibrium model (4i,. . . , 4,; R”; h) is said to be eficient if the 
Jacobians Vx,@i, i= 1,. . . , s, are all of maximal rank. A multistage process is said to be 
ejkient if the equilibrium model that it converts to is efficient. 
An efficient multistage process is free of redundancy in information exchange, 
hence, is able to achieve the minimum communication complexity. The following 
proposition shows that an equilibrium model that is not efficient does not achieve 
minimality in the dimension of the message space in computing F. 
Proposition 3.2. If F can be computed by an equilibrium model which is not efficient with 
a message space of dimension n, then F can be computed by an efficient equilibrium model 
with a message space of dimension less than n. 
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Proof. Suppose (&, . . . , 4,; R”; h) is the equilibrium model that computes F and is not 
efficient. Let ~(xi, . . . . x,) be the solution for p in (3.1). Differentiating (3.1) yields 
SOaCL(Xl,...,x,)la(xl,..., x,)isnotofmaximalranksincea(~,,...,~,)/a(x,,...,x,)is 
not. Hence, the component functions pi (xi, . . . , x,), . . . , p,,(xl, . . . . x,) of ,u(x~, .. . , x,) 
are functionally dependent. Suppose that their rank is Y < n. Without loss of generality, 
we can assume that 
,&(X1,..., Xs)=yi(~L1(xl,...,Xs),...,~LI(X1,...,X,)), i=r+L...,n, 
for some functions yr+r,...,yn. Let h”: R’+R” and I/~,...,$, be defined as 
h”(P 1,...,~,)=h(~L1,...,~L,, Yr+l(~l,...,~L*),...,Yn(~Ll,...,~~)), 
$i(Xi;Plv...9 Pr)=4i(Xi;Plr...9 ~L,,y,+l(~~,...,~~),...,Yn(~L1,...,~Lr)), 
i=l , . . . , s, then 
SO a(ll/l,...,lCls)ia(~l,..., p,) is of maximal rank since a($, ,..., &)/a(pr ,..., pL,) is. 
Therefore, we can delete some components in each of $i , . . . , t,bs to get 6,). . . , Js such 
that the I x Y square matrix a(&,, . . . , &)/&, . . . , pL,) is of maximal rank. It is easily 
checked that the equilibrium model ($i, . . . , Js”,; R’; h”) is efficient and computes F. 0 
For an equilibrium model to compute F: Rkl x . .. x Rks+Rm, the message space R” 
has to be large enough, i.e. the dimension n has to be large enough. In [3,4], the 
following theorem is proved, which gives a necessary condition on the dimension of 
the message space of an efficient equilibrium model that computes F= (F I,. . . , F “). 
Theorem 3.1. Let F: Rkl x ... x Rks-+Rm be C2 and UG Rk’ x ... x RkS be open. If 
F can be computed in U by an eficient equilibrium model with a message space of 
dimension n, then the following condition must be satisfied in U: 
uiA...A~,,+~=o, Vu, ,..., u,,+i~{Qf, dQ:li=l,..., s; k=l,..., m}, 
where 
Qf= 2 zdxy), 
j=l a+ 
i=l,..., s; k=l,..., m, 
are deferential one-forms, dQ: is the differential two-form obtained by applying the 
d$erential operator d on Q f, and v1 A ... A v,+ 1 is the wedge product of the differential 
formsv, ,..., v,+~. Also x8’ denotes the jth component of xi. (A treatment of d@erential 
forms, the differential operator, and the wedge product can be found in any standard 
textbook on differential geometry, for example [9].) Note that the deferential forms 
vl,. . . , v, + 1 in the theorem need not be distinct. 
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Theorem 3.1 implicitly gives a lower bound for the dimension of the message space 
of efficient equilibrium models that compute F. 
Corollary 3.1. Let F and U be as in Theorem 3.1. Zf F can be computed in U by an 
ejficient equilibrium model with a message space of dimension n, then 
n~min{tIvlA...Av,+l=O, VV~,...,~~+~~W} 
or equivalently 
n>max{tIu,A... Av,#O,forsome v1 ,..., VIEW}, 
where W={Q!,dQ:li=l,..., s; k=l,..., m}. 
Combining Corollary 3.1 with Propositions 3.1 and 3.2, we obtain the following 
lower bound on communication complexity. 
Theorem 3.2. Let F : Rkl x . . . x Rks-+lRm be C2 and U G Rkl x ..’ x RkS be open. If 
F can be computed in U by a multistage process with communication complexity N, then 
N~min{t~v,A~~~Av,+,=O, Vvl,...,v,+l~W}-m 
or equivalently 
N2max{tIv,A ‘..Av,#O, for some v1 ,..., v,EW}-mm, 
where W= {Q:, dQf Ii= 1, . . . . s; k= l,..., m} and 
Q;=j$I $dx:“. 
J 
Once again note that the d#erentialforms vl,. . . , vt+ 1 in the theorem need not be distinct. 
In the case where s=2 and m = 1, namely, a scalar function F (x,y) is to be 
computed by a two-computer network, the set in the theorem W= {Qx, QY, dQ,, dQ,), 
where 
The lower bound is given by max (t 1 v1 A ... A v, #O, for some vl,. . . , V,E W} - 1, which 
can be shown to be equal to the rank of the following matrix minus one: 
Fx,y, ... Fx,ytz F,, 
FxzYz ... Fx2yk> Fx, 
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where 
a2F 
Fqy, = ~ 
i?Xi dyj ’ 
F =!? 
” i3yj’ 
i=l ,..., ki;j=l,..., k2. 
So we have the following corollary. 
Corollary 3.2. Let F : UP1 x Rk2-+R be C2 and 
computed in U by a multistage process with 
N>rankBH(F)-1. 
U G lRkl x Rk2 be open. If F can be 
communication complexity N, then 
Note that in this special case our lower bound is similar to that of Abelson [l]. 
Indeed, they can differ by at most 1. 
4. Computability of the lower bound and some applications 
From Theorem 3.2, we see that the lower bound for the communication complexity 
of computing F is the smallest of all numbers t minus m such that any t + 1 (not 
necessarily distinct) differential forms from the set W have wedge product zero, or 
equivalently, is the largest of all numbers t minus m such that there are t (not 
necessarily distinct) differential forms from the set W whose wedge product is not zero. 
This lower bound has the desirable feature that it is practically computable, because 
computation of differential forms, the differential operation, and the wedge product 
can be easily carried out either numerically or symbolically on the computer. A primi- 
tive algorithm for computing the lower bound is as follows. 
Algorithm for lower bound computation 
(1) input function F; 
(2) compute set W; 
(3) let W*= W; 
(4) let lower bound =O; 
(5) while W* is not empty do 
let W* be the set of all w1 Aw2 which are not zero, where WOE W* and w2e W; 
lower bound = lower bound + 1 
endwhile; 
(6) lower bound = lower bound - m; 
(7) output lower bound. 
It is also worth pointing out that the computation of the lower bound is highly 
parallelizable and can be implemented by parallel or distributed algorithms. 
As an illustration, we now use Theorem 3.2 to answer the question posed in 
Section 2. We have seen that function F : Rkl x RkZ x Rk3+R, defined by 
F(~,.v,z)= ? xi(Pz(Yr))i+ 5 Yi(PJ(zi))i+ g Zi(Pl(x,))‘, 
i=l i=l i=l 
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can be computed by a multistage process with exchange of 5 messages. By applying 
Theorem 3.2 we can show that no multistage process can compute this function with 
exchange of fewer than 5 messages. To simplify the calculation, assume that the 
functions pi, pz, p3 are all the identity function. It can be calculated that the set in 
Theorem 3.2 W= {Qx, Qy, Qz, dQ,, dQ,, dQ,}, where 




Zl+ F iXiy;-' dy,+ 5 
) 
Zi dyi 9 
i=l i=Z 
dQy=( g1 iyi-’ dxi)Adyl-( i1 iz\-’ dgi)hdzi, 
dQ,=( if1 i$‘dyi)Adzi-( icl ix’;-‘dzi)Adxr. 
It can be verified that 
QxAQ, AQzAdQxAdQxAdQ, 
)( 




So by Theorem 3.2, the lower bound is 5. Any multistage process that computes this 
function needs to transmit at least 5 real values between the computers. The three- 
stage process described in Section 2 is optimal in that it requires the minimum 
intercomputer communication. 
As another illustration, consider computing the determinant of an n x n matrix 
A=(aij)nxn in an n-computer network under the assumption that computer CXi has 
access to column i only, i = 1,. . . , rl. It k easy t0 See that Qi = xz = 1 Aki dUki, where Aki k 
the algebraic cofactor of ski. It can be calculated that for A =I, xn, the n x n unit 
matrix, Qi = daii, dQi = Cl: = 1 (d&k daii - daik da,,), i = 1,. . . , II. It can further be verified 
that 
( ~Q~)~(~~~dQ~~i)~(~l)i”~l~n~z(~~t!)d~~~~-_da.~~O~ 
So we obtain the following lower bound from Theorem 3.2. 
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Corollary 4.1. Computing the determinant of an n x n matrix in a network of n computers 
as described above has a communication complexity of at least n(n+ 1)/2- 1. 
As a final illustration, consider solving a system of n linear equations in n un- 
knowns, AX= b, in an n-computer network under the assumption that different 
columns of the coefficient matrix A are accessed by different computers and b is 
accessed by all computers. This is equivalent to computing X= A-lb (assuming that 
A is invertible). It can be calculated that for A =I, xn, the n x n unit matrix, 
Qf=-bidali, i=l,..., n; l=l,..., n. SO 
l&li&lQ~=(-lY" (,~~bl)da,,...da..ZO, 
if all bi#O. So from Theorem 3.2 we obtain the lower bound n2 -n, which is the 
obvious upper bound. 
Corollary 4.2. Solving a system of n linear equations in n unknowns in a network of 
n computers in the way described above has communication complexity n2 -n. 
Abelson [l] also considered computing the determinant of an n x n matrix and 
solving a system of linear equations in such a setting. He applied his lower bound for 
the two-computer case to the n-computer network by dividing the whole network into 
two halves in all possible ways and obtained a lower bound of n2/2 for the problem of 
computing the n x n determinant and a lower bound of n(n- 1)/2 for the problem of 
solving a linear system. So the lower bound we obtain here for the problem of 
computing the determinant provides some improvement, while the lower bound we 
obtain here for the problem of solving a linear system is the best possible. 
The problems of computing the determinant and of solving the linear system are addi- 
tional examples of computation problems for which the communication cost is a signifi- 
cant part of the total computation cost. It is known (see e.g. [2, Section 2.23) that without 
considering the communication cost the complexity of typical algorithms for the two 
problems using n computers is O(n*), to which the communication cost is comparable. 
5. Concluding remarks 
Our lower bound result is a very general one. It can be used to obtain a lower 
bound on the communication complexity for any distributed computation problem as 
long as the problem can be formulated as the problem of evaluating a differentiable 
function. This class of problems includes many that are of theoretical significance as 
well as many that are found in practical numerical computation. For example, many 
matrix computation problems are of this kind. 
On the other hand, the lower bound so obtained is not always tight. It is easy to see 
that the best possible value that can be obtained from the bound for computing 
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a function F : R” x --. x R” (n times)+R is n(n+ 1)/2- 1, which is unlikely to be the 
absolute upper bound. It seems that there exists a function that has a communication 
complexity as high as n2 -n, which is the obvious upper bound and can be achieved 
by having one computer receive all the data from the other computers and all the 
computation done there. If that is the case, then the lower bound still leaves much 
room for improvement. 
Also the lower bound may perform very poorly for some problems, for example, 
computing one single entry of the inverse matrix (X + Y)- ’ with two computers, 
where X and Y are two n x n matrices (see [6]), or solving a polynomial equation of 
the form Cl:,’ (Xi + yi)Zi = 0 with two computers (see [7]). It is, therefore, desirable to 
understand for what kind of problems the bound performs well and for what kind of 
problems it does not. 
Finally, we mention the question that is still left open by our lower bound result, 
namely, to determine the communication complexity of computing an n x n determinant. 
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