In recent literature, particularly interesting stimulus velocity-selective behaviors were found in the response properties of neurons belonging to the primary visual cortex (V1). In this work, 93 simple and complex cell receptive fields were obtained from the recordings of different experiments made on cats (DeAngelis, Blanche, Touryan) with reverse correlation and the spike-triggered covariance methods and then fitted with a three-dimensional Gabor model, so that cells are seen as minimizers of the Heisenberg uncertainty principle over both space and time. Analysis of the model parameters' cortical distribution suggests that V1 is spatiotemporally organized to maximize the resolution on the stimulus velocity measure.
INTRODUCTION
Understanding the functional architecture of the primary visual cortex (V1) in mammals has become a major subject within the neuroscience research field. Since the first publications of Hubel and Wiesel in the 1960s, many scientists from very different backgrounds have tried to make their contribution to the general objective of writing a mathematical model for the processes of visual perception and cognition [1] [2] [3] . As soon as electrophysiology permitted the recording of the activity of single cortical neurons, the concept of receptive fields (RFs) emerged, referring to the regions of the visual field associated with a neuron, which can modify its firing rate when stimulated. With the development of advanced RF reconstruction methodologies, it was demonstrated that their different sensitivity regions could be modeled with plane waves modulated in amplitude by a Gaussian envelope. These bidimensional Gabor functions led to the discovery that cortical neurons are designed to efficiently solve the uncertainty between space/frequency localization of the visual stimulus [4] [5] [6] .
Further studies showed the great importance of the temporal dimension in the description of the elaboration that the brain performs on the visual signal coming from the retina [7] . Particularly interesting spatiotemporal behaviors were found in the response properties of neurons belonging to the lateral geniculate nucleus (LGN) and to V1, with excitatory and inhibitory subregions translating through time from the stimulus onset [8, 9] . In this study, 93 spatiotemporal RF profiles completely describing the response dynamics of V1 simple and complex cells belonging to adult cats were reconstructed via reverse correlation and spike-triggered covariance analysis, using stimuli taken from both spatiotemporal white noise distributions and natural scenes. Appropriate expedients were used in order to attenuate the effects that derive from using data recorded with different experimental procedures.
The aim of our study is to show that while spatiotemporal receptive profiles can be accurately approximated by the weighted sum of three-dimensional (3D) Gabors, their unique organization optimizes the spatiotemporal resolution, the precision with which a neuron can locate stimulus velocities. The 3D Gabor model minimizes uncertainties between localization in classical domains (the two spatial dimensions and the temporal dimension) and localization in Fourier domains (3D Fourier space), dictated by the general information theory's uncertainty principle [4, 10] . Approximating the raw data with this model and analyzing the results, we found relevant physiological constraints operating within the parameters characterizing cortical cell behavior. In fact, modeled spatiotemporal RFs do not span the whole parameter space and define a particular subspace that is sufficient to describe all simple and complex cells in V1. This subspace was identified, and an additional constraint operating within cortical cells has been proposed, a minimization of the uncertainty over velocity measurement.
In Subsection 2.A we briefly describe the reconstruction of the dataset used for the analysis. In Subsection 2.B we present the 3D Gabor model used in this paper to approximate the raw RFs' data, with an analysis of its main advantages and drawbacks. Subsection 3.A shows the distributions of some of the parameters extrapolated from the fitting process, while in Subsection 3.B we define a new kind of uncertainty over velocity measurement and calculate it for each RF in the dataset. Finally, in Section 4 we conclude these analyses and suggest possible future developments.
METHODS
A. RF Reconstruction Primary visual cortex simple cells can be seen as linear systems with multiple inputs, each referring to a different point within the RF, and a single output, followed by a nonlinear stage involving saturation and the generation of action potentials. The linear stage of these systems is fully characterized by a 3D spatiotemporal impulse response hx; y; t [11] . Intuitively, one can imagine this impulse response as a temporal sequence of spatial maps over the X-Y plane, one for every time instant after stimulation. This sequence can be played as a movie and is a convenient visualization that describes the spatiotemporal dynamics of the neural sensitivity of a given cortical cell (Fig. 1) .
The first dataset analyzed in this paper was downloaded from the Visiome Network, a web-based database system with a variety of digital research resources for vision science [12] . The package contained raw spike data file samples coming from electrophysiological recordings made on adult cats for a total of eight binocular simple cells. Stimuli were darkand bright-oriented bars projected at random positions within the RF of the cell being recorded. As these cells were responding to visual information coming from both eyes, two receptive profiles could be extracted from a single cell, representing the linear spatiotemporal behavior of the neuron with stimuli coming from the right or left eye. The data was shared by Ohzawa, who, with DeAngelis and other authors, used it to make a series of studies on cat simple cells, dealing with cell development, binocular disparity, and general cortical organization of simple cells in both adult cats and kittens [8, [13] [14] . The reverse correlation process was carried out by a software application released by Ohzawa together with the data.
We recovered a second dataset by analyzing neural data recorded from adult cats by Tim Blanche in the laboratory of Nicholas Swindale, at the University of British Columbia. Data were made available on the NSF-funded CRCNS data sharing website [15] . The stimuli utilized were natural scenes; thus, we utilized a modified version of the reverse correlation process for the reconstruction to avoid biased RF estimates. The details of this method can be found in [16] . We utilized only six RFs out of ten for the analysis in this work, all of them belonging to simple cells. As recordings were made using polytrodes through various cortical layers [17] , there was no prior assurance about the homogeneity of the cell types. In fact, we discarded four of the reconstructed profiles as they presented much more complicated behavior and a high level of noise.
Another dataset was downloaded from the CRCNS data sharing website [15] , obtained by extracellular recordings from V1 of anesthetized adult cats. Visual stimuli were 1D white noise (random bars) aligned to the preferred orientation of each cell. These experiments were specifically performed to measure the spatiotemporal RFs of cortical complex cells, and we utilized a spike-triggered covariance method, whose detailed description can be found in [18] , to reconstruct 71 spatiotemporal subunits (those features in the visual stimuli affecting the firing probability of a complex cell) driving the neural responses of 48 cells.
B. Receptive Fields Fitting with the 3D Gabor Model
The method that we utilized for modeling spatiotemporal simple cell profiles and complex cell subunits is based on the well-established 2D Gabor model that is conventionally used in describing cellular sensitivity upon the two-dimensional visual space [5] [6] 19] . This model is particularly significant, as Gabor himself in his groundbreaking paper on information theory showed that the family of functions that take his name is capable of locating an event, both in position and momentum, with the maximum precision possible, thus reaching the theoretical limit over the uncertainty of the measurement of two conjugate variables given by the uncertainty principle [10] :
where Δx and Δy are the uncertainty values over the localization along the x and y axes, while Δξ and Δη are the uncertainty values relative to the localization within the bidimensional Fourier domain. It is known that the notion of a bidimensional Gabor wavelet can be generalized from two spatial dimensions to three spatiotemporal dimensions (2D space and time) [20] [21] . This model can be simplified if one decides to sacrifice the information relative to the axis parallel to the elongated subregions direction in favor of a simpler description of a cell's spatiotemporal behavior: this is possible by summing each frame along the cell's preferred direction in order to reduce the model to a plane wave within an opportune spatiotemporal window, similarly to what is conventionally seen for profiles over two spatial dimensions:
where ω 0 is the temporal frequency determining, together with the spatial frequency perpendicular to the cell's preferred direction −η 0 ; ξ 0 , the velocity at which the excitatory and inhibitory subregions move within the area subtended by the RF. It is worth noting that in doing this, we lose information about the RF behavior along the y axis, but we are not precluding the model from minimizing the previously formulated uncertainty principle, as long as we suppose the RF has a Gaussian amplitude response along that direction. This simplified Gabor kernel was utilized to accomplish motion perception tasks even before the reverse correlation technique permitted the reconstruction of spatiotemporal RF profiles [20, 22] .
Thus, the spatiotemporal model results are very similar to the 2D spatial RFs, one of the principal differences being the Gabor kernel orientation:
When the 2D domain was merely spatial, this property referred to the orientation that a stimulus had to present to get the maximum response from the cell. Orientation in the spatiotemporal domain represents instead the optimal stimulus velocity ω 0 ∕ξ 0 : the more the kernel is skewed, the higher the stimulus velocity for which the cell is tuned. This is valid for both inseparable and separable profiles, with the distinction that separable profiles respond maximally to both movement directions. The stationary oscillations that are typical of separable profiles can, indeed, easily be obtained by inseparable members of the Gabor family function, leading to the final model we used for the fitting process:
where C is a constant going from 0 to 1. This parameter is called the separability index, used also by DeAngelis in his model as being the sum of two separable components [23] .
Our fitting results showed how cortical RFs rarely present purely separable or purely inseparable profiles. The scope of the modeling process is to evaluate the capacity of a cell in V1 to measure stimulus velocity. Our model is not causal nor physically realizable, as the Gaussian function modulating the RF temporal amplitude is neither of these. Still, the fitting results show that it can be regarded as an approximation of a causal filter as the Gaussian amplitudes at time t 0 are always at the order of magnitude of the noise. Our noncausal Gabor model allows us to appreciably maintain the RFs main responsive properties while studying their behavior by seeing them as optimal measurement systems and including as internal parameters directly relevant features of the physiological visual processing stage (especially temporal frequency).
The downside of this model is the almost systematic incapability of the temporal Gabor to capture the ending low-amplitude slow dynamics, which sometimes appear in many cortical spatiotemporal RFs. After a quick spectral analysis, one could infer that the role of these slow dynamics could be to approximately maintain a null-mean temporal response without making the velocity-sensitive main dynamics less effective. This observation is clear when one observes A quick review of the available literature shows how some previous models, like the DeAngelis one, use a Gaussian envelope on a deformed time axis, thus still ignoring the causality of the filter [23] . Some other models use a causal approach to model the behavior of cortical RFs, but in doing this one would sacrifice the ease of the extrapolating meaningful parameters [20, [24] [25] .
Spatiotemporal reconstructed raw data have been fitted using this model. A total of 93 RFs were studied, 22 reconstructed from recordings made on simple cells and 71 made on complex cells. Although the experiments in which the data were recorded show some variations, as do the final assumptions they were thought to show, we utilized various reconstruction methods in order to reduce the variance due to these differences as much as possible, and the coherence found in between elements belonging to different datasets suggests the success of our methodology. The accuracy of the approximations, the significant correlations found within the parameter distributions, and the concordance of these correlations with previously published studies allow us to say that our analysis is in some way more robust and comprehensive than the previously cited studies, investigating whether general constraints or relationships are present within the cortex when it is seen as a whole.
We have discarded four of the studied receptive profiles that had only one temporal semicycle, thus presenting the Plots showing reconstructed data relative to two RFs, both in the spatiotemporal classical and Fourier domains. Separable profiles can be obtained by the product of two separate real functions defined over space and time (respectively), and they respond to both stimulus movement directions, while inseparable profiles are structurally direction selective. The white lines on the spectral plots mark the horizontal axis relative to the zero temporal frequency. It can be noted that response amplitudes over this line remain consistently low, which is an effect of the late slow dynamics of the RFs.
same spatial regions of sensitivities throughout the whole duration of their impulse response. The reason is that the approximation with our Gabor model of these nondynamical types of cells could give false temporal frequency values. Overall, our analyses are focused on RF velocity measuring capabilities; thus, we are not interested in nondynamical cells.
RESULTS
The model fitted well the spatiotemporal profiles of both complex and simple cells, and it could robustly describe some temporal properties that were hardly or only partially captured by other models. The results of the fit for some of the cells in the dataset are shown in Fig. 7 . We calculated a percentage error for each approximated RF by normalizing both the raw data and the fit so that the L2 norm of their difference, divided by 2, lies between 0 and 1. The mean fit error was 0, 34, a relatively low value considering the model utilized and the results obtained in previous studies [23] . Each of the 93 receptive profiles can be labeled with the four parameters that characterize the corresponding 3D Gabor filter: spatial frequency ξ 0 , temporal frequency ω 0 , spatial width Δx, and temporal width Δt. In the sections that follow, we will refer to frequencies as the absolute value of the corresponding parameters found by the fitting process. The next section analyzes the distribution of the filter parameters, discussing some of the correlations found among them. Most of them are identified in the literature, but here the novelty is that they appear to be consistent within the three different datasets, disregarding the distinction between simple and complex cells. The second part of the section provides a remarkable new feature of this distribution in terms of optimality of the family of filters with respect to velocity measurements.
A. Parameter Distribution
One of the most studied indices found in the literature is the number of ON and OFF spatial subregions within the RF area, driving the excitatory or inhibitory effect that a visual stimulus has on the response of a cortical neuron. Using Eq. 5, we can compute the subregion index (SRI) as the number of halfwavelengths, or semicycles, covered within 2 standard deviations: two or three spatial ON and OFF alternating subregions, which suggests that they could be thought of as many scaled versions of some general basic structure. These results confirm the conclusions previously made by other authors [16, 26] .
Modeling spatiotemporal RF profiles with bidimensional Gabor functions allowed us to make the subregion analysis with respect to the temporal behavior. The product between the impulse response duration Δt and the preferred temporal frequency ω 0 can be used to count the number of alternating excitatory and inhibitory subregions subtended by the profiles. Figure 3(b) shows the joint distribution of the two temporal parameters, and a regularity in following the inverse proportionality rule is also evident here.
Once again, we have chosen to analyze only cells that present dynamic behavior, discarding those whose receptive profile was not oscillating with time. With this in mind, we can appreciate how, in this case, the SRI distribution is narrower than in the spatial case, with temporal dynamics generally lying between 1,6 and 2,4 semicycles. This index distribution seems to infer that cortical neurons do not need more than one oscillation to accomplish the task for which their temporal behavior is designed. From the point of view of velocity estimation, this seems to be adequate to measure a motion that is approximately linear and uniform within the time window, providing a more rough characterization than the one given by spatial resolution. It is also worth noting that, dividing the mean values of the two distributions we obtain the following:
from which it is possible to infer that RFs in our dataset have plane waves that travel through approximately the 2∕3 of the total RF size in the time Δt in which they are active. These results confirm the conclusions previously made by other authors that the number of spatial excitatory and inhibitory subregions of a cell RF is constrained to stay within a small range of values [16, 26] . Sasaki and Ohzawa, performing a study comparing simple and complex cells, stated that complex cell subunits generally present significantly more subregions than simple cell profiles [27] . This fact was not confirmed by the present work, although there were significantly fewer recovered simple cell profiles than complex cell subunits. Furthermore, recent studies have pointed out that the distinction between simple and complex cells cannot be made as easily as previously thought, and parameter bimodal distributions might be directly caused by this classification [28] .
One of the most widely researched relationships between RF profile parameters of visual neurons is the one that compares the tuning for spatial frequencies with the preference for temporal frequencies. Many authors in the past two decades have noticed how a negative correlation between these two variables is generally appreciable; that is, cells tuned for higher spatial frequencies will most probably present slower temporal dynamics in their responses to visual stimuli and vice versa. This trend was found in independent studies involving electrophysiological recordings from both LGN cells and cortical neurons, regarding both simple and complex cells [29] . Nevertheless, the nature of this relationship, whether the parameters are directly or inversely proportional, has never been precisely defined, mainly because of the wide variance that the distribution presents. Intuitively, when working with variables related to physiological response spectral characteristics, one could expect the values to present asymptotes corresponding to their physical constraints, yielding to an inversely proportional relationship. Recently, Tan and Yao asserted that the spatiotemporal characteristic distribution of visual neurons in the LGN is the one that provides the most efficient way to represent stimulus information [30] . In doing this, they showed that the joint distribution of preferred spatiotemporal frequencies seems to follow a strict inversely proportional rule, the product of the two parameters being always lower than a certain value.
Simple cell RF spatiotemporal dynamics were studied by DeAngelis [16] . He also investigated the changes in the parameter distribution during the cortical development by making recordings from visual neurons of adult cats and kittens aged four and eight weeks. As a result, he found a significant negative correlation between spatial and temporal frequency tuning in adult cats, and he noticed how this relationship does not occur innately, but it slowly emerges along with the brain development. Again, the joint parameter distribution was so sparse that a clear relationship was indistinguishable, even if a general trade-off between the two selectivities was fairly evident.
Figure 4(a) shows the joint spatiotemporal frequency distribution of the 93 studied profiles. It is possible to see that a fairly significant negative correlation is present, although the great distribution variance does not make it possible to infer that this is the exact general rule followed by cortical neurons. This distribution agrees with the findings of DeAngelis, whose joint parameter distribution is very similar to the one shown here.
Another constraint that seems to limit the possible Gabor filters used by V1 to process visual stimuli is shown in Fig. 4(b) , where the joint distribution of the uncertainties relative to the two classical domains, Δx and Δt, is plotted. A significant negative correlation is present here, even if the distribution is very sparse.
Physiologically, this fact can be interpreted by recalling the fact that cells that have larger RFs receive input from a greater number of retinal photoreceptors in the first place, which concur in raising the membrane potential of the output synapsed ganglion cells more rapidly. It is possible, then, to imagine these retinal cells starting to spike and exhaust the sensitivity of their impulse response, for example, because of early inhibition before other cells with smaller RFs. This temporal advantage could be propagated (and, perhaps, amplified) as visual information travels through the neural visual pathway. This reflects, in some way, the explanation that Weng et al. gave to explain the fact that RF size and response latency are directly correlated within the cat LGN [31] . Furthermore, this would not contradict the well-established fact that precortical axon conduction velocities favor the cells that process the lowest spatial frequencies [29] .
The sparsity of this distribution is justified if one regards the RFs as stimulus velocity measurement filters: in fact, as we will see in the next section, the sensibility range of stimulus velocity is not only a function of these two variances, but also, in a more complex way, of the position in the spatiotemporal spectral plane. From a signal processing point of view, it therefore makes sense for this distribution correlation to be fairly small.
Dividing temporal frequency (ω 0 ) by spatial frequency (ξ 0 ), one can determine a cell's preferred stimulus velocity, which we will call v 0 . This is true for both separable and inseparable profiles, the only difference being in spatiotemporally separable profiles responding with approximately the same strength for the two possible stimulus movement directions. In fact, if a stimulus were a dark or a bright bar moving in time, in the same representation used to create X-T plots, this would be viewed as skewed stripes, which would have width and orientation related to its spatial and temporal frequency. In the spatiotemporal Fourier plane, the preferred velocity of a cell corresponds exactly to the slope of the line passing through the origin and intersecting the point that has coordinates given by the neuron's preferred spatiotemporal frequencies.
The relationship between preferred velocities and spatial uncertainty is the one that presented the strongest correlation coefficient. Figure 4 (c) illustrates a regular direct proportionality between RF sizes (along the axis perpendicular to the cell's preferred direction) and preferred stimulus velocity. This means that cortical cells that have the largest RFs are the ones whose task is to process the visual events that have the highest stimulus velocity, and this scheme appears to stand for every kind of cell, complex or simple, that has separable or inseparable profiles, in V1. Figure 4(d) shows velocity tuning plotted against profile duration: in this case, the correlation is not as strong as before, although it still presents a significant value. Nevertheless, a simple assertion can be made: there were no cells in the datasets studied that were tuned for detecting high stimulus velocities and whose response duration was within the highest values found.
B. Spatiotemporal Uncertainty
In the spatiotemporal Fourier plane shown in Fig. 5 , it is possible to define velocities as the ensemble of points in the plane satisfying the relation
This is true for every line passing through the origin, which thus can be associated with velocity values. For simplicity, we will refer to them as isovelocity lines. As the 3D Gabor model we have used to approximate the receptive profiles has spatial and temporal frequency axes as the principal axes, it is not possible to calculate a velocity bandwidth value by just combining the parameters defining spatial and temporal variances. Nevertheless, some tentative predictions about the shape and dimensions of the RFs in our dataset can be made: the parameter distribution that has been previously examined limits the possible shapes and positions over the spectral spatiotemporal plane through which a primary visual cortex neuron's receptive profile can be modeled. While the spatial versus temporal frequency distribution seen in Fig. 4 (a) Another way to visualize the spatiotemporal organization of cortical cells is to see the RFs as filters covering the spatiotemporal frequency space. Figure 6 shows the scatter plot of the responses of the cells belonging to the dataset studied. Here we can clearly see how the spatiotemporal Fourier plane is far from being completely spanned by the RFs. Instead, a triangular shaped pattern emerges so that stimuli carrying both high spatial and high temporal frequencies, together with those that have extremely high or extremely slow velocities, are lacking "dedicated" sensory neurons and cannot therefore be perceived. This fact will be discussed further in the next section.
As with spatial and temporal frequencies, one can also calculate the bandwidth for a cell's velocity tuning, that is, uncertainty over velocity measurement. To find velocity measurement uncertainties, we construct an ellipse for every cell, centered at the coordinates ξ 0 ; ω 0 indicated by its spatiotemporal frequency sensitivity having Δξ and Δω as its semiaxes. This would be nothing else but a contour line of the Gaussian function representing the cell's frequency response amplitude. Then, we define the spatiotemporal uncertainty Δv of a given neuron as the difference between the velocity values associated to the isovelocity lines tangent to this sensitivity ellipse. Stimuli that are capable of significantly influencing a neuron's firing rate should be moving at a velocity within v 0 Δv∕2: this quantity measures the precision with which a neuron locates stimulus velocities. It is important to note that this definition of uncertainty is not formally related to an uncertainty principle, like Δx and Δt. Here we define the uncertainty on the measured velocity as the fluctuations that are associated to this derived quantity when the parameters ξ 0 and ω 0 are allowed to have fluctuations within 1 standard deviation.
It is worth considering the effects on cortical information processing that these relations imply. For every modeled cell in our dataset, we take the four Gabor kernel parameters ξ 0 , ω 0 , Δx, Δt that uniquely identify its receptive profile's position over the spectral spatiotemporal plane. Then for every receptive profile, we maintain its spatial and temporal frequency values and define two new variables, the spectral sensitivity area:
and a positive shape or eccentricity index for the Gaussian sensitivity function:
The velocity uncertainty value Δv, following the previous definitions, will be
If for every receptive profile we fix the spatial frequency, temporal frequency, and spectral sensitivity area, it is possible to show how its uncertainty over velocity measurement varies with eccentricity. In this way, we aim to perform a shape analysis over the ellipses, as opposed to a dimensional analysis that could be made by fixing the eccentricities and allowing the areas to vary, which is not interesting for our purposes.
The results for some of the cells are shown in Fig. 7 , where a given function is associated to each profile (the original data and the Gabor fit are shown). These functions always present an "optimal shape," where the uncertainty over the stimulus velocity measurement reaches a minimum value. Circles are plotted in correspondence to the eccentricity value indicating the actual spatiotemporal shape of the profile. These graphs clearly show the receptive profiles always placing themselves near to the theoretical minimum value, if not exactly over it, seemingly presenting an impulse response of optimal size and duration-given their position in the spatiotemporal spectral plane-and thus capable of detecting moving stimuli's velocities with the maximum precision possible. This analysis shows V1 as having an efficient organization exploiting as far as possible all of the studied degrees of freedom. Spatiotemporal uncertainty is maintained at a low level within the visual cortex by assigning the detection of higher velocities to the cells that have the largest RFs, and smaller spatial frequency bandwidths, while lower velocities are generally detected by cells with a longer response duration and a narrower temporal frequency bandwidth. This confirms the fact that V1 tends to resolve physiologically, in the most efficient way, some kind of uncertainty regarding both spatial and temporal domains so that the possibility of drawing a general spatiotemporal cortical organization of visual neurons can begin to be appreciated.
DISCUSSION
In this study we have reconstructed a dataset of spatiotemporal RF profiles belonging to both simple and complex cells. The available raw data were cat recordings recollected with three different experimental procedures (oriented bars, natural stimuli, and 1D Gaussian noise). The RF profiles were then fitted using a 3D Gabor model, which has the property of minimizing uncertainty on stimulus localization simultaneously over both space and time.
It has been established that the RF size has an upper and an inferior limit. The scale factor is indeed one of the main physiological constraints limiting the subset of Gabor functions used in the primary visual cortex to process visual information, and the range of sizes effectively present in the cortex is much narrower than the one defined by the spatial limit boundaries. Spatial and temporal frequencies measured by a single neuron are also important parameters linked to the spatial and temporal sizes, and somewhat constrained by them, as we have previously seen.
Nevertheless, the limits in the parameters that are found within V1 are much stronger than the ones dictated by physical reality or logical assumptions. It appears that only a relatively small portion of the entire 3D Gabor model family is used by the cortex, and some of the parameters show very strong linear correlations or nonlinear relationships between each other. Some of these relationships have already been described in the literature, but few studies have been carried out on the time-space simultaneous cross-correlations between properties of cells belonging to V1 as a whole, describing a general spatiotemporally organized architecture.
The keyword that seems to best describe the efforts of the brain in processing visual information is "efficiency": from the Gaborlike spatiotemporal impulse responses to the physiological trade-offs between spatial and temporal measured frequencies and spatial and temporal sizes, V1 is designed to offer the most accurate representation possible of the time-varying sequences of retinal images to the next stages in the visual pathway, allowing the brain a "window" through which to interact with the surrounding physical world. The fact that this is done by taking into account simultaneously both spatial and temporal retinal information indicates that a primary raw work of movement detection is operated by V1, whose conventionally accepted main role in visual processing regards resolving stimulus complexity over the spatial domain; and that this is worked out with the maximum precision possible.
These results are also consistent with the anatomical studies that show V1 to be one of the main inputs to the middle-temporal (MT) area, also known as V5, whose neurons are highly selective for stimulus velocities. RF profiles of cells belonging to this movement-dedicated area of the cortex are represented within the spatiotemporal Fourier plane by skewed elongated ellipsoids that follow isovelocity lines with relative precision [32] . Indeed, the relationship between spatial and temporal parameters, found in this work by modeling RF profiles of simple and complex cortical cells with 3D Gabor functions, seems to form an ideal basic architecture for building elements that have similar responses to the ones present in the MT area.
Finally, recalling Fig. 6 , we can observe how the spatiotemporal frequency space is only partially spanned by the responses of the cortical RFs. In particular, the triangular responsive shape found analyzing our dataset is consistent with the "blunted diamond" shape of the spatiotemporal window of visibility found in psychophysical experiments and described by Watson et al. [33] . Our results suggest that the parceling of this window with spatiotemporally oriented Gabor kernels is accomplished and driven by accuracy-based spatiotemporal organization. From left to right, original spatiotemporal data, the fitting obtained using our model, and the function relating velocity uncertainty and RF shape. The function shown in the right plot always presents an optimal value of ϵ, where the uncertainty over the stimulus velocity measurement is minimized. Crossed circles are plotted in correspondence to the value relative to the true spatiotemporal shape of the plotted RFs, always placing themselves near to the theoretical minimum value. This is true for all the RFs in the dataset. The fit error defined at the beginning of Section 3 for the RFs in the figure is, from top to bottom, 0, 23, 0, 26, 0, 19, 0, and 37.
Possible future developments could include the confirmation of these findings through specifically targeted experimental procedures; the construction of a mathematical framework able to better describe the functional spatiotemporal architecture of V1, introducing for example a formal uncertainty principle for the velocity variable; the design of a numerical simulation of the visual information processing labor done within the cortical stage; and finally, the construction of solid algorithms for the compression and the processing of movies or image sequences, based on the efficiency rules followed by the brain throughout the visual pathway.
