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Abstract 
 
Eco-urban electric cars (EC) are superior to conventional cars in terms of the operation 
cost and carbon footprint. However, the performance of EC in terms of their maximum 
speed and power, initial and maintenance cost and reliability in the available power is 
lower than conventional cars. The reliability in available energy can be viewed as the 
main concerns when comparing EC to conventional cars. Reliability in available 
energy is highly dependent upon the efficiency of the power system as well as the type 
and size of batteries. Type and size of batteries have a significant effect on the 
maintenance cost as well as the initial cost.  
This thesis is focused on two aspects of the research in electric cars, namely, (i) 
selection and size optimisation of components, and (ii) improving the reliability of the 
available energy.  
Traditionally, a robust design approach is adopted in design of the power system of 
cars. This is mainly aimed at providing the user with the luxury of using the car 
wherever there is a suitable road and whenever they want to use the car. This 
flexibility, however, comes with the price of heavier and more expensive power 
systems. By incorporating data on the dominant usage of an EC and adopting a 
deterministic design and optimisation method more cost-effective power systems, 
more compatible with the usage can be obtained. In this study, a power system 
simulation tool is developed. Using the simulation tool, the performance of the power 
system components can be analysed for different usage scenarios. Case studies are 
conducted. Each case is based on a dominant usage defined for a two-person EC driven 
in Kayseri city in Turkey. For each case, the best power system configuration is 
obtained.  
Another original contribution of this thesis is in the context of the reliability of the 
available energy, by providing a decision support system-a route planning advisor- 
that helps the user to select the most suitable route in terms of a variety of criteria both 
conventional, such as travelling time and travelling distance, as well as EC-related 
such as, available power, vicinity to a charging station. The optimiser of the developed 
multi criteria route planning advisor (MCRPA) tool is based on a robust hybrid 
Dijkstra - A* - NSGA-II algorithm. MCRPA incorporates information on EC 
ii 
 
characteristics (such as power system, aerodynamic shape, weight), city characteristics 
(current traffic flows, road types, speed limits, altitude, whether conditions), and city 
charging stations characteristics (capacity, charging level, crowding density). Carrying 
out case studies, the efficiency and performance of the MCRPA is evaluated. 
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1.1 Structure of the Thesis 
Chapter One contains background information about electric cars (EC), route planning 
and shortest path problems, in addition to the state of the art of EC power drive 
systems. Chapter Two elaborates on the first developed tool for power system 
component selection of EC. Main power components and adapting their topology to 
EC are explained in detail with their selection criteria and mathematical models. 
Algorithms of the tool are explained and two case studies are performed for comparing 
electric motor selection. Chapter Three explains the MCRPA, including investigating 
and modelling of the all simulation parameters used in the tool. The pseudo codes of 
the core modules of the MCRPA tool are also given in this chapter. Chapter Four 
details the proposed multi objective shortest path problem for MCRPA tool using 
Dijkstra, A* and Hybrid NSGA-II methods. All combined algorithms are explained 
with their operators. In Chapter Five, route planning optimisation case studies are 
carried out for two main cases. The first one is a simple grid city and the second case 
is Kayseri in Turkey. Results and tool performance are compared between the two 
cases. Chapter Six summarises the research carried out, the results obtained, 
conclusions, critical appraisal of the work and suggested future work. 
1.2 Background 
1.2.1 State of Art on EC 
One of the biggest successes of modern technology is the development of automobiles 
with internal combustion engine (ICE) resulting in increased mobility. Cars powered 
by ICEs have become an indivisible part of today’s transportation. However, relying 
on ICE in transportation and other applications resulted in serious environmental 
problems such as global climate change, air and noise pollution and the consumption 
of the exhaustible oil resources. 
As the world’s population continues to growing up, transportation demand and the 
consequent, oil consumption will increase. As shown in Figure 1.1, expected oil 
consumption will not be satisfied by production, which may cause severe social and 
economic problems such as transportation or food crisis [1].  
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Figure 1.1-The World oil demand and production [2]  
In view of the mentioned problems, academia and industry have focused on obtaining 
more efficient and clean transportation, as seen in Figure 1.2. Pure electric, hybrid and 
fuel cell cars are suggested alternatives to conventional ICE cars. Although hydrogen 
and fuel cell technologies have improved significantly during the last decade, these 
technologies are not yet cost effective enough to compete with conventional ICE cars 
in the market. Another drawback of these technologies are their relative complexity. 
Several automobile manufacturers have produced hybrid cars because of their 
reliability in terms of the available energy. Although hybrid cars have less emission 
rate and operation cost than ICE cars, their improvement does not satisfy enough. 
Therefore, EC are promising alternative, although their technology is not mature yet.  
 
Figure 1.2-Required alternative cars 
According to forecast of the US Energy Information Administration [2], there is 
considerable expected growth in future sales of electric cars, as shown in Figure 1.3. 
This and similar predictions provide incentive for companies to improve EC 
technologies.  
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Figure 1.3-Total sales prediction of electric cars [2] 
1.2.2 History of Electric Cars 
The history of EC goes back to the 19th century. The efficiency of their power systems 
were significantly more than the efficiency of ICE cars [3]. Even though they were 
inherently simple, the popularity of EC diminished towards 1930s due to limitations 
in battery life and capacity, long charging time, and the cost of batteries. EC’s history 
is closely related to the batteries history [4].  
After demonstrating ability of electricity to be stored chemically by Alessandro Volta 
from Italy in 1800, Michael Faraday developed showed the principles of the electric 
motor and generator [5]. Then French inventor Gustave Trouve constructed the first 
electric car as a tricycle with Direct Current (DC) motor and lead batteries in 1881. 
Similar electric tricycles with same battery type were demonstrated in USA and UK 
during that period. The travelling range of those cars were about 16 km and speed 
about 15 km/h. This was not satisfactory to potential customers compared with horse-
drawn carriages [6]. On the other hand, the first ICE car was demonstrated in 1885 by 
Benz in Germany [5]. In those years, because there was not enough paved roads in 
cities of America and Europe, limited travelling range was not vitally important. 
Hence, ECs and ICE cars competed especially in Europe the following 20 years. The 
increase in paved roads made customers demand longer travelling ranges, thus ICE 
cars started to be more popular [7].  
In 1894, Henry G. Morris and Pedro G. Salom produced the first commercial electric 
car. It was called Electrobat (Figure 1.4). It had 40 km travelling range and could reach 
32 km/h speed with two 1.5 hp motors. It was operated as a taxi in New York City [7].  
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Figure 1.4-Electrobat [8] 
While ICE cars became more powerful, more controllable and faster, electric cars’ 
market share diminished, although ICE cars were more expensive.  
After the invention of thyristors, using induction motors (IM) on ECs became possible 
and General Motors built the Electrovan, which was the first car with IM propulsion 
system in 1966 (Figure 1.5). 
 
Figure 1.5-Electrovan [9] 
Because of the environmental problems, some researches had started about studying 
electric cars during 1960s. Even though there were improvements in battery 
technology and power electronics, their travelling range and performance were not 
satisfactory [6]. 
Improvements of the electric car had continued slowly and after demonstrating the 
EV1 by General Motor in 1990, the modern electric car era started. Later Chrysler, 
Ford, General Motor, Honda, Nissan and Toyota also have entered the competition 
producing limited numbers of ECs around 2000s.   
Recently, large car manufacturers have produced and are still developing the new 
generation of electric cars with different concepts as shown in Table 1.1. 
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Table 1.1-Recent produced electric cars’ specifications  
Brand name  Country 
Total 
Weight 
 (kg) 
Max. 
Speed 
(km/h) 
Range  
(km) 
Number 
of seat  
Battery  
type 
Motor 
capacity 
(kW) 
Coda USA 1668 132 145 5 
L
it
h
iu
m
 b
as
ed
 
 
100 
Tesla Roadster Sport USA 1234 201 394 2 218 
Tesla Roadster USA 1234 201 394 2 218 
Peugeot i On France 1120 130 150 5 47 
Renault Fluence Z.E France 1543 135 185 5 70 
Renault Twizy Urban 1 France 450 81 101 2 13 
Renault Twizy Zoe France 1392 135 161 5 60 
Nissan Leaf Japan 1525 145 161 5 80 
Ford Focus Electric USA 1672 129 122 5 107 
Chevrolet Spark USA 1713 130 132 5 104 
Citroen C-Zero France 1120 129 150 4 49 
Audi E-Tron Germany 1350 200 248 4 230 
Tilter Turkey 340 110 120 2 15 
Mitsubishi Miev Japan 1080 130 160 4 47 
The Think City USA 1064 113 161 2 37 
Phoenix Sut USA 990 129 113 5 120 
Aptera USA 815 145 161 2 82 
1.2.3 Powertrain System of Electrically Propelled Cars 
Generally, eco-friendly cars are operated by electrical energy that is delivered by 
energy storage unites. Pure electric cars, hybrid electric cars (HEC), and fuel cell cars 
are the most promising concepts/designs in this category of cars. All three concepts 
are continuously being improved. In addition, as shown in Figure 1.6, expectation 
reports about sales number of electric cars motivates further development and 
production efforts. 
 
Figure 1.6-Annual light-duty car sales by technology type [2] 
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Compared with ICE cars, ECs’ energy flow is more flexible since electrical wires are 
used for connection of power drive system components instead of mechanical links 
[10]. This provides different design opportunities for the propulsion system of the cars 
such as flexibility in the position of the electric motor (in-wheel motor or classic), 
flexibility in car topology and incorporating different energy sources as seen in Figure 
1.7. 
 
Figure 1.7-Topology of electricity powered cars 
 Hybrid Electric Cars  
Reliability of available power is a critical assessment measure for cars that are powered 
by sources of energy with high uncertainties. Compared with ICE cars, HECs are more 
reliable in terms of available energy, also they generate less exhaust emission and have 
lower operation cost [11]. On the other hand, HEC have higher initial cost, 
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maintenance cost and are more complex. Initial, maintenance and operation costs are 
three parts of the traditional cost, which the customer pays for owning and using a 
product, but carbon footprint is the cost that environment pays for making and using a 
product.  
Table 1.2 compares ICE car, HEC and EC against seven assessment criteria. Comfort 
and traditional performance measures (maximum speed and power) have also been 
included. HECs are the most industrialized types of Eco-friendly car and in order to 
overcome the disadvantages of conventional ICE cars and ECs, their powertrain 
systems are combined [12]. Because of their advantages, researchers have focused on 
HECs, and different propulsion system architectures were investigated [6, 11, 13] as 
seen in Figure 1.7. 
In parallel-HECs, electric motor and ICE are coupled to the transmission system for 
driving the wheels at the same time (Figure 1.7-a). In addition, it can be switched to 
full electric driving for zero emission journeys or to full ICE power for long travelling 
journeys. Using the electric motor as a generator is possible for gaining kinetic braking 
energy (regenerated power) which charges the battery [14, 15]. 
A series-HEC is driven primarily by the electric motor [16] and the ICE is used to 
generate electrical energy to be fed to the electric motor or to the battery in order to 
extend travelling range of the car [11, 14]. As shown in the main characteristics of 
series-HEC, there is no direct link between ICE and transmission [15]. 
Another type of HEC, namely, plug-in HEC provides several advantages (see Figure 
1.7-c); the first is the external grid battery charging option and the second is having 
longer travelling range [11, 14, 17]. Hence, plug-in HEC reduce the oil dependency 
[11]. Because of these advantages, plug-in HECs are becoming competitive alternative 
for transportation according to U.S. market trends [17]. 
 Fuel Cell Cars 
In order to use hydrogen as fuel for a car, the most efficient way is converting it directly 
to the electricity using fuel cells [18]. As seen in Figure 1.7-d, topology of fuel cell 
cars are similar to serial-HEC with respect to production and storage of electricity. The 
produced electricity can be delivered to the batteries or directly to the electric motor 
for traction [12]. They do not burn any fuel so they do not caused any CO2 emissions 
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or any harmful pollutant. Nevertheless, they have several issues such as high price, 
low life cycle of fuel cell, extra construction for storing and distributing hydrogen [11].  
 Electric Cars 
ECs are propelled only by electric motors and consume stored electricity for producing 
traction power (Figure 1.7-e). Although batteries are the main energy storage 
equipment, ultra-capacitors or mechanical energy storage equipment such as flywheels 
can be used as secondary storage [14]. With regards charging unit, external grid 
charging is required using charging stations or customer houses similar with Plug-in 
HEC. 
Referring to the Table 1.2, ECs are superior to conventional and HEC in terms of 
criteria 1, 2 and 3 (initial cost, operation cost and carbon footprint). Regarding criterion 
6, the performance of EC is lower than conventional and HEC in terms of their 
maximum speed and power. The level of importance of this assessment criterion is 
highly subjective to the customer’s expectation, attitude towards environmental issues 
and required usage. To a customer with a positive attitude towards preserving the 
environment and minimising the carbon footprint, traditional performance measures 
can be less important than cost and reliability assessment criteria. The same is true for 
the comfort assessment criterion (criterion 7) if the car is meant to be used in regions 
with mild climates. The reliability in available energy (criterion 5) can be viewed as 
the main concern when comparing EC to conventional and HEC.  
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Table 1.2-Comparison between conventional, hybrid-electric and electric cars 
Criterion ICE car HEC EC 
EC versus ICE car 
and HEC 
1 Cost: Initial Medium 
High (using two 
power systems) 
Low-medium (generally 
because of having simpler 
systems the cost is lower. 
Depending on the design 
specifications and the 
battery size, the initial 
cost can be  more) 
Superior 
 
2 
Cost: 
Operation 
High (high cost of 
fossil fuel) 
Medium (electricity 
as one source of 
power is cheaper 
and energy 
conversion is more 
efficient) 
Low (electricity is 
cheaper and efficiency of 
electric motors are higher 
than fossil fuel engines) 
3 
Cost: 
Carbon 
footprint 
High (high exhaust 
emission) 
Medium (no exhaust 
emission when 
using electricity as 
the source of power) 
Low (no exhaust 
emission) 
4 
Cost: 
Maintenance 
Medium 
Medium - high 
(using two power 
systems) 
Medium-High (depending 
on the size and type of 
components of power 
system) 
Superiority/inferiority 
is highly dependent on 
other assessment 
criteria, design 
specification and 
customer’s need. 
5 
Reliability 
(available 
power) 
Medium (one 
source of power, 
high storage 
capacity) 
High (two sources 
of power, one with 
high storage 
capacity) 
Low (one source of 
power, small storage 
capacity) 
Inferior 
6 
Performance 
(max. speed 
and power) 
High (using fossil 
fuelled engines) 
High (using/having 
fossil fuelled 
engines) 
Low 
Inferior-level of 
inferiority (high to 
negligible) depends on 
the user’s expectation, 
attitude towards green 
issues, usage and 
climate. 
7 
Comfort 
(heating, 
A/C) 
High (using fossil 
fuelled engines) 
High (using fossil 
fuelled engines) 
Low 
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Reliability in available power is highly dependent upon the efficiency of the power 
system as well as the type and size of batteries. Type and size of batteries have a 
significant effect on the maintenance cost (criterion 4) as well as the initial cost. After 
these comparisons, we can see currently that the research towards EC is being carried 
out mainly in the following branches: 
 Reducing the power loss. This branch includes research in a wide range of 
disciplines, from aerodynamic shape optimisation of the body [19, 20], to using 
advanced materials and lightweight structures [21, 22]  to developing new 
batteries with lower loss rates to developing electric motors with higher 
efficiencies [23-25]  to implementing power management systems [26-28] .  
 Re-using power. This branch is mainly dealing with developing lighter, smaller 
and more efficient regenerative brake systems [29-31]. 
 Increasing storage capacity and reducing the charging time. This branch is 
focused on developing more durable deep-charge batteries, with higher storage 
capacities per unit volume (or mass) [27, 28, 32].   
 Design and optimisation of the charging stations networks [33, 34].  
 Design of car charging system [32].  
 Design, selecting and sizing of the best electric motor [23, 25, 35, 36]. 
 Design, selecting and sizing of the battery [37, 38].  
 Air conditioning and heating system [39, 40].  
According to statistical data of European Environment Agency, in inner-city transport, 
car are usually occupied by one or two passengers only, depending on country (Figure 
1.8), even if the car is designed to accommodate 4-5 passengers [41]. In addition, a 
great majority of people use their car for inner city travel rather than intercity journeys. 
Smaller car needs smaller battery and in case of a car designed for inner city 
transportation, does not need long travelling range. Therefore, if customers prefer a 
car for inner city transportation with two-person capacity, obtaining their satisfaction 
is possible with ECs as well as with traditional cars [14].  
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Figure 1.8-Car occupancy rates [41] 
Improving of sales rate of EC is related to customer satisfaction [42]. Making ECs 
more popular is related to overcome their shortcomings such as limited travelling range 
and long charging time [6, 43, 44]. Although, increasing the battery capacity solves 
the travelling range problem, price and weight of the car increase. Therefore, selecting 
and sizing of the battery properly considering customer requirements is one of the 
purposes of important phase for designing EC. Not only batteries, but also other 
equipment of power drive system is important for car performance, especially electric 
motors due to the variety in their size, price, efficiency and torque.  
Design specifications (including parameters such as size, passenger capacity, payload, 
charging time, minimum distance travelled between two charges, maximum speed) are 
of prime importance in selecting the type and size of power drive system. The type and 
size of the power system of an EC affect the type and size of the batteries and therefore 
the weight, maintenance and initial cost of the car. By incorporating data on the 
dominant usage of an EC and adopting a deterministic design and optimisation 
method, a modular design of power systems that is more compatible with the usage 
will be possible.  
Since manufacturers produce standard size of ECs, customers must select within their 
categorised group to buy an EC. On the other hand, designing EC, considering 
customers’ demands may have significant difference with standard ECs. If a person 
has only 10 km travelling range per day to go work, and there is charging possibility 
every day, standard production ECs may not be optimum considering its cost. 
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However, sizing of power drive system considering driver requirements is more 
efficient to buy a standard car related to cost [45]. Because of simplicity of ECs, 
configuration opportunity of basic components such as motor or battery is not 
complicated for manufacturers compared with traditional cars (Figure 1.9).  
 
Figure 1.9-A sample EC configurations considering motor and battery capacity 
In order to define customer’s power demands, speed profiles are required, which are 
generated by customer’s routine routes. Several prepared speed profiles can be 
standard or specific. Standard speed profiles are generated by various countries and 
organizations for testing car’s performance, fuel consumption and emissions [46, 47]. 
For instance analysing battery or fuel- cell for EC [48] and analysing motor 
performance of EC [36, 49] has been done using speed profiles. However, since 
driving characteristics show diversity depends on region, traffic or driver behaviours, 
obtaining accurate test results is not easy by using standard cycles. For instance, using 
a standard European speed profiles for predicting car emission of Turkey cannot be 
applicable [50]. That is why special speed profile have been generated considering 
several country such as Europe [51], USA [52], Hong Kong [53],  Australia [54], Iran 
[55], India [56]. Therefore focusing the region parameters for the generating speed 
profile is significantly important criteria to obtain higher accuracy test results. 
In terms of propulsion system design on EC, some studies can be seen in the literature 
such as [57, 58]. However, most of the studies have focused on particularly selecting, 
sizing or designing the propulsion system parts on ECs. 
Investigating the best motor type has been discussed thoroughly in the literature. 
Different performance comparison methods are used, considering different criteria, 
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which are efficiency map [59, 60], toque characteristics [61, 62], combination of the 
previous criteria and cost, weight, maximum speed, fault-tolerance, safety, reliability 
[63, 64]. The outcome of the studies gives different results because of the different 
assessment criteria. For instance, it was found that the most appropriate motor for EC 
is IM in [64, 65], PM in [62] and SRM in [61, 63].  
Defining battery type and sizing them are two critical design decisions when designing 
EC, because they have a significant impact on the car’s overall cost. Some studies have 
focussed on sizing of batteries, such as [66, 67]. Also driving habits of the drivers 
should be taken into account when sizing the batteries [68]. As such, in this study we 
consider the speed profiles of customer’s routine route when sizing the battery. 
1.2.4 Route Planning  
When EC battery is fully discharged, it should be either recharged or replaced. 
Replacing flat batteries is not efficient due to the diversity of battery types and EC 
types; in addition, manufacturer must consider easy battery replacement in the design 
of EC. For recharging, there are several solutions such as the wired charging method, 
the wireless charging method and providing EC parking with solar panels (Figure 
1.10). Although charging the battery is most preferred method, it has long charging 
duration. In addition, many countries does not have satisfactorily infrastructure for 
charging stations yet. There are limited places for charging ECs such as home or 
works, which necessitates efficient energy consumption. 
 
Wired 
 
Wireless 
 
Solar panels 
Figure 1.10-EC charging methods 
Generally, many drivers prefer using navigator devices as route planners. Because of 
their popularity, several car manufacturers have started to produce their cars with built-
in navigator device on the dashboard (Figure 1.11). In the case of EC, the built-in 
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screens can be utilised to display several information such as state of charge (SOC) of 
the batteries. 
 
Tesla Model S Nissan Leaf 
Figure 1.11-Integrated navigator to dashboard 
An accurate prediction of the remaining travel range should take into consideration 
many factors such as road slope, number of stop and go times, energy consumption of 
auxiliary devices, weather condition. Considering all these parameters, energy-
objective route planner is an essential requirement for ECs. 
As shown in Figure 1.12 obtaining a route between two selected nodes regarding with 
minimum total length or other assignable cost is defined as shortest path (SP) problem, 
which is an essential problem for applications of transportation, routing and 
communication [69]. In literature, extensive research have dealt with SP problems 
using different methods. The best known has been published by Edsger Dijkstra in 
1956 which is Dijkstra algorithm that solves the single source problem for only 
positive cost definition [70]. As an extension of Dijkstra, A* (A star) algorithm is 
another heuristic SP algorithm, which not only considers distance of each node but 
also considers distance to destination node resulting in shorter computing time [71]. In 
addition, there is Bellman-Ford algorithm, for computing SP problems [72, 73]. 
Bellman-Ford algorithm uses single search method similarly to Dijkstra, however it is 
capable to handle negative weight number, which is advantageous over Dijkstra. On 
the other hand, it has more computational time. Another well-known algorithm in 
computer science is Floyd’s algorithm, which compares all possible distances between 
nodes [74]. Since, it estimates incrementally the shortest paths between each node; it 
needs more computing time compared with Dijkstra. There is also ant colony 
optimisation algorithm, which can be used for searching optimum way with swarm 
intelligence methods [75]. Actually, there are more SP algorithms than mentioned here 
but many of them are improved version of basic algorithms.  
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Figure 1.12-A sample shortest path route definition 
Traditionally, solution algorithm of SP problems are used considering just single 
objective, which can be minimum total distance or time from starting to destination 
point [76]. Besides, that the most popular heuristics approach is GA for multi-objective 
design problems [77, 78] is also preferred to solve multi-objective SP problems. GA 
is the best-known meta-heuristics optimisation algorithm, which was developed by 
Holland et al. about 1960s [79]. They were inspired by genetics and evolution in 
biology.GA can apply much kind of optimisation problems, which are; real-integer, 
linear-nonlinear, constrained-unconstrained, continiuous-discreate, convex-concave 
and discrete-continuous. 
In order to obtain efficient computational time, heuristics SP algorithms can be 
combined with each other as bi-directional and hierarchical [80]. Therefore, combining 
GA with the others is possible, particularly when more than one objective is taken into 
account. 
SP algorithms are used to obtain efficient transportation routes, which are named 
route-planning algorithms (RP). RP algorithms are used to solve transportation route 
planning problems in different areas such as car navigation systems [81-83], 
evacuating route planning for emergency situations in cities [82, 84, 85], solid waste 
gathering systems [86, 87] , ocean shipping transportation [88, 89] , cargo plane 
transportation [90, 91], logistic management [92]. 
Different SP algorithms have been used in RP problems for car transportation, 
considering different objectives as single or multiple. These algorithms have been used 
as alone or in combination based on one of them, such as Dijkstra based algorithms 
[93-95], A* based algorithms [96, 97], Ant Colony based algorithms [92, 98-100], 
Bellman-Ford based algorithms [101, 102] and Floyd based algorithm [103]. In multi-
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objective problems, GA has been widely used in literature e.g. [69, 78, 95, 104-114]. 
In this study both of Dijkstra and A* is adapted to GA. 
Compared with ICE cars, route planning is more important for ECs because of their 
limited battery capacity, shorter travelling range, uncommon charging stations and 
long charging time [43]. In terms of energy efficiency of traditional cars, faster route 
is preferred generally. However, in urban areas, cars have to stop frequently depending 
on the traffic flow, which reduces the ICE efficiency. On the other hand, ECs can be 
driven efficiently on larger speed range and they do not consume any energy while 
stopping. Moreover, it make possible to energy regeneration [97].  
RP algorithms were studied considering various objectives as single and multiple such 
as distance, time, fuel consumption, emission and route region [81, 84, 92-94, 96, 98-
100, 104, 105, 114-119]. In addition, a growing body of literature has different 
approaches for EC route planning in terms of energy objective such as [43, 97, 101, 
120, 121]. Though calculating the shortest travelling distance and minimum traveling 
time is possible with classical navigator devices, accurate prediction of energy efficient 
travelling route is not possible. In order to calculate energy efficient route for ECs, 
creating new route planner algorithms are challenge for researcher [43, 121], due to 
complexity of parameters in transportation networks area. For instance, more than one 
objective must be taken into account such as time, distance, safety, traffic flow rate, 
geographical data, weather conditions, speed limits, ecological factors [122]. 
Considering case studies in the literature about route planning, researchers have 
selected some cities for applying their methods such as part of Lund city in Sweden 
[115], 42 nodes in London-UK [98], 4485 node of Bradford-UK [97], 130 nodes of 
sample city map [104], almost all of Barreiro-Portugal [119] and finally Munich-
GERMANY [43], as shown in Figure 1.13.  
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Lund-SWEDEN [115] 
 
London-UK [98] 
 
Bradford-UK [97] 
 
Sample city [104] 
 
Barreiro-PORTUGAL [119] 
 
Munich-GERMANY [43] 
Figure 1.13-Case cities in previous studies 
More accurate results can be obtained by modelling the entire city under study; 
however, this approach increases the computation time significantly. Therefore, 
reducing city size process can be applied according to source and end node points. 
Likewise, using restricted area for searching process, route planning algorithm has 
been improved in [116]. 
Several previous RP studies have considered some traffic parameters in route 
planning; e.g. junction number [96], traffic lights [96, 98, 115] and speed limits [96, 
97, 115]. Other studies investigated dynamic real time traffic information for selecting 
more suitable road [96, 98, 115, 118]. Generally, route-planning algorithms are two-
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dimensional; however, if fuel economy is a parameter then effect of elevation should 
be studied. Only few studies have considered the elevation effect [43, 97].  
1.2.5 Shortest Path Problems with Genetic Algorithm  
The GA chromosome can be presented as shown in Figure 1.14 to solve the SP 
problems. In literature, some of these problems have been solved using single objective 
GA with distance objective [110, 123-125] and travelled time objective [108, 113]. 
Multi-objective GA (MOGA) is used in [106, 109, 126-133]. There are two main 
solution approaches for MOGA, the first is using weighted ranks of objectives, 
normalizing objective functions to one single function or converting objectives to 
constraints [110, 127, 129, 134]. The second approach is by calculating Pareto optimal 
solution set and selecting one of them as a solution, which is applied in many studies 
[106, 126, 128, 131, 133]. In Pareto approach, non-dominated sorting genetic 
algorithm-II (NSGA-II) [135, 136] is a useful method with crowding distance 
approach in order to obtain uniform distribution [126, 137]. An important advantages 
of the NSGA-II is that does not necessitate prioritizing, scaling or weighting objectives 
[134].  
 
Figure 1.14-Generating chromosome in SP problem 
In generating initial population, crossover and mutation operations, Dijkstra and A* 
algorithms are used as weighted objective function with single objective ranks [108, 
110, 125, 127, 131] and performing the optimisation is done by using only Dijkstra.  
Random-based encoding method can be used for generating initial population. This 
method is used extensively in literature [109, 110, 123-125, 138-140], because it is 
simpler than priority based encoding method [128]. Beside, both of these method is 
used in a study in the literature [126]. 
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In random-based encoding method, for obtaining chromosome diversity, a route is 
generated randomly by selecting new node within neighbour feasible destination nodes 
of the current node. This is used in initial population, crossover and mutation, 
especially after cutting or swiping process. In order to connect nodes to generate 
feasible solution, random based encoding method is adapted in many studies [110, 
123-125, 138-140].  
In crossover operation, common nodes of individuals are used to generate new 
chromosomes. It is a popular method and preferred in studies [108, 123, 125, 139, 
140]. 
Selection is one of the important processes in GA literature and is used in many studies 
with different version. Roulette wheel selection method [111] and tournament 
selection method [110, 113] are used as well.  
There are many studies undertaken to improve shortest path problems with GA [107, 
111, 112, 130-133, 137, 139-141] and many researchers continue studying this field. 
1.3 Aim and objectives 
Some remarkable results of earlier explanations are: 
 Eco-urban EC is more cost efficient solution to overcome some relatively 
disadvantages of EC (such as reliability, performance and comfort). 
 Dominant usage characteristics of EC requests different power drive system. 
 Designing power drive system of EC considering customers’ demands is 
possible and more satisfactory than buying standard produced ones. 
 Long charging duration and rarity of charging station cause efficient energy 
consumption on EC. 
 Energy efficient usage of EC increases the reliability, and battery is the most 
critical component to define reliability of EC. 
All of these results motivate us to generate two different simulation tools. The first one 
is usage driven simulation tool for selecting and sizing of EC power drive system 
components. The second one is in the context of the reliability of the available energy 
by providing a decision support system-a route planning advisor that is MCRPA. 
To develop first tool the following objectives have been defined: 
1. To model power drive system of EC. 
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2. To generate a tool for producing dominant user speed profiles which are 
obtained by MCRPA tool. 
3. To carry out selection and sizing of power drive system tool case studies based 
on standard and dominant usage defined driving cycles for a two-person EC.  
To develop MCRPA tool the following objectives have been defined: 
1. To model the city evaluating in the tool. 
2. To model city, traffic, EC and environmental parameters for tool consideration. 
3. To define a robust and hybrid route optimization algorithms for adapting the 
tool considering optimization objectives. 
4. To collapse traffic parameters data by driving on specific city routes. 
5. To carry out the MCRPA tool case studies based on real city cases considering 
single or multiple optimisation objectives. 
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2 Selection of Power System 
Components 
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2.1 Introduction 
In the design specification sheet of conventional fossil fuel or HEC there is no hard 
constraint on the usage of the car (for example whether to be driven in a city or 
countryside, the time of the day, duration of each journey). The user can drive the car 
wherever there is a suitable road and whenever he/she wants due to the high level of 
reliability provided by the power system. When adopting a robust design approach, no 
data regarding the likelihood of the real power consumption is used at the conceptual 
design phase. This flexibility, however, comes with the price of higher carbon 
footprint. When comparing ECs and ICE cars primarily, the main differences are the 
usage of electric motors instead of ICE for propulsion and batteries instead of fuel oil 
as energy source in ECs (Figure 2.1). On the other hand, ICE cars are more complex 
than EC, because of the auxiliary equipment such as gearbox, ICE cooling system, 
exhaust system. The simplicity of ECs allows configuration diversity, due to the 
connection of power drive system components with electrical wires instead of 
mechanical links. This gives flexible design opportunity of the EC propulsion system. 
Different kinds of electric motors (in-wheel motor or classical) and other power drive 
components can be implemented easily as well as different energy sources such as 
batteries or fuel cells. 
 
Figure 2.1-Main comparison of ICE cars and ECs primarily 
This chapter explains the first generated simulation for the selection of power system 
components. Figure 2.2 shows a generic illustration of the EC power system with 
major components, batteries, motor, transmission system and regenerative brake 
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system. In order to simulate the power system, all components need to be modelled 
separately.  
Considering originality of this chapter; 
 Just as modelling of the motor efficiency with method 1, modelling of the 
battery and transmission system are obtained from literature, motor efficiency 
with method 2 and 3 and regenerative braking algorithm are novel models for 
literature.  
 The generated simulation tool for selecing and sizing of the propulsion system 
components using all models are original contribution to the literature.  
 Designing propulsion system considering customer requirements with their 
dominant routine routes namely, usage driven design approach is a novel part 
of the study. 
 In addition, the generated speed profile tool from customer’s routine routes is 
also another orginal development.          
 
Figure 2.2-A generic illustration of the power system of an EC 
Using this tool, component performance can be observed in different conditions. 
According to defined route and speed profiles, different component sizes can be 
implemented, and SOC is monitored at the end of the simulation and consequently, 
best configurations are obtained for current route.  
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Figure 2.3-Different types of power drive system components 
Sub types of power drive system components are shown in Figure 2.3. In order to 
evaluate the performance of the tool, different types of electric motors were 
investigated with two case studies. First one is comparing efficiency performance of 
permanent magnet blushless dc motor (PM) and induction motor (IM). The second is 
comparing performance of IM with different number of poles. 
2.2 Electric Motors 
In theory, when electrical energy is delivered to the motors, mechanical energy can be 
obtained as the output. Conversely, when mechanical energy is delivered to the motors, 
electrical energy can be obtained as output (Figure 2.4). This property allows 
regenerative braking energy and may not need extra components such as mechanical 
flywheel or hydraulic regenerative system. 
 
Figure 2.4-A generic illustration and energy flows of an electric motor 
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As shown in Figure 2.5, electric motors have been produced in different types, and 
some of them are more suitable for implementing to EC such as; induction motor (IM), 
permanent magnet blushless dc motor (PM), brushed DC motor and switched 
reluctance motor drives (SRM). All these types have different performance 
characteristics.  
 
Figure 2.5-General types of electric motors 
Generally, EC producers prefer to use IM and PM, because their technology is mature, 
unlike SRM [142]. That is why, case studies of the research at the hand, only IM and 
PM are compared.  
Industrial motors are not suitable for EC applications [59]. The desired properties of 
electric motors for ECs are listed below [59, 61, 63, 142]: 
 High torque at low speed, which is important for initial acceleration and driving 
uphill 
 High power at high speed 
 High power density 
 Quick torque response 
 High efficiency 
 Low cost 
 Low weight. 
In addition, several studies were published on to improve motor technologies for EC 
applications such as the new designs of IM [143, 144], PM [145-148] and SRM [149, 
150].  
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2.2.1 Electric Motor Characteristic 
A typical electric motor characteristic is shown in Figure 2.6. As seen, the motor has 
a constant torque value until it reaches the base speed and the motor reaches maximum 
speed end of the rated power region [63]. The motor torque starts to decrease 
proportionally to the square of speed in the rated power region. Depending on the 
motor type and control strategy, constant power range can vary; therefore, it must be 
taken into consideration when defining motor types. 
 
Figure 2.6-General characteristics of an electric motor  
Even though the characteristics of electric motor correspond to the car tractive effort, 
longer constant power region and shorter constant torque region provide minimum 
energy consumption, because large part of power consumption of an EC stems from 
the number of starting times. Figure 2.7 shows desired characteristics of an electric 
motor for EC applications. It is clear that initial acceleration with minimum power 
requirement, longer constant power and shorter constant torque region are desired; 
especially urban travelling needs higher torque performance at lower speed [10]. 
 
Figure 2.7-Desired characteristics of an electric motor for EC applications 
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Generally, high torque requirements are in lower speed. If the motor performance 
cannot provide sufficient torque, expected performance of the car is not obtained. 
Therefore, in the motor selection and sizing process, not only motor capacity but also 
torque-speed characteristics of customers’ speed profiles should be considered. 
2.2.2 Electric Motor Topologies of EC  
As shown in Figure 2.8, there are many methods for assembling the electric motors for 
EC application. Front-wheel driving, rear-wheel driving, central driving and in-wheel 
driving are applicable depending on designer’s decision. Even though central driving 
(Figure 2.8-a,b,c) methods require mechanical differential system, they are more 
preferable than the others, because of the higher cost and immaturity of electronic 
differential systems [151]. Using mechanical differential system eliminates the motor 
connection (and transmission if necessary) for each wheel. Therefore, reducing the 
number of motors reduces the total price, since the price of two small motors is 
significantly more than one larger motor. On the other hand, because of the 
disadvantages of mechanical differential system such as power losses and added 
weight, some researchers have focused on improving electronic differential system 
[152-155].  
The investigation of in-wheel motors, several advantages were presented such as 
eliminating the gearbox, structural convenience, design simplicity. As such, this 
design is well suited for two-wheel small ECs, because of the space constraints, but 
not for four-wheel ECs due to their lower capacities and higher prices (Figure 2.8-d, 
e). 
In the case studies, central driving with one motor is selected because of its simplicity 
and popularity for eco-urban ECs (Figure 2.8-a). Other technologies (Figure 2.8-f, g, 
h) are not considered because of their electronic differential control requirements. 
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Figure 2.8-Topologies of electric motors on ECs 
2.2.3 Modelling of Electric Motor Efficiency 
Electric motors perform differently, depending on their loading conditions, due to 
different efficiency characteristics. The efficiency of the electric motor is defined 
based on five major losses that are copper, iron, friction, windage and constant losses. 
Copper losses are caused by the electrical resistance of the wires of the motor. Iron 
losses are caused by magnetic effects in the iron of the motor, particularly in the rotor. 
Friction and windage are caused by friction torque in the bearings and brushes of the 
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motor (where applicable). In presence of a fan fitted to the rotor for cooling, the wind 
resistance is also a source of energy loss. Finally, constant losses occur from magnetic 
field and electronic control equipment. 
Three different efficiency modelling method are applied in the study, which are 
explained below.  
 Method I 
Considering the five sources of losses, the efficiency of electric motors m can be 
modelled as in Equation (2.1)[156]. 
 2 3
m
m
m c m i cnc c c c
 
 
      
 (2.1) 
Where 
m is the torque,   is the motor angular velocity, cc  is the copper losses 
coefficient, 
ic  is the iron losses coefficient, c  is the windage losses coefficient and cnc  
represents the constant losses that apply at any speed. 
If the motor is being used in regenerative mode, EC slows down and the efficiency is 
applied in opposite way. In this situation, the efficiency takes the following form as 
seen in Equation (2.2). 
 2 3
m
m
m c m i cnc c c c
 
 
      
 (2.2) 
These equations are considered in order to calculate the motor efficiency depending 
on torque and velocity values.  
 Method II 
In this method, efficiency characteristics can be obtained from producers’ data 
depending on motor load, for instance efficiency performance of a 7500 W SIEMENS 
IM is shown in Figure 2.9.  
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Figure 2.9-7500 W IM efficiency versus motor load power 
Here, motor load 
lM  is calculated by Equation (2.3) below; therefore, efficiency 
function is calculated by Equation (2.4). 
 
,
%
m out
l
m
P
M
Cp
  (2.3) 
 ( )m lf M   (2.4) 
Where 
,m outP  is required power by motor and mCp  is maximum motor capacity. In this 
study, 
 Method III 
Motor efficiency maps show motor torque 
m , motor speed   and motor efficiency 
performance in same graph and m can be obtained by Equation (2.5). 
 ( )m mf     (2.5) 
Figure 2.10 shows IM and PM efficiency map, which are used for calculating 
efficiency function as shown in Equation (2.5) 
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IM 
 
PM 
Figure 2.10-Efficiency maps of IM and PM Motors [157] 
2.3 Batteries 
An EC battery includes several electric cells, which converts electrical energy from 
chemical energy during discharging. Conversely, during recharging, electrical energy 
is converted back to chemical energy. There are different types of battery technologies 
such as lead-acid, nickel-based, lithium-based and sodium-based batteries (Figure 2.3). 
In the current technology status, lithium based batteries are the most suited type for 
EC application as seen in (Table 1.1)  
2.3.1 Battery Parameters 
An important parameter is charging capacity can be defined as the amount of stored 
and delivered electrical energy of the battery; its unit is Amp-hour (Ah), which 
describes charging or discharging electrical current amount per hour. For instance, if 
the capacity of the battery is 100 Ah, it can deliver 1 Amp for 100 hour, 2 Amps for 
50 hour or 5 Amps for 20 hours at the same voltage. 
Energy density is another important battery parameter, which is the quantity of stored 
electrical energy of the battery volume per cubic metre (Wh/m3). Specific energy is the 
quantity of stored electrical energy of the battery weight per kilogram (Wh/kg). Figure 
2.11 shows energy density versus specific energy for different battery types. 
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Figure 2.11-Energy density and specific energy of battery types [158] 
Specific power is the quantity of power that can be provided by the battery weight per 
kilogram (W/kg). If a battery has high specific energy, but low specific power, it shows 
that the battery can store more energy but delivers the energy slowly causing slow EC 
drive. Figure 2.12 shows specific energy and specific power characteristics for 
different battery types.  
 
Figure 2.12-Specific energy and specific power of the battery types [159] 
Battery life is an important factor for determining the operation cost of the EC and 
should be included in the selection process. All rechargeable batteries have limited 
charging and discharging cycles depending on their usage, design and type. Because 
of this complex dependency, predicting the battery life accurately may not be realistic.  
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Table 2.1 shows the performance characteristics of some important batteries used in 
EC applications. As seen, although many parameters show diversity, the superiority of 
Lithium based batteries can be seen, considering specific energy. 
Table 2.1-Characteristics of produced batteries for EC applications [18, 68, 160] 
Battery 
type 
Some Car 
Application 
Battery 
Company 
Capacity 
(Ah) 
Voltage 
(V) 
Specific 
energy 
(Wh/kg) 
Specific 
power 
(W/kg) 
Resistance 
(mOhm) 
Life 
(cycles) 
Cost 
($/kWh) 
Lithium-
ion 
Renault 
Twizy, 
Nissan 
Leaf 
Saft 41 4 140 476 8 
1200 150-180 
Shin-
Kobe 
90 4 105 1344 0.93 
Nichel 
Metal 
Hybrid 
Honda EC 
Plus,  
Peugeot 
106 
Panasonic 65 12 68 1093 11.4 
800-
2000 
150-200 
Ovonic 85 13 68 200 10 
Lead-
acid 
Daihatsu 
Hijet, 
Suzuki 
Alto 
Panasonic 60 12 34.2 250 6.9 
400-
600 
120-150 
2.3.2 Modelling of Battery Efficiency 
One reason of energy losses in battery is chemical reactions, which causes internal 
resistance. All battery types have special internal resistance values that can be obtained 
from battery manufacturers and may show different characteristics for charging and 
discharging operations. In order to obtain battery model equations, equivalent circuit 
diagram of battery is drawn as seen in Figure 2.13. 
 
Figure 2.13-Battery equivalent circuit diagram 
In order to obtain battery efficiency, equivalent Equations (2.6) and (2.7) are used, 
then charging or discharging current can be calculated with Equations (2.8) and (2.9) 
below: 
 
2 0, 0b b b bR I U I P if P     (2.6) 
 
2 0, 0b b b bR I U I P if P     (2.7) 
 
2 4
, 0
2
b b b b
b
b
U U R P
I if P
R
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   (2.8) 
 
2 4
, 0
2
b b b b
b
b
U U R P
I if P
R
 
   (2.9) 
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Where bU  is the battery voltage and bR  is the internal resistance of the battery, bP  and 
I  represent battery power for charging-discharging operation and battery current 
respectively. Discharging state corresponds to the normal driving mode and charging 
state corresponds to regenerative mode. Finally, the efficiency of the battery b  can 
be obtained by Equation (2.10) 
 2
b
b
b b
U I
U I I R
 

 (2.10) 
2.3.3 Modelling of State of Charge (SOC) 
Calculating SOC  accurately is not possible due to the complexity of the battery 
parameters and usage conditions. Considered SOC  models are investigated below; 
Equation (2.11) [161] is used to model batteries charging operation, 
 ( 1) ( ) (1 )
b
b
I t
SOC t SOC t
Cp
 
     (2.11) 
Equation (2.12) is used for estimating SOC during discharging operation. 
 ( 1) ( ) (1 )
b
b
I t
SOC t SOC t
Cp
 
     (2.12) 
2.4 Regenerative Brake Systems 
As shown in Figure 2.2, three types of brake systems are used in ECs, (i) conventional 
friction-based dissipation systems, (ii) regenerative brake systems using mechanical 
energy storage systems, and (iii) regenerative brake systems using an internal charging 
system. Regenerative braking system was invented by M.A. Darracq in1897 [7]. It 
aims at regaining some of the car’s kinetic energy during braking. 
Generally, the car is fitted with regenerative braking system together with one of the 
conventional friction brake systems (Table 2.2), because total braking power in an 
emergency is large and the regenerative braking system alone cannot produce adequate 
braking power. In addition, the regenerative braking cannot be used in some conditions 
such as if the battery is fully charged or is not suitable for charging at high voltages 
[162].  
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Table 2.2-Regenerative and conventional friction brake systems 
Regenerative brake systems Conventional friction brakes systems 
Using motors as electric generator 
Rotating flywheel technology 
Hydraulic regenerative braking system 
Mechanical disc brake or drum brake 
Hydraulic disc brake or drum brake 
Battery charging systems recover part of the braking energy and deliver it to the 
batteries. However, mechanical energy storage systems feed the stored brake energy 
back to the transmission system. Compared to battery charging systems, mechanical 
energy storage systems have fast response but are heavier and larger. On the other 
hand, battery charging system is the most preferred regenerating method due to its 
simplicity; it does not need any extra mechanical devices for energy converting and 
storage. Electric motor is also used as generator for converting kinetic energy to 
electrical energy.  
Normally, only one regenerative brake system is used in parallel or series with a 
conventional dissipation system. The amount of the power recovered by the 
regenerative brake system depends on a wide range of parameters, such as: 
 Regenerative system efficiency in energy conversion: Different energy 
conversion systems have different conversion efficiencies. 
 Time response of the regenerative brake systems: The slower the response in 
storing the kinetic energy of the car, the more the contribution of the dissipation 
brake system in decelerating the car, hence less energy is available to be 
recovered.  
 Energy loss rate during storing period: For example, flywheels have higher rate 
of energy loss compared to pressurised gas systems and batteries.  
 Weight of the car 
 Driving/braking status: For example, a smoother brake leads to less 
contribution of the mechanical brake system in deceleration; hence, more 
energy can be recovered 
 Car speed 
 Time between brakes 
Furthermore, driver’s behaviour significantly affects regenerative breaking operations 
when travelling. Driving the car more aggressively leads to using more conventional 
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friction brake and less regenerative break. That is why an accurate regenerative 
breaking algorithm is difficult for EC simulations. However, some studies were 
conducted for improving this algorithm such as [162, 163]. 
2.4.1 Modelling of Regenerating Brake  
Instantaneous EC speed during deceleration and max regenerated power capacity of 
motor can be calculated using motor torque characteristics. Motors from different 
producers may have different performance; in this study SIEMENS motors data are 
used in the following case studies.  
As shown in Figure 2.14, a motor torque 
m  changes depending on motor speed  
(Equation (2.13)).  
 
Figure 2.14-A typical electric motor torque characteristic versus motor speed 
 ( )m f   (2.13) 
Using instantaneous EC speed, motor speed data is calculated using Equation (2.13). 
Hence, potential motor regenerative power capacity 
regCp  is obtained using the basic 
power Equation (2.14).  
 2reg mCp    (2.14) 
The total car braking power brakeP  is the summation of regenerated power brake regP and 
conventional frictional braking power mecP as shown in Equation (2.15). 
 brake mec regP P P   (2.15) 
Finally, depending on the amount of the braking power, 
regP  is obtained conditionally 
by Equation (2.16) and is added to the battery. The critical point of this approach is 
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that, if brakeP  is larger than regCp , it shows that EC needs mecP to reach necessary braking 
power and 
regCp is already regenerated by electric motor. Conversely, if brakeP  is 
smaller than
regCp , electric motor alone can generate adequate braking power, which 
is delivered to the battery and calculated using Equation (2.14) 
 
reg brake reg
reg
brake brake reg
Cp if P Cp
P
P if P Cp

 

 (2.16) 
2.5 Transmission System 
Figure 2.15 demonstrates tractive force profile of ICE cars at different transmission 
ratios. As seen, in order to obtain constant power profile, multi-gear transmission is 
required [61]. On the other hand, as shown in Figure 2.6 and Figure 2.7, electric motors 
have similar desired characteristics considering constant power profile; therefore 
single transmission ratio is preferred in the many EC applications. The transmission 
system is used in order to transfer electric motor forces to the wheel for obtaining 
efficient traction by motor.  
 
Figure 2.15-Traction force profile of ICE cars 
It is clear from Figure 2.1 and Figure 2.2 that transmission system is placed at the 
output of electric motor for all car topologies. Generally, single transmission ratio is 
applied to EC with two modes, which are forward and reverse directions using gears 
or pulley-belts. It has simple design as well as simple driving control, contrary to ICE 
cars. 
Generally, motor speed is higher than required in eco-urban EC. Transmission system 
reduces speed and increases torque, while transferring motor movement to wheels. In 
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addition, a motor have higher torque capacity in some speed region and this region can 
be arranged depends on car requirement with an efficient transmission ratio. 
2.5.1 Modelling of Transmission System 
Transmission ratio is required for calculating motor angular speed   and motor torque 
m , which can be calculated using Equations (2.17) and (2.18). 
 
rWrTr

   (2.17) 
 
tr
m
r
F Wr
Tr
   (2.18) 
Where  , rTr , Wr and trF  are EC speed, transmission ratio, wheel radius and required 
traction force for movement of EC respectively. 
 
Figure 2.16-A sample transmission and electric motor connection  
The definition of the transmission ratio is important to obtain maximum motor 
performance, especially if standard IM is selected. In addition, pole numbers of IM 
must be taken into account for selection of transmission ratio. For example, if two IMs 
with the same capacity have different pole numbers, they will have different speeds, 
therefore different transmission ratios become necessary. Considering cost and SOC, 
effect of pole numbers of IM and transmission ratio are investigated in one of the case 
studies.  
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2.6 Power System Modelling  
As shown in Figure 2.17, electric propulsion, energy source and auxiliary are three 
main subsystems of modern ECs. If we need to group them in detail, first, car 
controller, electronic power convertor, electric motor, mechanical transmission and 
wheels constitute the electric propulsion system. Secondly, energy management unit, 
energy source and energy refuelling unit compose the energy source subsystem. 
Finally, auxiliary subsystem contains auxiliary power supply, climate control unit and 
power steering unit. 
 
Figure 2.17-Conceptual configuration of EC [10] 
In the figure above, each link type represents a different connection type; double line 
is for mechanical link, thick line is for electric link and thin line is for control link. 
Arrows of line show the direction of control information and electrical power. 
According to brake and accelerator pedals signals, the car controller prepares new 
adjusted control signal to the power devices of the convertor. Convertor is used for 
regulating power flow between motor and energy sources. As shown, two-direction 
thick arrow indicates forward power flow from source to motor and backward power 
flow that result from regenerative braking energy. Energy management unit and energy 
refuelling unit control charging the energy source. In addition, energy of entertainment 
and climate system is controlled via climate control unit and auxiliary power supply 
that also controls steering of EC together with power steering unit [10]. 
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2.6.1 Speed Profiles 
Speed profiles are single speed-time profiles to represent urban driving schedules. Car 
manufacturer test their design performance using speed profiles [164] and 
environmental effects of the cars are also tested with them as legislative by 
governments. This data can be used for more accurate estimation of the power 
consumption as well as the available energy for recovery. This method reduces the 
level of uncertainties allowing the designer to adopt a deterministic method (as 
opposed to robust or worst-case scenario) for designing power system components 
(number and size of batteries and the regenerative brake system). 
Increasing popularity of electric car (EC), they also must be tested using driving 
cycles. Calculating travelling range is a critical task in the EC design process due to 
their relatively low travel range. Two main methods are used for this calculation, the 
first is constant speed test, which is a simple but less accurate test since car is usually 
not driven at constant speed. In the second test, car is driven in the simulation or in 
reality through a profile with changing velocity. There are many standard speed 
profiles prepared to obtain realistic driving patterns with different conditions. During 
these tests, car speed changes and the performance of battery and other equipment is 
observed. 
In order to generate special speed profiles, a route needs to be defined and Figure 2.18 
shows a typical route in a typical city. Assume that the person drives the car mainly to 
go to work in the morning from starting point and to return home in the evening to 
final point. 
 
Figure 2.18-A typical route in Kayseri 
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In order to obtain special speed profiles, two different methods are used here. The first 
is driving a car through defined routes and recording the speed changes considering 
the route characteristics such as slope of the road (Figure 2.19). A recorded speed 
profile is shown in Figure 2.20 for the route that is shown Figure 2.18.  
 
Figure 2.19-Recording speed data operations 
 
 
Figure 2.20-Speed profiles of the typical route in Kayseri 
The second method relies on estimating speed profiles according to defined travelling 
route taking into account traffic parameters such as junction, roundabout, traffic light, 
barrier and dead-end also slope angle, traffic flow and speed limits. This method is 
developed in this study as a part of MCRPA tool. In order to define delay time for the 
different parameters, real driving data are analysed. In summary, using a route plan 
similar to the one in Figure 2.18, speed profiles are estimated for calculating energy 
consumption and sizing of components. 
Standard speed profiles are used for testing car emissions. Based on actual traffic flow 
in Los Angles, LA-4 speed profile has been developed, and then improved as Federal 
Urban Driving Schedule (FUDS), which lasts 1500 seconds. In addition, Simplified 
Federal Urban Driving Schedule (SFUDS) [165] is used for urban driving simulations 
and its duration is 360 seconds (Figure 2.21). 
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Figure 2.21-Simplified federal urban driving schedule [165] 
Another speed profile for small cars or electric cars is the European Urban Driving 
Schedule (ECE-15) [166] which is depicted in Figure 2.22. SFUDS and ECE-15 are 
used as standard speed profiles in these study cases, due to their convenience for eco-
urban EC. Other standard driving cycles (EUDC, FHDS and US06) include high 
speeds, since highways are considered; these standards are not suitable for eco-urban 
EC.  
 
Figure 2.22-European urban driving schedule [166] 
2.6.2 Traction Force 
Tractive force is the main effort to move the car that is produced by the motor and 
transferred to the wheels over the transmission system. As shown in Figure 2.23, for 
moving the car forward, total tractive force trF  needs to overcome rolling resistance 
force rF , aerodynamic drag force adF , hill climbing force hF (while going uphill) and 
accelerating demand force aF as shown in Equation (2.19).  
 tr r ad h aF F F F F     (2.19) 
 
44 
 
 
Figure 2.23-A generic illustration of the applied force of EC 
 Rolling Resistance Force 
Rolling resistance force stems from the friction between car wheels and the road. 
Although, there is also a friction in bearing and transmission system, these are not 
investigated separately because their efficiency parameters are already considered 
within transmission efficiency. Rolling resistance is a function of the coefficient of 
rolling resistance  , acceleration of gravity g  and total weight of car 
tm  as shown in 
Equation (2.20). 
 r tF m g  (2.20) 
Where   depends on some parameters such as wheel material, wheel pressure, wheel 
temperature, wheel shape design, road material and road roughness. For example, high 
wheel pressure and thinner wheel shape reduces the rolling resistance but they may 
cause an uncomfortable driving. Some of typical rolling resistance coefficients are 
shown in Table 2.3. 
Table 2.3-Rolling resistance coefficient for different conditions [167] 
Conditions Rolling resistance coefficient 
Car wheel on asphalt 0.013 
Unpaved road 0.05 
Field 0.1-0.35 
Truck wheel on asphalt 0.006-0.01 
Car weight and passenger weight (including driver) are considered separately since the 
number of passengers significantly affects energy consumption. Total weight of EC is 
calculated by Equation (2.21).  
 t c pm m m   (2.21) 
Where cm  and pm  are weight of EC and passengers respectively. 
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 Aerodynamic Force 
Aerodynamic drag force is caused by the car body friction travelling through the air. 
It is a function of the frontal area of car
fA , air density a , drag coefficient drc and car 
speed   as shown in Equation (2.22). a  changes with temperature values and can be 
obtained from Figure 2.24.  
 
21
2
ad a f drF A c    (2.22) 
 
Figure 2.24-Air density depends on temperature [168] 
Reducing 
drc  can be achieved through the car design by changing outside shape and 
skin friction. When the car is travelling forwards, it pushes the air generating high 
pressure at the front of car. In addition, low pressure is created behind the car, since 
air cannot fill the gap left by the forward motion of the car (Figure 2.25). The high 
pressure region pushes the car forwards and the low pressure region pulls the car 
backwards [6].  
 
Figure 2.25-Shape effect of the aerodynamic force 
The shape of car determines drc , meaning that different car shapes will have different 
drc values as shown in Figure 2.26. 
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Figure 2.26-Drag coefficients for different car shapes [6]  
 Hill Climbing Force 
As shown in Figure 2.23, while driving up or down a slope, the car’s mass force needs 
to be considered, especially when travelling uphill. This force is called hill-climbing 
force hF , which is opposed to forward motion and must be eliminated by traction force. 
Equation (2.23) shows the dependency of hF  on slope angle of the road . 
 sin ( )h tF m g   (2.23) 
 Acceleration Force 
As known from Newton’s second law, speed change is possible only by applying 
external force. Hence, as shown in Equation (2.24), linear acceleration demands of the 
car is provided with acceleration force aF  as a function of car weight and acceleration 
(Figure 2.23). aF  is negative when the power system is in regenerative mode such as 
braking and downhill travel. 
 a tF m a  (2.24) 
The illustration of all typical resistance force as a function of the car speed can be seen 
in Figure 2.27. Although, hill climbing and rolling resistance forces are constant 
through the road, aerodynamic force changes exponentially with increased car speed. 
It shows how changes of the travelling route affect the power drive system of EC.  

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Figure 2.27-Typical road load characteristics 
2.6.3 Power Demand 
In order to calculate power consumption of the EC battery, the speed profile of 
travelling route is investigated at every second of the journey and power demand is 
calculated for each phase for power drive equipment, because their efficiencies are 
considered separately. Figure 2.28 shows a generic illustration of the power system of 
an EC and the power flow in both normal and regenerative modes. 
 
Figure 2.28-A generic illustration of the power system and the energy flows 
After obtaining trF , considering current speed at time t , power demand for traction can 
be calculated. The simulation runs iteratively with one second intervals (i.e. 1sect 
). The required power 
trP  is calculated by Equation (2.25). 
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 tr trP F   (2.25) 
Power requirements from motor shaft side 
,m outP  is calculated by Equation (2.26). 
 ,
tr
m out
r Tr
P
P
Tr


 (2.26) 
Power on the motor input, 
,m inP  is calculated with Equation (2.27), 
 
,
,
m out
m in
m
P
P 

 (2.27) 
where m  is the motor efficiency. 
On the other hand, in regenerative mode, because the power flow is from the wheels to 
the battery, the efficiency of the components is multiplied with the power values as 
shown in Equations (2.29) and (2.30). In here 
,m inP is regenerated power by electric 
motor for delivery to the battery. In fact, motor efficiencies in normal and regenerated 
mode are different, however, here they are assumed equal. 
 , 0brake tr trP P if P   (2.28) 
 , , 0
reg Tr
m out tr
r
P
P if P
Tr

   (2.29) 
 , , , 0m in m out m trP P if P    (2.30) 
Finally, for calculating SOC of the battery, total power consumption of other electrical 
equipment of the car (such as lights, indicators, radio) oP  is taken into account and 
power consumption of battery bP  is therefore:  
 ,b m in oP P P   (2.31) 
Depending on the speed profiles which are generated by customer’s dominant routes 
bP  is calculated. However, customer may need to drive on other routes because of 
special circumstances such as road works or traffic accident. Since different routes may 
request different types and sizes of component, it causes design uncertainty for the tool. 
Therefore, under consideration of dominant routes, safety factor must be taken into 
account depends on dominant route size. Using Equations (2.32), safety factor SF is 
used for calculating requested power by battery
reqP . 
 req bP SF P  (2.32) 
49 
 
2.6.4 Simulation of Power Component Selection 
A new design method is proposed, in which the dominant usage of EC is taken into 
consideration at the conceptual phase of design. EC usage data can be used for a more 
accurate estimation of the power consumption as well as the available energy for 
recovery. This reduces the level of uncertainties allowing the designer to adopt a 
deterministic design method for designing the power system components such as 
number and size of batteries, type of motors and transmission ratio. As a preliminary 
investigation phase, this section is focused on the simulation of power system of an EC 
for known dominant usages while comparing the performance of components. 
 
Figure 2.29-Simplified flowchart of the simulation 
The general flow chart of the simulation can be seen in Figure 2.29. The proposed 
simulation environment employs a speed profile, as the dominant usage or standard 
speed profiles can be implemented as the driving cycle that shows speed changes for 
every second. Speed values are ordered sequentially and speed profile is repeated as 
seen Equation (2.33), because end of the simulation is defined by SOC , not by the end 
of the driving cycle. 
 
 1 2 3
SP,1 SP,2 SP,3 SP,
, , ,...,
, , ,...,
SP
SP k
DC No
     
       
 (2.33) 
Where 
SP  denotes speed profile, subscript k defines speed profile time in second and 
SPNo is the repeated number of speed profiles and defined by SOC  value.  
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The average acceleration is calculated using Equation (2.34) for the thi  second. In case 
of 0a  , electric motor does not need to generate traction; it may work as generator 
depending on the braking force.  
 
1
1
i i
i
i i
a
t t


  


 (2.34) 
After obtaining the acceleration values at 1t  , traction force and traction power can 
be calculated. Consequently, the required average power is obtained using modelled 
component equations for one second. Based on the consumed and regained energy, the 
 is calculated. The speed profile is repeated until the  of the battery reaches 
its minimum allowable level (here 10%). The total distance travelled by the EC is taken 
as an indication of the performance of components.  
Simulation algorithm is shown in Algorithm 2.1 
Algorithm 2.1-Selection and sizing simulation tool 
Given; 
 , t  and  1 2 3, , ...SP k       
 General and EC parameters  , , , , ,t dr om A Wr c P   
 Transmission parameters  ,r TrTr   
 Motor parameters  , , , , , ( )c i w cn m mc c c c Cp    
 Battery parameters  ,, ,b b bR U Cp   
 
Step 1. Calculate acceleration value for current second Equation (2.34) 
Step 2. Calculate traction force for current second using Equation (2.19) 
Step 3. Calculate motor angular speed and motor torque using Equations (2.17) and 
(2.18) 
Step 4. Calculate motor efficiency 
Method 1. Use Equation (2.1) if 0a     Equation (2.2) if 0a   
Method 2. Use Equation (2.4) 
Method 3. Use Equation (2.5) 
Step 5. Calculate power requirements from motor shaft; 
use Equations (2.25) and (2.26)if 0a     Equations (2.25), (2.28), (2.13), 
(2.14), (2.15) and (2.29) if 0a   
Step 6. Calculate total discharged or total charged power to battery; 
use Equations (2.27) and (2.31) if 0a     Equations (2.30) and (2.31) if 
0a   
Step 7. Calculate the battery efficiency; 
SOC SOC
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use Equations (2.6), (2.8) and (2.10) if 0bP     Equations (2.7), (2.9) and 
(2.10) if 0bP   
Step 8. Calculate the battery SOC ; 
use Equation (2.11) if 0ia     Equation (2.12) if 0ia   
Step 9. Repeat all steps until 10%SOC   
 
2.7 Case Studies of Power System Selection Tool 
2.7.1 Comparing Efficiency Performance of PM and IM  
This case presents a comparative study of the performance of two types of electric 
motors used in EC. The power transmission system of an EC is modelled once with a 
PM and once with an IM. In both cases, the electric motors can operate in two modes: 
propulsion mode and regenerative brake mode.  
For motor efficiency calculation, method 1 (Section 2.2.3) is applied in this case. 
Therefore, four sources of losses, the efficiency of electric motors model Equations 
(2.1) and (2.2) are used. The losses coefficients for PM and IM motors are shown in 
Table 2.4 and obtained from SIEMENS motors data sheets. In addition, Table 2.5 
shows the characteristics of the modelled EC in this case. 
Table 2.4-Motor losses coefficient for 8-15 kW 
Type of Losses 
Coefficients 
PM IM Explanation 
cc  1.5 0.5 The copper losses coefficient 
wc  0.000075 0.00006 The windage losses coefficient 
ic  0.1 0.04 The iron losses coefficient 
cnc  20 170 The constant losses 
Table 2.5-The main EC parameters for the case 
tm  650 kg Car mass 
fA  1.8 m
2 Frontal area 
drc  0.19 Drag coefficient 
Wr  0.25 m Wheel Radius 
rTr  5 Transmission ratio 
Tr  0.95 Transmission efficiency 
oP  150 W Power requirement by other electrical systems 
bCp  150 Ah Battery capacity 
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In the simulation, two standard speed profiles, SFUDS and ECE-15 are used 
separately; see Figure 2.21 and Figure 2.22. In addition, Table 2.5 shows the 
characteristics of the modelled EC in this case. 
Results 
Simulation results are shown in Figure 2.30, which depicts the delivered power from 
the battery for SFUDS and ECE-15 cycles. 
 
SFUDS 
 
ECE-15 
Figure 2.30-Demanded power graphics from the battery for SFUDS and ECE-15 
Figure 2.31 shows the travelled distance using with PM and IM in ECE-15 and 
SFUDS. In both cases, IM performed better than PM with approximately 10 km 
difference in SFUDS and 15 km in ECE-15.  
 
SFUDS 
 
ECE-15 
Figure 2.31-Travelled distance with PM and IM for SFUDS and ECE-15 
Figure 2.32 shows the regenerated power curves by motors. Regenerated power is 
negative in sign. It is clear from the figure that regenerative power from IM is 
consistently higher in magnitude than PM, which indicates a better performance. 
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Figure 2.32-Regenerated power by PM and IM for SFUDS 
Conclusions 
 IM performed better than PM for both speed profiles. The driving distance covered 
by IM was longer by 10km and 15km for SFUDS and ECE-15, respectively.  
 During the deceleration of the car, the regenerative power of the induction motor 
obtained was better than that of the permanent magnet motor. 
2.7.2 Performances of IM with Different Number of Poles 
This case presents a study on the effect of the number of poles of IM on their 
performance in both propulsion and regenerative brake modes. Since changing the 
number of poles affects the maximum motor speed, different transmission ratios are 
considered in the modelling of the powertrain system. Two special speed profiles, 
namely, normal and aggressive, are used in this study. Both profiles are based on the 
field data of a route in Kayseri-Turkey. For each configuration, the total consumed 
energy of the EC is calculated. The main assumed EC parameters can be seen in Table 
2.6 for this case. 
Table 2.6-The main EC parameters for case 
cm  400 kg Car mass without motor and transmission 
fA  1.8 m
2 Frontal area 
drc  0.19 Drag coefficient 
Wr  0.25 m Wheel radius 
Tr  0.95 Transmission efficiency 
oP  150 W Power requirement by other electrical systems 
mCp  7500 W Motor capacity 
bCp  150 Ah Battery capacity 
Figure 2.33 shows the route used in the study in the city of Kayseri with length of 8.6 
km. 
54 
 
 
Figure 2.33-A typical travelling route in Kayseri 
Two speed profiles were obtained by driving the car at maximum permissible speed, 
where possible, (called aggressive-representing a rush scenario) and a normal driving 
mode (no rush scenario). As shown in Figure 2.19, the driving speed is recorded as the 
function of time and the two speed profiles for this route are obtained (see Figure 2.34). 
 
Normal mode 
 
Aggressive mode 
Figure 2.34-Speed profiles in normal and aggressive mode 
High efficiency IE2 series 7500 W SIEMENS IMs with different number of poles are 
selected for this case. Their technical specifications can be seen in Table 2.7.  
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Table 2.7-Siemens high efficiency induction motor data 
Rated Power 
(W) 
Number of 
Poles 
Speed 
(rpm) 
Mass 
(kg) 
Price 
(€) 
7500 2 3000 61 361.88 
7500 4 1500 75 390.10 
7500 6 1000 106 539.50 
7500 8 750 123 650 
IM with different number of poles show different efficiency characteristics at different 
speeds. Figure 2.35 shows the motor efficiency against the motor load for different 
number of poles. This figure is regenerated based on the manufacturer data for the IMs 
under study. It shows that by increasing the number of poles, the motor efficiency 
reduces. In the simulation, these efficiency curves are used in normal and regenerative 
modes in motor efficiency calculation with method 2 (Section 2.2.3).  
 
Figure 2.35-7500 W IM efficiency versus motor load for different number of poles 
In addition, torque-speed characteristics are shown in Figure 2.36 for the selected 
motors. These curves are used to calculate the regenerated power by motor using 
Equations (2.13), (2.14), (2.15) and (2.16). 
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Figure 2.36-7500 W IM torque versus motor speed for different number of poles 
Regarding the transmission system, timing pulley-belt system of CROSS MORSE 
Company is used. It is assumed that maximum car speed is 70 km/h. The timing pulley 
is employed with 24 teeth on the motor side, and 24, 32, 48 and 96 teeth on the wheel 
side to achieve desired transmission ratio.  
Figure 2.37 shows the effect of the number of poles on the motor and transmission 
mass and consequently mass of the EC. It obviously shows the increase in EC weight 
with increased number of poles 
 
Figure 2.37-Dependency of the mass of EC on the number of poles 
Similarly, increasing the number of poles increases the total cost, even though 
transmission cost is reduced (Figure 2.38). 
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Figure 2.38-Dependency of the cost of induction motor on the number of poles 
Results 
Figure 2.39 shows the travelled distance of an EC with 2p, 4p, 6p and 8p-IMs. As 
expected, all IMs can travel longer distances in normal speed profile compared to the 
aggressive profile. Moreover, it can be seen that 4p-IM can be driven longer than others 
can in both normal and aggressive speed profiles. The performance of 2p, 4p, and 6p-
IMs is very close for both driving modes. However, 8p has a lower performance than 
the others have. 
Normal mode 
Aggressive mode 
Figure 2.39-Travelled speed based on normal and aggressive mode speed profile 
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Normal mode 
Aggressive mode 
Figure 2.40-Cumulative regenerated power performance for speed profiles 
Finally, Figure 2.41 shows motors’ torque capabilities and required torque values of 
driving circle with blue dots. Aggressive mode driving cycle demands the highest 
motor torque in high speed. SFUDS and ECE-15 were also investigated in this section 
and they required similar torque performance from motors. 
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Normal mode 
 
Aggressive mode 
 
SFUDS 
 
ECE-15 
Figure 2.41-Torque - speed requirements and the motors performances 
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Conclusions 
In order to define a suitable pole number of IM for an EC, a comparative study is 
carried out between 2p, 4p, 6p and 8p-IMs. The simulation was carried out for two 
realistic speed profiles (normal and aggressive) for an urban route. The results indicate 
that: 
 2p- and 4p-IM performances are very close in both propulsion and regenerative 
modes, for both aggressive and normal driving profiles. In all cases, 4p-IM 
performance was superior to others (Figure 2.39).  
 During the deceleration of the car, the regenerative power performance of the 
2p, 4p and 6p IM were close but significantly better than 8p IM (Figure 2.40). 
 Considering the cost of components, although 2p IM is the cheapest, but the 
combined cost of the motor and transmission system makes 4p-IM the cheapest 
option (Figure 2.38).  
 As seen in Figure 2.41, 2p-IM cannot provide sufficient torque during driving 
cycle. 4p-IM torque performance is adequate for three of driving cycles of the 
normal speed profile, SFUDS and ECE-15 profiles. However, aggressive mode 
speed profiles has more torque requirements than motors’ performance. 
Because of higher acceleration and speed necessity, aggressive driving cycle 
needs higher motor performance. Although, 4p, 6p and 8p IM have similar 
performance for providing torque requirements, 4p-IM has cost advantage. 
2.7.3 Comparing Performance of Transmission Systems  
This case presents a comparative study of the performance of two types of transmission 
systems used in EC. The propulsion system of an EC is modelled once with a pulley 
belt and once with a gearbox. Since 4p IM is superior to the others that was obtained 
from previous case study, high efficiency IE2 series 7500 W SIEMENS 4p IM is 
selected as electric motor for the case to operate in two modes: propulsion mode and 
regenerative brake mode. Technical specification of this motor can be seen in Table 
2.7, and Figure 2.35 shows the motor efficiency against the motor load. In the case, 
this efficiency curve is used in normal and regenerative modes in motor efficiency 
calculation with method 2 (Section 2.2.3).  
In the simulation, four different speed profiles are considered in this case. Two of them 
are same with previous case study namely aggressive and normal mode speed profiles 
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(see Figure 2.34). The other speed profiles are shown in Figure 2.42  and generated 
from a different travelling route that is 7.4 km maximum 50 km/h road speed limit. 
One of these speed profiles are recorded in normal mode and second one is generated 
by the speed profile generator tool (see Section 5.5.3).  
 
 
Recorded speed profile  
 
Generated speed profile 
Figure 2.42- Recorded and the generated speed profile 
Table 2.5 shows the characteristics of the modelled EC in this case. 
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Table 2.8-The main EC parameters for the case 
tm  450 kg Car mass 
fA  1.8 m
2 Frontal area 
drc  0.19 Drag coefficient 
Wr  0.25 m Wheel Radius 
oP  150 W Power requirement by other electrical systems 
bCp  150 Ah Battery capacity 
Regarding the transmission systems, timing pulley-belt system of CROSS MORSE 
Company and gearbox of XTRAC Company data are used. It is assumed that 
maximum car speed is 70 km/h. The transmission ratio is employed as single ratio with 
2:1 (see Table 2.9). 
Table 2.9-Transmission specifications 
Type of 
Transmission 
Pulley-belt Gearbox 
Mass 5.3 kg 16 kg 
Efficiecny 0.95 0.96 
Transmission Ratio 2 2 
Results 
Figure 2.43 shows the travelled distance using both transmission systems in four 
different speed profiles. As seen in all cases, pulley-belt transmission performed better 
than gearbox. 
 
Normal mode 
 
Aggressive mode 
 
Recorded speed profile 
 
Estimated speed profile 
Figure 2.43-Travelled distance performance of transmission systems 
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3 Multi Criteria Route Planning 
Advisor 
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3.1 Introduction 
Combining classical navigator devices as route planner for time-distance objectives 
and EC driver requirements have been the source of inspiration to develop a route 
planning advisor. The purpose of using MCRPA tool is generating travelling route 
considering distance, time, energy and availability of charging station which are 
selected as alone or multiple. For example, an EC driver can obtain a route depending 
on criterion such as; shortest travelling distance, minimum travelling time, minimum 
energy consumption, nearest route to charging stations. In case of SOC is in critical 
level, energy and availability of charging station become the most important 
objectives. On the other hand, if there is enough storage energy in the battery, 
obtaining a route with minimum time or distance may be more important than other 
objectives.  
Batteries are key components in terms of reliability of ECs. However, they suffer from 
several limitations/drawbacks listed below: 
 Infeasibility of replacing flat battery with fully charged one 
 Long charging time 
 Short travelling range 
 Insufficiency of charging stations and support infrastructure. 
By eliminating/reducing the above shortcomings, ECs would become more popular. 
Obviously, improving of the battery technologies solves some of the problems. Beside, 
efficient usage technics of ECs can also reduce the effect of the battery limitations. 
In order to improve efficiency and convenience of driving ECs, MCRPA is developed. 
Using the tool, answering below questions is possible: 
 Which is the shortest route? 
 Which route consumes least time? 
 Which route consumes minimum energy? 
 How long can be driven with current SOC? 
 Which route generates maximum regenerative energy? 
 Which route is suitable for traffic density (off-line prediction)? 
In addition, this tool provides information about charging station (energy) availability 
such as: 
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 Which is the best route for charging reliability? 
 Where is the nearest station? 
 How long does it take to charge depends on stations,  
 Which station provide minimum charging time? 
 Which travelling order is suitable for multi-destination and which destination 
can be selected for charging? 
All these questions are answered through solving a multi-objective shortest path 
optimisation problem and it is explained in chapter 4. In order to solve these problems, 
the MCRPA tool requires some physical parameters as inputs, some of which are: 
 Motor characteristics and types (efficiency, capacity, number of motor, pole 
number for IM, maximum speed, torque characteristics) 
 Transmission (transmission ratio, efficiency) 
 Regenerative brake (motor capacity, efficiency, deceleration, slope angle) 
 Tire (size) 
 Aerodynamic force (speed, drag coefficient, frontal area) 
 Route specification (slope angle, speed, traffic flow rate) 
 Traffic parameters(delay time of junction, roundabout, barrier, traffic light and 
dead-end) 
 Weather (temperature, time) 
 Time(hour, day, month) 
 Air conditioning (convection, conduction and radiation heat transfer 
coefficients, radiation intensity of sun depending on the area, EC surface area 
and materials, inside and outside temperature, time) 
 Lighting system (capacity of light system, time) 
 Entertainment system (capacity of entertainment system) 
 Charging (charging time, location, charging speed, station crowded density) 
 Source and destination (location). 
Some parameters may vary by city location or EC characteristics and the tool is 
capable of changing these parameters. For instance, EC producers use different 
components in their design, hence their types and specifications must be taken into 
account. Similarly, every city has special characteristics and the tool needs to be 
updated considering city specifications.  
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This tool is also capable of monitoring performance of the main EC components, 
providing useful design insights on the performance of different components (such as 
type, size, and efficiency) in practical driving situations.  
More proliferation of ECs and charging station produces more charging alternatives 
for drivers. This in turn increases the reliability of travel by planning the route close to 
the charging stations.  
Considering originality of this chapter; 
 Altough nodes are used for modelling of city roads in previous studies, 
categorizing (such as traffic light, roundabout and barrier) and analysing of 
them for calculating problem objectives are novel methods. For instance, their 
speed characteristics is analysed and considered for calculating the objectives.  
 Yet distance objective model is used in the other studies, time, energy and 
availability of energy models are contributed to the literature. 
 
3.2 Problem Modelling 
3.2.1 Route Definitions 
City map is an essential part of the tool, since it is used as a base for road definition. 
Operating the MCRPA tool in different cities requires changing the map accordingly. 
In fact, obtaining a street map for many cities is currently possible, but the tool cannot 
use these maps directly, because the map needs to have some digitalizing operations 
such as defining the coordinate data of road connections or traffic lights and their 
altitude data.  
 Nodes 
Some important traffic parameters are called nodes, which affect the car’s travelling 
characteristics. Because speed changes affect the objective functions of the simulation, 
nodes must be taken into account in the tool. The criterion for defining a node is 
whether it causes speed to drop or not, since speed reduction causes more energy and 
time consumption. Using nodes, roads can be defined as inter-connected nodes. Nodes 
( )n are defined as a vector as shown in Equation (3.1). 
 , , ,[ , , ]i i x i y i zn n n n  (3.1) 
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Where subscripts i  represent node number, x and y nodes coordinates and z  
represents the elevation of nodes. 
Figure 3.1 shows a simplified map. As seen, nodes are connected to neighbouring 
nodes and each node must have at least one connection. 
 
Figure 3.1-A simplified map parts for node illustration 
Studied nodes categories are junction (connection point of roads), barrier (bump, ticket 
tool gates), roundabout, traffic light and dead-end (Table 3.1). These traffic parameters 
show different characteristics such as acceleration or deceleration value, waiting time, 
which are investigated in detail.  
Table 3.1-Node types identification 
Node Symbol Node Type 
( )jn  Junction 
( )rn  Roundabout 
( )tn  Traffic light 
( )bn  Barrier 
( )dn  Dead-end 
i. Junction 
Junctions are connection points between two roads and a bend in the road. Figure 3.2 
shows a sample street map that has road connections. Junction nodes are seen clearly 
on the simplified version of the figure.  
Different kinds of road types can be connected with each other through junctions in 
this study approach, such as connections between main and branch roads.  
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Figure 3.2-Samples of junction illustration  
ii. Barriers  
Barriers are used to slow down the car speed in some special places such as schools, 
hospitals. Speed bumps, narrowed road, railway crossing and tollgates are some 
examples of barrier nodes. Figure 3.3 shows sample map including barriers with a 
simplified road version. 
 
 
Figure 3.3-Samples of barrier illustration 
iii. Roundabout 
Roundabouts are circular intersections used in one-direction traffic flows to prevent a 
chaos on the intersection of different way roads. Cars need to slow down at 
roundabouts even at low traffic situations. Roundabout node samples are shown in 
Figure 3.4 with a simplified version. 
  
Figure 3.4-Samples of roundabouts illustration 
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iv. Traffic light 
Traffic lights are usually put on busy junctions; they are a major influence on the car’s 
waiting time in cities. Figure 3.6 shows traffic light on a map and a simplified version. 
Most probably there are few traffic lights (2-4-6) at a roundabout. Depending on the 
travelling destination, drivers may need to stop at more than one light. Figure 3.5 
shows four lights placed at the roundabout. It is assumed that every road change 
requires a traffic light on the roundabout. In addition, many pedestrian crossings in the 
city may have traffic lights; these are also considered as nodes in the study.  
  
Figure 3.5-Samples of traffic light illustration 
v. Dead-end 
Dead ends of the road are also considered in the study, because cars must have different 
speed characteristics at this place. Normally, dead ends are either starting or 
destination points. Only the acceleration characteristic is considered if the dead-end is 
a starting node. Conversely, only deceleration characteristics are used if the node is a 
destination point. Figure 3.6 shows the dead-end nodes on a simplified map.  
  
Figure 3.6-Samples of dead-end illustration 
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 Road 
Roads in the city are generally classified as two-way or one-way roads. One-way roads 
are used to increase traffic flow rate. In the study, both types are taken into account. 
This shows that the study is not a classical symmetric shortest path problem, rather it 
is asymmetric.  
The connection of two different nodes generates a road, and the road is defined with 
the subscripts of the nodes. The first node identifies the source of the road and the 
second identifies the final node of the road. As shown in Figure 3.7, knr demonstrates 
a road from kn  to nn , not from nn  to kn . nkr  is not defined as a road as shown in the 
figure.  
 
Figure 3.7-Road identification 
Two direction roads are defined as klr and lkr even there is only one road in the reality. 
Besides, lmr and mlr  illustrate two direction roads which are also like that in the reality. 
 Route 
A route consists of more than one road connection. It is identified by a vector of road 
nodes in the right order, connecting the source node sn  to the end node en . Figure 3.8 
shows a sample map and thick lines represent a route with arrow direction
[ , , , , , ]s o p r t en n n n n n  that is comprised of roads sor , opr , prr , rtr  and ter . 
 
Figure 3.8-A sample route illustration 
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3.2.2 Travelling Speed  
Capturing speed changes during travelling is very important to obtain realistic results 
of RP simulation. Traffic flow, traffic parameters (node types) and road speed limits 
are parameters for speed changes, which are investigated separately. 
 Node Acceleration and Deceleration Characteristics 
In order to investigate the speed changes of a node, a real driving experience is 
analysed. After defining case routes in a city, the routes are travelled by a car and speed 
changes are recorded. As shown in Figure 3.9, a planned route can be seen in the city 
map. The total length of the route is 2.7 km and it includes five junctions, two dead-
end, one traffic light and one roundabout.  
 
Figure 3.9-A sample travelled route illustration 
Obtained speed profiles of this route can be seen in Figure 3.10. All nodes area have 
special speed changes characteristics, which is at first deceleration, then acceleration. 
In addition, there is no travelling between the seconds 247-271 because of the red 
traffic light. However, in all speed profiles’ cases, the similar characteristics are seen 
in same nodes, which are investigated in Chapter 5. Because of this similarity, speed 
changes of the same node types are assumed using their average values. 
 
Figure 3.10-A case speed profile of the route in Figure 3.9 
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Therefore, the average acceleration a  and average deceleration d  are investigated 
separately. Figure 3.11 demonstrates the general speed changes for three connected 
nodes. As shown, there are an acceleration period of first node, constant speed period 
and decelerating period of the second node between the first two nodes. Similarly, 
between the last two nodes have same speed changes. In addition, all node points have 
a special minimum speed value due to their characteristics. At the node, car speed is 
reduced to this special minimum speed. This approach is employed for all node types 
in the study. 
 
Figure 3.11-A typical speed characteristic of nodes 
Table 3.2 shows separately the notation of node type’s acceleration and deceleration, 
since they have different characteristics. 
Table 3.2-Notations of acceleration and deceleration of nodes types 
Node Type Acceleration Deceleration 
Junction ( )ja  ( )jd  
Roundabout ( )ra  ( )rd  
Traffic light ( )ta  ( )td  
Barrier ( )ba  ( )bd  
Dead-End ( )da  ( )dd  
 Node Speed Characteristics 
Four different average speeds are considered for investigating the speed characteristics 
between two nodes. One of them is the acceleration speed 
a ,which is right after one 
of the nodes, the second is constant speed 
cn  right after the accelerating speed, the 
third is the deceleration speed 
d  when approaching another node to reduce car speed, 
and finally 
min is the lowest speed value to pass nodes (Figure 3.12).  
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At some node types, the car may stop and wait, particularly at traffic lights. Barriers, 
junctions and roundabout also require the car to stop and wait sometimes, but generally 
reducing the speed is enough to pass these node types and their minimum speed 
min 0  . Figure 3.12 shows min 0   at the first node and min 0   at the second node. 
 
Figure 3.12-Speed investigation between nodes 
For different node types, notations of speeds
a , d  and min  are shown in Table 3.3. 
Table 3.3-Notations travelling speed characteristics of nodes types 
Node type Deceleration speed Acceleration speed Minimum speed 
Junction ( ),j d  ( ),j a  ( ),minj  
Roundabout ( ),r d  ( ),r a  ( ),minr  
Traffic light ( ),t d  ( ),t a  ( ),mint  
Barrier ( ),b d  ( ),b a  ( ),minb  
Dead-End ( ),d d  ( ),d a  ( ),mind  
 Traffic Flow Rate 
Because of different city conditions and driver behaviours, a car speed is assumed 
around the road speed limit. Several factors such as traffic jam, weather conditions and 
road works may reduce the car’s speed. In order to quantify this reduction, traffic flow 
rate approach is applied in the tool. 
Traffic flow rate for road 
ijr  is denoted ,tf ijR . Traffic flow rates are defined between 
 0 1  and the means of decreasing tfR  is to reduce car speed. 
As seen in Figure 3.13, although 
,tf klR  and ,tf lkR  are assigned for the same road, they 
have different traffic flow rates and road klr is faster than lkr  because , ,tf kl tf lkR R , since 
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the problem is asymmetric. If there is no way in the road, it is identified as 0tfR   such 
as 
,tf nkR in the figure. 
 
Figure 3.13-Traffic flow identification 
To define the traffic flow rate, time parameters are also considered, which are hour of 
day hourt , day of week dayt  and month of year montht . Every city shows different 
characteristics according to the time of day. Especially in the morning and evening 
times, roads are more crowded in weekdays and traffic can flow slower. In order to 
include the effect of time of day on the car speed, hour of day coefficient hourc  is 
introduced and Figure 3.14 shows a sample hourc characteristic. 
 
Figure 3.14-A typical hour coefficient profile 
Similarly, day coefficient 
dayc  (Figure 3.15) is defined, because traffic flow changes 
according to day. In general, the car density is more during weekdays than weekend. 
In addition, Saturday is more crowded than Sunday because some jobs have one day 
off. 
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Figure 3.15-A typical day coefficient profile 
Month coefficient 
monthc  (Figure 3.16) is taken into account since car density differs as 
a function of the month in the year. For instance, depending on city or country 
condition, public transportation is preferred more than driving during winter session. 
 
Figure 3.16-A typical month coefficient profile 
Finally, 
tfR is obtained by Equation (3.2).  
 tf hour day monthR c c c  (3.2) 
 Constant speed  
In this study, car speed is assumed as constant and it equals with road speed limit 
except for node acceleration and deceleration. As seen in a real travelling speed profile 
in Figure 3.17, speed peaks are constant roughly around road speed limits except last 
two speed peaks. Since they cannot reach road speed limit, it is not accepted as a 
constant speed in the approach. Several reasons might impede the car from reaching 
road speed limit, such as road parameters (bumps, traffic lights), a short road between 
two nodes or high traffic density. 
0
1
Weekday Saturday Sunday
D
ay
 C
o
ef
fi
ci
en
t
Days
0
1
1 2 3 4 5 6 7 8 9 10 11 12
M
o
n
th
 C
o
ef
fi
ci
en
t 
  
Months
76 
 
 
Figure 3.17-Constant speed periods of the route on Figure 3.9 
As shown in Figure 3.11 and Figure 3.12, constant speed 
cn  is modelled between 
acceleration and deceleration periods of two nodes. 
cn  is defined depending on speed 
limit of the road and traffic flow rate. Because roads have various speed limits and 
traffic flow rate, 
cn  may be assigned with different values for the same road depends 
on time. 
cn  is calculated with Equation (3.3) for all roads. 
 , , ,c ij l ij tf ijR    (3.3) 
Where 
,l ij  is the speed limits of the road ijr , it should be noted that ,l ij  is not 
necessarily the same as
,l ji , since the different directions of road may have different 
speed limits. As shown in Equations (3.4), generally
cn is smaller than l , because tfR  
reduces the speed of car.  
 
1
0 1
cn l tf
cn
cn l tf
if R
if R
   
  
    
 (3.4) 
 Speed Limit of the Car 
Cars are categorised considered their size according to European regulations. Each 
category has a speed limit, in which it is manufactured so as not to exceed this limit. 
This speed limit is different from the allowed speed on the road. Driving some kinds 
of small cars, such as scooter, moped or motorbike does not request driver licence. 
Hence, these cars are manufactured with the required speed limits.  
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In the study cl illustrate the maximum allowable car speed and driver cannot exceed 
it, even if the road speed limit is more. If the car has a speed limit and if it is smaller 
than 
cn , then it would be equal to cl as seen in Equation (3.5). 
 
cl cn cl
cn
cn cn cl
if
if
   
  
   
 (3.5) 
3.2.3 Distance 
In order to calculate distance parameters, geographical coordinate data is used 
excluding altitude values. In the study, road distance and route distance are taken into 
account separately. Because all nodes are defined with special coordinate values, they 
are used for obtaining the road distance. Summing up road distances in a route gives 
the travelling route distance. 
 Road Distance 
A road length is the distance of between two nodes. As shown in Figure 3.18, 
jiD
refers to the distance of road 
ijr  or jir , since both directions of a road have the same 
distance and it is applicable for all roads, even if they are not one direction. As seen, 
road distances are illustrated with same values, even if they are not one direction. 
 
Figure 3.18-Sample illustrating of road distance 
For road 
ijr , node coordinates are given in Equations (3.6) and (3.7), road distance ijD  
is calculated with Equation (3.8). 
 , , ,[ , , ]i i x i y i zn n n n  (3.6) 
 , , ,[ , , ]j j x j y j zn n n n  (3.7) 
 
2 2 2
, , , , , j,( ) ( ) ( )ij i x j x i y j y i z zD n n n n n n       (3.8) 
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A road distance 
ijD  is separated into three different segments for analysing the node 
region. These segments are (i) travelling distance with acceleration
,a ijD , (ii) travelling 
distance with constant speed 
,cn ijD  and (iii) travelling distance with deceleration ,d ijD
. Figure 3.19shows the separated distance segments depending on speed types which 
are 
cn , a , d , min 0   and min 0  .  
 
Figure 3.19-A typical travelling distance illustration 
Summing of those distance parts is equal to the considered road distance as shown in 
Equation (3.9). 
 , , ,ij a ij cn ij d ijD D D D    (3.9) 
 Route Distance 
Route distance is the total length of travelled roads, which create the route. After 
calculating all the roads distances of the route, distance can be obtained by Equation 
(3.10).  
 
,
rNo
ij
i j
D D  (3.10) 
Where 
rNo illustrate the number of roads in the route. 
For example, a route [ , , , , ]s i l k en n n n n  is shown in Figure 3.20 with thick lines and the 
length of the route is obtained by summing up of , ,si il lkD D D  and keD . 
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Figure 3.20-Sample illustrating of route length 
 Direct Distance to Destination Node 
Direct distance is the distance from any node to the destination node without taking 
into account of the road distances. It uses for consideration which nodes are close to 
end node. Figure 3.21 shows direct the distances of , ,i l kn n n  with red dashed lines and 
,direct ieD  is used for illustrating the direct distance from in  to destination node en and 
Equation (3.11) is used for calculating it. 
 
Figure 3.21-Direct distance to destination node  
 
2 2 2
, , , , , , ,( ) ( ) ( )direct ie i x e x i y e y i z e zD n n n n n n       (3.11) 
3.2.4 Travelling Time 
Travelling time 
ijt  is the total time of travelling and is obtained by summing up all of 
the travelled road times. 
ijt  refers to travelling time from in to jn not from jn to in , since 
traffic flow rate and travelling speed have different characteristics according to the 
travelling direction between same nodes. Figure 3.22 shows the sample traveling time 
of route [ , , , ]i j k nn n n n  and is obtained by summing up , ,ji jk kjt t t  and nkt . 
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Figure 3.22-Sample of travelling time 
When a car drives towards one of the node types, the speed of car starts to decrease, 
then it may stop and wait, finally it starts to speed up until reaching the constant speed. 
Travelling time of the car at nodes is divided into three parts as decelerating time 
dt , 
waiting time wt ,and accelerating time at (Figure 3.23).  
 
 
Figure 3.23-General speed characteristics of node types 
All node types have different travelling time characteristics and the notations are 
shown in Table 3.4. 
Table 3.4-Notations of travelling time of nodes types 
Node types Deceleration time Waiting time Acceleration time 
Junction ( ),j dt  ( ),j wt  ( ),j at  
Roundabout ( ),r dt  ( ),r wt  ( ),r at  
Traffic light ( ),t dt  ( ),t wt  ( ),t at  
Barrier ( ),b dt  ( ),b wt  ( ),b at  
Dead-End ( ),d dt  ( ),d wt  ( ),d at  
S
p
ee
d
 (
k
m
/h
)
Time (sec)
ndt wt at
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In addition, constant speed time cnt  is required for calculating the energy consumption 
of constant speed period. After finding the travelled distance of the constant speed 
period with Equation (3.12), is obtained by using Equation (3.13). 
 ( )cn road a dD D D D    (3.12) 
 
cn
cn
cn
D
t 

 (3.13) 
For calculating the travelling time for a route, each road’s travelling time needs to be 
calculated by Equation (3.14).  
 ,
,
ij
ij delay ij
cn ij
D
t t 

 (3.14) 
Where 
,delay ijt  is the delay time of the road ijr . This delay time increases road travelling 
time and it is explained below. 
After obtaining travelling time for all roads, route-travelling time t can be calculated 
with Equation (3.15). 
 ,
, ,
ij
delay ij
i j cn ij
D
t t 

  (3.15) 
3.2.5 Delay Time 
Increasing the traffic parameters (nodes) in a travelling route causes more travelling 
time. Actually, slowing down and waiting time of nodes are the main reasons of this 
time increment. All node types cause a different delaying, since they have different 
characteristics. The delay time for a node is calculated using its speed and acceleration 
and, Table 3.5 shows the notations of delay time for different parameters.  
Table 3.5-Delay time notations 
Node Type Delay time 
Junction ( ),j delayt  
Roundabout ( ),r delayt  
Traffic light ( ),t delayt  
Barrier ( ),b delayt  
Dead-end ( ),d delayt  
ct
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For instance, travelling from the current node in , there are three different feasible 
nodes, namely
mn , nn and jn therefore, their travelling times are different (Figure 3.24). 
Probably, traffic light node 
mn is the worst, because it might cause waiting time, 
whereas for the barrier node, only reducing the speed is enough usually. As such, the 
delay time parameters are considered in the study in order to make comparison 
between different node types. 
 
Figure 3.24-Feasible nodes  
In order to explain the calculation method of delay time in general terms, Figure 3.25 
is considered. As seen, there are two different routes. The first route is [ , , ]i j kn n n  and 
the second is [ , ]i kn n . The second route is obtained from the first by removing jn node, 
and 
(j),w 0t  . Initially travelling time is calculated for route [ , , ]i j kn n n considering jn
characteristics (speed and acceleration). Then, travelling time of the route[ , ]i kn n is 
calculated. Delay time for node 
jn is the difference of travel time between the two 
cases.  
 
 
Figure 3.25-Delay time calculation method 
Accelerating and decelerating times are obtained using Equations (3.16) and (3.17). 
As shown in Figure 3.22, deceleration, acceleration and waiting time of nodes are 
taken into account separately for these equation stages. 
 min( ) /a cnt a    (3.16) 
 min( ) /d cnt d    (3.17) 
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Where 
at , dt  are the travelled times while accelerating, decelerating respectively and 
c  is the constant speed of the road. Then, Equation (3.18) is used to calculate the total 
travelling time t for the considered node. 
 a d wt t t t    (3.18) 
In order to calculate aD  and dD , Equations (3.19) and (3.20) are used. Because there 
is no travelling during waiting time, the travelled distance is considered zero. 
 
2 2
min
2
cn
aD
a
 
  (3.19) 
 
2 2
min
2
cn
dD
d
 
  (3.20) 
Subsequently, Equation (3.21) is used to find the total travelled distance for the 
considered node type. 
 d aD D D   (3.21) 
At this point, the travelled time without any delaying for a node is calculated. In the 
case of travelling without speed changes at a node, it does not cause any delay time. 
That is why travelled time is calculated for the same node without any deceleration 
and acceleration periods by Equation (3.22). The result presents the information of 
traveling time without any delay time. 
 direct
cn
D
t 

 (3.22) 
Where directt is the total time at a node without any speed changes. Finally, the delay 
time for the current node type is obtained with Equation (3.23). 
 delay directt t t   (3.23) 
Where 
delayt is the delay time for the considered node type and those previous steps are 
applied for calculating all type of nodes’ delay times. 
For the calculation of junction node delay time, some other parameters must be 
considered, which are bending angle and road type. As shown in Figure 3.26, higher 
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bending angles necessitate lower speed in order to turn and therefore cause larger delay 
time. As shown, since 
i j k     , then , , ,delay i delay j delay kt t t  . 
 
Figure 3.26-Road angle 
In order to calculate the bending degree of junction, slope of all roads are calculated 
in global coordinates, and then compared with each other.  
3.2.6 Travelling Energy 
The most complicated optimisation objective in this study is the energy consumption 
of travelling route. Since it requires information about travel time, travel distance, 
traction energy and energy consumption for auxiliaries. 
The consumed energy of a route E  is the total consumed energy of the roads of the 
route. Hence, in order to calculate E , the energy consumption of each road needs to 
be calculated separately. 
ijE  refers to consumed energy for road ijr  and ijE  is not necessarily the same as jiE  
because of the different road characteristics. In order to calculate
ijE , the motor’s 
energy consumption for the road 
,m ijE  and the accessories’ energy consumption ,a ijE  
are summed up as shown in Equation (3.24).  
 , ,ij m ij a ijE E E   (3.24) 
,m ijE  is the summation of accelerating energy, constant speed energy and decelerating 
energy. 
,a ijE  is the energy consumption of air conditioning, entertainment and lighting 
system of the car. After obtaining the energy consumption of the roads, energy 
consumption of the route E , is calculated with Equation (3.25). 
 
,
rNo
ij
i j
E E  (3.25) 
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For instance, as shown in Figure 3.27, the energy consumption of route
 , , , ,s i l k en n n n n  is obtained by summing up , ,si il lkE E E  and keE . Due to the 
importance of road’s asymmetry on energy consumption, the selecting of travelling 
direction is as important as the road travelling time. 
 
Figure 3.27-Illustration of route energy consumption 
 Travelling speed  
Travelling speed is one of the important parameters for calculating travelling energy. 
Here, travelling speed is calculated at three different intervals, which are acceleration, 
constant and deceleration, using Equation (3.26). As seen, in acceleration and 
deceleration periods, the average travelling speed is calculated considering period 
distance and time. In case of no acceleration or deceleration, travelling speed is 
cn . 
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    

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

 (3.26) 
 Total Traction Force  
Calculating method of the traction force is explained in Section 2.6.2 already. All 
traction forces, , ,r ad hF F F  and aF  are also regarded for calculating trF  in order to 
obtain energy consumption of MCRPA tool. There is one important difference for 
calculating the hill climbing force hF . Road slope was assumed as flat in Equation 
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(2.23) for power component selection simulation. In this chapter, road slope sin ( )  is 
taken into account, using Equation (3.27) sin ( ) of the road ijr  is calculated. 
 
, ,
2 2
, , , ,
sin ( )
( ) ( )
j z i z
ij
i x j x i y j y
n n
n n n n

 
  
 (3.27) 
aF  is defined by Equation (2.24). Because energy is calculated separately for 
acceleration, constant speed and deceleration here, aF  is also calculated for different 
phases in Equation (3.28).  
 
0 0
0 0
0 0 0
t
a t
m a if a d
F m d if d a
if a d
  

   
   
 (3.28) 
According to the considered node type a or d is used from Equations (3.29) and 
(3.30).  
 
( )
( )
( )
( )
(d)
:
:
:
:
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j
r
t
b
a if i type j
a if i type r
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
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
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



 (3.29) 
 
( )
( )
( )
( )
(d)
:
:
:
:
:
j
r
t
b
d if j type j
d if j type r
d d if j type t
d if j type b
d if j type d




 




 (3.30) 
For the first node of road, average a is selected and average d  is selected for the 
second road depending on node types, because travelling starts from the first node with 
acceleration and finishes at the second node with deceleration. As an example, for road
ijr , ia  and jd are selected (see Figure 3.11). 
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 Total Traction Energy 
After obtaining speed and traction force for road periods, tractive energy of EC is 
calculated in three conditions, using Equations (3.31). For every road period, the 
calculated average travelling time is used. 
 
0 0
0 0
0 0
tr a
tr tr d
tr cn
F t if a d
E F t if d a
F t if a d
   

    
    
 (3.31) 
Generally, trE  is negative or positive, even if a  and d  are zeros. Although 0trE  in 
most cases, it is possible that 0trE  . Having enough negative road slopes may result 
negative traction energy (regenerative mode).  
Because of the energy flows between the power components, after obtaining trE , the 
electric motor output energy (at the motor shaft) 
,m outE  can be calculated by using 
Equation (3.32).  
 ,
0
0
tr
tr
Trm out
reg Tr tr
E
if E
E
E if E

 
  
 (3.32) 
In regenerative mode, trE is negative because of two reasons; the first, there is 
deceleration but not acceleration ( 0 0d a   ) and the second, there is no any 
deceleration and acceleration ( 0 0a d   ) but car is travelling on negative-slope 
road and EC delivers some energy to battery to travel at the constant speed. Obtained 
mechanical regenerative energy by wheel is delivered to battery after the conversion 
to electrical energy by electric motor. In this case 
Tr  is multiplied with trE since 
energy flows in the opposite direction as seen in Equation (3.32). 
In order to quantify the regenerated energy amount 
regE , the same approach that is 
explained in Section 2.4.1 is used. The adapted version of the approach in MCRPA 
simulation can be seen in Equations (3.33) and (3.34). Because energy consumption is 
considered here instead of power consumption, potential motor regenerative energy 
must be calculated. Multiplying deceleration time and potential motor regenerative 
power 
regCp  gives regenerative energy. 
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 0brake tr trE E if E   (3.33) 
 
0
0
reg d brake brake reg d
reg
brake brake brake reg d
Cp t if E E Cp t
E
E if E E Cp t
  
 
  
 (3.34) 
After calculating 
,m outE , the energy amount of motor input mE  is calculated with 
Equation (3.35) using motor efficiency m  and motor running method. In order to 
obtain m , either method II or method III is used (Section 2.2.3) in MCRPA tool. 
 
,
,
0
0
m out
tr
mm
m out m tr
E
if E
E
E if E


 
  
 (3.35) 
Finally, the total motor input energy
,m ijE  can be obtained with Equation (3.36) for road
ijr . For every road, acceleration energy ,m aE , deceleration energy ,dmE  and constant-
speed energy 
,cnmE  are calculated separately. ,m ijE  can be positive or negative 
depending on road conditions or node types. Summing up all mE  components gives 
consumed or regenerated energy amount from the battery for EC traction.  
 , , , ,m ij m a m cn m dE E E E    (3.36) 
 Energy Consumption of Air Conditioning System  
Some basic electrical devices are modelled in this study, which are air conditioning 
system (A/C), light system and entertainment system. 
Using energy transferring methods, the state of equilibrium is obtained in order to find 
the consumed energy by A/C to keep the required temperature 
reqT  inside car. The 
car’s body materials are separated into glass and body shell that envelopes the interior 
of the car as shown in Figure 3.28.  
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Figure 3.28-Illustration of material types 
In addition, it is assumed that the driver area is a rectangular prism as shown in Figure 
3.29; this is required for using the empirical equations of heat transfer.  
 
Figure 3.29-Driver area (rectangular prism)  
i. Convection 
To obtain thermal convection resistance outside, external forced convection equations 
are used and airflow is entirely assumed turbulent because of the strong vibrations of 
the car. The thermal resistance of convection outside 
,o cvR  is calculated with Equation 
(3.37). 
  ,
1
o cv
cv g b
R
c A A


 (3.37) 
Where 
gA  is glassed surface area on the car and bA  is surface area of the body shell 
which is not in contact with the interior as shown in Figure 3.28, 
cvc  is convective heat 
transfer coefficient and can be calculated with Equation (3.38). 
 
a
cv
k
c Nu
L
  (3.38) 
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Where ak  is the thermal conductivity of air (Table 3.6) and L  is the length of assumed 
prism (Figure 3.29) and Nusselt number Nu  is obtained with Equation (3.39). 
 0.8 1/30.037Re PrNu   (3.39) 
Where Pr is Prandtl number of air (Table 3.6) and Reynolds number Re is calculated 
with Equation (3.40). 
 Re
a
L


 (3.40) 
Where 
a is the kinematic viscosity of air (Table 3.6) and   is car speed. 
For obtaining average material convection resistance inside of the car 
,i cvR , the thermal 
resistance of glass 
,g cvR  and the thermal resistance of body ,b cvR  are calculated with 
Equations (3.41) and (3.42). Finally, 
,i cvR  is obtained by Equation (3.43).  
 ,
,
1
g cv
cv g g
R
c A
  (3.41) 
 ,
,b
1
b cv
cv b
R
c A
  (3.42) 
 
, ,
,
2
g cv b cv
i cv
R R
R

  (3.43) 
Where 
,cv gc  and ,cv bc are glass and body shell convection coefficient. 
Table 3.6-Heat transfer values [168] 
oT  
( )oC  
ak  
( / )W mK  
a  
( / )kg ms  
Pr  
-30 0.02134 0.00001087 0.743 
-20 0.02211 0.00001169 0.741 
-10 0.02288 0.00001252 0.739 
0 0.02364 0.00001338 0.736 
5 0.02401 0.00001382 0.735 
10 0.02439 0.00001426 0.734 
15 0.02476 0.00001470 0.732 
20 0.02514 0.00001516 0.731 
25 0.02551 0.00001562 0.730 
30 0.02588 0.00001608 0.728 
35 0.02625 0.00001655 0.727 
40 0.02662 0.00001702 0.726 
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ii. Conduction 
Regarding the conduction heat transfer, Equation (3.46) is used for obtaining average 
conduction resistance
cdR .Where conduction thermal resistance of glass ,g cdR and 
conduction thermal resistance of body shell 
,b cdR are calculated by dividing their 
material resistance coefficient 
,g cR  and ,b cR  to their conducted area gA and bA  using 
Equations (3.44) and (3.45). 
 
,
,
g c
g cd
g
R
R
A
  (3.44) 
 
,
,
b c
b cd
b
R
R
A
  (3.45) 
 
, ,
2
g cd b cd
cd
R R
R

  (3.46) 
Obtained thermal resistance values are aggregated to find the total thermal resistance 
tR with Equation (3.47). Then tR is used in Equation (3.48) to calculate the transferred 
heat quantity 
,cv cnQ  of conduction and convection.  
 , ,t i cv cd o cvR R R R    (3.47) 
 
,
o req
cv cn
t
T T
Q
R

  (3.48) 
Where oT  is the outside temperature and reqT  is requested inside temperature. o reqT T  
gives positive value of requested temperature for heating or cooling.    
iii. Radiation 
Transferred heat with radiation by the sun is also included in A/C energy calculations. 
Required inputs include the average intensity of the radiation of sun 
sunI , which is a 
function of the month of year and geographical location. Time of day and angle of 
radiation’s incoming direction are neglected since 
sunI  is a monthly average. For 
instance, Figure 3.30 shows 
sunI values for Kayseri region.  
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Figure 3.30-Monthly intensity of sun radiation of Kayseri region [169] 
Because of the difference in radiation characteristics between glass and body shell, 
they are investigated separately. Absorptivity of glass 
g and gA are the parameters of 
transferred radiation power by glass 
,g rQ , which is calculated by Equation (3.49).  
 g,r g g sunQ A I   (3.49) 
Similarly, the absorptivity of body shell 
b  and bA  are the parameters of transferred 
radiation power by body shell 
,b rQ  that is calculated by Equation (3.50).  
 ,b r b b sunQ A I   (3.50) 
Summing up the transferred radiation energy by glass and body shell, the total 
radiation power 
rQ  is obtained with Equation (3.51). 
 
, ,
0
r
g r b r
night time
Q
Q Q day time

 

 (3.51) 
Finally, the total consumed A/C energy 
acE  is calculated by summing all heat 
components for travelling time 
ijt  in Equation (3.52). 
 ,( )ac cv cn r ijE Q Q t   (3.52) 
 Light and Entertainment System 
As shown in Equation (3.53), if driving time is after sunset, light system is assumed as 
active. Then depending on the light system capacity lCp , consumed power from 
battery lP  is obtained. The similar method is used to calculate the consumed power by 
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entertainment systems eP  (multimedia devices). It is calculated using the total capacity 
of entertainment system eCp . Entertainment system is assumed to be working 
throughout driving time ( e eP Cp ). 
 
0
l
l
Cp night time
P
day time

 

 (3.53) 
Finally, required accessories’ energy 
,a ijE is calculated with Equation (3.54) for 
travelling time
ijt .  
 , ( )a ij ac l e ijE P P P t    (3.54) 
3.2.7 Battery’s State of Charge 
In order to calculate battery’s SOC for travelling route, all roads of the route are 
considered and SOC  is calculated for all roads step by step. Road energy type must 
be taken into account as normal or regenerative energy since it affects the SOC  
inversely. Equation (3.55) shows SOC  calculation for discharging. 
rSOC  is the 
travelled route SOC  and 
r ijSOC  is the travelled route SOC  before the last travelled 
road 
ijr  [161]. Travelling each new road updates rSOC iteratively.  
 (1 )
ij b
r r ij
b
E
SOC SOC
Cp


    (3.55) 
If the total energy of road 
ijr  is used for charging that is regenerative, Equation (3.56) 
is used for estimating SOC  the battery for current route [161].  
 (1 )
ij b
r r ij
b
E
SOC SOC
Cp


    (3.56) 
Here, for obtaining battery efficiency b , circuit equivalent Equations (2.6), (2.7), 
(2.8), (2.9) and (2.10) are used. 
3.2.8 Charging Station 
The availability of charging stations is one of the important parts in energy efficient 
use of ECs. Compared with ICE cars, reaching the energy does not satisfy EC drivers. 
Finding fuel-oil station and taking fuel up time for ICE cars have more advantages 
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than ECs with a long charging time and fewer charging stations. In order to mitigate 
this issue, informing the drivers about the availability of charging stations is aimed 
here.  
For all nodes in the city, some parameters are calculated and assigned considering all 
station places in the city. These parameters are the node distance of charging stations, 
the time consumption of charging stations and the energy consumption of charging 
stations, which are used in optimisation part of the study as objectives of RP problem. 
Other parameters are required to calculate these objectives, which are station region, 
expected waiting time of stations, size of charging stations, opening hours of stations, 
node density of the station region, average node delay time of station region, average 
speed limit of the station region and average road energy consumption of the station 
region. 
 Charging Station Region 
Not only charging stations but also station regions have different characteristics, which 
is also taken into account in the study. Because geographic location, traffic and node 
specifications of the station region affect travelling characteristics, defining the station 
region is needed.  
Region definition is required for finding out station region and for generating 
alternative routes during the optimisation part of the study. Instead of taken into 
account all city nodes, considering just target region nodes reduces computing time 
seriously. 
In order to model this target region, current nodes and end node coordinates are used. 
As shown in Figure 3.31, normally sn is starting node, en  is the end node of the route. 
Here, sn  defines the current node and en  defines the station node.   and ,s eD are the 
size parameters for modelling region. 
,s eD  is the distance between sn  and en that is 
obtained with Equation (3.57).  
 
2 2
, , , , ,( ) ( )s e e x s x e y s yD n n n n     (3.57) 
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Figure 3.31-Defining station region 
  is calculated using Equation (3.58). For obtaining minimum and maximum 
coordinates of the city nodes, city size is needed in the equation. 
scc  is a positive 
integer as city size coefficient and used to obtain suitable region size. 
 
max( ) min( )
, (max( ) min( )) (max( ) min( ))
max( ) min( )
, (max( ) min( )) (max( ) min( ))
x x
x x y y
sc
y y
x x y y
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n n
n n n n
c
n n
n n n n
c

  

  
   

 (3.58) 
In order to obtain the coordinate data of 's  and 'e , geometrical Equations (3.59) and 
(3.60) are used. 
 ,'x s xs n Cos   ,        ,'y s ys n Sin    (3.59) 
 ,'x e xe n Cos   ,        ,'y e ye n Sin    (3.60) 
Similarly, the coordinate data of corner points are calculated by Equations (3.61), 
(3.62), (3.63) and (3.64). 
 'x xA s Sin   ,     'y yA s Cos    (3.61) 
 'x xB s Sin        'y yB s Cos    (3.62) 
 'x xC e Sin        'y yC e Cos    (3.63) 
 'x xD e Sin         'y yD e Cos    (3.64) 
Finally, obtaining Sin and Cos using Equations (3.65) and (3.66), geometrical 
region’s definition is completed. 
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, ,
,
e y s y
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n n
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D

   (3.65) 
 
, ,
,
e x s x
s e
n n
Cos
D

   (3.66) 
 Expected Waiting Time of Charging 
To compare charging stations, time consumptions in the stations are also taken into 
account. Using Equation (3.67) we can calculate the expected waiting time coefficient 
ewtc  for every station. 
 , , ,( )ewt ch cr st w o stc L t    (3.67) 
Where chL  is the charging level of the station, ,cr st is the crowding density of the 
stations and finally 
, ,w o stt  is the waiting time of working hours of the station. All this 
parameters are elaborated below.  
i.  Charging Level of Station 
In order to solve the long charging duration problem, there are different charging speed 
opportunity with new battery technologies. Even though higher level charging 
methods affect the battery life adversely, it is preferable for time saving. In case the 
EC battery is suitable for different charging levels, different currents and voltages can 
be delivered to the battery. Table 3.7 shows sample charging levels, which can show 
diversity depending on station place, city or government policy. 
Table 3.7-Levels of charging speed 
chL  Charging current  
(A) 
Charging voltage  
(V) 
Level I 12 120 
Level II 32 220 
Level III 100 480 
ii. Waiting Working Hours of Charging Station 
While some stations work all day, the others work for a specific period of the day. The 
opening hour 
,o stt  and closing hour ,c stt  of all charging stations in the city are obtained, 
then considering the current hour of day hourt , waiting time , ,w o stt  is calculated using 
Equation (3.68). 
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t t t t t
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  

  

  
 (3.68) 
For 24 hours-duty stations 
, 0o stt   and , 24c stt  .  
Table 3.8 shows 
, ,w o stt values for five different stations and their working hours can be 
seen in the first column. 
Table 3.8-Waiting time of working time of stations 
, ,w o stt  
Day hours 
1----------------------------------------------------------------------------------------------------------------24 
St1 
(00-24) 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
St2 
(08-17) 
7 6 5 4 3 2 1 0 0 0 0 0 0 0 0 0 0 14 13 12 11 10 9 8 
St3 
(00-24) 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
St4 
(08-24) 
7 6 5 4 3 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
St5 
(06-22) 
5 4 3 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 6 
iii. Crowded Density of Charging Station 
Depending on the location, a station can be more crowded during certain hours of the 
day causing extra waiting time for charging EC. In order to take into account this 
situation, crowded density of charging station parameter is introduced and assigned a 
value between 0 and 1. More crowding density results in more charge waiting time 
probability. Table 3.9 demonstrates a sample 
,cr st of five different charging stations 
(same stations in Table 3.8). 
Table 3.9-Crowded density of stations 
,cr st  
Day hours 
1----------------------------------------------------------------------------------------------------------------24 
St1 
(00-24) 
0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.5 0.5 0.5 0.3 0.6 0.6 0.6 0.7 0.7 0.8 0.8 0.9 1 1 0.6 0.5 0.3 
St2 
(08-17) 
0 0 0 0 0 1 1 0.8 0.7 0.7 0.7 0.9 0.9 1 1 1 1 0 0 0 0 0 0 0 
St3 
(00-24) 
0 0 0 0 0 0.1 0.2 0.5 0.5 0.5 0.3 0.6 0.6 0.6 0.7 0.7 1 1 1 1 1 0.6 0.5 0.3 
St4 
(08-24) 
0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
St5 
(06-22) 
0 0 0 0 0 0.5 0.5 0.6 0.6 0.5 0.5 0.6 0.7 0.7 0.7 0.7 0.8 0.8 0.9 0.8 0.8 0.6 0.5 0.3 
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 Route Distance of Charging Stations  
Distances to the charging stations of route nodes are called route distances to stations. 
As shown in Figure 3.32, the route distances of route [ , , , , ]s i j k en n n n n  are shown for 
two different stations 
1st  and 2st . The distance to charging stations is calculated for 
all nodes in the city or reduced city. All nodes of the city have a special value regarding 
with distance to charging stations. When generating a road phase for creating RP, the 
closest node to the charging station gets the lowest cost.  
 
Figure 3.32-Route distance of charging stations 
In order to calculate the distance from node in to the station ist , Equation (3.69) is 
used as seen plane coordinates and altitude data are taken in to account.  
 
2 2 2
, , , , , , ,( ) ( ) ( )i i i ii st i x st x i y st y i z st zD n n n n n n       (3.69) 
After calculating distances’ value to all stations for node in , average stations’ distance 
,i stD  is calculated by Equation (3.70) for node in . 
 , ,
1
1 st
i
No
i st i st
ist
D D
No 
   (3.70) 
Finally, the route distance of charging stations is obtained by Equation (3.71). 
 
,
,
1,
1 n r
No
st i st
in r
D D
No 
   (3.71) 
Where stNo  and ,n rNo  illustrate the number of stations and the number of nodes in the 
route respectively.  
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 Route Time Consumption of Charging Station 
The route time consumption of charging station defines time consumption cost for 
charging at city stations from the route nodes. Figure 3.33 illustrates the time costs for 
route [ , , , , ]s i j k en n n n n with two different charging stations 1st  and 2st .  
 
Figure 3.33-Route time consumption of charging stations 
As shown, all nodes have a special time consumption and it is modelled using Equation 
(3.72). 
 
, , ,,
,
, , ,
ew st delay st avi st
i st
l st av n st
t tD
t  
 
 (3.72) 
Where 
, ,delay st avt  is the average delay time of the station region’s nodes and it is 
calculated by Equation (3.73) considering the number of nodes in the station region 
,n stNo . 
 
,
, , ,
,
1 n st
No
delay st av delay st
n st
t t
No
   (3.73) 
Similarly 
, ,l st av  is the average speed limit of the station region roads. Increasing the 
road speed limits of the region reduces the time consumption of the region during 
travelling to the station. 
, ,l st av  is obtained by Equation (3.74). 
 
,
, , ,
,
1 n st
No
l st av l st
n stNo
    (3.74) 
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,n st  is the node density of the region. If node density is high, more nodes exist in a 
route, which causes more node delay time and therefore longer travelling time. 
,n st  is 
calculated by Equation (3.75).  
 
,
,
,
r st
n st
n st
A
No
   (3.75) 
Where ,r stA  is the area of station region and it is calculated by Equation (3.76). 
 , ,(2 )2r st s eA D    (3.76) 
After calculating time consumption value to all stations for node in , average stations’ 
time consumption 
,i stt  is calculated by Equation (3.77) for node in . 
 , ,
1
1 st
i
No
i st i st
ist
t t
No 
   (3.77) 
Therefore, calculating average 
,i stt  of the route, the time consumption of charging 
stations is obtained by Equation (3.78). 
 
,
,
1,
1 n r
No
st i st
in r
t t
No 
   (3.78) 
 Route Energy Consumption of Charging Stations 
Similar to 
,i stD  and ,i stt , route energy consumption to charging station defines energy 
consumption cost of the route nodes. Figure 3.34 shows the energy cost factors of route
[ , , , , ]s i j k en n n n n  for charging stations 1st  and 2st . 
 
Figure 3.34-Route energy consumption of charging stations 
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In order to calculate the energy weight of the route nodes 
,i stE , Equation (3.79) is used.  
 
, , ,
,
,
(1 sin ( ) )i st st av i st
i st
n st
D E
E
 


 (3.79) 
The direct distance between node and station, the slope between node and station, node 
density of station region and the average road’s energy consumption of station area are 
considered as seen in the model.
,st avE  is average roads energy consumption of the 
station region and it is calculated by Equation (3.80). 
 
,
,
,
1 n st
No
st av st
n st
E E
No
   (3.80) 
Finally, the slope angle between a node and station 
,sin ( )i st  is calculated by Equation 
(3.81). 
 
, ,
,
2 2
, , , ,
sin ( )
( ) ( )
i z st z
i st
i x st x i y st y
n n
n n n n

 
  
 (3.81) 
After obtaining the energy consumption value to all stations for a node in , average 
stations’ energy consumption 
,i stE  is calculated by Equation (3.82). 
 , ,
1
1 st
i
No
i st i st
ist
E E
No 
   (3.82) 
Hence, calculating average 
,i stE  of route, the route energy consumption of charging 
stations is obtained by Equation (3.83). 
 
,
,
1,
1 n r
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st i st
in r
E E
No 
   (3.83) 
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4 Multi-objective Shortest Path 
Problem Using Dijkstra, A* and 
Hybrid NSGA-II  
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4.1 Introduction 
Classical SP problems are used for finding the minimum distance cost from source 
node to reach destination node. In this study, the following costs are calculated: 
distance, travelling time, energy consumption and the availability of energy (charging 
stations) costs. Dealing with all these objectives require solving a multi-objective 
optimisation problem. There are well recognised traditional multi-objective 
optimisation methods, namely forming Pareto-front or aggregating functions to  reduce 
the number of objectives [170].  
In general, multi-objective problems consist more than one objective and constraints 
as formulated follows 
Min / Max ( ) 1,2,3,...,i objf x i No  
Subject to ( ) 0 1,2,3,...,
( ) 0 1,2,3,...,
k k
l l
g x k No
h x l No
 
 
 
Where if symbolizes one of the objective functions and x is a decision vector for 
representing a solution. 
objNo  is the number of objectives. kNo  and lNo  represent the 
number of inequality and equality constraints respectively 
Several optimisation techniques can be applied to RP problems, amongst them are 
meta-heuristic search methods. After formulating the problem, the most suitable 
optimisation technique or a combination of these techniques were identified and 
formulated for the problem at hand. Three different algorithms are combined and a 
hybrid method is developed for solving the MCRPA problem. These algorithms are 
Dijkstra, A* and NSGA-II. Combining them ensures more accurate results, shorter 
computing time and easy optimum solutions selection.  
Using a city map, road definitions and traffic characteristics are obtained such as speed 
limits, traffic flow rates and elevation value. Besides, since road characteristics may 
not be similar in two directions, the optimisation problem is considered as asymmetric 
in order to increase its accuracy. After defining source and final nodes of travelling 
and other environmental inputs, NSGA-II based developed tool generates solutions in 
Pareto front, from which best solution can be selected. 
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In this chapter, all approaches that are combined in NSGA-II based Hybrid RP tool are 
explained separately in general. Then adapting the phases of the problem to the tool 
and the combination of the approaches is investigated in the software structure chapter.  
Considering originality of this chapter; 
 Using well-known shortest path algorithms Dijkstra and A*, a new multi 
objective route optimisation tool is developped adapting NSGA-II.    
 As the main operators of NSGA-II; initialization, crossover and mutation are 
enhanced with novel methods taken into account the problem characteristics. 
Beside some classical methods are also applied within NSGA II such as 
selecting, evaluating and Pareto ranking.    
4.2 Dijkstra Algorithm 
Algorithm starts from source node sn  and searches the closest next nodes iteratively 
until reaching destination node en . The cost c  in a route is obtained cumulatively 
considering visited nodes before, and then the total route cost is obtained as shown in 
Figure 4.1.  
 
Figure 4.1-Cost definition of Dijkstra 
This algorithm is explained in detail as shown in Algorithm 4.1, Tp  describes visited 
nodes. Qu  is called priority queue where nodes’ data are stored. After sorting Qu , the 
best nodes are selected according to minimum cost values. Pn  stores the penultimate 
nodes of visited nodes. The route is obtained starting from en  and following the 
penultimate of each node, until reaching sn .  
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Algorithm 4.1-Dijkstra algorithm 
Given; 
  1 2 3, , ,.... nNoN n n n n , nNo ;the number of nodes 
  1 2 3, , ,.... rNoR r r r r , rNo ; the number of roads 
  ,1 ,2 ,3 ,, , ,..., nf f f f f NoN N N N N , the feasible node list of each nodes 
  , 1 2 3, , ,.... nff i NoN n n n n , nfNo ; the number of feasible node lists of in  
  ,1 ,2 ,3 ,, , ,..., Nonw w w w wC C C C C , wC ; the cost of nodes 
 sn , en  
 
Step 1.  Qu    
Step 2.  Dijkstrar    
Step 3. 1: nfor i No , n N   
3.1. ic   
3.2. ip null  
3.3.  , *i iQu n c  
3.4.  ,i iPn n p  
Step 4. 0sc   
Step 5. Update and sort Qu considering nodes’ costs  
Step 6.   Tp    
Step 7. 0: ( 1)nfor j No  ,until Qu is empty (for each nodes except source node 
sn ) 
7.1. min(  )ju Qu  
7.2.  min( )Qu    
7.3.  T T jp p u   
7.4. 
,1: ( )nf T f kfor k No x x p N    , for each feasible node ,f jN except that 
was added to Tp  
7.4.1. *k jkif c C c  , if the new cost smaller than before for current node 
inside of Qu  
7.4.1.1. * k jkc c C  , replace ic  with new smaller cost 
7.4.1.2. 
k jp u , define ju  as penultimate nodes of ku  
7.4.1.3. Update and sort Qu considering nodes cost 
Step 8.   1, , ,...,Dijkstra s i i er n n n n , obtain the route using Pn  with following 
penultimate nodes. 
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In the study, Dijkstra is selected to the single objective source route generation and 
Figure 4.2 explains how Dijkstra works in practise systematically.  
The cost of source node is defined as 
0sc  , all other nodes are defined 
with infinite cost. 
 
 
The available road nodes of sn are 
defined which are in  and jn .The cost 
of in  and jn is calculated and stored. 
The cost of the available nodes are 
calculated cumulatively. Depending 
on the minimum cost, the closest node 
in  is chosen temporarily.  
The similar process is repeated for in
. As the closest node of in , kn  is 
chosen temporarily from the available 
nodes 
jn , kn  and ln . All un-visited 
nodes costs are saved and taken into 
account for the next node selection 
process.  
Although, kn  has just two available 
nodes as en and ln , three node costs 
are compared, which are 
jc , ec and lc
. Since 
jc  has the minimum cost, the 
route is redefined and 
jn is selected as  
a road from in .  
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As the only available node of 
jn , ln  is 
selected, since it has the minimum 
unvisited node cost. kn  is not 
considered for comparison because it 
is visited before. 
 
ln  has two available nodes which are  
kn  and en . Now kn  is selected since, 
it has a smaller cost than en . 
 
There is one available road from kn , 
which is last node en . Because the 
cost of from ln to en  is smaller than 
the cost of from kn  to en  (14<20), the 
previous road ln  to en  is selected. 
 
Finally, the shortest route is obtained 
as [ , , , ,s i j l en n n n n ]  
 
Figure 4.2-Application of Dijkstra 
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4.3 A* Algorithm 
A* algorithm is another heuristic SP algorithm which considers the cost of each node 
and the estimated cost to destination node [71]. This is the most important advantage 
of this method. 
When evaluating to select the next nodes, the cost of reaching the next node g  and the 
estimated cost from next node to destination node h  are combined as shown in 
Equation (4.1). 
 C g h   (4.1) 
Where C  is the estimated cost of the next nodes. As shown in Figure 4.3, the estimated 
cost of in is si si ieC g h   for source node sn . Similarly sj sj jeC g h   is used for 
calculating the estimated cost of in for source node sn . The smallest estimated node 
cost is selected. For instance, in the case of Csi sjC , in is selected as the next node in 
Figure 4.3. 
 
Figure 4.3-Cost illustration of A* 
h  is taken into account only for selecting node for route generation but not obtaining 
the route cost. In order to calculate the total route cost seC , the cost of the road g  is 
aggregated cumulatively, as seen in Equation (4.2). 
 
e
s
n
se
n
C g  (4.2) 
Since calculating h  accurately is not possible, some of the calculation method is 
investigated depending on the cost criteria for this estimation. In this study, using 
geographic coordinate data, direct distance to destination point is used for this 
estimation.  
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Figure 4.4 shows a sample shortest path route  , , ,s i k en n n n using A* algorithm. Red 
lines indicate the estimated cost from nodes to the destination node. Blue lines 
illustrate node costs. The nodes costs are aggregated cumulatively for obtaining the 
total route cost.  
Route C  g  h  
[ s in n ] 9 3 6 
[ , ,s i kn n n ] 10 3+2 5 
[ , , ,s i k en n n n ] 9 3+2+4 0 
 
 
Figure 4.4-A sample solution of A* algorithm 
 
4.4 Ranking Based Non-Dominated Sorting Genetic Algorithm 
(NSGA-II) 
Genetic algorithms are widely used to obtain Pareto set when solving multi-objective 
optimisation problems. Most of MOGA problems use Pareto ranking approach for 
assigning selection probability for solution. NSGA-II [135] is one of the efficient 
Pareto ranking approaches in multi-objective optimisation problems [134]. After 
obtaining population using classical GA operators, obtained individuals are ranked 
using their fitness values. Different ranks in the population indicate different fronts. In 
addition, using crowding distance approach, uniform solution distribution is obtained 
and better solutions can be generated. 
4.4.1 Genetic Algorithm  
As shown in Algorithm 4.2, GA starts with generating different solutions for a 
problem, which are called chromosome. The cluster of these chromosomes is called 
initial population. Until reaching number of acceptable elements of the initial 
population, chromosome generation process is repeated. Then, using, fitness function, 
chromosomes are evaluated in order to define their fitness. The best chromosomes are 
selected according to their fitness values. Using selected chromosomes, new solutions 
are generated by crossover and mutation operators. The new solutions are called as 
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offspring, which are evaluated and added to the population according to their fitness. 
Until reaching evaluating criteria, these processes are repeated. 
Algorithm 4.2-Based flowchart of GA approach 
Step 1. Set 1t  . Randomly generate N
solutions (chromosomes) for obtaining 
the first population 1P . 
Step 2. Using fitness function, evaluate 
chromosomes of 1P . 
Step 3. Select the best chromosomes 
depending on fitness criteria. 
Step 4. Generate offspring population tQ
using crossover and mutation operators. 
Step 5. Evaluate each solution of tQ based 
on the objective function and add them to 
1tP . 
Step 6. If termination criteria is satisfied, 
finish the search and return the current 
population. If it is not satisfied, set 
1t t  and go to Step 2. 
 
GA can be applied to many classes of problems; here, it is adapted for encoding a 
potential route in the city map depending on given objectives and constraints. For the 
problem at hand, six different optimisation objectives are defined. Objectives can be 
considered as alone or grouped depending on the user preference. Increasing the 
number of objectives in a problem makes it difficult to select a solution from the 
population. This selection process is made easier by using Pareto-ranking. 
4.4.2 Pareto Ranking 
Pareto ranking is used for visualizing the solutions in multi-objective optimisation 
problems. The evaluated solutions in the population are ranked depending on 
dominance rule. The solutions are assigned new fitness values considering their 
population rank. This fitness value is different from the objective function value and 
is used only for Pareto ranking where lower ranks indicate better solution. Pareto 
Ranking approach is proposed by [135] as shown in Algorithm 4.3.  
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Algorithm 4.3-Pareto ranking algorithm [135] 
Given; 
  1 2 3, , ,.... pNoPop p p p p , population 
  1 2 3, , ,..., pNoC C C C C , pC ; the cost of individual, 
 
Step 1. 0i   
Step 2.  while Pop    
2.1. 1 : pk No , p Pop   
2.1.1. 1 : pj k No  , p Pop   
2.1.1.1. 
(k) (j)if C C , (k)p dominates (j)p  
 (k)p pS S p   
2.1.1.2. 
(k) (j)elseif p p , (j)p dominates (k)p  
                 (j)p pS S p   
2.2. 
( )i pF Pop S   
2.3. 1i i   
In the algorithm, iFr  values create non-dominated fronts and 1Fr  is called Pareto front 
of the population. For instance, Figure 4.5 illustrates the non-dominated fronts and 
Pareto front for two objective MOGA problems.  
 
Figure 4.5-Illustration of Pareto set 
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4.4.3 Crowding Distance Method 
The aim of crowding distance method is to obtain the uniform distribution of solutions 
in the best-known Pareto front. Using this method, there is no need for user-defined 
parameters. The measure of population density around a solution is calculated 
automatically.  
Figure 4.6 demonstrates the calculation method of crowding distance for solution x  
for two objectives MOGA problems. Crowding distances, Dcr are calculated for each 
solution differently considering each objective.  
 
Figure 4.6-Calculating of crowding distances of the solutions 
In order to calculate Dcr  of solution x  taking into account objective k , Equation (4.3) 
is used [134, 136]. 
  
   1, 1,
D, ,
( ) ( )
( )
(max) (min)
k ki k i k
k i k
k k
z x z x
cr x
z z
 



 (4.3) 
After calculating the crowding distances for every objective, summing them using 
Equation (4.4) gives the total crowding distance of solution x  [134, 136]. 
 ,( ) ( )D D kkcr x cr x  (4.4) 
Algorithm 4.4 explains the crowding distance method [136], which is used in the 
MCRPA problem as follows 
 
113 
 
Algorithm 4.4-Crowding distance algorithm [136] 
Given; 
  1 2 3, , ,.... pNoPop p p p p  
  1 2 3, , ,... FrNoFr Fr Fr Fr Fr  
 
Step 1. Use Algorithm 4.3 for ranking 
Step 2. Sort the solutions of Fr  in arising order for each cost 
2.1. jl Fr  and  ,i kx  illustrate i
th solution in the sorted list regarding with k  
Step 3. Assign  D, 1,( )k kcr x    
Step 4. 2,..., 1for i l   
4.1. Assign Equation (4.3) 
Step 5. Use Equation (4.4) for calculating total ( )distcr x  for a solution x  
Step 6. Repeat between Step 2-6 for each Fr  
 
4.4.4 Selection 
 Tournament Selection 
Tournament selection is a useful mechanism for selecting individuals commonly used 
in GA. As explained in Algorithm 4.5 some solutions are randomly chosen from the 
population to attend several tournaments. Comparison is done by fitness values and 
the winner individuals are selected for a crossover operation. 
Algorithm 4.5-Tournament selection 
Given; 
  , , ,....
pi j k No
Pop p p p p  
  , , ,...
Fri j k No
Fr Fr Fr Fr Fr  
  , D, , ,, , ,..., pD D i j D k D Nocr cr cr cr cr  
 
Step 1. Select randomly andi jp p  
Step 2. Compare andi jFr Fr  
2.1. 
i jif Fr Fr ,     
2.1.1. Select ip  
2.2. 
i jelseif Fr Fr  
2.2.1. Select
jp  
2.3. 
D, D,i jelseif cr cr   
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2.3.1. Select ip  
2.4. 
D, D,i jelseif cr cr   
2.4.1. Select 2p   
2.5. Repeat Step 1 and Step 2 for selecting the second individual  
 Roulette Wheel 
Roulette wheel is also known as fitness proportionate selection method and is used for 
selecting of possibly useful solutions in GA problems. After assigning fitness values 
of individuals by fitness function, normalizing them to 1 is required. Then the selection 
probability of individuals spr  is calculated by Equation (4.5). 
 ,
1
i
s i k
ii
fit
pr
fit



 (4.5) 
Where ifit  is the normalized fitness of individual i and k  is the number of individuals. 
In order to do a random selection, roulette wheel’s probability scale iRW  of individuals 
i  is calculated for each individual by Equation (4.6).  
 
,
,1
s i
i i
s ii
pr
RW
pr



 (4.6) 
Figure 4.7 shows a RW  scale for four individuals and their RW  sizes define the 
selection probability. As seen, while 4RW  has the highest probability, the other 
individuals have a chance that they might be selected.  
 
Figure 4.7-Roulette wheel selection  
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4.5 MCRPA Software Structure 
4.5.1 Genetic Representation 
A chromosome is consisted of genes, and all nodes are assumed as genes in the study. 
Besides, all nodes are generated by the positive integers that symbolize the ID of 
nodes. Figure 4.8 illustrates generating chromosomes for source node sn and 
destination node en and all node points a have special node ID with a positive integer.  
 
Figure 4.8-Chromosome illustration 
A chromosome is generated by searching a feasible nodes list that has possible nodes 
to travel from the current node. Figure 4.9 shows the feasible traveling nodes for each 
node in Figure 4.8. For instance, if current node is sn , there are just two possible nodes 
for travelling, which are in  and ln . After then, if in is selected, there is only one 
possible node that is 
jn .  
 
Figure 4.9-Feasible nodes of Figure 4.8 
4.5.2 Optimisation Objectives 
Using the objective functions in the study, nodes and route fitness values are 
calculated. Objective cost values are used for two main purposes; (i) for generating 
chromosomes phase and (ii) for solution raking in NSGA II using Pareto front.   
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 Costs of Generating Chromosome 
As mentioned before, distance, time, energy and availability of charging stations (time, 
distance and energy) are considered as design objectives. These objectives are used for 
generating route (chromosome) of initial population, a feasible path for crossover and 
mutation operators (with Dijkstra) of GA.  
i. Distance cost 
In order to calculate the node distance cost, A* algorithm is used to calculate two 
different distance values. One of them is the direct distance from nodes to en . The 
second is the road distance from current node to feasible node.  
 
Figure 4.10-Node distance cost 
As shown in Figure 4.10, for calculating the distance cost of node in for current node 
sn Equation (4.7) is used. 
 D, ,si si direct ieC D D   (4.7) 
Where 
D,siC  is the distance cost value of current node s and feasible node i .  
ii.  Time cost 
Node time cost is set as equal to road travelling time from current node to the feasible 
node as seen in Figure 4.11, it shows the time cost of node in for current node sn , 
where,
,t siC  is time cost value  
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Figure 4.11-Node time cost 
iii. Energy cost 
Similar to the node time cost, node energy cost is assumed equal to road-energy 
consumption from current node to the feasible node as seen in Figure 4.12, it shows 
the energy cost of node in for current node sn , where, ,E siC  is energy cost value. 
 
Figure 4.12-Node energy cost 
iv. Distance of Charging Stations Cost 
The node distance of charging stations’ cost is also considered in generating 
chromosome operation in order to increase the chromosome quality related to the 
availability of charging stations. As shown in Figure 4.13, the cost of node in  for 
current node sn is assumed as equal to the average node distances’ value to all stations 
that is calculated by Equation (3.70). 
 
Figure 4.13-Node distance of charging stations cost 
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v. Time Consumption of Charging Stations 
The node time consumption of charging stations’ cost is related to the availability of 
charging stations. As shown in Figure 4.14, the cost of node in for current node sn is 
assumed as equal to the average node time consumption value to all stations that is 
calculated by Equation (3.77). 
 
Figure 4.14-Node time consumption of charging stations cost 
vi. Energy Consumption of Charging Stations 
The node energy consumption of charging stations’ cost is also related to the 
availability of charging stations. As shown in Figure 4.15, the cost of node in for 
current node sn is assumed as equal to the average node energy consumption value to 
all stations that is calculated by Equation (3.82). 
 
Figure 4.15-Node energy consumption of charging stations cost 
 Costs of Route for NSGA-II 
Each generated chromosome has evaluated cost values related to all objectives. Since 
Pareto ranking approach is used in this study, the route cost values are taken into 
account separately for each objective.  
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Route cost is the total roads’ cost that constitute the route. After obtaining feasible 
chromosomes, they are evaluated using route cost equations. Table 4.1 shows these 
equations. Minimizing all of these costs is the aim of the MCRPA tool.  
Table 4.1-MCRPA route optimisation objectives 
Explanation Objectives Cost calculation 
Travelling Distance 
M
in
im
iz
in
g
 
DC  D  Equation (3.10) 
Travelling Time tC  t  Equation (3.15) 
Travelling Energy EC  E  Equation (3.25) 
Route Distance of Charging Stations D,stC  stD  Equation (3.71) 
Route Time Consumption of Charging 
Station ,t st
C  
stt  Equation (3.78) 
Route Energy Consumption of Charging 
Stations ,E st
C  
stE  Equation (3.83) 
4.5.3 Optimisation Constraints 
As known, generally multi-objective optimisation problems have several constraints. 
For MCRPA tool, the constraints are formulated below as integer programming model. 
Here 
ijr is defined as a variable road indicator  
1,
0,
ij
ij
if there is road r intheroute
r
otherwise

 

 
Subject to the constraints; 
 0 1, ( , )ijr i j R     (4.8) 
 2,ij
j
r i N    (4.9) 
 
, ,
0ij ji
i j i j
r r i s i e       (4.10) 
 1,sk ke
k k
r r k N      (4.11) 
 1,sk ks
k k
r r k R      (4.12) 
 1,ek ke
k k
r r k R       (4.13) 
 10%SOC   (4.14) 
 0, 1regP if SOC   (4.15) 
Where N and R symbolise all city nodes and roads. Equation (4.9) is a constraint, 
which defines that a node can be used only one time within a route (chromosome). 
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Equation (4.10) shows that a road can be used only one time in a route. Equation (4.11) 
states that a route must include a source node sn  and an end node en . Equations (4.12) 
and (4.13) constraint that travelling flow must be from sn to en . Finally, Equation 
(4.14) sets the minimum SOC to 10% and Equation (4.15) deactivates regenerative 
braking with fully charged battery.  
4.5.4 Initial Population 
Initial population is generated from 
popNo  chromosomes through feasible solutions. 
Depending on the size of initial population, chromosomes are generated according to 
initializing procedure. Two different main initializing methods are used in GA 
problems, which are random based and priority based chromosome generating 
methods.  
 Random Based Initializing  
While random based encoding generates more node diversity in chromosome, the 
quality of chromosome is not guaranteed and it leads to more computing time in 
optimisation process. As explained in Algorithm 4.6, sn  and en  must be defined firstly 
and starting from source node sn , all feasible nodes are searched and one of them is 
selected randomly. The same process is repeated until reaching en . In case of repeating 
a node one more time, it generates a loop in the path; therefore, removing loop 
operation is applied to all initialized chromosomes.  
Algorithm 4.6-Random based chromosome generation 
Given; 
  1 2 3, , ,.... nNoN n n n n  
 sn , en  
  ,1 ,2 ,3 ,, , ,..., nf f f f f NoN N N N N  
Step 1. 1i  , 0 sn n ,  ch    
Step 2. i ewhile n n  , until reaching end node en  
2.1. 0 in n  
2.2. 
,( )i f in random N  , select a node randomly that is connected to a node 1in    
2.3.   ich ch n  , Add to the chromosome 
2.4. 1i i   
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 Priority Based Initializing 
Generally, priority based initialization is applied for reducing calculation time and 
increasing chromosome quality. In this method, when selecting feasible nodes, 
weighted cost value of nodes are considered and selection is based on the best cost 
value. As seen in Figure 4.16 from source node sn , in  is selected because it has better 
cost than both 
jn  and kn . 
 
Figure 4.16-Priority based initializing 
In the study at hand, two different priority based methods are applied. One of them 
uses equal weighted rank in normalizing weighted cost process and only one 
chromosome is generated. In the second method, Dijkstra algorithm is used with single 
objective weighted rank values and the number of generated chromosomes are equal 
to the number of objectives. 
i. Generating Chromosome with Equal Weighted Rank 
In this method, node costs define the node selection priority. Using aggregating 
weighted cost method, all six nodes costs are considered for defining node priority. 
,w siC  is the weighted cost of source node sn to feasible node in , which is calculated by 
Equation (4.16). 
 , D, , , D, , D, , , , , , ,w si si D t si t E si E i st st t i st t st E i st E stC C W C W C W C W C W C W       (4.16) 
Where W  is weight rate and it is a vector defined as shown in Equation (4.17). It is 
defined for all node costs and illustrated by cost subscripts.  
 D, , ,[ , , , , , ]D t E st t st E stW W W W W W W  (4.17) 
The weight of all objective costs are equal and calculated based on the number required 
objectives 
objNo  as shown in Equation (4.18)  
122 
 
 D, , , 1/D t E st t st E st objW W W W W W No       (4.18) 
After calculating wC  values for every feasible destination node (which are ,w siC ,
,w sjC  and ,w skC  for Figure 4.16), the selection probability of nodes is calculated and 
then one of them selected using Roulette Wheel method (Section 4.4.4). Starting from
sn , each feasible destination node is defined with using this method until reaching en . 
Finally removing loops operation is applied to the generated chromosome. 
Algorithm 4.7-Initialyzing algorithm with equal weighted rank  
Given; 
  1 2 3, , ,.... nNoN n n n n  
  ,1 ,2 ,3 ,, , ,..., nf f f f f NoN N N N N  
  ,1 ,2 ,3 ,, , ,..., objw w w w w NoC C C C C  
 sn , en  
Step 1. Start from 1i  , 0 sn n ,  ch    
Step 2. i ewhile n n  until reaching end node en  
2.1. 0 in n  
2.2. 
,( )i W in Roulette Wheel C , select a node with roulette wheel algorithm 
considering list of 
,W iC  
2.5.  ich ch n  , 
2.3. 1i i   
 
ii. Generating Chromosome with Dijkstra Algorithm 
In this method, using Dijkstra algorithm, new routes are added into initial population 
as much as the number of objectives. Unlike equal weighted rank method, only single 
objective is considered instead of all objectives for each generation as shown in Figure 
4.17 and Equations (4.19). 
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Figure 4.17-Generating chromosome with Dijkstra method 
 
[1,0,0,0,0,0]W   ,1 D, , ,(1) (0) (0) (0) (0) (0)W D t E st t st E stC C C C C C C       
(4.19) 
[0,1,0,0,0,0]W   ,2 D, , ,(0) (1) (0) (0) (0) (0)W D t E st t st E stC C C C C C C       
[0,0,1,0,0,0]W   ,3 D, , ,(0) (0) (1) (0) (0) (0)W D t E st t st E stC C C C C C C       
[0,0,0,1,0,0]W   ,4 D, , ,(0) (0) (0) (1) (0) (0)W D t E st t st E stC C C C C C C       
[0,0,0,0,1,0]W   ,5 D, , ,(0) (0) (0) (0) (1) (0)W D t E st t st E stC C C C C C C       
[0,0,0,0,0,1]W   ,6 D, , ,(0) (0) (0) (0) (0) (1)W D t E st t st E stC C C C C C C       
Chromosome generating process is repeated using single weighted rank and six 
chromosomes are generated in every initializing cycle. Removing loops operation is 
not applied to chromosomes in this method, since Dijkstra algorithm does not allow 
generating loops. 
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Algorithm 4.8-Initializing algorithm with Dijkstra 
Given; 
  1 2 3, , ,.... nNoN n n n n  
  ,1 ,2 ,3 ,, , ,..., nf f f f f NoN N N N N  
 
 
 
 
 
1 ,1,1 ,2,1 ,3,1 , ,1
2 ,1,2 ,2,2 ,3,2 , ,2
3 ,1,3 ,2,3 ,3,3 , ,3
,1, ,2, ,3, , ,
: , , ,...,
: , , ,...,
: , , ,...,
,...,
: , , ,...,
obj
obj
obj
n n n n obj n
W W W W No
W W W W No
W W W W W No
No W No W No W No W No No
n C C C C
n C C C C
C n C C C C
n C C C C
 
 
 
 
 
  
 
 
 
 
 
, the weighted costs list of 
feasible nodes 
 sn , en  
  
Step 1. 1: objfor j No  
1.1. Use Dijkstra (Algorithm 4.1) 
1.2. ( ) ( )Dijkstrach i r i  
4.5.5 Reducing City Operation 
City size is one of the main parameters affecting computing time, since increasing 
node numbers, increases the searching time. In case of big cities, reducing city size 
operation is applied, considering the source and destination nodes. Reducing city 
calculation method is also used for defining station region and it was explained in 
Section 3.2.8. If the node number of city nNo  is bigger than city node number limit 
,n rNo (user defined), this method is applied.  
4.5.6 Removing Loop Operation 
Depending on route generating method, a loop may occur inside chromosomes. In case 
a route includes any loop, at least one node is repeated as shown in Figure 4.18 with a 
sample removing loop operations. 
In removing loop algorithm, each generated chromosome is checked. If it has, nodes 
are that between repeated nodes and one of the repeated nodes are removed from 
chromosome.  
 
125 
 
 
Figure 4.18-Sample removing loop operation 
Algorithm 4.9-Removing loop 
Given; 
  1 2 3, , ,..., ep n n n n  
 
Step 1. 0 0i j    
Step 2. 1 :for i e , n p   
2.1. 1 :for j i e  , n p   
2.1.1. 
i jif n n , check the same nodes 
2.1.1.1.   i ep p p nodes between n and n   
2.1.2. 1 1i i j j      
4.5.7 Preventing Same Individuals in Population  
Having the same individuals in the population is undesirable, since it reduces the 
solution diversity. Therefore, before adding a new generated chromosome to the 
population, they are checked for repetition. This operation is applied to each 
individual, which is generated in initial population, crossover and mutation operation. 
Algorithm 4.10-Preventing same individual operation 
Given; 
  1 2 3, , ,.... popNoPop p p p p  
 p , generated new individual 
 
Step 1. 1 : popfor i No  
1.1. if p Pop   
1.1.1. Break and delete p  
Step 2. Generate new p  
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4.5.8 Evaluating Chromosome 
In order to compare generated route quality, their fitness values need to be calculated. 
For this operation, feasible routes are evaluated using cost equations as seen in 
Algorithm 4.11.  
Algorithm 4.11-Evaluating individuals 
Given; 
  1 2 3, , ,..., ep n n n n  
  1 2 3, , ,...,p eC C C C C , costs of nodes, 
 
Step 1. 1 :for i e , n p   
1.1. 
D, ( 1)D D i iC C C    
1.2. 
, ( 1)t t t i iC C C    
1.3. 
, ( 1)E E E i iC C C    
1.4. 
D, D, D, ,st st i stC C C   
1.5. 
, , , ,t st t st t i stC C C   
1.6. 
, , , ,E st E st E i stC C C   
Step 2.  D, , ,, , , , ,D t E st t st E stC C C C C C C  
4.5.9 Ranking with NSGA II 
Each individual is ranked using Pareto ranking algorithm (Algorithm 4.3) according to 
their fitness values and sorted from minimum to maximum. Different ranks in the 
population indicate different fronts. Figure 4.19 shows three cost values of sample 
individual before ranking and Figure 4.20 shows after ranking of individuals. If all 
objective costs of an individual are not smaller or bigger than the other individual costs 
completely, they are assigned with the same rank such as individuals 3, 5, 1 or 4, 6 in 
Figure 4.20.  
P. No 
D t EC C C  
1 
2 
3 
4 
5 
6 
1450       3.9429         1400 
1150       2.9444         1310 
1300       4.2979         1387 
1470       4.4817         1466 
1300       4.8353         1363 
1600       5.6329         1742 
Figure 4.19-Sample individuals before ranking with NSGA-II 
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Crowding distance approach (Algorithm 4.4) is applied to get uniform distribution of 
solutions in Pareto front. In order to select individual parents in crossover operation, 
selecting parents from a crowded area from Pareto fronts is not desirable. Using this 
method, the next generations are distributed uniformly after crossover operation. As 
an example, since individuals 3, 5 and 1 are in the same rank, in order to select one of 
them for crossover, their crowding distances are compared with each other. Because 
chromosome 5 has a higher distcr , it is selected for crossover operation.    
P. No D t EC C C  Fr  Dcr  
2 
3 
5 
1 
4 
6 
1150      2.9444         1310 
1300       4.2979         1387 
1300       4.8353         1363 
1450       3.9429         1350 
1470       4.4817         1466 
1600       5.6329         1742 
1 
0.5 
0.5 
0.5 
0.333 
0.333 
Inf 
1.10935 
0.196781 
0.146375 
Inf 
NaN 
Figure 4.20-Sample individuals after ranking with NSGA-II 
4.5.10 Crossover 
The aim of crossover operation is to exploit the search area through generating new 
solutions from the current solutions. One type of crossover is called geometric 
crossover, which is coded in the MCRPA tool. 
Crossover needs two different individual parents, which are defined with tournament 
selection method (Algorithm 4.5). Randomly selected different parents are compared 
with each other according to their Pareto rank to select the better one. In case of they 
are in same rank, their crowding distances are checked and the individual with higher 
crowding distance is selected.  
If the selected parents have common nodes (Figure 4.21), one of the common nodes is 
selected as the cut point. Combining the left section of the first parent with the right 
section of the second parent generates a new child, also combining the left section of 
the second parent with the right section of the first parent generates a second new child. 
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Figure 4.21-Crossover operation with same junctions 
If the selected parents do not have common nodes (Figure 4.22), cut points on parent 
1 and on parent 2 are defined randomly. Then the same method of initializing 
chromosome with Dijkstra algorithm (Algorithm 4.8) is used to generate a new 
feasible path to connect the cut point from parent 1 to the cut point of parent 2. Child 
1 is obtained by combining the first part of parent 1 (from sn to node cut point), the 
generated path using Dijkstra algorithm and the second part of parent 2 (from node of 
cut point 2 to en ). Similarly, child 2 is created by combining the first part of parent 2, 
the generated path using Dijkstra algorithm and the second part of parent 1.  
Since initializing chromosome with Dijkstra is used as a connector, each objective is 
considered as single and 12 individuals are generated in every crossover cycle. 
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Figure 4.22-Crossover operation with Dijkstra algorithm 
In the crossover operation, depending on user setting, crossover probability crpr  and 
popNo  define the number of newly generated offspring crNo  as shown in Equation 
(4.20). 
 cr pop crNo No pr  (4.20) 
All generated individuals are evaluated and added to the population with their fitness 
values, after checking for removing loops and whether the same individual is generated 
before or not, as shown in Algorithm 4.10. 
The overall, crossover operation is explained in Algorithm 4.12 below. 
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Algorithm 4.12-Crossover operation  
Given; 
  1 2 3, , ,.... nNoN n n n n  
  ,1 ,2 ,3 ,, , ,..., Nonf f f f fN N N N N  
  ,1 ,2 ,3 ,, , ,..., Nonw w w w wC C C C C  
  1 2 3, , ,.... popNoPop p p p p  
 crpr  
 
Step 1. 1 : crfor i No  
1.1. Select two parents 1 2( )p and p using tournament selection method 
(Algorithm 4.5) 
1.2.  1 2if p p   , there is common node  
1.2.1. 
1 2( )jn random p p   select a common node randomly 
1.2.2.     1 2i j j jp p nodes before n n p nodes after n    
1.2.3.     1 2 1i j j jp p nodes before n n p nodes after n     
1.3.  1 2else if p p   , if there is no common  
1.3.1. 1( )kn random p , select a node randomly in 1p  
1.3.2. 2( )ln random p , select a node randomly in 2p  
1.3.3. s k e ln n n n   , define randomly selected nodes as source and end 
node 
1.3.4. 1: objfor j No  
1.3.4.1. run Dijkstra (Algorithm 4.1) 
1.3.5.     1 2i k Dijkstra lp p nodes before n r p nodes after n    
1.3.6. Run removing loop operation(Algorithm 4.9) 
1.3.7. Run preventing same individual operation (Algorithm 4.10) 
1.3.8. Evaluate the individual (Algorithm 4.11) 
1.3.9.  ( )Pop Pop p i  , add to the population  
1.3.10.  ( )pop pop iC C C  , add to the population cost list 
1.3.11. s l e kn n n n   , define randomly selected nodes as source and end 
node  
1.3.12. 1: objfor j No  
1.3.12.1. run Dijkstra (Algorithm 4.1) 
1.3.13.     2 1i l Dijkstra kp p nodes before n r p nodes after n    
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1.3.14. Run removing loop operation (Algorithm 4.9) 
1.3.15. Run preventing same individual operation (Algorithm 4.10) 
1.3.16. Evaluate the individual (Algorithm 4.11) 
1.3.17.  ( )Pop Pop p i  , add to the population  
1.3.18.  ( )pop pop iC C C  , add to the population cost list 
4.5.11 Mutation 
In mutation operation, randomly defined nodes’ section is cut from randomly selected 
individual parent. Cutting place is replaced with a new feasible path that is generated 
by initializing a chromosome with Dijkstra algorithm (Figure 4.23). Similarly, with 
the crossover operation, in order to make a new path connector, each objective is used 
as single and 6 individuals are generated in every mutation cycle. 
 
Figure 4.23-Mutation operation 
In the mutation operation, depending on user settings, mutation probability mpr  and 
popNo define new generated offspring number mNo  by Equation (4.21) 
 m pop mNo No pr  (4.21) 
All generated individuals are evaluated and added to the population with their fitness 
values separately, after checking for removing loops and repetition as shown in 
Algorithm 4.10. 
The overall, mutation operation is explained in Algorithm 4.12 below. 
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Algorithm 4.13-Mutation operation  
Given; 
 City nodes,  1 2 3, , ,.... nNoN n n n n  
 The feasible node list of each nodes,  ,1 ,2 ,3 ,, , ,..., Nonf f f f fN N N N N  
 The weighted cost list of feasible nodes  ,1 ,2 ,3 ,, , ,..., Nonw w w w wC C C C C  
 Population,  1 2 3, , ,.... popNoPop p p p p  
 Crossover probability, mpr  
 
Step 3. 1: mfor i No  
3.1. ( )p random Pop , select a one parent randomly 
3.2. ( ) ( )k l k ln random p n random p n n     select 2 node randomly in p  
3.3. s l e kn n n n    
3.4. 1: objfor j No  
3.4.1. run Dijkstra (Algorithm 4.1)  
3.4.2.     i k Dijkstra lp p nodes before n r p nodes after n    
3.4.3. Run removing loop operation(Algorithm 4.9) 
3.4.4. Run preventing same individual operation (Algorithm 4.10) 
3.4.5. Evaluate the individual (Algorithm 4.11) 
3.4.6.  ( )Pop Pop p i  , add to the population  
3.4.7.  ( )pop pop iC C C  , add to the population cost list 
4.5.12 Pareto Front Illustration 
After crossover and mutation operations, NSGA-II approach is applied to the 
population in order to define their ranks and crowding distances. All new generated 
individuals are added to population and ordered according to their rank, which is used 
for generating the Pareto front.  
Finally, after the ordering process, individuals which have minimum rank in 
population constitute the first Pareto front. A suitable solution can be easily chosen 
from the first front. In case of more than three objective in one simulation, Pareto fronts 
are shown separately for three objectives (Figure 4.24)  
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Figure 4.24-Pareto fronts illustration 
4.5.13 Algorithm of MCRPA  
Finally, all the previous operations are combined in Algorithm 4.14, which explains 
how the MCRPA tool works in detail. 
Algorithm 4.14-MCRPA tool algorithm 
Given; 
 General and EC parameters; , , , , , ,t f dr l em A Wr c Cp Cp   
 Transmission parameters; ,r TrTr    
 Motor parameters; , , , , ( ),c i w cn m mc c c c Cp    
 Battery parameters; 
,, , ,b b bR U C SOC   
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 Heat transfer parameters; 
, , , ,, , , ,Pr , ,c ,c , , , , ,g b a a a cv g cv b g c b c sun g bA A k L R R I    
 Temperature; 
,o r eqT T  
 Time; , ,hour day montht t t   
 City nodes,  1 2 3, , ,.... nNoN n n n n  
 All nodes coordinate data,  , , ,: , ,i i x i y i zn n n n  
 Node types acceleration values  , , , ,j r b t da a a a a a  
 Node types deceleration values  , , , ,j r b t dd d d d d d  
 Node types waiting time values  , , , , ,, , , ,w w j w r w b w t w dt t t t t t  
 Feasible node list of each nodes,  ,1 ,2 ,3 ,, , ,..., Nonf f f f fN N N N N  
 City roads,  1 2 3, , ,.... rNoR r r r r  
 Speed limits of the road  ,1 ,2 ,3 ,, , ,..., rl l l l l No       
 Source node; sn  
 Destination node; en  
 Population number; 
popNo  
 Generation number; 
genNo  
 Probability of crossover; crpr  
 Probability of mutation; mpr  
 Chromosome initializing type; random or priority based 
 
Step 1. 
,n n rif No No  
1.1. Run reduced city method 
1.2.  Pop   
1.3.  popC    
1.4. 1: popfor i No , until reaching generate initial population 
1.4.1. Generate chromosomes with equal weighted rank (Algorithm 4.7) 
1.4.2. Run removing loop operation (Algorithm 4.9) 
1.4.3. Run preventing same individual operation (Algorithm 4.10) 
1.4.4. Evaluate the individual (Algorithm 4.11) 
1.4.5.  ( )Pop Pop p i  , add to the population 
1.4.6.  ( )pop pop iC C C  , add to the population cost list 
1.4.7. Generate chromosomes with Dijkstra (Algorithm 4.8) 
1.4.8. Apply preventing same individual operation (Algorithm 4.10) 
1.4.9. Evaluate the individual (Algorithm 4.11) 
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1.4.10.  ( )Pop Pop p i  , add to the population  
1.4.11.  ( )pop pop iC C C  , add to the population cost list 
Step 2. Run Pareto ranking to Pop (Algorithm 4.3) 
Step 3. Run crowding distance approach (Algorithm 4.4) 
Step 4. 1: genfor j No  
4.1. Run crossover operation(Algorithm 4.12) 
4.2. Evaluate the individual (Algorithm 4.11) 
4.3. Run mutation operation(Algorithm 4.13) 
4.4. Run Pareto ranking to Pop (Algorithm 4.3) 
Step 5. Run crowding distance approach (Algorithm 4.4), show generated routes in 
the city map 
Step 6. Show Pareto fronts 
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5 Multi Criteria Route Planning 
Advisor in Practise 
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5.1 Introduction 
In this chapter, an eco-urban EC and environmental parameters are modelled and the 
performance of the MCRPA tool is tested using three city cases. The first and the 
second cases are grid cities with smaller number of nodes and road numbers in order 
to observe and test the tool in simple case. In the third case, a real city map 
(Kayseri/TURKEY) is modelled and the MCRPA tool performance is analysed in 
more realistic situation such as considering single or two-way road directions. In 
addition, city Kayseri is defined to test the generating speed profile for performance 
of the tool.  
All previously explained parameters in Chapter 3 and 4 are considered and employed 
to all the city cases. In grid city, all these parameters are assumed or generated 
randomly. However, many of these parameters were obtained using statistical or 
gathering data method for city Kayseri cases. 
Finally, taking into account different objectives for different sources and destination 
points, the optimum routes are generated. 
5.2 Overview of the Cases 
Table 5.1 shows the overview of the case studies in the project In terms of route 
planning, source and end nodes of the case studies are categorised under four main 
groups as Case A-B-C-D-E. Aim of the first cases are validation of the tool considering 
different objectives in manual generated grid city map. Only Cases C and D use the 
real city but different source and end nodes. In first three main case groups, all 
objectives were studied as single, in addition all of them include multi-objective cases 
with combined objectives as seen in Table 5.1. Related to generating speed profiles, 
Case E includes three defined special routes that are studied and their speed profiles 
are generated. 
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Table 5.1-Overview of the MCRPA case studies 
Case Group 
City 
type 
Node 
Numbers 
Case Name 
Single 
or 
Multi obj. 
Objectives 
Validation 
Cases 
Grid 221 Case V Single DC / tC / EC / D,stC / ,t stC / ,E stC  
Cases A Grid 221 
Case A-1 Single DC / tC / EC / D,stC / ,t stC / ,E stC  
Case A-2 Multi DC - tC - EC  
Case A-3 Multi D,stC - ,t stC - ,E stC  
Case A-4 Multi DC - tC - EC - D,stC - ,t stC - ,E stC  
Cases B Grid 374 
Case B-1 Single DC / tC / EC / D,stC / ,t stC / ,E stC  
Case B-2 Multi DC - tC - EC  
Case B-3 Multi DC - tC - EC - D,stC - ,t stC - ,E stC  
Cases C Kayseri 13658 
Case C-1 Single DC / tC / EC / D,stC / ,t stC / ,E stC  
Case C-2 Multi 
distC - tC - EC  
Case C-3 Multi DC - tC - EC - D,stC - ,t stC - ,E stC  
Cases D Kayseri 13658 
Case D-1 Single DC  
Case D-2 Multi DC - tC - EC  
Case D-3 Multi D,stC - ,t stC - ,E stC  
Case D-4 Multi DC - tC - EC - D,stC - ,t stC - ,E stC  
Case Group 
City 
type 
Route 
Distance 
Case Name 
Max speed 
limits 
Road types of the routes 
Cases E Kayseri 
1.7 km Case E-1 
50 km/h 
Main roads 
7.4 km Case E-2 Main and branch roads 
5.6 km Case E-3 Main and branch roads 
 
Some basic parameters, which are related to EC, were assumed as constant for all 
cases, as shown in Table 5.2 through Table 5.6. 
Table 5.2-General EC parameters 
cm  
( )kg  
fA  
2( )m  
rW  
( )m  
drc    
lCp  
( )W  
eCp  
( )W  
rTr  Tr  
570  1.8 0.25 0.19 0.013 50  10  5 0.95 
 
Table 5.3-Motor parameters 
Type cc  ic  wc  cnc  
mCp  
( )kW  
( )m n  
IM 0.5 0.04 0.00006 170 7.5 Figure 2.10 
PM 1.5 0.000075 0.1 20 7.5 Figure 2.10 
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Table 5.4-Battery parameters 
Type b
R  
( )ohm  
bU  
( )V  
  
bCp  
( )Ah  
SOC  
LiFePO4 0.09 36  2% 200 80% 
 
Table 5.5-Heat transfer parameters 
gA  
2( )m  
bA  
2( )m  
L  
( )m  
,cv gc
2( / )oW m C
 
,cv bc  
2( / )oW m C
 
,g cR  
2( / )om C W
 
,b cR  
2( / )om C W
 
g  b  sunI  
1.23 2.2 1.35 6 14  4.3 8.2 0.45 0.55 
Figure 
3.30 
 
Table 5.6-Enviroment parameters 
hourt  dayt  montht  
oT  
( )oC  
r eqT  
( )oC  
pm  
( )kg  
10 3(Wed) 2(Feb) -5 24 80 
 
5.3 Grid City Cases 
The categories of Validation cases, Case A and Case B are the grid city cases (Table 
5.1) and a tool was developed on MATLAB® that can generate different grid cities in 
terms of node sizes, source and final points, station specifications, the type of the 
nodes, traffic flows. Two different charging stations were defined in the grid cities and 
Table 5.7 shows their expected waiting time values depending on day hours. 
Table 5.7-Cases A, B; expected waiting time of stations 
ewtc  
Day hours 
1------------------------------------------------------------------------------------------------------24 
St1 0.3 0.3 0 0 0 0 0.5 0.5 1 1 1 1 1 1 1 1 1.5 1.5 2 1 0.5 0.3 0.3 0.3 
St2 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.6 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.4 0.6 0.6 0.6 0.5 0.5 
All required node parameters for MCRPA tool are assumed in grid city cases as seen 
in Table 5.8. 
Table 5.8-Cases A, B; node parameters 
Node type 
a  
2( / )m s  
d  
2( / )m s  
min  
( / )m s  
wt  
( )s  
jn  0.7 -0.8 5.5 0 
rn  0.6 -0.75 6.5 0 
tn  0.8 -1.2 1.8 15 
bn  0.7 -0.6 5 3 
dn  0.65 -0.75 5 0 
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As mentioned in Section 4.5.4 there are there are three methods of generating initial 
population. Equal weighted rank and Dijkstra methods are used in grid city cases for 
obtaining population with better fitness. 
5.3.1 Validation Cases 
Considering tool parameters, a grid city was generated manually to validate the tool as 
shown in Figure 5.1 with 221 nodes and 412 two-way roads. In the validation cases 
node 16 and 179 is selected as source and destination node, and the city map is 
manipulated according to them.  
 
Figure 5.1-Validation cases; the generated grid city   
As seen, in order to test the distance objective solution cross roads were added between 
sn  and e
n
. As geometrically, it is obvious that the best route must be include these 
cross roads considering distance objective route planning.  
In terms of time objective solution test of the tool, a route is defined in green area 
between  s
n
 and e
n
 as seen in Figure 5.1. Traffic flow rates and speed limits of the 
roads inside of this area are 1 and 70 km/h in order to reduce travelling time of this 
route. For the other roads that are outside of this area (yellow area), traffic flow rate 
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and speed limit parameters are defined randomly and smaller than 1 and 70 km/h. 
Hence, the best route based on minimum time consumption must be generated inside 
of the green area.    
Testing energy objective solution, slope of the roads are taken in to account.  
Topographic contour lines were adapted to the result illustrations as seen in Figure 5.1 
and the topographic map of the generated grid city is shown in Figure 5.5. As seen, a 
route is defined in negative slopes between s
n
 and e
n
, which  is the best route for 
energy objective solutions.  
 
Figure 5.2- Validation cases; the topographic map of the generated grid city 
GA parameters are directly the effect of the simulation results and considered 
parameters for validation cases are shown in Table 5.10. 
Table 5.9-Validation cases; GA parameters 
sn  en  genNo  popNo  crpr  mpr  nNo  rNo  
16 179 5 5 0.5 0.5 221 412 
 Validation Cases Results 
Six simulation objectives were considered as single and the simulation was performed 
six times, one for every objective individually.The results were obtained without 
generating Pareto front because of the single objective consideration. Figure 5.6 shows 
obtained results for six objectives. 
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distC ,  1,0,0,0,0,0W   
 
tC ,  0,1,0,0,0,0W   
 
EC ,  0,0,1,0,0,0W   
 
,dist stC ,  0,0,0,1,0,0W   
 
t,stC ,  0,0,0,0,1,0W   
 
E,stC ,  0,0,0,0,0,1W   
Figure 5.3-Validation cases: Optimisation objectives; distance, time, energy and availability 
of energy 
 As seen in results, the generated distance objective ( distC ) route inclueded cross 
roads to reach the destination node. Since it is the shortest route geometrically, 
the result validated the MCRPA tool for distance objective solutions.  
 Time objective ( tC ) simulation result of the tool exactly used the roads inside 
of the green area in the map (see Figure 5.1). Because of the traffic flow rates 
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and speed limits of the roads, the fastest route could be generated only with 
them. Therefore, this result validated time objective solutions of the tool. 
 In terms of energy objectictive ( EC ) solution, it was also validated by result, 
since the generated route used the roads only that have negative slope.  
 Finally, tool results of energy availability objectives 
D,stC , t,stC  and E,stC  show 
that when availability of the energy was considered, the routes were generated 
on vicinity of charging station. However, due to simplicity of the city, the 
generated routes pass on the charging station that has better parameters than 
another station. 
5.3.2 Cases A 
Considering tool parameters, a grid city was generated for Cases A as shown in Figure 
5.4 with 221 nodes and 412 two-way roads.  
 
Figure 5.4-Cases A; the generated grid city 
Assumed topographic contour lines were adapted to the result illustrations as seen in 
Figure 5.4 and the topographic map of the generated grid city is shown in Figure 5.5. 
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Figure 5.5- Cases A;the topographic map of the generated grid city 
GA parameters are directly the effect of the simulation results and considered 
parameters for Cases A groups are shown in Table 5.10. 
Table 5.10-Case studies A; GA parameters 
sn  en  genNo  popNo  crpr  mpr  nNo  rNo  
15 181 5 5 0.5 0.5 221 412 
 Case A-1 
In this case, six simulation objectives were considered as single. The simulation was 
performed six times, one for every objective individually. The results were obtained 
without generating Pareto front because of the single objective consideration. Figure 
5.6 shows obtained results for six objectives. 
The first three solutions for DC , tC and EC  are the best solutions considering distance, 
time and energy respectively. In the figure, avoidance of driving towards a hill can be 
noticed obviously especially for these objectives.  
As energy availability objectives,
D,stC , t,stC  and E,stC  are used for generating the route 
as vicinity to the charging stations normally. However, due to simplicity of the city, 
the generated routes pass on the charging station that has better parameters than 
another station. As seen, selected charging stations of the solutions are different due 
to considered energy availability objectives. Optimisation results of 
D,stC  and t,stC
objectives have same charging stations in their route, this station is the best related 
with travelling distance and time. However, optimisation result of 
E,stC has different 
station in its route, which is the best station related with energy consumption. 
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distC ,  1,0,0,0,0,0W   
 
tC ,  0,1,0,0,0,0W   
 
EC ,  0,0,1,0,0,0W   
 
,dist stC ,  0,0,0,1,0,0W   
 
t,stC ,  0,0,0,0,1,0W   
 
E,stC ,  0,0,0,0,0,1W   
Figure 5.6-Case A-1: Optimisation objectives; distance, time, energy and availability of 
energy 
 In addition, the comparison of all single objective simulation results considering 
distance, time and energy can be seen in Figure 5.7. In terms of distance comparison, 
five solutions yielded the same result. Since the city is grid and all road lengths are 
equal, generating the same travelling route distances in solutions is more likely. In 
time comparison, the single time objective solution is obviously the best. Finally, the 
comparison of energy consumption and SOC, the single energy objective solution is 
the best, although the single distance objective results are not very different. 
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Distance 
 
Time 
 
Energy 
 
SOC 
Figure 5.7-Case A-1; the results comparison 
 Case A-2 
The combination of three objectives, which are ,D tC C and EC  were considered in this 
case and Figure 5.8 shows the simulation results. As seen in Pareto front, five solutions 
were obtained and users can select one of them considering their objective importance. 
In here, fitness comparison of the solutions can be done easily using Pareto front 
illustration in terms of considered objectives. For example, even though, the route in 
Solution 1 has the best energy consumption and travelling distance, it may not be 
sufficient considering travelling time.  
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DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
  
Solution 1 
 
Solution 2 
 
Solution 3 
 
Solution 4 
 
Solution 5 
Figure 5.8-Case A-2: Optimisation objectives; distance, time and energy  
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 Case A-3 
The combination of three availability of energy objectives, which are
D,stC , ,t stC  and
,E stC were considered in this case and Figure 5.9 shows the results.  
DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
  
Solution 1 
Figure 5.9-Case A-3: Optimisation objectives; availability of energy 
As seen, the tool generated only one solution in Pareto front, and the solution route 
passes through the charging station. Because travelling distance, time and energy were 
not defined as optimisation objectives, the obtained routes were not good at avoiding 
hills, minimum travelling distance and time. 
 Case A-4 
All objectives were considered in this case as multiple and Figure 5.8 shows the 
simulation results. As seen, two Pareto fronts were obtained for the comparison of all 
objectives. Five solutions were found and users can select one of them considering the 
objective’s importance to the user. Since the higher numbers of objectives were 
considered in this case, the diversity of more solutions can be seen compared with the 
previous cases (Case A-1, Case A-2 and Case A-3). While the solution 3 and 5 pass 
on the charging stations, the others are better for other objectives.  
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DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
  
 
Solution 1 
 
Solution 2 
 
Solution 3 
 
Solution 4 
 
Solution 5 
Figure 5.10-Case A-4: Optimization objectives; distance, time, energy and availability of 
energy 
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5.3.3 Cases B 
In the second grid city cases’ group, which are named as Cases B, a new grid city map 
was generated with increased node and road numbers. Figure 5.11 shows the city with 
374 nodes and 709 two-way roads. All general city parameters are implemented in 
Cases B. The same stations specifications of Cases A are used; however, their locations 
are changed as seen in Figure 5.11. 
 
Figure 5.11-Cases B; the generated grid city 
The new topographic map is generated for Cases B as shown in Figure 5.12 and 
contour lines are adapted. The resulting illustrations as seen in Figure 5.11 
 
Figure 5.12-Case B; the topographic map of the generated grid city 
GA parameters directly affect the simulation results and used parameters for Cases B 
are shown in Table 5.10. 
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Table 5.11-Cases B; GA parameters 
sn  en  genNo  popNo  crpr  mpr  nNo  rNo  
13 328 10 5 0.5 0.5 374 709 
 Case B-1 
Similar to Case A-1, six simulation objectives are considered as single. The simulation 
is run six times, one for every objective individually. The results are obtained without 
generating Pareto front. 
Figure 5.13 shows the calculated results for the six objectives. The first three solutions 
for DC , tC and EC  are the best solutions considering distance, time and energy 
respectively. From the figure, avoidance of driving uphill can be observed.  
Optimisation results of 
D,stC , t,stC  and E,stC objectives select the same charging station 
in their route, since this station has better specification than another has.  
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distC ,  1,0,0,0,0,0W   
 
tC ,  0,1,0,0,0,0W   
 
EC ,  0,0,1,0,0,0W   
 
,dist stC ,  0,0,0,1,0,0W   
 
t,stC ,  0,0,0,0,1,0W   
 
E,stC ,  0,0,0,0,0,1W   
Figure 5.13-Case B-1: Optimization objectives; distance, time, energy and availability of 
energy 
The comparison of all single objective simulation results considering distance, time 
and energy can be seen in Figure 5.14. Similar to Case A-1, in terms of distance 
comparison, five solutions give the same results. Since the city is grid and all road 
lengths are equal, generating same travelling route distances is more likely. In time 
comparison, the single time objective solution is the best obviously. Finally, the 
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comparison of energy consumption and SOC, the single energy objective solution is 
the best. 
 
Distance 
 
Time 
 
Energy 
 
SOC 
Figure 5.14-Case B-1; the results comparison 
 Case B-2 
The combination of three objectives, which are ,D tC C and EC  were considered in this 
case and Figure 5.15 shows the simulation results. As seen in Pareto front, five 
solutions were obtained and users can select one of them considering their objective’s 
importance. Although, solution 2 is the best with respect to energy consumption, 
Solution 1 is the best considering time and distance. 
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DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
 
 
Solution 1 
 
Solution 2 
 
Solution 3 
 
Solution 4 
 
Solution 5 
Figure 5.15-Case B-2: Optimization objectives; distance, time and energy 
All objectives were considered in this case as multiple and Figure 5.16 shows the 
simulation results. As seen, two Pareto fronts were obtained to compare all objectives 
against each other. Five solutions were found in the first Pareto front.   
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DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
  
 
Solution 1 
 
Solution 2 
 
Solution 3 
 
Solution 4 
 
Solution 5 
Figure 5.16-Case B-3: Optimization objectives; distance, time, energy and availability of 
energy 
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5.4  City Kayseri Cases 
Kayseri is one of the biggest cities of Turkey with 17,193 km2 surface area, 1,322,376 
population and 972 industrial manufacturer companies. As seen in Figure 5.17, it is 
placed near the centre of Turkey.  
 
Figure 5.17-Location of Kayseri in Turkey [171] 
The maps of Kayseri are shown in Figure 5.18 as satellite and road maps. 
 
Satellite map 
 
Road map 
Figure 5.18-City Kayseri 
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The altitude data of the city was obtained from Kayseri Metropolitan Municipality 
[172] with 0.33 m sensitivity range and adapted to the tool, then a topographic map 
was generated as seen in Figure 5.19.  
 
Figure 5.19-Topographic map of Kayseri 
Similarly, the contour lines map of the city was generated using the altitude data and 
input into the tool, as shown in Figure 5.20.  
 
Figure 5.20-Contourlines map of Kayseri 
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5.4.1 Importing Kayseri data to MCRPA  
 Generating Data of Kayseri  
For the real city case, the necessary inputs for the model were determined by collecting 
and analysing data. 5 source points and 14 final points were specified (70 typical routes 
and 575.8 km in total) and all these routes were travelled individually by a car (Figure 
5.21 and Figure 5.22). The car’s speed was recorded throughout these journeys by 
video camera (Figure 2.19).  
 
Figure 5.21-Categorised routes combination 
 
Figure 5.22-Travelled routes of Kayseri 
All recorded routes were analysed second by second, and their speed profiles were 
obtained. Figure 3.9 and Figure 3.10 show a sample travelled route and its speed 
profile. 
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 The Analysing of the Node Parameters 
The specifications of all defined node types were obtained using the recorded speed 
data. All speed data were grouped according to the names of source and final points. 
For instance, Figure 5.23 shows a part of speed profiles for routes of source point 1 
and all final points.  
In compliance with the previously explained node speed characteristics, speed data 
between deceleration starting speed and reaching constant speed period were separated 
and marked with different colours. All colours illustrate the different node types, which 
are defined according to recorded videos. 
 
( )tn  ( )bn  ( )jn  ( )rn  ( )bn  
Figure 5.23-Some parts of speed and time data for source point 1. 
After investigating and marking all speed data of all routes that are separated 
considering node types in order to generate their speed profiles. For instance, Figure 
5.24 shows only some parts of junction node speed characteristics, and it shows that 
there are six different junction nodes in route 1.1. 
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Figure 5.24-Some of junction node speed characteristics  
Obtained travelled speed profiles of junction nodes can be seen in Figure 5.25. 
 
Figure 5.25-Travelled junction nodes speed profiles 
The same process is repeated for all node types, and their average speeds data a , d  
and min  are calculated separately. In addition, average d  and a  are calculated for all 
node types by investigating deceleration and accelerating periods. They are shown in 
Figure 5.26 and Figure 5.27 with an average d  and a as black thick lines. 
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Figure 5.26-Node deceleration values of Kayseri  
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Figure 5.27-Nodes acceleration values of Kayseri 
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Since recorded data speed is observed for every second, id  and ia  are calculated for 
every second with Equation (5.1). 
 1i ii id a
t
    (5.1) 
Where 1,2,3..., 1,2,3...,dd adi t i t i N      and, adt , ddt are total deceleration and 
acceleration duration time as second. Then the average deceleration and acceleration 
values for considered node nd  and na , can be found with Equations (5.2) and (5.3).  
 
2
1 dd
t
n i
idd
d d
t 
   (5.2) 
 
2
1 ad
t
n i
iad
a a
t 
   (5.3) 
Finally, using all average values, the average deceleration and acceleration values d
and a are obtained with Equations (5.4) and (5.5) for the considered node type. 
 
1
1 n
No
n
nn
d d
No 
   (5.4) 
 
1
1 n
No
n
nn
a a
No 
   (5.5) 
Where 1,2,3... ,nn No n N    is the number of deceleration and acceleration speed 
data for every node and nNo  shows the number of nodes.  
For all node types, the average acceleration and deceleration values are calculated, 
then , , , , , , , ,j j r r t t b b ed a d a d a d a d and ea are attained. To obtain node average values 
for Kayseri, 292 junctions, 72 roundabout, 353 traffic light, 53 barrier and 70 dead-
end speed data were investigated and calculated results can be seen in Figure 5.28.  
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Figure 5.28-Average acceleration and deceleration of Kayseri nodes 
Besides using acceleration and deceleration speed characteristics, minimum average 
speed values min  were calculated. After which, ,min ,min ,min ,min, , ,j r t b    and ,mind  
were obtained as seen in Figure 5.29. Since the source and final points are assumed as 
dead-ends, their minimum speed is zero. 
 
Figure 5.29-Average minimum speed of node types  
As seen in Figure 5.30, the node waiting time was obtained only for traffic lights with
, 21.01t wt  . 
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Figure 5.30-Average waiting time of node types 
Monthly sunrise and sunset times of Kayseri are shown in Figure 5.31 and the average 
intensity of radiation of sun sunI  for Kayseri region is shown in Figure 3.30  
 
Figure 5.31-Monthly sunset and sundown time of Kayseri 
5.4.2 City Nodes 
Using ArcGIS software, ArcMap is used for attaining node coordinates data. The 
software is a geographic information system built to work geographic information and 
maps. Although the software has already Kayseri road’s map online, the city altitude 
data needs to be incorporated into the road map. After this process, coordinate data of 
any points can be obtained. Therefore, all node points are defined and node symbols 
are placed on the road map with different colours (Figure 5.32), according to their 
types. In total, 13687 nodes are placed and Figure 5.32 shows all node types separately 
from the city road map. 
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Figure 5.32- Kayseri nodes 
Table 5.12 shows the number of placed node types and the following figures show 
their places on Kayseri road’s map.  
Table 5.12-Kayseri nodes’ number 
Placed nodes Figures Node Numbers 
Junction Figure 5.33 12012 
Roundabout Figure 5.34 261 
Traffic light Figure 5.35 444 
Barrier Figure 5.36 109 
Dead-end Figure 5.37 861 
 
 
Figure 5.33-Junction nodes 
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Figure 5.34-Roundabout nodes 
 
Figure 5.35-Traffic light nodes 
 
Figure 5.36-Barrier nodes 
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Figure 5.37-Dead-end nodes 
Because of the higher node numbers of the city, reducing city number operation was 
applied to all Kayseri cases considering the location of the source and final nodes. 
5.4.3 Defining Roads 
All city roads are generated taking into account the city road map. During this process, 
road directions (single way or double way), road speed limits and road traffic flow 
rates are defined. Figure 5.38 shows all generated 19631 roads. 
 
Figure 5.38-The roads of Kayseri 
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5.4.4 Defining Charging Stations 
Currently, there are no EC charging stations in Kayseri, therefore their places and 
expected waiting time values were assumed. Their locations and ewtc  values can be 
seen in Figure 5.38 and Table 5.13 respectively. 
Table 5.13-Cases C, D; expected waiting time of stations 
ewtc  
Day hours 
1--------------------------------------------------------------------------------------------------------24 
St1 0.3 0.3 0 0 0 0 0.5 0.5 1 1 1 1 1 1 1 1 1.5 1.5 2 1 0.5 0.3 0.3 0.3 
St2 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.6 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.4 0.6 0.6 0.6 0.5 0.5 
St3 5 4 3 2 1 1 1 0 1 0.2 0.3 0.5 0.5 0.3 0.3 0.3 0.3 0.2 11 10 9 8 7 6 
St4 0.3 0.3 0 0 0 0 0.5 0.5 1 1 1 1 1 1 1 1 1.5 1.5 2 1 0.5 0.3 0.3 0.3 
St5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.6 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.4 0.6 0.6 0.6 0.5 0.5 
St6 5 4 3 2 1 1 1 0 1 0.2 0.3 0.5 0.5 0.3 0.3 0.3 0.3 0.2 11 10 9 8 7 6 
St7 0.3 0.4 0 0 0 0 0.5 0.5 1 1 1 1 1 1 1 1 1.5 1.5 2 1 0.5 0.3 0.3 0.3 
5.4.5 Cases C 
Generating the initial population process for Cases C, Dijkstra and random based 
methods were used to increase solution diversity. Because of the large number of 
nodes, reduced city operation was applied and Figure 5.39 shows the reduced city 
inside the green rectangle.  
 
Figure 5.39-Cases C; the reduced city 
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GA parameters directly affect the simulation results and considered parameters for 
Cases C are shown in Table 5.14. High values of 
popNo  and genNo  leads to more 
simulation time, as such smaller 
popNo  and genNo  were used in these cases. 
Table 5.14-Case studies C; GA parameters 
sn  en  genNo  popNo  crpr  mpr  nNo  rNo  
13658 7716 3 5 0.7 0.3 221 412 
 Case C-1 
To observe the single objective performances of the tool in the real city case, all six 
objectives were considered separately. The simulation was run six times, one for every 
objective individually. Figure 5.40, Figure 5.41 and Figure 5.42 show single 
objectives’ study results for distance, time and energy. These figures contain a 
generated solution route, distance-time-speed graphics of the route and energy-time-
SOC graphics of the route for observing the quality of the generated routes. 
DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
 
 
Speed-Time-Distance 
 
Energy-Time-SOC 
Figure 5.40- Case C-1: Optimisation objective; distance 
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DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
 
 
Speed-Time-Distance 
 
Energy-Time-SOC 
Figure 5.41- Case C-1: Optimisation objective; time 
DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
 
 
Speed-Time-Distance 
 
Energy-Time-SOC 
Figure 5.42-Case C-1: Optimisation objective; energy 
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Figure 5.43 shows the comparison of single objective optimisation results for distance, 
time and energy. As seen in distance comparison, the best result was obtained by single 
distance objective optimisation. Similarly, regarding time and energy comparison, the 
best results were generated by single time and energy objective optimisation 
respectively. As expected, while the winner in SOC performances is energy objective 
optimisation, time objective results is the worst. 
 
Distance 
 
Time 
 
Energy 
 
SOC 
Figure 5.43- Case C-1; the results comparison 
As energy availability objectives of the study, single objective distance, time and 
energy to charging station simulation were done. Figure 5.44, Figure 5.45 and Figure 
5.46 show obtained route results. As seen, all generated solutions are close to the 
charging station in the region. 
  
173 
 
DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
 
Figure 5.44- Case C-1: Optimisation objective; distance of station 
DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
 
Figure 5.45- Case study C-1: Optimisation objective; time consumption of station 
DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
 
Figure 5.46- Case C-1: Optimisation objective; energy consumption of station 
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 Case C-2 
The combination of three objectives, which are ,D tC C and EC  was considered in this 
case and Figure 5.47 shows the simulation results. Three solutions were obtained in 
Pareto front and users can select one of them considering their objective’s importance. 
In here, the fitness quality of the solutions can be compared easily using Pareto front 
illustration in terms of considered objectives.  
DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
 
 
Solution 1 
 
Solution 2 
 
Solution 3 
Figure 5.47- Case C-2: Optimisation objectives; distance, time and energy 
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Another comparison was done to investigate the performance of multi-objective 
optimisation results. Single distance, time and energy objectives optimisation results 
in Case C-1 and multi-objectives solutions were compared as seen in Figure 5.48. 
Obviously, single objective solutions must be better than multi-objective solutions for 
the optimised objective as can be seen in travelled distance and time comparison. In 
distance comparison, the best solution was obtained by single distance objective 
optimisation and the same result was obtained by time comparison. However, one of 
the multi-objective solutions may be the same when compared to the same objective 
of the single-objective simulation. As seen in energy comparison of the solutions, one 
of the multi-objective and single objective solutions were equal.  
 
Distance 
 
Time 
 
Energy 
 
SOC 
Figure 5.48- Case C-2: The results comparisons 
 Case C-3 
In the last case of Cases 3, all objectives were taken into account as multiple. As seen 
in Figure 5.49, only one none dominated solution was generated as located in Pareto 
fronts.  
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DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
  
 
Solution 1 
Figure 5.49-Case C-3: Optimisation objectives; distance, time, energy and availability of 
station 
5.4.6 Cases D 
In this case, a longer distance between the source and final points was defined for 
observing the longer distance performance of the MCRPA tool. Because of the large 
number of nodes, reducing city operation was applied and Figure 5.50 shows the 
reduced city inside the green rectangle. 
 
Figure 5.50- Cases D; the reduced city 
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Since generated route fitness values have been already compared in previous cases, 
only route solutions are shown in these cases. As in Cases C, in order to initialise 
population, Dijkstra and random based methods were used for increasing solution 
diversity and GA parameters of are shown in Table 5.15. 
Table 5.15-Cases D; GA parameters 
sn  en  genNo  popNo  crpr  mpr  nNo  rNo  
11919 13780 3 5 0.5 0.5 9097 13687 
 Case D-1 
In this case, only single distance objective optimisation was done for sampling all 
single objective optimisations and Figure 5.51 shows the obtained route.  
DC  tC  EC  D,stC
 
,t stC  ,E stC  
      
 
 
Figure 5.51-Case D-1: Optimisation objective; distance 
 Case D-2 
Similar to the previous cases, multi-objective distance, time and energy objectives 
were considered in this case. Obtained five solutions in Pareto front can be seen in 
Figure 5.52.  
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DC  tC  EC  D,stC
 
,t stC  ,E stC  
      
 
 
 
Solution 1 
 
Solution 2 
 
Solution 3 
 
Solution 4 
 
Solution 5 
Figure 5.52- Case D-2: Optimisation objectives; distance, time and energy 
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In this case, considering three energy availability objectives, the tool was run and the 
generated solution can be seen in Figure 5.53. There is only one generated solution in 
Pareto front, because the other solutions were dominated by this solution. As seen, the 
generated route is passed by near to charging station.  
DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
 
 
Solution 1 
Figure 5.53- Case D-3: Optimization objectives; availability of energy 
 Case D-3 
In the last case of Cases D, all objectives were taken into account as multiple. As seen 
in Figure 5.54, four none dominated solutions were generated as located in Pareto 
fronts and generally, they used the main roads in the city. 
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DC  tC  EC  D,stC  ,t stC  ,E stC  
      
 
  
 
Solution 1 
 
Solution 2 
 
Solution 3 
 
Solution 4 
Figure 5.54- Case D-3: Optimization objectives; distance, time, energy and availability of 
energy 
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5.5 Generating Speed Profile Cases 
Three different routes were defined considering different region. The route maps, their 
recorded speed data and generated driving cycles by the tool are shown in the case 
figures below. Traffic flow rates of the city roads are assumed considering city 
characteristics depends on time parameters. 
5.5.1 Case E-1 
In the first case, length of defined route E-1 was 1.7 km and comprised of only main 
roads with 50 km/h road speed limits (Figure 5.55). 
 
Case route E-1 
 
Recorded speed profile of Case route E-1  
 
Generated speed profile of Case route E-1 
Figure 5.55- Case E-1; the recorded and the generated speed profile 
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5.5.2 Case E-2 
In the second case, length of defined route E-2 was 7.4 km and comprised of both 
main and branch roads with maximum 50 km/h road speed limits (Figure 5.56). 
 
Case route E-2 
 
Recorded speed profile of Case route E-2 
 
Generated speed profile of Case route E-2 
Figure 5.56- Case E-2; the recorded and the generated speed profile 
5.5.3 Case E-3 
In the last case, length of defined route E-3 was 5.6 km and comprised of both main 
and branch roads with maximum 50 km/h road speed limits (Figure 5.57). 
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Case route E-3 
 
Recorded speed profile of Case route E-3 
 
Generated speed profile of Case route E-3 
Figure 5.57- Case E-3; the recorded and the generated speed profile 
5.5.4 Results of the Generating Speed Profile Cases 
As shown in Figure 5.55, Figure 5.56 and Figure 5.57 driving cycles of the defined 
routes were generated by simulation tool. Because of traffic condition or driver 
behaviours small changes of the recorded speed can be seen in the recorded speed 
profiles. On the other hand, the generated routes does not have these small changes, 
since travelling speeds are accepted as constant road speed limit. 
Some node types may be passed directly without any delaying in real driving 
experience, but the generated driving cycles by the tool consider all nodes. That is 
why, recorded speed profiles differ from generated ones. For instance, total travelling 
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time of recorded and generated cycles for Case E-1 have 50 seconds difference. 
However, generated cycles of Case E-2 and E-3 are close their recorded ones.  
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6 Summary and Conclusion 
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6.1 Summary 
In order to meet one of the main goals of this research: “developing a tool for selecting 
and sizing of the main power components of EC”, a simulation code was developed 
considering the types and models of the power-drive components, providing 
opportunity to analyse them for different usage scenarios. The investigated main 
power-drive equipment are electric motor, battery, transmission system and 
regenerative break system. 
Using the developed simulation tool, power system components performance could be 
monitored in various conditions. According to defined speed profiles; a different 
component size can be implemented and the battery’s state of charge could be 
calculated easily. Consequently and logically, components needed would be more 
cost-effective and the desired configurations may be obtained for the current route.  
Sizing EC’s power drive system considering customers’ requirements is more feasible 
than buying a standard EC. In order to define customers’ requirements, their dominant 
travelling routes are defined and speed profiles of these routes are generated by 
developed tool. Using these profiles as input, selection and sizing can provide user 
based design opportunity.  
Finally, in order to use design and test phase of ECs, generating special speed profiles 
instead of using standard ones is another original contribution. Since it takes into 
account MCRPA tool parameters, it allows more realistic test results and more 
accurate design opportunity to satisfy customer’s demands.  
In order to investigate the performance of the suggested selection and sizing tool, 
efficiency performance of induction and permanent magnet motors were compared 
and superiority of induction motor was demonstrated. In addition, the efficiency and 
cost of induction motors with different pole numbers also investigated for different 
cases. 
To meet the second goal of this research: “developing multi criteria route planner tool 
for ECs”, an optimisation codes were developed based on a robust hybrid Dijkstra- 
A*- NSGA-II algorithm which was named MCRPA tool. The coded optimisation 
objectives of the MCRPA tool are: 
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 Distance 
 Time 
 Energy 
 Distance to charging station 
 Time consumption of charging station and 
 Energy consumption of charging station. 
There is no restriction on the number of objectives for solving an optimisation 
problem. Objectives can be selected as single or multiple depending on user 
requirements. 
MCRPA incorporates information on EC characteristics (e.g. power system, 
aerodynamic shape, weight), city characteristics (current traffic flows, road types, 
speed limits, altitude, whether conditions) and city charging stations characteristics 
(capacity, charging level, crowding density). In order to include all these parameters, 
new approaches were developed for modelling them. 
For the optimiser module of the code, three different algorithms are combined and a 
hybrid method is developed for solving the MCRPA problem. They are: 
 Dijkstra algorithm 
 A* algorithm 
 NSGA-II algorithm for multi-objective optimisation. 
Combining them ensures; more accurate results, shorter computing time, easy 
optimum solutions selection. A robust genetic algorithm, with advanced features such 
as geometric crossover and mutation and initial population generation based on 
perturbation of an existing design candidate, were developed.  
Through carrying out several case studies, the efficiency and performance of the 
MCRPA were evaluated on two different city cases. First city was generated as a grid 
with smaller node and road numbers for evaluate and test the results in simple case. 
As a second case, the city of Kayseri in Turkey was selected to conduct these case 
studies to examine the MCRPA tool. To obtain necessary physical parameters of the 
city, 70 typical routes were specified (in total 575.8 km) and then these routes were 
travelled by a car. Speed histories were recorded and other required city data were 
obtained using this recorded data. Finally, these data were trained in the MCRPA tool. 
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Taking into account different objectives for different sources and destination points, 
the optimum routes were generated. Running the tool with single objectives, which are 
distance, time and energy, minimum results were obtained. In case of multi-objective 
cases, solutions were obtained in Pareto fronts for easy selection. 
When observing the generated route specifications in cases of minimising distance, 
solutions used main or branch road to reach the final point with minimum travelling 
distance. Because altitudes values is taken into account for distance calculation in the 
tool, it preferred to generate a route without hill. 
As for time objective solutions, optimum routes preferred main roads due to higher 
speed limits or traffic flow rates in general. Besides, it used branch roads sometimes 
to avoid using nodes with higher delay times such as traffic lights. 
One of the obvious observations of the energy objective solutions, generated routes 
avoided going uphill, since its increased energy consumption. Similar with time 
objective solutions, it tried to use minimum number of nodes, since every decelerating 
and accelerating increases the energy consumption of EC.  
Because power system characteristics affect the generated route quality for energy 
objectives, the assumed power drive system is also affected by the obtained solutions. 
For instance, efficiency of electric motor is depends on its speed and torque.  
When energy availability objectives are considered, optimum routes were generated 
as vicinity to the charging stations and, Depends on the objective, different charging 
station was selected as near to the generated route.  
Multi-objective optimisation performance of MCRPA tool was evaluated with 
different cases. For seeing generated none dominated solutions and their 
performances, Pareto front illustrations were generated for considered objectives. In 
general, more than one solution calculated for user selection and fitness comparison of 
the solutions can be done easily using Pareto fronts. 
Single distance, time and energy objectives optimisation results and multi distance-
time-energy objectives solutions were compared. In general, single objective optimum 
solutions were better than multi-objective optimum solutions depends on considered 
single objectives. However, similar results were obtained occasionally by single and 
multi-objective optimisation results considering same objectives.  
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6.2 Original Contribution 
Traditionally, a robust design approach is adopted in the design of power systems of 
cars. This is mainly aimed at providing the user with the luxury of using the car 
wherever there is a suitable road and whenever he/she wants to use the car. This 
flexibility, however, comes with the price of heavier and more expensive power 
systems. By incorporating data on the dominant usage of an EC and adopting a 
deterministic design and optimisation method a modular design of power systems 
more compatible with the usage will be possible. This is one original contribution to 
knowledge of this project. 
Another original contribution of this thesis is in the context of the reliability of the 
available energy, by providing a decision support system -a route planning advisor- 
that helps the user to select the most suitable route in terms of a variety of criteria both 
conventional, such as travelling time and travelling distance, as well as EC-related 
such as, available energy, vicinity to a charging station.  
Proposing new approaches to model traffic parameters such as bends roundabouts, 
traffic lights, and including them for route planning problems are contributions to the 
context. Generating a hybrid multi-objective optimisation methods by combining 
Dijkstra, A* and NSGA-II is another novel approaches for route planning optimisation 
problems.  
Finally, in order to use design and test phase of ECs, generating special speed profiles 
instead of using standard ones is another original contribution. Since it takes into 
account MCRPA tool parameters, it allows more realistic test results and more 
accurate design opportunity to satisfy customer’s demands.  
6.3 Critical Appraisal and Future Works 
To model power drive components, some data was obtained from theoretical methods 
while other data was chosen from commercially available equipment. However, there 
are numerous companies that produce power drive system equipment, and their 
products perform differently. Performance data are not always available depending on 
OEM’s policy. For instance, efficiency maps of the electric motors are vital to evaluate 
their performance. On the other hand, EC manufacturer can obtain these special 
components information from their OEM and the tool is designed to be capable of 
incorporating new components’ data.  
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Adapting the city map (such as defining nodes, node types, roads) to the MCRPA tool 
has been completed manually for the case city Kayseri. Adapting new cities to the tool 
through the same method does not look effective in terms of time and effort spent. A 
new method/methods (for instance image processing tool or cooperation with city 
council) is/are necessary to improve this process.  
 Similarly, adapting the speed data of traffic parameters needs special average data, 
since these data differ by the city. In the study, the average data has been generated 
just for Kayseri city. In addition, some traffic and environmental data was used offline 
such as; traffic density, traffic flow rate, crowding density of charging station, intensity 
of sun radiation, temperature values. Obtaining all these data dynamically is possible 
in today’s technology, and tools have been designed for the online data updating. This 
would improve the accuracy of the tool.  
An assumed eco urban EC specification has been used in the study cases. In the case 
of using the simulation for different EC types, adapting their specifications is required. 
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