Purpose -Intensive traffic often occurs in web-enabled business processes hosted by travel industry and government portals. An extreme case for intensive traffic is flash crowd situations when the number of web users spike within a short time due to unexpected events caused by political unrest or extreme weather conditions. As a result, the servers hosting these business processes can no longer handle overwhelming service requests. To alleviate this problem, process engineers usually analyze audit trail data collected from the application server and reengineer their business processes to withstand unexpected surge in the visitors. However, such analysis can only reveal the performance of the application server from the internal perspective. This paper aims to investigate this issue. Design/methodology/approach -This paper proposes an approach for analyzing key performance indicators of traffic intensive web-enabled business processes from audit trail data, web server logs, and stress testing logs. Findings -The key performance indicators identified in the study's approach can be used to understand the behavior of traffic intensive web-enabled business processes and the underlying factors that affect the stability of the web server. Originality/value -The proposed analysis also provides an internal as well as an external view of the performance. Moreover, the calculated key performance indicators can be used by the process engineers for locating potential bottlenecks, reengineering business processes, and implementing contingency measures for traffic intensive situations.
Introduction
Web-enabled applications are widely used in service industries, government portals and e-commerce companies. These applications usually consist of web servers and application servers for hosting their business processes. Many of these applications are executed in workflow management systems (WfMS) for separating business logic from implementation details. A WfMS is "a system that completely defines, manages, and executes workflow through the execution of software whose order of execution is driven by a computer representation of workflow logic" (Workflow Management Coalition (WfMC), 1995) . It is often considered as a procedural automation of a business process based on process-oriented model.
Web applications, which are commonly used in travel industry and government agencies for providing services to the customers, are considered as traffic intensive web-enabled business processes since the number of users can fluctuate dramatically within a short time. Specifically, applications under this category are likely to encounter flash crowds from time to time. A flash crowd (Chen and Heidemann, 2005) is a surge of unanticipated, rapid, huge simultaneous requests and accesses to a particular web site, and we consider it as an extreme case of intensive traffic situation. This can make a web application virtually unreachable since the web server can no longer handle all incoming requests. These phenomena could be anticipated in situation such as webcast of major world events. Flash crowds also happen in some previously unpopular web sites which become extraordinarily popular after being linked or mentioned in a popular web site. This circumstance is called Slashdot effect (Chen and Heidemann, 2005) . Though WfMS provides good support for business processes, those processes are expected to be well-structured and do not require high flexibility to handle exceptions. There is a lot of discussion about the flexibility issues in WfMS Agostini and de Michelis, 2000; Sadiq et al., 2000) . In addition, many approaches have been proposed to tackle inadaptability and inflexibility of workflow system to change (Borgida and Murata, 1999; Kumar and Zhao, 1999; Marinescu, 2002; Mans et al., 2009) . Changes in workflow can be caused by not only revision of system specification but also unexpected events. In particular, unexpected events can be exceptional intensive traffic (like flash crowd) for web applications. During traffic intensive situations, especially in which potential flash crowds may occur, servers which are used to host traffic intensive web-enabled business processes might even be unreachable since they can no longer handle sudden overwhelming service requests.
To alleviate this problem, business process engineers usually analyze the audit trail data to pinpoint the bottleneck locations in these workflows. An audit trail is "an electronic archive in which the history of a workflow is recorded" (van der Aalst and van Hee, 2000) . It records the state changes of each process in the workflow as well as the interactions between application server and client computers at operational level. However, analysis performed on audit trail data of an application server can only provide an internal view of the situation. Specifically, analyzing audit trail can only reveal resource allocation and the history of execution of a business process at an operational level.
In web applications, activities of the web servers are usually stored in log files. A typical web server log usually contains information about the history of page requests within a specific period of time, HTTP status code, and referrers. Although web server logs can be analyzed (AWStats, n.d.) to extract the transactions details between the application server and client computers, the statistics extracted from the log files also only provides an internal view of the web server.
Most importantly, statistics such as time required for the web server to respond to each hit requested from a thread and outcomes of the requests (e.g. successful or fail) during flash crowd situation are not available in audit trail data and web server logs. Therefore, calculating such statistics requires analyzing logs based on other performance evaluation techniques which take into account user's (external) perspective. Stress testing (Microsoft Web Application Stress Tool, n.d.; WAPT,
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Web Application Load, Stress, and Performance Testing, n.d.) have been widely used to simulate large numbers of users against a web application in mimicking the traffic intensive situation. Stress testing can imitate as client computers to generate huge number of simultaneous requests to the server. Stress testing can also capture the statistics such as time taken for the web server to respond to each hit (requested from a thread) and the results of the requests (success or fail) made by the users. Therefore, results from stress testing can be used to provide external view of the application. However, unlike audit trail analysis, one of the disadvantages of stress testing is that it does not consider underlying business logic embedded within these applications.
To overcome the deficiency of WfMS in the aspect of inflexibility to change, especially in the intensive traffic situation under which web applications might be unreachable, we identify potential bottlenecks in the existing WfMS with a set of performance indicators. Process engineers can reconfigure the workflow schema and test it with workflow simulations before it is applied to the existing web applications. Process engineers can also use the performance indicators to find out the off-peak period during which system maintenance is carried out. To achieve this, we propose an approach for automatically calculating the key performance indicators (KPIs) for traffic intensive web application by incorporating analysis results from audit trail data, web server log, and stress testing. Integrating results from these analyses provides an internal as well as an external view of the application's performance. The performance indicators identified in our proposed approach can be used to understand the behavior of traffic intensive web application and the underlying factors that affect the stability of the web server. Moreover, the calculated KPIs can be used by the process engineers to exactly pinpoint the potential bottlenecks in the application. It is crucial to locate the potential bottlenecks in the workflow schema which might cause servers of web applications unreachable before intensive traffic occurs, especially for the case of flash crowds and Slashdot effects as they are usually unpredictable. The identification of potential bottlenecks helps process engineers precisely reconfigure the workflow schema in the application so that the possibility of changes is minimized. This paper is organized as follows. Section 2 discusses the background information on audit trail, web server log, and stress testing. Section 3 first gives the overview of the system. Then, it discusses the calculation of the KPIs from individual analysis. In Section 4, we show how KPIs can be calculated from example traffic intensive web application. Section 5 discusses the related literatures. In Section 6, we conclude the paper with future work.
Background information
In this section, we detail three key preprocessing tasks for calculating KPIs. These tasks include analyzing audit trail, web server log, and stress testing statistics.
Audit trail analysis
Audit trail is commonly used to track customer activities in e-commerce applications since it contains information about relevant transactions and interactions between application server and client computers. The initial visit of a customer as well as each subsequent action is usually recorded in audit trail. Moreover, audit trail also captures the state changes of the process instances which are being executed in a workflow.
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The WfMC (1998) proposed the interface 5 "Audit Data Specification" which states the audit trail information for a WfMS. To better understand the audit trail data, we have surveyed three open source WfMS (Yet Another Workflow Language (YAWL), n.d.; JBoss jBPM, n.d.); OpenWFE, n.d.) and compare them with the interface 5 "Audit Data Specification". Our survey was conducted from two perspectives; data and event perspectives. The results of the comparison are depicted in Tables I and II. In Table I , workflow control data (internal data) is managed by WfMS and contains information about the current process instances, activity instances and workitems. Workflow relevant data (case data) is related to individual process instance and is used by WfMS to determine the flow of current process. Workflow application data (application object) is application specific and manipulated directly by the invoked applications. In Table II , we compare the types of events which are recorded in YAWL, jBPM, OpenWFE, and WfMC interface 5. From this comparison, we can see that WfMC interface 5 provides more complete description of event types. Based on this survey, we implement a generic audit trail analyzer for integrating analysis results into our environment. 
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In Table I , Workflow control data (internal data) is managed by WfMS and contains information about the current process instances, activity instances and workitems. Workflow relevant data (case data) is related to individual process instance and is used by WfMS to determine the flow of current process. Workflow application data (application object) is application specific and manipulated directly by the invoked applications. In Table II , we compare the types of events which are recorded in YAWL, jBPM, OpenWFE, and WfMC interface 5. From this comparison, we can see that WfMC interface 5 provides more complete description of event types. Based on this survey, we implement a generic audit trail analyzer for integrating analysis results into our environment.
In this section, we briefly describe the design of the audit trail data analysis module. In general, audit trail data captured in WfMS is in unprocessed state. Audit trail chronologically records the resource allocation, as well as the history of execution and result of a business process at operational level. A WfMS captures the workflow model of a business process by defining a process definition which consists of a set of activities.
During execution of the WfMS, an initiation of a process definition will create a process instance. Each process instance contains a set of activity instances according to the set of activities which consists the relevant process definition. These activity instances are executed one by one, or sometimes in parallel to accomplish the process instance. Whenever an activity instance is started, one or more related workitems will be generated. After a workitem is created, it will be allocated to a resource in the WfMS for execution. Once the workitem is allocated, it will wait at the queue of the assigned resource until it is available to start working on it. Changes of states in the lifecycle of process instance, activity instance and workitem are record in their history separately. We conceptualize the above relation in Figure 1 .
During the execution of a workflow, a workitem can be in one of the seven possible states (enabled, executing, complete, forceComplete, cancelled, fired, and deadlocked). The lifetime of a workitem can be defined as a set of tuples consisting of states and time points: {ðs 1 ; start 1 ; end 1 Þ; . . . ; ðs n ; start n ; end n Þ};
where s i , start i and end i are the state, start time, and end time of the ith state of a workitem. We can define the lifetime of both activity instance and process instance in a similar way. We define the following notations:
W ¼ the history of the states in the lifetime of a workitem. Functions for accessing the elements of the tuple are defined in Table III. 2.1.1 Workitem. Based on these functions we extract life duration, allocation time, total queuing time, processing time, and idle time of a workitem as follows: 
Life duration. The duration of any state in the lifetime of a workitem can be defined as follows:
The life duration of a workitem is the sum of the duration of each state in the history of lifetime:
Allocation time. A workitem is in enabled state when it is created but not yet allocated to any resources. Allocation time of a workitem is the total duration of the workitem in enabled state:
Total queuing time. After a workitem is allocated to a resource, the state of the workitem is changed into fired. The workitem may also need to queue until the resource is available. During its lifetime, the workitem may have more than one fired state since it can be reallocated to other resources. The total queuing time of a workitem is the sum of the duration of the workitem in the fired state:
Processing time. The processing time of a workitem is the total amount of time when it is in an executing state:
wprocessðW Þ ¼ ((s,start,end) ) astate((s,start,end)) pstate((s,start,end)) start wstart((s,start,end)) astart((s,start,end)) pstart((s,start,end)) end wend((s,start,end)) aend((s,start,end)) pend((s,start,end)) 
The life duration of a process instance is the sum of the duration of each state in the history of lifetime:
Processing time. The processing time of a process instance is the total amount of time when it is in an executing state:
Idle time. The idle time of a process instance is the total amount of time when it is not in an executing state:
Based on these formulas, we are able to derive life duration, allocation time, total queuing time, processing time, and idle time of workitems, activity instances, and process instances. In addition, we can also derive the statistics about the states (successful or cancelled) and distribution of the number of process instances, activity instances, and workitems for the recorded period from audit trail analysis. Summary of statistics obtained from audit trail analyzer is summarized in Table IV . The statistics presents the overall performance of the workflow.
Statistics from audit trail A1 Number of successful process instances A2 Number of cancelled process instances A3 Number of process instances of a process definition created during the log period A4 Number of activity instances of a process definition created during the log period A5 Number of workitems of a process definition generated during the log period A6 Number of resources assigned to handle the process instances created from a process definition during the record period A7 Life duration of a process instance A8 Idle time of a process instance A9 Processing time of a process instance A10 Life duration of an activity instance A11 Idle time of an activity instance A12 Processing time of an activity instance A13 Life duration of a workitem A14 Queuing time of a workitem A15 Allocation time of a workitem A16 Idle time of a workitem A17 Processing time of a workitem A18 Number of process instances, activity instances and workitems in each hour during the log period A19 Number of process instances, activity instances and workitems in each day during the log period A20 Time duration of each state of a workitem Table IV . Summary of the statistics from audit trail BPMJ 18,2 performance of a traffic intensive web application where flash crowds occur frequently. Based on the analysis result, webmasters may also consider allocating more resources (e.g. bandwidth, shutting down non-critical functions) to the application server.
Automated key performance calculation 3.1 System design
In this research, we propose an approach for automated analysis of KPIs for traffic intensive web-enabled business processes by utilizing statistics extracted from web KPIs for business processes server log analysis, audit trail analysis, and stress testing. These indicators minimize the possibility of changes in workflow schema due to intensive traffic by precisely pinpointing the potential bottlenecks. Figure 2 shows the overall design of our approach. First, web server logs and audit trail data are recorded during the enactment of an existing traffic intensive web application. Next, an audit trail analysis module and a web server log analysis module parse the audit trail data and web server log, respectively. Meanwhile, stress testing is carried out with stress testing tools to simulate a traffic intensive environment so as to capture the performance statistics of the web application under intensive traffic which is beyond normal level. The result of the simulation is further analyzed for vital statistics. Finally, the statistics from these analysis modules are integrated in the automated calculation module to derive the KPIs of the traffic intensive web-enabled business processes. With the KPIs, process engineers can perform revision on the workflow schema. The revised schema can be executed in workflow simulation[2] to evaluate the performance of the corresponding web application under intensive traffic after the revision. The results can be used as a benchmark for improving the workflow of the existing web application.
The steps undertaken in our research can also be framed with the three cycles of design science described by Hevner (2007). In Design Science Research Cycles, the relevance cycle connects the contextual environments and design science activities by providing the requirements for the science research, and evaluating the research results with certain criteria. The rigor cycle provides foundational knowledge to Statistics from stress testing S1
Run The process adopted in our design of identifying KPIs is analogous in several aspects to the Design Science Research Cycles. For instance, in the relevance cycle, we identify the needs for automated analysis of KPIs for traffic intensive web-enabled business processes. In this context, ability for locating potential bottlenecks in the business process via KPIs can be considered as one of the main requirements input. In the design cycle, we propose a bottom-up approach for aggregating the basic statistics collected from web server log, audit trail, and stress testing into a set of KPIs. As for the rigor cycle, the proposed approach improves the existing business process performance analysis methods by providing means for automatic calculation of the KPIs for locating potential bottlenecks. Based on these KPIs, process engineers may reconfigure the schema to reduce potential performance degradation. The effectiveness of resulted KPIs from the design cycle is evaluated on an application example in Section 4.
Key performance indicators
Analysis results from audit trail and web server logs provide an internal/server view of the application whereas a stress testing provides and external/client view. Therefore, the indicators derived from the analysis results provide different perspectives of the performance of the application that helps process engineer accurately reconfigure workflow schema. Though there are many other indicators can be derived from the analysis results described from Section 2, we decide five KPIs for traffic intensive web-enabled business processes as follows:
K1. Workload limit with stable performance.
K2. Hourly performance of a system. K3. Daily performance of a system. K4. Problems in process definition.
K5. Identification of cancelled process instances or activity instances.
We find these indicators are crucial to our problem because they can accurately present the behavior of a web application under traffic intensive situation. While K1 approximates the workload limit of a web server under which stable service is provided, K2 and K3 pinpoint peak hour(s) and day(s) during the log period. K4 shows the potential problems in the process definition of a web application which are caused by client or server error. Finally, K5 indicates the potential process instance cancellation in the workflow due to server overload.
These performance indicators are outlined in detail in the following sections. K1: workload limit with stable performance. The statistics used for calculating K1 is summarized in Table VII . Statistics from web server log (L2, L3, L4, and L5) provide an internal view of the performance of the web server whereas statistics from a stress testing (S2, S4, and S5) provides an external view. In general, changes in number of pages visited and hits made will proportionally increase or decrease the number of process instances and activity instances (A1 and A2). However, when the traffic is extremely busy, or even flash crowd situations occur, massive number of concurrent KPIs for business processes requests may reverse the proportion. In this case, time taken to respond the incoming requests (S7) may increase. In the worst case, the web server will be unreachable because of system failure. This will lead to decrease in the number of successful process instance (A1) and increase in the number of cancelled process instance (A2). By analyzing these entries, we can estimate the workload limit of a web server as well as the acceptable level of concurrent connections.
This performance indicator is calculated based on the number of successful and failed process instances, and the number of concurrent visits within a specific timeslot. The duration of the timeslot can be defined by the analyst. The timeslot should be equivalent to the average time required to complete the client application.
Workload limit of a web server can be deduced according to the following algorithm:
/ * More than one successful process instance is completed for each concurrent visit recorded in both web server log and stress testing * /
The stable performance of the web server is maintained / * Sum up the pages visited, hits and response time of all the timeslot in which the performance of the web server is stable * 
IF: / * For timeslot i, the number of pages, hits and response time recorded in the web server log and the stress testing is greater than the respective average values. * /
THEN:
The performance of the web server is degraded
ELSE:
The performance of the web server cannot be concluded ENDIF ENDIF ENDFOR End K2: hourly performance of a system. Statistics used for calculating K2 is summarized in Table VIII. From Table VIII , A18, L11, and L12 can be used to analyze performance of the web server in more detail. For instance, the increase in the number of pages accessed should result similar magnitude of increase in number of process instances and activity instances. However, once the number of pages accessed reaches a certain threshold, the performance of the web server may begin to degrade due to overwhelming number of concurrent accesses. Therefore, any decline in the number of process instances and activity instance may be considered as a signal to the performance issue. In addition, from L11 and L12, process engineer can determine peak and off-peak hours of the application for rescheduling available resources.
K3: daily performance of a system. Statistics used for calculating K3 is summarized in Table IX . From A19, L7, L8, L9, and L10, we can identify which day of the week or month has the highest recorded traffic. These entries can also reveal any slack or breakdown in the application server operation.
K4: problems in process definition. Statistics used for calculating K4 is summarized in KPIs for business processes and S3 represent various HTTP codes occurred during the performance evaluation. Some of those HTTP codes indicate client or server error in accessing the page and may lead to failure in the workflow. From the client and server error HTTP status codes (e.g. 404), we can determine the nature of errors. Furthermore, these records may also indicate frequent occurrence of certain errors. Sometimes, the number of hits to the server recorded by web server log and stress testing are different since web server log also captures the hits within the server where the internal web services communicate with each other. This difference does not cause major impact on the performance indicator as this type of hits cannot be captured by stress testing.
Performance indicator problems in a process definition can be calculated based on the following algorithm:
Begin FOR EACH HTTP status code i recorded
IF:
code i is (client error k server error) THEN:
tmp1 ¼ number of hits with code i extracted from L15 tmp2 ¼ number of hits with code i extracted from S3 IF: / * code i , which causes either client errors or server errors, occupies major proportion of hits with HTTP status code. C is the upper limit of proportion of hits with a specific code (code i ). The upper limit C can be input by the analyst. K5: identification of cancelled process instances or activity instances. A process instance will be cancelled by the web application if the related activity instance fails. In a web-based workflow application, an activity instance is usually presented in a web page at the client side. When a web server is overloaded, timeout may occur and the client may receive "page not found" response. This failure is usually represented by an HTTP status code (404 error). It indicates that requested resource could not be found at the moment but may be available again in the future subsequent requests to the same page by the client are usually allowed in such cases. By linking A2 and L16, an activity instance can be associated with a corresponding URL of a page in which it is embedded. Statistics used for calculating K5 is summarized in Table XI .
From such relating, we can determine the reason behind the cancellation of a process instance. For instance, a process instance could be cancelled because a certain page cannot be found or lack of response from the server. The indicator K5 identifies the potential process instance cancellation in the workflow due to 404 error.
This indicator can be calculated based on the following algorithm:
Begin FOR EACH page i recorded with 404 error HTTP status code in L16 tmp ¼ number of hits with 404 error HTTP status code recorded for page i extracted from L16 IF: / * page i has a large number of hits involving 404 error HTTP status code which causes either client errors or server errors. C is the upper limit of proportion of hits with 404 error HTTP code recorded for a specific page (page i ). * / tmp A2 $ C
; C is a constant
THEN:
The activity instance which is carried out through page i may be the potential bottleneck of a process definition. ENDIF
ENDFOR End
The upper limit C can be set by the analyst.
Application example -an online course enrollment system
The proposed approach is demonstrated on an example online enrollment workflow application from a university. To collect the audit trail data of the enrollment system, Audit trail A2 Number of cancelled process instances Web server log L16 Number of hits with 404 error HTTP code recorded for all pages in the log period KPIs for business processes we developed our own version of workflow using YAWL Engine (YAWL, n.d.) on a web server. The prototype system for automated calculation of KPIs (including generating charts) was developed based on JAVA (Developer Resources for Java Technology, n.d.) programming language with Eclipse (n.d.), Microsoft Web Application Stress Tool (n.d.), and AWStats (n.d.).
Workflow schema
A workflow schema is an abstraction of procedural steps in carrying out tasks in a business process. It also describes any resources involved as well as input and output information required in each step. Workflow schemas can be modeled in various format (YAWL, n.d.; Business Process Modeling Notation (BPMN), n.d.; BPEL for Web Services (BPEL4WS), n.d.), XML Process Definition Language (XPDL), n.d., etc.). The workflow schemas for traffic intensive web-enabled business processes are inherently different from normal enterprise wide application since in traffic intensive web-enabled business processes, a number of navigation controls (e.g. clicking the embedded HTML link of a different page, returning to the previous page, or timeout) are needed to be embedded in each page. Figures 3-6 show an example of a workflow schema of an online course enrollment system. The annotation of the icons used in this example is described in Table XII . Figure 3 shows the overview of the workflow of a course enrollment system. Once the system starts, the flow will be directed to Login process. Login process accepts the input flow from either Start System process or the conditional process Login Succeeded? based on a XOR-join. A user of the enrollment system has to login with his/her username and password to use the service. The Login process will be repeated until the user is authenticated by the system. When the Login process is successful, the user can choose her/her next course of action in Decide Action task. The users can Logout, Close Browser, or Start Course Enrollment process. Note that Logout action properly completes the current process instance whereas Close Browser action only terminates the process instance. Flows from these processes are originated from Decide Action process with XOR-split and merged by an intermediate process with XOR-join. If no action is taken after a specified period, the flow as well as the current process instance will be automatically terminated. Convergence at this intermediate process brings an end of the current process instance.
If the user chooses the Start Course Enrollment action, the Enrollment Process workflow (Figure 4) will be executed. This process is a composite process which 
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consists of several sub-processes. Once the Enrollment Process is executed, the user is required to decide his/her next course of action within a predefined duration in Decide Action task. Four actions (Take Course, Logout, Close Browser, Drop Course) are available for selection. Only Logout task completes the current process instance properly and the remaining tasks terminate the instance without completion. If no action is taken after a specified period, the flow as well as the current process instance will be automatically terminated. Take Course and Drop Course action could be performed several times by the user. This situation is shown as a flow connected back to the Decide Action task in Figure 4 .
The composite process Take Course is shown in Figure 5 . In this process, the user inputs the information of courses in Input Course Info task. The conditional process All Prerequisites and Requirements Fulfilled? is used to decide if the user should proceed to Process Enrollment or go back to Input Course Info, depending on fulfillment of the defined conditions. The user can repeat the above procedure to enroll another course, or to quit this process.
The user can also drop an enrolled course by choosing the Drop Course process ( Figure 6 ). First, the user has to select an enrolled course with Select Course(s) process and to drop the selected course with Click Drop Button process. Multiple courses can be dropped at one time or by repeating the procedure.
One of the potential bottlenecks in this example is in the Take Course process shown in Figure 5 . The conditional process All Prerequisites and Requirements Fulfilled? and the sub-process Process Enrollment require large amount of processing power from the web server since these tasks have to retrieve the academic history of the user and all relevant details of the courses. Therefore, additional resources should be allocated to these two processes to maintain the acceptable performance level of the server. In this example, we have explicitly modeled the actions of clicking buttons and links as processes. Additional processes are also used to model the action of closing the web browser of the application as well as the time out situation. In the following sections, we analyze the performance of the workflow based a number of KPIs.
Analysis
During enrollment periods [3] , the system experiences massive number of concurrent requests. Such simultaneous requests increase the response time as well as the chance of possible system failure. To guarantee the stability and availability of the system, it is crucial to accurately access its workload limit as well as to identify the possible bottlenecks of the application.
The entire experiment consists of two phases: statistics analysis phase and workflow schema revision phase. First, business process engineer analyzes the audit trail data from WfMS by selecting the corresponding process definition of the web application. Figure 7 shows the screenshot of choosing a process definition Course Enrollment. The audit trail analysis module then parses the audit trail of the Course Enrollment workflow and calculates the necessary statistics. Similar interfaces are also provided for the users to calculate relevant statistics from the web server log and stress testing.
After all the statistics has been calculated, users may import the corresponding process definition into a workflow schema revision interface. Figure 8 shows the interface for importing the workflow schema of the online course enrollment BPMJ 18,2 system. In this interface, business process engineers can view general statistics retrieved from audit trail data, web server logs, and stress testing.
In Figure 9 , we show the user interface for displaying the results from audit trail analyzer. The audit trail statistics is shown on the left hand side of the figure. Statistics retrieved from audit trail of a process definition can be classified into three categories:
(1) A1-A6: general statistics.
(2) A7-A9: average life duration, processing time, and idle of process instance.
(3) A10-A12: average life duration, processing time, and idle time of each individual activity instance.
The right hand side of Figure 9 shows the average time distribution of each status of a workitem called "Take_UpdateStudyPlan" in a pie chart. In this chart, the workitem takes 28 percent (12.068 seconds) of its life duration for queuing (to be started), 35 percent (14.841 seconds) in processing, 37 percent (15.572 seconds) for completion and almost 0 percent for the other status. The prototype also provides charts for displaying the average distribution of processing time and idle time for process instance, activity instances and workitems. Figure 10 . The calculated statistics of a performance indicator is shown on the left hand side, while the related charts are given on the right hand side of the window. A pop up message box which summaries the performance indicator as also shown in Figure 10 . In the following paragraphs, we detail the calculation of Workload limit with stable performance, Daily performance, Hourly performance, Problems in process definition, and Identification of cancelled activity instances key indicators of the enrollment workflow. Figure 9 . Audit trail analyzer Figure 10 . User interface for key performance indicators BPMJ 18,2 K1: workload limit with the best performance. In indicator Workload limit with stable performance (Figure 11) , statistics from audit trail analysis, web server log analysis, and stress testing are summarized on the left and side of the interface. Analysis on the number of successful and cancelled process instances with the number of concurrent visits is also performed. These instances are then grouped by each hour of the day.
The ratio of concurrent visits to number of successful and cancelled process instances is shown in Figure 12 . This chart presents the changes in the average number of total process instances, successful process instances and cancelled process Figure 11 . Statistics for indicator "Workload limit with stable performance" Figure 12 . Ratio of concurrent visits vs process instances for indicator "Workload limit with the best performance" KPIs for business processes instances with respect to the number concurrent visits within the same duration. For each visit by the client, at least one process instance will be generated by the server. In a normal situation when the web server is not under heavy traffic, it can usually complete the generated process instance without any problem. However, during peak traffic, the web server cannot successfully complete a process instance for each visit when the total number of concurrent visits exceeds 1,400. This situation is shown in Figure 12 when blue line (successful process instances) crosses down the horizontal straight line (labeled as 1 process instance) at approximately 1,400. Figure 13 shows the relationship between the concurrent visits and the response time. From this figure, we can observe that the response time of the web server exceed 6,000 ms when the number of concurrent visits is . 1,400. In such situation, the chances of process instance failure may also increase correspondingly.
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K2: hourly performance of the system. In indicator hourly performance, number of recorded process instances, activity instances, workitems, pages, and hits/requests are derived and group by hour of the day. This statistics is shown in Figures 14 and 15 . From Figure 15 , we can observe that there are two peak durations over the log period, one is 10:00-12:00 (approx. 68,000 workitems with 100,000 hits) and the other one is 17:00-18:00 (approx. 70,000 workitems with 125,000 hits).
K3: daily performance of the system. Similar attributes (process instances, activity instances, workitems, unique visitors, visits, pages, and hits/requests) are calculated and grouped by each day over the log period in indicator daily performance of the system (Figure 16 ). From Figure 17 , we can observe that the peak day of the log period is on 4 September 2008 (approx. 260,000 workitems with 420,000 hits). 00:00 to 01:00 01:00 to 02:00 02:00 to 03:00 03:00 to 04:00 04:00 to 05:00 05:00 to 06:00 06:00 to 07:00 07:00 to 08:00 08:00 to 09:00 09:00 to 10:00 10:00 to 11:00 11:00 to 12:00 12:00 to 13:00 13:00 to 14:00 14:00 to 15:00 15:00 to 16:00 16:00 to 17:00 17:00 to 18:00 18:00 to 19:00 19:00 to 20:00 20:00 to 21:00 21:00 to 22:00 22:00 to 23:00 23:00 to 24:00 KPIs for business processes K4: problems in process definition. In indicator Problems in process definition (Figure 18 ), statistics about the HTTP status codes from the web server log and stress testing are summarized. These statistics are grouped by each hour of the day and compared with the number of cancelled process instances from audit trail analyzer. The analytical results are shown in Figure 19 . Figure 19 shows the distribution of recorded HTTP status codes (with errors). From this distribution, we can observe that HTTP status code 404 occurred 68 percent of the time and status code 500 occurred 31 percent of the time. The remaining 1 percent represents other errors.
In addition, the line chart in Figure 20 shows the ratio of cancelled process instances to the number of hits with the failed HTTP status codes. From the chart, we can observe that the number of hits with HTTP error codes increases with the number of cancelled process instances, especially for 404 and 500 errors. From Figures 18, 19 , and 20, we can conclude that the web server may have been experiencing 404 and 500 errors since these two errors occupied the majority of the hits of HTTP error codes. In addition, we can also notice that the number of errors increases when the number of cancelled process instances increases. 5  10  5  1  3  25  231  464  509  259  54  465  624  586  685  597  495  472  381  302  270 01:00 to 02:00 02:00 to 03:00 03:00 to 04:00 04:00 to 05:00 05:00 to 06:00 06:00 to 07:00 07:00 to 08:00 08:00 to 09:00 09:00 to 10:00 10:00 to 11:00 11:00 to 12:00 12:00 to 13:00 13:00 to 14:00 14:00 to 15:00 15:00 to 16:00 16:00 to 17:00 17:00 to 18:00 18:00 to 19:00 19:00 to 20:00 20:00 to 21:00 21:00 to 22:00 22:00 to 23:00 23:00 to 00:00 Figure 19 . Proportion of various HTTP codes for indicator "Problems in process definition"
KPIs for business processes K5: identification of cancelled activity instances. In indicator Identification of cancelled activity instances, statistics about the cancelled process instances and the 404 HTTP status code from web server log are used for analysis. Figure 21 shows the number of cancelled process instances and the list of URLs which have been logged with more than ten 404 errors. Although the threshold is set to 10 in this example, it can be changed according to user's requirement. The analyzed result is shown in Figure 22 . The analysis identifies the URLs "/siweb/faces/app/pagerror.gif" and "/siweb/faces/app/refresh.gif" as the URLs with the largest number of hits with 404 error code. It also indicates that the activity instances which associated with these two URLs could be the sources of the potential bottleneck in the process definition. 
Process reengineering
From the performance indicators, business process engineers can clearly identify the bottlenecks of the workflow and may revise the workflow model to improve the situation. Figure 23 shows one potential modification to workflow schema of process Take Course from Figure 5 .
According to the workflow schema, the conditional process All Prerequisites and Requirements Fulfilled? and Process Enrollment from Figure 5 require large amount of processing power from the web server since they have to retrieve the academic history of the users and all relevant details of the courses. In order to ease the workload of the web server, instead of having a single complex process, the original All Prerequisites and Requirements Fulfilled? conditional process is converted into three processes in Figure 23 : Corresponding Academic year?, List Prerequisite, and All Prerequisites Passed?
The conditional process Corresponding Academic year? directs the user back to the process Input Course Info if he/she is not in the correct academic year to enroll the selected courses. In this conditional process, instead of an entire academic record, only the academic year of the user is retrieved. It can significantly reduce the overhead in accessing the database. Moreover, this conditional process has also reduced the number of requests proceeds to the next process if the condition is not fulfilled. KPIs for business processes
The next process List Prerequisite lists all the prerequisites courses for the input courses. The conditional process All Prerequisites Passed? directs the user back to Input Course Info if the user has not completed all the necessary prerequisite courses. In this conditional process, only relevant academic records of the user and the prerequisites of the input course will be retrieved. All these modifications are designed to reduce the incoming requests leading to Process Enrollment task, and therefore may lower the risk of potential failure at this task during peak hours. In addition, to reduce the impact on the server during peak hours, more resources could be allocated to the processes. In the above example, the indicators K1-K5 provide an external as well as internal view of the performance of the web application. Indicator K1 indicates that the performance of the system remains stable if the number of visits is , 1,400. As soon as the number of visits is . 1,400, the performance of the system starts to degrade. Indicators K2 and K3 identify the peak durations within the log period. More resources can be allocated accordingly during these peak durations so as to avoid system performance degradation. Indicator K4 identifies HTTP error codes which are caused by either client or server errors. Isolating these errors can assist the analyst in locating the potential problems in the process definition. Moreover, indicator K5 locates the cancelled activity instances which are likely to cause potential bottlenecks in the system. Based on K5, analysts can revise the process definition so as to improve the situation.
Related work
Although performance evaluation for web applications has been extensively researched from user's perspectives (Zadorozhny et al., 2008) and server perspectives, process-reengineering of traffic intensive web application based on the integrated analysis of audit trail, web server log, and stress testing has received relatively little coverage in the literature. To the best of authors' knowledge, recent work in performance evaluation research investigates these statistics in isolation.
In McGregor and Schiefer (2003) , McGregor et al. introduce a framework to provide comprehensive information about the status and performance of business processes. Their approach also supports a near real-time integration of audit trail data from the executed processes to identify performance indicators. Similar to (McGregor and Schiefer, 2003) , the proposed approach also identifies the KPIs from audit trail data. In addition, our approach also takes into account statistics from stress testing and thus provides an external view of the performance. Iyer et al. (2005) propose a comprehensive strategy to analyze results from concurrency testing and reliability testing to measure the performance, the reliability and the scalability of a multi-tier web application. Their approach provides a number of parameters to identify the threshold for acceptable performance. Similar to their strategy, our approach calculates a set of indicators to measure the performance of a web application. In particular, the web applications considered in our approach are executed in a WfMS. Our indicators also consider the statistics from audit trail to provide a perspective about resource allocation and the history of execution of a business process at an operational level. Rozinat et al. (2008) present a way to create a simulation model for a workflow system which supports real-world process based on a workflow and organizational model. The simulation model is created based on design (the organizational data, and process model describing control and data flows), historic (history of the process recorded in a workflow system -audit trail) and state (the current state of the workflow process) information of the process.
An approach to extend the definition of existing business processes with auditing functions is proposed in Roth et al. (2006) . These processes are modeled with Business Process Execution Language with Web Services (WSBPEL). In their approach, the WSBPEL process definitions are populated with auditable elements (e.g. start and completion time of each activity). These process definitions can be executed on different WSBPEL engines although these engines may offer their own features in auditing the business process. Likewise, audit trail data captured by different WfMS have their own auditing features. These features reflect the performance of the business process in different ways. These proprietary features significantly increase the difficulty in deriving statistics from the audit trail data. In this paper, we conceptualize a generic approach for implementing an audit trail data analysis module.
zur Muehlen and Rosemann (2000) develop a tool which can be used to analyze audit trail data of different WfMS. Audit trail data are evaluated from three different perspectives (process, resource, and object) to monitor and control the workflow of a business process. In contrast to (zur Muehlen and Rosemann, 2000) , our approach not only focuses on the workflow of the web application, but also evaluates the performance from the internal and external view of the web server.
In Chen and Heidemann (2005) , Chen et al. introduce an adaptive admission mechanism to maintain the availability of servers. In their approach, analyses on web server logs are performed to detect performance degradation which is considered as a sign for flash crowd situation. Flash crowds are then mitigated by admitting incoming requests adaptively. In contrast to their approach, our framework is used to analyze the capability of a web application server for handling traffic intensive situations.
In Arlitt and Jin (2000) , Arlitt et al. describe a workload characterization study of the 1998 World Cup web site. In their work, a cache consistency mechanism is used to reduce the burden in handling the incoming requests. In their approach, frequently accessed objects are placed in cache for faster retrieval by the web clients. However, as web applications are rapidly evolving from displaying static information to dynamic contents, the cache mechanism may not significantly reduce the incoming requests during flash crowd situation. In contrast to their approach, our proposed framework aims to enhance the workload handling capability of a web server by uncovering the weakness of the underlying application workflow.
A system to integrate a Timed Petri Net model and statistical models for web services and process engine is proposed in Koizumi and Koyama (2007) . The integration models the dynamic workload during business process execution. It also takes into account parallel processing of requests as well as consuming of shared resources. Although the proposed approach does not explicitly model the dynamic workload during performance evaluation, it provides an integrated environment in which KPIs are calculated automatically from each evaluation.
In the context of load testing, Draheim et al. (2006) propose an approach in which users' behavior is mimicked with stochastic form-oriented analysis models. In their approach, web site navigation and time delay are modeled stochastically. Krishnamurthy et al. (2006) also propose a technique to generate a synthetic workload for performing stress testing for session-based systems. However, these approaches focus on the techniques used in generating workload for stress loading test, KPIs for business processes whereas our approach focuses on integration and analysis of the stress testing results with web server log statistics and audit trail data.
The workload limit of a system is often evaluated by using stress testing. In Jain and Leong (2005) , Jain et al. stress test a supply chain using business process simulation (BPS) software. In their approach, the supply chain is modeled in a simulation program and experiments are conducted for three different levels of workload to evaluate the performance of the system. In contrast, our approach evaluates the workload limit of a traffic intensive web application based on the integration of the execution logs, web server log, and stress testing statistics. In addition, our approach identifies the KPIs of the analyzed web application.
A business process (Harrington, 1991) consists of a group of logically related tasks that use the resources to provide defined results in support of the objectives of an organization. BPS (An and Jeng, 2005) artificially implements and assists the management of change in a variety of manufacturing and service settings. BPS enables detail analysis of such performance indicators without actually deploying the processes. BPS can be loosely defined as a technique for executing virtual business process models to analyze resources usage as well as the behaviors of the processes and organizations involved. BPS is widely used for analyzing business process models in many different domains. For instance, simulation was used to study the effect of stochastic customer shopping traffic for the IBM's Personal Computer Division (Lee, 2004) as well as for analyzing the impact on the user experience and the cost of using the application when a mobile channel presentation (based on GSM, HSCSD, GPRS, and UMTS networks) is added (Book et al., 2005) . However, such approaches do not consider the flash crowds situation when exceptional circumstances occur. Zhang et al. (2011) propose a framework to tackle engine overloading problem in a centralized workflow of web services, where a centralized workflow is a workflow with a centralized control point. The framework saves network bandwidth and avoids a centralized workflow engine from being overloaded by using a result forwarding function. This function forwards the result of a service to its successor service and distributes data transfer of consecutive services. In contrast to their work, our approach focuses on using performance indicators to pinpoint the potential bottlenecks in a workflow schema instead of distributing data transfer to avoid workflow engine overloading.
In summary, recent work on performance evaluation analysis devote less attention on the integrated analysis of execution logs and other vital statistic of the application with analysis results from web server logs and stress testing. To the best of authors' knowledge, such integrated analysis platform has not been developed for evaluating traffic intensive web-enabled business processes.
Conclusions
Traffic intensive web-enabled business processes are extensively used in travel industry and government agencies. Applications under this category are likely to encounter flash crowd situation, which is an extreme sudden case for intensive traffic, during certain events. However, currently available performance analysis methods only provide either internal or external view of the situation. In this paper, we propose an approach for automated calculation of KPIs for traffic intensive web-enabled business processes. In our approach, we show how vital statistics from audit trail, web server log, and stress testing can be automatically linked to calculate KPIs. In particular, the proposed approach makes use of generic attributes for these vital statistics and these statistics are not tied to any specific software or platform. Therefore, the algorithms for automatically linking these statistics can be used to evaluate the performance of any traffic intensive web-enabled business processes. The calculated results from these algorithms provides both external/client and internal/server view of the evaluation. Such evaluation from both perspectives cannot be performed with currently available methods when they are applied in isolation. Most importantly, the KPIs derived from the proposed approach can be used for locating potential bottlenecks in the application, business process reengineering, load balancing, and implementation of contingency measures for traffic intensive situations.
As for the future work, we are planning to extend the current integrated analysis platform with a BPS engine. Such extension will show the performance of the web application after revising the workflow by simulation as well as enable process engineers to study the resource allocation strategies for flash crowd situation.
