We present the framework of tri-partite LDPC codes. In this framework we consider the case where a channel output is affected by more than a single coded bit. The channel outputs are represented by a third set of nodes called symbol-nodes. This is in addition to variable-nodes and check-nodes of the graph of an LDPC code. Tri-partite LPDC framework is general enough to cover the cases of M-ary modulation and MIMO channels. We show that concentration theorem [1] holds for this framework.
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Concentration theorem states that for a large enough block size n, the performance of a randomly chosen LDPC code is close to the expected value of the decoding behavior of all codes in the ensemble with a probability that approaches to unity exponentially fast in n. Furthermore, this expected value converges to the expected value of decoding behavior under the assumption that the corresponding decoding neighborhood is tree-like. The importance of this theorem is that it allows us to find the code parameters (degree distribution on check nodes and variable nodes) that optimize the average performance of the codes in ensemble and be "almost sure" that this design criterion is meaningful for a randomly chosen sample from the ensemble of LDPC codes. The validity of the design method of "density evolution" [2] which led to the design of phenomenally successful irregular LDPC codes for binary-input channels is based on the validity of the concentration theorem [1, 2] .
In the decoding algorithm of a tri-partite LDPC code we represent symbol-node to variable-node messages by ψs→v, variable-node to check-node messages by ψv→c, check-node to variable-node messages by ψc→v and finally variable-node to symbol-node messages by ψv→s. With this notation, description of the tripartite decoding algorithm would be the following:
Tripartite Decoding Algorithm 
Concentration Theorem for tripartite LDPC codes:
Over the probability space of all graphs C n (dv, dc, ds) and channel realizations let Z be the number of incorrect messages passed at iteration l. Let p be the expected number of 1 Supported in part by an NSF Career Award CCR-0238042 incorrect messages passed along an edge whose unique neighboring variable-to-symbol edge has a decoding neighborhood of depth 4 l at iteration l. Then, there exist positive constants β = β(dv, dc, ds, l) and γ = γ(dv, dc, ds, l) such that:
• Concentration Around Expected Value: For any > 0 we have:
• Convergence to Cycle-Free Case: For any > 0 and n > 2γ we have:
• Concentration Around Cycle-Free Case: For any > 0 and n > 2γ we have:
Outline of the Proof: The statement of the theorem above is almost a verbatim copy of the Theorem 2 of [1] . The only distinction is that the code ensemble C n and the constants γ and subsequently β are functions of ds as well as dc and dv. The parameter ds represents the degree of the symbol-nodes. For the case of the binary input channel, we have ds = 1. Therefore, the expressions that we find for γ and β can be considered as generalized versions of those corresponding to the binary input channel.
The key difference between this generalized case and the case of binary channel is that at each iteration of decoding four new rows are added to a decoding neighborhood (in contrast with the binary case in which by each iteration two new rows are added to the decoding neighborhood). This can be seen from the description of tri-partite decoding algorithm.
The expression that we obtain for an upper-bound on the probability that a decoding neighbor-hood after l * iteration is not tree-like is given by:
where Ci and Mi are the number of check nodes and variable nodes in a decoding neighborhood corresponding to the ith iteration. The numerator of the above expression is γ(dv, dc, ds, l). For ds = 1 that expressions collapses to the same expression for γ in the case of binary input symmetric output channel which is given in [1] . Other steps of the proof are natural extension of [1] to the case of tripartite graph.
