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Preface
Microbiology involves the study of microscopic living organisms that consist of
bacteria, fungi, algae, protozoa, and infectious agents such as viruses. The study
also involves their form, structure, reproduction, physiology, metabolism and clas‐
sification as well. Most of them are unicellular and all the life processes are per‐
formed by a single cell. They are associated with the health and welfare of human
beings; and while some of them are beneficial, others cause diseases.
Among the biological sciences, microbiology has established itself a place in the
current century. Microorganisms also provide experimental models in various re‐
search activities including molecular biology and biotechnology, and in turn, pro‐
vide answers to numerous fundamental questions in genetics / metabolism, and
cell form and function.
Genomic tools are opening innovative and therapeutic advancements in the study
of the genome of microorganisms. Environmental, food, and medical microbiology
research is evolving to address global issues created by surging populations chal‐
lenged by climate and water resources. This book addresses a wide array of sub‐
jects in novel microbiological research and study, including discussion of
environmental, medical, pharmaceutical, veterinary, and agricultural research. It
includes discussion on soil, water and bio-deterioration. Discussion ranges from
the basics of microbial genetics, growth, metabolism and physiology.
Infectious disease research has been emphasized within the context of medical mi‐
crobiology, cellular microbiology and bioprocess engineering. This book also ad‐
dresses industrial microbiology applications and techniques, and the role of
microbial ecology in global planning.
The book audience and contributors consists of microbiologists including bacteriol‐
ogists, virologists, mycologists, parasitologists and molecular microbiologists, and
advanced students of those subjects.
The book is presented in six chapters comprising of two sections. The first section
deals with Microbiology and Agriculture, and the second section deals with Micro‐
biology and Human Health.
While editing this book, each chapter has been the sole responsibility of each con‐
tributing author and their respective co-authors. All editors read and critiqued all
the chapters and finally accepted after obtaining compliance on our suggested
comments / improvements. The book is expected to attract wide audience from
various fields of biological sciences in general, and microbiologists in particular.
We would like to thank the Publishing Process Manager of the book for overall coop‐
eration and keeping full confidence to me while discharging my responsibility.
Editor:
Dr. Mohammad Manjur Shah
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Md. Mahamood,
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Trichoderma spp. in the Management of Plant Parasitic
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Abstract
Plant parasitic nematodes cause great economic losses to agricultural crops worldwide.
They along, with their hosts, are not isolated in the ecological system, but are strongly
influenced by antagonists, parasites and pathogens. Though pesticides appear to be the
most economical and efficacious means of controlling plant pathogens, toxicological,
environmental and sociological concerns have led to drastic reductions in the availabil‐
ity of efficient commercial nematicides. These restrictions have forced farmers to look
for an integral system that makes use of other means of disease control. Species of spiral
nematodes, Helicotylenchus and Scutellonema, were among the most abundant plant
parasitic nematodes of the mulberry plant. Eco-friendly control of the parasitic
nematodes could be achieved by means of endoparasitic fungi (like Hirsutella, Meria,
Nematophthora and Nematoctonus), trapping fungi (like Arthrobotrys and Duddingtonia)
or parasitic fungi (like Paeceilomyces lilacinus). During the course of this present work,
Trichoderma Pers. Ex. Fr. was found to be one of the most effective fungi in controlling
the eggs and J2 of Meloidogyne javanica. The present study outlines the comparative
efficacy of five Trichoderma species (T. viride, T. harzianum, T. longibrachiatum, T. koningii
and T. hamatum) against Helicotylenchus sp. and Scutellonema sp. The study also outlines
the effect of Trichoderma viride Persoon on Scutellonema spp. and Helicotylenchus sp., effect
of Trichoderma harzianum Raifae on Scutellonema sp. and Helicotylenchus sp., effect of
Trichoderma longibrachiatum Rifai on Scutellonema sp. and Helicotylenchus sp., effect of
Trichoderma koningii Oudeom on Scutellonema sp. and Helicotylenchus sp., and lastly effect
of Trichoderma hamatum (Bonord) Bainier on Scutellonema sp. and Helicotylenchus sp.
Keywords: Plant parasitic nematodes, mulberry plant, fungus, antagonistic Tricho‐
derma spp, biocontrol
© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
1. Introduction
Plant parasitic nematodes cause great economic losses to agricultural crops worldwide. They
along, with their hosts, are not isolated in the ecological system, but are strongly influenced
by antagonists, parasites and pathogens. Though pesticides appear to be the most economical
and efficacious means of controlling plant pathogens, toxicological, environmental and
sociological concerns have led to drastic reductions in the availability of efficient commercial
nematicides. These restrictions have forced farmers to look for an integral system that makes
use of other means of disease control. This imperative approach involves a mixture of agro-
technical, biological, chemical and genetic (breeding) means of plant disease control [20, 24,
36]. Species of spiral nematodes, Helicotylenchus and Scutellonema, were among the most
abundant plant parasitic nematodes of the mulberry plant. Reductions in length and weight
of shoot, number and weight of leaves, and number of leaf buds were the characteristic
symptoms of the infection of spiral nematodes [10]. Rao and Swarup [26] found stunting of
the plants and reduction in fresh and dry weights of both shoot and root system in sugarcane
due to Helicotylenchus dihystera. Besides chemicals, various researchers suggested other control
measures in view of the need to replace highly toxic and potentially polluting chemicals used
to control plant parasitic nematodes and fungi with less dangerous chemicals, or preferably
with biological control agents and botanicals [21]). The discovery of new biocontrol agents and
the demonstration of their value in reducing disease incidence and severity has opened
promising new avenues for practical applications in agriculture as well as for promoting
environmental safety [8]. Considerable efforts have been made by many researchers for the
management of different plant parasitic nematodes with the use of Trichoderma harzianum [1 -
5, 23, 28, 33].
Eco-friendly control of the parasitic nematodes could be achieved by means of endoparasitic
fungi (like Hirsutella, Meria, Nematophthora and Nematoctonus), trapping fungi (like Arthrobo‐
trys and Duddingtonia) or parasitic fungi (like Paeceilomyces lilacinus). But there are problems
in the culture of the fungi, such as unavailability of their host, and the generalist feeding nature
of fungi that means they can become trapped on and digest beneficial as well as pest species
of nematode. The general approach has been to go to locations where nematodes have reached
high densities, and extract parasitized individuals from the soil. Then, the fungi were cultured
and tested as parasites of the nematode pest. The mycoparasitic ability of Trichoderma sp.
against soil-borne plant pathogens allows for the development of biocontrol strategies [11, 13,
14, 16, 24]). Windham et al. [40] reported reduced egg production in the root-knot nematode
Meloidogyne arenaria following soil treatment with Trichoderma harzianum and T. koningii
preparations. Combining T. harzianum with neem cakes reduced the population of citrus
nematode, Tylenchulus semipenetrans [25]. Reduction of M. javanica infection with several
isolates of Trichoderma lingnorum and T. harzianum has been reported [32]. Trichoderma may
also promote plant growth [19].
During the course of this present work, Trichoderma Pers. Ex. Fr. was found to be one of the
most effective fungi in controlling the eggs and J2 of Meloidogyne javanica. The fungi is charac‐
terized by rapidly growing colonies bearing tufted or postulate, repeatedly branched coni‐
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diophores with lageniform phialides and hyaline or green conidia borne in slimy heads. They
can be cultured and isolated from any type of soil. Considering the importance of the fungal
genus containing species that have the potential for economic impact, the present study was
carried out to determine the comparative efficacy of five Trichoderma species (T. viride, T.
harzianum, T. longibrachiatum, T. koningii and T. hamatum) against Helicotylenchus sp. and
Scutellonema sp.
2. Materials and Methods
2.1. Extraction of nematodes
Soil samples from around the rhizospheric regions of mulberry plants were collected and
processed through Cobb’s sieving and decanting method followed by Baerman’s funnel
technique [38]. The nematodes were observed under stereoscopic microscope and were
counted using a Syracuse counting disc.
2.2. Isolation and enumeration of Trichoderma sp. from soil
The fungi were isolated through the serial soil dilution plate method [39]. Then, 10 g of oven
dried fungi was added to a sterile Erlenmeyer flask with 90 ml sterile water, and the mixture
was stirred with a magnetic stirrer for 20-30 minutes. A blender was used for blending the
samples. While the suspension was in motion, 10 ml of solution was taken and added to 90 ml
sterile water in a screw-cap flask or medicine bottle. It was shaken for one minute and 10 ml
of the suspension was transferred to a 90 ml sterile water blank. The process was repeated until
the desired dilution was obtained. Ten millilitres of soil solution was pipetted and mixed with
90 ml distilled water and marked to 10-3. From 10-2 and 10-3 test tubes about 5 ml solution was
added to culture media contained in four petri dishes (two of each) and kept at laminar flow
for 3-4 days.
To facilitate uniform spreading of the suspension over Czapek Dox agar surface at pH 5.5, the
plate was placed on a turntable and the suspension spread with a flamed L-shaped rod with
one hand, while rotating the turntable with the other. To obtain distinct colonies, plates were
prepared 2-3 days before use or placed for a few hours at 35 to 40° C after pouring to ensure
a dry agar when the suspension was added. A water film on the freshly poured plates caused
excessive spreading of organisms. The plate was incubated for a few days at 24-30° C and
colony counted.
The composition of the culture media was as follows:
1. Sodium nitrate (Na2 NO3) - 1.0 g
2. Magnesium sulphate (Mg SO4⋅7 H2O) - 0.5 g
3. Potassium chloride (K Cl) - 0.25 g
4. Potassium dihydrogen phosphate (KH2PO4) - 0.5 g
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5. Ferrous sulphate (FeSO4.7 H2O) - 0.5 g
6. Sucrose - 15.0 g
7. Agar agar - 10.0 g
8. Distilled water – 500 ml
A broth media was made by mixing together the substances excepting the agar. It was kept
for 24 hours to dissolve the substances completely. Five to six drops of the broth were removed
with a dropper into different autoclaved cavity blocks.
2.3. Inoculation of nematode and fungi
Five to six drops of the broth were removed with a dropper into different autoclaved cavity
blocks. Then, 0.1 ml of selected Trichoderma spp. was transferred into the cavity block contain‐
ing the broth. Next, 200 female Scutellonema spp. and Helicotylenchus spp. each were also
inoculated into the cavity blocks. The cavity blocks containing the whole mixture were
incubated at room temperature covered upside down by autoclaved petri dishes. Uninocu‐
lated nematodes on the broth were also kept as control. Observation of the nematodes under
stereoscopic binocular microscope to record their mobility and fungal infection was done at
each 12-hour interval. Each treatment was replicated three times.
3. Results and Discussion
The fungus attacked the nematodes though the production of conidia, sticky spores and
mycelia, which on contact adhere to the cuticle and germinate, forming germ tubes that
penetrated the nematodes. Then, they extended their hyphae inside the nematodes after
penetration of the cuticle by conidia formation. These hyphae multiplied profusely. They
inactivated the parasitic nematodes and immobilized them due to production of certain
antibiotics and compounds. Observations of the immobility and parasitism of the nematodes
due to the fungi were made every 12 hours. Each observation was replicated three times and
the results are represented in tables 1–10. Photographs with graphs of parasitism are also
provided in figures 1-32.
3.1. Effect of Trichoderma viride Persoon on Scutellonema spp. and Helicotylenchus sp. (table
1 and 2)
After 12 hours of inoculation, the fungus produced mycelium and conidia. The highest
immobility was found at 108 hours of inoculation. The spores attached at the middle and
anterior end of the body, and made the nematode immobile in the case of Scutellonema spp.
After 24 hours of inoculation, many mycelium were found attached to the entire body of the
nematode, due to which the body of the nematode was deformed and became shrunken, killing
many of the nematodes. Body constrictions of nematodes might be due to the sucking of body
contents by the fungus. Fifty percent of Scutellonema spp. out of 200 nematodes were immo‐
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bilized by the fungus at 84 hours, and complete immobilization was observed at 108 hours of
inoculation. In the case of Helicotylenchus spp., infection started within 24 hours of inoculation,
and complete infestation occurred within 4-5 days of inoculation. The conidiophores of
Trichoderma viride were less complicated; they formed aerial hyphae and coiled around the
body of the nematode, producing smaller branches and ultimately forming a conifer-like
branching system.
Figure 1. Effect of fungal inoculums of Trichoderma viride on Scutellonema
Figure 2. Effect of fungal inoculums of T. harzianum on Helicotylenchus











12 hours 184 14.33 7.16 200 0
24 hours 174.33 25.66 12.83 200 0
36 hours 165.33 32.00 15.83 200 0
48 hours 148.66 52.66 26.33 200 0
60 hours 134.33 62.66 31.26 200 0
72 hours 120.66 84.00 42.00 200 0
84 hours 94.00 109.33 54.66 200 0
96 hours 48.66 154.0 77.0 200 0
108 hours 0.0 200.0 100 200 0
SE m± 19.33 19.67 9.84 0.0 0
C.D. at 0.05* 3.52 60.66 1.71 0.0 0
* Significant at 0.05 level of significance.
Table 1. Effect of fungal inoculums Trichoderma viride on the activities of Scutellonema spp.
Observation Active nematode Non-active female
nematode




12 hours 200 0 0 200 0
24 hours 182 17 9 200 0
36 hours 172 27.66 13.83 200 0
48 hours 166 34 17 200 0
60 hours 145 54.66 27.33 200 0
72 hours 133 66.66 33.33 200 0
84 hours 126 74 37 200 0
96 hours 97 103 51.5 200 0
108 hours 46.33 153.66 76.83 200 0
120 hours 13 187 93.5 200 0
132 hours 0 200 100 200 0
SEm± 19.87 19.87 9.67 0.0 0
C.D. at 0.05* 2.760 2.760 1.38 0.0 0
* Significant at 0.05 level of significance.
Table 2. Effect of fungal inoculums Trichoderma viride on the activities of Helicotylenchus spp.
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3.2. Effect of Trichoderma harzianum Raifae on Scutellonema sp. and Helicotylenchus sp.
(table 3 and 4)
There was no infection after 24 hours of inoculation, but 3 % of the nematodes were immobile.
Infection and parasitism of the nematode occurred after 48 hours of inoculation. The highest
immobility was found at 108 hours of inoculation. Many mycelia grew over the body of the
nematode. The conidiophores were seen to be multiple-branched, forming loose tufts which
arose in distinct and continuous ring-like zones. The main branches, mostly in groups of two
or three, stood at right angles, and the length increased with the distance from the tip of the
main branch, giving a conical or pyramidal appearance. The body cuticle of the nematode was
suppressed. The mycelia tip ran parallel to the nematode. There was rapid and excessive
coiling on the target host. The mycelium coiled with its constricting networks of loops at the
anterior region of the body and the head region, making constrictions that might be due to the
sucking of body contents. After 96 hours of inoculation, there was complete immobilization
of the nematodes. In the case of Helicotylenchus, the highest percentage of infection and
immobility occurred during 96th hour of inoculation.









12 hours 196.66 4.0 3.0 200 0
24 hours 198.66 5.0 3.5 200 0
36 hours 193.33 6.33 3.16 200 0
48 hours 161.33 36.0 17.66 200 0
60 hours 122.66 76.0 38.0 200 0
72 hours 104.0 90.0 45.0 200 0











84 hours 89.66 104.66 52.33 200 0
96 hours 00 200 100 200 0
SEm± 22.88 22.47 11.15 0.0 0
C.D. at 0.05* 3.72 3.99 2.99 0.0 0
* Significant at 0.05 level of significance.
Table 3. Effect of fungal inoculums Trichoderma harzianum on the activities of Scutellonema spp.






12 hours 197 3 1.5 200 0
24 hours 193 7 3.5 200 0
36 hours 184.66 15.33 7.66 200 0
48 hours 162 38 19 200 0
60 hours 125.66 74.33 37.16 200 0
72 hours 108 92 47 200 0
84 hours 93 107 54 200 0
96 hours 53 147 73.5 200 0
108 hours 0 200 100 200 0
SEm± 21.34 19.32 10.67 0.0 0
C.D. at 0.05* 2.33 2.33 0.36 0.0 0
* Significant at 0.05 level of significance.
Table 4. Effect of fungal inoculums Trichoderma harzianum on the activities of Helicotylenchus spp.
3.3. Effect of Trichoderma longibrachiatum Rifai on Scutellonema sp. and Helicotylenchus
sp. (table 5 and 6)
After 12 hours of inoculation, 4 % of the total nematode population was found to be immobile,
with the highest immobility at 108 hours of inoculation. Infection started before 20 hours of
inoculation. Hyphae of the fungus strain formed an appressorium-like structure in close
contact with the nematode. They produced penetration holes in the cuticle of the nematode.
The penetrated cuticle rapidly lost turgor and collapsed. At contact with the nematode cuticle,
the hyphae branched dichotomously at the tip. The hyphae were not observed to coil around
the nematode cuticle, and instead grew along the cuticle. However, penetration was not
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with the highest immobility at 108 hours of inoculation. Infection started before 20 hours of
inoculation. Hyphae of the fungus strain formed an appressorium-like structure in close
contact with the nematode. They produced penetration holes in the cuticle of the nematode.
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the hyphae branched dichotomously at the tip. The hyphae were not observed to coil around
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evident. Despite the absence of visible penetration, the nematode cuticle lost turgor pressure,
wrinkled and collapsed. Finally, both the cuticle and body content of the nematode completely
disintegrated. In the case of Helicotylenchus, the highest immobility was found at 60 hours of
inoculation.
Figure 4. Effect of fungal inoculums of T. longibranchiatum on Scutellonema, whole body
Figure 5. Effect of fungal inoculums of T. longibranchiatum on Scutellonema, head region











12 hours 186.0 10.0 4 200 0
24 hours 180.0 18.0 9.0 200 0
36 hours 164 36 18.0 200 0
48 hours 154 46.33 22.33 200 0
60 hours 78.33 84.33 40.33 200 0
72 hours 83 121.33 60.13 200 0
84 hours 62 136.66 68.0 200 0
96 hours 27.33 173 86.53 200 0
108 hours 00 200 100 200 0
SEm± 21.70 21.81 10.97 0.0 0
C.D. at 0.05* 2.72 3.14 2.54 0.0 0
* Significant at 0.05 level of significance.
Table 5. Effect of fungal inoculums Trichoderma longibrachiatum on the activities of Scutellonema spp.






12 hours 193 7 3.5 200 0
24 hours 186 14 7 200 0
36 hours 174 26 13 200 0
48 hours 154 45 23 200 0
60 hours 83 117 58.5 200 0
72 hours 77 123 61.5 200 0
84 hours 52 147.66 83.5 200 0
96 hours 33 167 83.5 200 0
108 hours 12.66 187.33 93.66 200 0
120 hours 0 200 100 200 0
SEm± 22.24 22.05 11.02 0.0 0
C.D. at 0.05* 2.06 2.06 1.05 0.0 0
* Significant at 0.05 level of significance.
Table 6. Effect of fungal inoculums Trichoderma longibrachiatum on the activities of Helicotylenchus spp.
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3.4. Effect of Trichoderma koningii Oudeom on Scutellonema sp. and Helicotylenchus sp.
(table 7 and 8)
There was no effect during the first 12 hours of inoculation in the case of Helicotylenchus spp.,
but 7 % of Scutellonema spp. were immobilized during that time. After 24 hours of exposure,
conidia attachment of the nematode was found. The conidia stuck towards the cephalic region
and stylet of the nematode. Maximum immobility in the case of Scutellonema occurred at 144
hours of nematode exposure to the fungus, while it occurred at 168 hours of exposure in the
case of Helicotylenchus sp. At 48 hours of exposure, hyphae formation was found around the
body of Helicotylenchus and at the anterior and posterior part of the body of Scutellonema spp.
The hyphae penetrated towards the body cuticle of the nematode and sucked the body
contents, affecting the nematode. This might be attributed to the fungus’s production of endo-
and exochitinases by which hyphae penetration of the nematode cuticle was made possible.
Figure 6. Effect of fungal inoculums of T. koningii on Scutellonema
Figure 7. Effect of fungal inoculums of T. koningii on Helicotylenchus












12 hours 186.0 13.0 7 200 0
24 hours 176.0 23 12 200 0
36 hours 166 33 17 200 0
48 hours 135 65 33 200 0
60 hours 127.0 73.0 37 200 0
72 hours 113.0 87.0 44.0 200 0
84 hours 97.0 100 50 200 0
96 hours 77 122 60 200 0
108 hours 65 132 65 200 0
120 hours 37 161 80 200 0
132 hours 13 185 92 200 0
144 hours 00 200 100 200 0
SEm± 17.269 17.192 8.483 0.0 0
C.D. at 0.05* 6.97 2.17 92.10 0.0 0
* Significant at 0.05 level of significance.









12 hours 200 00 00 200 0
24 hours 198 1.33 0.66 200 0
36 hours 194 4.66 2.33 200 0
48 hours 179.66 16 7 200 0
60 hours 165 30 14 200 0
72 hours 133 62 30 200 0
84 hours 1235.33 70.0 34 200 0
96 hours 111 85 43.3 200 0
108 hours 95 101 51.3 200 0
120 hours 73.33 122 61.8 200 0
132 hours 60 135 68.3 200 0
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72 hours 133 62 30 200 0
84 hours 1235.33 70.0 34 200 0
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144 hours 44.66 150 75.93 200 0
156 hours 13 183.0 92 200 0
168 hours 00 200 100 200 0
SEm± 17.67 17.55 8.88 0.0 0
C.D. at 0.05* 26.088 3.089 1.891 0.0 0
* Significant at 0.05 level of significance.
Table 8. Effect of fungal inoculum Trichoderma koningii on the activities of Helicotylenchus spp.
3.5. Effect of Trichoderma hamatum (Bonord) Bainier on Scutellonema sp. and
Helicotylenchus sp. (table 9 and 10)
There was no effect on the nematode Scutellonema spp. during the first 60 hours of exposure
to the fungus, or 72 hours in the case of Helicotylenchus sp. Immobilizations of a few Scutello‐
nema sp. were found at 72 hours of exposure, while this occurred at 96 hours of exposure in
the case of Helicotylenchus sp. Hundred percent immobility of Scutellonema sp. was found at
300 hours of inoculation, and in the case of Helicotylenchus, it was found at 444 hours of
exposure. Infection of Scutellonema sp. started after 68 hours of exposure, and 80 hours in case
of Helicotylenchus. Direct growths of the mycoparasite from the body of the nematodes were
observed. There was spore formation inside the body of the nematode and shrinkage of body
contents occurred. Trichoderma hamatum produced aspersoria-like structures attached to the
host cell wall. Subsequently several different types of interaction occurred. The fungus either
grew parallel to and along the host hyphae or coiled around the host. In Helicotylenchus sp.,
the parasite penetrated into and grew within the cuticle. The cuticle became vacuolated,
shrank, collapsed and finally disintegrated. The oesophageal part of the nematode had
shrunken and the tail region was disintegrated into two, as in a fork.
Figure 8. Effect of fungal inoculums of T. hamatum on Scutellonema
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Figure 9. Effect of fungal inoculums of T. hamatum on Scutellonema, head region
Figure 10. Effect of fungal inoculums of T. hamatum on Scutellonema, tail region
Figure 11. Effect of fungal inoculums of T. hamatum on Helicotylenchus
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Figure 9. Effect of fungal inoculums of T. hamatum on Scutellonema, head region
Figure 10. Effect of fungal inoculums of T. hamatum on Scutellonema, tail region
Figure 11. Effect of fungal inoculums of T. hamatum on Helicotylenchus









12 hours 200 00 00 200 0
24 hours 200 00 00 200 0
36 hours 200 00 00 200 0
48 hours 200 00 00 200 0
60 hours 200 00 00 200 0
72 hours 195 5 2.5 200 0
84 hours 184.33 15.66 7.8 200 0
96 hours 173.66 26.33 13.16 200 0
108 hours 165 35 17 200 0
120 hours 152 48 24 200 0
132 hours 146.33 53.66 26.83 200 0
144 hours 135.33 64.66 32.3 200 0
156 hours 123 77 38.5 200 0
168 hours 117 83 41.5 200 0
180 hours 105.33 94.66 44 198 2
192 hours 91 109 54.4 196 4
204 hours 80.33 123.66 61.83 194 6
216 hours 68.66 134.66 61.83 193 7
228 hours 54 146 73 191 9
252 hours 37 163 81.5 189 11
264 hours 26 174 87.33 187 13
276 hours 16.33 183.66 95.83 185 15
288 hours 8.33 191.66 95.83 183 17
300 hours 00 200 100 181 19
SEm± 4.907 13.98 7.14 1.25 1.25
C.D. at 0.05* 3.57 3.27 2.55 0.0 0.0
* Significant at 0.05 level of significance.
Table 9. Effect of fungal inoculum Trichoderma hamatum on the activities of Scutellonema spp.











24 hours 200 00 00 200 0
48 hours 200 00 00 200 0
72 hours 200 00 00 200 0
96 hours 191.33 6.0 3 200 0
120 hours 180 15.66 7.66 200 0
144 hours 174.66 24 12 200 0
156 hours 150.66 50.66 25.33 200 0
180 hours 134.66 62.33 31.16 200 0
204 hours 122 77 48.5 194 6
228 hours 106 93 46.5 193 7
252 hours 85.33 119 59.16 191 9
276 hours 77 125 62.5 189 11
300 hours 63 140.66 70.33 187 13
324 hours 47 153 77.33 185 15
348 hours 30 171 85.63 183 17
372 hours 28.66 177 88.5 181 19
396 hours 17.66 186.33 94.83 179 21
420 hours 8.66 195.0 94.16 177 23
444 hours 00 200 100 176 24
SEm± 16.13 16.519 8.229 2.00 2.0
C.D. at 0.05* 2.86 3.61 7.08 0.0 0.0
* Significant at 5 % level of significance.
Table 10. Effect of Trichoderma hamatum on the activities of Helicotylenchus spp.
Several possible mechanisms have been suggested to be involved in Trichoderma antagonism,
such as production of volatile or non-volatile antibiotics by the fungus [6], space- or nutrient-
(carbon, nitrogen, iron, etc.) limiting factors that compete with the host [31], and direct
mycoparasitism whereby the host cell wall is degraded by the lytic enzymes secreted by
Trichoderma [9]. Trichoderma harzianum produced antibiotic 6-pentyl-α-pyrone, which had the
dual effect of inhibiting pathogen growth and down-regulating genes for biosynthesis of
trichothecenes, a class of mycotoxins with broad-spectrum antimicrobial activity [12].
Trichoderma longibrachiatum produced three main hydrolytic enzymes: protease, β-1, 3-
glucanase and chitinase, which were involved in fungal cell wall degradation. Trichoderma
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Trichoderma [9]. Trichoderma harzianum produced antibiotic 6-pentyl-α-pyrone, which had the
dual effect of inhibiting pathogen growth and down-regulating genes for biosynthesis of
trichothecenes, a class of mycotoxins with broad-spectrum antimicrobial activity [12].
Trichoderma longibrachiatum produced three main hydrolytic enzymes: protease, β-1, 3-
glucanase and chitinase, which were involved in fungal cell wall degradation. Trichoderma
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koningii has also been found to produce cell wall degrading enzymes – chitinases, β-1, 3-
glucanase and cellulose – which aid in the colonization of their host cells, while isonitrin,
homothalin A, melanoxadin, trichodermin, ergokonin, viridian, viridio fungin A, B and C
produced by the fungus act in antibiosis [22]. Sharon et al. [29] studied the mechanism involved
in the attachment and parasitic processes with special emphasis on the important role of the
nematode’s gelatinous matrix (gm) in direct nematode-fungus interactions, and suggested that
carbohydrate-lectin-like interactions might be involved in the attachment of conidia to the
nematodes. The authors also found that parasitism was one of the modes of action of Tricho‐
derma species against Meloidogyne javanica. Trichoderma longibrachiatum produced nematotoxic
concentrations of acetic acid. Secondary metabolites from fungi also contained compounds
which were toxic to plant parasitic nematodes [17, 30]. Trichoderma are also known to produce
toxins and antibiotics like malformin, hadacidine, gliotoxin, viridian and penicillin [37], which
might contribute to the inactivity and immobility of the nematodes. Parasitic interactions
between Trichoderma and nematodes might take place in soil, on root surfaces [29] and in the
rhizosphere, sites that could be colonized by these opportunistic avirulent plant symbionts
[18]. The improved attachment and parasitism observed in vitro could facilitate the develop‐
ment of new strategies to affect interactions between the nematode, plant and fungus for
successful biocontrol.
The tested species of Trichoderma show a significant effect on the activity of nematodes. The
results indicated that T. harzianum followed by T. longibrachiatum, T. viride, T. koningii and T.
hamatum were effective in controlling the plant parasitic nematodes Helicotylenchus sp. and
Scutellonema sp. Trichoderma sp. was considered imperfect filamentous (Deuetromycetes,
Hyphomycetes, Phialasporace, Hyphales, Dematiaceae), and was the most common sapro‐
phytic fungi in the rhizosphere found in almost any soil.
Using beneficial fungi for control of plant disease is a useful and acceptable method for farmers.
As such, the fungal microbe Trichoderma sp. can be used in biological control in the Integrated
Pest Management (IPM) programme to achieve good success. Among the tested species of
Trichoderma, Trichoderma harzianum is a potential candidate. These results are in agreement
with [7, 15, 27, 34, 35].
Figure 12. Effect of fungal inoculums of Aspergillus sp. on J2 M. javanica (8 days after inoculation) 10 X 10x
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Figure 13. Effect of fungal inoculums of Aspergillus sp. on egg and J2 M. javanica (39 days after inoculation) 10 X 10x
Figure 14. Effect of fungal inoculums of Mucor sp. on egg and J2 M. javanica (39 days after inoculation) 10 X 10x
Figure 15. Effect of fungal inoculums of Mucor sp. on J2 M. javanica (39 days after inoculation) 10 X 40x
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Figure 13. Effect of fungal inoculums of Aspergillus sp. on egg and J2 M. javanica (39 days after inoculation) 10 X 10x
Figure 14. Effect of fungal inoculums of Mucor sp. on egg and J2 M. javanica (39 days after inoculation) 10 X 10x
Figure 15. Effect of fungal inoculums of Mucor sp. on J2 M. javanica (39 days after inoculation) 10 X 40x
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Figure 16. Effect of fungal inoculums of Paeceilomyces sp. on egg and J2 M. (39 days after inoculation) 10 X 10x
Figure 17. Effect of fungal inoculums of Paeceilomyces sp. on egg of M. javanica javanica (39 days after inoculation) 10 X 40x
Figure 18. Effect of fungal inoculums of Penicillium sp. on egg and J2 M.javanica (39 days after inoculation) 10 X 10x
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Figure 19. Effect of fungal inoculums of Penicillium sp. on egg of M. javanica (8 days after inoculation) 10 X 10x
Figure 20. Effect of fungal inoculums of Trichoderma sp. on J2 of M. javanica (39 days after inoculation) 10 X 10x
Figure 21. Effect of fungal inoculums of Trichoderma sp. on egg of M. javanica (39 days after inoculation) 10 X 10x
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Figure 19. Effect of fungal inoculums of Penicillium sp. on egg of M. javanica (8 days after inoculation) 10 X 10x
Figure 20. Effect of fungal inoculums of Trichoderma sp. on J2 of M. javanica (39 days after inoculation) 10 X 10x
Figure 21. Effect of fungal inoculums of Trichoderma sp. on egg of M. javanica (39 days after inoculation) 10 X 10x
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Figure 22. Effect of different inoculums of J2Meloidogyne javanica on mulberry plants (Var. S10)




































































































































Figure 24. Graph showing absolute frequency, relative density, prominence value and importance value of soil and
plant parasitic nematodes associated with mulberry plants at Govt. Silk Farm, Wangbal, Thoubal District, during the
year 2006








































































































































Figure 25. Graph showing absolute frequency, relative density, prominence value and importance value of soil and








































































































































Figure 26. Graph showing absolute frequency, relative density, prominence value and importancevalue of soil and
plant parasitic nematodes associated with mulberry plants at Govt. Silk Farm, Wangbal, Thoubal District during the
year 2008






































































































































Figure 25. Graph showing absolute frequency, relative density, prominence value and importance value of soil and








































































































































Figure 26. Graph showing absolute frequency, relative density, prominence value and importancevalue of soil and
plant parasitic nematodes associated with mulberry plants at Govt. Silk Farm, Wangbal, Thoubal District during the
year 2008







































































































































Figure 27. Graph showing absolute frequency, relative density, prominence value and importance value of soil and




































Figure 28. Pie-chart representation of the nematode genera during the year 2006





































































Figure 30. Pie-chart representation of the nematode genera during the year 2008



































































Figure 30. Pie-chart representation of the nematode genera during the year 2008
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Figure 32. Relationship between the total nematode populations at four sites with their physical-chemical parameters
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Abstract
New genotypes of influenza A virus arise quickly and frequently around the world
due to continued mutation and reassortment. Novel influenza A viruses pose a direct
threat to immunologically naïve humans. A prime example is the recent emergence
of avian-origin H7N9 viruses that have become enzootic in China. Three waves of the
H7N9 breakout that began in March 2013 have resulted in 571 human cases and over
212 deaths as of 23 February 2015. Real-time influenza surveillance at the wild bird–
human interface is essential to limit the outbreak in scale and geographic distribution
and to understand the pandemic potential of the H7N9 avian influenza.
Influenza A viruses continue to evolve via several mechanisms, especially by point
mutation and reassortment [1], which conduce to the emergence of new strains with
epidemic or pandemic potential. In the last 100 years, influenza A viruses have
transmitted to and spread among humans, resulting in at least four pandemics [2].
These outbreaks lead to huge economic losses. The recent outbreak of H7N9 viruses
following the pandemic spread of 2009 pandemic influenza A(H1N1)pdm09 virus has
caused more than 600 human infections, with nearly 30% mortality (http://
www.who.int/influenza/human_animal_interface/influenza_h7n9/en/). Multiple
distinct lineages of H7N9 viruses have established in chickens [3]. Of note, the
increasing epidemiological evidences indicated that H7N9 viruses have limited
transmissibility in a family cluster [4]. Therefore, a comprehensive understanding of
the mechanisms that determine viral transmissibility, pathogenicity, and evolution is
of importance for pandemic preparedness.
Keywords: Influenza, H7N9, evolution, re-assortment
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1. Introduction
1.1. Influenza A viruses
Influenza A viruses belong to the family Orthomyxoviridae. The genome of influenza A
viruses is comprised of eight segments of single-stranded, negative-sense RNA. The total
genome size is about 13,588 bases. There are two viral surface glycoproteins, hemagglutinin
(HA) and neuraminidase (NA), in the viral membrane. On the basis of the antigenic variation
of the HA and NA, influenza A viruses were classified into different subtypes. Thus far, 18
HA subtypes (H1–H18) and 11 NA subtypes (N1–N11) have been detected in the wild [5]. In
theory, influenza A viruses can yield up to 198 combinations. Currently, investigation
confirmed that more than nine combinations (H3N2, H1N1, H5N1, H7N7, H7N9, H5N6,
H10N8, H2N2, and H9N2) were able to infect humans (Figure 1).
Figure 1. Phylogenetic trees of surface genes of all subtypes of influenza A viruses. The rooted phylogenetic tree was
generated based on a full-length nucleotide sequence comparison among influenza A viruses. The representative se‐
quence of each subtype was obtained from the Influenza Virus Resource of NCBI for multiple alignments, and the
phylogenetic tree was generated by the ClustalW algorithm in Mega version 6.0 using UPGMA method. The bootstrap
values are given at each node. Animal symbols denote the host of influenza A viruses. Subtypes of influenza A viruses
have been identified in different hosts, as indicated: blue, birds; red, human; purple, pig; cyan, bat; green, horse.
The genome of influenza A viruses can code for up to 14 proteins [6], which are involved in
the influenza virus life cycle [7]. HA mediates the binding to the receptors on host cells and
the fusion of the virus and host cell membranes for vRNA release into the cytoplasm. NA is
responsible for the efficient release of progeny viruses from infected cells. Replication and
transcription and viral RNAs (vRNP) are carried out by the ribonucleoprotein complexes
(RNPs) containing three polymerase proteins, basic polymerase 2 (PB2), basic polymerase 1
(PB1), and acidic polymerase (PA), and the nucleocapsid protein (NP). The PB1 also encodes
other polypeptides in overlapping open reading frames: PB1-F2 and PB1-N40. PB1-F2 protein,
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encoded by the +1 reading frame of PB1, functions to kill host immune cells, responding to
influenza virus infection [8]. The role of PB1-N40 is associated with PB1 and PB1-F2 [9]. PA
gene can code a previously unknown PA-X, which functions to repress cellular gene expression
[10]. M1 is the viral matrix structural protein and the ion-channel protein M2 is incorporated
in the viral membrane. M42 was identified, which functionally complements M2 [11]. NS gene
encodes two proteins: xlinkand NEP. xlink is an interferon antagonist that blocks the activation
of transcription factors and NEP is involved in the nuclear export of RNPs into the cytoplasm
before virus assembly. The roles of HA and PB2 proteins in viral transmissibility are discussed
in more detail later.
2. Highly pathogenic avian influenza viruses
On the basis of the virulence in chickens, influenza A viruses of the H5 and H7 subtypes can
be divided into highly pathogenic avian influenza (HPAI) and low-pathogenic avian influenza
(LPAI) viruses. In the field, a few H5 and H7 subtype avian influenza viruses are the HPAI
phenotype. In general, HPAI viruses are considered to emerge in poultry infected by LPAI
viruses. Since 1997, when it was first reported in Hong Kong [12, 13], the highly pathogenic
avian influenza A(H5N1) viruses have spread through wild and domestic bird populations
across Asia and into Europe, the Middle East, and Africa [14]. Currently, HPAI Asian-origin
H5N1 viruses have become endemic in poultry in six countries (Bangladesh, China, Egypt,
India, Indonesia, and Vietnam) [15].
H5N1 viruses continue to undergo dynamic evolution [14]. HPAI A(H5N1) viruses have
resulted in outbreaks in waterfowl, the natural reservoir of influenza A viruses [16]. Ten years
since highly pathogenic Asian-origin avian influenza A (H5N1) viruses began to infect
migratory waterfowl in Qinghai Lake in western China in 2005 [16, 17], there is an unprece‐
dented panzootic in more than 63 countries across three continents [18]. They have led to severe
economic damage to poultry industry, and have transmitted to humans with lethal conse‐
quences. As of 31 March 2015, 826 human infections with 440 deaths have been reported in 16
countries (http://www.who.int/influenza/human_animal_interface/EN_GIP_201503031
cumulativeNumberH5N1cases.pdf?ua=1). Compared with seasonal influenza epidemics and
the 2009 H1N1 pandemic, the Asian-origin HPAI H5N1 virus is strikingly severe and fatal,
with 52.3% mortality rate. Although several family clusters of H5N1 virus infection have been
reported [19], sustained human-to-human infection has not been detected.
Several studies indicated that HPAI Asian-origin H5N1 viruses that are capable of respiratory
droplet transmission among mammals can be generated by mutation and reassortment. Herfst
et al. introduced two well-known substitutions (Q226L, G228S in H3 HA numbering) in the
receptor-binding site (RBS) of HA and a well-known glutamic acid (Glu) to lysine substitution
at position 627 (E627K) of PB2 into a human-origin H5N1 isolate [20]. The H5N1 mutant
acquired the ability to be transmitted by airborne transmissible among ferrets by further
acquiring substitutions after serial passage [20]. Linster et al. stated that two sets of five
mutations are identified (E627K in PB2; H99Y in PB1; H103Y, T156A, and either Q222L or
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G224S in HA), either of which is sufficient to confer ferret transmissibility on a human H5N1
isolate. Using a combination method, a reassortant H5 HA/H1N1 virus—comprising H5 HA
(from an H5N1 virus) with four mutations and the remaining seven gene segments from a 2009
pandemic H1N1 virus—was transmissible between ferrets by respiratory droplet [21]. In
contrast, Zhang et al. created many transmissible H5N1 hybrid viruses derived from a lethal
H5N1 virus and a 2009 pandemic influenza A(H1N1)pdm09 virus among guinea pigs [22].
However, sustained human-to-human transmission of Asian-origin H5N1 virus has not yet
been confirmed in the field.
3. Swine-origin 2009 H1N1 influenza viruses
An outbreak of influenza-like respiratory illness started in a Mexican town in mid-February
2009 [23]. By the end of April, WHO raised repeatedly the influenza alert level from phase 3
to phase 4, and finally, to phase 6 (the pandemic phase) due to the rapid spread of this virus
around the world. Most of reported cases outside Mexico and the United States were induced
by travelers from both countries. As of May 30, 2010, more than 214 countries across seven
continents had reported laboratory confirmed cases of pandemic influenza H1N1 2009,
including over 18,138 deaths (http://www.who.int/csr/don/2010_06_04/en/). These viruses had
a mortality rate comparable to that of seasonal influenza virus. Currently, influenza
A(H1N1)pdm09 continues to circulate as a seasonal virus (http://www.who.int/csr/disease/
swineflu/notes/briefing_20100810/en/).
Complete genomic coding sequences indicated influenza A(H1N1)pdm09 viruses emerged
from three origins by means of genetic reassortment (i.e., avian/human/swine “triple”
reassortants) [24]. These viruses possess avian-origin PB2 and PA genes, a human-origin PB1
gene, and swine-origin HA (H1), NP, NS, NA (N1), and M genes. The human-origin PB1 gene
and the avian-origin PB2 and PA genes have been circulating in pigs [7]. However, the factors
that contribute to the genesis of influenza A(H1N1)pdm09 viruses remain to be determined.
4. Outbreak of avian-origin H7N9 viruses in China
On 31 March 2013, the national health and family planning commission of China (NHFPCC)
first reported human infections caused by a novel avian-origin avian influenza A(H7N9) virus
[25]. On April 5, 2013, the Ministry of Agriculture of China first isolated this virus in poultry
at an agricultural wholesale market in Shanghai [26]. Since the initial report, three waves of
this flu have coursed through the country. Currently, H7N9 viruses have become enzootic in
China.
Epidemiological investigations of human cases by the avian influenza A(H7N9) virus showed
that most of patients had a history of recent exposure to poultry or a visit to live poultry market,
suggesting a close relationship between live poultry market and the spread of flu [27]. The
source of avian influenza A(H7N9) virus was immediately traced to live poultry market. After
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the implementation of compulsory shutdown measures in avian influenza A(H7N9) virus–
positive live poultry markets, the government quickly controlled the spread of the virus.
However, the elimination of avian influenza A(H7N9) virus is a huge and long-term challenge
due to its avirulent nature in poultry.
Phylogeny analysis indicated that the novel avian influenza A (H7N9) virus resulted from the
reassortment of recent avian H7N3 viruses and HX(2 or 11)N9 influenza viruses with avian
influenza A (H9N2) viruses originated from two different groups [28]. As a result, these viruses
possess an HA gene of duck-origin H7N3 virus, an NA gene of migratory bird-origin HX(2 or
11)N9 virus, and the remaining six viral genes (PB2, PB1, PA, NP, M, and NS) of H9N2 viruses.
However, important questions are when, where, and how the avian influenza A (H7N9)
viruses are established in poultry and transmitted to humans in China.
The novel avian influenza A(H7N9) virus has several remarkable features. First, this virus has
resulted in lethal infections in human and mammalian species, but this virus was low patho‐
genic for poultry including chickens [29]. Second, this virus possessed a truncated NA protein
with a deletion of five amino acids in the stalk, which was associated with virus virulence [30,
31]. Third, some H7N9 human isolates have a naturally occurring Q226L substitution in the
receptor-binding site HA, a pivotal site for the switch of binding receptor [30, 31]. Fourth, PB2
proteins from some human H7N9 isolates have mutations Lys at positions 627 and Asn at 701
[30, 31], whereas the PB2 proteins from bird H7N9 isolates retain Glu at position 627 and Asp
at 701. They are important for viral replication at the upper airway of mammalian hosts [32,
33]. These findings suggested that the mutation is positively selected upon replication in the
human host.
5. Role of HA in cross-species transmission
HA has a major role in the interspecies transmission of influenza A viruses. The HA of human
influenza virus (e.g. influenza A(H1N1)pdm09) preferentially recognizes sialic acid linked to
galactose by 6-linkages (Siaa2,6Gal) (human-type receptor), whereas the HA of avian-origin
influenza A virus preferentially binds to sialic acid linked to galactose by 2,3-linkages
(Siaa2,3Gal) (avian-type receptor). The receptor-binding properties of HA are determined by
the amino acid residues in the receptor-binding pocket, which creates microenvironment
responsible for viral binding to receptor of host cells. Viruses with leucine (Leu) at position
226 and serine (Ser) at position 228 preferentially bind to human-type receptors, whereas those
with glutamine (Gln) and glycine (Gly) at these positions bind to avian-type receptors [34, 35].
Glycan microarray analysis by using a solid-phase binding assay with receptor analogs,
revealed that highly pathogenic avian-origin H5N1 virus, in general, specifically binds the
avian receptor [34]. When two amino acid substitutions (Q226L and G228S) were introduced
in the receptor-binding site (RBS) of H5 HA, highly pathogenic avian-origin H5N1 virus
acquired an increased ability to bind to human-type receptors [34], which was due to a cis/
trans conformational change in the glycosidic linkage [36]. Several reports have showed that
a change of receptor specificity from avian-type receptor to human-type receptor is important
for conferring airborne transmission on avian-origin H5N1 virus among mammals [20, 37].
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Influenza A(H1N1)pdm09 virus naturally binds the human receptor [38]. This virus is
transmissible virus among humans. In the direct glycan receptor-binding assay, the HA of
influenza A(H1N1)pdm09 virus exhibited a dose-dependent binding to human-type receptors.
Zhang et al. revealed that glutamine at position 226 of HA is a key factor on the transmissibility
of influenza A(H1N1)pdm09 virus between mammals [39].
Receptor-binding properties of avian influenza A(H7N9) viruses are diverse. Some H7N9
viruses preferentially bind the avian receptor analog, whereas some have dual receptor-
binding property [29, 40-42]. Avian influenza A(H7N9) virus can retain dual receptor prop‐
erties, although a naturally occurring Q226L of the HA, a pivotal amino acid that mediates
receptor-binding specificity was mutated [41], suggesting other factors of avian influenza
A(H7N9) virus are probably involved in the receptor-binding specificity. Two substitutions
(Q226L and G228S) in the host receptor-binding protein HA contributed to a switch in receptor
specificity of an avian H7N9 isolate from dual receptor property to human receptor-binding
property (unpublished data). H7N9 influenza virus that binds both avian and human receptor
analogs can be transmissible by respiratory droplet among ferrets [29, 40]. However, the
transmissibility of this virus is limited and unsustained [4, 40].
6. Role of PB2 in viral transmissibility
The amino acid at position 627 of the PB2 protein is important for airborne transmission of
influenza A viruses among mammals. Influenza A viruses with lysine (Lys) at residue 627 of
PB2 protein, but not those possessing glutamic acid (Glu) at this position, increased virus
replication in mammalian cells at relatively low temperatures [33]. Lys at residue 627 of PB2
is one of five substitutions that proved to be sufficient to confer transmissibility on H5N1 virus
[37]. The amino acid at residue 627 of PB2 could increase polymerase activity [37]. In fact, lysine
to glutamic acid substitution at position 627 (E627K) of the PB2 could reduce the transmissi‐
bility of human influenza viruses [43].
The substitution Glu to Lys in the PB2 proteins at position 627 was positively selected upon
replication in human host. In general, the PB2 proteins from human-origin isolates have Lys
at position 627, whereas those of viruses isolated from birds retain Glu at this position. The
strong selection has been reported previously for influenza A(H7N7), A(H5N1), and novel
A(H7N9) infections. For example, the PB2 proteins from most of human H7N9 isolates at
positions 627 are Lys. In contrast, the PB2 proteins from H7N9 viruses isolated from birds
retain Glu [44].
7. Other proteins in viral transmissibility
The viral ribonucleoprotein (RNP) complex—consisting of the polymerase proteins PB2, PB1,
PA, and NP—is one of the most important mechanisms for replication, pathogenticity, and
transmissibility of influenza A virus [45]. The levels of RNP activity at 33° and 37°C have an
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important correlation with virus replication in the upper and lower respiratory tracts of
mammalians [32, 33]. Previous studies indicated that high replication efficiency of influenza
A virus in the upper respiratory of mammalian host tract contributed to viral transmission
between mammalians [32, 33].
Avian-origin H5N1 virus could acquire an essential substitution (His to Tyr) at position 99 of
PB1 after serial passage, which was associated with airborne transmission among ferrets [37].
The substitution in PB1 contributed to polymerase transcription and virus replication [20, 37].
Zhang et al. suggested that PA protein and NS protein played a critical role in the airborne
transmission between guinea pigs [46]. Therefore, airborne transmission of avian influenza
A(H5N1) virus remains a polygenic trait. Transmission of avian influenza A(H7N9) virus also
is a polygenic trait [29].
8. Prevention and control
For the treatment of influenza A virus infections, two classes of antiviral drugs—M2 ion
channel inhibitors and neuraminidase inhibitors—are at present approved for the control of
viral infection. However, the emergence of drug-resistant strains is a challenge. Amantadine
and rimantadine are licensed for use against influenza A viruses. However, many strains from
multiple subtypes of influenza A virus are now resistant to two available antiviral drugs [7].
Based on a serine to asparagine substitution at position 31 (S31N) of the M2 protein, novel
H7N9 viruses are predicted to be resistant to adamantane. Therefore, this drug is not recom‐
mended for use [25].
Two neuraminidase inhibitors, Tamiflu (oseltamivir phosphate) and Relenza (zanamivir),
are influenza antiviral drugs used by health authorities against recently circulating influenza
A viruses, including H7N9 influenza viruses. However, NA inhibitors-resistant influenza
viruses  are  arising  in  clinical  settings.  Recently,  the  rate  of  oseltamivir-resistant  H1N1
viruses,  including  some  H5N1  viruses,  is  increasing  around  the  world  [47-49].  Equally
alarming, oseltamivir-resistant H7N9 virus has been reported in a clinical specimen collected
two days after commencement of oseltamivir therapy [30]. The H7N9 isolate encoding the
NA  R292K  substitution  is  highly  resistant  to  oseltamivir  and  peramivir  and  partially
resistant to zanamivir [50].
In addition to antiviral drugs, inactivated and live attenuated vaccines are available. Tradi‐
tional influenza vaccines made to protect against seasonal influenza viruses (H1N1 and H3N2
subtypes) are available. In general, vaccines need to be revised and/or developed due to
significant antigenic diversity of influenza A viruses. For example, a comparison of novel avian
influenza A(H7N9) virus with Eurasian or North American lineages of H7 subtype viruses
revealed antigenic differences (http://www.who.int/influenza/vaccines/virus/
201302_h5h7h9_vaccinevirusupdate.pdf), suggesting new vaccines need to be developed on
the basis of the HA and NA genes of H7N9 candidate vaccine stains. Of note, several new
strategies are now in various stages of development. In one example, a “universal” vaccine
focuses on regions of viral proteins that are highly conserved across virus subtypes, and
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provides broad protection against existing and newly emergent unmatched strains [51].
Antihuman C5a antibody treatment markedly reduced acute lung injury (ALI) and systemic
inflammation induced by H7N9 virus infection [52].
9. The future
Currently, new strains of influenza A virus are arising quickly and frequently around the world
due to continued evolution. In the past two years alone, at least five new subtypes of influenza
A virus: A(H7N9), A(H10N8), A(H5N8), A(H6N1), and A(H5N6), have been reported in China.
Little knowledge is known about key factors that determine reassortment, virulence, and
transmissibility of influenza virus, although much has been learned [1]. Wild birds have served
as an ecologic factor favoring emergence and maintenance of avian influenza viruses in natural
ecosystems. Therefore, careful influenza surveillance, especially at the wild bird–human
interface, remains essential for pandemic preparedness. From a scientific perspective, the
opportunity to watch virus evolution in real time may help bridge this gap of knowledge.
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Abstract
Visualization of virus particles and morphological features depends on the resolution
of microscopes. Transmission electron microscopy (TEM) is the starting point for
obtaining the best resolution of images. Two different techniques are available and
described in this paper. Firstly, negative staining of viral suspensions provides
detailed information of virus particles' structure. It is a technique that can be quickly
performed and is able to accommodate the highest magnifications of virus particles.
Secondly, ultra-thin sections of virus-infected tissues or cell cultures, combined with
a positive staining technique can provide information regarding the localization of
viruses inside or around cells. These two complementary techniques for investigating
the structure of a virus and its parasitic life cycle are presented in this paper.
Keywords: transmission electron microscopy, negative staining, positive staining
1. Introduction
High resolution microscopes are essential for visualizing virus particles. A transmission
electron microscope (TEM) fulfils this requirement and is widely used by scientists. Unknown
agents of diseases may be quickly detected by using such a microscope. A recent review on
the value of electron microscopy and virus structures was presented by Zhang et al. [1].
Shortly prior to the recent recognition of mimiviruses [2], orthopoxviruses had been one of the
largest virus particles, in addition to the thin and very long filoviruses. Groups of orthopox‐
© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
virus particles can be detected when inside infected cells using the highest magnification
available in light microscopy. Nevertheless, an isolated virus particle of ca. 250 nm diameter
remains below the resolution of standard light microscopes. With the advent of TEMs and high
magnifications of over 100 000x, the structural details of virus particles could then begin to be
recognized.
The first demonstration of a viral particle using a TEM was in the form of a member of the
orthopoxvirus genus [3]. Following the introduction of the negative staining technique in the
1960s [4], a variety of viruses has been discovered and classified based on morphological
characteristics such as symmetry, the presence or absence of the envelope or spikes and the
size of these projections [5,6,7,8]. A large number of viruses of medical importance that had
formerly never been described such as adenovirus, enterovirus, orthomyxovirus, reovirus and
paramyxovirus were identified by TEM after isolation in cell cultures inoculated with clinical
specimens [9]. Other viruses like hepatitis B and hepatitis A were detected directly by TEM in
samples such as plasma and faeces, following the failure of attempting to try and isolate them
in cell cultures. The initial classification of many agents was therefore based on a combination
of morphology and genome structure.
Currently, more than 30 000 different viruses comprising 56 families have been identified using
TEM and humans have been found to play host to 21 of the 26 families specific for vertebrates
[10]. The development of other techniques, e.g., immunofluorescence, enzyme-linked immu‐
nosorbent assays (ELISA) and biological molecular methods such as polymerase chain reaction
(PCR) have progressively reduced the importance of TEM in virus diagnosis and microbiology.
However, compared with other diagnostic methods, TEM still benefits from its rapidity and
“open view”, i.e., the capability of detecting all pathogens present in a clinical specimen [11].
Therefore, TEM should be utilized as a frontline method in infectious disease emergencies and/
or in suspected cases of bioterrorism [12]. Electron microscope studies were critical in identi‐
fying the aetiologic agent of severe acute respiratory syndrome (SARS), a coronavirus, during
its 2002/2003 global outbreak [13].
Several methods for specimen preparation have been developed. These can be summarized
into two procedures: the negative staining of vesicular content and viral suspensions, and the
ultra-thin sectioning of infected tissues and cells. Both techniques have been carried out with
complementary results.
2. Negative staining technique
The classic processing of biological specimens observed in a TEM needs fixation, dehydration,
sectioning and a selective “staining” of cell and tissue structures. “Staining”, a means of
receiving coloured images, cannot be effectively used in conjunction with an electron micro‐
scope. Instead, the enhancement of structures for TEM observation is effected, usually by
impregnation with heavy metal salts of plumb, tungstenium and uranium.
Some biological elements are very small and as a result, sectioning reveals aspects of its content
but not about its global surface structure. The result is a bi-dimensional image. Nevertheless,
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virus particles can be detected when inside infected cells using the highest magnification
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when observed as a whole using the negative staining technique, these elements reveal a tri-
dimensional image.
To prepare small biological specimens such as bacteria, viruses, phages, micoplasma, filaments
and cell membranes, or even nucleic acids and protein filaments for TEM observation, the
special technique of “negative contrast” was developed [4]. Instead of applying a more or less
strong positive contrast of structures (“staining”), in this instance, contrast is not applied to
the object but to its environment, using heavy metal salts. The electron beam can cross
biological material easier than the surrounding space. The result resembles an inverted
traditional TEM image (Figures 2, 4-7).The standard staining solution used today is an aqueous
1% phosphotungstic acid with pH 7.2.
Essentially, a fixed or unfixed drop of viral suspension is applied onto a formvar- or collodium-
covered electron microscope grid for a few seconds; the liquid is absorbed by a filter paper,
then a drop of the staining solution is applied and few seconds later also absorbed (Figure 1).
After drying, the specimen is ready to be introduced into the electron beam.
Figure 1. Negative staining procedure. Forceps, grid and white filter paper are the primary tools.
This unbelievably simple technique, at the outset rejected by the scientific community,
eventually became a revolutionary approach for studying primarily viral morphology as
emphasized by viral diagnostics [14]. Extremely detailed images were obtained and published,
revealing substructures and macromolecules as viral antibodies and virus particle spines [5,
9, 15, 16, 17, 18, 19, 20].
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In order to gain additional information about small structured elements, several technical steps
in sample processing were developed such as immune-electron microscopy (Figure 5), solid-
phase-electron microscopy, ammonium-sulphate precipitation, gradient fraction contrasting
and particle concentration by diffusion in an agarose layer [21].
Contrasting solutions show a large spectrum of possibilities. Selection must be in accordance
with the pH and electrical charge of the sample, of the contrasting solution and of the EM grid
Figure 2. Orthopoxvirus particle, Brazilian Cantagalo strain (negative staining). This virus particle was isolated from a
milker's hand nodule, macerated using a drop of distilled water and applied onto a collodium-covered EM-copper
grid, then stained using a drop of 2% phosphotungstic acid in distilled water.
Figure 3. Ultra-thin section of a Vero cell infected with the same strain of virus demonstrated in Figure 2 (positive
staining).
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Figure 4. Group of seven adenovirus particles and numerous small adeno-associated virus particles. A drop of clari‐
fied faeces from a patient suffering from gastroenteritis was processed as described in Figure 1.
Figure 5. A group of rotavirus particles. Clarified faeces from a patient suffering from gastroenteritis was incubated
with a specific antibody prior to being submitted to the negative staining procedure and processed as described in
Figure 1. Both several empty and RNA-filled virus particle can be distinguished.
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or support [19, 22]. Resulting precipitates and a lack of spreading of the sample are the most
common inconveniences. For better spreading and adsorption of virus particles onto a
formvar-carbon coated grid, polylysine (poly-L-lysine) is currently being used in our labora‐
tory (Figures 6 to 7).
Figure 6. Hepatitis B antigen. One drop of a gradient virus suspension was applied directly onto an electron micro‐
scope grid and in sequence stained with 1% alcoholic uranyl acetate. Virus particles are joined together into very dark
groups.
Figure 7. Hepatitis B antigen. One drop of the same virus suspension as shown in Figure 6 was applied to an electron
microscope grid formerly coated with polylysine and in sequence stained with 1% alcoholic uranyl acetate. Virus parti‐
cles are spread all over the grid.
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An overview of the negative staining technique development and application was presented
by Biel & Gelderblom [6], Harris et al. [23] and more recently, by Schramlová et al. [24]. Benefits
or deception are always surprising factors when the electron beam reveals a TEM image inside
a dark room.
3. Positive staining technique
The positive staining technique has been used since the late 50s and the early 60s for enhancing
the contrast of biological samples (tissues and cell structures, viruses, etc.). Using this techni‐
que, as well as negative staining, the samples are incubated in heavy metal salt solutions that
react with cellular structures. Uranyl acetate [25] and lead citrate [26] are the most commonly
used salts today. Grids containing ultra-thin sections of a sample are incubated for 15 minutes
in uranyl acetate; this procedure should be performed in an environment protected from light.
Following on, the grids are washed in distilled water and incubated in lead citrate at four to
five minutes in an environment free of CO2. NaOH tablets are used to keep the environment
free from reacting with CO2 (Figure 8). At the end of the procedure the grids are washed in
distilled water, air dried and observed with a TEM [27, 28].
Figure 8. Positive staining. The grid held with a forceps contains ultra-thin sections of a sample (arrow). In the Petri
dish, there are two drops of the staining solution beside two tablets of NaOH (Barreto-Vieira et al. 2010).
3.1. Specimen preparation
Cells. Monolayers were fixed in 1% glutaraldehyde in a cacodylate buffer (0.2 M, pH 7.2) and
post-fixed with 1% buffered osmium tetroxide, dehydrated in acetone, embedded in epoxy
resin and polymerized at 600C for three days [28, 29]. The blocks were cut into ultra-thin
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sections 50 to 70 nm thick using a diamond knife adapted to an ultramicrotome (Figure 9). The
sections were placed onto copper grids and stained with uranyl acetate and lead citrate and
observed in a TEM (Figure 10).
Figure 9. Ultramicrotomy: a) silicone support filled with resin blocks (arrow) containing fragments of tissues; b) ultra-
thin sectioning using a diamond knife and a copper grid (arrow) to collect sections.
Figure 10. Dengue virus particles (arrow) isolated in the Aedes albopictus mosquito cell line (C6/36) from the serum of
infected BALB/c mice. Positive staining using lead citrate (arrow) emphasizes viral RNA, while cytoplasmic proteins
are emphasized using uranyl acetate.
Fragments of tissues. Glutaraldehyde at 2% in a cacodylate buffer (0.2M, pH 7.2) was routinely
used to fix tissue fragments, then post-fixed by immersion in a 1% buffered osmium tetroxide,
dehydrated in acetone, embedded in epoxy resin and polymerized at 600C for three days [28,
29]. Semi-thin 0.5 μm thick sections were cut using a diamond knife. These sections were
stained with a methylene blue/azure II solution [30] and observed using a photonic micro‐
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scope. Ultra-thin sections were placed onto copper grids and stained with uranyl acetate and
lead citrate and observed in a TEM.
Tissue fragments from experimentally infected animals. In our experiments, the infected animals
(mice) were peritoneally anaesthetized and fixed by perfusion with a 4% paraformaldeyde in
a sodium phosphate buffer (0.2M, pH 7.2) for 30 min. The tissues were carefully collected in
sequence and the fragments post-fixed by immersion in 2% glutaraldehyde in cacodylate
buffer (0.2M, pH 7.2), post-fixed with 1% buffered osmium tetroxide, dehydrated in acetone,
embedded in epoxy resin and polymerized at 600C for three days [28, 29]. Ultra-thin sections
were obtained and processed as described above (Figure 11).
Figure 11. Hepatic tissue of BALB/c mice infected with the dengue virus. Note the numerous lipidic inclusions (L) and
a pyknotic nucleus (N). Positive staining emphasizes the chromatin of the hepatocyte nucleus using lead citrate and
cytoplasmic proteins using uranyl acetate.
4. Advantages and disadvantages of the TEM
Virus diagnosis via TEM, when compared to other techniques such as immunofluorescence,
PCR and ELISA have both advantages and disadvantages.
Advantages:1) TEM is the only technique that allows for direct visualization of an aetiologic
agent of very small diameter, e.g., viruses; all other diagnostic techniques show indirect results;
2) samples can be processed and analysed quickly. Following simple and rapid negative
staining, TEM “open view” allows for rapid morphological identification and a differential
diagnosis of various infectious agents present in a specimen. Likely, intact virions observed
with TEM may be indicative of an infectious virus, whereas the detection of antigens or nucleic
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acid may not always indicate the presence of viable infectious virus particles [31]; 3) TEM is
valuable for differential diagnoses, for example, in patients with vesicular dermatitis, so as to
exclude smallpox; 4) TEM assists in elucidating unknown aetiologic agents in outbreaks,
epidemics or pandemics, since it is not necessary to use specific reagents. The causative agents
of the recent SARS pandemic and the outbreak of human monkey pox in the USA were quickly
identified using TEM [13].
Disadvantages:1) TEM is of low diagnostic sensitivity compared to other diagnostic methods.
It requires a high concentration of virus particles (>105 particles per mL), both in suspensions
and in tissues or cells; 2) the evaluation of samples cannot be automated with TEM and should
be performed by an experienced professional; 3) TEM is not an appropriate method for
screening a large number of samples as in a viral outbreak, due to the high cost of TEM
maintenance and the availability of trained personal.
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Abstract
Because of the lack of enzymes in critical steps of catabolic pathways, low-molecular-
weight halogenated compounds are often recalcitrant to biodegradation. In our
previous study, we isolated Pseudomonas sp. LF54 (LF54), the first bacterium that has
been shown to use chloral hydrate (CH) as sole carbon source by an assimilation
pathway in which dechlorination is the critical step. In this study, we identified a
transposon (Tn) mutant that can render LF54 defective in CH dechlorination. The
molecular characterization of Tn mutants revealed that the transposon insertion sites
map to lapA. Sequence analyses verified the existence of lapA in LF54. Additionally,
induced expression of lapA in the conditional lapA mutant of LF54 further verified
that defective lapA expression renders LF54 defective in dechlorination. Recent studies
have revealed that the largest cell-surface-associated protein LapA, a biofilm adhesin,
is able to initiate biofilm formation. This function was also verified in the induced
conditional lapA mutant and in LF54. Furthermore, we also found out that the
defective lapA mutant rendered the variation of bacterial motility. LapA, the largest
biofilm adhesin protein of P. putida, which influences CH dechlorination and flagella
motility, is a novel discovery not previously reported.
Keywords: Chloral hydrate, dechlorination, lapA, biofilm, motility
1. Introduction
Chloral hydrate (CH) is synthesized by the chlorination of ethanol. As a sedative and hypnotic
drug, CH is used in human and veterinary medicine. Its chemical formula is C2H3Cl3O2. The
© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
anhydrous chemical, chloral, is used as an intermediate in the production of insecticides and
herbicides such as dichlorvos, naled, methoxychlor, trichlorfon, and trichloroacetic acid [1].
Drinking water is the major exposure route of CH to the general public, as CH is the third by-
product formed when drinking water is disinfected with chlorine [2, 3]. Therefore, environ‐
ments near factories that produce CH and the above-mentioned pesticides might be
contaminated. CH is irritating to the skin and mucous membranes. It often causes some
symptoms even at the recommended clinical dose [1]. According to the World Health Organ‐
ization (WHO) guidelines, CH has adverse effect on health and should be limited in drinking
water [4]. In addition, CH was reported as a potent genotoxic and carcinogenic compound [3].
Therefore, more efforts should be made to minimize further CH release and contamination in
the environment.
Studies of CH were concentrated on animal metabolism, as CH was used as a sedative and
hypnotic drug. In animal, the major metabolites are trichloroethanol (TCAol), TCAol glucur‐
onide, trichloroacetic acid (TCA), and a small amount of dichloroacetic acid (DCA) [5-8]. The
major excretion pathway of CH metabolite is elimination in the urine. With regard to the
bacterial degradation of CH, several cometabolism processes have been reported; methano‐
trophic-degrading bacteria Methylocystis sp. M and Methylosinus trichosporium OB3b can
transform trichloroethylene into CH, which is further degraded to TCAol and TCA [9, 10]. In
our previous study, we successfully isolated Pseudomonas sp. LF54 (LF54], the first bacterium
reported to date that can use CH as the sole carbon source via an assimilation pathway [11].
This strain transforms CH to TCAol, which is then dechlorinated to 2, 2-dichloroethanol
(DCAol), and CO2 was detected as the end product (Figure 1).
CH TCAol DCAol MCAol
Figure 1. Proposed chloral hydrate biodegradation pathway in Pseudomonas putida LF54.
In general, halohydrin dehalogenation is intramolecular substitution that enzymes convert
vicinal halohydrins to an epoxide, a proton and a halide ion [12-14]. To detoxify the com‐
pounds, halohydrin dehalogenases remove halogen substituents and put them to enter central
metabolism. In view of halohydrin dehalogenases properties, the cleavage carbon-halogen
bonds started with cloning and expression of three different genes that encode these enzymes
[14]. However, the dechlorination in LF54 is reduction that chlorine (Cl) was substituted by
hydrogen (H). This is a novel pathway of halohydrin dehalogenation has not been reported to
date. Therefore, the further study of LF54 would advantage CH dechlorination and bioreme‐
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diation. The aim of this Chapter is to identify genes related to CH degradation and to inves‐
tigate mechanism of CH degradation in P. putida LF54 with the method of molecular biology.
CH, chloral hydrate; TCAol, Trichloroethanol; DCAol, Dichloroethanol; MCAol, Monochlor‐
oethanol.
2. Identification of genes related to CH degradation
DNA transposition is an important biological phenomenon and also offers versatile tools for
genetic analysis of a variety of biological processes. It is applied in creating insertional
knockout mutations, providing genetic or physical landmarks for adjacent DNAs, generating
the fusions of gene–operon to reporter functions, and locating primer binding sites for the
analysis of DNA sequence [15]. Tn5 is one of the simplest and best characterized transposons;
there are only Tn5 transposase, transposon DNA flanked by Tn5 inverted repeats, and target
DNA are required in vitro transposition [16]. Then electroporation of transposon into a
bacterial cell, the reaction proceeds and results in insertion of the transposon DNA at random
into the genome to create gene “knockouts” which can block metabolic process.
The transposon used in this chapter was generated with EZ-Tn5TM <KAN-2> Tnp Transposo‐
meTM Kit carrying a kanamycin resistance marker. The transposon can be electroporated into
living cells where the transposase is activated by Mg2+ in the host’s cellular environment,
resulting in random insertion of transposon into the host genomic DNA. The transposon-
specific primers can be used for bidirectional DNA sequencing from genomic DNA without
cloning or locating the transposon insertion sites in target genomic DNA.
In this chapter, in order to identify genes related to CH degradation, a transposon mutant
library was generated and Tn mutants (CH degradation-defective) were screened by two
screening steps. Transposon insertion sites were sequenced bidirectionally using special
sequencing primers from the two sides of the transposon and located using BlastN programs.
2.1. Transposon mutant (Tn mutant) library
LF54 cells were made competent utilizing a microcentrifuge-based procedure [17]. The cells
grown in LB mediun were distributed into microcentrifuge and harvested by centrifugation
at room temperature for 2 min at 16,000 × g. The cell pellet was washed twice at room tem‐
perature and resuspended in 100 μl 300 mM sucrose, which contained average 109–1010 viable
bacteria.
For electroporation, 10 ng of pSUP104 [18] and 20 ng Transposome was mixed with 100 μl
electrocompetent cells, and the mixture transferred to 2 mm gap width electroporation cuvette.
After applying a pulse (settings: 25 μF; 200 Ω; 2.5 kV on a Bio-Rad GenepulserXcellTM, Bio-
Rad) [17], the mixture was transferred into 1 mL of room temperature SOC and shaken for 1
h at 30°C; 100 μl of the pSUP104 mixture was plated on Tc plates, and each 100 μl of Trans‐
posome mixture was plated on Kana plates. The plates were incubated at 30°C within 24 h.
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Controls included cells that were pulsed with added H2O and were planted on both Tc and
Kana plates. Mutagenized cells (Tn mutants) were selected by plating on Kana plate. The
strains were stored in 20% glycerin LB media at -80°C.
2.2. Tn mutants screening strategy
Tn mutants (CH dechlorination defective) were screened by two screening steps. The cells
were harvested by centrifugation, and washed twice with chloride-free MS medium and were
resuspended in a 25 mL serum bottle containing 5 mL of MS medium in proper cells concen‐
tration as indicated below. After addition of 1mM CH, the cultures were incubated at 30°C
and shaken at 150 rpm for 18 h.
1. First screening
The first screening was performed by multistep colorimetric method, as CH degradation is a
multistep reaction (Figure 1). The concentration of resuspended cells in this step is 4 × 109 cells
mL-1. In weak alkali conditions, 3-methyl-1-phenyl-5-pyrazolone reacts with CH and a
brownish red compound is formed and in proportion to CH in 480 nm [19] measured by
Varioskan Flash spectral scanning multimode reader (Thermo Fisher Scientific Inc., Waltham,
Massachusetts, USA). The chloridion was mixed with a reagent consisting of Hg2+, SCN-, and
Fe3+; a new yellow complex was formed which was measured at 463 nm [20].
2. Second screening
The second screening was performed by GC [11]. The concentration of resuspended cells is 2.5
× 1010 cells mL-1. The samples were 10 times concentrated by extraction with t-butyl methyl
ether (Wako, Osaka, Japan), and 1,2,3-trichloropropane (Wako) was used as an internal
standard. The oven temperature was programmed as follows: 35°C (isothermal) sustained for
7 min then increased to 250°C at a rate of 20°C min-1. The injector and detector temperatures
were 270°C.
2.3. Transposon location
Transposon insertion sites were sequenced bidirectionally using sequencing primers, KAN-2
FP-1 and KAN-2 RP-1 (Table 1), specific for the ends of the inserted transposon [21]. The DNA
sequencing reactions (two microgram of bacterial genomic DNA and 5 pmoles of primer) were
performed using a BigDye™ Terminator Cycle Sequence Kit (Applied Biosystems, Perkin-
Elmer, Foster City, CA, USA). The conditions of sequencing reactions are not shown[21].
Sequencing reactions were purified by ethanol precipitation, and resuspended in 10 μl of
formamide (Wako, Osaka, Japan). After denaturing at 95°C for 2 min, all products were
analyzed with an ABI PRISM® 3130 Genetic Analyzer (Applied Biosystems).
The sequences were assembled and the genomic transposition sites were located using BlastN
programs maintained at National Center for Biotechnology Information website (http://
blast.ncbi.nlm.nih.gov/).
Microbiology in Agriculture and Human Health60
Controls included cells that were pulsed with added H2O and were planted on both Tc and
Kana plates. Mutagenized cells (Tn mutants) were selected by plating on Kana plate. The
strains were stored in 20% glycerin LB media at -80°C.
2.2. Tn mutants screening strategy
Tn mutants (CH dechlorination defective) were screened by two screening steps. The cells
were harvested by centrifugation, and washed twice with chloride-free MS medium and were
resuspended in a 25 mL serum bottle containing 5 mL of MS medium in proper cells concen‐
tration as indicated below. After addition of 1mM CH, the cultures were incubated at 30°C
and shaken at 150 rpm for 18 h.
1. First screening
The first screening was performed by multistep colorimetric method, as CH degradation is a
multistep reaction (Figure 1). The concentration of resuspended cells in this step is 4 × 109 cells
mL-1. In weak alkali conditions, 3-methyl-1-phenyl-5-pyrazolone reacts with CH and a
brownish red compound is formed and in proportion to CH in 480 nm [19] measured by
Varioskan Flash spectral scanning multimode reader (Thermo Fisher Scientific Inc., Waltham,
Massachusetts, USA). The chloridion was mixed with a reagent consisting of Hg2+, SCN-, and
Fe3+; a new yellow complex was formed which was measured at 463 nm [20].
2. Second screening
The second screening was performed by GC [11]. The concentration of resuspended cells is 2.5
× 1010 cells mL-1. The samples were 10 times concentrated by extraction with t-butyl methyl
ether (Wako, Osaka, Japan), and 1,2,3-trichloropropane (Wako) was used as an internal
standard. The oven temperature was programmed as follows: 35°C (isothermal) sustained for
7 min then increased to 250°C at a rate of 20°C min-1. The injector and detector temperatures
were 270°C.
2.3. Transposon location
Transposon insertion sites were sequenced bidirectionally using sequencing primers, KAN-2
FP-1 and KAN-2 RP-1 (Table 1), specific for the ends of the inserted transposon [21]. The DNA
sequencing reactions (two microgram of bacterial genomic DNA and 5 pmoles of primer) were
performed using a BigDye™ Terminator Cycle Sequence Kit (Applied Biosystems, Perkin-
Elmer, Foster City, CA, USA). The conditions of sequencing reactions are not shown[21].
Sequencing reactions were purified by ethanol precipitation, and resuspended in 10 μl of
formamide (Wako, Osaka, Japan). After denaturing at 95°C for 2 min, all products were
analyzed with an ABI PRISM® 3130 Genetic Analyzer (Applied Biosystems).
The sequences were assembled and the genomic transposition sites were located using BlastN
programs maintained at National Center for Biotechnology Information website (http://
blast.ncbi.nlm.nih.gov/).
Microbiology in Agriculture and Human Health60
Relevant characteristics source of reference
Stains
LF54 Wild type Pseudomonas  sp. LF54 11
PpY101 Wild type P.putida  PpY101 22
F1 Wild type P.putida  F1 23
Tn-mus01 LF54 lapA inactivated by transposon, Kmr This study
Tn-mus03 LF54 lapA inactivated by transposon, Kmr This study
Tn-mus04 LF54 lapA inactivated by transposon, Kmr This study
Tn-mus11 LF54 lapA inactivated by transposon, Kmr This study
Tn-mus13 LF54 lapA inactivated by transposon, Kmr This study
Tn-mus14 LF54 lapA inactivated by transposon, Kmr This study
Tn-mus15 LF54 lapA inactivated by transposon, Kmr This study
Tn control Tn mutant which can degradated CH as same as LF54, Kmr This study
LF54-lapA Conditional lapA mutant in LF54 :lapA inactivated by single cross-over knock-out with pSC200-lapA, GmrThis study
E.coli S17-1 λ pir Used for conjugation of plasmids into LF5430
E.coli DH5α Plamid extraction as control. Takara
Plamids
Transposon EZ-Tn5™ <KAN-2>Tnp Transposome™ Kit , Kmr EPICENTRE Technologies 
pSC200 Vector used for single cross-over knock-outs, Gmr28,29
pSC200-lapA lapA fragment inserted into pSC200 for single cross-over knock-outs, GmrThis study
pSUP104 the broad-host-range vector Tcr , Cmr
pGEM-T plamid,Ampr
Primers
EZTN-F 5’- TCTTGCTCGAGGCCGCG-3’ This study
EZTN-R 5’-TTGCATGCC TGCAGGTCG -3’ This study
KAN-2 FP-1 Forward Primer 5’-ACCTACAACAAAGCTCTCATCAACC-3’EPICENTRE Technologies 
KAN-2 RP-1 Reverse Primer5’-GCAATGTAACATCAGAGATTTTGAG-3’EPICENTRE Technologies 
lapA-F1 5?- GGAATTCCATATGATGAGCAGCGTTGTAGCCA-3’This study
lapA-R1 5?- GGGGTACCTTATCGAGTACGCCCGCAAA-3’This study
lapA-upstream-F 5’-TATCCAGCAGGGGATCGTCA-3’ This study
lapA-R2 5?- TTATCGAGTACGCCCGCAAA-3’ This study
pSC200-F 5’-CGATAGGGCGTCTGCATCC-3’ This study
lapA-R3 5?-TGACGCTACCACTTGTCTGC-3’ This study
Table 1. Bacterial Strains, Plasmids, and Primers Used in the Study




The transformation efficiency is shown in Table 2. The efficiency of pSUP104 is 1.92 × 10-6; and
the efficiency of transposon is 7.61 × 10-5. The efficiency of the transposome is almost the same
as the plasmid. A library of mutants was generated using Tn mutants in LF54 and stored at
-80°C.
Host DNA Efficiency (CFU μg -1 DNA)
LF54 H2O (none) 0
pSUP104 (9.5 kbp) 1.92 × 106
Transposome 7.61 × 105
Table 2. Electroporation Efficiency
The first screening for the degradation ability defect was performed by multistep colorimetric
method. CH solution (MS medium) as the negative control and LF54 as the positive control
were monitored. The results are not shown, as the data are excessive. Disappearance of CH
was detected among Tn mutant library; we did not find Tn mutant, in which the process of
CH transformed into TCAol was inhibited. According to chloridion release, 96 Tn mutants
were picked up (the data are not shown).
The second screening was confirmed using GC; there were 7 Tn mutants that obviously
produced less DCAol than LF54 (Figure 2). These strains were designated Tn-mus01, Tn-
mus03, Tn-mus04, Tn-mus11, Tn-mus13, Tn-mus14, and Tn-mus15. P. putida F1 [22] and
PpY101 [23] as the negative control was monitored. All the strains can transform the whole
CH into TCAol after 18 h. For strain LF54, approximately 25% TCAol was dechlorinated into
DCAol and part of them was converted into CO2 as the end product [11]. F1 and PpY101
transformed CH into TCAol, but did not subsequently dechlorinate it. However, the DCAol





















Figure 2. Chloral hydrate (CH) degradation by transposon mutants. The samples were incubated at 30°C and shaken
at 150 rpm for 18 h. The initial concentration of CH was 1 mM. CH solution, P. putida F1 and PpY101 as the negative
control was monitored.
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2.4. Results
The transformation efficiency is shown in Table 2. The efficiency of pSUP104 is 1.92 × 10-6; and
the efficiency of transposon is 7.61 × 10-5. The efficiency of the transposome is almost the same
as the plasmid. A library of mutants was generated using Tn mutants in LF54 and stored at
-80°C.
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were monitored. The results are not shown, as the data are excessive. Disappearance of CH
was detected among Tn mutant library; we did not find Tn mutant, in which the process of
CH transformed into TCAol was inhibited. According to chloridion release, 96 Tn mutants
were picked up (the data are not shown).
The second screening was confirmed using GC; there were 7 Tn mutants that obviously
produced less DCAol than LF54 (Figure 2). These strains were designated Tn-mus01, Tn-
mus03, Tn-mus04, Tn-mus11, Tn-mus13, Tn-mus14, and Tn-mus15. P. putida F1 [22] and
PpY101 [23] as the negative control was monitored. All the strains can transform the whole
CH into TCAol after 18 h. For strain LF54, approximately 25% TCAol was dechlorinated into
DCAol and part of them was converted into CO2 as the end product [11]. F1 and PpY101
transformed CH into TCAol, but did not subsequently dechlorinate it. However, the DCAol





















Figure 2. Chloral hydrate (CH) degradation by transposon mutants. The samples were incubated at 30°C and shaken
at 150 rpm for 18 h. The initial concentration of CH was 1 mM. CH solution, P. putida F1 and PpY101 as the negative
control was monitored.
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Genomic DNA from 7 Tn mutants that showed inhibited CH dechlorination was purified and
directly sequenced. Using primers from each end of the transposon, nearly a kilobase of
sequence was assembled from each Tn mutant. All 7 transposon insertion site-flanking
sequences (KC686681–KC686687) were mapped to lapA in P. putida KT2440 [24, 25]; the
sequence identities were 91–96% (Table 3).
Tn-mus01 Tn-mus03 Tn-mus04 Tn-mus11 Tn-mus13 Tn-mus14 Tn-mus15
Aminoacid sites 3157-3471 3392-3717 2929-3242 1663-2003 7334-7651 3388-3658 1252-1573
Sequence identities 92% 94% 94% 94% 91% 95% 94%
Table 3. Sequence Identities of Transposon Mutants to lapA in Pseudomonas putida KT2440
3. Assay of lapA in LF54
Recently, some studies have revealed that the largest cell-surface-associated protein LapA,
a biofilm adhesin,  is  able  to  initiate  biofilm formation and achieve stable,  “irreversible”
binding to a large variety of surfaces in P. fluorescens and P. putida [24, 26, 27]. However,
no study of lapA in connection with the biodegradation of low-molecular-weight chlorinat‐
ed compounds has been reported to date. The lap genes were conserved among environmen‐
tal  pseudomonads  such  as  P.  putida  and  P.  fluorescens,  but  absent  from  pathogenic
pseudomonads such as P. syringae and P. aeruginosa [24, 27]. In P. putida KT2440 (Figure
3),  LapA  protein  is  one  of  the  largest  bacterial  proteins  (8,682  amino  acids),  with  an
estimated molecular weight of  888 kD. It  contains an N-terminal  transmembrane region
(domain 1), an extensive repetitive region consisting of 9 repeats of 100 amino acids (domain
2) and 29 repeats of  218-225 amino acids (domain 3),  and several  conserved motifs  and
domain at the C-terminus of the protein (domain 4).




Domain 1 Domain 2 Domain 3 Domain 4
Figure 3. LapA protein in P. putida KT2440 and P. putida LF54. In P. putida KT2440, LapA contains an N-terminal trans‐
membrane region (domain 1), an extensive repetitive region consisting of 9 repeats of 100 amino acids (domain 2) and
29 repeats of 218–225 amino acids (domain 3), and several conserved motifs at the C-terminus (domain 4). ↓  and ↑
indicate transposon insertion sites and directions. ↓  : Forward direction, ↑  : Backward direction. The bold line indi‐
cates lapA sequenced in the LF54 chromosome. The dark gray line indicates an upstream fragment including a part of
the 5-region of lapA; the sequence identity was 89%. The black line indicates the transposon insertion sites flanking the
sequence; the sequence identities were 91–96%. The light grey line indicates the 5end sequence of the NODE_189 con‐
tig; the sequence identity was 93%. The hollow line indicates the 5-region of lapA (461 bp), which was used for con‐
structing the conditional lapA mutant.
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In this chapter, in order to verify the existence of lapA in LF54, we sequence part of lapA in
LF54. Because the entire lapA sequence of LF54 was not acquired from the whole genome
sequence analysis, strains defective in lapA were assessed to define further the role of lapA in
CH dechlorination. This strategy created LF54-lapA, in which the expression of lapA depended
on the rhamnose concentration in the medium.
3.1. Existence of lapA in LF54
The complete genome sequence of LF54 was performed by Genome Analyzer IIx (Illumina,
San Diego, CA) provided by Hokkaido System Science Co., Ltd. The genomic DNA sequence
was queried the database using genomic blast programs maintained at National Center for
Biotechnology Information website (http://www.ncbi.nlm.nih.gov/sutils/genom_tree.cgi).
The upstream fragment includes part of 5’region of lapA, amplified by PCR with primers
lapA-upstream-F, and lapA-R2 (Table 1). Primers were synthesized based on the nucleotide
sequence from the Pseudomonas genome database (http://www.pseudomonas.com). The
purified fragment was sequenced using a BigDye™ Terminator Cycle Sequence Kit. The
product was analyzed with an ABI PRISM® 3130 Genetic Analyzer (Applied Biosystems). The
sequence was used to query the GeneBank database.
3.2. Conditional lapA mutant
To construct a conditional lapA mutant in LF54 (LF54-lapA), the 5-region fragment (461 bp)
and the upstream fragment including part of the 5-region of lapA amplified by PCR, using the
primers lapA-F1, lapA-R1, lapA-upstream-F, and lapA-R2 (Table 1) and LF54 genomic DNA as
the template were used. Then, the 5-region fragment (461 bp) was digested with NdeI/KpnI
and ligated into the multiple-cloning site of pSC200 to yield pSC200-lapA [28, 29].
The plasmid pSC200-lapA was introduced into the mobilizer strain E. coli S17-1 λ pir and was
then transferred to LF54 by conjugation [30]. Single crossover events were selected on Gm
plates to obtain the conditional lapA mutant (LF54-lapA). The correct insertions were verified
by colony PCR with the primers of pSC200-F and lapA-R3 (Table 1). DNA fragments were
confirmed with electrophoresis on 1.2% agarose gel.
The protein expression of lapA was inducted by 0.1% (wt/vol) rhamnose in the medium. CH
degradation ability of conditional lapA mutant was affirmed by GC method mentioned.
3.3. Results
In this study, the complete genome sequence of LF54 was performed by Genome Analyzer IIx
containing 222 contigs. Total contig length is 5,632,841 bp (the data are not shown). The
complete genome sequence of LF54 was blasted with 34 Pseudomonas genomes databases by
Genomic blast program maintained at NCBI website. The almost complete genome sequence
of LF54 shows high similarity to P. putida strains, the coverage of 86% to P. putida F1 (total
score = 9.643e+06), and 85% to P. putida KT2440 (total score = 9.132e+06).
As domains 2 and 3 are an extensive repetitive region, at this stage of the complete genome
sequence of LF54 it has not been possible to assemble the complete lapA gene. Among the 7
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CH dechlorination defective Tn mutants, Tn-mus13 mapped to the end of LapA domain 3, and
was also located at 5 end of the NODE_189 contig (294,102 bp, AOUR00000000). Therefore,
NODE_189 included a part of domain 3 and the entire domain 4 (Figure 3, light gray line); the
sequence identity was 93% to lapA in P. putida KT2440. In addition, the sequence identity of
the upstream fragment including a part of the 5 region of lapA (KC686680) was 89% (Figure
3, dark gray line). Combining with sequence flanking the transposon insertions (corresponding
to domain 3, Figure 3, black line), the structure of the protein appears to be very similar to its
P. putida counterpart.
CH degradation ability of LF54-lapA was detected by GC analysis (Figure 4). LF54-lapA with
glucose was used as the negative control, and LF54 was the positive control. LF54-lapA can
completely transform CH into TCAol after 18 h, irrespective of the presence of rhamnose or
glucose. CH dechlorination was inhibited in LF54-lapA in the absence of rhamnose, and
recovered by rhamnose induction. The sample without rhamnose induction was similar to the
glucose control and to the 7 Tn mutants that showed inhibited CH dechlorination.
Figure 4. Induction expression of conditional lapA mutant (LF54-lapA). The samples were incubated at 30°C and shak‐
en at 150 rpm for 18 h. The initial concentration of CH was 1 mM. CH solution (MS medium) as the negative control
was monitored.
4. Relationship between CH degradation and biofilm formation
In the past few years, bioremediation mechanisms by Pseudomonas for numerous halogenated
pollutants have been described and many studies have reported the growth of planktonic
cultures under controlled laboratory conditions [31-34]. However, bacteria are mostly found
in multicellular communities known as biofilms in the environment, and not in the planktonic
state [35, 36]. Biofilm formation in Pseudomonas has been proposed to involve a series of
regulated steps [37, 26]. Firstly, utilizing flagellar-mediated motility, bacteria swim toward a
certain surface and initiate reversible (or transient) attachment. Then, the attached bacteria
become irreversibly attached to the surface to form small microcolonies. Finally, the micro‐
colonies develop into a mature biofilm with an architecture separated by fluid-filled channels.
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Recent studies have revealed that LapA is able to initiate biofilm formation and achieve
stability [24, 26, 27]. However, no study of lapA in connection with the biodegradation of CH
has been reported to date. We evaluated whether this function is conserved in LF54.
The cultures were started at an optical density of 600 nm (OD600) of 0.01 in glass tubes. After
20 h of growth, the tubes were washed with distilled water and stained with 0.1% crystal violet
(Sigma, St. Louis, MO, USA). Following the staining, the tubes were washed twice with
distilled water. The tubes were subsequently dried and the crystal violet was dissolved in 96%
ethanol for quantification by spectrometry at 595 nm [38].
Biofilm formation in LF54-lapA and the Tn-mus13 strain was significantly lower than that in
the wild-type strain (shown in Figure 5). The ability to initiate biofilm formation in LF54-lapA
was restored when lapA was induced by rhamnose. These results indicate the relationship
between biofilm formation and CH degradation.
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5. LapA influences bacterial motility
Biofilm research has renewed our interest in bacterial motility [39]. Flagellar and twitching
motility are necessary for biofilm development [40]. Biofilm formation of LF54 was verified,
and in this chapter, these motilities were observed to verify the influences of LapA.
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5. LapA influences bacterial motility
Biofilm research has renewed our interest in bacterial motility [39]. Flagellar and twitching
motility are necessary for biofilm development [40]. Biofilm formation of LF54 was verified,
and in this chapter, these motilities were observed to verify the influences of LapA.
Microbiology in Agriculture and Human Health66
Twitching motility [41] was measured by stab-inoculating 1.0 % agar LB plates with a single
bacterial colony. Plates were incubated at 37°C for 2–3days. Flagellar motility [38] including
swimmi g and swarming motility was measured as the diameter of zone travelled by bacteria
point-inoculated into 0.3% and 0.5% agar LB plates, respectively. The plates were incubated
for 12 h at 30°C. CH was added in a series concentration: 0.1, 0.3, 0.5,1 mM.
Swimming and swarming motility of mutants was faster than LF54 (shown in Figure 6).
Although, twitching motility of mutants was also faster than LF54, the difference was not
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i r  . i i  and sw rming motility of mutant was faster than LF54. Twitching motility (pilus movement) of
mutant was a little faster than LF54.
Chemotaxis is the movement of organisms toward or away from a chemical. In this study, the
defective lapA in mutants of LF54 results in the increasing external press to cell. That is, the
normal environment for the defective lapA mutant, it will amount to over nutrition, the mutant
escaped rapidly like the negative chemotaxis. In the CH occasion, the motility appears to like
the positive chemotaxis, and the speed was lower than the normal condition. Therefore, we
sup osed that the other r ason of motility change maybe is the biofilm adhesio  of mutant
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changed. The defective adhesion of mutant appears to makes flagellar and twitching motility
easily than LF54 and results in faster motility.
6. Conclusion
So, for the first time we demonstrate dechlorination of CH by Pseudomonas putida LF54 which
possesses Biofilm Adhesin Protein LapA. Although the lapA gene is conserved in P. putida
strains [9], P. putida F1 and PpY101 were not able to dechlorinate CH (Figure 3). Therefore, the
LapA protein may have a unique function in LF54; conversely, dechlorination process may
involve other factors. The latter possibility is more appealing to us because LapA does not
share any similarity with enzymes possessing dehalogenation functions [17]. And we also
found out that the defective lapA mutant rendered the variation of bacterial motility. For the
future, an interesting challenge will be to verify the interactions between LapA and the CH
dechlorination enzyme and to examine whether biofilm formation influences CH dechlorina‐
tion; and to verify the relationship among the CH dechlorination and LapA and bacterial
motility.
Nucleotide sequence accession numbers. The nucleotide sequence data of P. putida LF54 have
been submitted to NCBI GenBank under accession numbers KC686680 to KC686687 and
AOUR00000000. The version described in this paper is the first version, AOUR01000000.
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Abstract
Pseudomonas is a widespread bacterial genus embracing a vast number of species.
Various genosystematic methods are used to identify Pseudomonas and differentiate
these bacteria from species of the same genus and species of other genera. Ability to
degrade and produce a whole spectrum of compounds makes these species perspec‐
tive in industrial applications. It also makes possible to use various media, including
wastes, for cultivation of Pseudomonas. Pseudomonads may be applied in bioreme‐
diation, production of polymers and low-molecular-weight compounds, biocontrol.
Recent studies open up new frontiers for further use of Pseudomonas in various areas.
Keywords: Pseudomonas bacteria, physiology, taxonomy, application
1. Introduction
Pseudomonas is one of the most studied species of bacteria. They were first identified at the end
of 19th century by Migula as Gram-negative, rod-shaped and polar-flagellated bacteria. Since
that time description of genus Pseudomonas has widened; development of new methods
allowed to study in detail the morphology and physiology of these bacteria. However, the
morphological characteristics of Pseudomonas are common to many bacterial genera and so are
of little value in the positive identification of members of the genus. Advanced nucleic acid-
based methods allow to differentiate it from other similar genera and reveal taxonomic
relationships among various bacterial species including Pseudomonas.
Genus Pseudomonas is represented by species that occupy a wide range of niches owing to
metabolic and physiological diversity. This diversity allows pseudomonads to adapt to
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challenging environment, resist to adverse conditions caused by abiotic and biotic factors such
as high and low temperature, moisture, oxygen and nutrients availability, antibiotics, etc.
Elevated resistance provides for ubiquitous distribution of Pseudomonas in soil and water, as
well as plant growth-promoting rhizobacteria (PGPR), animal and plant pathogens. The
bacterium is capable of utilizing a broad spectrum of organic compounds as sources of carbon
and energy, hence it is able to colonize habitats where nutrients are limited.
Diversity of Pseudomonas determines vast research interest in this genus. Some species like P.
aeruginosa are opportunistic human pathogens showing enhanced antibiotic resistance, so that
studies of pathogenic strains are centered on mechanisms of this antibiotic resistance. Other
species are able to degrade a number of compounds that are toxic or recalcitrant to other
bacterial species, or produce a wide range of secondary metabolites and biopolymers. It makes
these strains perspective for industrial applications.
2. Morphology and physiology of Pseudomonas bacteria
Pseudomonas are Gram-negative, aerobic, motile by one or several polar flagella, non-spore-
forming straight or slightly curved rods. In addition to the polar flagella, some species (P.
stutzeri, P. mendocina) have shorter lateral flagella. Solid media favor the formation of lateral
flagella which are closely related with swarming of cells on solid surfaces [1]. The number of
flagella has taxonomic importance. Most P. aeruginosa cells carry only one flagellum, although
some cells hold two or three flagella. P. alcaligenes, P. mendocina, P. pseudoalcaligenes, and P.
stutzeri are also characterized by a single flagellum. The majority of species possess more than
one flagella [2].
Some Pseudomonas species also form pili (P. aeruginosa, P. alcaligenes, P. syringae). Type IV pili
of P. aeruginosa similar to pili of other pathogenic bacteria are involved in cell adhesion to
epithelial cells [3, 4]. Pili are essential for the normal development of P. aeruginosa biofilms,
and they also function as receptors for bacteriophage binding [5-7]. The adhesive region is
located at the tip of the pilus. Pili of phytopathogenic P. syringae serve as a conduit for the long-
distance translocation of effector proteins in plant cells [8].
Bacterial cells don’t produce prosthecae and aren’t surrounded by sheaths, but they can form
biofilms that provide attachment of cells to the substrate and increase stability under adverse
conditions [9].
Another important Pseudomonas feature is production of variety of pigments. Character of
pigmentation remains significant factor among the diagnostic traits of Pseudomonas. Pigments
may be soluble in water and diffusible into the medium or may be associated with the cells.
Pseudomonads can produce diffusible pigments that fluoresce in short wavelength (254 nm)
ultraviolet light. Some of these pigments, like yellow-green pyoverdine (fluorescein), are
siderophores that play an important physiological role in satisfying the iron requirement. The
synthesis of pyoverdine is strongly related to iron starvation. It can be demonstrated by
cultivating the bacteria in media such as King’s medium B. Pyoverdine binds iron (III) ions
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very tightly, and that ferripyoverdine complex is actively transported into the bacterial cell [10,
11]. Pyoverdine from P. aeruginosa is essential for virulence in animal models [12]. Pyoverdine
also can be a tool for identification of Pseudomonas because each genomic group is characterized
by a specific pyoverdine [13]. Other pigments produced by species of Pseudomonas include
pyocyanin (P. aeruginosa, blue color), pyorubin (P. aeruginosa, red color), chlororaphin (P.
chlororaphis, green color), pyomelanin (P. aeruginosa, brown/black color). P. mendocina is able
to produce carotenoid pigment [14, 15].
Pseudomonas are aerobic bacteria, but in some cases they can use nitrate as alternate electron
acceptor and carry out denitrification (P. aeruginosa, P. stutzeri, and some P. fluorescens biovars),
reducing nitrate to N2O or N2. Additionally, P. chloritidismutans can utilize chlorate (ClO3–) as
an alternative energy-yielding electron acceptor [16].
Pseudomonas tends to utilize organic acids in preference to more complex organic compounds.
It represses many inducible peripheral catabolic enzymes. Most of Pseudomonas species have
incomplete glycolytic pathways, lacking 6-phosphofructokinase, therefore sugars and organic
acids are dissimilated prevalently via the Entner-Doudoroff pathway. Representatives of the
genus can utilize common monosaccharides (glucose, fructose, galactose, l-arabinose), but
growth of some species (P. stutzeri, P. mendocina, P. syringae) may be slow. Most hexoses and
related compounds are also degraded by the Entner-Doudoroff pathway and various periph‐
eral pathways [2, 14, 17].
Strains of Pseudomonas can grow in minimal media with ammonium ions or nitrate as nitrogen
source and a single organic compound as the sole carbon and energy source, not requiring
organic growth factors. Some species like strains of phytopathogenic P. syringae grow very
slowly in comparison with strains of the saprophytic species, but their growth can be enhanced
by addition of small amounts of complex organic materials (yeast extract, peptones). Signifi‐
cant systematic feature of Pseudomonas is inability to accumulate polyhydroxybutyrate, but
polyhydroxyalkanoates of monomer lengths higher than C4 may be accumulated when
growing on alkanes or gluconate. Optimal temperature for growth is approximately 28ºC,
although some species can grow at 4ºC or 41ºC. Most species can’t tolerate acid conditions (pH
4.5 or lower) [14].
Members of the genus Pseudomonas are known for their degrading ability on a whole range of
substrates, like hydrocarbons, aromatic compounds, and their derivatives. Some of these
compounds are natural (toluene, styrene, naphthalene, phenol), other compounds are final
products or intermediates from industrial activities (polychlorobiphenyls, dioxins, nitroto‐
luenes). A considerable number of these compounds is toxic to microorganisms of other groups
and to higher organisms. Research revealed 11 central pathways to which many different
peripheral pathways converge. Peripheral pathways transform substrates into a few central
intermediates (usually dihydroxybenzenes or dihydroxyaromatic acids), which are then ring-
cleaved and converted to tricarboxylic acid (TCA) cycle intermediates through the corre‐
sponding central pathways. P. putida contains 9 out of the 11 identified central pathways, which
is in agreement with the wide range of niches that this species can colonize. The ability to
degrade aromatic compounds is a strain-specific feature, therefore several pathways that are
found in some strains are missing in other strains of the same species [18].
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The β-ketoadipate pathway is the most widespread Pseudomonas pathway of the degradation
of aromatic compounds. It includes ortho-cleavage protocatechuate (pca genes) and catechol
(cat genes) branches. Both cat and pca branches are usually present in most organisms, but the
cat branch is absent in the three available genomes of P. syringae. Quinate, p-hydroxybenzoate,
and phenylpropenoids (p-coumarate, caffeate, cinnamate, ferulate, etc.) are degraded via the
intermediate protocatechuate. Protocatechuate is cleaved by 3,4-dioxygenase to carboxy-
cis,cis-muconate that is converted to β-ketoadipate enol-lactone by PcaC and PcaD enzymes.
The pca genes are gathered in a single cluster in P. fluorescens, but they are organized in different
clusters in other Pseudomonas strains [19]. Benzoate, tryptophan, aniline, salicylate, naphtha‐
lene, biphenyl, phenol, benzene, toluene, 4-nitrotoluene, and nitrobenzene are degraded via
catechol. Benzoate is an intermediate in the catabolism of several aromatic compounds. Its
degradation to catechol involves the benABCD genes which were identified in the Pseudomo‐
nas genomes carrying cat genes. Cat genes encode enzymes involved in catechol ortho-cleavage.
CatA, catB, and catC encode catechol 1,2-dioxygenase, cis,cis–muconate cycloisomerase, and
muconolactone isomerase, respectively. The ben and cat genes are located together in the
genomes of P. fluorescens, P. aeruginosa, P. stutzeri, and P. entomophila. Reverse situation is
observed in most P. putida strains.
Genus Pseudomonas also displays other metabolic pathways for aromatic compounds: phenyl‐
acetyl-CoA (phenylethylamine, phenylethanol, styrene, tropate), homogentisate (phenylala‐
nine, tyrosine), gentisate (salicylate, 3-hydroxybenzoate, m-cresol), homoprotocatechuate (4-
hydroxyphenylacetate), nicotinate (nicotinic acid), etc [18].
3. Taxonomy and identification of Pseudomonas bacteria
The  genus  Pseudomonas  belongs  to  phylum  Proteobacteria,  class  Gammaproteobacteria,
order  Pseudomonadales,  family  Pseudomonadaceae  with  type  species  P.  aeruginosa.  At
present the genus includes about 216 species with 18 subspecies and the number of species
constantly increases [20].
The identification of Pseudomonas is a necessary step preceding further use of these bacteria
because of pathogenicity of some strains to plants and animals, including humans, and its wide
metabolic diversity. Since the discovery of Pseudomonas, a large number of species was
assigned to the genus. First classification of Pseudomonas species was based on phenotypic
characteristics. The most significant work providing phenotypic description of this genus was
performed by Stanier et al. Strains of different species were subjected to many phenotypic tests,
the most important of which was the nutritional screening [21].
In the 1960s studies on nucleic acid similarity have been started. DNA–DNA hybridization
(DDH) has shown high degree of genomic heterogeneity among the species assigned to the
genus [14, 22]. DDH is a universal technique that could offer truly genome-wide comparisons
between organisms, but it demands large quantities of high-quality DNA (in comparison with
PCR-based techniques). It makes DDH time-consuming and labour-intensive [23].
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Evidence of the high level of conservatism among ribosomal RNA molecules [24, 25] allowed
to divide this genus into five rRNA groups using rRNA–DNA hybridization [26]. Only rRNA
group I that included the type species P. aeruginosa, all the fluorescent (P. fluorescens, P.
putida, P. syringae), and some non-fluorescent species (P. stutzeri, P. alcaligenes, P. pseudoalcali‐
genes, P. mendocina) reserved the name Pseudomonas. Later the residuary rRNA groups were
affiliated to other genera. The species of rRNA group II were transferred to the genera
Burkholderia and Ralstonia, the species of rRNA group III were transferred to the genera
Acidovorax, Comamonas, and Hydrogenophaga, the species of rRNA group IV and group V were
transferred to the genera Brevundimonas and Stenotrophomonas, respectively [27-33].
Sequential development of molecular methods has emphasized the role of 16S rRNA in the
identification and classification of bacteria, including Pseudomonas. Reasons that allow wide
use of 16S rRNA for taxonomic studies include: presence in almost all bacteria, often existing
as a multigene family, or operons; the function of the 16S rRNA gene over time has not changed,
suggesting that random sequence changes are a more accurate measure of time (evolution);
the 16S rRNA gene (1500 bp) is large enough for informatics purposes [34]. 23S rRNA is
excessively conserved and 5S rRNA is too small for research.
As a result of 16S rRNA sequencing by Moore et al., the genus Pseudomonas was grouped into
2 distinct intrageneric divisions. These divisions are designated the "P. aeruginosa intrageneric
cluster" and the "P. fluorescens intrageneric cluster" including four (P. aeruginosa, P. resinovor‐
ans, P. mendocina, P. flavescens) and five (P. fluorescens, P. syringae, P. cichorii, P. putida, P.
agarici) lineages, respectively. Sequence similarities between the species ranged from 93.3%
(between P. cichorii and P. cirtonellolis) to 99.9% (between P. oloevorans and P. pseudoalcali‐
genes). It was observed that 148 positions of 16S rRNA were variable among 1492 nucleotide
positions, and 65 positions of these nucleotides were located within three hypervariable
regions. Approximately 44% of the total gene sequence variability of Pseudomonas species
occurs in 6% of the 16S rRNA sequence. Regions other than the variable regions are crucial for
ribosome functions [35]. In the research of Anzai et al. genus Pseudomonas was divided into
two clusters using 16S rRNA sequencing. Six groups were defined within the first cluster: P.
syringae, P. chlororaphis, P. fluorescens, P. stutzeri, P. aeruginosa, and P. putida groups. P. agarici
and P. asplenii belong to first cluster, but they were not included into any group. The second
cluster contained only P. pertucinogena group [36].
Although 16S rRNA gene sequencing is useful for classification and identification, it has some
resolution problems at the genus and species level. These problematic groups include the
family Enterobacteriaceae (in particular, Enterobacter and Pantoea), the Acinetobacter baumannii-
A. calcoaceticus complex, genera Achromobacter, Stenotrophomonas, Actinomyces, and some
species such as Bacillus anthracis, Bacillus cereus, Bacillus globisporus, Bacillus psychrophilus,
Burkholderia cocovenenans, Burkholderia gladioli, Burkholderia pseudomallei, Burkholderia thailan‐
densis, Neisseria cinerea, Neisseria meningitides, Pseudomonas fluorescens, Pseudomonas jessenii,
Streptococcus mitis, Streptococcus oralis, Streptococcus pneumonia, etc. Some of these problems are
related to bacterial nomenclature and taxonomy; others are related to sequence identity and
very high similarity scores. Some species, like Aeromonas veronii, could contain up to six copies
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of the 16S rRNA gene that differ by up to 1.5% among themselves which might cause identi‐
fication problems [37].
Some conservative genes such as gyrB (DNA gyrase B subunit) and rpoD (σ70 factor) also can
be used for the identification because protein-encoding genes evolve much faster than rRNA
genes and provide higher resolution of intrageneric relationships than 16S rRNA sequencing.
Using these genes, two major intrageneric clusters were identified. These intrageneric divi‐
sions are consistent with the clusters that have been defined using 16S rRNA gene sequence
analysis by Moore, but phylogenetic relationships within the clusters differ in comparison with
16S rRNA sequencing. GyrB and rpoD nucleotide sequences can be also used to design specific
PCR primers due to the high evolution rates [38, 39]. OprI, rpoB, atpD, carA, recA, and oprF also
can serve as alternative phylogenetic markers when studying Pseudomonas taxonomy [40-43].
Another  recently  introduced method for  taxonomic investigations  of  bacteria  is  multilo‐
cus  sequence  typing/analysis  (MLST/MLSA).  MLSA  is  a  molecular  typing  method  that
consists of sequencing 400-600 bp long fragments of some housekeeping genes, i.e., genes
that  are  present  in  most  bacteria.  MLSA has two important  advantages over  16S rRNA
sequencing: 1) the higher variability of housekeeping genes as compared to the 16S rRNA
sequence and increased length of the total analyzed sequence even allow differentiation of
strains;  2)  sequencing  of  some genes  reduces  the  risk  that  horizontal  gene  transfer  ob‐
scures the resulting phylogeny [44].  According to the recent MLSA research (16S rRNA,
gyrB, rpoB, and rpoD genes) the genus Pseudomonas, as before, is divided into two lineag‐
es  (P.  aeruginosa  and  P.  fluorescens),  which  are  subdivided  into  three  and  nine  groups,
respectively. The P. oryzihabitans group (two species) and the type strains of P. luteola, P.
pachastrellae,  and  P.  pertucinogena  are  the  most  phylogenetically  distant  from  all  other
Pseudomonas and therefore they aren’t included in these lineages [45].
In addition to sequencing of different genes it’s possible to use a number of other methods.
Restriction fragment length polymorphism (RFLP) is related to the polymorphic nature of the
locations of restriction enzyme sites within defined genetic regions. As a result of RFLP,
restriction profile is revealed. RFLP procedure is simple in manipulation and it doesn’t require
sequence information allowing to identify bacteria at species or subspecies level. On the other
hand, it’s time consuming and requires large amounts of DNA. The method was applied to
determine genomovars and biotypes of various Pseudomonas species using 16S rRNA or
16S-23S spacer regions [46, 47]. The intergenic 16S-23S internally transcribed spacer (ITS1)
regions are less susceptible to selection pressure because of their non-coding function and
should have accumulated a higher percentage of mutations than the rRNA genes [46].
It’s possible to use polymerase chain reaction-reverse cross-blot hybridization (PCR-RCBH) in
detection and identification studies. 16S-23S intergenic spacer region was amplified and used
in hybridization assay with specific oligonucleotide probes to fluorescent pseudomonads and
certain species of the genus. Positive reactions were observed if studied bacteria at least
belonged to genus Pseudomonas. It was demonstrated that the identification of pseudomonads
by PCR-RCBH is highly specific and less time-consuming than the conventional bacterial
culture method [48].
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Pulsed-field gel electrophoresis (PFGE) can be used for differentiation and identification of
single strains [49, 50]. PFGE is often considered the “gold standard” of molecular typing
methods. PFGE has the high discriminatory power, however, this method is time-consuming
and labour-intensive, and some point mutations can change banding patterns, resulting in
misleading results [51]. Enterobacterial repetitive intergenic consensus PCR (ERIC-PCR) is also
an effective method for identification of Pseudomonas genotypes. ERIC-PCR is quick, easy to
perform and cost effective, but it has low reproducibility compared to PFGE [52-54].
As mentioned above, some chemotaxonomic markers like pyoverdines also can be taxonomic
tools for the identification of Pseudomonas. Strains belonging to a well-defined genomic group
produce an identical pyoverdine, and each genomic group is characterized by a specific
pyoverdine. The same conclusions are valid for nonfluorescent Pseudomonas species and their
siderophores. Strains are analyzed by two siderotyping methods: siderophore isoelectrofo‐
cusing and siderophore-mediated iron uptake. Correlation between DNA-DNA hybridization
and siderotyping data was established. Compared to conventional phenotypic and genomic
methods, siderotyping is the fast, accurate, and easy-to-perform technique allowing to identify
at the species level. Two siderotyping methods can be improved by mass spectrometric
determination of the molecular mass of pyoverdines [13, 55, 56].
Another possible tool for Pseudomonas taxonomy is fluorescence spectroscopy. In the study of
Tourkya et al. analysis of emission spectra of three intrinsic fluorophores (NADH, tryptophan,
and the complex of aromatic amino acids and nucleic acid) allowed to clearly discriminate
Pseudomonas at genus level from Burkholderia, Xanthomonas and Stenotrophomonas. These results
correlate with the classification based on 16S rRNA comparison. Fluorescence spectroscopy
also allowed to discriminate P. lundensis, P. taetrolens, P. fragi, P. chlororaphis, and P. stutzeri
species from the others. Clustering of these species is also concordant with data from 16S rRNA
gene sequence comparison affiliating the four species to the same P. chlororaphis group [57].
There are many methods allowing to identify and classify the Pseudomonas genus, but gene
sequencing procedures proved the most advanced and sophisticated. Great diversity of genus
Pseudomonas urges further progress of taxonomic methodology.
4. Criteria for selection of Pseudomonas bacteria
As mentioned above, pseudomonads are able to degrade a broad spectrum of compounds.
They are also characterized by an enormous biosynthesis capacity resulting in the production
of a wide range of secondary metabolites and biopolymers. Ability to degrade and synthesize
various substances is a vital technological merit of Pseudomonas. It promotes practical interest
in various biotechnological processes such as bioremediation, production of polymers,
biotransformation, synthesis of low-molecular-weight compounds and recombinant proteins,
biocontrol agents [58]. The above-mentioned applications demand formulation of criteria for
selection of pseudomonads.
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5. Safety of Pseudomonas bacteria
Pseudomonas is known to display a range of pathogenic and toxicological characteristics in
regard to humans, animals, and plants. The infections pseudomonads cause to humans are
generally opportunistic. Individuals most at risk from Pseudomonas infection are the immu‐
nocompromised, patients with cystic fibrosis, and patients suffering major trauma or burns.
The predominant Pseudomonas species isolated from clinical sources are P. aeruginosa [59]. P.
aeruginosa is an opportunistic pathogen that may induce severe infections in humans and other
vertebrates. Some P. aeruginosa strains, like PA14, also cause disease in a variety of nonverte‐
brate hosts, including plants, Caenorhabditis elegans, and the greater wax moth, Galleria
mellonella [60]. The other Pseudomonas infection cases are rare.
Important feature of Pseudomonas is antibiotic resistance. Antibiotic resistance in the bacterial
community constantly increases, and more multiple drug resistant strains appear. The best
studied organism among pseudomonads is P. aeruginosa. The species is known for multiple
drug resistance. P. aeruginosa has acquired resistance via multiple mechanisms, including
production of β-lactamases and carbapenemases, upregulation of multidrug efflux pumps,
and cell wall mutations leading to a reduction in porin channels [61].
Antibiotics used to treat P. aeruginosa infections have to cross the cell wall to reach their targets.
The resistance of P. aeruginosa to these antibiotics is connected, first of all, with low permeability
of the outer cell membrane and the efficient removal of antibiotics by efflux pumps. The above-
mentioned mechanisms are common components of the resistance phenotype for β-lactams,
aminoglycosides, and quinolone antibiotics. The agents that break down the outer-membrane
permeability barrier (cationic antimicrobial peptides [62] or mutations that create large
channels in the outer membrane [63]) make cells more susceptible to antibiotics.
The outer membrane contains proteins (porins) which form water-filled channels for diffusion
of hydrophilic molecules. Porins play an important physiological role in the transport of
various compounds. β-lactams, aminoglycosides, tetracyclines, and some fluoroquinolones
can pass through porin channels [64, 65]. The loss of these porin channels can decrease the
susceptibility of P. aeruginosa to antibiotics. Approximately 163 known or predicted outer
membrane proteins were identified with 64 of these outer membrane proteins grouped into
three families of porins [66]. OprF is a major porin of P. aeruginosa that forms a majority of
small channels and a minority of larger channels [67]. OprF is present in high abundance as a
closed conformer, and exists as an open channel only at very low levels. Therefore, it was
shown that resistance to β-lactam antibiotics does not seem to involve loss or modification of
OprF [68].
Porin OprD takes part in uptake of basic amino acids, small peptides and carbapenems (such
as imipenem and meropenem) [69, 70]. Any substitution or deletion within external loop 2 and
loop 3 of OprD results in changes of conformation and can cause imipenem resistance.
Functional deletion of loop 2 at H729 induced partial resistance to imipenem and meropenem.
Imipenam was found to bind to sites in loop 2 to block channel function. Deletion of loops 3
and 4 in OprD also results in failed expression. However, loop 3 is more likely to serve as a
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passage channel within OprD for imipenem, but not a direct binding site. Loop 1, loop 5, loop
6, loop 7, and loop 8 are not involved in the passage of imipenem, but either the deletion or
amino acid substitutions of loop 5, loop 7, and loop 8 resulted in increased susceptibility to β-
lactams, quinolones, chloramphenicol, carbapenems and tetracycline [71-76]. Amino acids
including histidine, arginine, and lysine, its analogs, and peptides containing lysine can inhibit
the penetration of imipenem in P. aeruginosa cells [70]. Culture medium containing basic amino
acids significantly increased the minimum inhibitory concentration (MIC) of carbapenems
against clinical isolates of P. aeruginosa [77].
Polycationic antibiotics, such as polymyxin B and aminoglycosides, and EDTA can pass
through outer membrane without porins [78]. They displace divalent cations from lipopoly‐
saccharide (LPS) molecules and destabilize the outer membrane increasing susceptibility to
these antibiotics [79, 80]. Overexpression of OprH as a result of mutation or adaptation to low
Mg2+ concentrations increases membrane resistance. OprH binds to LPS sites which are
occupied by divalent cations and prevents access of polymyxin, gentamicin, and EDTA to these
sites [78].
Besides porins, P. aeruginosa has numerous and highly efficient efflux mechanisms to resist to
antibiotics. Efflux pumps include five superfamilies, based on energy source, the phylogenic
relationship and the substrate specificity. There are five superfamilies: SMR (Small Multidrug
Resistance), MET (Multidrug Endosomal Transporter), MAR (Multi Antimicrobial Resistance),
RND (Resistance Nodulation Division), and MFS (Major Facilitator Superfamily) [81]. P.
aeruginosa has efflux systems from all five superfamilies, but the largest number of predicted
pumps belongs to the RND family with a total of 12 RND systems including two divalent metal
cation transporters [82]. The efflux systems are composed of three protein components: an
energy-dependent pump located in the cytoplasmic membrane, an outer membrane porin, and
a linker protein which couples the two membrane components together. The 10 RND pumps
of P. aeruginosa without the metal cation transporters are MexAB-OprM, MexCD-OprJ, MexEF-
OprN, MexXY, MexJK, MexGHI-OpmD, MexVW, MexPQ-OpmE, MexMN, and TriABC, howev‐
er, not all of these systems are well studied. These systems provide for intrinsic resistance to
a number of antibiotics. Deletion, disruption or overexpression of pumps can make strains
more or less sensitive to antibiotics or both effects can be shown (in case of MexCD-oprJ) [83].
Additionally, P. aeruginosa has a number of β-lactamases that are able to hydrolyze such
antibiotics as penicillins, monobactams, cephalosporins, and carbapenems. β-lactamases
divide into four classes, each including types that are usually plasmid-mediated or chromo‐
somal [84]. The most common imported β-lactamases of P. aeruginosa are penicillinases from
the molecular class A serine β-lactamases (PSE, CARB, and TEM families). The most prevalent
enzymes of this group belong to the PSE family. Class A extended-spectrum β-lactamases also
include enzymes from the TEM, SHV, CTX-M, PER, VEB, GES, and IBC families. Extended-
spectrum β-lactamases from the class D, metallo-β-lactamases from the class B with four major
families (IMP, VIM, SPM, and GIM families), OXA-type enzymes, class A carbapenemases of
the KPC family also have been found within P. aeruginosa. P. aeruginosa has an inducible AmpC
cephalosporinase which is similar to AmpC of several members of the Enterobacteriaceae.
Increasing AmpC production provides for resistance to all β-lactams, except the carbapenems.
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However, lack of AmpC increases susceptibility to imipenem and doripenem but not to
meropenem. Overproduction of AmpC can occur either by induction of the ampC gene or
through a process of derepression. Overproduction via induction occurs under the influence
of specific β-lactams and β-lactamase inhibitors (cefoxitin, imipenem, and clavulanate), but
the process is reversible after removal of the inducing agent. AmpC derepression is related to
chromosomal mutations, and therefore concentration of AmpC enzyme remains at an elevated
level [83].
Another mechanism of antibiotic resistance is modification of antibiotics such as aminoglyco‐
sides. Modifying enzymes phosphorylate (aminoglycoside phosphoryltransferase), acetylate
(aminoglycoside acetyltransferase), or adenylate (aminoglycoside nucleotidyltransferase)
these antibiotics. Aminoglycoside acetyltransferases (AAC) acetylate compounds such as
gentamicin, tobramycin, netilmicin, and amikacin at the 1, 3, 6′, and 2′ amino groups. Ami‐
noglycoside phosphoryltransferases (APH) inactivate kanamycin, neomycin, and streptomy‐
cin by modification of the 3′-OH of these antibiotics. Primary role of some phosphotransferases
such as APH(3′)-IIb may be participation in metabolism, and resistance to aminoglycosides
may be provided fortuitously. Aminoglycoside nucleotidyltransferases (ANT) modify
aminoglycosides such as streptomycin and gentamicin. ANT(2")-I with AAC(6′) and AAC(3)
are the most common enzymes providing for aminoglycoside resistance in P. aeruginosa.
Enzymes that modify aminoglycosides can be associated with transposons which additionally
carry genes for resistance to other compounds. aac(3) and aac(6′) genes are often associated
with transposons or integrons carrying genes for extended-spectrum β-lactamases, metallo-
β-lactamases or genes encoding other aminoglycoside-modifying enzymes [85].
Antibiotic resistance can be provided by changes in targets. Mutations in genes gyrA and
parC (topoisomerases II and IV, respectively) increase resistance to fluoroquinolones. Mainly
changes of gyrA especially in the Thr-83 codon provide reduced fluoroquinolone sensitivi‐
ty in P. aeruginosa. Usually mutations in parC are found jointly with highly resistant gyrA
mutants [86-88].
Biofilm-forming ability provides resistance to adverse conditions, like antibiotic tolerance in
P. aeruginosa. Biofilm bacteria are usually embedded in an extracellular polymeric substance
(EPS) matrix composed of polysaccharides, proteins, and nucleic acid [89-92]. The composition
of the matrix depends on the environmental conditions, the age of the biofilm, and the
particular P. aeruginosa strain forming the biofilm. At least three exopolysaccharides have been
shown to be produced by P. aeruginosa: alginate, Psl, and Pel. Alginates are linear polyanionic
exopolysaccharides composed of uronic acids. These compounds decrease susceptibility of
biofilms to antibiotic treatment. The Psl polysaccharide is rich in mannose and galactose and
is connected with initial attachment and mature biofilm formation. Pel is a glucose-rich,
cellulose-like polymer that plays a role in cell-to-cell interactions [93]. Several mechanisms in
biofilm increase resistance to antimicrobial agents. These are binding and sequestration of
antimicrobial agents by EPS components, stationary phase or slow growth of cells because of
nutrient and oxygen limitation within the depths of a biofilm [94, 95]. Alginate produced by
P. aeruginosa can retard the diffusion of some antimicrobials (piperacillin, amikacin, gentami‐
cin), whereas others penetrate readily (ciprofloxacin, levofloxacin, sparfloxacin, ofloxacin) [96,
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97]. Addition of alginate lyase and DNase increase activity of antibiotics [98]. Biofilms are
characterized by the heterogeneity: cells close to the substratum exhibit low metabolic activity
and cells on top exhibit high metabolic activity. Antimicrobial agents such as ciprofloxacin,
tetracycline, tobramycin, and gentamicin interfere with physiological processes of bacterial
cells and specifically kill the metabolically active cells in the top layer of biofilms. Other
antimicrobial agents such as colistin, EDTA, and SDS interfere with bacterial membrane
structures and kill the cells of the deeper layer [99, 100]. However, a small number of bacteria
can survive under simultaneous action of both treatments [99].
Thereby P. aeruginosa have many mechanisms allowing to survive negative effects of antibi‐
otics. As a result Pseudomonas infections are hard to get rid of.
6. Waste as media for growth of Pseudomonas bacteria
As mentioned above, Pseudomonas can grow in minimal media and can utilize a large variety
of organic molecules. It appears attractive to use waste as media for Pseudomonas cultivation,
biodegradation or production of necessary compounds, hence further experiments were
carried out.
Frying oil is produced in large quantities by the food industry and private households. The
used cooking oil changes its composition and contains more than 30% of polar compounds
depending on the variety of food, the type of frying and the number of cycles used. The
utilization of these compounds is a growing problem, arousing expanding interest in the use
of waste in microbial transformation [101]. Most of the tested Pseudomonas showed satisfactory
growth on basal medium with 2% or 4% used olive oil or used sunflower oil. Used olive oil
also induced biosurfactant production. Sunflower oil was worse substrate for cell growth and
biosurfactant production [102].
Biosurfactants are the surface-active compounds that find use in the cosmetic and food
production, healthcare, pulp and paper processing, coal, ceramic, and metal industries. They
also may be applied in cleaning of oil-contaminated tankers, oil spill removal, transportation
and recovery of crude oil, and bioremediation of contaminated sites. Biosurfactants show
advantages over chemical analogs owing to their low toxicity and biodegradable nature.
Pseudomonas is able to synthesize these compounds from cheap carbon sources such as
vegetable oils and wastes from the food industry [58, 103].
P. aeruginosa LBI strain was grown on media containing one of residues from soybean, corn,
babassu, cottonseed, and palm oil refinery. The soybean soapstock waste was the preferred
substrate generating 11.7 g/L of rhamnolipids with the best surface-active properties compared
with the products from other oil wastes. Biosurfactant from palm oil waste shows a good
emulsification index against kerosene suggesting its potential use for bioremediation [104].
Similar experiments showed that waste motor lubricant oil and peanut oil cake [105], waste
frying rice bran oil [106], distillery and whey wastes [107], waste frying coconut oil [108], olive
oil mill wastewater [109] and molasses [110] can be used as cheap carbon sources for produc‐
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tion of biosurfactants by Pseudomonas. Additionally, these substrates may help solve waste
disposal problem.
Glycerol, cassava wastewater, waste cooking oil and cassava wastewater with waste frying
oils were evaluated as alternative low-cost carbon substrates for the production of rhamnoli‐
pids and polyhydroxyalkanoates (PHAs) by various P. aeruginosa strains. Cassava wastewater
with added waste cooking oil provides higher levels of rhamnolipids and PHAs compared
with the other carbon substrates [111].
PHAs are composed of medium-chain length (R)-3-hydroxyfatty acids characterized by
thermoplastic properties, biodegradability and biocompatibility. They make PHAs suitable
for use in the packaging, medicine, pharmacy, agriculture and food industries [58]. Technical
oleic acid and waste frying oil were shown to be suitable substrates for PHAs production by
P. aeruginosa strain NCIB 40045 [112]. Glycerol by-product generated during the production
of biodiesel from kitchen chimney dump lard was a better carbon source for PHA synthesis
by P. aeruginosa JQ866912 as compared with commercial glycerol, sugarcane molasses and
glucose. Using this glycerol by-product as a carbon source for PHA production could be both
environmentally benign and cost-effective coupling of biodiesel and PHA production [113].
P. oleovorans is able to produce PHAs using the residual oil from biotechnological rhamnose
production as the sole carbon source. PHAs isolated from P. oleovorans are more diverse than
PHAs from Ralstonia eutropha H16 growing under the same conditions [114]. P. putida KT2442
produces PHAs in wastewater from olive oil mills (called alpechín), supplemented with
glucose, yeast extract and NH4Cl [115].
Wastes can be used as media in melanin production. Melanins represent a group of macro‐
molecules, synthesized in living organisms by oxidative polymerization of various phenolic
substances in the process of adaption [116]. Melanins act as photoprotectants against UV and
visible light, charge transport mediators, free-radical scavengers, antioxidants, metal ion
balancers [117]. Melanins find applications in agriculture, medicine, cosmetic and pharma‐
ceutical industries. Some bacteria are able to synthesize these compounds. Marine melanin
producer Pseudomonas sp. (closely related to P. guinea) was incubated in marine broth, vegetable
waste from cabbage leftovers supplemented with 1.9 % NaCl to maintain salinity and marine
broth - vegetable waste medium blended in 30:70 ratio for melanin production. The sole
vegetable waste generated no pigmentation. Marine broth medium demonstrated more
melanin production than the marine broth - vegetable waste blended medium (5.35 ± 0.4 and
2.79 ± 0.2 mg/mL after 72h of incubation, respectively). However, melanin from both sources
after purification looked alike in appearance. This study confirms that the pigment can be
produced from the cheaper substrates without any functional variation [118].
Another possible waste substrate as fermentation media is animal fleshing, the solid waste
produced in large amounts by tanning industry. The studied P. aeruginosa strain can digest the
media and produce alkaline protease, an industrially important enzyme from waste material.
Alkaline proteases have considerable application in leather tanning industry [119]. Strain
showed maximum alkaline protease production after 20 hours of incubation at the end of
exponential growth phase [120].
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P. aeruginosa MN7 was found to produce proteases when it was grown in media containing
only shrimp waste powder, indicating that it can obtain its carbon, nitrogen, and salts
requirements directly from shrimp waste. Protease production increased with increasing
concentration of shrimp waste powder and reached a maximum value at 60 g/L [121]. Shrimp
shell powder can be used for low-cost production of chitinase and chitosanase showing
potential applications in the biocontrol of plant pathogenic fungi and insects. Shrimp shell
powder (10 mU/mL) was more suitable as an inducer of chitinase production than squid pen
powder (7.2 mU/mL), shrimp and crab shell powder (2.8 mU/mL), katsuobushi from mackerel
(<0.1 mU/mL), katsuobushi from bonito (<0.1 mU/mL), and chitin (<0.1 mU/mL) [122].
The potential use of keratinous and chitinous wastes, such as chicken-feathers and shrimp
wastes for oil-remediation was shown. Cultures were grown in minimal media with crude oil,
or oil supplemented with chicken-feathers or shrimp wastes. The presence of organic wastes,
mainly keratinous ones, enhanced the oil-hydrocarbons removal to an extent of 90%. Kerati‐
nolytic bacteria were better enzyme producers than the chitinolytic ones, and oil removal in
the presence of chicken-feathers was 3.8 times higher than with shrimp wastes, and almost
twice, in comparison with oil-only added cultures [123].
Various combinations of agricultural wastes can be tested to promote P. fluorescence produc‐
tion. Seven different variants were checked to detect the increased production of P. fluores‐
cence. Composition containing rice straw, rice husk, wheat husk, cow dung, coconut water was
found to be the optimal substrate for cultivation. The chosen combination also favored a high
rate of green pigment production in this medium [124].
Toner waste black powder (TWBP) from copiers and printers is considered to be toxic for
environment, and introduction of bacteria can alleviate the problem of TWBP disposal. It was
stated that P. spp. and P. aeuroginosa utilize TWBP for growth. TWBP was mixed with soil at
different concentrations (2g TWBP + 10g soil, 4g TWBP + 10 g soil, 6g TWBP + 10g soil, 8g
TWBP + 10g soil and 10g TWBP + 10g soil) and inoculated in minimal salt medium. Among
the various tested TWBP concentrations, 2g TWBP dose provoked significant stimulation of
bacterial growth [125].
Tobacco-related processes can release wastes saturated with water-soluble nicotine posing
biological and ecological hazard. P. sp. ZUTSKD consumed nicotine as sole source of carbon,
nitrogen and energy when grown in basic inorganic salt medium. Growth and nicotine
degradation were observed at substrate concentrations of 2–5.8 g/L. The strain degraded
nicotine completely when the concentration of reducing sugar in TWE (tobacco waste extract)
was lower than 8 g/L. Glucose concentration above 10 g/L inhibited nicotine degradation. Yeast
extract and phosphate additions improved nicotine degradation in 5% TWE [126].
7. Stress resistance of Pseudomonas bacteria
Pseudomonas species thrive under moist conditions in soil (particularly in association with
plants), in sewage sediments and the aquatic environments. Environmental conditions which
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will affect their growth include nutrient availability, moisture, temperature, competition, UV
irradiation, oxygen availability, salinity and the presence of inhibitory or toxic compounds,
but nutritional demands of Pseudomonas are modest [59].
There are some ways that allow pseudomonads to resist to adverse conditions. The alternative
sigma factors RpoS (σs) and RpoE (σ22; also referred to as AlgU or AlgT in fluorescent pseu‐
domonads) are involved in bacterial survival under stress conditions. The sigma factor
encoded by the rpoS gene is known to be important for survival under stressful conditions in
several bacterial species. Studies of rpoS mutant P. aeruginosa PAOl revealed a two- to threefold
increase in the rate of kill of stationary-phase cells following exposure to heat, low pH, high
osmolarity, hydrogen peroxide and ethanol. However, stationary-phase RpoS-negative cells
of P. aeruginosa were much more resistant than exponentially growing RpoS-positive cells [127].
RpoS gene also is involved in tolerance to antibiotics in P. aeruginosa during the stationary phase
and heat stress [128].
The sigma factor AlgU contributes to tolerance towards osmotic, oxidative, and heat stresses
in the pathogens P. aeruginosa and P. syringae [129-133]. AlgU in P. aeruginosa also plays part
in regulation of biosynthesis of EPS alginate. AlgU is essential for adaptation of plant-
associated P. fluorescens to osmotic and desiccation stresses [134]. mucABCD genes ensure tight
control of AlgU activity [135]. The mucA gene encoding a transmembrane protein, and mucB
gene encoding a periplasmic protein are negative regulators of AlgU. Stress conditions
destabilize the MucB-MucA-AlgU complex, leading to release of AlgU into the cytosol where
AlgU becomes active [136].
Production of some compounds can provide bacterial resistance to adverse conditions. PHA-
negative mutants were more sensitive to heat treatment than non-mutated cells. The similar
effect was revealed in biofilms of PHA-negative mutants as compared to non-mutated strains
[137]. PHA availability enhances the ATP and ppGpp levels, and ppGpp has been shown to
induce expression of the rpoS gene involved in regulation of stress tolerance [138].
P. putida NBAII-RPF9 can survive under saline shock (1 M NaCl for 1 h) or heat shock (45°C
for 20 min). It was identified 13 upregulated proteins and one downregulated protein under
heat shock, 6 upregulated proteins under heat tolerance, 11 upregulated proteins under saline
shock, and 6 upregulated proteins under saline tolerance. During heat shock, heat stress
responsive molecular chaperones and membrane proteins, and during salt stress, proteins
upregulated to favor growth and adaptation of the bacterium were revealed. Heat shock
chaperones DnaK and DnaJ were expressed under both saline and heat stress. The expression
of different classes of proteins under abiotic stress can help this organism to adapt and survive
under harsh environmental conditions [139].
Study of P. aeruginosa culture exposed to steady-state hyperosmotic stress demonstrated
increased gene expression (at least threefold) in cells grown in the presence of 0.3 M NaCl and
0.7 M sucrose. Research revealed that 66 genes changed expression level in response to both
stressors [140]. Also 40 of those 66 genes are associated with virulence factor expression,
encoding proteins of a type III secretion system (TTSS), the type III cytotoxins ExoT and ExoY,
and two ancillary chaperones [141, 142]. It has been shown that P. aeruginosa accumulated K+,
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sigma factors RpoS (σs) and RpoE (σ22; also referred to as AlgU or AlgT in fluorescent pseu‐
domonads) are involved in bacterial survival under stress conditions. The sigma factor
encoded by the rpoS gene is known to be important for survival under stressful conditions in
several bacterial species. Studies of rpoS mutant P. aeruginosa PAOl revealed a two- to threefold
increase in the rate of kill of stationary-phase cells following exposure to heat, low pH, high
osmolarity, hydrogen peroxide and ethanol. However, stationary-phase RpoS-negative cells
of P. aeruginosa were much more resistant than exponentially growing RpoS-positive cells [127].
RpoS gene also is involved in tolerance to antibiotics in P. aeruginosa during the stationary phase
and heat stress [128].
The sigma factor AlgU contributes to tolerance towards osmotic, oxidative, and heat stresses
in the pathogens P. aeruginosa and P. syringae [129-133]. AlgU in P. aeruginosa also plays part
in regulation of biosynthesis of EPS alginate. AlgU is essential for adaptation of plant-
associated P. fluorescens to osmotic and desiccation stresses [134]. mucABCD genes ensure tight
control of AlgU activity [135]. The mucA gene encoding a transmembrane protein, and mucB
gene encoding a periplasmic protein are negative regulators of AlgU. Stress conditions
destabilize the MucB-MucA-AlgU complex, leading to release of AlgU into the cytosol where
AlgU becomes active [136].
Production of some compounds can provide bacterial resistance to adverse conditions. PHA-
negative mutants were more sensitive to heat treatment than non-mutated cells. The similar
effect was revealed in biofilms of PHA-negative mutants as compared to non-mutated strains
[137]. PHA availability enhances the ATP and ppGpp levels, and ppGpp has been shown to
induce expression of the rpoS gene involved in regulation of stress tolerance [138].
P. putida NBAII-RPF9 can survive under saline shock (1 M NaCl for 1 h) or heat shock (45°C
for 20 min). It was identified 13 upregulated proteins and one downregulated protein under
heat shock, 6 upregulated proteins under heat tolerance, 11 upregulated proteins under saline
shock, and 6 upregulated proteins under saline tolerance. During heat shock, heat stress
responsive molecular chaperones and membrane proteins, and during salt stress, proteins
upregulated to favor growth and adaptation of the bacterium were revealed. Heat shock
chaperones DnaK and DnaJ were expressed under both saline and heat stress. The expression
of different classes of proteins under abiotic stress can help this organism to adapt and survive
under harsh environmental conditions [139].
Study of P. aeruginosa culture exposed to steady-state hyperosmotic stress demonstrated
increased gene expression (at least threefold) in cells grown in the presence of 0.3 M NaCl and
0.7 M sucrose. Research revealed that 66 genes changed expression level in response to both
stressors [140]. Also 40 of those 66 genes are associated with virulence factor expression,
encoding proteins of a type III secretion system (TTSS), the type III cytotoxins ExoT and ExoY,
and two ancillary chaperones [141, 142]. It has been shown that P. aeruginosa accumulated K+,
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glutamate, trehalose as cytoplasmic osmoprotectants coupled to major organic osmoprotectant
N-acetylglutaminylglutamine amide (NAGGN). Exogenous betaine was found to increase the
growth rate and to partially replace NAGGN in osmotically stressed wild-type P. aeruginosa
cells [143].
Organic solvents are extremely toxic to microbial cells, even at very low concentration. The
cell membrane is the primary target for these compounds. Solvents penetrate into and disrupt
the lipid bilayer of membrane. Concentration plays a crucial role in determining toxicity of
organic solvents. Since Gram-negative bacteria have an additional outer membrane, and
Gram-positive bacteria have a single cytoplasmic membrane, it was assumed that Gram-
negative bacteria are better equipped to resist to organic solvents. Gram-negative bacteria
including some strains of Pseudomonas possess various adaptive mechanisms of organic
solvent tolerance. There are modifications in cell envelope to increase cell membrane rigidity
and decrease permeability, enzymes increasing rate of membrane repair, special solvent-
inactivating enzymes, action of efflux pumps, release of membrane vesicles with adhered
solvent molecules. These mechanisms help bacteria to overcome the toxic effects of organic
solvents [144].
As mentioned above, ability to form biofilm provides resistance to adverse conditions, like
antibiotic exposure of P. aeruginosa. Biofilm beneficial impact is not limited exclusively to
antibiotics. Biofilm cells were found to be more resistant to heavy metals than an equal number
of free-floating cells. The degree of increased resistance varied depending on the element. EPS
binds heavy metals and retards their diffusion within biofilm, protecting cells from stress [145].
8. Application of Pseudomonas bacteria
Due to simple requirements of growth conditions and medium composition, capacity to
produce and degrade a number of compounds, Pseudomonas species are regarded as promising
microorganisms in various biotechnological applications. As mentioned above, Pseudomonas
is able to produce biosurfactants and PHAs characterized by low toxicity and biodegradability
for further use in different technological areas. It’s possible to apply waste in these processes
as low-cost media.
Pseudomonas is also an excellent source of various enzymes acting as catalysts in specific
biochemical reactions. High efficiency and specificity facilitate introduction of enzymes in
diverse industrial processes. Enzymes produced by Pseudomonas species can be used in leather
processing for dehairing of hides [119, 146], hydrolysis of oils to concentrate the derived fatty
acids for medical purpose [147], production of monoacylglycerols and hydrocinnamic esters
used in food, pharmaceutical and cosmetic industries [148, 149], manufacturing of detergents
[150], production of biodiesel [151], remediation [152], etc.
Another possible application of Pseudomonas is bioremediation. Pseudomonas is able to remove
various toxic pollutants from natural environment. Crude oil is known to alter physical and
biochemical characteristics of soil. Petroleum contains numerous components including
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alkanes, aromatics, resins and asphaltenes. Action of some Pseudomonas cultures was shown
to degrade constituents of crude oil, automobile oil effluent, and diesel fuel [153-155]. More‐
over, pseudomonads can remove heavy metals released into the environment with industrial
and domestic wastewaters. The studies proved that Pseudomonas strains are able to dispose of
such metals as Cr, Cd, Mn, Fe, Cu, Ni, Pb from wastes [156-158]. Some species possess
enormous potential for the detoxification of pollutants containing pesticides and phenols [157].
The textile industry makes extensive use of synthetic chemicals as dyes. A significant propor‐
tion of these dyes entering the surrounding media via wastewater is toxic to the environment
and humans [159]. Dyes obstruct light penetration and oxygen transfer in water reservoirs.
They retain stability and persistence in the environment for a long term [160]. Various
physicochemical methods have been used for decolorization of dyes in wastewater, but these
methods are distinguished by low efficiency, high cost, limited application scope, and
production of recalcitrant wastes [161]. Application of bacteria can solve problems typical to
physicochemical methods. It was shown that different Pseudomonas species efficiently decol‐
orize and degrade dyes. It’s possible to increase decolorization rates by changing cultural
conditions. The optimum pH and temperature values for color removal are 7–9 and about
37°C, respectively. Immobilization, anaerobic conditions and addition of some compounds,
like yeast extract, promote enhanced decolorization rate. Elevated concentrations of dyes and
oxygen decelerate color removal [162-167].
Pseudomonas  may be used as biocontrol agents that reduce disease severity and promote
plant  growth.  They stimulate  growth by several  mechanisms.  The bacteria  can produce
some compounds  that  inhibit  spread  of  plant  pathogens.  These  compounds  are  sidero‐
phores,  hydrogen  cyanide,  pyrrolnitrin,  phenazine,  2,4-diacetyl  phloroglucinol  and  lytic
enzymes  (chitinase,  β-1,3-glucanase).  The  inhibitors  can  act  on  pathogens  directly  like
chitinase degrading the fungal cell wall or indirectly like siderophore that binds iron (III)
ions  in  the  environment  and  restrains  access  of  pathogen  to  these  ions.  Additionally,
Pseudomonas provides activation of induced systemic resistance (ISR) or systemic acquired
resistance (SAR) in plants. Resistance reveals as oxidative burst which can lead to cell death
and prevention of  pathogen spreading,  changes  in  cell  wall  composition,  production of
phytoalexins and PR proteins [168-173].
9. Conclusion
Genus Pseudomonas represents a diverse group of bacteria including a large number of species.
On the one hand, Pseudomonas is characterized by ability to grow in minimal media without
growth factors; on the other hand, these bacteria are able to produce and degrade a broad
spectrum of compounds. Pseudomonas is equipped with several mechanisms allowing to resist
and survive under adverse conditions. Currently the genus became the attractive object of
intensive research.
Pseudomonas can be used in bioremediation allowing to degrade toxic compounds and solve
problems concerning utilization of wastes hazardous for environment and humans. It was
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9. Conclusion
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growth factors; on the other hand, these bacteria are able to produce and degrade a broad
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and survive under adverse conditions. Currently the genus became the attractive object of
intensive research.
Pseudomonas can be used in bioremediation allowing to degrade toxic compounds and solve
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shown that 11 central and many different peripheral pathways provide for bacterial degrada‐
tion of a whole range of compounds. Pseudomonas promising application is bioremediation of
oil-contaminated environment. Crude oil causes changes of soil valuable properties such as
fertility, water-holding and binding capacity, permeability, and bioremediation appears the
best way to treat the oil contamination problem.
Pseudomonas species are capable of synthesizing both low-molecular-weight compounds
(rhamnolipids, enzymes) and polymers (polyhydroxyalkanoates) that are often characterized
by better properties than chemical analogs. Their potential usage is manufacturing cosmetics,
food, oil refining, leather and paper processing, coal, ceramic, metal industries, agriculture,
biodiesel production and medicine. Experiments revealed that agricultural and industrial
wastes are suitable substrates for production of biosurfactants, polyhydroxyalkanoates,
enzymes, melanin, etc. Application of these substrates will solve problems related to utilization
of wastes.
Vast potential of pseudomonads as biocontrol agents was demonstrated. Pseudomonas decrease
negative influence of plant pathogens by various ways. They can either produce compounds
that directly affect pathogens or stimulate development of induced resistance in plants.
Summing up, Pseudomonas species and their products find applications in various fields
primarily because they are capable to utilize a wide range of organic and inorganic compounds.
The recent technological advances in the area of genomics and proteomics are now beginning
to lay out important avenue of research focused on the role of Pseudomonas bacteria and the
molecular mechanisms of their beneficial action.
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Abstract
Schizosaccharomyces pombe (Sz. pombe), or fission yeast, is an ascomycete unicellular
fungus that has been used as a model system for studying diverse biological processes
of higher eukaryotic cells, such as the cell cycle and the maintenance of cell shape,
apoptosis, and ageing. Sz. pombe is a rod-shaped cell that grows by apical extension;
it divides along the long axis by medial fission and septation. The fission yeast has a
doubling time of 2–4 hours, it is easy and inexpensive to grow in simple culture
conditions, and can be maintained in the haploid or the diploid state. Sz. pombe can
be genetically manipulated using methods such as mutagenesis or gene disruption
by homologous recombination. Fission yeast was defined as a micro-mammal because
it shares many molecular, genetic, and biochemical features with cells of higher
eukaryotes in mRNA splicing, post-translational modifications as N-glycosylation
protein, cell-cycle regulation, nutrient-sensing pathways as the target of rapamycin
(TOR) network, cAMP-PKA pathway, and autophagy. This chapter uses Sz. pombe as
a useful model for studying important cellular processes that support life such as
autophagy, apoptosis, and the ageing process. Therefore, the molecular analysis of
these processes in fission yeast has the potential to generate new knowledge that could
be applied to higher eukaryotes.
Keywords: Yeast, Schizosaccharomyces pombe, cellular model, autophagy, apoptosis,
ageing, chronological lifespan
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1. Introduction
1.1. General features of Schizosaccharomyces pombe
Schizosaccharomyces pombe (Sz. pombe) is a yeast found in sugar-containing fermentations of
alcohol involved in the production of beer in subtropical regions; the yeast was first described
in 1893 by P. Lindner who isolated yeast from millet beer of East Africa and gave it the name
“pombe” from the Swahili word for beer. Sz. pombe is a free-living fungus, classified with
ascomyctes such as S. cerevisiae (Table 1). However, fission yeast is taxonomically and as
evolutionarily distinct from budding yeasts as it is from humans. Sz. pombe reproduces by
fission, a process similar to that used by higher eukaryotic cells. Despite the variation in the
predicted time of divergence, phylogenetic analysis, and experimental evidence, it can be
shown that the gene sequences of Sz. pombe are often more similar to its counterpart in
mammals than the equivalent of genes of S. cerevisiae [1].
Sz. pombe is described as a fission yeast because it grows by apical extension and it divides
along the long axis by medial fission and septation. The fission yeast has a doubling time of
2–4 hours, and can be maintained in the haploid or the diploid state. The yeast has a cylindrical
rod-shape 3–4 μm in diameter and 7–14 μm in length [2]. The cell wall of Sz. pombe provides
mechanical strength and protection from environmental stresses. The cell wall determines
cellular morphology during the different stages of the life cycle, and is continuously remod‐
elled during the cell cycle to allow cellular growth. The cell wall of Sz. pombe is composed of
74–82% glucan and 9–14% galactomannan, and has a chemical composition of β-1, 3-glucan,
β-1, 6-glucan, α-1, 3-glucan, and α-galactomannan. Viewed by electron microscopy, the cell
wall is organized in a three-layered structure: the outer layer is electron-dense, the adjacent
layer is less dense, and the third layer bordering the cell membrane is dense [4, 5].
1.2. Genome organization of Sz. pombe
The whole genome of Sz. pombe, distributed over three chromosomes, is estimated at 13.8 Mb
[6]. The genome of Sz. pombe was fully sequenced using 452 cosmids, 22 plasmids, 15 BAC
clones, and 13 PCR products, in a project under the control of Schizosaccharomyces f European
Sequencing Consortium (EUPOM), the Wellcome Trust Sanger Institute (United Kingdom),
and Cold Spring Harbor Laboratory (USA). The collaborating bodies were Funding Agency
Cancer Research UK (Cambridge Institute United Kingdom) and the European Union (EU) [7].
The genome is organized in the chromosomes I (5.7 Mb), II (4.6 Mb), and III (3.5 Mb), and a
20-kb mitochondrial genome. The three centromeres are 35, 65, and 110 kb long for chromo‐
somes I, II, and III, respectively. On the centromeres are 174 tRNAs genes, 45 of which have
introns. The genome of the yeast has at least 4, 940 protein-coding genes (including 11
mitochondrial genes) and 33 pseudogenes. Sz. pombe introns average only 81 nucleotides in
length. The gene density for the complete genome is one gene every 2, 528 bp, which is similar
in chromosomes II and I (one gene every 2, 483 and 2, 457 bp, respectively) and is less dense
for chromosome III (one gene every 2, 790 bp). The spliceosomal RNAs (U1±U6) are located
with 16 small nuclear RNA genes (snRNAs) and 33 small nucleolar RNAs (sno-RNAs). The
5.8S, 18S, and 26S ribosomal RNA genes are grouped as 100±120 tandem repeats in two arrays
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on chromosome III, with the 5S ribosomal RNA genes being distributed throughout the
genome [7]. In silico analysis of the Sz. pombe genome has made it known that there are genes
highly conserved between the vegetable and animal kingdoms, some of which have been
implicated in cancers in humans [8, 9].
2. Mating-type locus, heterothallic, and homothallic phenotype
Sz. pombe has been studied extensively since the 1950s. Urs Leupold isolated the Sz. pombe
strains widely used in research from a culture of Sz. pombe Lindner str. liquefaciens obtained by
Osterwalder [10] from grape juice in France, in 1921. In its normal life cycle, Sz. pombe cells are
haploids, although they can grow in a diploid state. Leupold described the haploid character
and the complexity of the mating-type genetics of Sz. pombe, by culturing the haploid and
diploid yeast [11, 12, 13], which were both homothallic and heterothallic (h) strains. The mating
of Sz. pombe works by controlling mat genes located on the mating-type locus in the chromo‐
some II [14], which is organized by one expression locus (mat1) and two donor loci mat2 and
mat3 that encode the mat P and mat M genes, respectively. There are three alleles mat for the
mating-type: h+ (strain 975) or P (Plus, +), h− (strain 972) or M (Minus, -), and h90 (strain 968).
The mating-type is determined by the mat1 locus, cells that present the segment called mat1-
P determine the sexual type P or h+ via the two genes mat-Pi and mat-Pc [15]. Cells with the
segment mat1-M define the sexual type M or h− by two genes mat-Mi and mat-Mc. The P and
M alleles determine the mating reactions of the heterothallic strain. The homothallic strains
with cells of both the P and M mating type can mate and form asci with four ascospores.
The heterothallic strain with only one mating type, are able to mate with heterothallic Sz.
pombe strains of the opposite mating type. The allele h90 determine the homothallism [11],
derived from P and M by recombination and mutation by the crossing of heterothallic strains.
Homologous sequences flank the mating-type locus support site-specific recombination
between the expression locus and the donor loci (mat1 and mat2, or mat1 and mat3) [16].
Heterothallic strains in Sz. pombe originated from strains having spontaneously rearranged
their mating type loci. For homothallic segregants with the markers h+ parent and recombina‐
tion for two marker genes (his7 and his2) flanking the locus, two mating-type genes are
generated and named initially as h1 and h2 and later renamed mat1 and mat2, respectively [17].
GENERAL FEATURES
Doubling time of 2–4 hours
Cylindrical rod-shaped
3–4 μm in diameter and 7–14 μm in length
Ascospores arranged linearly
Easy genetic manipulation and mutant generation
ORGANISM TAXONOMY
NCBI Taxonomy ID: 284812
Kingdom: Eukaryota































Gene density Coding (%)
Length (Mb)
Whole genome 13.8
Chromosome 5.7 2483 58.6 Centromere I 35 kb
Chromosome 4.6 2457 57.5 Centromere II 65 kb
Chromosome 3.5 2790 54.5 Centromere III 110 kb
Mitochondrial genome 20 kb
PEPTIDASES MEROPS
Count of known and putative peptidases121
non-peptidase homologues 39
PomBase (http://www.pombase.org) is the model organism database for the fission yeast Schizosaccharomyces pombe.
Table 1. General features of Schizosaccharomyces pombe.
3. Cell cycle of Sz. pombe
Sz. pombe coordinate their growth with the cell cycle. Exponentially growing cells are of a
similar cell size and double in mass before entering the next round of cell division. Cell length
is a measure of the stage of the cell cycle that the cell has reached [18]. The cells are commonly
cylindrical with rounded ends, but under conditions of starvation cells become shorter. Sz.
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pombe is a single-celled, haploid organism with a cell cycle typical of a eukaryote, organized
in the same stages as those of higher eukaryotes: interphase (G1, S, and G2 phases) and mitosis
by mechanisms that are similar to those in multicellular animals. Sz. pombe usually proliferates
in a haploid state. In a medium rich in nutrients, wild-type cells undergo a mitotic division
approximately every two hours, with a short G1 phase taking less than 10% of the cell cycle.
Next, the cells enters into the S phase following cytokinesis; the longer stage of the cell cycle
is the G2 phase (70% of the cell cycle) [19]. Cells sense their size and use this information to
coordinate cell division with cell growth to maintain a constant cell size by Pom1 protein and
Nif1, localized to the cell ends of DNA, and inhibits mitotic activators in the middle of the cell
acting as sensors of cell size controlling the onset of mitosis [20]. When starved of nitrogen,
cells stop the division and arrest the cycle in G1, which promotes the sexual phase of the life
cycle through conjugation of pairs of P and M cells to form diploid zygotes in a process known
as karyogamy. In nitrogen-starved conditions, Sz. pombe haploid cells expressing the mat P and
mat M genes enters into meiotic division after forming zygotes [21, 22]. After mating and
nuclear fusion, premeiotic replication occurs, DNA content is duplicated from 2N to 4N, there
is pairing and recombination of homologous chromosomes, and ocurrs the reductional meiosis
I and the meiosis II division for the production of four haploid nucleic (1N), which are
separated into four spores in an ascus, where the ascospores of Sz. pombe are arranged linearly
[13]. Sz. pombe is normally haploid, but it is possible to select diploid strains, which can then
divide by vegetative mitotic growth until starved of nitrogen, when they undergo meiosis and
form azygotic asci. The provision of a rich nutrient source induces new vegetative growth and
mitotic cell division. In 1957, Mitchison measured changes in the volume of cells along the
yeast cell cycle. He found that volume increased slightly in the interphase, then changed about
an hour before the cell split and increased just after cleavage. Sz. pombe extended at one end
only, usually the older one [23, 24]. The cell cycle of Sz. pombe is described in Figure 1.
Figure 1. Sz. pombe cell cycle. DNA replication starts in S-phase then continues in G2-phase. Sz. pombe growth is ac‐
companied by chromosome condensation and spindle formation. During G2, Sz. pombe starts bipolar growth known as
New End Take Off (NETO), in M-phase chromosome segregation and nuclear division occurs, and in G1 cytokinesis is
accomplished so two daughter cells are produced and it can undergo S-phase. When cells are starved, they undergo
nuclear fusion, replication, and recombination, entering a diploid-phase which ends in the formation of four haploid
spores that, under normal conditions, enter into S-phase.
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4. Cellular process studied using Sz. pombe
Sz. pombe is an excellent model for the study of common eukaryotic cellular processes. The
yeast shares important biological aspects with metazoans, such as chromosomal structure and
metabolism, relatively large chromosomes and centromeres, low-complexity replication
origins, epigenetic mechanisms for regulation of genetic expression, G2/M cell cycle control,
cytokinesis, mitosis and meiosis, DNA repair and recombination, the mitochondrial transla‐
tion code, and spliceosome components, among others [2, 25].
Fission yeast presents a short cell cycle and is easy to manipulate by genetic classical and
molecular analysis. Sz. pombe is a particularly useful model for the study of the function and
regulation of genes from more complex species [26]. A model organism is any species used for
scientific research in order to answer a specific question that cannot be studied in any other
way. A model must be amenable to experimental manipulation in the laboratory, require low
costs of culture and maintenance, have a short generation time, be amenable to genetic
manipulation to produce mutants and allow the study of their effects, and show high conser‐
vation of mechanisms or specific cellular process. A system model extensively used in
microbiology, biochemistry, biotechnology, and molecular biology is Escherichia coli (E. coli).
Although this bacterium can be grown and be cultured easily and inexpensively in a laboratory
setting, E. coli lacks the mechanisms for post-transcriptional on mRNA or post-translational
modifications on proteins of eukaryotic origin. Saccharomyces cerevisiae (S. cerevisiae) is other
model used due to its quick, inexpensive, and easy growth in control conditions of the
laboratory. However, like E. coli, S. cerevisiae has a limited capability for performing post-
transcriptional or post-translational modifications such as N-glycosylations. Drosophila
melanogaster is other model system in the cellular biology field widely used for classical genetics
analysis. Caenorhabditis elegans is the model of choice for understanding the genetic control of
development, physiology, and the study of cellular process such as apoptosis and ageing. Mus
musculus and Rattus norvegicus are two mammalian models used for the study of several
diseases that affect humans; produced by highly conserved genes, its main disadvantage is
slower reproduction than other models allow. In contrast, fission yeast is an ideal system for
the analysis of cellular processes common in eukaryotic cells; since it shares many molecular,
genetic, and biochemical characteristics with multicellular organisms — such as the splicing
of mRNA, post-translational modifications, cell division, and cell cycle control [13, 27, 28] —
it has a high rate of reproduction in a short period.
4.1. Model for studying the eukaryotic cell cycle
Sz. pombe, the fission yeast, has been used as a model for the study of the eukaryote’s cell cycle.
Fission yeast is a powerful tool for the study of the cell cycle, since it has a typical cycle cell
eucarionte G1, S, G2, and M. G2 occupies approximately 70% and the remaining stages on 30%
of the total duration of the cell cycle [29, 30]. Since it has a typical cell shape, it is a useful system
for identifying genes involved in the cell cycle because mutants are easily identifiable when
compared with the wild type [31]. In the 1970s, using Sz. pombe P. Nurse demonstrated the
cyclin/cyclin-dependent kinase complex as the key regulator of cellular cycle. Sz. pombe has a
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single mitotic cyclin-dependent kinase (CDK), highly conserved, named cdc2p, homologous
to CDC28 from S. cerevisiae and CDK1 from human cells [32]. Sz. pombe has been used for the
molecular sexual differentiation analysis. In this system, it was discovered that a cluster of
genes associated with the main biological events of the differentiation process are up-regulate:
genes induced in response to environmental changes (starvation and pheromone-induced
genes), early genes (pre-meiotic S phase and recombination), middle genes (meiotic divisions
and early steps of spore formation), and late genes (spore maturation) [33]. In addition, the
use of the fission yeast has contributed to the knowledge of other areas such as cytokinesis,
the formation of microtubules, differentiation, cell morphogenesis and polarity, mechanisms
of response to stress, and response to damage of the DNA [34, 35].
4.2. Cellular ageing
The identification of evolutionarily conserved mechanisms that determine long lifespans has
been of great interest, making the fission yeast Sz. pombe a novel model for the study of ageing.
Ageing is a genetically programmed event [36, 37] and can be defined as a decline in biological
functions due to the accumulation of molecular and cellular damage imposed by intrinsic and
extrinsic factors on living organisms, having mortality as a consequence. Lifespans of humans
are measured chronologically from birth to death. Ageing can considered from the perspec‐
tives of two types of cellular lifespans: the replicative lifespans (RLS) of continuously dividing
cells and the chronological lifespans (CLS) of post-mitotic cells, from terminally differentiated
cells. RLS is the number of mitotic divisions a cell can undergo before senescence, and CLS is
the length of time a non-dividing cell can remain viable. CLS measures how long cells can
remain viable in a non-dividing state, allowing a continuous decline in viability without
detectable re-growth until all cells in the culture are dead. The complexity of human bodies
and the length of the human lifespan make research on the biology of human ageing difficult.
Model organisms such as yeast, worms, and flies have been extensively utilized because of
their short lifespans and their accessibility to classical genetics techniques, as well as the high
degree of conservation of genes, processes, and signalling pathways that they share with
humans and other mammals [38]. Some aspects of ageing studied in fission yeast have been
mainly focused on the effect of calorie restriction on ageing and on the detection of nutrient
signalling pathways [39, 40]. The protein kinase target of rapamycin (TOR) and insulin/insulin-
like growth factor (IGF)-1 pathway are the well-studied nutrient sensing pathways that
determine the length of lifespan [41]. TOR exerts its function through two distinct complexes:
TOR complex 1 (TORC1) and TOR complex 2 (TORC2), which regulate translation, cell growth,
and the organization of actin cytoskeleton [42, 43]. Inactivation of TORC1 increases the lifespan
in model organisms such as budding yeast, worms, flies, and mice [44, 45]. The insulin/IGF-1
signalling pathway, and their components such as PI3 kinase and AKT kinase, affect the
longevity of flies, worms, and mice [39]; interestingly, this pathway has also been found in
yeasts with the AKT kinase. In S. cerevisiae, nutrient signalling via the kinases Sch9/Tor/PKA
pathway has a strong pro-ageing effect. Down-regulation of this pathway is partially respon‐
sible for CLS increase. In fission yeast, there are two homologues of these kinases with a similar
pro-ageing activity in Sz. pombe: pka1 y sck2 [46]. In this model, deletion of pka1 or sck2 extended
CLS by diminishing the accumulation of ROS and increasing oxidative stress resistance [47,
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48]. AKT kinase orthologues of Sz. pombe regulate CLS: loss of sck1 extended the lifespan in
the condition with the excess of nutrients and loss of both genes showed that sck1 and sck2
control different longevity pathways. In addition, there are four genes identified as regulators
of ageing in Sz. pombe: 1. psp1+/sds23+/moc1+, a gene required for long-term survival in the
stationary phase. Psp1 is phosphorylated in the stationary phase by the cyclin-dependent
kinase complex Cdc2/Cdc13. 2. Casein kinase cka1+, an orthologue of the α-subunit of casein
kinase II in mammals, whose function is essential but the details of the effect of its deletion are
not known. 3. adh1+, encoding the alcohol dehydrogenase that converts acetaldehyde to
ethanol. 4. rpb10+, a protein subunit shared by RNA polymerases I, II, and III. It is noteworthy
that lifespan extension from TOR-inhibition, Sch9/Akt, or caloric restriction is an effect highly
conserved between yeast, worms, and flies [39]. Research of ageing on fission yeast has greatly
benefited the knowledge of molecular process since the data obtained can be extrapolated to
mammalian cells.
4.3. Autophagy
Autophagy is a catabolic mechanism that regulates the intracellular turnover of unfolded/
misfolded, long-lived, or damaged proteins, lipids, and organelles (such as mitochondria and
the endoplasmic reticulum (ER), through its sequestration within a double-membrane and
delivery to lysosomes for degradation and recycling of biocomponents. Under basal condi‐
tions, autophagy is a housekeeping programme, but it can also be activated by nutrient
starvation, low cellular energy levels, amino acid deprivation, growth factor withdrawal, ER
stress, hypoxia, oxidative stress, and infection [50–54]. Autophagy deregulation in higher
eukaryotes leads to muscle atrophy, myopathy, and cardiac and immune disease [52–54], and
plays a dual role in the pathogenesis of cancer [50, 52, 55, 56].
Duve [57] introduced the term autophagy from the Greek auto (itself) and phagy (eat) which
means that cells degrade their cytoplasmic components through lysosomal degradation. Clark
described the autophagy process in 1957 through electron microscopy of the kidneys of
newborn mice [58]; he discovered that inside lysosomes there were mitochondria. Unfortu‐
nately, it was very difficult to study autophagy via electron microscopy and biochemical
analysis; thanks to the introduction of molecular techniques, it was later discovered that the
yeast S. cerevisiae was a tractable model of eukaryotes. Thirty Atg proteins (autophagy-related
proteins) were also discovered later, and it was found that they possess mammalian ortho‐
logues [50–52, 54, 59–61]. Four types of autophagy have been described in mammals (Figure
2): macroautophagy (hereafter referred to as autophagy), microautophagy, chaperone-
mediated autophagy (CMA), and the more recently described RNautophagy [61–64]. In
autophagy, the cytoplasmic components (also known as cargo) are first encapsulated in a
double-membrane structure synthesized de novo, which at the beginning is the phagophore
and when it is completely formed is called autophagosome (AP), after which it is trafficked
and fused to the lysosome. In microautophagy the cargo is selected through an invagination
in the lysosome where it is degraded. In the CMA, specific cytosolic proteins containing the
motif KFERQ are recognized by the heat shock cognate protein 70 (HSC70), and are then
delivered to the lysosomal associated membrane protein (LAMP2) of type A receptor that is
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located in the lysosome membrane, where the proteins are translocated inside and degraded
[62–64]. In 2013, Fijiwara [65] described RNautophagy, where several RNAs were recognized
by the LAMP2C receptor and degraded in the lysosome. However, autophagy is a very
complex process in metazoans, making it important to have simplest biomodels that share
with mammals the core of the autophagic machinery, such as the budding yeast S. cerevisiae
and the fission yeast. In the budding yeast autophagy, microautophagy and cytoplasm to
vacuole targeting (CVT) have been outlined; likewise in the fission yeast, autophagy shares
almost the same conserved core of autophagic machinery (Figure 2). However, microautoph‐
agy, CVT, and RNautophagy have not been described and further investigation is needed in
order to unravel the conservation of these mechanisms.
Figure 2. Types of autophagy. In mammals (H. sapiens, M. musculus, and R. norvergicus), macroautophagy, microau‐
tophagy, cytoplasm to vacuole targeting (CVT), and RNautophagy have been described. In macroautophagy, cargo is
sequestered by an invagination of a lipid bilayer which at the beginning is called phagophore, before it elongates and
madurates, forming the autophagosome, then it fuses to the lysosome. In microautophagy, cargo is selected by an in‐
vagination of the lysosome. In CVT, proteins with the motif KFERQ are recognized by the HSC70, delivered, and
translocated inside the lysosome. In RNautophagy (in Sz. pombe), macroautophagy is highly conserved; however, mi‐
croautophagy, CVT, and RNautophagy (in the blue square) have not yet been elucidated.
The Atg machinery was classified into five groups according to function in each step of the
autophagic process (Table 2 and Figure 3) [1–6, 11, 12, 50–55, 60, 63, 64]: ULK1 kinase and its
Study of Cellular Processes in Higher Eukaryotes Using the Yeast Schizosaccharomyces pombe as a Model
http://dx.doi.org/10.5772/60720
115
regulators that signal the autophagosome biogenesis, the phosphatidylinositol (PtdIns) 3-
kinase complex controls the nucleation step that recruitsother Atg proteins hierarchically, the
elongation of the phagophore mediated by the Atg12 and LC3 conjugation systems, and a
subgroup of proteins with unknown functions. In mammals under nutrient rich conditions,
insulin or growth factors activate the phosphatidylinositol 3-kinase (PI3K)/Akt/mammalian
target of rapamycin (mTOR) pathway. When PI3K is activated, it converts phosphatidylino‐
sitol (3, 4)-bis phosphate (PIP2) to phosphatidylinositol-3 phosphate (PIP3), then Akt is
activated and inactivated by phosphorylation to TSC which leads to mTOR complex 1
(mTORC1) activation. mTORC1 negatively regulates ULK1 and Atg13, so when mTORC1 is
inactivated by nutrient depletion, low concentration of insulin, deprivation of amino acids, or
the addition of its antagonist rapamycin, the ULK1 kinase and Atg13 are then activated,
forming the ULK1 kinase complex (Table 2), which signals the induction of the AP formation.
There is another inductor of autophagy, the AMP activated protein kinase (AMPK), that senses
low intracellular energy status and directly activates by phosphorylation to ULK1, and by
inhibiting mTORC1 via phosphorylation of Raptor (a subunit of mTORC1) [66–69]. ULK1
phosphorylates Beclin1 at serine 14, which is a component of the PtdIns 3- kinase complex
(Table 2) and enhances Vps34 activity — this step is crucial in the AP formation because Vps34
inhibition by 3-methyladenine (3-MA) or wortmannin disrupts the biogenesis. Vps34 synthe‐
sizes PIP3 at the sites where AP are assembled; it has been suggested that PIP3 recruits
additional factors for AP formation, but its role remains unclear. Beclin1 binding proteins that
activate or inhibit AP biogenesis have been identified: the UV radiation resistance-associated
gene protein (UVRAG) and Bcl-2 or Bcl-XL, respectively. Beclin-UVRAG interacts with the class
C Vps complex proteins, which are part of the endosomal fusion machinery, so this interaction
induces AP fusion with lysosomes [50, 53, 70–71].
The next step in AP building is the elongation of the phagophore, which requires membrane
input from organelles (such as ER, mitochondria, cytoplasmic membrane, or possibly from de
novo synthesis); however, the exact membrane source is unknown. In mammals, Atg9 is a
transmembrane protein that probably carries membrane expansion of the phagophore but its
downstream effectors have not yet been elucidated. However, there are two ubiquitin-like
complexes that are required for elongation; the first one is the Atg12 conjugation system (Table
2), in which the ubiquitin-like protein Atg12 is covalently joined to Atg5. This must first be
activated by Atg7 (E1 ubiquitin activating enzyme-like or E1). Atg7 uncovers Atg12 glycine
carboxyl-terminus, then Atg12 is transferred to Atg10 (E2 ubiquitin conjugation enzyme-like
or E2), after which it is covalently attached by its terminal glycine to lysine 130 (Lys 130) of
Atg5.
Finally, Atg12-Atg5 conjugates with Atg16L1 forming a tetramer; this tetramer is essential for
the elongation but when AP has been completed it dissociates [76–78]. The second ubiquitin-
like complex is the microtubule-associated protein 1 light chain 3 (LC3) conjugation system
(Table 2). LC3 is a precursor of LC3-I, it is obtained by the cleavage of the protease Atg4B to
its carboxyl terminus. LC3-I is attached to phosphatidylethanolamine (PE) by the enzymes E1
and E2- ubiquitin-like Atg7 and Atg3, respectively, obtaining the LC3-II product which forms
part of the AP. Notice that the LC3 complex lacks an E3 ubiquitin ligase-like enzyme that could
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facilitate LC3I-PE conjugation; however, a crosstalk between these two ubiquitin-like systems
has been demonstrated by the tetramer Atg12-Atg5-Atg16L1 acting as E3-like enzyme. When
AP is formed, LC3 can be recycled from the form LC3II; this is achieved through Atg4 which
breaks apart LC3I from PE, and LC3-I and LC3-II assays are widely used for monitoring
autophagy [60, 77]. Finally AP moves bidirectionally along microtubules towards the micro‐
tubule organizing centre (MTOC) where lysosomes are enriched, then AP fuses with lysosomes
forming autolysosomes where the content is degraded and the components are recycled [50].
Atg2 is required for the AP location and can possess a different role when binding to Atg18 in
order to target the complex to autophagic membranes [79]. In Sz. pombe, depletion of nitrogen
from the culture medium triggers autophagy. Unlike mammals, the addition of AMPK does
not induce autophagy, nor can rapamycin induce it. It has been reported that rapamycin has
a partially inhibitory effect on TOR activity, moreover, the addition of rapamycin plus caffeine
prompts a starvation-specific gene expression pattern and autophagy [80–81]. Atg 1, 2, 3, 4, 5,
6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 18a, 18b, 18c, Vps34 homologues have been found (Table 2) [73–
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Table 2. Autophagic machinery in mammals and Sz. pombe.
Finally, Atg12-Atg5 conjugates with Atg16L1 forming a tetramer; this tetramer is essential for
the elongation but when AP has been completed it dissociates [76–78]. The second ubiquitin-
like complex is the microtubule-associated protein 1 light chain 3 (LC3) conjugation system
(Table 2). LC3 is a precursor of LC3-I, it is obtained by the cleavage of the protease Atg4B to
its carboxyl terminus. LC3-I is attached to phosphatidylethanolamine (PE) by the enzymes E1
and E2- ubiquitin-like Atg7 and Atg3, respectively, obtaining the LC3-II product which forms
part of the AP. Notice that the LC3 complex lacks an E3 ubiquitin ligase-like enzyme that could
facilitate LC3I-PE conjugation; however, a crosstalk between these two ubiquitin-like systems
has been demonstrated by the tetramer Atg12-Atg5-Atg16L1 acting as E3-like enzyme. When
AP is formed, LC3 can be recycled from the form LC3II; this is achieved through Atg4 which
breaks apart LC3I from PE, and LC3-I and LC3-II assays are widely used for monitoring
autophagy [60, 77].
AP moves bidirectionally along microtubules towards the microtubule organizing centre
(MTOC) where lysosomes are enriched, then AP fuses with lysosomes forming autolysosomes
where the content is degraded and the components are recycled [50]. Atg2 is required for the
AP location and can possess a different role when binding to Atg18 in order to target the
complex to autophagic membranes [79]. In Sz. pombe, depletion of nitrogen from the culture
medium triggers autophagy. Unlike mammals, the addition of AMPK does not induce
autophagy, nor can rapamycin induce it. It has been reported that rapamycin has a partially
inhibitory effect on TOR activity, moreover, the addition of rapamycin plus caffeine prompts
a starvation-specific gene expression pattern and autophagy [80–81]. Atg 1, 2, 3, 4, 5, 6, 7, 8, 9,
11, 12, 13, 14, 15, 16, 18a, 18b, 18c, Vps34 homologues have been found (Table 2) [73–75], and
their deletion inhibits AP formation.
4.4. Apoptosis
The maintenance of homeostasis in pluricellular and unicellular organisms is achieved through
lots of mechanisms, one of the most important of which is related to the death of the cell itself.
In this way, cell death regulates the number of cells in a tissue or a colony, and the removal of
damaged cells. In 1963, Lockshin introduced the term Programmed Cell Death (PCD) in order
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to define the programmed and controlled self-destruction process in a local and temporal way
[83–84]. There are many ways for a cell to die; one of them is via apoptosis. The term apoptosis
was introduced by Kerr and colleagues in 1972, which is defined as a highly coordinated
cellular suicide programme controlled principally by zymogens (i.e., caspases and metacas‐
pases), proteins of the Bcl-2 family, and mitochondria [85]. The Nomenclature Committee on
Cell Death established the morphological and biochemical changes in the apoptotic cell, such
as membrane blebbing, cell shrinkage (pyknosis), chromatin condensation plus fragmentation
(karyorrhexis), formation of membrane bound cell fragments (apoptotic bodies), decrease in
mitochondrial inner transmembrane potential, selective cleavage of various cellular proteins,
and the translocation of phosphatidylserine from the inner to the outer leaflet of the plasma
membrane [86].
The importance of Bcl-2 proteins relies on Cyt C, which in basal conditions works at the
respiratory chain but plays a different role in the cytoplasmic space: Cyt C oligomerizes with
Figure 3. Mechanism of the core Atg proteins in autophagy. Atg proteins with a purple rectangular background have
been identified in Sz. pombe, the ones in blue rectangles have not yet been described, and the ones in a red rectangle
have been identified but have no role in autophagy.
Microbiology in Agriculture and Human Health120
to define the programmed and controlled self-destruction process in a local and temporal way
[83–84]. There are many ways for a cell to die; one of them is via apoptosis. The term apoptosis
was introduced by Kerr and colleagues in 1972, which is defined as a highly coordinated
cellular suicide programme controlled principally by zymogens (i.e., caspases and metacas‐
pases), proteins of the Bcl-2 family, and mitochondria [85]. The Nomenclature Committee on
Cell Death established the morphological and biochemical changes in the apoptotic cell, such
as membrane blebbing, cell shrinkage (pyknosis), chromatin condensation plus fragmentation
(karyorrhexis), formation of membrane bound cell fragments (apoptotic bodies), decrease in
mitochondrial inner transmembrane potential, selective cleavage of various cellular proteins,
and the translocation of phosphatidylserine from the inner to the outer leaflet of the plasma
membrane [86].
The importance of Bcl-2 proteins relies on Cyt C, which in basal conditions works at the
respiratory chain but plays a different role in the cytoplasmic space: Cyt C oligomerizes with
Figure 3. Mechanism of the core Atg proteins in autophagy. Atg proteins with a purple rectangular background have
been identified in Sz. pombe, the ones in blue rectangles have not yet been described, and the ones in a red rectangle
have been identified but have no role in autophagy.
Microbiology in Agriculture and Human Health120
the adaptor protein Apoptosis protease activating factor-1 (Apaf-1), forming the complex
known as apoptosome [98, 99]. The apoptosome activates by proteolytic cleavage to caspase-9
which is one of the cascade cysteine-aspartate proteases (caspases); in other words, caspases
are liberated from their inhibitory prodomain [98, 99]. Once caspase-9 is activated, the
downstream zymogens procaspase 3/7 are activated as caspase 3/7, then they attach to specific
substrates in the cell leading to cell dismantling but they must first be released from their
endogenous inhibitor X-linked inhibitor of apoptosis (XIAP). XIAP activity is inhibited by
SMAC/ DIABLO and HtrA2/Omi, which should be remembered as mitochondrial proteins
that were released along Cyt C [94, 95, 100]. In C. elegans the mitochondrial permeabilization
and the release of Cyt C have no role in CED-3 activation, unlike its mammalian counterparts.
Another difference between the nematode and mammals is that CED-4 lacks a Cyt C interac‐
tion motif, this means that some of the apoptotic machinery are conserved among them.
However, some protein-protein interactions differ from each other.
Figure 4. Apoptosis in eukaryotic cells. The factors involved in the basic molecular machinery executing cell death are
conserved in yeast, including the yeast caspase YCA1. Apoptosis in yeast is composed of molecules shared with other
model systems. This figure shows the intrinsic and extrinsic pathways as well as the components from the C. elegans,
mammalians, and Sz. pombe.
On the other hand, the extrinsic pathway start when death ligands such as tumour necrosis
factor (TNF), Fas ligand (FasL), TNF-related apoptosis-inducing ligand (TRAIL), among
Study of Cellular Processes in Higher Eukaryotes Using the Yeast Schizosaccharomyces pombe as a Model
http://dx.doi.org/10.5772/60720
121
others, join and activate their respective transmembrane death receptor, such as Fas. The
interaction of death ligands with death receptors result in the recruitment of adaptor proteins
like the Fas-associated death domain protein (FADD), which recruits, aggregates, and
promotes procaspase-8 activation. Caspase-8 switch on procaspase 3/7 and the Bid protein
through is proteolysis. At this point, a crosstalk between the extrinsic and intrinsic pathways
are mediated by Bid activation since truncated Bid (tBid) promotes Cyt-C by interacting with
Bax, leading to Bax insertion in the mitochondrial membrane as an oligomer pore [93–95].
Study of apoptosis is difficult in higher eukaryotes due to the complexity of the phenomena
itself, which is why it was thought until recently that unicellular organisms could not have
PCD machinery because it would mean that the organism could orchestrate its suicide, so yeast
were employed as purely naïve backgrounds for studying proteins’ interaction. In 1997, B. Ink
and JM. Jurgensmeier independently performed a yeast two-hybrid system in Sz. pombe to
study the proteins of the apoptotic cascade. It was found that the expression of the proteins
Bax and Bak lead to the induction of chromatin condensation and DNA cleavage [101–102].
Moreover, the lethal phenotype was obliterated by the co-expression of the antiapoptic Bcl-XL
and Bcl-2, therefore, yeasts undergo mammalian-like apoptosis. Likewise, C. James proved
that CED-4 expression in the fission yeast induced chromatin condensation and it was
abolished by CED-9 interaction [103]. Induction of a yeast apoptotic programme can be
triggered by exogenous and intrinsic stresses, such as low doses of H2O2, acetic acid, valproic
acid, HCl, and NaOH in the media, cell ageing, and temperature stress [104–107]; these stimuli
induce ROS that also enable an apoptosis programme. Additionally, DNA damage-responsive
proteins are highly conserved among fission yeast and metazoans; hence, defects in DNA
replication promote high levels of ROS, promoting apoptosis. Interestingly, SpRad9 — the
orthologue of the human Rad9 — controls cell cycle checkpoints, and also possess a BH3
domain which enables binding with Bcl-2 and Bcl-XL in mammal cells, prompting cell death.
This proves that the Bcl-2 family of proteins may be evolutionarily conserved from fission yeast
to mammals [108–112].
Caspases are the main components of the apoptotic pathway, and are not found in Sz. Pombe;
however, it possess an orthologue in the metacaspase PcaI (Figure 4). Unlike mammalian
caspase activation, PcaI undergoes auto proteolytic cleavage activation just as in metazoan
caspases; however, until now there has been no evidence of any substrate of PcaI [104, 105,
113]. Notwithstanding, overexpressing PcaI in Sz. pombe does not induce an apparent cell death
phenotype, moreover it appears to stimulate growth. Also, PcaI expression was up-regulated
by oxidative and heavy metal toxicity, heat, hyperosmotic stress and DNA damage conditions,
H2O2, sodium nitroprusside, and CdCl, giving cytoprotection; this evidence suggests that the
metacaspase could be involved in growth and stress adaptation of Sz. pombe. It has also been
demonstrated that the level of oxidized proteins is proportional to the presence of the meta‐
caspase, possibly due to a cleaning function within the population. Apparently, PcaI has pro-
survival and pro-apoptotic roles and further investigation is needed to understand its function
[105, 113, 114]. The Htra2/Omi-like protein Nma11p (Nuclear mediator of apoptosis) is found
in S. cerevisiae, which is a serine protease, having a pro-apoptotic function, and which aggre‐
gates in the nucleus after cellular stress conditions; in Sz. Pombe, its putative homologue has
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to mammals [108–112].
Caspases are the main components of the apoptotic pathway, and are not found in Sz. Pombe;
however, it possess an orthologue in the metacaspase PcaI (Figure 4). Unlike mammalian
caspase activation, PcaI undergoes auto proteolytic cleavage activation just as in metazoan
caspases; however, until now there has been no evidence of any substrate of PcaI [104, 105,
113]. Notwithstanding, overexpressing PcaI in Sz. pombe does not induce an apparent cell death
phenotype, moreover it appears to stimulate growth. Also, PcaI expression was up-regulated
by oxidative and heavy metal toxicity, heat, hyperosmotic stress and DNA damage conditions,
H2O2, sodium nitroprusside, and CdCl, giving cytoprotection; this evidence suggests that the
metacaspase could be involved in growth and stress adaptation of Sz. pombe. It has also been
demonstrated that the level of oxidized proteins is proportional to the presence of the meta‐
caspase, possibly due to a cleaning function within the population. Apparently, PcaI has pro-
survival and pro-apoptotic roles and further investigation is needed to understand its function
[105, 113, 114]. The Htra2/Omi-like protein Nma11p (Nuclear mediator of apoptosis) is found
in S. cerevisiae, which is a serine protease, having a pro-apoptotic function, and which aggre‐
gates in the nucleus after cellular stress conditions; in Sz. Pombe, its putative homologue has
Microbiology in Agriculture and Human Health122
been found [115]. In mammals, an apoptotic marker is the release of CytC; as in yeasts, its
presence in the cytoplasm is found after the induction of the apoptotic programme. Just as in
mammals, the release of CytC decreases mitochondrial inner transmembrane potential, but
unlike metazoans the upstream and downstream effectors of PcaI have not been elucidated.
The release of CytC has been correlated with the induction of cell death in S. cerevisiae [116],
which correlates highly with the mammalian intrinsic pathway; nevertheless, CytC release has
yet to be investigated in Sz. pombe.
5. Sz. pombe: Heterologous expression systems of proteins
Fission yeast is a useful system for studying the function and regulation of genes, and an
excellent host for heterologous expression of molecules derived particularly from higher
eukaryotes because it produces high cell densities, short fermentation times, and the use of
chemically defined media [117]. Difficulties in the production and purification of heterologous
proteins are related mainly to proteolytic degradation of gene products by specific proteases
of the host [118]. This makes it highly important to obtain strains that have specific mutations
eliminating the activity of proteases. Success of this expression is based on the use of genome-
reduced strains with the deletion of unnecessary genes. Gene-deletion technology used for this
purpose is the LATOUR (latency to universal rescue) method, which eliminates a DNA
segment of more than 100 kb [119, 120]. This strategy of gene deletion is useful for identifying
genes that are essential to the yeast [121]. The Sz. pombe proteolytic system has been seldom
studied. Currently, two proteolytic systems have been identified with different subcellular
localizations: a vacuolar one (where can be found the Proteinase yspA, Proteinase yspB,
Carboxipeptidasa Y1p, Aminopeptidase yspI, Dipeptidyl aminopeptidase DPK, and DPC) and
another Cytosolic level (Leucin Aminopeptidase yspII, peptidase multicorn, and proteasome
26S) [122, 123]. From full-genome sequence data which are deposited in the MEROPS database,
an output of 121 peptidases and probable peptidases, being non-peptidase homologues 39
proteases, has been identified [124].
6. Conclusions
This chapter discussed some topics related to the employment of Sz. pombe as a model system
for the study of the cellular processes of eukaryotes. Despite the complexity of mammalian
cells with respect to single-celled yeasts, many intracellular processes are highly conserved,
such as cell cycle, autophagy, and ageing; there are even similarities at the level of the
mechanisms of the processes carried out in the cell. In some cases, there is only the sharing of
some genes, as in the apoptosis process. However, their genetic regulation could be similar in
triggering the specific cellular responses. The use of yeast Sz. pombe as a model of study allows
the generation of new knowledge with direct application to mammalian cells such as human
ones.
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