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Summary
In this thesis, we study a new class of triangulated categories associated with sin-
gularities of algebraic varieties. For a Gorenstein ring A, Buchweitz introduced the
triangulated category Dsg(A) = Db(mod−A)/Perf(A) nowadays called the triangu-
lated category of singularities. In 2006 Orlov introduced a graded version of these
categories relating them with derived categories of coherent sheaves on projective
varieties. This construction has already found various applications, for example in
the Homological Mirror Symmetry.
The first result of this thesis is a description of Dsg(A), for the class of Artinian
Gorenstein algebras called gentle. The main part of this thesis is devoted to the study
of the following generalization of Dsg(A). Let X be a quasi-projective Gorenstein
scheme with isolated singularities, F a coherent sheaf on X such that the sheaf
of algebras A = EndX(OX ⊕ F) has finite global dimension. Then we have the
following embeddings of triangulated categories
Db(Coh(X)) ⊇ Perf(X) ⊆ Db(Coh(X)).
Van den Bergh suggested to regard the ringed space X = (X,A) as a non-commutative
resolution of singularities of X . We introduce the relative singularity category
∆X(X) = Db
(
Coh(X)
)
/Perf(X)
as a measure for the difference between X and X. The main results of this thesis
are the following
(i) We prove the following localization property of ∆X(X):
∆X(X) ∼=
⊕
x∈Sing(X)
∆Ôx
(
Âx
)
:=
⊕
x∈Sing(X)
Db(Âx −mod)
Perf(Ôx)
.
Thus the study of ∆X(X) reduces to the affine case X = Spec(O).
(ii) We prove Hom-finiteness and idempotent completeness of ∆O(A) and determine
its Grothendieck group.
(iii) For the nodal singularity O = kJx, yK/(xy) and its Auslander resolution A =
EndO(O ⊕m), we classify all indecomposable objects of ∆O(A).
(iv) We study relations between ∆O(A) and Dsg(A). For a simple hypersurface sin-
gularity O and its Auslander resolution A, we show that these categories determine
each other.
(v) The developed technique leads to the following ‘purely commutative’ statement:
SCM(R)
∼=−→ Dsg(X) ∼=
⊕
x∈Sing(X)
MCM(Ôx),
where R is a rational surface singularity, SCM(R) is the Frobenius category of special
Cohen–Macaulay modules, and X is the rational double point resolution of Spec(R).
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61. Introduction
This thesis studies triangulated and exact categories arising in singularity theory
and representation theory. Starting with Mukai’s seminal work [124] on Fourier-type
equivalences between the derived categories of an abelian variety and its dual variety,
derived categories of coherent sheaves have been recognised as interesting invariants
of the underlying projective scheme. In particular, the relations to the Minimal
Model Program and Kontsevich’s Homological Mirror Symmetry Conjecture [110]
are active fields of current research.
On the contrary, two affine schemes with equivalent bounded derived categories
are already isomorphic as schemes, by Rickard’s ‘derived Morita theory’ for rings
[142]. This statement remains true if the bounded derived category is replaced by
the subcategory of perfect complexes, i.e. complexes which are quasi-isomorphic to
bounded complexes of finitely generated projective modules. So neither the bounded
derived category Db(mod− R) nor the subcategory of perfect complexes Perf(R) ⊆
Db(mod−R) are interesting categorical invariants of a commutative Noetherian ring
R. In 1987, Buchweitz [34] suggested to study the quotient category
Dsg(R) := D
b(mod− R)
Perf(R)
. (1.1)
As indicated below, this category is a useful invariant of R. It is known as the
singularity category of R. If R is a regular ring, then every bounded complex
admits a finite projective resolution and therefore we have the equality Perf(R) =
Db(mod − R). In particular, the singularity category of a regular ring vanishes.
Moreover, the category of perfect complexes Perf(R) can be considered as the smooth
part of Db(mod−R) and Dsg(R) as a measure for the complexity of the singularities
of Spec(R).
If R is Gorenstein, i.e. of finite injective dimension as a module over itself, then
Buchweitz proved the following equivalence of triangulated categories
MCM(R) −→ Dsg(R), (1.2)
where the left hand side denotes the stable category of maximal Cohen–Macaulay
modules. We list some properties of a singularity, which are ‘detected’ by the sin-
gularity category.
(a) Orlov [132] has shown that two analytically isomorphic singularities have
equivalent singularity categories (up to taking direct summands).
(b) Let k be an algebraically closed field. A commutative complete Gorenstein
k-algebra (R,m) satisfying k ∼= R/m has an isolated singularity if and only
if Dsg(R) is a Hom-finite category, by work of Auslander [12].
(c) Let S = CJz0, . . . , zdK and f ∈ (z0, . . . , zd) \ {0}. Then Kno¨rrer [108] proved
the following equivalence of triangulated categories
Dsg
(
S/(f)
) −→ Dsg(SJx, yK/(f + x2 + y2)). (1.3)
(d) Kno¨rrer [108] and Buchweitz, Greuel & Schreyer [35] showed that a complete
hypersurface ring R = S/(f) defines a simple singularity, i.e. a singularity
7which deforms only into finitely many other singularities, if and only if the
singularity category has only finitely many indecomposable objects.
Recently, Orlov [131] introduced a global version of singularity categories for any
Noetherian scheme X and related it to Kontsevich’s Homological Mirror Symmetry
Conjecture. Moreover, if X has isolated singularities, then the global singularity
category is determined by the local singularity categories from above (up to taking
direct summands) [132].
This work consists of four parts, which deal with (relative) singularity categories
in singularity theory and representation theory.
• Firstly, we study the relative singularity category associated with a non-
commutative resolution of a Noetherian scheme X . This construction is
inspired by the constructions of Buchweitz and Orlov and we show that its
description reduces to the local situation if X has isolated singularities.
• In the second part, we investigate these local relative singularity categories.
In particular, we give an explicit description of these categories for Aus-
lander resolutions of A1-hypersurface singularities x20 + . . . + x
2
d in all Krull
dimensions. Moreover, we study the relations between the relative and the
classical singularity categories using general techniques: for example, dg-
algebras and recollements. Our main result shows that the classical and
relative singularity categories mutually determine each other in the case of
ADE-singularities.
• The third part is inspired by the techniques developed in the second part.
However, the result is ‘purely commutative’. Namely, we give an explicit
description of Iyama & Wemyss’ stable category of special Cohen–Macaulay
modules over rational surface singularities in terms of the well-known singu-
larity categories of rational double points.
• Finally, we describe the singularity categories of finite dimensional gentle
algebras. They are equivalent to finite products of m-cluster categories of
type A1.
1.1. Global relative singularity categories. Let X be a Noetherian scheme.
The singularity category of X is the triangulated quotient category Dsg(X) :=
Db(Coh(X))/Perf(X), where Perf(X) denotes the full subcategory of complexes
which are locally quasi-isomorphic to bounded complexes of locally free sheaves
of finite rank. If X has isolated singularities and every coherent sheaf is a quotient
of a locally free sheaf, then Orlov [132] proves the following block decomposition of
the idempotent completion1 (−)ω [19] of the singularity category(Dsg(X))ω ∼= ⊕
x∈Sing(X)
Dsg(Ôx). (1.4)
In other words, it suffices to understand the ‘local’ singularity categories Dsg(Ôx) in
this case.
1For example, the singularity category of an irreducible nodal cubic curve is not idempotent
complete, see [100, Appendix] for a detailed explanation.
8Starting with Van den Bergh’s works [161, 162], non-commutative analogues of
(crepant) resolutions of singularities have been studied intensively in recent years.
Non-commutative resolutions are useful even if the primary interest lies in com-
mutative questions: for example, the Bondal–Orlov Conjecture concerning derived
equivalences between (commutative) crepant resolutions and the derived McKay-
Correspondence [29, 91] led Van den Bergh to the notion of a non-commutative
crepant resolution (NCCR). Moreover, moduli spaces of quiver representations pro-
vide a very useful technique to obtain commutative resolutions from non-commutative
resolutions, see for example [162, 169].
Globally, we consider the following construction. Let F = OX ⊕ F ′ be a coher-
ent sheaf on X . This yields a coherent sheaf of OX-algebras A = EndX(F) and a
locally ringed space X = (X,A). For example, Burban & Drozd [38] studied Aus-
lander sheaves on rational curves with only nodal and cuspidal singularities. The
corresponding derived categories Db(CohX) admit tilting complexes which, in the
nodal case, have gentle endomorphism algebras.
It is well-known that the triangle functor
F L⊗X − : Perf(X) −→ Db(CohX) (1.5)
is fully faithful. If gl. dimCoh(X) < ∞, then we consider X as a non-commutative
resolution of X . In analogy with the classical construction of Buchweitz and Orlov,
it is natural to study the (idempotent completion2 of the) following Verdier quotient
category, which we call relative singularity category
∆X(X) :=
(Db(CohX)
Perf(X)
)ω
. (1.6)
In a joint work with Igor Burban [40], we obtained the following analogue of Orlov’s
Localization Theorem (1.4). It is the main result of this section, see Theorem 4.6.
Theorem 1.1. Let k be an algebraically closed field and let X be a seperated excellent
Noetherian scheme with isolated singularities {x1, . . . , xn} over k, such that every
coherent sheaf is a quotient of a locally free sheaf. Let F = OX ⊕F ′ ∈ Coh(X) such
that F is locally free on X \ Sing(X). We set A = EndX(F) and X = (X,A).
Then there is an equivalence of triangulated categories
∆X(X) ∼=
n⊕
i=1
∆Ôxi
(
Âxi
)
:=
n⊕
i=1
(
Db(Âxi −mod)
Perf(Ôxi)
)ω
. (1.7)
This motivates our study of the local relative singularity categories
∆Ôxi (Âxi) :=
(Db(Âxi −mod)/Perf(Ôxi))ω (1.8)
which we explain in the next subsection.
2An explicit example of a non-split idempotent may be found in Lemma 5.15.
91.2. Local relative singularity categories.
1.2.1. Setup. Let k be an algebraically closed field and (R,m) be a commutative
local complete Gorenstein k-algebra such that k ∼= R/m. Recall that the full sub-
category of maximal Cohen–Macaulay R-modules may be written as MCM(R) ={
M ∈ mod− R |ExtiR(M,R) = 0 for all i > 0
}
since R is Gorenstein. Let M0 =
R,M1, . . . ,Mt be pairwise non-isomorphic indecomposable MCM R-modules, M :=⊕t
i=0Mi and A = EndR(M). If gl. dim(A) < ∞ then A is called non-commutative
resolution (NCR) of R (this notion was recently studied in [53]). For example, if
R has only finitely many indecomposables MCMs and M denotes their direct sum,
then the Auslander algebra Aus(MCM(R)) := EndR(M) is a NCR ([12, Theorem
A.1]). In analogy with the global situation, there is a fully faithful triangle functor
Kb(proj−R)→ Db(mod−A), whose essential image equals thick(eA) ⊆ Db(mod−A)
for a certain idempotent e ∈ A.
Definition 1.2. The relative singularity category is the Verdier quotient category
∆R(A) :=
Db(mod−A)
Kb(proj−R)
∼= D
b(mod− A)
thick(eA)
. (1.9)
Remark 1.3. (a) Our notion of relative singularity categories is a special case of
Chen’s definition [46]. Moreover, these categories have been studied by Thanhoffer
de Vo¨lcsey & Van den Bergh [157] for certain Gorenstein quotient singularities, see
Remark 1.7 for more details. Different notions of relative singularity categories were
introduced and studied by Positselski [136] and also by Burke & Walker [41].
(b) We show (Proposition 2.69) that the quotient categoryDb(mod−A)/Kb(proj−R)
is idempotent complete, if R is a complete Gorenstein ring as in the setup above.
In particular, Definition 1.2 is compatible with the definition given in (1.7).
1.2.2. Main result. It is natural to ask how the notions of classical and relative
singularity category are related. In joint work with Dong Yang [90], we obtained a
first answer to this question for Auslander resolutions of MCM–representation finite
singularities, see Theorem 5.54.
Theorem 1.4. Let R and R′ be MCM–representation finite complete Gorenstein
k-algebras with Auslander algebras A = Aus(MCM(R)) and A′ = Aus(MCM(R′)),
respectively. Then the following statements are equivalent.
(i) There is an equivalence Dsg(R) ∼= Dsg(R′) of triangulated categories.
(ii) There is an equivalence ∆R(A) ∼= ∆R′(A′) of triangulated categories.
The implication (ii)⇒ (i) holds more generally for non-commutative resolutions A
and A′ of arbitrary isolated Gorenstein singularities R and R′, respectively.
Remark 1.5. (a) Kno¨rrer’s periodicity theorem (1.3) yields a wealth of non-trivial
examples for triangle equivalences Dsg(R) ∼= Dsg(R′).
(b) The definition of the relative Auslander singularity category ∆R(Aus(MCM(R))
does not involve any choices. Using Theorem 1.4 and Kno¨rrer’s periodicity, there are
two (new) canonical triangulated categories associated with any Dynkin diagram of
ADE-type. Namely, the relative Auslander singularity category of the even and odd
dimensional ADE hypersurface singularities.
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(c) The implication (ii) ⇒ (i) may also be deduced from work of Thanhoffer de
Vo¨lcsey & Van den Bergh [157].
Example 1.6. Let R = CJxK/(x2) and R′ = CJx, y, zK/(x2 + y2 + z2). Kno¨rrer’s
equivalence (1.3) in conjunction with Theorem 1.4, yields a triangle equivalence
∆R(Aus(MCM(R))) ∼= ∆R′(Aus(MCM(R′))), which may be written explicitly as
Db
(
1
p
''
2
i
gg
/
(pi)
)
Kb(addP1)
∼−→
Db
(
1
y
''
x
''
2
y
gg
x
gg
/
(xy − yx)
)
Kb(addP1)
. (1.10)
The quiver algebra on the right is the completion of the preprojective algebra of the
Kronecker quiver ◦ ((66 ◦ . Moreover, the derived McKay–Correspondence [91, 29]
shows that this algebra is derived equivalent to the derived category of coherent
sheaves on the minimal resolution of the completion of the Kleinian singularity
C2/Z2.
1.2.3. Idea of the proof. We prove Theorem 1.4 by developing a general dg algebra
framework. To be more precise, let T be a k-linear Hom-finite idempotent complete
algebraic triangulated category with finitely many indecomposable objects. If T
satisfies a certain (weak) extra assumption3, then T determines a dg algebra Λdg(T ),
which we call the dg Auslander algebra of T , see Definition 5.30. In particular, this
applies to the stable category T = MCM(R). Now, using recollements generated
by idempotents, Koszul duality and the fractional Calabi–Yau property (1.14), we
prove the following key statement, see Theorem 5.32.
Key Statement. There is an equivalence of triangulated categories
∆R
(
Aus
(
MCM(R)
)) ∼= per(Λdg(MCM(R))). (1.11)
In particular, this shows that (i) implies (ii). Conversely, written in this language,
the quotient functor (1.13), induces an equivalence of triangulated categories
per
(
Λdg
(
MCM(R)
))
Dfd
(
Λdg
(
MCM(R)
)) −→ MCM(R). (1.12)
Since the category Dfd(Λdg(MCM(R))) of dg modules with finite dimensional to-
tal cohomology admits an intrinsic characterization inside per(Λdg(MCM(R))), this
proves that MCM(R) is determined by ∆R(Aus(MCM(R))). Hence, (ii) implies (i).
Remark 1.7. Thanhoffer de Vo¨lcsey & Van den Bergh [157] prove an analogue of
the Key Statement (1.11) for ‘cluster resolutions’ of certain Gorenstein quotient
singularities R. By using an analogue of (1.12), they show that the stable category
of maximal Cohen–Macaulay R-modules is a generalized cluster category in the
sense of Amiot and Guo [2, 68]. This was first proved by Amiot, Iyama & Reiten
[3] by different means.
3For example, all ‘standard’ categories, i.e. categories such that the Auslander algebra is given
as the quiver algebra of the Auslander–Reiten quiver modulo the ideal generated by the mesh
relations, satisfy this assumption.
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In Krull dimension two, it is well-known that the ADE-singularities are quotient
singularities. Moreover, in this case, the Auslander and cluster resolutions coincide
(indeed, the sum of all indecomposable MCMs is a 1-cluster tilting object in a 1-
Calabi–Yau category) and the dg Auslander algebra is the deformed dg preprojective
algebra Π(Q, 2, 0) as defined by Ginzburg [65] (see also Van den Bergh [163]). Here
Q is a Dynkin quiver of the same type as the singularity R.
However, this is the only overlap between the setup of Thanhoffer de Vo¨lcsey &
Van den Bergh and ours. Indeed, in Krull dimensions different from two the ADE-
singularities are never quotient singularities: one dimensional quotient singularities
are regular and Schlessinger [149] has shown that isolated quotient singularities in
dimensions greater than three are rigid, i.e. do not admit any non-trivial (infini-
tesimal) deformations. On the other hand, it is well-known that ADE-singularities
always admit non-trivial deformations.
Example 1.8. Let R = CJz0, . . . , zdK/(z
n+1
0 + z
2
1 + . . . + z
2
d) be an An-singularity
of even Krull dimension. Then the graded quiver Q of the dg Auslander algebra
Λdg(MCM(R)) is given as
1 2 3 · · · n− 1 n
α1
α∗1
α2
α∗2
α3
α∗3
αn−2
α∗n−2
αn−1
α∗n−1
ρ1 ρ2 ρ3 ρn−1 ρn
where the broken arrows are concentrated in degree −1 and the remaining gener-
ators, i.e. solid arrows and idempotents, are in degree 0. The continuous k-linear
differential d : k̂Q → k̂Q is completely specified by sending ρi to the mesh relation
(or preprojective relation) starting at the vertex i, e.g. d(ρ2) = α1α
∗
1 + α
∗
2α2.
We include a complete list of the graded quivers of the dg Auslander algebras
for ADE–singularities in all Krull dimensions in Subsection 5.5. In our case, these
quivers completely determine the corresponding dg algebra.
Remark 1.9. Bridgeland determined a connected component of the stability manifold
of Dfd
(
Λdg(MCM(R))
)
for ADE-surfaces R [28]. We refer to Subsection 5.6 for more
details on this remark.
1.2.4. General properties of relative singularity categories. In the notations of the
setup given in Paragraph 1.2.1, we assume that R has an isolated singularity and
that A is a NCR of R. Let A := A/AeA ∼= EndR(M) be the corresponding stable
endomorphism algebra. Since R is an isolated singularity, A is a finite dimensional
k-algebra. We denote the simple A-modules by S1, . . . , St. Then the relative singu-
larity category ∆R(A) = Db(mod−A)/Kb(proj−R) has the following properties:
(a) All morphism spaces are finite dimensional over k, see [157] or Prop. 5.48.
(b) ∆R(A) is idempotent complete, see Prop. 2.69.
(c) K0
(
∆R(A)
) ∼= Zt, see Prop. 5.57.
(d) There is an exact sequence of triangulated categories, see [157] or Prop. 5.45
thick(S1, . . . , St) = DbA(mod−A) −→ ∆R(A) −→ Dsg(R), (1.13)
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where DbA(mod−A) ⊆ Db(mod−A) denotes the full subcategory consisting
of complexes with cohomologies in mod − A. Moreover, this subcategory
admits an intrinsic description inside Db(mod− A), see [157] or Cor. 5.53.
(e) If addM has d–almost split sequences [82], then DbA(mod − A) has a Serre
functor ν, whose action on the generators Si is given by
νn(Si) ∼= Si[n(d+ 1)], (1.14)
where n = n(Si) is given by the length of the τd–orbit of Mi, see Thm. 5.28.
(f) Let (DA(Mod−A))c ⊆ DbA(Mod−A) be the full subcategory of compact
objects. There is an equivalence of triangulated categories, see Remark 3.27.
∆R(A) ∼=
(DA(Mod−A))c. (1.15)
(g) Let Mt+1, . . . ,Ms be further indecomposable MCM R-modules and let A
′ =
EndR(
⊕s
i=0Mi). There exists a fully faithful triangle functor, see Prop. 5.43
∆R(A) −→ ∆R(A′). (1.16)
(h) If kr. dimR = 3 and MCM(R) has a cluster-tilting object M , then C =
EndR(M) is a non-commutative crepant resolution of R, see [81, Section 5].
If M ′ is another cluster-tilting object in MCM(R) and C ′ = EndR(M ′), then
− L⊗C HomR(M ′,M) : Db(mod− C)→ Db(mod− C ′) (1.17)
is a triangle equivalence (see loc. cit. and [133, Prop. 4]), which is compatible
with the embeddings from Kb(projR) [133, Cor. 5]. Hence one obtains a
triangle equivalence
∆R(C) −→ ∆R(C ′). (1.18)
Remark 1.10. The Hom-finiteness in (a) is surprising since (triangulated) quotient
categories tend to behave quite poorly in this respect, see Example 5.50.
1.2.5. Explicit description of the nodal block. This is joint work with Igor Burban
[40]. Let R = kJx, yK/(xy) be the nodal curve singularity, let A = EndR(R⊕ kJxK⊕
kJyK) be the Auslander algebra of MCM(R) and C = EndR(R⊕ kJxK) ∼= eAe be the
’relative cluster-tilted’ algebra. Here e ∈ A denotes the idempotent endomorphism
corresponding to the identity of R ⊕ kJxK. We give an explicit description of the
relative singularity categories ∆R(A) and ∆R(C), respectively. Let us fix some
notations. A may be written as the completion, with respect to the arrow ideal, of
the path algebra of the following quiver with relations:
−
α
++ ∗
β
kk
δ
33 +
γ
tt δα = 0, βγ = 0. (1.19)
Similarly, C is given by the completion of the following quiver with relations:
−
α
++ ∗
β
kk [γδ]
yy
[γδ]α = 0, β[γδ] = 0. (1.20)
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Let σ, τ ∈ {−,+} and l ∈ N. A minimal string Sτ (l) is a complex of indecompos-
able projective A-modules
· · · // 0 // Pσ // P∗ // · · · // P∗ // Pτ // 0 // · · · (1.21)
of length l+2 with differentials given by non-trivial paths of minimal possible length
and Pτ located in degree 0. The main results of this section (see Theorem 5.7 and
Proposition 5.10) are summarized in the following theorem.
Theorem 1.11. Let R = kJx, yK/(xy) with Auslander algebra A and relative cluster-
tilted algebra C. Then the following statements hold:
(a) The indecomposable objects in ∆R(A) are precisely the shifts of the indecom-
posable projective A-modules P± and the minimal strings S±(l), with l ∈ N.
In particular, ∆R(A) is of discrete representation type.
(b) All morphism spaces in ∆R(A) may be computed explicitly. Moreover, the
dimension of Hom(X, Y ) for X and Y indecomposable is at most one.
(c) The quiver of irreducible maps has two ZA∞-components and two equiori-
ented A∞∞-components.
(d) There is a full embedding ∆R(C) ⊆ ∆R(A). Moreover, the indecomposable
objects in the image are the shifts of the indecomposable projective A-module
P− and the shifts of the minimal strings S−(2l), with l ∈ N.
Remark 1.12. In combination with Theorem 1.4, we get descriptions of the relative
singularity categories ∆S(A), where S = kJz0, . . . , zdK/(z
2
0+z1z2+z2z3+ . . .+zd−1zd)
is an odd-dimensional A1-singularity and A is the Auslander algebra of MCM(S).
The 0-dimensional case k[x]/(x2) may be treated with the same techniques (see
Proposition 5.12). In particular, we obtain descriptions of the relative Auslander
singularity categories of all even dimensional A1-singularities as well.
Using a tilting result of Burban & Drozd [38], we apply this result to describe
triangulated quotient categories arising from certain gentle algebras. More precisely,
we assume that E = En is a cycle of n projective lines intersecting transversally.
This is also known as Kodaira cycle of projective lines. Let I be the ideal sheaf
of the singular locus of E and A = EndE(OE ⊕ I) be the Auslander sheaf. The
bounded derived category Db(Coh(A)) of coherent A-modules has a tilting complex,
with gentle endomorphism algebra Λn [38]. For example, if n = 1, then Λ1 is given
by the following quiver with relations
◦
a
**
c
44 ◦
b
**
d
44 ◦ ba = 0 = dc. (1.22)
Let τ = ν[−1] be the Auslander–Reiten translation of Db(Λn −mod), then the full
subcategory of band objects
Band(Λn) :=
{
X ∈ Db(Λn −mod)
∣∣τ(X) ∼= X} ⊆ Db (Λn −mod) (1.23)
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is triangulated, see [38]. Now tilting and the localization result (Theorem 1.1) yield
the following description of the corresponding Verdier quotient category(Db(Λn −mod)
Band(Λn)
)ω
∼=
n⊕
i=1
∆R(A) (1.24)
where R = kJx, yK/(xy) and A is the Auslander algebra of MCM(R).
1.3. Frobenius categories and Gorenstein rings for rational surface singu-
larities. The techniques developed in the second part inspired the following ‘purely
commutative’ application.
Let (R,m) be a complete local rational surface singularity over an algebraically
closed field of characteristic zero. By definition, a singularity is rational if
H1(X,OX) = 0
for a resolution of singularities X → Spec(R). Rational surface singularities are
Cohen–Macaulay and the class of maximal Cohen–Macaulay modules coincides with
the class of reflexive modules. Note, that we do not assume that R is a Gorenstein
ring. Building on work of Cartan [43], Brieskorn [31] has shown that quotient
singularities C2/G are rational. Here, we can assume without restriction that G ⊆
GL2(C) is a small subgroup, i.e. G does not contain pseudo-reflections.
Let π : Y → Spec(R) be the minimal resolution of Spec(R) and {Ei}i∈I be the
finite set of irreducible components of the exceptional curve E = π−1(m). In order
to generalize the classical McKay–Correspondence to finite subgroups G ⊆ GL(2,C),
Wunram [170] introduced the notion of special maximal Cohen–Macaulay modules
(SCM)4. He proved that the indecomposable non-free SCMs are in natural bijection
with the set of irreducible exceptional curves {Ei}i∈I . If G ⊆ SL(2,C), then all
maximal Cohen–Macaulay modules are special and he recovers the classical McKay–
Correspondence.
If R is not Gorenstein, then the exact category of maximal Cohen–Macaulay
R-modules is not Frobenius. In particular, the corresponding stable category is
not triangulated and therefore there cannot be a triangle equivalence as in (1.2).
Moreover, Iyama & Wemyss [84] point out that the singularity category Dsg(R)
does not have the Krull–Remak–Schmidt property.
These problems in the non-Gorenstein situation motivated their study [84] of
the exact category of special Cohen–Macaulay R-modules SCM(R). As it turns
out, SCM(R) is a Frobenius category and they describe the projective objects of
this category in terms of the geometry of the exceptional divisor. In this way, they
associate a Krull–Remak–Schmidt triangulated category, namely the stable category
SCM(R)5 of this Frobenius category, to any complete rational surface singularity.
In joint work with Osamu Iyama, Michael Wemyss and Dong Yang [83], we gave
a description of this triangulated category in terms of finite products of stable cat-
egories of ADE-singularities, which explains an observation in [84]. Let X be the
4A maximal Cohen–Macaulay R-module M is special if Ext1R(M,R) = 0.
5This notation is used to distinguish this quotient from the subcategory SCM(R) ⊆ MCM(R)
obtained by only factoring out the projective R-modules.
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space obtained from Y by contracting all the exceptional (−2)-curves. X has only
isolated singularities and these singularities of X are known to be of ADE-type, by
work of Artin [5], see also Proposition 6.46. Accordingly, X is called the rational
double point resolution of Spec(R). The minimal resolution π factors over X :
Y
f−→ X g−→ Spec(R). (1.25)
The following result (see Theorem 6.47) is a consequence of our general Frobenius
category (Theorem 1.15) and tilting (Theorem 1.16) results below.
Theorem 1.13. Let R be a complete rational surface singularity with rational double
point resolution X. Denote the singularities of X by x1, . . . , xn. Then there are
equivalences of triangulated categories
SCM(R) ∼= Dsg(X) ∼=
n⊕
i=1
MCM
(Ôxi). (1.26)
The second equivalence is a consequence of Orlov’s localization result (1.4) and
Buchweitz’ equivalence (1.2) - note that SCM(R) is idempotent complete since R is
a complete local ring. The first equivalence follows from a combination of geometric
and algebraic results, which are of independent interest. Before stating them, we
note the following consequence of the main result.
Corollary 1.14. SCM(R) is a 1-Calabi–Yau category and [2] ∼= 1.
1.3.1. Ingredients of the proof of Theorem 1.13. Every algebraic triangulated cate-
gory, i.e. every triangulated category arising in algebraic geometry or representation
theory, may be expressed as the stable category of some Frobenius category. We
study a special class of Frobenius categories, which contains the category of spe-
cial Cohen–Macaulay modules over rational surface singularities and many other
categories coming from representation theory.
A two-sided Noetherian ring Λ satisfying inj. dimΛΛ < ∞ and inj. dimΛΛ < ∞ is
called Iwanaga–Gorenstein. It is well-known that the category
GP(Λ) := {X ∈ mod− Λ | ExtiΛ(X,Λ) = 0 for any i > 0}. (1.27)
of Gorenstein projective Λ-modules6 is a Frobenius category, see e.g. Proposition
2.8. The following theorem (see Theorem 2.31 and also the alternative approach
to (1.29) and part (3) in Theorem 2.53) gives a sufficient criterion for a Frobenius
category to be of this form.
Theorem 1.15. Let E be a Frobenius category and assume that there exists P ∈
proj E such that proj E ∼= addP . Let E = EndE(P ). If there is an object M ∈ E ,
such that EndE(P ⊕M) is Noetherian and has global dimension n < ∞, then the
following statements hold.
(1) E = EndE(P ) is an Iwanaga–Gorenstein ring of dimension at most n.
6If Λ is also commutative, then the notions of Gorenstein projective and maximal Cohen–
Macaulay Λ-modules coincide.
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(2) We have an equivalence
HomE(P,−) : E → GP(E) (1.28)
up to direct summands. It is an equivalence if E is idempotent complete.
This induces a triangle equivalence
E ∼−→ GP(E) (∼= Dsg(E)). (1.29)
up to direct summands. It is an equivalence if E or E is idempotent complete.
(3) E = thickE(M).
Let R be a rational surface singularity as above and let M = R ⊕⊕i∈I Mi be
the sum of all indecomposable SCM R-modules. Then Λ = EndR(M) is called the
reconstruction algebra of R, see [168]. The relationship between Theorem 1.15 and
the geometry is given by a tilting result of Wemyss (see Theorem 6.34), which is
based on work of Van den Bergh [161].
Theorem 1.16. Let P be an additive generator of proj SCM(R) and let e ∈ Λ be
the corresponding idempotent endomorphism. In particular, eΛe = EndR(P ). Then
there are tilting bundles VY on the minimal resolution Y and VX on the rational
double point resolution X such that the following diagram commutes
Db(mod− Λ) Db(Coh Y )
Db(mod− eΛe) Db(CohX)
RHomY (VY ,−)
∼oo
(−)e

RHomX(VX ,−)
∼oo
Rf∗

In particular, the reconstruction algebra has finite global dimension, since Y is
a smooth scheme. Now, we can explain the first triangle equivalence in Theorem
1.13. Since SCM(R) is idempotent complete and Λ is Noetherian and of finite global
dimension, Theorem 1.15 and Buchweitz’ (1.2)7 yield triangle equivalences
SCM(R) ∼= GP(eΛe) ∼= Dsg(eΛe). (1.30)
The tilting equivalence RHomX(VX ,−) : Db(CohX)→ Db(mod−eΛe) from Theorem
1.16 induces a triangle equivalence
Dsg(X)→ Dsg(eΛe), (1.31)
which completes the explanation of the first equivalence in (1.26).
Remark 1.17. In general, the category SCM(R) has many other Frobenius exact
structures. More precisely, if we take any subset of the indecomposable SCMs corre-
sponding to exceptional (−2)-curves, then there is a Frobenius structure such that
these modules become projective-injective as well. All techniques explained in this
paragraph apply to this more general setup. In particular, the corresponding stable
categories decompose into a direct sum of stable categories of maximal Cohen–
Macaulay modules indexed by the singularities of a certain Gorenstein scheme X ′,
7Buchweitz proved the equivalence (1.2) for Iwanaga–Gorenstein rings.
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which lies between the minimal resolution and the rational double point resolution,
see Corollary 6.49.
1.4. Singularity categories of gentle algebras. The results in this part are con-
tained in the preprint [89]. Gentle algebras are certain finite dimensional algebras,
whose module and derived category are well understood: for example, there is a
complete classification of indecomposable objects in both categories. Moreover, the
class of gentle algebras is closed under derived equivalence [152]. The following ex-
amples provide relations to other fields: Burban [36] obtained a family of gentle al-
gebras which are derived equivalent to an An-configuration of projective lines. With
each triangulation of an unpunctured marked Riemann surface, Assem, Bru¨stle,
Charbonneau-Jodoin & Plamondon [8] associated a gentle algebra. Moreover, they
show that every cluster-tilted algebra of types A and A˜ arises in this way.
Geiss & Reiten [64] have shown that gentle algebras are Iwanaga–Gorenstein rings.
Hence Buchweitz’ equivalence (1.2) reduces the computation of the singularity cat-
egory to the determination of the stable category of Gorenstein projective modules,
see (1.27) for a definition. This leads to the main result of this part, for which we
need some notation.
Let Λ = kQ/I be a finite dimensional gentle algebra and denote by C(Λ) the set
of equivalence classes of repetition free cyclic paths α1 . . . αn in Q (with respect to
cyclic permutation) such that αiαi+1 ∈ I for all i, where we set n + 1 = 1. The
following proposition is contained as Proposition 7.4 in the main body of this work.
Proposition 1.18. Let Λ be a gentle algebra. Then there is a triangle equivalence
Dsg(Λ) ∼=
∏
c∈C(Λ)
Db(k −mod)
[l(c)]
, (1.32)
where l(α1 . . . αn) = n and Db(k)/[l(c)] denotes the triangulated orbit category, [95].
This category is also known as the (l(c)− 1)-cluster category of type A1, [158].
In particular, we obtain the following derived invariant of gentle algebras, which
is a special case of an invariant introduced by Avella-Alaminos & Geiß [18].
Corollary 1.19. Let Λ and Λ′ be gentle algebras. If there is a triangle equivalence
Db(Λ−mod) ∼= Db(Λ′ −mod), then there is a bijection of sets
f : C(Λ) ∼−→ C(Λ′), (1.33)
such that l(c) = l(f(c)) for all c ∈ C(Λ).
Remark 1.20. Buan and Vatne [33] showed that for two cluster-tilted algebras Λ
and Λ′ of type An, for some fixed n ∈ N, the converse of Corollary 1.19 holds. In
other words, two such algebras are derived equivalent if and only if their singularity
categories are triangle equivalent.
Proposition 1.18 has further consequences. Let A(S,Γ) be the Jacobian algebra
associated with a triangulation Γ of a surface S. Then A(S,Γ) is a gentle algebra
and the cycles in C(A(S,Γ)) are in bijection with the inner triangles of Γ, see [8].
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Corollary 1.21. The number of direct factors of Dsg
(
A(S,Γ)
)
equals the number
of inner triangles of Γ.
Using a tilting equivalence of Burban [36], we obtain another explanation for the
following well-known result, see Orlov’s localization result (1.4).
Corollary 1.22. Let Xn be an An-configuration of projective lines
· · ·
There is an equivalence of triangulated categories
Dsg(Xn) ∼=
n−1⊕
i=1
Db(k −mod)
[2]
(1.34)
1.5. Contents and Structure. The following picture shows the dependencies be-
tween the different sections of this work.
Section 2 Section 3 Section 4
motivates
everything2.6, 2.8, 2.102.1, 2.6
2.3 – 2.8
Theorem 5.32
Section 7 Section 5
Section 6
We give a brief outline of the contents of this work. More detailed descriptions can
be found at the beginning of each section. Sections 2 and 3 provide methods from
the theory of Frobenius categories and dg algebras, respectively. Although these
parts are quite technical in nature, some of the results might be of interest in their
own right. The localization result for the global relative singularity categories given
in Section 4, serves as a motivation for the study of the local relative singularity
categories in Section 5 but does not depend on results from other parts of the text. In
Section 5 the techniques from Section 2 and Section 3 are combined to describe the
relative singularity categories for Auslander algebras of MCM-representation finite
singularities as categories of perfect complexes over some explicit dg algebra: the dg
Auslander algebra. This is the key ingredient in the reconstruction of the relative
singularity category from the classical singularity category in this setup. Section 6
uses the abstract results on Frobenius categories from Section 2 in conjunction with
geometric methods to obtain a description of the Iyama & Wemyss’ stable category
of special Cohen–Macaulay modules over rational surface singularities. We include
a relation to the relative singularity categories from Section 5 as an aside. This
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uses Theorem 5.32. Section 7 uses Buchweitz’ Theorem 2.40 and basic properties of
Gorenstein projective modules from Section 2 to describe the singularity categories
of gentle algebras.
Acknowledgement. I would like to thank my advisor Igor Burban for many in-
spiring discussions, helpful remarks, comments and advices, his patience and for his
contributions to our joint work.
I am very grateful to my coauthors Osamu Iyama, Michael Wemyss and Dong
Yang for sharing their insights and for helpful explanations during our fruitful and
pleasant collaboration. Moreover, I thank Hanno Becker, Lennart Galinat, Wassilij
Gnedin, Nicolas Haupt, Jens Hornbostel, Bernhard Keller, Henning Krause, Julian
Ku¨lshammer, Daniel Labardini-Fragoso, Helmut Lenzing, Jan Schro¨er, Greg Steven-
son and Michel Van den Bergh for helpful remarks and discussions on parts of this
work and Stefan Steinerberger for improving the language of this text.
Finally, I would like to thank my family, friends, colleagues and everyone who
supported and encouraged me during the last years.
This work was supported by the DFG grant Bu–1866/2–1 and the Bonn Interna-
tional Graduate School of Mathematics (BIGS).
20
2. Frobenius categories
In this section, we study Frobenius categories (a special class of exact categories)
from various perspectives. The Subsections 2.3, 2.4 and 2.8 are based on a joint
work with Osamu Iyama, Michael Wemyss and Dong Yang [83]. Proposition 2.28
in Subsection 2.3 is implicitely contained in an article of Auslander & Solberg [17].
Subsections 2.5 to 2.7 grew out of a joint work with Dong Yang [90]. The results in
Subsections 2.5 and 2.6 are well-known (see Keller & Vossieck [103] and Buchweitz
[34], respectively), however, our proofs are quite different. Finally, Subsection 2.10
is an extended version of a section of a joint article with Igor Burban [40]. The
remaining parts 2.1, 2.2 and 2.9 follow Keller [96], Balmer & Schlichting [19] and
Schlichting [150], respectively.
Let us briefly describe the content of this section. Subsection 2.1 starts with the
definition of Frobenius categories. We illustrate this definition with several examples
including the category of Gorenstein projective modules8 over (Iwanaga–) Goren-
stein rings, which is important throughout this work. Next, we recall the definitions
of the stable category of a Frobenius category and its triangulated structure, dis-
covered by Heller [75] and Happel [69]. Following Balmer & Schlichting [19], we
recall the notion of the idempotent completion (or Karoubian hull) of an additive
category in Subsection 2.2. In particular, they equip the idempotent completion of a
triangulated category with a natural triangulated structure. This will be important
throughout this work. In Subsection 2.3 we explain a method to construct Frobenius
exact structures on certain exact categories with an Auslander–Reiten type dual-
ity. This is applied to obtain new Frobnenius structures on the category of special
Cohen–Macaulay modules over rational surface singularities in Section 6. Subsection
2.4 contains Iyama’s Morita-type Theorem for Frobenius categories. More precisely,
he provides conditions guaranteeing that a given Frobenius category is equivalent
to the category of Gorenstein projective modules over an Iwanaga–Gorenstein ring.
In combination with Buchweitz’ Theorem 2.40, this result yields a description of
certain stable Frobenius categories as singularity categories of Iwanaga–Gorenstein
rings (Corollary 2.42), which is an essential ingredient in the proof of our main result
of Section 6. In Subsection 2.5, we prove a result of Keller & Vossieck in an alterna-
tive and ‘elementary’ way. This is used to establish Buchweitz’ triangle equivalence
between the stable category of Gorenstein projective modules and the singularity
category of an Iwanaga–Gorenstein ring (see Theorem 2.40), which plays a central
role in this text. Subsection 2.7 serves as a preparation for our alternative proof
of the stable version of Iyama’s result (Corollary 2.42) in Subsection 2.8. Subsec-
tion 2.9 gives a brief introduction to Schlichting’s negative K-theory for triangulated
categories admitting a (Frobenius) model. This is applied to prove the idempotent
completeness of certain triangulated quotient categories in Subsection 2.10. We use
this result to express the relative singularity categories of complete Gorenstein rings
as perfect derived categories of certain dg algebras in Subsection 5.4.
2.1. Definitions, basic properties and examples. We mainly follow Keller’s
expositions in [96] and [97, Appendix A].
8In the commutative case, these are exactly the maximal Cohen–Macaulay modules.
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Definition 2.1. Let E be an additive category. A pair of morphisms A i−→ B p−→ C
is called exact if i is a kernel of p and p is a cokernel of i.
An exact structure on E consists of a collection S of exact pairs, which is closed
under isomorphisms and satisfies the axioms below. If (i, p) ∈ S, then (i, p) is called
conflation, i is called inflation and p is called deflation.
(Ex0) The identity 0
0−→ 0 of the zero object is a deflation.
(Ex1) Deflations are closed under composition.
(Ex2) Every diagram B
p−→ C c←− C ′ in E , where p is a deflation has a pullback
B′
b

p′
// C
c

B
p
// C ′
(2.1)
such that p′ is a deflation.
(Ex2op) Dually, every diagram B
i←− C c−→ C ′ in E , where i is an inflation has a
pushout
C
i

c
// C ′
i′

B
b
// B′
(2.2)
such that i′ is an inflation.
Sometimes we consider several different exact structures on a given additive category
E . In these situations, it is convenient to write (E ,S) for a Frobenius category E
with exact structure S.
The following notions will be important throughout this work.
Definition 2.2. A two-sided Noetherian ring Λ is called Iwanaga–Gorenstein of
dimension n if inj. dimΛΛ = n = inj. dimΛΛ
9. The category of Gorenstein projective
Λ-modules GP(Λ) is defined as follows
GP(Λ) := {X ∈ mod− Λ | ExtiΛ(X,Λ) = 0 for any i > 0}. (2.3)
Remark 2.3. If Λ is a commutative local Noetherian Gorenstein ring, then there is
an equivalence of categories MCM(Λ) ∼= GP(Λ), where
MCM(Λ) = {M ∈ mod− Λ | depthR(M) = dim(M)} (2.4)
denotes the category of maximal Cohen–Macaulay Λ-modules, see e.g. [32]. If Λ is
a selfinjective algebra, then GP(Λ) = mod− Λ.
Example 2.4. a) Let B ⊆ E be a full additive subcategory of an exact category
E . If B is closed under extensions (i.e. for every exact pair A i−→ B p−→ C in E ,
with A and C in B we have B ∈ B), then the collection of those conflations
in E with all terms in B defines an exact structure on B.
9By a result of Zaks [172], finiteness of inj. dimΛΛ and inj. dimΛΛ implies that both numbers
coincide.
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b) Let A be an abelian category and consider the collection of pairs given by
all short exact sequences in A. It is well known that this defines an exact
structure on A.
c) Let (R,m) be a local Noetherian ring. By the Depth Lemma (see [32, Propo-
sition 1.2.9]), the full subcategory of maximal Cohen–Macaulay modules
MCM(R) ⊆ mod − R is closed under extensions. Thus a) and b) above
imply that MCM(R) is an exact category.
d) Let Λ be an Iwanaga–Gorenstein ring, then GP(Λ) ⊆ modΛ is exact by a)
and b).
e) Let C be an additive category and Com(C) be the category of complexes
over C. Take the collection of all pairs (i, p) of morphisms in Com(C) such
that the components (in, pn) are split exact sequences. This defines an exact
structure on Com(C).
Remark 2.5. Call a category svelte if it is equivalent to a small category. Let E be
a svelte exact category, then E is equivalent to a full extension closed subcategory
of an abelian category A (see for example [97, Proposition A.2]). This shows that
the situation encountered in Example 2.4 c) and d) above is actually quite general.
The definitions of projective and injective objects generalize to exact categories.
Definition 2.6. Let E be an exact category. An object I in E is called injective if
the sequence of abelian groups E(B, I) i∗−→ E(A, I) → 0 is exact for every deflation
A
i−→ B in E . The category E has enough injective objects if every object X in E
admits a conflation X
iX−→ I(X) pX−→ Ω−1(X) in E , with I(X) injective.
The notions of a projective object and of a category having enough projective
objects are defined dually.
Definition 2.7. An exact category E is called Frobenius category, if it has enough
injective and enough projective objects and these two classes of objects coincide.
The full subcategory of projective-injective objects is denoted by proj E
An additive functor F : E → E ′ between Frobenius categories, is called map of
Frobenius categories if it maps conflations to conflations (in other words F is exact)
and F (proj E) ⊆ proj E ′ holds.
The following proposition is well-known, see [34].
Proposition 2.8. Let Λ be an Iwanaga–Gorenstein ring, then GP(Λ) satisfies the
following properties:
(GP1) A GP Λ-module is either projective or of infinite projective dimension.
(GP2) M is GP if and only if M ∼= Ωd(N) for some N ∈ mod − Λ, where d =
inj. dimΛΛ. In particular, every Gorenstein projective module is a submodule
of a projective module and the syzygies Ωn(N) are GP for all n ≥ d and all
N ∈ mod− Λ.
(GP3) GP(Λ) is a Frobenius category with projGP(Λ) = proj−Λ.
Proof. Throughout, we need the fact that syzygies Ωn(M), n ≥ 0 of Gorenstein
projectives are again GP. This follows from the definition and the long exact Ext-
sequence.
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For (GP1), we take M ∈ GP(Λ) with finite projective dimension. So we have an
exact sequence
0→ Pt → Pt−1 → · · · → P1 →M → 0, (2.5)
which yields an exact sequence 0 → Pt → Pt−1 → Ωt−2(M) → 0. Since syzygies
are GP, this sequence splits and Ωt−2(M) is projective. Continuing in this way to
reduce the length of (2.5), we see that M is projective.
Next, we show that Ωn(N) is GP, for all N ∈ mod − Λ and all n ≥ d. Since
syzygies of Gorenstein-projectives are Gorenstein-projective, it suffices to treat the
case n = d. The projective resolution of N may be spliced into short exact sequences
0→ Ωn(N)→ P n → Ωn−1(N)→ 0. (2.6)
In particular, we obtain isomorphisms ExtiΛ(Ω
n(N),Λ) ∼= Exti+1Λ (Ωn−1(N), R) for all
i > 0. By definition, inj. dimΛ = d implies Extd+1(−,Λ) = 0. This yields a chain of
ismorphisms, for all i > 0
ExtiΛ(Ω
d(N),Λ) ∼= Exti+1Λ (Ωd−1(N),Λ) ∼= . . . ∼= Exti+dΛ (N,Λ) = 0, (2.7)
which proves the statement. We need some preparation to prove the converse di-
rection. We claim that the the following two functors are well-defined and mutually
quasi-inverse:
GP(Λ)
D=HomΛ(−,Λ)
--
GP(Λop)
Dop=HomΛop(−,Λ)
mm (2.8)
To prove this, let M be a Gorenstein projective Λ-module with projective resolution
P •
· · · fk+1−−→ Pk fk−→ Pk−1 fk−1−−→ · · · f2−→ P1 →M → 0 (2.9)
Since all syzygies ofM are GP, D(P •) is a coresolution of D(M). Using the direction
of (GP2) which we have already proved, we conclude that D(M) and kerD(fk) are
GP Λop-modules. In particular, this shows that D is well-defined and so is Dop by
dual arguments. Moreover, since all the kernels kerD(fk) are GP, DopD(P •) is a
resolution of DopD(M). Now, since DopD(P •) is naturally isomorphic to P •, we
obtain a natural isomorphism DopD(M) ∼= M . This proves the claim.
The converse direction in (GP2) can be seen in the following way. Given a Goren-
stein projective Λ-module M , we may take a projective resolution P • of the GP
Λop-module D(M). Applying Dop yields a projective coresolution Dop(P •) of M . In
particular, for any n ≥ 0 there is a Λ-module N such that M ∼= Ωn(N).
We already know that GP(Λ) is an exact category, by Example 2.4. Since syzygies
of GP modules are again GP, GP(Λ) has enough projective objects. By definition,
the dualities D and Dop are exact. Hence they send projectives to injectives and vice
versa. In particular, GP(Λ) has enough injectives and projGP(Λ) = proj−Λ. 
Example 2.9. In the situation of Example 2.4 e), define
I(X)n = Xn ⊕Xn+1, dnI(X) =
(
0 1
0 0
)
, (iX)
n =
(
1
dnX
)
24 (
Ω−1(X)
)n
= Xn+1, dnΩ−1(X) = −dn+1X , pnX =
(−dnX 1) .
One can check that I(X) is injective and we have a conflation in Com(C) X iX−→
I(X)
pX−→ Ω−1(X). Moreover, I(X) is also projective and since Ω−1(−) is invertible
the conflation (iX , pX) also shows that Com(C) has enough projectives. In order to
see that projective and injective objects coincide, one can proceed as follows: iX
splits if and only if X is homotopic to zero if and only if pX splits. By definition,
direct summands of projective (respectively injective) objects are projective (respec-
tively injective) and any deflation onto an projective (respectively any inflation from
an injective) object splits. Thus we obtain: a complex X is injective if and only
if it is homotopic to zero if and only if it is projective. In particular, Com(C) is a
Frobenius category.
The following technical lemma will be used in the proof of Theorem 2.31.
Lemma 2.10. Let E be a Frobenius category. If f : X → Y is a morphism in E
such that HomE(f, P ) is surjective for all P ∈ proj E , then there exists a conflation
X
(f 0)tr−−−−→ Y ⊕ P ′ → Z (2.10)
in E with a projective-injective object P ′.
Proof. Since E has enough injective objects, there is an inflation X iX−→ I(X) in E
with a projective-injective object I(X). By the surjectivity of HomE(f, I(X)), we
obtain a morphism e : Y → I(X) such that iX = ef . By axiom (Ex2op) of an exact
category, we have a pushout diagram
X
iX=ef

f
// Y

I(X) // Z,
(2.11)
which yields a conflationX
(f ef)tr−−−−→ Y ⊕I(X) g−→ Z in E (see [97, Proof of Proposition
A.1]). There is an isomorphism of exact pairs
X
1

(f ef)tr
// Y ⊕ I(X) g //
( 1 0−e 1 )

Z
1

X
(f 0)tr
// Y ⊕ I(X)
g◦( 1 0e 1 )
// Z.
(2.12)
Hence the lower row is a conflation as well and P ′ := I(X) completes the proof. 
2.1.1. The stable category. Let throughout E be a Frobenius category.
Definition 2.11. For every two objects X, Y in E define
P(X, Y ) = {f ∈ HomE(X, Y )
∣∣f factors over some projective object}.
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The stable category E of E has the same objects as E and morphisms are given by
HomE(X, Y ) := HomE(X, Y )/P(X, Y ). For a morphism f ∈ HomE(X, Y ), let f be
its residue class in HomE(X, Y ).
Remark 2.12. E inherits the structure of an additive category from E . Moreover, the
projective-injective objects in E become isomorphic to zero in the stable category.
Let X
f−→ Y be a morphism of E . Then there are commutative diagrams such that
all the rows are conflations
X
f

iX
// I(X)
pX
//
g

Ω−1(X)
h

Y
iY
// I(Y )
pY
// Ω−1(Y )
and
Ω(X)
h′

iX
// P (X)
pX
//
g′

X
f

Ω(Y )
iY
// P (Y )
pY
// Y.
This follows from the definition of injective (respectively projective) objects and
the universal property of the cokernel (respectively kernel). One checks that this
defines mutually inverse autoequivalences Ω and Ω−1 of the stable category E . More
precisely, Ω(f) = h′ and Ω−1(f) = h. Moreover, these assignments do not depend
on the choice of g′ and g.
We are ready to introduce a triangulated structure with shift functor S = Ω−1 on
E (see Happel [69], who was inspired by Heller [75]).
Theorem 2.13 (Happel–Heller). Let X
u−→ Y v−→ Z be a conflation in E . Consider
the following commutative diagram in E
X
1X

u
// Y
v
//
g

Z
w

X
iX
// I(X)
pX
// S(X).
A sequence of morphisms A→ B → C → S(A) in E is called distinguished triangle,
if it is isomorphic to a sequence of the following form
X
u−→ Y v−→ Z w−→ S(X). (2.13)
This class of distinguished triangles defines the structure of a triangulated category
on E. Moreover, a map of Frobenius categories (see Definition 2.7) induces a trian-
gulated functor F : E → E ′ between the stable categories.
Example 2.14. The algebra of dual numbers R = k[x]/(x2) is selfinjective. Hence
mod− R is a Frobenius category. Its stable category mod− R is equivalent to the
category of finite-dimensional vector spaces mod− k.
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Example 2.15. Let Com(C) be the Frobenius category of complexes over an additive
category C (see Example 2.9 ). Since in this case the projective-injective objects are
precisely those complexes which are homotopic to zero, the stable category is just
the homotopy category K(C) of complexes over C.
2.2. Idempotent completion. In this subsection, we collect some well-known re-
sults on idempotent completions (or Karoubian hulls) of additive categories. We
mainly follow Balmer & Schlichting [19].
Definition 2.16. An additive category C is called idempotent complete, if every
idempotent endomorphism e : X → X in C splits. In other words, there exists a
direct sum decomposition X ∼= Y ⊕ Z in C and a factorisation e = iY pY , where iY
and pY denote the canonical inclusion and projection and we identify X with Y ⊕Z.
Example 2.17. Abelian categories are idempotent complete. Indeed, every idem-
potent e ∈ End(X) yields a direct sum decomposition X = im(e) ⊕ im(1 − e). We
obtain e = iim(e)pim(e).
Example 2.18. The category E of even dimensional vector spaces over a field k is
not idempotent complete. For example, the endomorphism
k2
1 0
0 0

−−−−−→ k2
does not split.
There is a natural way to embed every additive category into some idempotent
complete category.
Definition 2.19. Let C be an additive category. The idempotent completion Cω of
C consists of objects (X, e), with X in C and e ∈ EndC(X) is an idempotent. A
morphism (X, e)
α−→ (Y, f) in Cω is a morphism X α−→ Y in C satisfying αe = α = fα.
The map X 7→ (X, 1) may be extended to a functor C ι−→ Cω. The following
proposition is well-known, see e.g. [19, Proposition 1.3.].
Proposition 2.20. In the notations above Cω is an additive, idempotent complete
category and ι is additive and fully faithful.
In particular we may and will consider C as a full subcategory of Cω.
Remark 2.21. (a) The direct sum of (X, e) and (Y, f) is given by(
X ⊕ Y,
(
e 0
0 f
))
.
(b) Every additive functor F : C → D induces an additive functor Fω : Cω → Dω
given by Fω(X, e) = (F(X),F(e)) on objects and Fω(α) = F(α) on morphisms.
In particular, Fω is fully faithful (an equivalence), if F is fully faithful (an equiv-
alence).
Example 2.22. The idempotent completion Eω of the category E of even dimen-
sional vector spaces over k is equivalent to the category k−mod of finite dimensional
vector spaces over k.
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Definition 2.23. Let T be a triangulated category. The shift functor [1] may be
lifted to a functor [1]ω : T ω → T ω (see Remark 2.21). Define a triangle ∆ in T ω
to be exact, if there exists another triangle ∆′ such that ∆ ⊕ ∆′ defines an exact
triangle in T .
The following proposition is due to Balmer and Schlichting [19, Theorem 1.5].
Proposition 2.24. Let T be a triangulated category. Equipped with the structure
of Definition 2.23, the idempotent completion T ω is a triangulated category and the
inclusion ι is a triangle functor. This is the unique triangulated structure on T ω
such that ι is triangulated.
Moreover, triangulated functors F yield triangulated functors Fω.
Remark 2.25. We give an explicit example showing that Verdier quotient categories
of idempotent complete triangulated categories need not be idempotent complete,
see Lemma 5.15. However, Balmer and Schlichting show [19, Theorem 2.8.] that
the bounded derived category of an idempotent complete exact category is always
idempotent complete. In particular, the bounded derived category of an abelian
category is idempotent complete.
2.3. Auslander & Solberg’s modification of exact structures. In this subsec-
tion, we explain a technique, which (under certain technical assumptions) produces
Frobenius categories from exact categories, by a modification of the exact structure.
This is implicitely contained in a work of Auslander & Solberg [17]. In particular,
the technique may be used to obtain new Frobenius structures on a given Frobenius
category. We need some preparations.
Definition 2.26. Let E be an exact category. A full additive subcategoryM⊆ E is
called contravariantly finite, if every object X in E admits a rightM-approximation,
i.e. there exists an objectM ∈M and a morphism f : M → X , such that the induced
map HomE(N,M) → HomE(N,X) is surjective for all N ∈ M. Dually, we define
the notion of a covariantly finite subcategory. We say that M is functorially finite
if it is both covariantly and contravariantly finite.
The following example is well-known (see e.g. [16]) and will be important later.
Example 2.27. Let (R,m) be a commutative local complete Noetherian ring and let
E ⊆ mod−R be a full exact subcategory, i.e. E is closed under extensions in mod−R.
Let M ⊆ E be a full additive subcategory with only finitely many isomorphism
classes of indecomposable objects M1, . . . ,Mt, thenM is functorially finite. Indeed,
let M = M1 ⊕ . . . ⊕Mt and let X ∈ E , then HomR(M,X) is a finitely generated
R-module. In particular, it is finitely generated as a right EndR(M)-module. Let
f1, . . . , fs be a set of generators. Then one can check that M
s (f1,...,fs)−−−−−→ X is a right
M-approximation. Hence M is contravariantly finite. A dual argument shows that
it is also covariantly finite. Therefore, M is functorially finite.
The following result is implicitly included in Auslander & Solberg’s relative ho-
mological algebra [17]. As usual, we denote by E the factor category of an exact
category E by the ideal of morphisms, which factor through an injective object.
Accordingly, the morphism spaces in E are denoted by Hom.
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Proposition 2.28. Let (E ,S) be a k-linear exact category with enough projectives
P and enough injectives I. Assume that there exist an equivalence τ : E → E and a
functorial isomorphism Ext1E(X, Y ) ∼= DHomE(Y, τX) for any X, Y ∈ E . Let M be
a functorially finite subcategory of E containing P and I and satisfying τM =M.
Then the following statements hold.
(1) Let X
f−→ Y g−→ Z be a conflation in (E ,S). Then HomE(M, g) is surjective if
and only if HomE(f,M) is surjective. We denote the subclass of the exact pairs in
S satisfying one of these equivalent conditions by S ′.
(2) (E ,S ′) is a Frobenius category whose projective objects are precisely addM.
Proof. (1) Applying HomE(M,−) to X f−→ Y g−→ Z, we have an exact sequence
HomE(M, Y )→ HomE(M, Z)→ Ext1E(M, X)→ Ext1E(M, Y ). (2.14)
Thus we know that HomE(M, g) is surjective if and only if Ext1E(M, f) is injective,
which is equivalent to Ext1E(M, f) being injective. Using the equivalence τ , this holds
if and only if HomE(f, τM) is surjective, which holds if and only if HomE(f,M) is
surjective. Since f is an inflation, this holds if and only if HomE(f,M) is surjective.
(2) Let us check that E together with the subclass of exact pairs S ′ ⊆ S satisfying
the conditions in (1) also satisfies the axioms of exact categories (see Definition 2.1).
The axioms (Ex0) and (Ex1) for (E ,S ′) are satisfied, since they hold for the original
structure (E ,S) and compositions of surjections are surjective. Let us check axiom
(Ex2). Let Y
p→ Z f← Z ′ be a diagram of morphisms in E and assume that p is a
deflation with respect to S ′. By axiom (Ex2) for the pair (E ,S), there exists a pull
back diagram
Y ′
f ′

p′
// Z ′
f

Y
p
// Z
such that p′ is a deflation with respect to S. It remains to show that HomE(M, p′) is
surjective. Let T ∈ M and let g : T → Z ′ be a morphism in E . By the surjectivity
of HomE(M, p), we obtain a morphism g′ : T → Y such that pg′ = fg. Now, the
universal property of the pull back yields a morphism h : T → Y ′ such that p′h = g.
This shows that p′ is a deflation with respect to S ′. Hence, (E ,S ′) satisfies (Ex2).
The axiom (Ex2
op
) is satisfied by a dual argument.
By definition of S ′, every object in addM is projective and injective in (E ,S ′). We
will show that E has enough projectives with respect to the exact structure (E ,S ′).
For any X ∈ E , we take a right M-approximation f : M → X of X . Since M
contains P, any morphism from P to X factors through f . By the dual of Lemma
2.10, we have a conflation in (E ,S)
Y →M ⊕ P (f 0)−−−→ X. (2.15)
with P ∈ P. This conflation is actually contained in S ′, since f is a right M-
approximation. In particular, this sequence shows that (E ,S ′) has enough projec-
tive objects. Dually, we have that (E ,S ′) has enough injective objects. Take any
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projective object Q in (E ,S ′). Then (2.15) yields a deflation from addM onto Q.
Now, (2.15) splits and therefore Q ∈ addM. The injective objects can be treated
similarly. Summing up, the classes of projective objects and injective objects in
(E ,S ′) both equal addM. This completes the proof. 
Example 2.29. Consider the finite dimensional k-algebra
T = k[x]/(x2)⊗k k(A y−→ B).
It is isomorphic to the quiver algebra kQ/R, where Q is the following quiver
1α 88
β
// 2 γff (2.16)
and R is generated by α2, γ2 and βα− γβ. We claim that the pair
M := addT (P1 ⊕ P2 ⊕ I2) ⊆ mod− T =: E (2.17)
satisfies the conditions in Proposition 2.28. Indeed, since T is finite dimensional,
we may take τ : mod − T → mod − T to be the Auslander–Reiten translation.
Then the Auslander–Reiten formula (see e.g. [14]), yields a functorial isomorphism
Ext1E(X, Y ) ∼= DHomE(Y, τX). Since P2 = I1 is a projective and injective object,
M contains all projective objects P and all injectives I. It remains to check that
τ(I2) ∼= P1 holds. The minimal projective resolution of I2 is given by
0→ P1 β·−→ P2 → I2 → 0. (2.18)
Applying the Nakayama functor ν, yields a map I1
ν(β·)−−−→ I2 with kernel P1. This
shows that τ(I2) ∼= P1. Therefore, mod − T admits a Frobenius structure with
projective-injective objects M, by Proposition 2.28. Moreover, one can show that
the stable category mod−T is triangle equivalent to the triangulated orbit category
Db(kA3)/[1].
2.4. A Morita type Theorem for Frobenius categories.
Definition 2.30. Let E be a Frobenius category with proj E = addP for some
P ∈ proj E . If there exists M ∈ E with P ∈ addM , such that A := EndE(M) is
Noetherian and gl. dim(A) <∞, then A is a noncommutative resolution of E .
The purpose of this section is to show that the existence of a noncommutative
resolution puts strong restrictions on E . The following theorem is based on joint
work with Osamu Iyama, Michael Wemyss and Dong Yang [83]. The strategy of the
proof is inspired by [3, Theorem 2.2. (a)].
Theorem 2.31. Let E be a Frobenius category with proj E = addP for some P ∈
proj E . Assume that there exists a noncommutative resolution EndE(M) of E with
gl. dimEndE(M) = n. Then the following statements hold
(1) E = EndE(P ) is an Iwanaga–Gorenstein ring of dimension at most n.
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(2) We have an equivalence HomE(P,−) : E → GP(E) up to direct summands.
It is an equivalence if E is idempotent complete. This induces a triangle
equivalence
E ∼−→ GP(E)
up to direct summands. It is an equivalence if E or E is idempotent complete.
(3) E = thickE(M).
Remark 2.32. Not every Frobenius category with a projective generator admits a
noncommutative resolution. Indeed, let R be a local complete normal Gorenstein
surface singularity over C and consider the Frobenius category E = MCM(R). For
example, isolated hypersurface singularities R = CJx, y, zK/(f) satisfy these condi-
tions. Then every noncommutative resolution of E in the sense of Definition 2.30
is an NCR of R in the sense of [53]. In particular, if MCM(R) has a noncom-
mutative resolution, then Spec(R) has rational singularities, by [53, Corollary 3.3.].
The complete rational Gorenstein surface singularities are precisely the ADE-surface
singularities, see e.g. [57] or Section 6. In other words, if R = CJx, y, zK/(f) is an
isolated hypersurface singularity R = CJx, y, zK/(f) which is not of ADE-type, then
MCM(R) does not admit a noncommutative resolution.
This example also shows that the existence of noncommutative resolutions is not
necessary for Theorem 2.31 (2), since E = MCM(R) = GP(R) for commutative
Gorenstein rings R.
Proof. It is well-known that the functor HomE(P,−) : E → mod − E is fully faith-
ful. Moreover, it restricts to an equivalence HomE(P,−) : addP → proj−E up to
summands. We can drop the supplementary ‘up to summands’ if E is idempotent
complete. We establish (1) in three steps:
(i) We first show that ExtiE(HomE(P,X), E) = 0 for any X ∈ E and i > 0. Since
E has enough projective objects, there exists a conflation
0→ Y → P ′ → X → 0 (2.19)
in E with P ′ projective. Applying HomE(P,−), we obtain an exact sequence
0→ HomE(P, Y )→ HomE(P, P ′)→ HomE(P,X)→ 0 (2.20)
with a projective E-module HomE(P, P ′). Applying HomE(−, P ) to (2.19) and
HomE(−, E) to (2.20) respectively and comparing them, we have a commutative
diagram of exact sequences
HomE(P ′, P ) HomE(Y, P ) 0
HomE(HomE(P, P ′), E) HomE(HomE(P, Y ), E) Ext1E(HomE(P,X), E) 0,
// //
// // //
≀HomE(P,−)

≀HomE (P,−)
 
where the vertical arrows are isomorphisms since HomE(P,−) is fully faithful.
In particular, the diagram shows that Ext1E(HomE(P,X), E) = 0. Since the syzygy
of HomE(P,X) has the same form HomE(P, Y ), we may repeat this argument to
obtain ExtiE(HomE(P,X), E) = 0 for any i > 0.
31
(ii) We show that for any X ∈ mod−E, there exists an exact sequence
0→ Qn gn→ · · · g1→ Q0 g0→ X → 0 (2.21)
of E-modules with Qi ∈ addHomE(P, P ⊕M).
Define an A-module by X˜ := X ⊗E HomE(P ⊕M,P ). Let e be the idempotent
of A = EndE(P ⊕M) corresponding to the summand P of P ⊕M . Then we have
eAe = E and X˜e = X . Since gl. dim(A) ≤ n, there exists a projective resolution
0→ Pn → · · · → P0 → X˜ → 0.
Multiplying by e and using Ae = HomE(P, P ⊕M), we have the assertion.
(iii) Consider the short exact sequence of E-modules 0→ ker(g0)→ Q0 g0→ X → 0
obtained from (2.21) above. Applying HomE(−, E) to this sequence, we obtain a
long exact Ext–sequence. By (i), ExtiE(Q0, E) for all i > 0. Hence, Ext
n+1
E (X,E)
∼=
ExtnE(ker(g0), E) and proceeding inductively, we obtain
Extn+1E (X,E)
∼= Ext1E(ker(gn−1), E) = Ext1E(Qn, E)
(i)
= 0
for any X ∈ mod−E. This shows that the injective dimension of the E-module E is
bounded above by n. The dual argument shows that the injective dimension of the
Eop-module E is at most n. Thus E is an Iwanaga–Gorenstein ring of dimension at
most n, which shows (1).
(2) By (i) again, we have a functor HomE(P,−) : E → GP(E), which is fully faithful.
We will now show that it is dense up to taking direct summands.
Let X ∈ GP(E). We claim that there exists a complex
Mn
fn−→ · · · f1−→M0 (2.22)
in E with Mi ∈ add(P ⊕M) such that the induced sequence
0→ HomE(P,Mn) fn◦−−→ . . . f1◦−−→ HomE(P,M0)→ X ⊕ Y → 0 (2.23)
is exact for some Y ∈ GP(E). Indeed, consider the addHomE(P, P ⊕M) resolution
of X constructed in (2.21). Since HomE(P,−) is dense up to direct summands,
there exists Mn ∈ add(P ⊕M) and Q′n ∈ GP(E) such that HomE(P,Mn) ∼= Qn ⊕
Q′n. Similarly, we can find Mn−1 ∈ add(P ⊕ M) and Q′n−1 ∈ GP(E) such that
HomE(P,Mn−1) ∼= (Qn−1⊕Q′n)⊕Q′n−1. Since HomE(P,−) is full, the monomorphism
g˜n : Qn ⊕Q′n
(
gn 0 0
0 1 0
)tr
−−−−−−→ (Qn−1 ⊕Q′n)⊕Q′n−1
has a preimage fn : Mn →Mn−1. Now, let Mn−2 ∈ add(P ⊕M) and Q′n−2 ∈ GP(E)
such that HomE(P,Mn−2) ∼= (Qn−2 ⊕Q′n−1)⊕Q′n−2. Since (2.21) is exact,
0→ Qn ⊕Q′n g˜n−→ (Qn−1 ⊕Q′n)⊕Q′n−1
g˜n−1=
(
gn−1 0 0
0 0 1
0 0 0
)
−−−−−−−−−−−→ (Qn−2 ⊕Q′n−1)⊕Q′n−2
is exact as well. Let fn−1 be a preimage of g˜n−1. Then fn−1fn = 0 holds, since
HomE(P,−) is faithful. One can proceed in this way to construct preimages Mn−3,
. . . ,M0 and fn−2, . . . , f1 for Qn−3⊕Q′n−2⊕Q′n−3, . . . , Q0⊕Q′1⊕Q′0 and g˜n−2, . . . , g˜1,
respectively. By faithfulness of HomE(P,−), we get a complex (2.22). Moreover,
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by construction, the cokernel of g˜1 = HomE(P, f1) is isomorphic to X ⊕ Q′0. Hence
setting Y = Q′0 proves the claim.
Applying HomE(−, P ) to (2.22) and HomE(−, E) to (2.23) and comparing them,
we have a commutative diagram
HomE(M0, P ) //
≀HomE (P,−)

· · · // HomE(Mn, P )
≀HomE(P,−)

// 0
HomE(HomE(P,M0), E) // · · · // HomE(HomE(P,Mn), E) // 0
(2.24)
where the lower sequence is exact since X ⊕ Y ∈ GP(E). Indeed, this implies that
all the cohomologies in (2.23) are in GP(E). But E is injective in GP(E). Hence,
HomE(−, E) preserves exactness of the sequence (2.23).
Thus the upper sequence is also exact. Applying Lemma 2.10 repeatedly to (2.22),
we have a complex
Mn
(fn 0)tr−−−−→Mn−1 ⊕ Pn−1
(fn−1 0 00 1 0)
tr
−−−−−−−→Mn−2 ⊕ Pn−1 ⊕ Pn−2 −→ · · ·
· · · → M0 ⊕ P1 ⊕ P0 → N
(2.25)
with projective objects Pi, which is a glueing of conflations in E . Indeed, starting
on the left end of (2.22), we obtain a short exact sequence 0→Mn (fn 0)
tr
−−−−→Mn−1 ⊕
Pn−1
πn−1→ M ′n−1 → 0 in E , by Lemma 2.10, which may be applied since (2.24) is
exact. Now, the universal property of the cokernel of (fn 0)
tr yields a map ιn−1
Mn
(fn 0)tr
// Mn−1 ⊕ Pn−1
(
fn−1 0
0 1
)
//
πn−1
&&◆
◆◆◆
◆◆◆
◆◆◆
◆
Mn−2 ⊕ Pn−1
M ′n−1
ιn−1
88♣♣♣♣♣♣♣♣♣♣♣
(2.26)
Since P is injective in E , HomE(−, P ) is exact. Hence, (2.26) and the exactness of
(2.24) shows that HomE(ιn−1, P ) is surjective. We apply Lemma 2.10 and proceed
in a similar way to construct the complex (2.25) above.
Applying HomE(P,−) to (2.25) and using the exactness of (2.23), yields an iso-
morphism X ⊕ Y ⊕HomE(P, P0) ≃ HomE(P,N). Hence, HomE(P,−) is dense up to
summands.
(3) The existence of (2.21) implies that the fully faithful functor HomE(P,−) in-
duces an equivalence between the idempotent completions of thickE(M) and GP(E).
Hence the idempotent completions of thickE(M) and E are equivalent, by (2). But
the former category is a full subcategory closed under taking direct summands in
E . Therefore, we already have thickE(M) ∼= E before passing to the idempotent
completions. 
Remark 2.33. We remark that [47, 4.2] gives an embedding E → GP(proj E) in the
general setting, where proj E does not necessarily admit an additive generator P .
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2.5. The Buchweitz–Happel–Keller–Rickard–Vossieck equivalence.
Let throughout E be a Frobenius category.
Definition 2.34. Let N ∈ Z. A complex P • of E-projective objects is called acyclic
in degrees ≤ N if there exists conflations Zn(P •) in // P n p
n
// Zn+1(P •) in E such
that dnP • = i
n+1pn holds for all n ≤ N . The full subcategory of K−(proj E) consisting
of those complexes which are acyclic in degrees ≤ d for some d ∈ Z is denoted by
K−,b(proj E). This defines a triangulated subcategory of K−(proj E) (c.f. [103]).
Remark 2.35. The definition of the triangulated category K−,b(proj E) depends on
the exact structure of the ambient Frobenius category E of proj E . We refer to
Remark 2.41 for a discussion of this subtle issue.
Taking projective resolutions yields a functor P : E → K−,b(proj E). We need the
following dual version of a result of Keller & Vossieck [103, Exemple 2.3.]. Spe-
cial cases of this result were obtained by Rickard [141] for module categories over
selfinjective algebras and more generally by Buchweitz [34] for Gorenstein projec-
tive modules over Iwanaga–Gorenstein rings, see Theorem 2.40. A dual result, of
Theorem 2.40 for finite dimensional Gorenstein algebras was obtained by Happel
[71].
Proposition 2.36. The functor P induces an equivalence of triangulated categories
P : E −→ K−,b(proj E)/Kb(proj E). (2.27)
Proof. We show that P : E → K−(proj E)/Kb(proj E) is a fully faithful triangle func-
tor. This is sufficient since any complex in K−,b(proj E) becomes isomorphic to
a shifted projective resolution in K−,b(proj E)/Kb(proj E). Indeed, this may be
achieved by brutally truncating the bounded part of the complex, which is not
acyclic. Hence the functor P is dense.
In order to show that P commutes with shifts, let X ∈ E and let
X
i
// I(X)
π
// Ω−1(X) (2.28)
be a conflation with I(X) projective-injective. We have to construct a natural
isomorphism ηX : P(Ω
−1(X)) → P(X)[1] in K−(proj E)/Kb(proj E). Using the con-
flation (2.28), Ω−1(X) has a projective resolution
· · · d3 // P 2Ω−1(X) d
2
// P 1Ω−1(X)
d1
//
##❋
❋❋
❋❋
❋❋
❋
I(X)
π
// Ω−1(X) // 0
X
i
==④④④④④④④④
(2.29)
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Hence, X has a projective resolution · · · −d3 // P 2Ω−1(X)
−d2
// P 1Ω−1(X)
// X // 0
and we can define a morphism ηX : P(Ω−1(X))→ P(X)[1] in K−(proj E) as follows
· · · d3 // P 2Ω−1(X) d
2
//
1

P 1Ω−1(X)
d1
//
1

I(X)

// 0

// · · ·
· · · d3 // P 2Ω−1(X) d
2
// P 1Ω−1(X)
// 0 // 0 // · · ·
One can check that ηX is natural in X . Since cone(ηX) ∼= I(X)[1] ∈ Kb(proj E) the
image ηX : P(Ω
−1(X))→ P(X)[1] of ηX in K−(proj E)/Kb(proj E) is an isomorphism.
It is natural since ηX is natural.
To show that P respects triangles, recall that a standard triangle A
i−→ B p−→ C h−→
Ω−1(A) in E is defined via a commutative diagram in E
A
1

i
// B
g

p
// C
h

A
iA
// I(A)
pA
// Ω−1(A)
(2.30)
where both rows are conflations. We have to show that
P(A)
P(i)−−→ P(B) P(p)−−→ P(C) ηAP(h)−−−−→ P(A)[1]
defines a triangle in K−(proj E)/Kb(proj E). By the definition of the triangulated
structure of the Verdier quotient category K−(proj E)/Kb(proj E) it suffices to show
that P(A)
P(i)−−→ P(B) P(p)−−→ P(C) ηAP(h)−−−−→ P(A)[1] is a triangle in K−(proj E). To do
this, we construct a commutative diagram in E in several steps.
...
d3A

...(
d3A φ
2
0 d3C
)

...
d3C

...
−d2A

...
−d2A

P 2A
d2A

( 1 0 )
tr
// P 2A ⊕ P 2C(
d2A φ
1
0 d2C
)

( 0 1 )
// P 2C
d2C

−φ1
//❴❴❴❴❴ P 1A
−d1A

1
// P 1A
−d1A

P 1A
d1A

( 1 0 )
tr
// P 1A ⊕ P 1C(
d1A φ
0
0 d1C
)

( 0 1 )
// P 1C
d1C

−φ0
//❴❴❴❴❴ P 0A
iAπA

1
// P 0A
0

P 0A
πA

( 1 0 )
tr
// P 0A ⊕ P 0C
( iπA π
′
C )

( 0 1 )
// P 0C
πC

gπ′C
//❴❴❴❴❴ I(A)
pA

0
// 0

A
i
// B
p
// C
h
// Ω−1(A) // 0
(2.31)
Firstly, we take projective resolutions of A and C, respectively. Then we can induc-
tively construct a projective resolution of B (Horseshoe Lemma). Next, we resolve
35
Ω−1(A) as in (2.29). Using the commutativity of (2.30) and of the square
P 0A ⊕ P 0C
( iπA π
′
C )

( 0 1 )
// P 0C
πC

B
p
// C
(2.32)
on the bottom of diagram (2.31), we see that pA(gπ
′
C) = hpπ
′
C = hπC . This gives us
the first broken arrow lifting h. The other commutativity relations for the lift of h,
follow from the fact that the resolution of B is a complex. Finally, the chain map
on the right is just ηA. This shows that P(A)
P(i)−−→ P(B) P(p)−−→ P(C) ηAP(h)−−−−→ P(A)[1]
is isomorphic to the standard triangle
P(A)→ cone(φ•)→ (P(C)[−1])[1] −φ
•[1]−−−→ P(A)[1].
Hence, P is a triangle functor.
Let us prove that P is faithful. Let f : M → N be a morphims in E such that the
lift to the projective resolutions P(f) : P •M → P •N admits a factorisation P •M φ−→ Q• ψ−→
P •N , where Q
• ∈ Kb(proj E). We have to show that f factors through proj E . As a
first step, we show that if φ−i = 0 holds for some i > 1, then there is a homotopy
equivalent chain map φ˜ with φ˜−i+1 = 0.
The exactness of P •M and the injectivity of the Q
i yield a diagram
· · · // P−iM
d−iM
//
0

P−i+1M
φ−i+1

$$❏
❏
❏
❏
❏
d−i+1M
// P−i+2M
φ−i+2

h
ss
d−i+2M
// P−i+3M
φ−i+3

// · · ·
im d−i+1M
66♥♥♥♥♥♥♥
zzt
t
t
t
t
· · · // Q−i ∂−i // Q−i+1 ∂−i+1 // Q−i+2 ∂−i+2 // Q−i+3 // · · ·
where φ−i+1 = h ◦ d−i+1M . Let φ˜ be the following chain map
· · · // P−iM
d−iM
//
0

P−i+1M
0

d−i+1M
// P−i+2M
φ−i+2−∂−i+1h

d−i+2M
// P−i+3M
φ−i+3

// · · ·
· · · // Q−i ∂−i // Q−i+1 ∂−i+1 // Q−i+2 ∂−i+2 // Q−i+3 // · · ·
The degree −1 map (. . . , 0, h, 0, . . .) defines a homotopy between φ and φ˜. Since Q•
is left bounded, induction yields a chain map, which is homotopic to φ:
· · · // P−1M
d−1M
//
0

P 0M
φ˜0

ǫM
//❴❴❴ M
· · · // Q−1 ∂−1 // Q0 ∂0 // Q1 ∂1 // Q2 // · · ·
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Now the universal property of the cokernel gives a map f1 : M → Q0 such that
φ˜0 = f1ǫM . Let f2 = ǫNψ
0. Then ψφ˜ is a lift of f2f1. Thus f and f1f2 have
homotopic lifts P(f) and ψφ˜. Hence, f = f2f1 and f factors through Q0.
To show that P is full, let P •M
f−→ E• s←− P •N be a morphism inK−(proj E)/Kb(proj E),
i. e. f and s are morphisms inK−(proj E) and Q•[−1] φ−→ P •N s−→ E• → Q• is a triangle
with Q• ∈ Kb(proj E). Hence, E• has the following form
· · ·
d−2N φ−1
0 d−2Q

−−−−−−−−−→ P−1N ⊕Q−1
d−1N φ0
0 d−1Q

−−−−−−−−−→ P 0N ⊕Q0
(
0 d0Q
)
−−−−−−→ Q1 d
1
Q−−→ · · ·
The brutally truncated complex β≥0Q• is a subcomplex of E•. Hence we get a
triangle β≥0Q• → E• q−→ E˜• +−→, where E˜• is homotopy equivalent to
· · ·
d−2N φ−1
0 d−2Q

−−−−−−−−−→ P−1N ⊕Q−1
(
d−1N φ
0
)
−−−−−−−→ P 0N → 0→ · · ·
Since cone(q) ∈ Kb(proj E) our original roof is equivalent to P •M qf−→ E˜• qs←− P •N . Let
g = qf . Similar to the proof of faithfulness, we will show that if g−i =
(
g−i1 0
)tr
for some i > 1, we can find a homotopic chain map g˜ with g˜−i+1 =
(
g˜−i+11 0
)tr
.
Consider the following diagram
· · ·P−iM
d−iM
//
(
g−i1
0
)

P−i+1M
(
g−i+11
g−i+12
)

δ
''❖
❖❖
❖❖
❖
d−i+1M
// P−i+2M
(
g−i+21
g−i+22
)

( 0h)
ss
d−i+2M
// P−i+3M · · ·
(
g−i+31
g−i+32
)

im d−i+1M
ι
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β
)
ww♦ ♦
♦ ♦
♦ ♦
· · ·P−iN ⊕Q−i(
d−iN φ
−i+1
0 d−iQ
)// P−i+1N ⊕Q−i+1 (
d−i+1N φ
−i+2
0 d−i+1Q
) // P−i+2N ⊕Q−i+2(
d−i+2N φ
−i+3
0 d−i+2Q
)// P−i+3N ⊕Q−i+3 · · ·
Since g−i+12 d
−i
M = 0 holds, the universal property of the cokernel yields a morphism
β : im d−i+1M → Q−i+1 such that βδ = g−i+12 . By construction of P •M the differential
d−i+1M factors into an deflation δ followed by an inflation ι. Since Q
−i+1 is injective,
we get a map h : P−i+2M → Q−i+1 satisfying hι = β. Summing up we have g−i+12 =
βδ = hιδ = hd−i+1M .
Define a degree 0 map g˜ : P •M → E˜• by g˜j = gj for all j /∈ {−i + 1,−i + 2},
g˜−i+1 =
(
g−i+11 , 0
)tr
and g˜−i+2 =
(
g−i+21 − φ−i+2h, g−i+22 − d−i+1Q h
)tr
. One can
check that the difference g − g˜ defines a chain map which is homotopic to zero.
Indeed, the homotopy is given by the degree −1 map (. . . 0, (0 h)tr , 0 . . .). Hence,
g˜ is a chain map which is homotopic to g. Since Q• is left bounded, induction shows
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that g is homotopic to the following chain map
· · · // P−3M
d−3M
//(
g˜−31
0
)

P−2M(
g˜−21
0
)

d−2M
// P−1M(
g˜−11
0
)

d−1M
// P 0M
g˜0

· · · // P−3N ⊕Q−3(
d−3N φ
−2
0 d−3Q
)// P−2N ⊕Q−2 (
d−2N φ
−1
0 d−2Q
) // P−1N ⊕Q−1
( d−1N φ0 )
// P 0N
Thus we obtain a chain map g : P •M → P •N whose image P •M g−→ P •N 1←− P •N in
K−(proj E)/Kb(proj E) is equivalent to our roof P •M g=qf−−−→ E˜• qs←− P •N . Hence the map
G : M → N induced by g is the desired preimage. 
2.6. Singularity Categories of Iwanaga–Gorenstein rings. The following no-
tion was introduced by Buchweitz [34].
Definition 2.37. Let R be a right Noetherian ring. The Verdier quotient category
Dsg(R) := Db(mod− R)/Kb(proj−R)
is called the singularity category of R.
Remark 2.38. If R is a regular ring (i.e. gl. dimR <∞), every object in Db(mod−R)
admits a bounded free resolution. This yields a triangle equivalence Db(mod−R) ∼=
Kb(proj−R). In other words, the singularity category Dsg(R) is trivial if R has no
singularities. Moreover, this is the reason to consider Kb(proj−R) as the ‘smooth
part’ of Db(mod− R).
If R is a commutative Noetherian ring, Dsg(R) can be considered as a measure
for the complexity of the singularities of Spec(R), see e.g. [131].
Proposition 2.36 has the following consequence.
Corollary 2.39. Let E be a Frobenius category such that proj E = addP for some
P ∈ proj E . If R = EndE(P ) is a right Noetherian ring, then there is a fully faithful
triangle functor
P˜ : E −→ Dsg(R). (2.33)
Proof. The fully faithful functor HomE(P,−) : proj E → proj−R induces an embed-
ding K−(proj E) → K−(proj−R). The restriction K−,b(proj E) → K−,b(proj−R) is
well defined since P is projective. Now, we can define P˜ as composition of fully
faithful functors
E P // K
−,b(proj E)
Kb(proj E)
//
K−,b(proj−R)
Kb(proj−R)
∼
//
Db(mod− R)
Kb(proj−R) , (2.34)
where P is the equivalence from Proposition 2.36 and the last functor is induced by
the well-known triangle equivalence K−,b(proj−R) ∼−→ Db(mod− R). 
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Let R be an Iwanaga–Gorenstein ring. Recall from Proposition 2.8 that the
category of Gorenstein projective R-modules
GP(R) =
{
M ∈ mod− R|ExtiR(M,R) = 0 for all i > 0
}
is a Frobenius category, with projGP(R) = proj−R. If R is commutative, then
the notions of Gorenstein projective R-modules and maximal Cohen–Macaulay R-
modulesMCM(R) (see (2.4)) coincide. Buchweitz has shown that for these Frobenius
categories (2.33) is an equivalence, see [34, Theorem 4.4.1.].
Theorem 2.40. Let R be Iwanaga–Gorenstein. There is a triangle equivalence
GP(R)
P˜−→ Dsg(R) (2.35)
induced by the inclusion GP(R) ⊆ K−,b(proj−R) ∼= Db(mod− R).
Proof. The main point is that in this situation, projGP(R) = addR = proj−R.
Hence the additive functor HomR(R,−) : projGP(R) → proj−R considered in the
proof of Corollary 2.39 is an equivalence. This induces a triangle equivalence
K−,b(projGP(R))/Kb(projGP(R)) ∼= Dsg(R)10. Therefore, in this situation, the
functor P˜ from Corollary 2.39 is a composition of triangle equivalences. 
Remark 2.41. In the situation of Corollary 2.39, assume that there is an additive
equivalence proj E → proj−R. This induces a triangle equivalence K−(proj E) →
K−(proj−R). However, the restriction to K−,b(proj E)→ K−,b(proj−R) need not be
essentially surjective. The reason is that the two ambient exact categories proj E ⊆ E
and proj−R ⊆ mod− R may differ. This leads to different notions of acyclicity.
In order to be more concrete, let R = k[x]/x2 and take E = proj−R with the split
Frobenius structure, i.e. proj E = E . Then the complex of projective R-modules
C• : . . . x·−→ R x·−→ R x·−→ . . . x·−→ R −→ 0 −→ . . .
is contained in K−,b(proj−R) ⊆ K−(mod− R), since the truncated complex
. . .
x·−→ R x·−→ . . . x·−→ R։ Z0(C•) ∼= R/(x) −→ 0 −→ . . . ,
is composed from exact sequences
0→ Zn−1(C•) ∼= R/(x)→ R→ R/(x) ∼= Zn(C•)→ 0
in mod − R, where n ≤ 0. But R/(x) /∈ proj−R. Hence, C• /∈ K−,b(proj E) ⊆
K−(proj−R).
This explains why the fully faithful functor from Corollary 2.39
P˜ : 0 = E −→ Dsg(R) ∼= mod− k
is not dense in this situation.
10This equivalence is actually more subtle than it might seem on first sight. Indeed, the definition
ofK−,b(proj−GP(R)) (respectivelyK−,b(proj−R)) depends on the ambient exact category GP(R)
(respectively mod−R). Since GP(R) ⊆ mod−R is an exact subcategory and projGP(R) = proj−R,
K−,b(proj−GP(R)) ⊆ K−,b(proj−R). The other inclusion follows from the fact that over an
Iwanaga–Gorenstein ring, the syzygies Ωn(X) are Gorenstein projective for every X ∈ mod − R
and all n >> 0 (see Proposition 2.8 (GP2)). See also Remark 2.41.
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A combination of Buchweitz’ Theorem 2.40 and Iyama’s Theorem 2.31 yields the
following corollary.
Corollary 2.42. Let E be a Frobenius category satisfying the conditions in Theorem
2.31 and let E = EndE(P ), where addP = proj E . Then there is a triangle equivalence
(up to direct summands)
E → Dsg(E). (2.36)
Moreover, if E or E are idempotent complete, then the statement holds without the
supplement ‘up to direct summands’. In particular, idempotent completeness of E
implies idempotent completeness of the singularity category Dsg(E).
Remark 2.43. We recover Corollary 2.42 in Subsection 2.8 using a different ap-
proach, which is inspired by our study of the (local) relative singularity categories
in Section 5. Actually, our ‘alternative approach’ came first and inspired Iyama’s
more general Theorem 2.31. The alternative approach does not show that E is
an Iwanaga–Gorenstein ring. However, this property is not used in our description
of the stable categories of special Cohen–Macaulay modules over complete rational
surface singularities (Theorem 6.47), which was the main motivation for the whole
story.
2.7. A tale of two idempotents.
Definition 2.44. A triangulated functor F : C → D is called triangulated quotient
functor, if the induced functor F : C/ ker F→ D is an equivalence of categories.
Lemma 2.45. Let F : C → D be a triangulated quotient functor with kernel K. Let
U ⊆ C be a full triangulated subcategory, let q : C → C/U be the quotient functor and
V = thick(F(U)). Then F induces an equivalence of triangulated categories.
(C/U)
thick
(
q(K)) −→ DV .
Proof. F induces a triangle functor F : C/U → D/V. We have thick(q(K)) ⊆ ker(F).
We show that F is universal with this property, i.e. given a triangle functorG : C/U →
T satisfying thick(q(K)) ⊆ ker(G) there exists a unique (up to unique isomorphism)
triangle functor H : D/V → T such that G = H ◦ F. We explain the following
commutative diagram of triangulated categories and functors
K
q

// C F //
q

D
q′

I1
vv♠ ♠
♠ ♠
♠ ♠
T
thick (q(K)) // C/U
G
77♥♥♥♥♥♥♥♥♥ F
// D/V.
I2
hhP P P P P
The functor I1, satisfying I1 ◦ F = G ◦ q, exists by the universal property of F and
I2 exists by the universal property of q′ and satisfies I2 ◦ q′ = I1. Since I2 ◦ F ◦ q =
I2 ◦q′ ◦F = I1 ◦F = G◦q the (uniqueness part of the) universal property of q implies
that I2 ◦ F = G holds.
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In order to show uniqueness of I2, let H : D/V → T be a triangle functor such
that H ◦ F = G holds. Then H ◦ q′ ◦ F = G ◦ q = I1 ◦ F holds and the universal
property of F implies H ◦ q′ = I1. Since H ◦ q′ = I1 = I2 ◦ q′ the universal property
of q′ yields I2 = H. 
Remark 2.46. The universal property of the triangulated quotient category may be
used to show that there is a triangle equivalence
(C/U)
thick(q(K))
∼−→ C
thick(U ,K) . (2.37)
However, for our purposes it is more convenient to work with the quotient on the
left hand side.
The following proposition is a dual version of [63, Proposition III.5].
Proposition 2.47. Let A and B be abelian categories. Let F : A → B be an exact
functor admitting a left adjoint G : B → A.
If the unit of the adjunction η : IdB → FG is a natural isomorphism, then the
induced functor F : A/ kerF→ B is an equivalence of categories.
In conjunction with classical Morita theory (see e.g. [55, Theorem 8.4.4.]), Propo-
sition 2.47 yields the following well-known corollary (see e.g. [123, Proposition 5.9]).
Corollary 2.48. Let A be a right Noetherian ring and e ∈ A be an idempotent.
Then F = HomA(eA,−) : mod− A → mod− eAe induces an equivalence of abelian
categories11
F :
mod− A
mod−A/AeA −→ mod− eAe.
Proposition 2.49. Let A be a right Noetherian ring and let e, f ∈ A be idempotents.
The exact functor F = HomA(eA,−) induces a triangle equivalence
Db(mod− A)/ thick(fA)
thick(q(mod−A/AeA)) −→
Db(mod− eAe)
thick(fAe)
, (2.38)
where q : Db(mod−A)→ Db(mod−A)/ thick(fA) is the canonical quotient functor.
Proof. Using Miyachi’s compatibility result ([123, Theorem 3.2]), the equivalence of
abelian categories in Corollary 2.48 shows that F induces a triangulated quotient
functor F : Db(mod−A)→ Db(mod− eAe). An application of Lemma 2.45 to F and
thick(fA) completes the proof. 
Remark 2.50. Proposition 2.49 contains X.-W. Chen’s [45, Theorem 3.1] as a special
case. Namely, if we set f = 1 and assume that pr. dimeAe(Ae) < ∞ holds, then
thickeAe(Ae) ∼= Kb(proj−eAe) since eAe is a eAe-direct summand of Ae. Hence,
(2.38) yields a triangle equivalence Dsg(A)/ thick(q(mod − A/AeA)) → Dsg(eAe).
Moreover, if every finitely generated A/AeA-module has finite projective dimension
11The ring eAe is automatically right Noetherian. Indeed, it is enough to show that sending a
right ideal I ⊆ eAe to IA, defines an injection from right ideals in eAe to right ideals in A. Let
I ⊆ eAe be a right ideal and set J = IA ∩ eRe. Then J = Je ⊆ IAe = IeAe = I. Since I ⊆ J ,
the claim follows.
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over A (i.e. the idempotent e is singularly-complete in the terminology of loc. cit.),
we get an equivalence of singularity categories [45, Corollary 3.3].
Dsg(A)→ Dsg(eAe) (2.39)
Example 2.51 ([44, Example 4.3.]). For n > 0, let Kn be the path algebra of the
following quiver with relation α2 = 0.
1 2,
β1
βn
α
One can check that K = Kn is a finite dimensional Iwanaga–Gorenstein k-algebra,
e.g. use [44, Theorem 3.3.]. Consider the idempotent e = e1. We have Ke ∼= eKe
as right eKe-modules. Moreover, the idempotent e1 is singularly complete. In-
deed, S2 is a projective K-module. Hence we get a triangle equivalence Dsg(K) ∼=
Dsg(k[x]/(x2)), by (2.39). Using Buchweitz’ Theorem 2.40, this yields a triangle
equivalence GP(K) ∼= mod − k[x]/(x2). In particular, K has precisely three inde-
composable Gorenstein projective modules. Namely, two projectives and one non-
projective corresponding to k ∈ Dsg(k[x]/(x2)).
The special case e = f in Proposition 2.49 yields the following corollary.
Corollary 2.52. Let A be a right Noetherian ring and let e ∈ A be an idempotent.
The exact functor F = HomA(eA,−) induces a triangle equivalence
Db(mod−A)/ thick(eA)
thickA(mod− A/AeA) −→
Db(mod− eAe)
thick(eAe)
= Dsg(eAe). (2.40)
Proof. Since thick(eA) ⊆⊥thick(mod − A/AeA) holds, q(thickA(mod − A/AeA)) is
equivalent to thickA(mod−A/AeA), by Lemma 5.4. Hence we can omit q in (2.38).
This completes the proof. 
2.8. Alternative approach to the ‘stable’ Morita type Theorem. Let E be
a Frobenius category as in Corollary 2.39. Let M ∈ E and let A = EndE(P ⊕M).
Let e ∈ A be the idempotent corresponding to the identity endomorphism 1P of P .
Theorem 2.53. If A is a right Noetherian ring such that pr. dimA(N) < ∞ holds
for every N ∈ mod− A/AeA, then there is a commutative diagram(
Db(mod− A)/ thick(eA)
)
thick(mod− A/AeA)
G
∼ //
Db(mod− eAe)
Kb(proj−eAe) E
? _
P˜
oo
(
Kb(proj−A)/ thick(eA)
)
thick(mod− A/AeA)
Grestr.
∼ //
?
I1
OO
thick(Ae)
Kb(proj−eAe)
?
I2
OO
thickE(M)
P˜
restr.
∼
(up to summands)
oo
?
I3
OO
Moreover, if A has finite global dimension, then the inclusions are equivalences. In
particular, this has the following consequences
42
(a) P˜ : E −→ Dsg(eAe) is a triangle equivalence (up to summands). If E is
idempotent complete, then the supplement ‘up to summands’ can be omitted.
In particular, Dsg(eAe) is idempotent complete in this case.
(b) E = thickE(M).
Proof. Let us explain the commutative diagram above. The vertical arrows denote
the canonical inclusion functors. The functors in the lower row being the restrictions
of the functors in the upper row, both squares commute by definition. G is the
equivalence from Corollary 2.52 and its restriction Grestr. is an equivalence since G
maps the generator A to Ae. P˜ denotes the fully faithful functor from Corollary 2.39.
Since P˜ maps M to HomE(P,M), which is isomorphic to Ae as right eAe-modules,
up to taking direct summands the restriction P˜
restr.
is a triangle equivalence (note
that thickE(M) is not necessarily idempotent complete since E is not assumed to be
idempotent complete. But thick(eA) is always idempotent complete!)
If A has finite global dimension, then the inclusion Kb(proj−A)→ Db(mod− A)
is an equivalence. Hence, I1 is an equivalence. Thus by commutativity of the left
square I2 is an equivalence. Now, I3 and P˜ are fully faithful and the right square
commutes. Hence up to taking direct summands these two functors are equivalences.
In particular, I3 is an equivalence since we have already taken all possible direct
summands of direct sums of M in E . This completes the proof. 
2.9. Frobenius pairs and Schlichting’s negative K-theory.
Definition 2.54. We call a sequence S F−→ T G−→ R of triangulated categories exact
if the following properties hold.
F is fully faithful and the composition GF is zero. Moreover, the induced functor
T /S → R is fully faithful and every object of R occurs as a direct summand of an
object in T /S.
Example 2.55. If U ⊆ T is a full triangulated subcategory then the canonical
sequences U → T → T /U and U → T → (T /U)ω are exact.
We need the following statement from [150].
Proposition 2.56. If S F−→ T G−→ R is exact then the induced sequence of the
idempotent completions Sω Fω−→ T ω Gω−→ Rω is exact.
Definition 2.57. Let U ⊆ T be a full triangulated subcategory. U is called dense
if every object in T is a direct summand of an object in U and U is closed under
isomorphisms.
Example 2.58. T ⊆ T ω is the most important example of a dense subcategory in
our situation.
Thomason [159, Theorem 2.1] gave the following description of the set of dense
subcategories.
Theorem 2.59. Let T be a triangulated category. Then there is a bijection of sets
K0(−) : {Dense subcategories of T } → {Subgroups of K0(T )},
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sending a dense subcategory U to its Grothendieck group K0(U).
In particular, the inclusion of a dense subcategory U i−→ T yields an inclusion
K0(U) K0(i)−−−→ K0(T ).
This has the following consequences, which will be important in the sequel.
Corollary 2.60. Let T be a triangulated category. If K0(T ) = K0(T ω), then T =
T ω. In other words, T is idempotent complete.
Corollary 2.61. If S F−→ T G−→ R is an exact sequence of triangulated categories,
then K0(S) K0(F )−−−→ K0(T ) K0(G)−−−→ K0(R) is an exact sequence of abelian groups.
Proof. By definition of an exact sequence, we have a commutative diagram
S F // T G //
π
!!❈
❈❈
❈❈
❈❈
❈ R
T /S
ι
==③③③③③③③③
(2.41)
such that ι is fully faithful and T /S is dense in R. It is well-known that the
sequence of abelian groups K0(S) K0(F )−−−→ K0(T ) K0(π)−−−→ K0(T /S) → 0 is exact (see
for example [80, Proposition VIII 3.1]). Theorem 2.59 shows that K0(ι) is injective,
which proves the claim. 
Given an exact sequence S F−→ T G−→ R of triangulated categories, one may wonder
how to extend the induced exact sequence (Proposition 2.56 and Corollary 2.61)
K0(Sω) K0(F
ω)−−−−→ K0(T ω) K0(G
ω)−−−−→ K0(Rω) (2.42)
to the right. This was the motivation for Schlichting to introduce negative K-theory
for triangulated categories in [150]. We will use this theory to show that certain
Verdier quotient categories are idempotent complete, see Proposition 2.69.
To be more precise, Schlichting does not define K-groups for triangulated cate-
gories directly. Given a triangulated category T one has to construct a model M
to which one can associate a sequence of groups {K−n(M)}n≥0. One possible class
of models considered by Schlichting are Frobenius pairs.
Definition 2.62. A Frobenius pair is a pair of Frobenius categories A = (A,A0)
such that A0 ⊆ A is a full subcategory and moreover projA0 ⊆ projA. One can
check that the stable category A0 is a full subcategory of the stable category A.
In particular, we may define the derived category D(A) of a Frobenius pair as the
Verdier quotient category A/A0.
A map of Frobenius pairs F : (A,A0)→ (B,B0) is a map of Frobenius categories
F : A → B such that F (A0) ⊆ B0 holds. We get an induced triangulated functor on
the derived categories F : D(A)→ D(B).
We say that two Frobenius pairs (A,A0), (B,B0) are equivalent if there is a map
F : (A,A0) → (B,B0) of Frobenius pairs such that the induced functor F is an
equivalence.
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Example 2.63. (a) Let A = (A,A0) be a Frobenius pair and U ⊆ D(A) be a full
triangulated subcategory of its derived category. Following Schlichting [150, Section
6.2.], we can construct Frobenius pairs for U and D(A)/U as follows.
Let B ⊆ A be the full subcategory of objects whose images are contained in
U ⊆ D(A). Then B is closed under extensions since U is triangulated. Therefore,
B inherits an exact structure from A. Since the projective-injective objects of A
vanish in D(A) they are contained in B. By definition of the exact structure on B,
these objects are still projective-injective. Since U is triangulated B is closed under
kernels of deflations and cokernels of inflations of A. Thus using the deflations
and inflations from A we see that B has enough projective and enough injective
objects. In particular, every injective (respectively projective) object in B is a direct
summand of some projective-injective object of A. Hence, proj(B) = proj(A) and B
is a Frobenius category. We get Frobenius pairs B = (B,A0) and C = (A,B). The
inclusions
B →A→ C (2.43)
yield an exact sequence of triangulated categories
U → D(A)→ D(A)/U . (2.44)
(b) Let E be an exact category. Then the category of bounded chain complexes
Comb(E) over E admits the structure of a Frobenius category as in Example 2.9. Its
stable category is the bounded homotopy category Kb(E). Let Combac(E) ⊆ Comb(E)
be the full subcategory of complexes which are isomorphic to acyclic complexes in
Kb(E), see Definition 2.34.
One can show that Comb(E) = (Comb(E),Combac(E)) is a Frobenius pair. Its
derived category is called the derived category of E , see e.g. [96, Section 11].
If A = E is abelian this construction yields the usual bounded derived category
Db(A). If every conflation in E splits (e.g. if E = proj−R for some ring R), then the
acyclic complexes become isomorphic to zero in Kb(E). In particular, the derived
category of E equals Kb(E) in this case.
Definition 2.64. We call a sequence A → B → C of Frobenius pairs exact if the
induced sequence of derived categories D(A) i−→ D(B) p−→ D(C) is exact in the sense
of Definition 2.54.
In particular, the sequence (2.43) constructed in Example 2.63 is exact.
We end this subsection by stating two results of Schlichting [150], which will be
essential in the next subsection.
Theorem 2.65. Let A → B → C be an exact sequence of Frobenius pairs. Then
there is a long exact sequence of abelian groups
K0(D(A)ω) −→ K0(D(B)ω) −→ K0(D(C)ω) −→ K−1(A) −→ · · ·
· · · −→ K−i(A) −→ K−i(B) −→ K−i(C) −→ · · ·
(2.45)
extending the sequence (2.42) to the right.
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In particular, in the situation of Example 2.63: if U and D(A) are idempotent
complete, then the long exact sequence starts as follows
K0(U) // K0(D(A)) //
%% %%▲
▲▲
▲▲
▲▲
▲▲
▲
K0((D(A)/U)ω) // · · ·
K0(D(A)/U)
77
77♦♦♦♦♦♦♦♦♦♦♦
(2.46)
Remark 2.66. The theorem shows that equivalent Frobenius pairs (Definition 2.62)
have isomorphic K-groups.
Theorem 2.67. Let A be an abelian category. Then
K−1(Com
b(A)) = 0,
where Comb(A) is the Frobenius model of Db(A) introduced in Example 2.63 (b).
2.10. Idempotent completeness of quotient categories. Let E be an idempo-
tent complete Frobenius category, such that proj E admits an additive generator P .
Let F ′ ∈ E . We assume that A = EndE(P ⊕ F ′) is a right Noetherian ring and let
e = 1P ∈ A.
We give two criteria, which imply idempotent completeness of the Verdier quo-
tient Kb(proj−A)/ thick(eA). The proof uses Schlichting’s negative K-theory, as
introduced in the previous Subsection 2.9. We need some preparation. Let S be a
commutative local complete Noetherian ring. The next lemma is well-known.
Lemma 2.68. Let R be an S-algebra which is finitely generated as an S-module.
Then the stable category MCM(R) is idempotent complete.
Proof. LetM ∈ MCM(R) without projective direct summands and let e ∈ EndR(M)
be an idempotent endomorphism. We claim that there exists an idempotent ǫ ∈
EndR(M), which is mapped to e under the canonical projection EndR(M)→ EndR(M).
In other words, we need some lifting property for idempotents. This is known to
hold for any S-algebra B, which is finitely generated as an S-module and any two-
sided ideal I ⊆ radB [51, Proposition 6.5 and Theorem 6.7]. In particular, to
prove our claim it thus suffices to show P(M) ⊆ rad EndR(M), where P(M) is
the two-sided ideal of endomorphisms factoring through a projective R-module.
Assume that there exists f ∈ P(M) \ rad EndR(M). This means that there is
a g ∈ EndR(M) such that 1M − gf is not invertible. Hence, 1M − gf is not
surjective by [51, Proposition 5.8]. Let M =
⊕t
i=1Mi be a decomposition of
M into indecomposable modules and denote by ιi and πj the canonical inclu-
sions and projections, respectively. Without loss of generality, we can assume that
there exists some i such that πi(1M − gf) : M → Mi is not surjective. Hence,
πi(1M − gf)ιi = 1Mi − πigfιi = 1Mi − (g1ifi1 + · · ·+ giifii + · · ·+ gtifti) is not sur-
jective. Here, fij = πjfιi and gij = πjgιi. Since f ∈ P(M) we have gjifij ∈ P(Mi)
for j = 1, · · · , t. Since Mi is indecomposable EndR(Mi) is local [51, Proposition
6.10]. It follows that P(Mi) ⊆ rad EndR(Mi), for otherwise Mi is a direct sum-
mand of a projective module, which contradicts our assumptions on M . Hence,
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πigfιi =
∑t
j=1 gjifij ∈ rad EndR(Mi) and therefore 1Mi − πigfιi is an isomorphism.
Contradiction. Thus f ∈ rad EndR(M).
To show thatMCM(R) is idempotent complete, letM ∈ MCM(R). We can assume
that M has no projective direct summands. Let e ∈ EndR(M) be an idempotent
endomorphism. By the considerations above, e lifts to an idempotent ǫ ∈ EndR(M).
MCM(R) is idempotent complete since it is closed under direct summands in the
abelian and hence idempotent complete category mod− R. Thus we have a direct
sum decomposition M ∼= N1 ⊕ N2 such that ǫ = ι1π1, where ι1 and π1 denote the
canonical inclusion and projection of N1, respectively. Passing to the stable category
yields the desired factorization of e. 
Proposition 2.69. In the notations above assume that one of the following holds
(i) gl. dim(A) <∞ and E is idempotent complete.
(ii) eAe is an Iwanaga–Gorenstein S-algebra, which is finitely generated as an
S-module.
Then the triangulated quotient category Db(mod−A)/ thick(eA) is idempotent com-
plete. In particular, this holds for Kb(proj−A)/ thick(eA).
Proof. We claim that it is sufficient to show that Db(mod − A)/ thick(eA) is idem-
potent complete. Indeed, Kb(proj−A) ⊆ Db(mod − A) is closed under direct sum-
mands. Hence the same holds forKb(proj−A)/ thick(eA) ⊆ Db(mod−A)/ thick(eA),
since the additive structure of the quotient is inherited from the additive structure
of the ‘nominator’.
In both cases (i) and (ii), the triangulated quotient categoryDsg(eAe) = Db(mod−
eAe)/Kb(proj−eAe) is idempotent complete. In the first case, this follows from
Theorem 2.31 or Theorem 2.53 and the idempotent completeness of E . In the second
case, this follows from Buchweitz’ Theorem 2.40 and Lemma 2.68.
We deduce the idempotent completeness of Db(mod − A)/ thick(eA) from the
idempotent completeness of Db(mod− eAe)/Kb(proj−eAe).
Let Comb(eAe) = (Comb(mod− eAe),Combac(mod− eAe)) be the Frobenius pair
associated to Db(mod− eAe) and B = (B,Combac(mod− eAe)) be the Frobenius pair
associated to the full triangulated subcategory thick(eAe) ⊆ Db(mod − eAe), see
Example 2.63 (a).
Another possibility to realize thick(eAe) ∼= Kb(proj−eAe) as the derived category
of a Frobenius pair is Comb(add eAe) = (Comb(add eAe),Combac(add eAe)).
Let us show that these two realizations are equivalent. The inclusion of Frobenius
pairs Comb(add eAe) → B induces a triangle functor between the corresponding
derived categories Kb(add eAe)
F−→ thick(eAe). It follows from the definition of
thick(eAe) that F is dense.
We note that Kb(add eAe)→ B is fully faithful, since B ⊆ Kb(mod− eAe). Using
Kb(add eAe) ⊆⊥(Kbac(mod−eAe)) and Lemma 5.4, we obtain that F is fully faithful.
47
Let us look at some part of the long exact sequence associated to the exact se-
quence of Frobenius pairs B → Comb(eAe)→ (Comb(mod− eAe),B).
K0
(Db(mod− eAe)) // //

K0
(Dsg(eAe)ω) 0 // K−1(B) // K−1(Comb(eAe))
K0
(Dsg(eAe))
∼=
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
Since K−1(Com
b(eAe)) vanishes by Schlichting’s Theorem 2.67 and the sequence is
exact, we obtain K−1(B) = 0 and therefore K−1(Com
b(add eAe)) = 0, since these
Frobenius pairs are equivalent.
The situation thick(eA) ⊆ Db(mod − A) may be treated similarly. The only
difference is that we do not know yet whether the quotient Db(mod−A)/ thick(eA)
is idempotent complete. Let C = (C,Combac(mod−A))→ Comb(A)→ (Comb(mod−
A), C) be the corresponding exact sequence of Frobenius pairs. The associated long
exact sequence is given as follows
K0
(Db(mod− A)) //

K0
((
Db(mod−A)
thick(eA)
)ω )
// K−1(C) // K−1(Com
b(A))
K0
(
Db(mod−A)
thick(eA)
)77 ι
77♥♥♥♥♥♥♥♥♥♥♥♥
(2.47)
As above, one can show that the Frobenius pair C is equivalent to the Frobenius
pair
(
Comb(add eA),Combac(add eA)
)
. Moreover, there is an equivalence of Frobenius
pairs:
− ⊗eAe eA :
(
Comb(add eAe),Combac(add eAe)
) −→ (Comb(add eA),Combac(add eA))
In particular, we get K−1(C) = K−1(Com
b(add eAe)) = 0, which implies idempo-
tent completeness of Db(mod− A)/ thick(eA) as explained in [150, Remark 1].
For the convenience of the reader, we briefly recall the argument: ι is an isomor-
phism by the exactness of the sequence (2.47). Hence Corollary 2.60 shows that
the canonical inclusion Db(mod − A)/ thick(eA) → (Db(mod− A)/ thick(eA))ω is
an equivalence of triangulated categories, i.e. the triangulated category Db(mod −
A)/ thick(eA) is idempotent complete. 
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3. DG algebras and their derived categories
This section is based on joint work with Dong Yang [90]. Except for the Hom-
finiteness result (Proposition 3.7), which generalizes work of Amiot [2] and Guo
[68] and the parts of Subsection 3.7 on recollements generated by idempotents (in
particular Corollary 3.26), most of these results are known to the experts.
Subsection 3.2 collects well-known notions about dg algebras and their derived
categories. Our main reference is Keller’s article [94]. In Subsection 3.3, we study
the Nakayama–functor on the derived category of a dg algebra in some detail. In
particular, we prove a form of Serre duality in this setup, which is used in Sub-
section 5.2. We recall the notions of t-strutures and co-t-structures in Subsection
3.4. The latter are used to prove that the perfect derived category per(B) of a
non-positive dg k-algebra is Hom-finite, provided its 0-th cohomology is finite di-
mensional and per(B) contains the derived category of dg B-modules with finite
dimensional total cohomology Dfd(B) (see Proposition 3.7). Consequently, the rel-
ative singularity categories of Gorenstein isolated singularities are Hom-finite (see
Proposition 5.48). This was independently proved by Thanhoffer de Vo¨lcsey & Van
den Bergh [157] in a quite different way. Moreover, Hom-finiteness makes Koszul
duality work smoothly (Corollary 3.12), which we need in the proof of Theorem
5.32. The results on t-structures in combination with recollements generated by
idempotents are applied to obtain dg descriptions of relative singularity categories
in Corollary 3.26. In Subsection 3.5, we recall the notion of a set of minimal relations
for complete quiver algebras. This is necessary to define the dg Auslander algebra
in Subsection 5.3. Subsection 3.6 collects definitions and results on Koszul duality,
which are needed to prove Theorem 5.32. Although we are mainly interested in
dg algebras, it turns out to be necessary to introduce Koszul duality in the more
general framework of A∞-algebras. We mainly follow Lu, Palmieri, Wu & Zhang
[117, 118] and Lefe`vre-Hasegawa [114]. In Subsection 3.7, we first recall some general
statements on recollements of triangulated categories [21]. In particular, we briefly
discuss the equivalent notion of triangulated TTF triples appearing in the work of
Nicola´s [129] and Nicola´s & Saorin [130]. Moreover, the connection to the theory
of Bousfield (co-)localisation functors is explained, see e.g. Neeman [128]. These
techniques are applied to construct a recollement for every pair (A, e), where A is a
k-algebra and e ∈ A is an idempotent. More precisely, the recollement involves the
unbounded derived categories of eAe, A and of a certain dg algebra B, which exists
by Nicola´s & Saorin’s work. Using Neeman’s generalization [127] of the localization
theorems of Thomason & Trobaugh and Yao, passing to the subcategories of com-
pact objects yields a description of the relative singularity category ∆eAe(A) in terms
of the perfect derived category of B, see Corollary 3.26. For an ADE-singularity
R, we show that this dg algebra may be constructed from the stable category of
maximal Cohen–Macaulay R-modules, see Subsections 5.3 – 5.5.
3.1. Notations. Let k be an algebraically closed field. Let D = Homk(−, k) de-
note the k-dual. When the input is a graded k-module, D means the graded
dual. Namely, for M =
⊕
i∈ZM
i, the graded dual DM has components (DM)i =
Homk(M
−i, k).
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Generating subcategories/subsets. Let A be an additive k-category. Let S be a sub-
category or a subset of objects of A. We denote by addA(S) (respectively, AddA(S))
the smallest full subcategory of A which contains S and which is closed under
taking finite direct sums (respectively, all existing direct sums) and taking direct
summands.
If A is a triangulated category, then thickA(S) (respectively, TriaA(S)) denotes
the smallest triangulated subcategory of A which contains S and which is closed
under taking direct summands (respectively, all existing direct sums).
When it does not cause confusion, we omit the subscripts and write the above
notations as add(S), Add(S), thick(S) and Tria(S).
Derived categories of abelian categories. Let A be an additive k-category. Let ∗ ∈
{∅,−,+, b} be a boundedness condition. Denote by K∗(A) the homotopy category
of complexes of objects in A satisfying the boundedness condition ∗.
Let A be an abelian k-category. Denote by D∗(A) the derived category of com-
plexes of objects in A satisfying the boundedness condition ∗.
Let R be a k-algebra. Without further remark, by an R-module we mean a
right R-module. Denote by Mod−R the category of R-modules, and denote by
mod−R (respectively, proj−R) its full subcategory of finitely generated R-modules
(respectively, finitely generated projective R-modules). We will also consider the
category fdmod − R of those R-modules which are finite-dimensional over k. We
often view Kb(proj−R) as a triangulated subcategory of D∗(Mod−R).
3.2. Definitions. A dg k-algebra A is a Z-graded k-algebra with a k-linear differ-
ential d = dA of degree 1 satisfying the graded Leibniz rule:
d(ab) = d(a)b+ (−1)deg(a)ad(b), (3.1)
where a, b ∈ A are homogeneous elements. In particular, every associative k-algebra
may be viewed as a dg k-algebra concentrated in degree 0 with trivial differential
d = 0. A right dg A-module M is a Z-graded right A-module with a k-linear
differential dM of degree 1, satisfying
dM(ma) = dM(m)a+ (−1)deg(m)mdA(a), (3.2)
where m ∈M is a homogeneous element of degree deg(m). Every dg A-module may
be viewed as a complex of k-modules. In particular, there are associated cohomology
groups H i(M). If A is concentrated in degree zero, then a dg A-module is just a
complex of A-modules. A morphism f : M → N between dg A-modules is an A-
linear map of degree zero, such that
f ◦ dM(m) = dN ◦ f(m), (3.3)
for all m ∈M . In other words, f is a chain map. In particular, f induces morphisms
H i(f) : H i(M) → H i(N) between the corresponding cohomology groups. f is a
quasi-isomorphism if H i(f) is an isomorphism, for all i ∈ Z. The category of dg
A-modules is denoted by C(A).
Now, the derived category D(A) of dg A-modules is obtained from C(A) by for-
mally inverting all quasi-isomorphisms. It is a triangulated category with shift
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functor being the shift of complexes [1], see Keller [94]. If A is concentrated in de-
gree zero, then D(A) is the usual unbounded derived category D(Mod−A) of right
A-modules.
An object X ∈ D(A) is called compact (or small in Keller’s terminology) if the
functor HomD(A)(X,−) commutes with all (set-indexed) direct sums in D(A). Since
HomD(A)(A,−) ∼= HomK(A)(A,−) ∼= H0(−) (see the next paragraph) and taking co-
homologies commutes with direct sums, A is compact when considered as a right dg
A-module. The smallest triangulated subcategory thick(A) ⊆ D(A) which contains
A and is closed under taking direct summands consists of compact objects, by the
five lemma. It follows from ideas of Ravenel [138] that these are all the compact ob-
jects of D(A), see also [94, Section 5]. In the sequel, we denote thick(A) by per(A)
and call it the category of perfect dg A-modules. If A is concentrated in degree
0, then per(A) may be identified with the bounded homotopy category of finitely
generated projective A-modules Kb(proj−A).
Moreover, one can consider the full subcategory Dfd(A) ⊆ D(A) consisting of
those dg A-modules M whose total cohomology
⊕
i∈ZH
i(M) is finite-dimensional.
In case A is a finite dimensional algebra concentrated in degree zero, the category
Dfd(A) can be identified with the bounded derived category of finite dimensional
A-modules Db(mod− A).
Example 3.1. Let A = k[x] be the polynomial ring over a field k. Then Dfd(A)
is strictly contained in the perfect category per(A) = Kb(proj−A). Conversely, if A
is a finite dimensional algebra, then per(A) ⊆ Dfd(A) always holds. Moreover, this
inclusion is strict if and only if A has infinite global dimension.
3.2.1. Homotopy categories and derived functors. Let M , N be dg A-modules. De-
fine the complex HomA(M ,N ) componentwise as
Hom iA(M ,N ) =
{
f ∈
∏
j∈Z
Homk (M
j ,N i+j )
∣∣∣∣∣ f (ma) = f (m)a
}
,
with differential given by d(f) = dN ◦ f − (−1)if ◦ dM for f ∈ Hom iA(M ,N ). The
complex EndA(M ) = HomA(M ,M ) with product given by the composition of maps
is a dg k-algebra. Moreover, the 0-cocycles Z0(HomA(M ,N )) of HomA(M ,N ) are
just the morphisms in the category of dg A-modules C(A). On the other hand,
keeping the objects and taking the 0-th cohomology group H0(HomA(M ,N )) as
morphism space, we obtain the homotopy category K(A) of dg A-modules. If A
is concentrated in degree 0, then K(A) is the homotopy category of complexes of
A-modules K(Mod−A).
There is another way to define the homotopy category K(A), which will be needed
later. Namely, C(A) admits an exact Frobenius category structure and K(A) is the
corresponding stable category. More precisely, define a sequence X → Y → Z in
C(A) to be exact, if it is split-exact as a sequence of graded A-modules. Then the
projective-injective objects are precisely the null-homotopic dg A-modules, i.e. direct
summands of dg A-modules of the form cone(X
1X−→ X) for a dg A-module X , see
Keller [94, Section 2.2.].
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A dg A-module N is called acyclic if H i(N) = 0 for all i ∈ Z. Acyclic dg A-
modules form a triangulated subcategory Ac(A) of K(A). Taking the triangulated
quotient category K(A)/Ac(A) yields another description of the derived category
D(A). We denote the corresponding quotient functor by Q : K(A)→ D(A).
Objects X ∈ K(A) such that HomK(A)(X,Ac(A)) = 0 are called K-projective and
the corresponding triangulated subcategory is denoted by Kp(A). Since we have
a natural isomorphism HomK(A)(A,−) ∼= H0(−) by definition of K(A), A is a K-
projective object. Hence, thickK(A)(A) ⊆ Kp(A). Keller [94, Theorem 3.1.] shows
that every object X ∈ K(A) fits into a triangle
pX → X → aX → pX [1], (3.4)
with pX ∈ Kp(A) and aX ∈ Ac(A). In particular, pX → X is a quasi-isomorphism,
which is often called K-projective resolution of X . If A is concentrated in degree 0
and X is a right bounded complex of A-modules, then pX is given as a projective
resolution of X . However, for unbounded X ∈ K(Mod−A), the cofibrant resolution
is given by Spaltenstein’s K-projective resolution, [156]. Dually, the objects which
are right orthogonal to Ac(A) are called K-injective and the above statements may
be dualized.
We will use the following results from [94]. Let A and B be dg k-algebras.
– Every dg A-module M has a natural structure of dg EndA(M )-A-bimodule.
– If M is a dg A-B-bimodule, then there is an adjoint pair of functors between
Frobenius categories (in the sense of Definition 2.7)
C(A)
−⊗AM
// C(B).
HomB (M ,−)
oo (3.5)
For a dg A-modules X one defines X⊗AM in several steps. Firstly, one can
form the usual tensor product of complexes of k-modules X⊗kM . Next, the
k-submodule U generated by elements of the form xa⊗m−x⊗am is invariant
under the differential of X ⊗k M and under the right action of B. Thus the
factor module (X ⊗k M)/U is a right dg B-module, which is denoted by
X ⊗A M , see also [93, Subsection 2.6]. As in the case of ordinary algebras,
the left derived functor of −⊗AM is defined by passing to a resolution first:
− L⊗A M : D(A) p−→ Kp(A) −⊗AM−−−−→ K(B) Q−→ D(B). (3.6)
Similarly, the right derived functor of HomB(M ,−) is defined by
RHomB(M,−) : D(B) i−→ Ki(B) HomB (M ,−)−−−−−−−→ K(A) Q−→ D(A). (3.7)
The derived functors form again an adjoint pair:
D(A)
− L⊗AM
// D(B).
RHomB(M,−)
oo
– Let f : A → B be a quasi-isomorphism of dg algebras. Then the induced
triangle functor − L⊗AB : D(A)→ D(B) is an equivalence. A quasi-inverse is
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given by the restriction D(B)→ D(A) along f . It can be written as− L⊗BB =
RHomB(B,−) where B is considered as a dg B-A-bimodue respectively dg
A-B-bimodule via f . These equivalences restrict to equivalences between
per(A) and per(B) and between Dfd(A) and Dfd(B). By abuse of language,
by a quasi-isomorphism we will also mean a zigzag of quasi-isomorphisms.
3.3. The Nakayama functor. Let A be a dg k-algebra. We consider the functor
of Frobenius categories ν = DHomA(−,A) : C(A) → C(A). It is clear that ν(A) =
D(A) holds. Moreover, for dg A-modules M and N there is a bifunctorial map
DHomA(M ,N ) // HomA(N , ν(M ))
ϕ ✤ //
(
n 7→ (f 7→ ϕ(g))) (3.8)
where f ∈ HomA(M ,A) and g : m 7→ nf(m). If we let M = A, then (3.8) is an iso-
morphism. Taking the zeroth cohomology of (3.8), yields a bifunctorial isomorphism
in the homotopy category K(A)
DHomK(A)(A,N) ∼= HomK(A)(N, ν(A)), (3.9)
which may be extended to anyM ∈ thickK(A)(A). These objectsM are K-projective
(since A is) and ν mapsM into Ki(A), the subcategory of K-injective objects (since
this holds for A, see [94, Subsection 10.4]). Using the orthogonality properties of
Kp(A) and Ki(A) (see the discussion above) together with Lemma 5.4, we obtain
bifunctorial isomorphisms
HomK(A)(M,N) ∼= HomD(A)(M,N)
HomK(A)(N, ν(M)) ∼= HomD(A)(N, ν(M))
(3.10)
induced by the quotient functor Q : K(A) → D(A), where M ∈ thickK(A)(A).
Putting (3.9) and (3.10) together, we obtain a chain of bifunctorial isomorphisms
DHomD(A)(M,N) ∼= DHomK(A)(M,N) ∼= HomK(A)(N, ν(M)) ∼= HomD(A)(N, ν(M))
The image of thickK(A)(A) under the quotient functor Q is per(A). Summing up,
there is a binatural isomorphism for M ∈ per(A) and N ∈ D(A):
DHomD(A)(M,N) ∼= HomD(A)(N, ν(M)), (3.11)
where by an abuse of notation ν = Lν denotes the left derived functor. This is the
Nakayama functor and (3.11) is a form of Serre duality.
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3.4. Non-positive dg algebras: t-structures, co-t-structures
and Hom-finiteness.
Truncations. Let A be an abelian k-category. For i ∈ Z and for a complex M of
objects in A, we define the standard truncations σ≤i and σ>i by
(σ≤iM)j =

M j if j < i,
ker diM if j = i,
0 if j > i,
(σ>iM)j =

0 if j < i,
M i
ker diM
if j = i,
M j if j > i,
and the brutal truncations β≤i and β≥i by
(β≤iM)j =
{
M j if j ≤ i,
0 if j > i,
(β≥iM)j =
{
0 if j < i,
M j if j ≥ i.
Their respective differentials are inherited fromM . Notice that σ≤i(M) and β≥i(M)
are subcomplexes of M and σ>i(M) and β≤i−1(M) are the corresponding quotient
complexes. Thus we have two sequences, which are componentwise short exact,
0→ σ≤i(M)→M → σ>i(M)→ 0 and 0→ β≥i(M)→ M → β≤i−1(M)→ 0.
Moreover, taking standard truncations behaves well with respect to cohomology.
Hj(σ≤iM) =
{
Hj(M) if j ≤ i,
0 if j > i,
Hj(σ>iM) =
{
0 if j ≤ i,
Hj(M) if j > i.
3.4.1. t-structures. Let C be a triangulated k-category with shift functor [1]. A t-
structure on C ([21]) is a pair (C≤0, C≥0) of strictly (i.e. closed under isomorphisms)
full subcategories such that
(T1) C≤0[1] ⊆ C≤0 and C≥0[−1] ⊆ C≥0,
(T2) Hom(M,N [−1]) = 0 for M ∈ C≤0 and N ∈ C≥0,
(T3) for each M ∈ C, there is a triangle M ′ → M → M ′′ → M ′[1] in C with
M ′ ∈ C≤0 and M ′′ ∈ C≥0[−1].
The heart C≤0 ∩ C≥0 of the t-structure (C≤0, C≥0) is an abelian category, see [21].
Examples of t-structures may be obtained from Proposition 3.2 below (see also
Example 3.6).
Let A be a dg k-algebra such that Ai = 0 for i > 0. Such a dg algebra is called a
non-positive dg algebra. The canonical projection A → H0(A) is a homomorphism
of dg algebras. We view a module over H0(A) as a dg module over A via this
homomorphism. This defines a natural functor Φ: Mod−H0(A)→ D(A).
Proposition 3.2. Let A be a non-positive dg k-algebra.
(a) ([76, Theorem 1.3], [2, Section 2.1] and [104, Section 5.1]) Let D≤0 respectively
D≥0 denote the full subcategory of D(A) which consists of objects M such
that H i(M) = 0 for i > 0 respectively for i < 0. Then (D≤0,D≥0) is a
t-structure on D(A). Moreover, H0 defines an equivalence from the heart
to Mod−H0(A), and the natural functor Φ: Mod−H0(A) → D(A) induces
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a quasi-inverse to this equivalence. We will identify Mod−H0(A) with the
heart via these equivalences.
(b) The t-structure in (a) restricts to a t-structure on Dfd(A) whose heart is
fdmod − H0(A). Moreover, as a triangulated category Dfd(A) is generated
by the heart.
Proof. (a) To show that (D≤0,D≥0) is a t-structure on D(A), it suffices to show
condition (T3). Let M be a dg A-module. Thanks to the assumption that A is
non-positive, the standard truncations σ≤0M and σ>0M are again dg A-modules.
Hence we have a distinguished triangle
σ≤0M −→ M −→ σ>0M −→ σ≤0M [1] (3.12)
in D(A). This proves (T3).
For the second statement, we refer to [2, Proposition 2.3.].
(b) For the first statement, it suffices to show that, the standard truncations
are endo-functors of Dfd(A). This is true because H∗(σ≤0M) and H∗(σ>0M) are
k-subspaces of H∗(M).
To show the second statement, let M ∈ Dfd(M). Suppose that for m ≥ n we
have Hn(M) 6= 0, Hm(M) 6= 0 but H i(M) = 0 for i /∈ [n,m]. We prove that M is
generated by the heart by induction on m − n. If m − n = 0, then a shift of M is
in the heart. Now suppose m− n > 0. The standard truncations yield a triangle
σ≤nM −→M −→ σ>nM −→ σ≤nM [1].
Now the cohomologies of σ≤nM are concentrated in degree n, and hence σ≤nM
belongs to a shifted copy of the heart. By induction hypothesis, σ>n(M) is generated
by the heart. Therefore, M is generated by the heart. 
3.4.2. Co-t-structures. Let C be as above. A co-t-structure on C [134] (or weight
structure [24]) is a pair (C≥0, C≤0) of strictly full subcategories of C satisfying the
following conditions
(C1) both C≥0 and C≤0 are closed under finite direct sums and direct summands,
(C2) C≥0[−1] ⊆ C≥0 and C≤0[1] ⊆ C≤0,
(C3) Hom(M,N [1]) = 0 for M ∈ C≥0 and N ∈ C≤0,
(C4) for each M ∈ C there is a triangle M ′ → M → M ′′ → M ′[1] in C with
M ′ ∈ C≥0 and M ′′ ∈ C≤0[1].
Examples may be obtained from Proposition 3.4 below (see also Example 3.6).
It follows from the definition that C≤0 = C⊥≥0[−1]. Indeed, by property (C3)
C≤0 ⊆ C⊥≥0[−1]. Conversely, if M is in C⊥≥0[−1], then we may consider the triangle
in (C4) for M [1]. The triangle splits and thus (C1) implies that M [1] ∈ C≤0[1]. The
co-heart is defined as the intersection C≥0 ∩ C≤0.
Lemma 3.3. ([24, Proposition 1.3.3.6]) For M ∈ C≤0, there exists a distinguished
triangle M ′ →M →M ′′ →M ′[1] with M ′ ∈ C≥0 ∩ C≤0 and M ′′ ∈ C≤0[1].
Proof. Consider the triangle in (C4). It remains to show that M ′ ∈ C≤0. Using the
equality C≤0 = C⊥≥0[−1] from above together with the shifted triangle M ′′[−1] →
M ′ →M → M ′′, where M ′′[−1], M ∈ C≤0 proves the claim. 
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Let A be a non-positive dg k-algebra. Let P≥0 respectively P≤0 denote the smallest
full subcategory of per(A) which contains A[i] for i ≤ 0 respectively i ≥ 0 and is
closed under taking extensions and direct summands.
Proposition 3.4. (P≥0,P≤0) is a co-t-structure of per(A), with co-heart add(A).
Proof. This follows from [24, Proposition 5.2.2, Proposition 6.2.1], see also [101]. 
Objects in P≤0 are characterised by the vanishing of the positive cohomologies:
Corollary 3.5. P≤0 = {M ∈ per(A) |H i(M) = 0 for any i > 0}.
Proof. Let S be the category on the right. By the preceding proposition, P≤0 =
P⊥≥0[−1] = (P≥0[−1])⊥. In particular, for M ∈ P≤0 and i < 0 this implies that
Hom(A[i],M) = 0. Hence, H i(M) = 0 holds for any i > 0 andM is in S. Conversely,
if H i(M) = Hom(A[−i],M) = 0 for any i > 0, then it follows by de´vissage that
Hom(N,M) = 0 for any N ∈ P≥0[−1]. This shows that M is contained in P≤0. 
Example 3.6. We consider the path algebra A = kQ of the graded quiver
Q : + −,a+
a−
where a− and a+ are both in degree −1. Amay be viewed as a dg algebra with trivial
differential12. We depict the Auslander–Reiten quivers of Dfd(A) and per(A) below.
We want to write down the standard t- and co-t-structures ((D≤0,D≥0) respectively
(P≥0,P≤0)) on per(A). In particular, one can see that (D≤0,D≥0) restricts to a
t-structure on Dfd(A).
We start with the Auslander–Reiten quiver of this subcategory. For l ≥ 0 define
the dg A-module T 2l+1∓ as the cone of the morphism P±(2l + 1)
(a±a∓)2la±·−−−−−−−→ P∓ and
similarly T 2l± := cone(P±(2l)
(a∓a±)2l·−−−−−→ P±). The indecomposable objects in Dfd(A)
are just the degree shifts of the T l±(s), l ≥ 1 and s ∈ Z. Now, the Auslander–Reiten
quiver of Dfd(A) consists of two ZA∞-components, where the Auslander–Reiten
translation τ acts as degree shift (1).
· · · · · · · · · · · · · · · · · · · · ·
T 4∓ T
4
±(−1) T 4∓(−2) T 4±(−3) T 4∓(−4) T 4±(−5)
· · · T 3∓ T 3±(−1) T 3∓(−2) T 3±(−3) T 3∓(−4) · · ·
T 2±(1) T
2
∓ T
2
±(−1) T 2∓(−2) T 2±(−3) T 2∓(−4)
· · · T 1±(1) T 1∓ T 1±(−1) T 1∓(−2) T 1±(−3) · · ·
12A is the dg Auslander algebra of an odd dimensional simple singularity R of type A1, see
Subsection 5.3 and Paragraph 5.5.1. In particular, equation (5.52) shows that per(A) is trian-
gle equivalent to the relative Auslander singularity category ∆R(Aus(R)), which we describe in
Subsection 5.1 by elementary means.
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The AR-quiver of the category per(A) has two additional A∞∞-components.
· · · P±(3) P∓(2) P±(1) P∓(0) P±(−1) P∓(−2) P±(−3) · · ·
Here, everything to the left of the straight red line (respectively green line) is con-
tained in D≤0 (respectively P≤0). Moreover, everything to the right of the dashed
red line (respectively green line) is contained in D≥0 (respectively P≥0).
Note, that D≥0 is contained in Dfd(A). In particular, the t-structure (D≤0,D≥0)
and its restriction to Dfd(A) have the same heart D≤0 ∩ D≥0 = addT 1− ⊕ T 1+. Since
there are no non-zero morphisms between the two simples T 1− and T
1
+, we see that
the heart is equivalent to mod − k × k as predicted by Proposition 3.2 (note that
H0(A) ∼= k × k).
The coheart P≤0 ∩ P≥0 of (P≥0,P≤0) is addP+ ⊕ P− = addA in agreement with
Proposition 3.4. Moreover, the equality stated in Corollary 3.5 may be observed in
this example.
3.4.3. Hom-finiteness. Let A be a dg algebra. The subcomplex σ≤0A inherits a
dg algebra structure from A. If H i(A) = 0 for any i > 0, then the embedding
σ≤0A →֒ A is a quasi-isomorphism of dg algebras and it suffices to study σ≤0A.
We generalise [2, Lemma 2.5 & Prop. 2.4] and [68, Lemma 2.4 & Prop. 2.5].
Proposition 3.7. Let A be a dg k-algebra such that
– Ai = 0 for any i > 0,
– H0(A) is finite-dimensional,
– Dfd(A) ⊆ per(A).
Then H i(A) is finite-dimensional for any i. Consequently, per(A) is Hom-finite.
Proof. It suffices to prove the following induction step: if H i(A) is finite-dimensional
for −n ≤ i ≤ 0, then H−n−1(A) is finite-dimensional.
To prove this claim, we consider the triangle induced by the standard truncations
σ≤−n−1A −→ A −→ σ>−n−1A −→ (σ≤−n−1A)[1].
Since H i(σ>−n−1A) = H i(A) for i ≥ −n, it follows by the induction hypothesis
that σ>−n−1A belongs to Dfd(A), and hence to per(A) by the third assumption on
A. Therefore, σ≤−n−1A ∈ per(A). By Corollary 3.5, (σ≤−n−1A)[−n − 1] ∈ P≤0.
Moreover, Lemma 3.3 and Proposition 3.4 imply that there is a triangle
M ′ −→ (σ≤−n−1A)[−n− 1] −→M ′′ −→M ′[1]
withM ′ ∈ add(A) andM ′′ ∈ P≤0[1]. It follows from Corollary 3.5 that H0(M ′′) = 0.
Thus applying H0 to the triangle above, we obtain an exact sequence
H0(M ′) −→ H0((σ≤−n−1A)[−n− 1]) = H−n−1(A) −→ 0.
Now H0(M ′) is finite-dimensional because M ′ ∈ add(A) and H0(A) has finite di-
mension by assumption. Thus H−n−1(A) is finite-dimensional. 
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3.5. Minimal relations. Let Q be a finite quiver. Denote by k̂Q the complete
path algebra of Q, i.e. the completion of the path algebra kQ with respect to the
m-adic topology, where m is the ideal of kQ generated by all arrows. Namely, k̂Q
is the inverse limit in the category of algebras of the inverse system {kQ/mn, πn :
kQ/mn+1 → kQ/mn}n∈N, where πn is the canonical projection. Later we will also
work with complete path algebras of graded quivers: they are defined as above with
the inverse limit taken in the category of graded algebras. We refer to this as the
graded completion.
The complete path algebra k̂Q has a natural topology, the J-adic topology for
J the ideal generated by all arrows. Let I be a closed ideal of k̂Q contained in J2
and let A = k̂Q/I. For a vertex i of Q, let ei denote the trivial path at i. A set
of minimal relations of A (or of I) is a finite subset R of
⋃
i,j∈Q0 eiIej such that I
coincides with the closure (R) of the ideal of k̂Q generated by R but not with (R′)
for any proper subset R′ of R. For completeness, we include the following result,
which is known to the experts and generalises [25, Proposition 1.2] (cf. also [99,
Section 6.9]).
Proposition 3.8. Let i and j be vertices of Q. If eiRej = {r1, . . . , rs}, then the
equivalence classes r1, . . . , rs form a basis of ei(I/(IJ + JI))ej. In particular, the
cardinality of eiRej does not depend on the choice of R.
Proof. We only have to show that r1, . . . , rs are linearly independent. Otherwise,
there would be elements λ1, . . . , λs in k and a relation
∑s
a=1 λara = 0 (modIJ+JI),
where without loss of generality λ1 6= 0. In other words, there exists an index set Γ
and elements cγ ∈ eik̂Q and cγ ∈ k̂Qej such that for any fixed γ ∈ Γ at least one of
cγ and c
γ belongs to J and such that
∑s
a=1 λara =
∑
r∈R
∑
γ∈Γ cγrc
γ holds. Then
we have
r1 = −λ−11
s∑
a=2
λara + λ
−1
1
∑
r∈R
∑
γ∈Γ
cγrc
γ.
The right hand side is a function f(r1) in r1. We define a sequence f1 = f(0), f2 =
f(f(0)), . . . of elements in the ideal (R \ {r1}). One can check that fn defines a
Cauchy sequence in the J-adic topology and limn fn = r1. Hence, r1 ∈ (R \ {r1}),
contradicting the minimality of R. 
For non-complete presentations of algebras, this result fails in general, see for
example [135, Example 4.3].
3.6. Koszul duality. Inspired by work of Beilinson, Ginzburg & Schechtman [22],
Keller [94] defined the Koszul dual A′ of a dg algebra A. Under certain conditions
on A, there is a quasi-isomorphism between A and the double Koszul dual A′′, see
for example [94]. Sometimes the Koszul dual is easier to describe than the original
algebra and using the quasi-isomorphism A→ A′′, this might give some insight into
the structure of the original algebra.
Although our primary interest lies in the study of dg algebras, it will be necessary
to work with a more general definition of Koszul duality for A∞-algebras. This gives
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us the freedom to pass to the (A∞ quasi-isomorphic) minimal model of the Koszul
dual. It is an A∞-algebra, whose underlying graded vector space is quite accessible in
our applications. Applying Koszul duality to this A∞-algebra allows us to describe
our original dg algebra up to a dg quasi-isomorphism, which is sufficient since we
are only interested in derived categories. Our main references are [117, 118, 114].
An A∞-algebra A is a graded k-vector space endowed with a family of homogenous
k-linear maps {bn : (A[1])⊗n → A[1]|n ≥ 1} of degree 1 satisfying the following
identities ∑
j+k+l=n
bj+1+l(id
⊗j ⊗ bk ⊗ id⊗l) = 0, n ≥ 1. (3.13)
The maps bi are called (higher) multiplications. It follows from this definition that
b21 = 0. In other words, b1 is a differential, which in addition satisfies the graded
Leibniz rule with respect to the multiplication b2. Moreover, b2 is associative up
to a homotopy. For example, after an appropriate shift of the multiplication, a dg
algebra can be viewed as an A∞-algebra with vanishing bn for n ≥ 3. In particular,
an associative algebra corresponds to an A∞-algebra with bn = 0 for all n 6= 2. A is
said to be minimal if b1 = 0. Now, suppose that either A satisfies
– Ai = 0 for all i < 0,
– A0 is the product of r copies of the base field k for some positive integer r,
– bn(a1 ⊗ · · · ⊗ an) = 0 if one of a1, . . . , an belongs to A0 and n 6= 2.
or A satisfies
– Ai = 0 for all i > 0,
– H0(A) ∼= k̂Q/(R), for a finite quiver Q and a set R of minimal relations,
– bn(a1⊗· · ·⊗an) = 0 if one of a1, . . . , an is the trival path at some vertex and
n 6= 2.
In particular, A is strictly unital by the third condition in both setups. Let K = A0
in the former case and K = H0(A)/ radH0(A) in the latter case. In both cases, there
is an injective homomorphism η : K → A and surjective homomorphism ε : A→ K
of A∞-algebras. Denote by A¯ = ker ε. Note that A¯ inherits the structure of an
A∞-algebra. The bar construction of A, denoted by BA, is the graded vector space
TK(A¯[1]) = K ⊕ A¯[1]⊕ A¯[1]⊗K A¯[1]⊕ . . . .
It is naturally a coalgebra with comultiplication defined by splitting the tensors, i.e.
∆: BA→ BA⊗ BA is determined by
∆(a1, . . . , an) = (a1, . . . , an)⊗ 1 +
n−1∑
i=1
(a1, . . . , ai)⊗ (ai+1, . . . , an) + 1⊗ (a1, . . . , an)
(3.14)
Moreover, {bn|n ≥ 1} uniquely extends to a differential on BA which makes it a
dg coalgebra. The Koszul dual of A is the graded k-dual of BA:
E(A) = B#A := D(BA).
Then E(A) is a dg algebra and as a graded algebra E(A) = TˆK(D(A¯[1])) is the
graded completion (with respect to the ideal generated by D(A¯[1])) of the tensor
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algebra of D(A¯[1]) = Homk(A¯[1], k) over K. Its differential d is the unique con-
tinuous k-linear map satisfying the graded Leibniz rule and taking f ∈ D(A¯[1]) to
d(f)∈ B#A, defined by
d(f)(a1 ⊗ · · · ⊗ an) = f(bn(a1 ⊗ · · · ⊗ an)), a1, . . . , an ∈ A¯[1].
Let m be the ideal of E(A) generated by D(A¯[1]). Then A being minimal amounts
to saying that d(m) ⊆ m2 holds true.
Lemma 3.9. If C and C ′ are A∞ quasi-isomorphic, then E(C) and E(C ′) are
quasi-isomorphic as dg algebras.
Proof. By [114, 1.3.3.6 and 2.3.4.3] (see also [118, Proposition 1.14]), for any A∞-
algebra A there is a natural A∞ quasi-isomorphism A → ΩB(A), where Ω denotes
the so called cobar construction. In particular, this yields an A∞ quasi-ismorphism
ΩB(C) → ΩB(C ′). Hence by definition (see the paragraph before [114, Theorem
1.3.1.2]), there is a weak equivalence between dg coalgebras w : B(C) → B(C ′).
Dualizing w yields the claim. 
It is well-known that the Koszul dual E(A) admits another interpretation, which
is sometimes more accessible. We need the following statement, see [117, Lemma
11.1].
Proposition 3.10. Let A be an A∞-algebra, which satisfies the properties above. If
the multiplications bi of A vanish for all i ≥ 3 (i.e. A comes from a dg algebra),
then there is a quasi-isomorphism of dg algebras
E(A) ∼= RHomD(A)(K,K), (3.15)
where K is viewed as an dg A-module via the homomorphism ε and RHomD(A)(K,K)
denotes the dg endomorphism algebra, i.e. RHomD(A)(K,K) ∼= HomA(PK ,PK ),
where PK is a K-projective resolution of K.
In particular, H∗(E(A)) is isomorphic to
⊕
i∈Z HomD(A)(K,K[i]).
Proof. We note that the setup in [117] is slightly different. However, the proof of
[117, Lemma 11.1] only relies on statements from [114] and [61], which use setups
compatible with ours. 
The minimal model of E(A) (in the sense of [88]) is called the A∞-Koszul dual of
A and is denoted by A∗. Proposition 3.10 has the following consequence (again the
proof in [117] applies to our setup).
Theorem 3.11. ([117, Theorem 11.2]) Let A be an A∞-algebra as above. If the
space Ai is finite-dimensional for each i ∈ Z, then E(E(A)) is A∞ quasi-isomorphic
to A. In particular, A is A∞ quasi-isomorphic to E(A∗).
If A is a dg algebra, then the A∞ quasi-isomorphism in the theorem can be
replaced by a quasi-isomorphism of dg algebras, see [119, Proposition 2.8].
Corollary 3.12. Let A be an A∞-algebra as above. If the space H i(A) is finite-
dimensional for each i ∈ Z, then E(E(A)) is A∞ quasi-isomorphic to A. In partic-
ular, A is A∞ quasi-isomorphic to E(A∗).
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Proof. After passing to the minimal model H∗(A) of A, we may apply Theorem
3.11. Lemma 3.9 yields the claim, since H∗(A) and A are A∞ quasi-isomorphic. 
Moreover, we can describe the graded algebra underlying E(A) in terms of quivers.
Recall that K is a product of r copies of k. Let e1, . . . , er be the standard basis of
K. Define Q as the following graded quiver:
– the set of vertices is {1, . . . , r},
– the set of arrows degree m from i to j is given by a k-basis of the degree m
component of ejD(A¯[1])ei.
Then as a graded algebra E(A) is the graded completion k̂Q (with respect to the
ideal generated by the arrows) of the path algebra kQ of the graded quiver Q.
3.7. Recollements. In this section our object of study is the triangle quotient
Kb(proj−A)/ thick(eA), where A is an algebra and e ∈ A is an idempotent. By
Keller’s Morita theorem for triangulated categories [98, Theorem 3.8 b)], the idem-
potent completion of this category is equivalent to the perfect derived category
per(B) of some dg algebra B. However, to determine B explicitly is a difficult task
in general. It is well-known that the unbounded derived category of all A-modules
is much better suited to obtain (abstract) existence theorems (for example of adjoint
functors), due to the existence of set-indexed direct sums. Then Neeman’s theorem
allows us to deduce results on the bounded and finitely generated level by passing
to compact objects.
Using the general theory on recollements we can choose B such that there is a
homomorphism of dg algebras A→ B, the restriction D(B)→ D(A) along which is
fully faithful. This helps us to study properties of Kb(proj−A)/ thick(eA) and under
some conditions to construct B explicitely. The results on recollements obtained in
this section are of independent interest.
Following [21], a recollement of triangulated categories is a diagram
T ′′ i∗=i! // T j!=j∗ //
i!
ee
i∗
xx
T ′
j∗
ee
j!
yy
(3.16)
of triangulated categories and triangle functors such that
1) (i∗, i∗ = i!, i!) and (j!, j! = j∗, j∗) are adjoint triples;
2) j!, i∗ = i!, j∗ are fully faithful;
3) j∗i∗ = 0;
4) for every object X of T there exist two distinguished triangles
i!i
!X → X → j∗j∗X → i!i!X [1] and j!j!X → X → i∗i∗X → j!j!X [1],
where the morphisms starting from and ending at X are the units and
counits.
We need the following well-known lemma, see e.g. [123].
61
Lemma 3.13. Let F : T → T ′ be a triangulated functor, such that the induced
functor F : T / ker(F )→ T ′ is full. Then F is faithful.
In particular, if F is full and dense, then F : T / ker(F ) → T ′ is an equivalence.
In other words, F is a quotient functor, see Definition 2.44.
Proof. Take a morphism ϕ = (X
s← T f→ Y ) from X to Y in T / ker(F ) such that
F (ϕ) = 0. Thus 0 = F (ϕ) = F (f)F (s)−1 and therefore F (f) = 0.
We have to show that ϕ = 0 in T / ker(F ). In other words, we need a morphism
q in T with cone(q) ∈ ker(F ) and fq = 0.
f : T → Y is contained in a triangle Z p→ T f→ Y → Z[1] in T . Applying F to
this triangle, we see that F (p) admits a right inverse r : F (T ) → F (Z). Since F
is full, there exists a morphism ρ = (T
t← R r′→ Z) in the quotient T / ker(F ) such
that F (ρ) = r. Now, 1F (T ) = F (p)r = F (p)F (r
′)F (t)−1 = F (pr′)F (t)−1 shows that
F (pr′) is invertible in T ′. Thus cone(pr′) ∈ ker(F ). Hence we may take q = pr′.
Indeed, we have fq = (fp)r′ = 0 · r′ = 0, since p and f are consecutive arrows in a
triangle. This shows that F is faithful. The second statement follows directly from
this. 
Let us deduce some well-known consequences from the definition of a recollement.
Lemma 3.14. Using the notations and assumptions in the definition above the
following statements hold:
(a) There are functorial isomorphisms j!j! ∼= j∗j∗ ∼= 1T ′ and i∗i∗ ∼= i!i! ∼= 1T ′′.
(b) i∗j! = i!j∗ = 0.
(c) j∗, i∗ and i! are quotient functors. They induce triangle equivalences
j∗ : T /i∗(T ′′)→ T ′, i∗ : T /j!(T ′)→ T ′′ and i! : T /j∗(T ′)→ T ′′,
respectively.
(d) (im j!, im i∗) and (im i∗, im j∗) are two stable t-structures of T , i.e. t-structures
with triangulated aisles.
Proof. (a) Since j! is fully faithful and right adjoint to j
!, we get a chain of natural
isomorphisms for all X and Y in T ′
HomT ′(X, Y ) ∼= HomT (j!(X), j!(Y )) ∼= HomT ′(j!j!(X), Y ).
Hence we obtain a natural isomorphism j!j! ∼= 1T ′ by Yoneda’s Lemma. The other
isomorphisms can be shown analogously.
(b) Since j∗i∗ = 0 and using the adjunctions, we obtain a chain of natural isomor-
phisms for X in T ′ and Y in T ′′
HomT ′′(i∗j!(X), Y ) ∼= HomT (j!(X), i∗(Y )) ∼= HomT ′(X, j∗i∗(Y )) = 0.
Hence taking Y = i∗j!(X) proves the first statement. The second follows similarly.
(c) By the well-known Lemma 3.13, to see that the functors are indeed quotient
functors, it suffices to show that they are dense and full. But this follows immediately
from (a). Thus it suffices to identify their respective kernels. We only show that
ker j∗ = T ′′ the other cases are treated analogously. By conditions 2) and 3) above,
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we know that T ′′ ∼= i∗(T ′′) ⊆ ker j∗. The other inclusion follows directly from the
first triangle in 4).
(d) Since im j! and im i∗ are full triangulated subcategories, it suffices to show that
HomT (im j!, im i∗) = 0 and the existence of the distinguished ‘glueing’ triangles. The
first statement follows from 1) and 3). The second statement follows from the second
triangle in 4). The other pair is treated in a similar way. 
3.7.1. Recollements and TTF triples. Let T be a triangulated category. A triangu-
lated torsion torsionfree triple (TTF triple) is a triple (X ,Y ,Z) of full subcategories
of T , such that (X ,Y) and (Y ,Z) are two t-structures on T .
Remark 3.15. One can check that the components of a TTF triple (X ,Y ,Z) are
triangulated subcategories, see e.g. [129].
A recollement yields a TTF triple (im j!, im i∗, im j∗), by Lemma 3.14 (d). Con-
versely any TTF triple (X ,Y ,Z) on T yields a recollement in the following way,
see [130, Section 2.1]. We use the notation from loc. cit.: for a t-structure (U ,V) on
T we denote by u and v the canonical inclusions of U and V, respectively. Moreover,
τU is the right adjoint to u and τV is the left adjoint to v. Then
Y y // T τX //
τY
ee
τY
yy X
zτZx
ee
x
yy
(3.17)
is a recollement of triangulated categories [129, Proposition 4.2.4] and one can check
that these two construction are mutually inverse to each other (up to a natural
notion of equivalence).
3.7.2. Bousfield (co-)localisation and recollements. We follow Neeman’s treatment
in [128, Chapter 9].
Definition 3.16. Let T be a triangulated category and U ⊆ T be a thick subcat-
egory. We say that a Bousfield localisation functor exists for U ⊆ T , if there is a
right adjoint functor Qρ of the natural quotient functor Q : T → T /U . Qρ is called
the Bousfield localisation functor. Dually, a left adjoint Qλ of Q is called Bousfield
colocalisation functor.
The following two propositions give a relation to recollements, see Beilinson, Bern-
stein & Deligne [21, Section 1.4.4] and also [128, Proposition 9.1.18].
Proposition 3.17. In the notations above:
(a) There exists a Bousfield localisation functor for U ⊆ T if and only if the
inclusion I : U → T has a right adjoint Iρ.
(b) Dually, there exists a Bousfield colocalisation functor for U ⊆ T if and only
if the inclusion I : U → T has a left adjoint Iλ.
Proposition 3.18. In the notations above, assume that there exists a Bousfield
localisation and colocalisation functor for U ⊆ T . Then there exists a recollement
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of triangulated categories
U I // T Q //
Iρ
dd
Iλ
zz T /U
Qρ
ff
Qλ
xx
(3.18)
Proof. Qρ is fully faithful by the adjointness property together with [128, Corollary
9.1.9]. The fully faithfulness of Qλ follows by a dual argument. Since by definition
I is fully faithful and Q ◦ I = 0, only property 4) remains to be shown. This follows
from [128, Theorem 9.1.13] and its dual version. 
Remark 3.19. A similar result was proved by Cline, Parshall & Scott in [49, Theorem
1.1.].
3.7.3. Recollements generated by idempotents. In the algebraic setting, recollements
of derived module categories D(Mod−A) generated by idempotents e ∈ A are of
particular interest, see for example [49, 50, 48, 109]. The idempotents considered in
these papers are special idempotents.
The following is well-known, see e.g. [111, Example 4.16].
Proposition 3.20. Let A be a k-algebra and e ∈ A be an idempotent. Then there
is a triple of adjoint triangle functors
D(A) j
!=RHomA(eA,−)
=
j∗=− L⊗AAe
// D(eAe)
j!=−
L⊗eAeeA
ww
j∗=RHomeAe(Ae,−)
gg
, (3.19)
i.e. (j!, j
!) and (j∗, j∗) are adjoint pairs. Moreover, j! is fully faithful and j∗ = j! is
a triangulated quotient functor.
Proof. Already on the abelian level, we have a triple of adjoint functors
Mod−A HomA(eA,−)=−⊗AAe
// Mod−eAe
−⊗eAeeA
vv
HomeAe(Ae,−)
gg
,
by the adjunction formula. Deriving this, yields the adjoint triple (3.19) above.
It follows from [87, Theorem 1.6.] that j! is fully faithful. Now, using the same
arguments as in the proof of Lemma 3.14 (a) and (c), we deduce that j! is a quotient
functor. 
Corollary 3.21. The adjoint triple in Proposition 3.20 extends to a recollement
DA/AeA(A) // D(A) j!=j∗ //
jj
uu
D(eAe)
j∗
ii
j!uu
, (3.20)
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Proof. Proposition 3.20 shows that j∗ has a left and a right adjoint. One checks
directly that it’s kernel is DA/AeA(A). Now, Proposition 3.18 completes the proof.

So far we have a good understanding of the right hand side of the recollement
above. Before we continue to make the left hand side more concrete, let us pause
for a moment to see which problems one might encounter.
Remark 3.22. Let A be a k-algebra and let e ∈ A be an idempotent. Cline, Parshall
& Scott observed that the following conditions are equivalent, see [49, Remark 1.2
and Example 1.3.].
(i) The forgetful functor Mod−A/AeA → Mod−A induces a fully faithful triangle
functor i∗ : D(A/AeA)→ D(A).
(ii) There is a triangle equivalence D(A/AeA) ∼= DA/AeA(A). In particular, there is
a recollement of triangulated categories
D(A/AeA) i∗=i! // D(A) j!=j∗ //
i!
ii
i∗uu
D(eAe)
j∗
ii
j!uu
,
In this situation, the functors on the left are explicitly given by
i∗ = − L⊗A A/AeA, i∗ = RHomA/AeA(A/AeA,−),
i! = −
L⊗A/AeA A/AeA, i! = RHomA(A/AeA,−).
Example 3.23. We consider the Auslander algebra A = Aus(k[x]/x3) of mod −
k[x]/(x3). It may be written as the following quiver with relations
1
a
$$
2
b
$$
c
dd 3
d
dd ca=0=ac-db. (3.21)
Here, the indecomposable k[x]/(x3)-modules k, k[x]/(x2) and k[x]/(x3) correspond
to the vertices 1, 2 and 3, respectively.
(i) Let e = e1 + e2 be the idempotent corresponding to the vertices 1 and 2.
As an A-module A/AeA is isomorphic to S3. Since Ext
i
A(S3, S3) = 0 holds for all
i > 0, the functor i∗ : D(A/AeA)→ D(A) is fully faithful. In particular, we obtain a
recollement of triangulated categories
(D(k),D(A),D(eAe)), by Remark 3.22 above.
In this case, eAe is isomorphic to the Auslander algebra of k[x]/(x2). One can check
that more generally there are recollements
D(k) i∗=i! // D(Aus(k[x]/xn)) j!=j∗ //
i!
ii
i∗
uu D(Aus(k[x]/xn−1))
j∗
ll
j!rr
, (3.22)
which are obtained by an analogous construction.
(ii) Let e = e2 ∈ A. Then the simple A-module S1 is in the image of i∗. One
checks that Ext2A(S1, S1)
∼= k. Hence the functor i∗ : D(k×k) ∼= D(A/AeA)→ D(A)
is not full and there is no recollement of derived module categories as in (i).
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(iii) Let e = e3 ∈ A. The simple A-module S1 is in the image of i∗ : D(A/AeA)→
D(A). Using A/AeA ∼= k( 1 α )) 2βii )/(αβ, βα), we see that Ext4A/AeA(S1, S1) ∼= k
holds. Since A has global dimension 2, the functor i∗ is not faithful and there is no
recollement of derived module categories as in (i).
(iv) Example (iii) may be seen as a special case of the following situation.
Let E be a k-linear Frobenius category with finitely many indecomposable objects
E0, . . . , Et and Hom-finite stable category E . Let A = EndE(
⊕t
i=0Ei) be the Aus-
lander algebra of E and e ∈ A be the idempotent corresponding to the identity
endomorphism of the projective generator of E . Then the stable Auslander alge-
bra A := A/AeA ∼= EndE(
⊕t
i=0Ei) is a finite-dimensional selfinjective k-algebra,
see e.g. [84, Proposition 4.10]. In particular, if A is not semi-simple, then it has
infinite global dimension. Let us assume that this is true and that A has finite
global dimension (e.g. E = MCM(R), for some local complete Gorenstein k-algebra
(R,m), with k ∼= R/m and an isolated singularity in m, see [12, Theorem A.1]).
Then the forgetful functor i∗ : D(A/AeA) → D(A) is not faithful. Indeed, the infi-
nite global dimension of A/AeA implies that for all j ∈ N there exists i > j such
that ExtiA/AeA(
⊕s
k=1 Sk,
⊕s
k=1 Sk) 6= 0, where the Si form a complete set of simple
A/AeA-modules.
The next result uses the technique of dg algebras to make the recollement (3.20)
more explicit. Recall that a k-algebraA can be viewed as a dg k-algebra concentrated
in degree 0 and in this case D(A) = D(Mod−A).
Proposition 3.24. Let A be a k-algebra and e ∈ A an idempotent. There is a dg
k-algebra B with a homomorphism of dg k-algebras f : A→ B and a recollement of
derived categories
D(B) i∗=i! // D(A) j!=j∗ //
i!
ii
i∗uu
D(eAe)
j∗
ii
j!uu
, (3.23)
such that the following conditions are satisfied
(a) the adjoint triples (i∗, i∗ = i!, i!) and (j!, j! = j∗, j∗) are given by
i∗ = − L⊗A B, j! = −
L⊗eAe eA,
i∗ = RHomB(B,−), j! = RHomA(eA,−),
i! = −
L⊗B B, j∗ = −
L⊗A Ae,
i! = RHomA(B,−), j∗ = RHomeAe(Ae,−),
where B is considered as an A-A-bimodule via the morphism f ;
(b) Bi = 0 for i > 0;
(c) H0(B) is isomorphic to A/AeA.
Remark 3.25. This result is known to hold in greater generality, see [58, Section 2
and 3] (which uses different terminologies). For convenience, we include a proof.
Proof. The recollement (3.20) yields a TTF triple on D(A), by Lemma 3.14 (d).
Since k is a field, A is a flat k-algebra. Therefore [130, Theorem 4] in conjunction
with the first paragraph after Lemma 4 in loc. cit. yields a dg k-algebra B′ together
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with a morphism of dg k-algebras f ′ : A → B′ such that there is a recollement of
derived categories
D(B′) i∗=i! // D(A) j!=j∗ //
i!
ii
i∗uu
D(eAe)
j∗
ii
j!uu
and the adjoint triples (j!, j
! = j∗, j∗) and (i∗, i∗ = i!, i!) are given as in (a) (with B
replaced by B′). We claim that H i(B′) = 0 for i > 0 and that H0(f ′) induces an
isomorphism of algebras A/AeA ∼= H0(B′). Then taking B = σ≤0B′ and f = σ≤0f ′
finishes the proof for (a), (b) and (c).
In order to prove the claim, we take the distinguished triangle associated to A.
Ae
L⊗eAe eA A B′ Ae
L⊗eAe eA[1]
j!j
!(A) i∗i∗(A)
ϕ f ′
(3.24)
By applying H0 to the triangle (3.24), we obtain a long exact cohomology sequence
H i(Ae
L⊗eAe eA) H i(A) H i(B′) H i+1(Ae
L⊗eAe eA)H
i(ϕ) H i(f ′)
If i > 0, both H i(A) and H i+1(Ae
L⊗eAe eA) are trivial, and hence H i(B′) is trivial.
If i = 0, then H0(B′) ∼= H0(A)/im(H0(ϕ)). But H0(Ae L⊗eAe eA) ∼= Ae⊗eAe eA and
the image of H0(ϕ) is precisely AeA. Therefore, H0(f ′) : A → H0(B′) induces an
isomorphism H0(B′) ∼= A/AeA, which is clearly a homomorphism of algebras. 
Corollary 3.26. Keep the assumptions and notations as in Proposition 3.24.
(a) The functor i∗ induces an equivalence of triangulated categories(
Kb(proj−A)/ thick(eA))ω ∼−→ per(B), (3.25)
where (−)ω denotes the idempotent completion (see [19] and Subsection 2.2).
(b) Let Dfd,A/AeA(A) be the full subcategory of Dfd(A) consisting of complexes
with cohomologies supported on A/AeA. The functor i∗ induces a triangle
equivalence Dfd(B) ∼−→ Dfd,A/AeA(A). Moreover, the latter category coin-
cides with thickD(A)(fdmod− A/AeA).
Proof. (a) Since j!(eAe) = eAe
L⊗eAeeA ∼= eA, eAe generatesD(eAe) and j! commutes
with direct sums, we obtain im j! = Tria(eA). Hence, Lemma 3.14 (c) shows that i
∗
induces a triangle equivalence
D(A)/Tria(eA) ∼= D(B). (3.26)
As a projective A-module eA is compact in D(A). By definition, Tria(eA) is the
smallest localizing subcategory containing eA. Since D(A) is compactly generated,
Neeman’s interpretation (and generalization) [127, Theorem 2.1] of Thomason &
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Trobaugh’s and Yao’s Localization Theorem shows that restricting (3.26) to the sub-
categories of compact objects yields a triangle equivalenceKb(proj−A)/ thick(eA)→
per(B) up to direct summands13. Hence the equivalence (3.25) follows.
(b) By construction of the dg algebra B in Proposition 3.24, i∗ induces a triangle
equivalence between D(B) and DA/AeA(A), i.e. the full subcategory of D(A) con-
sisting of complexes of A-modules which have cohomologies supported on A/AeA.
Moreover, i∗ restricts to a triangle equivalence between Dfd(B) and i∗(Dfd(B)).
The latter category is contained in Dfd(A) because i∗ is the restriction along the
homomorphism f : A → B. So i∗(Dfd(B)) is contained in Dfd(A) ∩ DA/AeA(A) =
Dfd,A/AeA(A), which is equivalent to thickD(A)(fdmod−A/AeA). By Proposition 3.2
(b), fdmod−H0(B) generates Dfd(B). But i∗ induces an equivalence from fdmod−
H0(B) to fdmod−A/AeA. Therefore, i∗(Dfd(B)) = thickD(A)(fdmod−A/AeA), and
hence i∗(Dfd(B)) = thickD(A)(fdmod− A/AeA) = Dfd,A/AeA(A). 
Remark 3.27. The triangle equivalences (3.25) and D(B) ∼= DA/AeA(A) show that(DA/AeA(A))c ∼= (Kb(proj−A)/ thick(eA))ω . (3.28)
In particular, if A is a non-commutative resolution of a complete Gorenstein singu-
larity R, then the relative singularity category ∆R(A) ∼= Db(mod−A)/ thick(eA) is
idempotent complete by Proposition 2.69. Hence there is a triangle equivalence(DA/AeA(A))c ∼= ∆R(A). (3.29)
13Without the compactness assumptions, Neeman’s Theorem may fail in general. For example,
let A be the Auslander algebra of R = k[x]/(x2) and let e = e2 ∈ A be the idempotent correspond-
ing to the identity endomorphism of the projective injective object k[x]/(x2). Then the simple
A-module S2 is a compact object in D(A), since A has finite global dimension. But the image
j∗(S2) = RHomA(eA, S2) ∼= k[x]/(x) is not perfect over R. We see that the quotient functor j∗
does not respect compact objects. In particular, Neeman’s Theorem fails for DA/AeA(A) ⊆ D(A).
Note that the former category is compactly generated, since DA/AeA(A) ∼= D(B). However, it
cannot be expressed as the smallest localizing subcategory of a set of compact objects in D(A).
To see this, consider the unbounded complex
P ∗2 = · · · → P2 → P2 → · · · → P2 → · · · , (3.27)
with maps defined by mapping the top of P2 to the socle of P2. All cohomologies of this complex are
isomorphic to the simple A-module S1. In particular, they are contained in Mod−A/AeA. Since
there are no non-zero A-module homomorphisms S1 → P2, passing to the homotopy category of
injective A-modules shows that HomD(A)(S1[s], P
∗
2 ) = 0 for all s ∈ Z. Hence, P ∗2 /∈ Tria(S1), for
otherwise the orthogonality would imply that P ∗2 = 0, contradicting the fact that P
∗
2 has non-zero
cohomologies. But all perfect (=compact) objects in D(A) which are contained in DA/AeA(A) are
already contained in Tria(S1). This proves our claim.
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4. Global relative singularity categories
In this section, we associate a triangulated quotient category - called the rela-
tive singularity category - to a (non-commutative) resolution of a scheme X . This
is similar in spirit and has relations to the triangulated category of singularities
of Buchweitz and Orlov. The main result of this section is a certain localization
property, which reduces the description of the relative singularity category to the
case of affine schemes. Our result generalizes a theorem obtained by Orlov in the
commutative setting [132]. This is joint work with Igor Burban [40].
4.1. Definition. We briefly introduce the setup for this section. Throughout this
section, let k be an algebraically closed field. Let X be a separated excellent Noe-
therian scheme over k of finite Krull dimension such that any coherent sheaf on
X is a quotient of a locally free sheaf. We are mainly interested in two spe-
cial cases: X is quasi-projective or the spectrum of a local complete ring (R,m).
Let Z = Sing(X) be the singular locus of X . Let F ′ be a coherent sheaf on X ,
F = O ⊕ F ′ and A := EndX(F). We consider the non-commutative ringed space
X = (X,A). Our main interest lies in the category of coherent A-modules Coh(X)
(or sometimes Coh(A)), which consists of coherent sheaves of OX -modules, which
have an A-module structure. Note that F ∼= Ae is a locally projective coherent left
A–module, where e ∈ A is the idempotent corresponding to the identity of O.
Example 4.1. Let X be a reduced curve with only nodal and cuspidal singularities,
i.e. the completion Ôx of the local ring of a point x ∈ Sing(X) is either isomorphic
to kJx, yK/(xy) (node) or kJx, yK/(x2−y3) (cusp). For example, the irreducible cubic
curves in P2 defined by the homogeneous polynomials Y 2Z − X2(X + Z) (nodal)
and X2Z − Y 3 (cuspidal) are of this form. Let F ′ = I be the ideal sheaf of the
singular locus (with respect to its reduced scheme structure). Then A = EndX(F)
is called the Auslander sheaf of X . The completions of the local rings Âx are Morita
equivalent to the Auslander algebra of the category of maximal Cohen–Macaulay
Ox-modules MCM(Ox). In particular, Âx has global dimension at most 2, by work
of Auslander & Roggenkamp [15] (see also Auslander [12, Theorem A.1]). This
implies that Coh(A) has global dimension at most 2, see for example [38, Theorem
1 (4)]. We will come back to this example and give an explicit description of the
corresponding relative singularity category in the special case where X has only
nodal singularities in Subsection 5.1.
Definition 4.2. A complex C of coherent OX -modules is called perfect if it is
isomorphic inDb(Coh(X)) to a bounded complex of locally free sheaves of finite rank.
The full subcategory of perfect complexes is denoted by Perf(X). If X = Spec(R)
is affine, then Perf(X) ∼= thick(R).
Proposition 4.3. There is a full embedding given by the derived functor
F := F L⊗X − : Perf(X)→ Db(Coh(X)).
Proof. For the full subcategory Vect(X) ⊆ Perf(X) of locally free sheaves of finite
rank, fully faithfulness may be checked on an open affine cover, where it follows from
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the algebra isomorphism eAe ∼= EndA(Ae). Here A = A(U) for an open affine subset
U ⊆ X and e ∈ A is the idempotent satisfying F(U) = Ae. Since Vect(X) generates
Perf(X) as a triangulated category, the claim follows from Beilinson’s Lemma. See
also [38, Theorem 2]. 
Denote by P(X) ⊆ Db(Coh(X)) the essential image of Perf(X) under the embed-
ding F. P(X) admits the following local characterization, see [38, Prop. 2].
P(X) =
{
H• ∈ Db(Coh(X)) ∣∣∣H•x ∈ Im(Kb(add(Fx)) −→ Db(Ax −mod))} (4.1)
We are now able to give the main definition of this section.
Definition 4.4. In the notations of the setup above, the idempotent completion
(−)ω (see Subsection 2.2) of the triangulated quotient category
∆X(X) :=
(Db(Coh(X))
Perf(X)
)ω
∼=
(Db(Coh(X))
P(X)
)ω
(4.2)
is called (global) relative singularity category of X relative to X .
Remark 4.5. If the abelian category Coh(X) has finite global dimension, then one
may view Db(Coh(X)) as a categorical resolution of X in the spirit of works of
Van den Bergh [161], Kuznetsov [112] and Lunts [120]. Moreover, it is common to
view Perf(X) as the smooth part of the category Db(Coh(X)). Hence, ∆X(X) is a
measure for the size of the resolution relative to the smooth part Perf(X). This may
be summarized as follows
Db(Coh(X)) resolution⊇ Perf(X)
smooth part
⊆ Db(Coh(X)). (4.3)
Recall that the quotient category corresponding to the embedding on the left is the
triangulated category of singularities Dsg(X) of Buchweitz and Orlov. It is natural
to study the other quotient category ∆X(X) on the left as well as their mutual
relations.
4.2. The localization property. The aim of this subsection is to prove the fol-
lowing localization result.
Theorem 4.6. In the notations of the setup above, assume additionally that F is
locally free on X \ Sing(X). Then there is an equivalence of triangulated categories
∆X(X) ∼=
n⊕
i=1
∆Ôxi
(
Âxi
)
:=
n⊕
i=1
(
Db(Âxi −mod)
Perf(Ôxi)
)ω
. (4.4)
Remark 4.7. IfOxi is a complete Gorenstein ring andAxi has finite global dimension,
then the quotient category Db(Âxi − mod)/Perf(Ôxi) is idempotent complete by
Proposition 2.69.
The proof takes several steps, which are enclosed in the lemmas and propositions
below.
Lemma 4.8 ([92, Proposition 1.7.11]). Let B be an abelian category and C ⊆ B be
a full abelian subcategory such that the following properties hold.
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i) If V → W → X → Y → Z is exact in B and V,W, Y, Z are in C then X is
in C.
ii) For every monomorphism φ : M → N with M in C and N in B, there exists
K in C and a morphism ψ : N → K such that the composition ψφ is a
monomorphism.
Then the canonical functor Db(C) → DbC(B) is an equivalence of triangulated cate-
gories. Here DbC(B) denotes the full subcategory consisting of complexes with coho-
mology in C.
We apply this lemma to prove the following.
Lemma 4.9. Let X and X = (X,A) be as in the setup above and Z ⊆ X be a
closed subscheme. Denote by CohZ(X) ⊆ Coh(X) the full subcategory of coherent left
A-modules with support contained in Z and by DbZ(Coh(X)) ⊆ Db(Coh(X)) the full
subcategory of complexes whose cohomology is supported in Z. Then the canonical
functor
Db(CohZ(X))→ DbZ(Coh(X))
is an equivalence of triangulated categories.
Proof. We want to apply Lemma 4.8 to CohZ(X) ⊆ Coh(X). The first property
is satisfied since localization is an exact functor. To prove the second property
let φ : M → N be a monomorphism in Coh(X) and let M be supported on Z.
Let {Ui = Spec(Oi)} be an open affine cover of X . We consider the restrictions
Mi = M
∣∣
Ui
and Ni = N
∣∣
Ui
as finitely generated Ai-modules, where Ai := A
∣∣
Ui
.
In particular, we have monomorphisms φi : Mi → Ni. Let θi : Mi → Ii be an
injective envelope of Mi. Then there exists a morphism αi : Ni → Ii such that
αiφi = θi. Note that Ki := Im(αi) is a left Noetherian Ai-module. As in [32, Lemma
3.2.5] one can show that for any p ∈ Spec(Oi) and any M ∈ Ai − mod we have:
E(M)p ∼= E(Mp), where E(−) denotes the injective envelope. Hence, (Ki)p = 0 for
all p /∈ Supp(Mi) ⊆ Z. Let j(i) : (Ui,A
∣∣
Ui
) → (X,A). Then K′ :=⊕i j(i)∗K˜i is an
quasi-coherent A-module and Supp(K′) ⊆ Z. Moreover, the αi yield a morphism
α : N → K′ such that αφ is a monomorphism. Then K = Im(α) is coherent, since N
is coherent and K′ is quasi-coherent. This shows the second property and completes
the proof. 
Remark 4.10. One has to be careful in Lemma 4.9. It is important that A is a
coherent module over its center Z(A). This is satisfied in our situation since A is
a coherent O-module and O ⊆ Z(A). Let (O,m, k) be a k-algebra, X = Spec(O)
be the corresponding affine scheme and Z = {m}. Then Lemma 4.9 yields an
equivalence
Db(A− fdmod)→ Dbfd(A−mod), (4.5)
where A = EndO(F ) is the endomorphism algebra of a finitely generated O-module
F and hence finitely generated over O. In particular, A is finitely generated over its
center Z(A) ⊇ O.
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If A is assumed to be just a left Noetherian k-algebra, the canonical functor (4.5)
need not be an equivalence in general. The following example was pointed out by
Bernhard Keller.
Example 4.11. Let g be a finite dimensional simple Lie algebra over C and U = U(g)
its universal enveloping algebra. Then U is left Noetherian, see for instance [122,
Section I.7]. By Weyl’s complete reducibility theorem, the category U − fdmod
of finite dimensional left U–modules is semi-simple. However, higher extensions
between finite dimensional modules do not necessarily vanish in U − mod, see for
instance [78, p. 122]. In particular, the canonical functor
Db(U − fdmod)→ Dbfd(U −mod)
is not full.
We need the following lemma, see [92, Proposition 1.6.10].
Lemma 4.12. Let B and U be full triangulated subcategories of a triangulated cat-
egory C and set UB := B ∩ U . Assume that any morphism φ : U → B with U ∈ U
and B ∈ B factors through an object in UB. Then the canonical functor
B
UB →
C
U
is fully faithful.
Proposition 4.13. Let DbZ
(
Coh(X)
)
be the full subcategory of Db(Coh(X)) con-
sisting of complexes whose cohomology is supported in Z and PZ(X) = P(X) ∩
DbZ
(
Coh(X)
)
. Then the canonical functor
H :
DbZ
(
Coh(X)
)
PZ(X)
−→ D
b
(
Coh(X)
)
P(X)
is fully faithful.
Proof. Our approach is inspired by a recent paper of Orlov [132]. By Lemma 4.12
it is sufficient to show that for any P• ∈ P(X), C• ∈ DbZ
(
Coh(X)
)
and ϕ : P• → C•
there exists Q• ∈ PZ(X) and a factorization
P• ϕ //
ϕ′ !!❈
❈❈
❈❈
❈❈
❈ C•
Q•
ϕ′′
==⑤⑤⑤⑤⑤⑤⑤⑤
By Lemma 4.9, we know that the functor Db(CohZ(X))→ DbZ(Coh(X)) is an equiv-
alence of categories. So without loss of generality, we may assume that C• is a
bounded complex of objects of CohZ(X). Let I = IZ be the ideal sheaf of Z. Then
there is a t ≥ 1 such that It annihilates every term of C•. Consider the ringed
space Z =
(
Z,A/It). Then we have a morphism of ringed spaces η : Z→ X and an
adjoint pair {
η∗ = forget : D−
(
Coh(Z)
)→ D−(Coh(X))
η∗ = A/It ⊗A − : D−
(
Coh(X)
)→ D−(Coh(Z)).
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By our choice of t, there exists E• ∈ Db(Coh(Z)) such that C• = η∗(E•). Moreover,
we have an isomorphism γ : HomZ
(
η∗P•, E•) −→ HomX(P•, η∗(E•)) such that for
ψ ∈ HomZ
(
η∗P•, E•) the corresponding morphism ϕ = γ(ψ) fits into the commuta-
tive diagram
P• ξP• //
ϕ
""❉
❉❉
❉❉
❉❉
❉❉
η∗η∗P•
η∗(ψ)zz✉✉
✉✉
✉✉
✉✉
✉
η∗E•
where ξ : 1D−(X) → η∗η∗ is the unit of adjunction. Thus it is sufficient to find a
factorization of the morphism ξP• through an object of PZ(X).
By Definition of P(X), there exists a bounded complex of locally free OX–modules
R• such that P• ∼= F ⊗X R• in Db
(
Coh(X)
)
. Note that we have the following
commutative diagram in the category Comb(X) of bounded complexes of coherent
left A–modules:
F ⊗X R• 1⊗θR• //
ζR• ((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
F ⊗X
(O/It ⊗X R•)
∼=tt❥❥❥❥❥
❥❥❥❥
❥❥❥
❥❥❥❥
A/It ⊗A
(F ⊗X R•)
where ζR• = ξP• in D−
(
Coh(X)
)
and θR• : R• → O/It⊗X R• is the canonical map.
Since any coherent sheaf on X is a quotient of a locally free sheaf. Let π : K → It
be an epimorphism with K locally free of rank n and ι : It → O be the embedding.
Let d1 = ιπ : K → O. The Koszul complex K• associated to d1 is defined as
K• = (0→ ΛnK dn−→ Λn−1K dn−1−−−→ · · · d2−→ Λ1K d1−→ O → 0)
with differentials
dp(t1 ∧ . . . ∧ tp) =
p∑
j=1
(−1)j−1d1(tj)t1 ∧ . . . ∧ t̂j ∧ . . . ∧ tp.
Let O be concentrated in degree 0 in K•. By definition K• is a complex of lo-
cally free coherent O-modules with H0(K•) ∼= O/It. Moreover, using for example
[62, Proposition IV.2.1. c)] K• is exact outside Supp(O/It) ⊆ Z. In particu-
lar the cohomologies of K• are supported in Z. Hence we have a factorization of
the canonical morphism O → O/It in the category of complexes Comb(Coh(X)):
O[0]→ K• → O/It[0], which induces a factorization
R• −→ K• ⊗X R• −→ O/It ⊗X R•
of the canonical map θR• . The complex K• ⊗X R• is perfect since both K• and R•
are perfect. Moreover its cohomology is supported at Z. This may be checked on
an open affine cover {Ui} where R•|Ui consists of free OUi-modules. Hence we get
the factorization of the adjunction unit ξP•
P• ∼= F⊗XR• −→ Q• := F⊗X
(K•⊗XR•) −→ A/It⊗A (F⊗XR•) ∼= A/It⊗AP•
This concludes the proof. 
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Theorem 4.14. Using the notations and assumptions from Theorem 4.6, there is
an equivalence of triangulated categories
Hω :
(
DbZ
(
Coh(X)
)
PZ(X)
)ω
−→
(
Db(Coh(X))
P(X)
)ω
Proof. Proposition 4.13 implies that the functor Hω is fully faithful. Hence we have
to show it is essentially surjective, which we deduce from the following
Statement. For any M• ∈ Db(Coh(X))/P(X) there exist M˜• ∈ Db(Coh(X))/P(X)
and N • ∈ DbZ
(
Coh(X)
)
/PZ(X) such that M• ⊕ M˜• ∼= H(N •).
Indeed any object in the idempotent completion (Db(Coh(X))/P(X))ω has the form
(M•, eM•), whereM• is an object in (Db(Coh(X))/P(X)) and eM• is an idempotent
endomorphism. The statement above yields M˜• in Db(Coh(X))/P(X) and N • in
DbZ(Coh(X))/PZ(X) with H(N •) ∼= M• ⊕ M˜•. The idempotent eM• induces an
idempotent endomorphism
eM•⊕M˜• : M• ⊕ M˜•
eM 0
0 0

−−−−−−−→M• ⊕ M˜•
and one can check that (M•⊕ M˜•, eM•⊕M˜•) ∼= (M•, eM•) holds in the idempotent
completion. Since H is fully faithful there exists an idempotent endomorphism
eN • of N • with H(eN •) = eM•⊕M˜• . Using the considerations above this yields
Hω((N •, eN •)) ∼= (M•, eM•), which completes the argument.
We turn to the proof of the statement above. Let U = X \ Z be the complement
of Z and U = (U,A∣∣
U
) the corresponding (non-commutative) ringed space. The
restriction defines an exact functor ι∗ : Coh(X)→ Coh(U) whose kernel is the Serre
subcategory CohZ(X). The universal property of Serre quotient categories yields
an exact functor ι∗ : Coh(X)/CohZ(X) → Coh(U) such that the following diagram
commutes
Coh(X)
π
$$■
■■
■■
■■
■■
ι∗
// Coh(U)
Coh(X)
CohZ(X)
ι∗
::✉✉✉✉✉✉✉✉✉
[63, Example III.5. a)] shows that ι∗ is an equivalence. Since all functors in the
diagram above are exact we can pass directly to the derived categories and obtain
a commutative diagram there. We use the same symbols for the functors in this
diagram. The triangulated functor π : Db(Coh(X)) → Db(Coh(X)/CohZ(X)) has
kernel DbZ(Coh(X)). Thus the universal property of Verdier quotient categories yields
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a commutative diagram
Db(Coh(X)) π //
P
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑
Db
(
Coh(X)
CohZ(X)
)
Db(Coh(X))
DbZ(Coh(X))
π
88qqqqqqqqqq
where P is the canonical projection and π is an equivalence by Miyachi’s theorem
[123, Theorem 3.2.]. Summing up, we have the following diagram of categories and
functors
Db(Coh(X))
DbZ
(
Coh(X)
) π // Db( Coh(X)
CohZ(X)
)
ι∗

Db(Coh(X))
P
OO
Perf(X)
F L⊗X −
OO
ι∗
// Perf(U)
F
∣∣
U
L⊗U −
// Db(Coh(U))
By the commutativity of the diagrams above the ‘upper composition’ is just ι∗ ◦
(F L⊗X − ), whereas the ‘lower composition’ is ι∗(F)
L⊗X ι∗(−) . Thus [79, Formula
(3.12)] both compositions Perf(X)→ Db(Coh(U)) are isomorphic. The functor
F ∣∣
U
L⊗U − : Perf(U) = Db
(
Coh(U)
) −→ Db(Coh(U))
has a left adjoint
RHomU(F
∣∣
U
,−) : Db(Coh(U)) −→ Db(Coh(U)).
We claim that the unit and counit of adjunction are equivalences. This may be
checked locally, where it follows from Morita theory, since we assume the coherent
sheaf F ∣∣
U
to be locally free.
LetM• be an arbitrary object in Db(Coh(X))/P(X) and recall that the functors π,
ι∗ and FU := F
∣∣
U
L⊗U − are equivalences of categories. Application of these functors
to M• yields a perfect complex S• := F−1U ι∗π(M•) on U . By a result of Thomason
and Trobaugh [160, Lemma 5.5.1], there exist S˜• ∈ Perf(U) and R• ∈ Perf(X) such
that ι∗R• ∼= S•⊕ S˜•. Now we can ‘go back’ and define M˜• := π−1(ι∗)−1FU(S˜•). By
the commutativity of the big diagram above we obtain a chain of isomorphisms in
Db(Coh(X))/P(X)
P(F• ⊗R•) ∼= π−1(ι∗)−1FU ι∗(R•) ∼= π−1(ι∗)−1FU(S• ⊕ S˜•) ∼=M• ⊕ M˜•
The definition of (iso-)morphisms in a Verdier quotient category shows that the
last statement is equivalent to the following fact. There exist T • ∈ Db(Coh(X)) and
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a pair of distinguished triangles
C•ξ −→ T • ξ−→M• ⊕ M˜• −→ C•ξ [1] and C•θ −→ T • θ−→ F• ⊗R• −→ C•θ [1]
in Db(Coh(X)) such that C•ξ and C•θ belong to the category DbZ(Coh(X)). Since R• is
perfect, F•⊗R• is an object in P(X). The triangle on the right shows that C•θ and
T • are isomorphic in the Verdier quotient Db(Coh(X))/P(X). Now the left triangle
above yields a distinguished triangle
C•ξ α−→ C•θ −→M• ⊕ M˜• −→ C•ξ [1]
in Db(Coh(X))/P(X). By Proposition 4.13, the functor H : DbZ(Coh(X))/PZ(X)→
Db(Coh(X))/P(X) is fully faithful, hence M• ⊕ M˜• belongs to the essential image
of H. This concludes the proof of the statement. 
Setup 4.15. Let us introduce some notations and state some assumptions which we
use in the remainder of this section.
• We assume that X has only isolated singularities and denote Z = Sing(X) ={
x1, . . . , xp
}
.
• For any 1 ≤ i ≤ p, let Oi := Oxi with maximal ideal mi, Ai = Axi and
Fi = Fxi.
• Let Ôi = lim←−Oi/m
t
iOi, Âi := lim←−Ai/m
t
iAi and F̂i := lim←−Fi/m
t
iFi be the
completions. In particular, Âi ∼= EndÔi(F̂i).• For a local Noetherian ring (R,m), we denote by R − fdmod the category
of R-modules of finite length14. Let Λ be an R-algebra, which is finitely
generated as an R-module. Then Λ − fdmod denotes the category of finitely
generated left Λ-modules, which are contained in R− fdmod when considered
as R-modules.
• Let Perf fd(Oi) (respectively Perf fd(Ôi)) denote the full subcategories of Db(Oi−
fdmod) (respectively Db(Ôi− fdmod)) consisting of complexes which admit a
bounded free resolution in Db(Oi −mod) (respectively Db(Ôi −mod)).
• Let Pi, P̂i respectively P˜i be the essential images of the functors Fi ⊗Oi
− : Perf fd(Oi) → Db(Ai − fdmod), F̂i ⊗Ôi − : Perf fd(Ôi) → Db(Âi − fdmod)
respectively F̂i ⊗Ôi − : Perf(Ôi)→ Db(Âi −mod).
Since X has isolated singularities Theorem 4.14 yields the following block decom-
position of the relative singularity category.
Corollary 4.16. There is an equivalence of triangulated categories
∆X(X) =
(Db(Coh(X))
P(X)
)ω
∼=
p∏
i=1
(Db(Ai − fdmod)
Pi
)ω
.
14If R is a k-algebra, with k ∼= R/m, then R − fdmod is equivalent to the subcategory of those
R-modules, which are finite dimensional over k. For example, this holds for local rings Ox of closed
points x ∈ X , where X is of finite type over k.
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Proof. Consider the exact equivalence
CohZ(X)→
p∏
i=1
Ai − fdmod
given by G 7→ (Gx1, · · · ,Gxp). Thus we get an induced equivalence of the correspond-
ing derived categories Db(CohZ(X)) →
∏p
i=1Db(Ai − fdmod) and using Lemma 4.9
this gives an equivalence DbZ(Coh(X))→
∏p
i=1Db(Ai− fdmod). In view of Theorem
4.14, it remains to show that the full subcategory PZ(X) = P(X) ∩ DbZ(Coh(X)) is
identified with
∏p
i=1 Pi under this equivalence. Up to isomorphism, PZ(X) consists
of complexes with entries in add(F) and cohomologies supported on Z. In particu-
lar, all cohomologies are finite dimensional. Localizing in xi yields complexes with
entries in add(Fi) and finite dimensional cohomologies. But these complexes form
precisely the subcategory Pi. The claim follows. 
We show that the Verdier quotients Db(Ai − fdmod)/Pi do not change when we
pass to the completion.
Lemma 4.17. The completion functor induces an equivalence of triangulated cate-
gories
Db(Ai − fdmod)
Pi
→ D
b(Âi − fdmod)
P̂i
Proof. It suffices to show that the following diagram is commutative, the horizontal
arrows define equivalences and the vertical arrows define full embeddings.
Perffd(Oi)
Fi⊗Oi−

// Perffd(Ôi)
F̂i⊗Ôi−

Db(Ai − fdmod) // Db(Âi − fdmod)
The horizontal functors are induced by the completion functors. The diagram is
commutative since completion commutes with taking tensor products. The vertical
arrows are full embeddings by Proposition 4.3.
The completion functors Oi− fdmod→ Ôi− fdmod and Ai− fdmod→ Âi− fdmod,
are equivalences since we restrict to finite dimensional modules. This yields triangle
equivalences Db(Oi − fdmod) → Db(Ôi − fdmod) and Db(Ai − fdmod) → Db(Âi −
fdmod) In particular, the restriction Perffd(Oi) → Perffd(Ôi) is fully faithful. In
order to see that it is an equivalence, it remains to show that the completion of
a non-perfect complexes cannot become perfect. This follows from the following
characterization of perfect complexes.
Claim. Let (R,m) be a local ring. Then X ∈ Db(R − mod) is a perfect complex
if and only if HomR(X,R/m[n]) = 0 for all large enough n.
The latter condition is indeed invariant under taking completions by the fully
faithfulness of the completion functor.
Let us prove the claim. Assume that X is not perfect. X admits a free resolution
Y , which is bounded below and has bounded cohomology. By [32, Proposition
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1.3.1], we may replace Y by a quasi-isomorphic free resolution M which satisfies the
following minimality condition diM(M
i) ⊆ mM i+1 for all small enough i. Then the
following map of complexes
· · · // M i−1

// M i

// M i+1

// · · ·
· · · // 0 // R/m // 0 // · · ·
is non-zero in the homotopy category for all small enough i. The other direction of
the claim is clear. 
We need the following special case of Theorem 4.14.
Corollary 4.18. The canonical functor(
Db(Âi − fdmod)
P̂i
)ω
→
(
Db(Âi −mod)
P˜i
)ω
is an equivalence of triangulated categories.
Proof. Let O = Ôi and A = Âi. LetX = Spec(O) and Z = {mi} ⊆ X . A is a finitely
generated O-module. Thus the sheafification A := A˜ is a coherent OX-algebra. Let
X = (X,A). The global section functor induces an equivalence of abelian categories
Γ(−) : Coh(X)→ A−mod,
which identifies the full subcategory CohZ(X) ⊆ Coh(X) with A− fdmod ⊆ A−mod.
Now Theorem 4.14 proves the claim. 
Using the results in this section, we are able to give a proof of Theorem 4.6 above.
Proof. We have a chain of triangle equivalences
∆X(X) =
(Db(Coh(X))
P(X)
)ω
∼=
p∏
i=1
(Db(Ai − fdmod)
Pi
)ω
∼=
p∏
i=1
(Db(Âi − fdmod)
P̂i
)ω
∼=
p∏
i=1
(Db(Âi −mod)
P˜i
)ω
.
(4.6)
The first equivalence holds by Corollary 4.16. For the second equivalence, we pass
to the idempotent completions in Lemma 4.17 and the last equivalence is proved in
Corollary 4.18. 
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5. Local relative singularity categories
The first subsection is an extended version of a joint work with Igor Burban [40].
The remaining parts of this section do not depend on the first subsection and are
based on a joint work with Dong Yang [90].
Subsection 5.1 gives an explicit description of the relative singularity categories
of the Auslander and cluster resolutions of simple hypersurface singularities of type
A1 in Krull dimension one and zero. Using Theorem 5.54 this yields descriptions
of the relative singularity categories of Auslander resolutions of simple hypersurface
singularities of type A1 in all Krull dimensions. In particular, we describe all the
indecomposable objects and all morphism spaces between them. Moreover, using
a tilting result of Burban & Drozd [38] together with the localization property of
the global relative singularity category (Theorem 4.6) yields a relation to gentle
algebras.
In Subsections 5.2 and 5.3 the dg algebra techniques from Section 3 are applied to
study Frobenius categories (see Section 2). The examples, which we have in mind
are of finite representation type: namely, the category of maximal Cohen–Macaulay
modules over ADE-singularities and the category of finite dimensional modules over
finite dimensional representation-finite selfinjective algebras. The key statement is
Theorem 5.32, which describes the relative singularity category of an Auslander
resolution as the perfect derived category of a certain dg algebra, which we call
the dg Auslander algebra. The proof relies on a fractional CY-property of certain
simple modules over the Auslander algebra, which we explain in Subsection 5.2 and
which is related to work of Keller & Reiten [102]. Thanhoffer de Vo¨lcsey and Van
den Bergh [157] obtained similar descriptions of relative singularity categories for
cluster resolutions of certain Gorenstein quotient singularities. However, the only
examples we have in common are the ADE-singularities in Krull dimension two. We
refer to Remark 1.7 for more details.
We apply the techniques developed in Subsection 5.3 and Section 3 to study rela-
tive singularity categories over Gorenstein rings in Subsection 5.4. The main result
shows that for Auslander resolutions of ADE-singularities the singularity category
and the relative singularity category mutually determine each other.
Subsection 5.5 contains a complete list of the dg Auslander algebras for ADE-
singularities in all Krull dimensions.
In Subsection 5.6, we remark on the derived category Dfd(BQ) of dg modules with
finite dimensional total cohomology over the dg Auslander algebra BQ of an even
dimensional singularity of Dynkin type Q. It is an intrinsically defined subcategory
of the corresponding relative singularity category and Bridgeland has determined
its stability manifold [28].
5.1. An elementary description of the nodal block. The aim of this subsection
is to give a description of the relative singularity category ∆X(X), where X is a
reduced curve with only nodal singularities and X = (X,A) is the non-commutative
ringed space considered in Example 4.1, i.e. A is the Auslander sheaf of X . By
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Theorem 4.6, it remains to describe the local block
∆Ond(And) =
Db(And −mod)
Kb(proj−Ond)
∼= D
b(And −mod)
thick(Ande)
, (5.1)
which we call the nodal block and denote ∆nd. Here, Ond = Ôs = kJx, yK/(xy) and
And = Âs = EndOnd(Ond⊕kJxK⊕kJyK) is the Auslander algebra ofMCM(Ond). Since
Ond is Gorenstein and And has finite global dimension, the quotient category defined
in (5.1) is idempotent complete by Proposition 2.69. It is convenient to write And as
the arrow ideal completion of the path algebra of the following quiver with relations
~Qnd, see [38, Remark 1]
−
α
++ ∗
β
kk
δ
33 +
γ
tt δα = 0, βγ = 0. (5.2)
This algebra belongs to the class of nodal algebras. In particular, there is an explicit
construction of all indecomposable objects in the homotopy category Kb(proj−And),
by work of Burban & Drozd [37]. Since And has finite global dimension, we obtain
a description of indecomposables in Db(And −mod).
By definition, the objects in the quotient category ∆nd are just the objects of
the category Db(And − mod). However, some of the indecomposable objects in
Db(And −mod) are isomorphic to zero or decomposable, when viewed as objects in
the quotient. Discarding these indecomposables of Db(And − mod), we are able to
describe the indecomposable objects of ∆nd. In order to describe morphisms in the
quotient category, we either use a Lemma of Verdier (see Lemma 5.4) to reduce to
a computation in the homotopy category of projectives or a direct calculation with
‘roofs of morphisms’ in the quotient category.
5.1.1. Description of strings in Kb(proj−And). By work of Burban & Drozd [37],
the indecomposable objects in Kb
(
proj−And
)
are explicitly known. They are either
band or string objects. We do not describe the band objects below, since they are
contained in Kb
(
add(P∗)
)
and thus are isomorphic to zero in the quotient ∆nd. The
string objects can be described in the following way. Let Z ~A∞∞ be the oriented graph
obtained by orienting the edges in a Z2–grid as indicated in Example 5.1 below. Let
~θ ⊆ Z ~A∞∞ be a finite oriented subgraph of type An for a certain n ∈ N. Let Σ
and T be the terminal vertices of ~θ and σ, τ ∈ {−, ∗,+}. We insert the projective
modules Pσ and Pτ at the vertices Σ and T respectively. Next, we plug in P∗ at
all intermediate vertices of ~θ. Finally, we put maps (given by multiplication with
non-trivial paths in ~Qnd) on the arrows between the corresponding indecomposable
projective modules. This has to be done in such a way that the composition of
two subsequent arrows is always zero. Additionally, at the vertices where ~θ changes
orientation, the inserted paths have to be ‘alternating’. This means that if one
adjacent path involves α or β then the second should involve γ or δ. Taking a direct
sum of modules and maps in every column of the constructed diagram, we get a
complex of projective And–modules S, which is called string.
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Example 5.1. Let k, l, n,m be integers ≥ 1. The following picture illustrates the
construction of a string in Kb(proj−And).
◦

❄❄
❄❄
❄❄
❄ P− ·β(αβ)n

❄❄
❄❄
❄❄
◦

◦
??⑧⑧⑧⑧⑧⑧⑧

❄❄
❄❄
❄❄
❄ ◦
??⑧⑧⑧⑧⑧⑧

❄❄
❄❄
❄❄
P∗
??⑧⑧⑧⑧⑧⑧

❄❄
❄❄
❄❄
❄
◦
??⑧⑧⑧⑧⑧⑧⑧

❄❄
❄❄
❄❄
P∗
·(γδ)m ??⑧⑧⑧⑧⑧⑧

❄❄
❄❄
❄❄
❄
◦
◦
??⑧⑧⑧⑧⑧⑧⑧

❄❄
❄❄
❄❄
❄ P∗
·(αβ)l ??⑧⑧⑧⑧⑧⑧
·(γδ)k

❄❄
❄❄
❄❄
◦
??⑧⑧⑧⑧⑧⑧⑧

❄❄
❄❄
❄❄
❄
◦
??⑧⑧⑧⑧⑧⑧⑧
P∗
??⑧⑧⑧⑧⑧⑧
◦
S = · · · // 0 // P∗ d1 //
P−⊕
P⊕2∗
d2
// P∗ // 0 // · · ·
where d1 =
(
0 ·(αβ)l ·(γδ)k)tr and d2 = (·β(αβ)n ·(γδ)m 0) .
In order to state our classification of indecomposable objects in ∆nd, we need to
introduce the following family of strings in Kb(proj−And).
Definition 5.2. Let σ, τ ∈ {−,+} and l ∈ N. A minimal string Sτ (l) is a complex
of indecomposable projective And–modules
· · · // 0 // Pσ // P∗ // · · · // P∗ // Pτ // 0 // · · ·
of length l+2 with differentials given by non-trivial paths of minimal possible length
and Pτ located in degree 0. Note, that σ is uniquely determined by τ and l:{
σ = τ if l is even,
σ 6= τ if l is odd.
Example 5.3. The two complexes depicted below are minimal strings:
• S+(1) = · · · // 0 // 0 // P− ·β // P∗ ·γ // P+ // 0 // · · ·
• S+(2) = · · · // 0 // P+ ·δ // P∗ ·αβ // P∗ ·γ // P+ // 0 // · · ·
We show that minimal strings remain indecomposable when viewed as objects in
the quotient ∆nd. First, we need the following Lemma due to Verdier, which plays
an important role in the sequel, see [164, Proposition II.2.3.3].
Lemma 5.4. Let T be a triangulated category and let U ⊆ T be a full triangulated
subcategory. Let Y be an object in ⊥U = {T ∈ T ∣∣HomT (T,U) = 0} and let
P : HomT (Y,X) −→ HomT /U (Y,X)
be the map induced by the localization functor. Then P is bijective for all X in T .
81
There is a dual result for Y in U⊥.
Lemma 5.5. Let τ ∈ {+,−} and l ∈ N. Then any minimal string S = Sτ (l)
belongs to ⊥Kb
(
add(P∗)
) ∩Kb(add(P∗))⊥. Moreover, S is indecomposable in ∆nd.
Proof. Using the long exact Hom-sequence, it suffice to show that
HomKb(proj−And)
(
P∗[m],S
)
= 0 = HomKb(proj−And)
(S, P∗[m])
holds for all m ∈ Z. This is a direct computation.
Let us prove the second statement. Since S is a string object it is indecomposable
in Kb(proj−And). Since And is finitely generated as an Ond-algebra and Ond is
complete, it follows that Kb(proj−And) is a Krull–Remak–Schmidt category, see
[37, Appendix A]. In particular, the endomorphism ring EndKb(proj−And)(S) is local.
Lemma 5.4 yields an algebra isomorphism
End∆nd(S) ∼= EndKb(proj−And)(S).
This shows that S has a local endomorphism ring in ∆nd, which implies indecom-
posability. 
Remark 5.6. The projective resolutions of the simple And-modules S+ and S− are
0→ P− ·β−→ P∗ ·γ−→ P+ → S+ → 0 and 0→ P+ ·δ−→ P∗ ·α−→ P− → S− → 0.
Thus in the derived category S± ∼= S±(1) are isomorphic to minimal strings. Let
ρ, σ, τ ∈ {−,+} and l ∈ N. The cone of
Sτ (l) 0 // Pσ ·d3 //
id

P∗
·d4
// · · · ·dl+2 // P∗
·dl+3
// Pτ // 0
Sσ(1)[l + 1] 0 // Pρ ·d1 // P∗ ·d2 // Pσ // 0
is isomorphic to the following minimal string
Sτ (l + 1)[1] 0 // Pρ ·d1 // P∗ ·d2d3 // · · ·
·dl+2
// P∗
·dl+3
// Pτ // 0.
Hence the minimal strings are generated by S+ and S−. In other words, Sτ (l)[n] is
contained in thick(S+, S−) ⊆ Db(And −mod), for all τ ∈ {−,+}, l ∈ N and n ∈ Z.
5.1.2. Main result. For each n ∈ Z define a bijection δn : {−,+} → {−,+} as
follows: δn = id if n ≡ 0mod 2 and δn 6= id otherwise.
The following theorem is the main result of this subsection.
Theorem 5.7. We use the notations from above.
(a) Let X be an indecomposable complex in Kb
(
proj−And
)
. Then the image of X in
∆nd is either zero or isomorphic to one of the following objects
Pσ[n]⊕ Pτ [m], Pτ [n] or Sτ (l)[n], where m,n ∈ Z, l ∈ N and σ, τ ∈ {+,−}.
(b) Let σ, τ, µ ∈ {+,−}, n ∈ Z and l, l′ ∈ Z>0. We have the following isomorphisms:
Hom∆nd
(
Pµ, Pτ [n]
) ∼= {k if n ≤ 0 and µ = δn(τ),
0 otherwise.
(5.3)
82
Hom∆nd
(
Pµ[n],Sτ (l)
) ∼= {k if 0 ≤ n < l and µ = δn(τ),
0 otherwise.
(5.4)
Hom∆nd
(Sτ (l), Pµ[n]) ∼= {k if 2 ≤ n ≤ l + 1 and µ 6= δn(τ),
0 otherwise.
(5.5)
Hom∆nd
(Sτ (l),Sµ(l′)[n]) ∼=

k if n ≤ 0; l ≥ l′ + n ≥ 1 and µ = δn(τ),
k if n ≥ 2; l′ ≥ l + 2− n ≥ 1
and µ 6= δn(τ),
0 otherwise.
(5.6)
(c) The set of indecomposable objects in ∆nd is given by{
Pσ[n],Sτ (l)[m]
∣∣ σ, τ ∈ {+,−}, n,m ∈ Z, l ∈ N}.
Moreover, the objects from this set are pairwise non-ismorphic in ∆nd.
Proof. Note, that the strings with Pσ = Pτ = P∗ vanish in ∆nd. Therefore, in what
follows we may and shall assume that σ or τ ∈ {−,+}.
Proof of (a). Let S ∈ Kb(proj−And) be a string as defined above.
1. If Pτ = P∗ and ~θ = Σ→ · · · hold, then there exists a distinguished triangle
S f−→ Pσ[n] −→ cone(f) −→ S[1]
with cone(f) ∈ Kb(add(P∗)), yielding an isomorphism S ∼= Pσ[n] in ∆nd. Similarly,
if ~θ = Σ ← · · · holds, then we obtain a triangle Pσ[n] f−→ S −→ cone(f) −→
Pσ[n+1] with cone(f) ∈ Kb
(
add(P∗)
)
and hence an isomorphism S ∼= Pσ[n] in ∆nd.
2. We may assume that σ, τ ∈ {−,+}. If the graph ~θ defining S is not linearly
oriented (i.e. contains a subgraph (⋆) ◦ // ◦ ◦oo or (⋆⋆) ◦ ◦ //oo ◦ ),
then there exists a distinguished triangle of the following form
(⋆) P∗[s] // S // S ′ ⊕ S ′′ // P∗[s+ 1]
(⋆⋆) P∗[s− 1] // S ′ ⊕ S ′′ // S // P∗[s]
and therefore S ∼= S ′ ⊕ S ′′ ∼= Pσ[n]⊕ Pτ [m] is decomposable in ∆nd.
3. Hence without loss of generality, we may assume σ, τ ∈ {−,+} and ~θ to be
linearly oriented. If S has a ‘non-minimal’ differential d = ·p (i.e. the path p in
~Qnd contains δγ or βα as a subpath), then we consider the following morphism of
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complexes
S ′
f

Pσ // P∗ // · · · // P∗
d

S ′′ P∗ // P∗ // · · · // P∗ // Pτ
which can be completed to a distinguished triangle in Kb
(
proj−And
)
S ′ f−→ S ′′ −→ S −→ S ′[1].
By our assumption on d, the morphism f factors through P∗[s] for some s ∈ Z
and therefore vanishes in ∆nd. Hence we have a decomposition S ∼= S ′[1] ⊕ S ′′ ∼=
Pσ[n]⊕ Pτ [m] in ∆nd.
4. If σ, τ ∈ {−,+}, ~θ is linearly oriented and S has only minimal differentials, then
S is a minimal string. This concludes the proof of part (a) of Theorem 5.7.
Proof of (b). We begin with the isomorphism (5.3). Every morphism Pσ → Pτ [n] in
∆nd is given by a roof Pσ
f←− Q g−→ Pτ [n], where f, g are morphisms in Kb(proj−And)
and cone(f) ∈ Kb(add(P∗)). By a common abuse of terminology, we call f a quasi-
isomorphism. Our aim is to find a convenient representative in each equivalence
class of roofs. It turns out that σ ∈ {+,−} and n ∈ Z determine Q and f of our
representative and g is either 0 or determined by τ up to a scalar. The proof is
devided into several steps.
1. Without loss of generality, we may assume that Q has no direct summands from
Kb
(
add(P∗)
)
. Indeed, if Q ∼= Q′ ⊕Q′′ with Q′′ ∈ Kb(add(P∗)), then the diagram
Q′
g′
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
f ′
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
( id0 )

Pσ Q
′ ⊕Q′′f=( f
′ f ′′ )
oo
g=( g′ g′′ )
// Pτ [n]
yields an equivalence of roofs Pσ
f←− Q g−→ Pτ [n] and Pσ f
′←− Q′ g′−→ Pτ [n].
2. Using our assumptions on f and Q in conjunction with the description of inde-
composable strings in Kb(proj−And), it is not difficult to see that Q can (without
restriction) taken to be an indecomposable string with τ = ∗ and f to be of the
following form:
· · · // P∗ // P∗ // P∗
  ❅
❅❅
❅❅
❅❅
❅
Q
f

Pσ
id

// P∗ // · · · // P∗ // P∗
Pσ Pσ
3. Without loss of generality, we may assume that Q is constructed from a linearly
oriented graph ~θ. Indeed, otherwise we may consider the truncated complex Q≤
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defined in the diagram below and replace our roof by an equivalent one.
· · · // P∗ // P∗ // P∗
  
❅❅
❅❅
❅❅
❅❅
Q
Pσ
d1
// P∗
d2
// · · · dn−1 // P∗ dn // P∗
Q≤
q
OO
Pσ
id
OO
d1
// P∗
d2
//
id
OO
· · · dn−1 // P∗ dn //
id
OO
P∗
id
OO
Q≤
gq
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
fq
xxqq
qq
qq
qq
qq
qq
q
q

Pσ Q
f
oo
g
// Pτ [n]
In particular, n > 0 implies that Hom∆nd
(
Pσ, Pτ [n]
)
= 0 holds.
4. By the above reductions, g has the following form:
Q
g

Pσ // P∗ // · · · // P∗ // P∗ //
g

P∗ // · · ·
Pτ [n] Pτ
We may truncate again so that Q ends at degree −n:
Q≤−n
''PP
PPP
PPP
PPP
PP
ww♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
Pσ Qoo //
OO
Pτ [n]
5. Next, we may assume that Q has minimal differentials (see Definition 5.2) and
thus is uniquely determined by σ and n. Indeed, otherwise there exists a quasi-
isomorphism:
Q′
q

Pσ //
id

P∗ //
id

· · · // P∗ d
′
//
id

P∗
d′′

// 0

Q Pσ // P∗ // · · · // P∗ d // P∗ // P∗ // · · ·
6. Summing up, our initial roof can be replaced by an equivalent one of the following
form
Pσ Pσ
Q
f
OO
g

Pσ
id
OO
// P∗ // · · · // P∗
g

Pτ [n] Pτ
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If g is not minimal (i.e. not given by multiplication with a single arrow), then
it factors over P∗[n] and therefore vanishes in ∆nd. Thus the morphism space
Hom∆nd(Pσ, Pτ [n]) is at most one dimensional. Moreover, g can be non-zero only if
n has the right parity.
7. Consider a roof Pσ
f←− Q g−→ Pτ [n] as in the previous step and assume that g is non-
zero and minimal. We want to show that the roof defines a non-zero homomorphism
in ∆nd. We have a triangle Q
g→ Pτ [n] → Sτ (−n)[n] → Q[1] in Kb
(
And − mod
)
yielding a triangle Pσ → Pτ [n] → Sτ (−n)[n] → Pσ[1] in ∆nd. Since Sτ (−n)[n] is
indecomposable (see Lemma 5.5), the map is non-zero. The claim follows.
Lemma 5.4 and Lemma 5.5 reduce the computation of morphism spaces in (5.4),
(5.5) and (5.6) to a computation in the homotopy category Kb(proj−And). Using
this (5.4) and (5.5) can be checked directly. Every minimal string may be presented
as a cone of a morphism Pσ[n] → Pτ [m] in ∆nd (as in step 7). In conjunction with
the isomorphisms (5.4) and (5.5) and the long exact Hom-sequence, this can be used
to verify (5.6).
Proof of (c). The first statement follows from part (a) together with Lemma 5.5
and part (b).
For the second part, we use the description of the Grothendieck group of a local
relative singularity category given in Proposition 5.57: for X ∈ thick(S+, S−) we
have [X ] = n · ([P+] + [P−]) ∈ K0(∆nd) for a certain n ∈ Z. Thus the images of in-
decomposable projective And-modules P+ and P− are not contained in thick(S+, S−).
By Lemma 5.4 and the classification of indecomposable strings in Kb(proj−And), it
remains to show that Pσ[n] ∼= Pτ [m] implies σ = τ and n = m. Assume that n > m
holds. Then using Lemma 5.4 again, we obtain
Hom∆nd
(
Pσ[n],Sσ(1)[n]
) ∼= k 6= 0 = Hom∆nd(Pτ [m],Sσ(1)[n]).
This is a contradiction. Similarly, the assumption σ 6= τ leads to a contradiction. 
Remark 5.8. Using Theorem 5.54 together with Theorem 5.7, we obtain explicit
descriptions of the relative singularity categories ∆R(A), where R is an odd dimen-
sional A1-singularity and A is the Auslander algebra of MCM(R).
Corollary 5.9. The indecomposable objects of the triangulated subcategory
thick(S−, S+) ⊂ Db(And −mod)
are precisely the shifts of the minimal strings Sτ (l).
Proof. By Remark 5.6, we know that all minimal strings belong to thick(S−, S+).
Hence we just have to prove that there are no other indecomposable objects. Ac-
cording to Lemma 5.4 and Lemma 5.5, the functor thick(S−, S+) → ∆nd is fully
faithful. Therefore, the indecomposable objects of the category thick(S−, S+) and
its essential image in ∆nd are the same. By Theorem 5.7, all indecomposable ob-
jects of ∆nd are known and the shifts of the objects P+ and P− are not contained
in thick(S−, S+). Hence, the minimal strings are the only indecomposable objects of
thick(S−, S+). 
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5.1.3. The cluster resolution and its relative singularity category. In this paragraph,
we describe another non-commutative resolution of the nodal curve singularity
Ond = kJx, yK/(xy). Consider the stable category of maximal Cohen–Macaulay
modules MCM(Ond). It is a 2-Calabi–Yau category [11] and has only two indecom-
posable objects kJxK and kJyK, which are interchanged by the shift functor Ω−1.
Moreover, there are no non-trivial homomorphisms between these two indecompos-
able objects. In particular, each of kJxK and kJyK is a 2-cluster tilting object in
MCM(Ond), see [39]. It follows from work of Iyama [81] (see also Subsection 5.2),
that the algebra Cnd = EndOnd(Ond ⊕ kJxK) has global dimension 3. In particular,
Cnd is a non-commutative resolution of Ond, which we call the cluster resolution.
Note, that there is an isomorphism of algebras Cnd ∼= eAnde, where And is the Aus-
lander algebra of Ond and e ∈ And is the idempotent endomorphism corresponding
to the identity endomorphism of Ond⊕ kJxK. This yields a description of Cnd as the
completion of the following quiver with relations
−
α
++ ∗
β
kk [γδ]
yy
[γδ]α = 0, β[γδ] = 0. (5.7)
Moreover, there is a fully faithful functor
F : Db(Cnd −mod)
Ande
L⊗Cnd−−−−−−−−→ Db(And −mod),
which induces a fully faithful functor F : ∆Ond(Cnd)→ ∆Ond(And) between the cor-
responding relative singularity categories, see Proposition 5.43 below for the general
statement. The functor F sends the indecomposable projective Cnd-modules to the
corresponding indecomposable projective And-modules. As a consequence, we can
describe the image of the embedding F as follows:
Proposition 5.10. The indecomposable objects in the image of
F : ∆Ond(Cnd)→ ∆Ond(And)
are the shifts P−[n] and S−(2l)[n], with l ∈ N and n ∈ Z.
Remark 5.11. Alternatively, one can obtain a description of the category ∆Ond(Cnd)
by adapting the method which we used to describe the category ∆nd in the previous
paragraph.
5.1.4. The relative singularity category of the zero dimensional A1-singularity. Let
R = k[x]/(x2) be the zero dimensional A1-singularity. Its Auslander algebra A =
EndR(R⊕ k) may be written as a quiver with relations:
1
a
** 2
b
jj ab = 0, (5.8)
where the vertex 1 corresponds to R and the vertex 2 corresponds to k. Since R is a
representation-finite ring, the Auslander algebra A has global dimension 2 by work
of Auslander [10, Sections III.2 and III.3]. In particular, A is a non-commutative
87
resolution of R. We want to describe the corresponding relative singularity category
∆R(A) =
Db(A−mod)
Kb(proj−R)
∼= D
b(A−mod)
Kb(addP1)
. (5.9)
For every positive integer l ∈ N, we define a complex of projective A-modules as
follows
S(l) = · · · → 0→ P2 ·a−→ P1 ·ba−→ P1 ·ba−→ · · · ·ba−→ P1 ·b−→ P2 → 0→ · · · (5.10)
The following proposition summarizes the properties of ∆R(A). It can be proved
along the lines of the proof of Theorem 5.7.
Proposition 5.12. We use the notations from above.
(a) The set of indecomposable objects in ∆R(A) is given by{
P2[n],S(l)[m]
∣∣ n,m ∈ Z, l ∈ N}.
Moreover, the objects from this set are pairwise non-ismorphic in ∆R(A).
(b) Let n ∈ Z and l, l′ ∈ Z>0. We have the following isomorphisms:
Hom∆R(A)
(
P2, P2[n]
) ∼= {k if n ≤ 0,
0 otherwise.
(5.11)
Hom∆R(A)
(
P2[n],S(l)
) ∼= {k if 0 ≤ n < l,
0 otherwise.
(5.12)
Hom∆R(A)
(S(l), P2[n]) ∼= {k if 2 ≤ n ≤ l + 1,
0 otherwise.
(5.13)
Hom∆R(A)
(S(l),S(l′)[n]) ∼=

k if n ≤ 0 < l′ + n ≤ l,
k if 2 ≤ n ≤ l + 1 < n+ l′,
0 otherwise.
(5.14)
Remark 5.13. Using Theorem 5.54 together with Proposition 5.12, we obtain ex-
plicit descriptions of the relative singularity categories ∆R(A), where R is an even
dimensional A1-singularity and A is the Auslander algebra of MCM(R).
5.1.5. Connection with the category
(Db(Λ − mod)/Band(Λ))ω. Let Λ be the path
algebra of the following quiver with relations
1
a
**
c
44 2
b
**
d
44 3 ba = 0, dc = 0 (5.15)
and Band(Λ) be the full subcategory of Db(Λ − mod) consisting of those objects,
which are invariant under the Auslander–Reiten translation τ inDb(Λ−mod). Recall
[70] that τ is the composition of the Serre functor with the negative shift [−1] and
that the Serre functor is given as the derived functor of the Nakayama functor
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DΛ⊗Λ−. By [38, Corollary 6], the subcategory Band(Λ) is triangulated. Hence we
can define the triangulated category
∆˜nd :=
(Db(Λ−mod)/Band(Λ))ω,
i.e. the idempotent completion of the Verdier quotient Db(Λ − mod)/Band(Λ) (see
Subsection 2.2). The main goal of this section is to show that ∆˜nd and ∆nd are
triangle equivalent.
Lemma 5.14. The indecomposable projective Λ-modules are pairwise isomorphic in
∆˜nd.
Proof. Complete the following exact sequences of Λ-modules
0 −→ P2 −→ P1 −→
(
k
1
))
1
55 k
((
66 0
)
−→ 0
0 −→ P3 −→ P2 −→
(
0
((
66 k
1
))
1
55 k
)
−→ 0
to triangles in Db(Λ − mod) and note that the modules on the right-hand side are
bands. 
Let P ∈ ∆˜nd be the common image of the indecomposable projective Λ–modules.
Lemma 5.15. The endomorphisms of P , which are given by the roofs
e+ = P1
·(a+c)←−−− P2 ·a−→ P1 and e− = P1 ·(a+c)←−−− P2 ·c−→ P1 (5.16)
satisfy e−e+ = 0 = e+e− and e−+ e+ = idP and thus are idempotent. In particular,
we have a direct sum decomposition P ∼= P+ ⊕ P−, where P+ = (P, e+) and P− =
(P, e−).
Proof. It is clear that e− + e+ = idP . The equality e+e− = 0 follows from the
diagram
e+e− =
P3
·d
  
❆❆
❆❆
❆❆
❆·(b+d)
~~⑥⑥
⑥⑥
⑥⑥
⑥
P2
·a
  ❆
❆❆
❆❆
❆❆·(a+c)
~~⑥⑥
⑥⑥
⑥⑥
⑥
P2
·c
  ❆
❆❆
❆❆
❆❆·(a+c)
~~⑥⑥
⑥⑥
⑥⑥
⑥
P1 P1 P1
= P1
·(da+bc)←−−−− P3 0−→ P1.
The second equality e−e+ = 0 follows from a similar calculation. Hence, e2± =
e±(idP − e∓) = e±. 
Next, note the following easy but useful result.
Lemma 5.16. Let A be an abelian category and let S : Db(A)→ Db(A) be a triangle
equivalence. If X1, X2 ∈ Db(A) and n1, n2, m1, m2 ∈ Z satisfy
Sm1X1 ∼= X1[n1], Sm2X2 ∼= X2[n2] and d = m1n2 −m2n1 6= 0,
then HomDb(A)(X1, X2) = 0 = HomDb(A)(X2, X1).
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Proof. By the symmetry of the claim, it suffices to show that HomDb(A)(X1, X2)
vanishes. Since S is an equivalence, we have a chain of isomorphisms
HomDb(A)(X1, X2) ∼= HomDb(A)
(
S±m1m2X1, S±m1m2X2
)
∼= HomDb(A)
(
X1[±m2n1], X2[±m1n2]
)
∼= HomDb(A)
(
X1, X2[±d]
)
∼= HomDb(A)
(
X1, X2[±kd]
)
for all k ∈ N. Hence the claim follows from the boundedness of X1 and X2 to-
gether with the fact that there are no non-trivial Ext–groups Ext−nA (A1, A2) ∼=
HomDb(A)(A1, A2[−n]), where A1, A2 ∈ A and n is a positive integer. 
A direct calculation in Db(Λ−mod) yields the following result.
Lemma 5.17. Let S : Db(Λ−mod)→ Db(Λ−mod) be the Serre functor,
X+ = k
1
))
0
55 k
0
))
1
55 k and X− = k
0
))
1
55 k
1
))
0
55 k .
Then S(X±) ∼= X∓[2]. In particular, X± are 42 -fractionally Calabi–Yau objects, i.e.
S2(X±) ∼= X±[4]
Corollary 5.18. The following composition of the inclusion and projection functors
thick(X+, X−) →֒ Db(Λ−mod) −→ D
b(Λ−mod)
Band(Λ)
is fully faithful.
Proof. Lemma 5.17 and Lemma 5.16 applied to the Serre functor S in Db(Λ−mod)
imply thatX± ∈⊥Band(Λ)∩Band(Λ)⊥. Hence the claim follows from Lemma 5.4. 
Theorem 5.19. There exists an equivalence of triangulated categories
G :
Db(And −mod)
Kb
(
add(P∗)
) −→ (Db(Λ−mod)
Band(Λ)
)ω
.
Proof. Let E = V (zy2 − x3 − x2z) ⊂ P2 be a nodal cubic curve and F ′ = I be
the ideal sheaf of the singular point of E. Let F = O ⊕ I, A = EndE(F) and
E = (E,A). By a result of Burban and Drozd [38, Section 7], there exists a triangle
equivalence
T : Db(Coh(E)) −→ Db(Λ−mod)
identifying the image of the category Perf(E) with the category Band(Λ). Moreover,
by [38, Proposition 12], the functor T restricts to an equivalence thick(S+, S−) →
thick(X+, X−). In combination with (4.6), we obtain the following commutative
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diagram of categories and functors
Db(And −mod)
Kb
(
add(P∗)
)
G
**(Db(And − fdmod)
Kbfd
(
add(P∗)
) )ω ∼ //
∼
OO
(Db(Coh(E))
P(E)
)ω
∼
//
(Db(Λ−mod)
Band(Λ)
)ω
Db(And − fdmod)
can
OO
// Db(Coh(E))
can
OO
T
// Db(Λ−mod)
can
OO
thick(S+, S−)
?
OO
∼
// thick(X+, X−)
?
OO
(5.17)
where G : ∆nd → ∆˜nd is the induced equivalence of triangulated categories. 
Lemma 5.20. The indecomposable objects of the triangulated category ∆˜nd are
• P±[n] ∼= G(P±[n]), n ∈ Z;
• the indecomposables of the full subcategory thick(X+, X−) ∼= G
(
thick(S+, S−)
)
.
Proof. Consider the projective resolution of the simple And-module S∗
0 // P− ⊕ P+( ·β ·δ ) // P∗ // S∗ // 0 .
Completing it to a distinguished triangle yields an isomorphism S∗[−1] ∼= P+ ⊕ P−
in ∆nd. In the notations of the diagrams (5.17) and (5.15) we have T(S∗) ∼= P3[1]
and therefore
G(P+ ⊕ P−) ∼= G(S∗[−1]) ∼= P ∼= (P+ ⊕ P−).
Recall that X+ ∼=
(
P3
·d−→ P2 ·c−→ P1
)
, where P1 is located in degree 0 and P
± :=
(P, e±) ∈ ∆˜nd, with e± as defined in (5.16). A direct calculation shows that the
obvious morphism from P1 to X+ induces a non-zero morphism P
+ = (P, e+)→ X+
in ∆˜nd, whereas Hom∆˜nd(P
+, X−) = 0. Moreover, it was shown in [38] that T(S±) ∼=
X±. This implies G(S±) ∼= X± and thus G(P±) ∼= P±. Theorem 5.7 and Corollary
5.9 yield the stated classification of indecomposables in ∆˜nd. 
5.1.6. Concluding remarks on ∆nd.
Proposition 5.21. The category thick(S+, S−) ⊂ ∆nd has Auslander–Reiten trian-
gles.
Proof. As mentioned above, we have an exact equivalence of triangulated categories
thick(S+, S−) ∼= thick(X+, X−) ⊂ Db(Λ−mod).
The category Db(Λ − mod) has a Serre functor S and therefore has Auslander–
Reiten triangles, see [69]. Let τ = S ◦ [−1] be the Auslander–Reiten translation.
Using that τ is an equivalence and Lemma 5.17 we obtain τ
(
thick(X+, X−)
) ∼=
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thick
(
τ(X+), τ(X−)
) ∼= thick(X+, X−). Now, the restriction of τ to thick(X+, X−) is
the Auslander–Reiten translation of this subcategory. 
Remark 5.22. Using an explicit description of the morphisms in thick(S+, S−) (
by Lemma 5.4, all these morphism may be computed in the homotopy category
Kb(proj−And)), one can show that the Auslander–Reiten quiver of thick(S+, S−)
consists of two ZA∞–components.
Alternatively, using the Happel functor, one may view X+ and X− as objects in
the stable category Λ̂−mod, where Λ̂ is the repetitive algebra of Λ, see [70]. Since
Λ is a gentle algebra, Λ̂ is special biserial by [148]. The Auslander–Reiten sequences
over special biserial algebras are known by [166]. This may be used to determine
the Auslander–Reiten quiver of thick(X+, X−).
We draw one of the ZA∞-components below, indicating the action of the Auslander–
Reiten translation by oo❴ ❴ ❴ . The other component is obtained from this one by
changing the roles of + and −.
S+(1)[2]
S−(3)[1]
S−(2)[1]
S−(1)[1]
S+(3)
S+(2)
S+(1)
S−(3)[−1]
S−(2)[−1]
S−(1)[−1]
S+(3)[−2]
S+(2)[−2]
S+(1)[−2]
S−(3)[−3]
<<②②②
""❊
❊❊
""❊
❊❊
<<②②②
oo❴ ❴ ❴
<<②②②
oo❴ ❴ ❴
""❊
❊❊
oo❴ ❴ ❴
""❊
❊❊
<<②②②
oo❴ ❴ ❴
<<②②②
oo❴ ❴ ❴
""❊
❊❊
oo❴ ❴ ❴
""❊
❊❊
<<②②②
oo❴ ❴ ❴
<<②②②
oo❴ ❴
""❊
❊❊
oo❴ ❴
""❊
❊❊
<<②②②
oo❴ ❴
oo❴ ❴
The category ∆nd does not have Auslander–Reiten triangles, but we may still con-
sider the quiver of irreducible morphisms in ∆nd, which has two additional A
∞
∞–
components.
// P±[2] // P∓[1] // P± // P∓[−1] // P±[−2] //
Proposition 5.23. The triangulated categories thick(X+, X−) and ∆nd are not tri-
angle equivalent to the bounded derived category of a finite dimensional algebra.
Proof. Assume that there exists a triangle equivalence to the derived category of
a finite dimensional algebra A. Then Db(A − mod) is of discrete representation
type. Such algebras A have been classified by Vossieck [165]. All of them are
gentle (see Definition 7.1) and therefore Iwanaga–Gorenstein, by [64]. Therefore,
the Nakayama functor defines a Serre functor S on Kb(proj−A) [69], whose action
on objects is described in [23, Theorem B]. On the other hand, S2(X) ∼= X [4] holds
for all objects X in thick(X+, X−), by Lemma 5.17 and Proposition 5.21. This yields
a contradiction. 
The following proposition generalizes Theorem 5.19.
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Proposition 5.24. Let n ≥ 1 and Λn be the path algebra of the following quiver
◦ ◦ ◦ ◦ ◦
identify
◦w
−
1
__❅❅❅❅❅❅❅ w+1
??⑦⑦⑦⑦⑦⑦⑦ ◦w
−
2
__❅❅❅❅❅❅❅ w+2
??⑦⑦⑦⑦⑦⑦⑦ · · ·
aa❈❈❈❈❈❈❈❈
==④④④④④④④④ ◦ w
+
n
??⑦⑦⑦⑦⑦⑦⑦w
−
n
__❅❅❅❅❅❅❅
◦
u1
LL
v1
RR
◦
u2
LL
v2
RR
· · · ◦
un
LL
vn
RR
subject to the relations w−i ui = 0 and w
+
i vi = 0 for all 1 ≤ i ≤ n. Then
∆n :=
(Db(Λn −mod)
Band(Λn)
)ω
∼=
n∨
i=1
∆nd.
In particular, the category ∆n is representation discrete, Hom-finite and K0(∆n) ∼=
(Z2)⊕n.
Proof. Let E = En be a Kodaira cycle of n projective lines and E =
(
E, EndE(O ⊕
IZ)
)
, where IZ is the ideal sheaf of the singular locus Z. By [38, Proposition 10]
there exists an equivalence of triangulated categories Db(Coh(E)) ∼−→ Db(Λn−mod)
identifying Perf(E) ∼= P(E) ⊂ Db(Coh(E)) with Band(Λn) ⊂ Db(Λn−mod), see [38,
Corollary 6]. Thus Theorem 4.6 yields the proof. 
5.2. The fractional Calabi–Yau property. The following notion was introduced
by Iyama [82, Definition 3.1].
Definition 5.25. Let C ⊆ E be a full additive subcategory of an exact Krull–
Remak–Schmidt k-category E over an algebraically closed field k and set (X, Y ) =
HomC(X, Y ). An exact sequence in E with objects contained in C
0→ Y fd−→ Cd−1 fd−1−−→ Cd−2 fd−2−−→ . . . f1−→ C0 f0−→ X → 0 (5.18)
is called d-almost split if the following three conditions hold.
(AS1) All morphisms fi are contained in the Jacobson radical JC of C, i.e. the ideal
of the category C, which is uniquely determined by JC(X,X) = rad EndC(X)
for all X in C, see [106, Lemma 5].
(AS2) 0 → (−, Y ) (−,fd)−−−→ (−, Cd−1) (−,fd−1)−−−−−→ . . . (−,f1)−−−→ (−, C0) (−,f0)−−−→ JC(−, X) → 0
is an exact sequence of functors.
(AS3) 0 → (X,−) (f0,−)−−−→ (C0,−) (f1,−)−−−→ . . . (fd−1,−)−−−−−→ (Cd−1,−) (fd,−)−−−→ JC(Y,−) → 0
is an exact sequence of functors.
Since Y is determined by X and vice versa it makes sense to write τd(X) for Y
respectively τ−1d (Y ) = X . We say that C has d-almost split sequences if there is
an d-almost split sequence ending (respectively starting) in every non-projective
(respectively non-injective) object of C.
Remark 5.26. (a) Assume that the stable category C is Hom-finite and let X ∈ C be
indecomposable. Denote by SX(−) : C → Mod−k the contravariant functor defined
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by the short exact sequence 0→ JC(−, X)→ (−, X)→ SX(−)→ 0. By definition,
this functor takes X to EndC(X)/JC(X,X) ∼= k and all other indecomposable objects
to zero. Combining the exact sequence in (AS2) with this short exact sequence yields
an exact sequence
0→ (−, Y ) (−,fd)−−−→ (−, Cd−1) (−,fd−1)−−−−−→ . . . (−,f1)−−−→ (−, C0) (−,f0)−−−→ (−, X)→ SX(−)→ 0,
which is a projective resolution of the simple module SX(−) in the category of right
C-modules (i.e. contravariant functors C → Mod−k).
One can define the simple module SY (−) in another way. Namely, by the short
exact sequence 0→ SY (−)→ D(Y,−)→ DJC(Y,−)→ 0. Combining this sequence
with the k-dual of the sequence in (AS3) yields an exact sequence
0→ SY (−)→ D(Y,−)→ D(Cd−1,−) D(fd−1,−)−−−−−−→ . . .
. . .
D(f1,−)−−−−→ D(C0,−) D(f0,−)−−−−→ D(X,−)→ 0.
(b) For indecomposable objects X and Y , 1-almost split sequences
0→ Y f1−→ C0 f0−→ X → 0 (5.19)
were introduced by Auslander & Reiten, who called them almost split sequences.
Nowadays, they are usually called Auslander–Reiten sequences. Let us briefly dis-
cuss this particular case. Condition (AS1) guarantees that the sequence does not
split. Since X is indecomposable, a morphism g : T → X is in the radical JC(T,X)
if and only f is not a split epimorphism. Hence, (AS2) is equivalent to the state-
ment that every morphism into X , which is not a split epimorphism factors over
f0. Similarly, (AS3) is equivalent to the fact that every non-split monomorphism
h : Y → S factors over f1.
Example 5.27. Let R be the quiver algebra of the following quiver with relations
+
a
** −
b
jj ba=0=ab. (5.20)
(a) Let C = mod−R. Then C has Auslander–Reiten (or 1-almost split) sequences.
Indeed, the Auslander–Reiten quiver of mod− R is given by
P+ =
+
−
α
// S+
β
zz
S−
δ
OO ::
P− = −+γ
oo
(5.21)
where the dotted arrows indicate the action of the Auslander–Reiten translation.
For later reference, we label the vertices of this quiver clockwise from 1 =ˆP+ to
4 =ˆS−. Let G be the additive generator P+⊕P−⊕ S+⊕ S− of C and A = EndR(G)
be the Auslander algebra of R. It is given as a quiver algebra. Indeed, the quiver is
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just the Auslander–Reiten quiver and the relations are αδ = 0 and γβ = 0. Then
there is an equivalence of additive categories
C −→ proj−A
C 7→ HomC(G,C)
Under this equivalence, indecomposable objects in C correspond to indecomposable
projective A-modules. For example, S+ corresponds to e2A. By Remark 5.26 (a), the
Auslander–Reiten sequence 0→ S− δ→ P+ α→ S+ → 0 yields a projective resolution
of the simple A-module S2
0→ P4 δ·−→ P1 α·−→ P2 → S2 → 0 (5.22)
(b) In the notation from (a) above, let H = P+⊕P−⊕ S−, B = add(H) and e ∈ A
be the idempotent corresponding to the identity of H . The endomorphism algebra
B = EndB(H) ∼= eAe is given by the quiver
1
[βα]
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
4
δ
OO
3γ
oo
(5.23)
with relations [βα]δ = 0 and γ[βα] = 0. Moreover, as above there is an additive
equivalence B → proj−B. We claim that the exact sequence
0→ S− δ−→ P+ β◦α−−→ P− γ−→ S− → 0 (5.24)
is 2-almost split. (AS1) is satisfied, since we consider non-isomorphisms between
indecomposable objects. For (AS2), note that the following sequence of right B-
modules is exact
0→ e4B δ·−→ e1B [βα]·−−→ e3B γ·−→ rad e4B → 0 (5.25)
Similarly, (AS3) follows from the exactness of the following exact sequence of left
B-modules
0→ Be4 ·γ−→ Be3 ·[βα]−−→ Be1 ·δ−→ radBe4 → 0 (5.26)
In particular, as noted in Remark 5.26 (a) above, (5.25) yields a projective resolution
of the simple right module S4
0→ e4B δ·−→ e1B [βα]·−−→ e3B γ·−→ e4B → S4 → 0. (5.27)
Moreover, dualizing (5.26) yields an injective resolution
0← D (Be4) D(·γ)←−−− D (Be3) D(·[βα])←−−−− D (Be1) D(·δ)←−−− D (Be4)← S4 ← 0. (5.28)
Let E be a Krull–Remak–Schmidt Frobenius k-category over an algebraically
closed field k. Assume that proj E has an additive generator P . Let F = P ⊕ F ′ be
an object of E such that F ′ has no projective direct summands. Let A = EndE(F ),
R = EndE(P ) and e = idP ∈ A. Then A/AeA is the stable endomorphism algebra
of F . Recall from Corollary 3.26 (b) that Dfd,A/AeA(A) denotes the full subcategory
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of Dfd(A) consisting of complexes of A-modules which have cohomologies supported
on A/AeA and that Dfd,A/AeA(A) is generated by fdmod−A/AeA. In particular, if
A/AeA is finite-dimensional over k, then Dfd,A/AeA(A) is generated by the (finitely
many) simple A/AeA-modules.
Theorem 5.28. If add(F ) has d-almost split sequences and A/AeA is finite dimen-
sional over k, then the following statements hold.
(a) Any finite dimensional A/AeA-module has finite projective dimension over A.
(b) The triangulated category Dfd,A/AeA(A) admits a Serre functor.
(c) Each simple A/AeA-module S is fractionally (d+1)n
n
–CY in Dfd,A/AeA(A),
where n = n(S) ∈ N.
(d) There exists a permutation π on the isomorphism classes of simple A/AeA-
modules such that D ExtlA(S, S
′) ∼= Extd+1−lA (S ′, π(S)), holds for all l ∈ Z.
Proof. Assume that F ′ is multiplicity-free and write F ′ = F1 ⊕ . . . ⊕ Fr such that
F1, . . . , Fr are indecomposable. For i = 1, . . . , r, let ei = 1Fi and consider it as
an element in A. Then 1A = e + e1 + . . . + er. Let Si be the simple A-module
corresponding to ei. By assumption, there is an d-almost split sequence
η : 0 −→ Fj −→ Cd−1 −→ . . . −→ C0 −→ Fi −→ 0 (5.29)
for some j = 1, . . . , r, where Cd−1, . . . , C0 ∈ add(F ). The assignment i 7→ j defines a
permutation on the set {1, . . . , r}, which we denote by π. Set (X, Y ) = HomE(X, Y ).
Applying HomE(F,−) to η, we obtain a projective resolution of Si as an A–module,
by the definition of a d-almost split sequence (see Remark 5.26 (a)).
0 −→ (F, Fπ(i)) −→ (F,Cd−1) −→ . . . −→ (F,C0) −→ (F, Fi) −→ Si −→0,
In particular, this shows (a). Dually, we acquire an addD(A)–resolution of Sπ(i)
0→ Sπ(i) → D(Fπ(i), F )→ D(Cd−1, F )→ . . .→ D(C0, F )→ D(Fi, F )→ 0,
by applying DHomE(−, F ) to η. Recall from Subsection 3.3 that there is a tri-
angle functor ν : per(A) → thick(DA). We deduce from the above long exact
sequences that Dfd,A/AeA(A) = thick(S1, . . . , Sr) ⊆ per(A) ∩ thick(DA) and that
ν(Si) = Sπ(i)[d + 1]. It follows from the Auslander–Reiten formula (3.11) that the
restriction of ν on Dfd,A/AeA(A) is a right Serre functor and hence fully faithful [139,
Corollary I.1.2]. Since, as shown above, ν takes a set of generators of Dfd,A/AeA(A)
to itself up to shift, it follows that ν restricts to an auto-equivalence of Dfd,A/AeA(A).
In particular, ν is a Serre functor of Dfd,A/AeA(A). Moreover, if n denotes the num-
ber of elements in the π-orbit of i, then νn(Si) ∼= Si[(d + 1)n], i.e. Si is fractionally
Calabi–Yau of Calabi–Yau dimension (d+1)n
n
. Finally, we have isomorphisms
D ExtlA(Si, Sj)
∼= DHomA(Si, Sj [l]) ∼= HomA(Sj , ν(Si)[−l])
∼= HomA(Sj , Sπ(i)[d+ 1− l]) ∼= Extd+1−lA (Sj , Sπ(i)),
where i, j = 1, . . . , r and l denotes an integer. This proves part (d). 
Remark 5.29. (a) In Example 5.27 (a) above, C has 1-almost split sequences. The
theorem shows that the corresponding simple A-modules S2 and S4 are
(1+1)·2
2
frac-
tionally Calabi-Yau objects.
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Moreover, by the same argument the simple And-modules S+ and S− are 42 -
fractionally Calabi–Yau objects when considered as objects in the relative singularity
category ∆nd. This was already observed in Subsection 5.1 by a direct computation.
(b) In Example 5.27 (b), the category B has 2-almost split sequences. Namely, there
is exactly one such sequence with indecomposable end terms. It starts and ends in
S− (as shown in the Example)15. Hence the theorem shows that the corresponding
B-module S4 is a 3-Calabi–Yau object in DB/BeB,fd(B). A direct calculation shows
that its Ext-Algebra Ext∗B(S4, S4) is isomorphic to the cohomology of the 3-sphere
as graded vector spaces. Hence, S4 is a 3-spherical object in the sense of Seidel
& Thomas [153] and DB/BeB,fd(B) is the triangulated category generated by a 3-
spherical object as studied by Keller, Yang & Zhou [105]. In particular, DB/BeB,fd(B)
is a 3–Calabi–Yau category.
(c) Part (b) fits into the following general framework of Keller & Reiten’s ‘relative
Calabi–Yau property’ [102]. We use the notations of the theorem above and assume
that E is Hom-finite. If add(F ) ⊆ E is the preimage of a d-cluster–tilting subcategory
in a d–Calabi–Yau category E , then DA/AeA,fd(A) is a (d+ 1)-Calabi–Yau category.
Roughly speaking, our theorem shows that if one takes a cluster–tilting object of
the ‘wrong’ dimension, then the category DA/AeA,fd(A) will not be Calabi–Yau any
more. But the generators are fractionally Calabi–Yau objects. This is sufficient for
our purposes.
5.3. Independence of the Frobenius model. Let T be an idempotent complete
Hom-finite algebraic triangulated category with only finitely many isomorphism
classes of indecomposable objects, say M1, . . . ,Mr. Then T has a Serre functor
[1, Theorem 1.1] and thus has Auslander–Reiten triangles [139, Theorem I.2.4]. Let
τ be the Auslander–Reiten translation. By abuse of notation, τ also denotes the
induced permutation on {1, . . . , r} defined by Mτ(i) = τMi.
The quiver of the Auslander algebra Λ(T ) = EndT (
⊕r
i=1Mi) of T is the Gabriel
quiver Γ of T , in which we identify i with Mi. We assume that there exists a
sequence of elements γ = {γ1, . . . , γr} in k̂Γ, satisfying the following conditions:
(A1) for each vertex i the element γi is a (possibly infinite) linear combination of
paths of Γ from i to τ−1i,
(A2) γi is non-zero if and only if Γ has at least one arrow starting in i,
(A3) the non-zero γi’s form a set of minimal relations for Λ(T ) (see Subsection 3.5).
Definition 5.30. The dg Auslander algebra Λdg(T , γ) of T with respect to γ is the
dg algebra (k̂Q, d), where Q is a graded quiver and d : k̂Q→ k̂Q is a map such that
(dgA1) Q is concentrated in degrees 0 and −1,
(dgA2) the degree 0 part of Q is the same as the Gabriel quiver Γ of T ,
(dgA3) for each vertex i, there is precisely one arrow ρi : i //❴❴❴ τ
−1(i) of degree
−1,
15This has the following conceptual explanation: S− is a 2-cluster–tilting object in the 2-Calabi–
Yau category C. Hence its preimage B ⊆ C has 2-almost split sequences, see Keller & Reiten [102]
and Part (c) of this Remark.
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(dgA4) d is the unique continuous k-linear map on k̂Q of degree 1 satisfying the
graded Leibniz rule and taking ρi (i ∈ Q0) to the relation γi.
In fact, the dg Auslander algebra does not depend on the choice of the sequence γ:
Proposition 5.31. Let T be as above, and let γ = {γ1, . . . , γr} and γ′ = {γ′1, . . . , γ′r}
be sequences of elements of k̂Γ satisfying the conditions (A1)–(A3). Then the dg
Auslander algebras Λdg(T , γ) and Λdg(T , γ′) are isomorphic as dg algebras.
Proof. By the assumptions (A1)–(A3), there exist ci ∈ k \ {0} where i = 1, . . . , r,
an index set P and cpi, c
pi ∈ k̂Γ with (p, i) ∈ P × {1, . . . , r}, such that for each pair
(p, i), at least one of cpi and c
pi belongs to the ideal of k̂Γ generated by all arrows,
and
γ′i = ciγi +
r∑
j=1
∑
p∈P
cpjγjc
pj. (5.30)
We define a continuous graded k-algebra homomorphism ϕ : Λdg(T , γ′)→ Λdg(T , γ)
as follows: it is the identity on the degree 0 part and for arrows of degree −1 we set
ϕ(ρ′i) = ciρi +
r∑
j=1
∑
p∈P
cpjρjc
pj. (5.31)
Since γi = d(ρi) and γ
′
i = d(ρ
′
i), it follows from (5.30) and (5.31) that ϕ is a
homomorphism of dg algebras. The equation (5.31), yields
ρi = c
−1
i ϕ(ρ
′
i)− c−1i
r∑
j=1
∑
p∈P
cpjρjc
pj. (5.32)
By iteratively substituting c−1j ϕ(ρ
′
j) − c−1j
∑r
k=1
∑
p∈P cpkρjc
pk for ρj on the right
hand side of (5.32), we see that there exists an index set P ′ and elements c′pi, c
′pi ∈ k̂Γ
((p, i) ∈ P ′ × {1, . . . , r}) such that for each pair (p, i) at least one of c′pi and c′pi
belongs to the ideal of k̂Γ generated by all arrows, and the following equation holds
ρi = c
−1
i ϕ(ρ
′
i)−
r∑
j=1
∑
p∈P ′
c′pjϕ(ρ
′
j)c
′pj. (5.33)
Define a continuous graded k-algebra homomorphism ϕ′ : Λdg(T , γ)→ Λdg(T , γ′) as
follows: ϕ′ is the identity on the degree 0 part and for arrows of degree −1 we set
ϕ′(ρi) = c−1i ρ
′
i −
r∑
j=1
∑
p∈P ′
c′pjρ
′
jc
′pj. (5.34)
It is clear that ϕ ◦ ϕ′ = id holds. Since ϕ′ and ϕ have a similar form, the same
argument as above shows that there exists a continuous graded k-algebra homomor-
phism ϕ′′ : Λdg(T , γ′) → Λdg(T , γ) such that ϕ′ ◦ ϕ′′ = id holds. Therefore we have
ϕ = ϕ′′. In particular, we see that ϕ is an isomorphism. 
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Henceforth, we denote by Λdg(T ) the dg Auslander algebra of T with respect to
any sequence γ satisfying (A1)–(A3). By the definition of T , there is a triangle
equivalence T ∼= E , for a Frobenius category E . We assume that E additionally
satisfies:
(FM1) E is a Krull–Remak–Schmidt category and proj E has an additive generator
P ,
(FM2) E has only finitely many isoclasses of indecomposable objects, N1, . . . , Ns,
(FM3) E has (1-) almost split sequences,
(FM4) the Auslander algebra A = EndE(
⊕s
i=1Ni) of E is right Noetherian.
Let e ∈ A be the idempotent endomorphism corresponding to 1P , where P denotes
the additive generator of proj E . We define the relative Auslander singularity category
as follows
∆E(A) =
Kb(proj−A)
thick(eA)
. (5.35)
If E = MCM(R) for a Gorenstein ring R, then ∆E(A) is equivalent to the relative
singularity category ∆R(Aus(R)) as defined in the introduction (1.9).
The following theorem shows that the relative Auslander singularity category
depends only on the stable category E . In other words, two Frobenius categories
with triangle equivalent stable categories have triangle equivalent relative Auslander
singularity categories (up to direct summands).
Theorem 5.32. Let E be a Frobenius category satisfying conditions (FM1)–(FM4).
If T := E is Hom-finite and idempotent complete, then the following statements hold
(a) there is a sequence γ of minimal relations for the Auslander algebra of T
satisfying the above conditions (A1)–(A3),
(b) ∆E(A) is triangle equivalent to per(Λdg(T )) (up to direct summands),
(c) ∆E(A) is Hom-finite.
Remark 5.33. If ∆E(A) is idempotent complete, then we can omit the supplement
‘up to direct summands’ in the statement above. In particular, this holds in the
case E = MCM(R), where (R,m) is a local complete Gorenstein (R/m)-algebra, see
Proposition 2.69.
Proof. By Corollary 3.26 (a), there exists a non-positive dg algebra B with H0(B) ∼=
A/AeA, such that (∆E(A))
ω is triangle equivalent to per(B). Hence it suffices to
show that (a) holds, that B is quasi-isomorphic to Λdg(T ) and that per(B) is Hom-
finite.
LetM be an object of Dfd(B). By Lemma 3.14,M is isomorphic to i∗i∗(M). So it
is contained in i∗(Dfd,A/AeA(A)), by Corollary 3.26 (b). Theorem 5.28 (a) shows that
all finite-dimensional A/AeA-modules have finite projective dimension over A. Thus
Dfd,A/AeA(A) is contained in Kb(proj−A). So M is contained in i∗(Kb(proj−A)),
which is contained in per(B), by Corollary 3.26 (a). Summing up, we have shown
that Dfd(B) ⊆ per(B) holds.
It follows from Proposition 3.7 that H i(B) is finite-dimensional over k for any
i ∈ Z and per(B) is Hom-finite. So by Corollary 3.12, we have that B is quasi-
isomorphic to E(B∗), where B∗ is the A∞-Koszul dual of B. Let S1, . . . , Sr be a
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complete set of non-isomorphic simple A/AeA-modules and let S =
⊕r
i=1 Si. Then
B∗ is the minimal model of RHomB(S, S) = RHomA(S, S), see Proposition 3.10.
In particular, as a graded algebra, B∗ is isomorphic to Ext∗A(S, S). It follows from
Theorem 5.28 that Ext∗A(S, S) is concentrated in degrees 0, 1 and 2. Certainly,
Ext0A(Si, Sj)
∼=
{
k if i = j
0 else.
In the current situation, the permutation π from Theorem 5.28 is induced by the
Auslander–Reiten translation τ . Abusing notation, we denote this permutation also
by τ . Then Theorem 5.28 shows
Ext2A(Si, Sj)
∼=
{
k if j = τ(i)
0 else.
Hence, E(B∗) = (k̂Q, d) for a graded quiver Q and a continuous k-linear differential
d of degree 1, where the graded quiver Q is concentrated in degree 0 and −1, and
starting from any vertex i there is precisely one arrow ρi of degree −1 whose target
is τ−1(i), see the paragraph after Corollary 3.12.
Let Q0 denote the degree 0 part of Q. Then H0(E(B∗)) = k̂Q0/(d(ρi)). Indeed,
by continuity im(d) ⊆ (d(ρi)). To see the reverse inclusion, let n ⊆ k̂Q0 be the ideal
generated by the arrows. It suffices to show that there exists a positive integer l
such that nl ⊆ im(d). Let q : k̂Q0 → k̂Q0/im(d) be the canonical projection. Then
q(n) ⊆ rad(k̂Q0/im(d)) is a nilpotent ideal, since
H0(E(B∗)) ∼= H0(B) ∼= A/AeA = Λ(T ) (5.36)
is the Auslander algebra of T , which is finite dimensional by assumption.
It follows from (5.36) that Q0 is the same as the Gabriel quiver Γ of T . Moreover,
γ = {d(ρ1), . . . , d(ρr)} is a set of relations for Λ(T ). We claim that γ is a sequence
satisfying the conditions (A1)–(A3). Then (a) holds and E(B∗) = Λdg(T , γ) =
Λdg(T ), which implies that B is quasi-isomorphic to Λdg(T ).
Since we already know that ρi : i //❴❴❴ τ
−1(i) holds, d(ρi) is a combination of
paths from i to τ−1(i), for all i = 1, . . . , r. Hence condition (A1) holds and d(ρi) 6= 0
implies that Γ has at least one arrow starting in i. This is one implication in (A2).
In order to show the other implication, we assume that Γ has an arrow starting in
i. Then there is an Auslander–Reiten triangle
Mi
fi−→ Xi gi−→ Mτ−1(i) → Mi[1] (5.37)
in T , where fi and gi are non-zero and irreducible. We may view fi and gi as elements
of k̂Γ. The arrows16 of Γ which start in i form a basis of the vectorspace of irreducible
maps rad(Mi, Xi)/ rad
2(Mi, Xi), see Happel [70, Section 4.8]. In particular, fi may
16When we write ‘arrow’, we also mean the corresponding irreducible map in T .
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be written as follows
fi =
m∑
j=1
λjαj + ri, (5.38)
where the αj are the arrows starting in i, ri ∈ rad2(Mi, Xi) and the λj ∈ k are not
all zero. Similarly,
gi =
m∑
j=1
µjβj + si, (5.39)
where the βj are the arrows ending in τ
−1(i), si ∈ rad2(Xi,Mτ−1(i)) and the µj ∈ k
are not all zero.
Define mi = gifi in k̂Γ, which is a relation for Λ(T ), since (5.37) is a triangle.
Therefore, it is generated by {d(ρ1), . . . , d(ρr)}. In other words, there exists an index
set P and elements cpj, c
pj ∈ k̂Γ ((p, j) ∈ P × {1, . . . , r}) such that
mi =
r∑
j=1
∑
p∈P
cpjd(ρj)c
pj. (5.40)
Let J be the ideal of k̂Γ generated by all arrows. Since B∗ is a minimal A∞-algebra,
it follows that d(ρj) ∈ J2 holds for any j = 1, . . . , r, see Subsection 3.6. If j 6= i
and cpjd(ρj)c
pj 6= 0, then cpjd(ρj)cpj is a combination of paths of length at least 4,
because mi is a linear combination of paths from i to τ
−1(i), whereas d(ρj) is a linear
combination of path from j to τ−1(j). Using (5.38) and (5.39), we see that mi has a
non-zero length 2 component. Thus (5.40) implies that
∑
p∈P cpid(ρi)c
pi is non-zero
and its length 2 component equals that of mi. In particular, d(ρi) is non-zero and
cannot be generated by {d(ρj)}j 6=i. To summarise, d(ρi) 6= 0 if and only if Γ has
arrows starting in i (A2), and the non-zero d(ρi)’s form a set of minimal relations
for Λ(T ) (A3). 
Remark 5.34. Let T be an idempotent complete Hom-finite algebraic triangulated
category with only finitely many isomorphism classes of indecomposable objects.
We say that T is standard if the Auslander algebra Λ(T ) is given by the Auslander–
Reiten quiver with mesh relations, see [1, Section 5]. Examples of non-standard
categories can be found in [145, 7].
Assume that T is standard and T ∼= E for some Frobenius category E satisfy-
ing (FM1)–(FM4). Then Theorem 5.32 and Proposition 5.31 show that ∆E(A) is
determined by the Auslander–Reiten quiver of T (up to direct summands).
5.4. Classical vs. relative singularity categories. Let k be an algebraically
closed field. Throughout this subsection (R,m) and (R′,m′) denote commutative
local complete Gorenstein k-algebras, such that their respective residue fields are
isomorphic to k.
5.4.1. Classical singularity categories. Let MCM(R) be the category of maximal
Cohen–Macaulay R-modules. Since R is Gorenstein, MCM(R) = GP(R) is a Frobe-
nius category with projMCM(R) = proj−R, see Proposition 2.8. Hence, MCM(R) =
MCM(R)/ proj−R is a triangulated category [70].
101
The following concrete examples of hypersurface rings are of particular interest:
Let R = CJz0, . . . , zdK/(f), where d ≥ 1 and f is one of the following polynomials
(An) z
2
0 + z
n+1
1 + z
2
2 + . . .+ z
2
d (n ≥ 1),
(Dn) z
2
0z1 + z
n−1
1 + z
2
2 + . . .+ z
2
d (n ≥ 4),
(E6) z
3
0 + z
4
1 + z
2
2 + . . .+ z
2
d ,
(E7) z
3
0 + z0z
3
1 + z
2
2 + . . .+ z
2
d,
(E8) z
3
0 + z
5
1 + z
2
2 + . . .+ z
2
d .
Such a C-algebra R is called ADE–singularity of dimension d. As hypersurface
singularities they are known to be Gorenstein, see e.g. [32]. The following result is
known as Kno¨rrer’s Periodicity Theorem, see [108]. It was the main motivation for
Theorem 5.32 and Theorem 5.54.
Theorem 5.35. Let d ≥ 1 and k an algebraically closed field such that chark 6=
2. Let S = kJz0, . . . , zdK and f ∈ (z0, . . . , zd) \ {0}. Set R = S/(f) and R′ =
SJx, yK/(f + xy). Then there is a triangle equivalence
MCM(R′)→ MCM(R). (5.41)
Definition 5.36. We say that R is MCM–finite if there are only finitely many
isomorphism classes of indecomposable maximal Cohen–Macaulay R–modules.
Remark 5.37. Solberg [155] showed that Theorem 5.35 also holds in characteristic 2
if R is MCM-finite.
It follows from Theorem 5.35 that R is MCM–finite if and only if R′ is MCM-finite.
The ADE–curve singularities are MCM-finite by work of Drozd & Roiter [56] and
Jacobinsky [86]. Moreover, the ADE–surface singularities are MCM-finite by work
of Artin & Verdier [6]. This has the following well-known consequence.
Corollary 5.38. Let R be an ADE–singularity as above. Then R is MCM–finite.
Remark 5.39. If k is an arbitrary algebraically closed field, then the ADE-polynomials
listed above still describe MCM–finite singularities. Yet there exist further MCM–
finite rings if k has characteristic 2, 3 or 5 (complete lists are contained in [67]).
5.4.2. Relative singularity categories. Henceforth, let F ′ be a finitely generated R-
module and F = R ⊕ F ′. We call A = EndR(F ) a partial resolution of R. If A has
finite global dimension, then we call we call A is a non-commutative resolution of
R. Denote by e ∈ A the idempotent endomorphism corresponding to the identity
morphism 1R of R.
The situation is particularly nice if R is MCM–finite. Let M0 = R,M1, . . . ,Mt
be representatives of the indecomposable objects of MCM(R). Their endomorphism
algebra Aus(MCM(R)) = EndR(
⊕t
i=0Mi) is called the Auslander algebra. Auslander
[12, Theorem A.1] has shown that its global dimension is bounded above by the Krull
dimension of R (respectively by 2 in Krull dimensions 0 and 1; for this case see also
Auslander’s treatment in [10, Sections III.2 and III.3]). Hence, Aus(MCM(R)) is a
resolution of R. The next lemma motivates the definition of the relative singularity
categories.
Lemma 5.40. There is a fully faithful triangle functor Kb(proj−R)→ Db(mod−A).
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Proof. By the definition of A, there exists an idempotent e ∈ A such that R ∼= eAe.
Moreover, Proposition 3.20 yields a fully faithful functor
− L⊗eAe eA : D(eAe) −→ D(A), (5.42)
which descends to an embedding between the categories of compact objects
− L⊗eAe eA : Kb(proj−eAe) −→ Kb(proj−A) ⊆ Db(mod− A). (5.43)
This completes the proof. 
Definition 5.41. In the notations above and using Lemma 5.40, we can define the
relative singularity category of the pair (R,A) as the triangulated quotient category
∆R(A) =
Db(mod−A)
Kb(proj−R) . (5.44)
Remark 5.42. Note that the image of R ∼= eAe in Db(A) is eA. Hence,
∆R(A) ∼= Db(mod− A)/ thick(eA). (5.45)
We will use both presentations of ∆R(A) in the sequel. Since eA is a projective A-
module, ∆R(A) is a relative singularity category in the sense of Chen [46]. Different
notions of relative singularity categories were introduced and studied by Positselski
[136] and also by Burke & Walker [41]. We thank Greg Stevenson for bringing this
unfortunate coincidence to our attention.
Let G′ be another finitely generated R-module, which contains F ′ as a direct
summand. As above, we define G = R⊕G′, A′ = EndR(G) and e′ = 1R ∈ A′.
We compare the relative singularity categories of A and A′ respectively.
Proposition 5.43. If A has finite global dimension, then there is a fully faithful
triangle functor
∆R(A) −→ ∆R(A′). (5.46)
Proof. There is an idempotent f ∈ A′ such that A ∼= fA′f . This yields a commuta-
tive diagram
Kb(proj−e′A′e′)
−⊗e′A′e′ e′A′f
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐ −⊗e′A′e′ e′A′
**❯❯
❯❯❯❯
❯❯❯❯
❯❯❯
❯❯❯
Kb(proj−fA′f) −⊗fA′f fA
′
// Kb(proj−A′)
(5.47)
The two ‘diagonal’ functors are the embeddings from Lemma 5.40 and the horizontal
functor is fully faithful by the same argument. Since fA′f has finite global dimen-
sion, this functor yields an embedding Db(mod − fA′f) → Db(mod − A′). Passing
to the triangulated quotient categories yields the claim. 
Remark 5.44. The assumption on the global dimension of A is necessary. As an ex-
ample consider the nodal curve singularity A = R = kJx, yK/(xy) and its Auslander
algebra A′ = EndR(R⊕ kJxK⊕ kJyK). In this situation Proposition 5.43 would yield
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an embedding MCM(R) = ∆R(R) → ∆R(A′). But, MCM(R) contains an indecom-
posable object X with X ∼= X [2s] for all s ∈ Z. Whereas, ∆R(A′) does not contain
such objects by the explicit description obtained in 5.1. Contradiction.
Proposition 5.45. There exists an equivalence of triangulated categories
∆R(A)
DbA/AeA(mod− A)
−→ MCM(R). (5.48)
Proof. Since R ∼= eAe, this follows from Corollary 2.52. 
We want to give an intrinsic description of the full subcategory DbA/AeA(mod−A)
inside the relative singularity category ∆R(A). We need some preparation.
Proposition 5.46. In the notations of Propositions 3.24 and 5.45 assume addition-
ally that A has finite global dimension and A/AeA is finite dimensional.
Then there exists a non-positive dg algebra B and a commutative diagram
thickDb(mod−A)(mod−A/AeA)   // ∆R(A)
∼= i∗

// // MCM(R)
∼= I

Dfd(B)
∼= i∗
OO
  // per(B) // // per(B)/Dfd(B)
(5.49)
where the horizontal arrows denote (functors induced by) the canonical inclusions
and projections respectively. Finally, the triangle functor I is induced by i∗.
Remark 5.47. Thanhoffer de Vo¨lcsey & Van den Bergh [157] obtained a similar
result by different means.
Proof. Firstly, ∆R(A) is idempotent complete by Proposition 2.69. Since A has
finite global dimension, Corollary 3.26 implies the existence of a dg k-algebra B
with i∗ : Db(mod − A)/ thick(eA) ∼= per(B). Moreover, since dimk(A/AeA) is finite
i∗ : Dfd(B) ∼= thick(mod− A/AeA) by the same corollary and Dfd(B) ⊆ per(B) as
seen in the proof of Theorem 5.32. The inclusion thickDb(mod−A)(mod− A/AeA) →֒
∆R(A) is induced by the inclusion mod − A/AeA →֒ mod − A (see the proof of
Corollary 2.52). Since i∗ and i∗ are part of a recollement (Proposition 3.24) we obtain
i∗ ◦ i∗ = 1D(B). Hence the first square commutes. The second square commutes by
definition of I. 
Note that under the assumptions of Proposition 5.46, we have equalities
Dfd,A/AeA(A) = thickDb(mod−A)(mod−A/AeA) = DbA/AeA(mod− A). (5.50)
Moreover, combining this Proposition with Proposition 3.7 yields the following.
Proposition 5.48. In the setup of Prop. 5.46, the category ∆R(A) is Hom–finite.
Remark 5.49. For example, this holds for an isolated singularity R and a non-
commutative resolution A = EndR(F ) of R, with F ∈ MCM(R), see [12] and the
proof of Theorem 5.54.
In general, Hom-finiteness is not preserved under passage to quotient categories
as the following example shows. Therefore, Proposition 5.48 is quite surprising.
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Example 5.50. Let A = repk( 1 (( 66 2 ) be the category of representations of the
Kronecker quiver. Let R ⊆ A be the subcategory of regular modules. In this case,
these are precisely the modules which are invariant under the Auslander-Reiten
translation. In other words, the modules lying in tubes of the AR-quiver. The
category R is known to be abelian, but it is not a Serre subcategory in A as the
exact sequence
0→ S2 → ( k
1
))
1
55 k )→ S1 → 0
shows. However, it is equivalent to the Serre subcategory Tor(P1) ⊆ Coh(P1) of
torsion sheaves. Moreover, this equivalences is induced by the well-known tilting
equivalence Db(A)→ Db(Coh(P1)). Using this and Miyachi’s theorem [123, Theorem
3.2], we obtain a chain of equivalences
Db(A)
DbR(A)
∼= D
b(Coh(P1))
Db
Tor(P1)(Coh(P
1))
∼= Db
(
Coh(P1)
Tor(P1)
)
The Serre quotient Coh(P1)/Tor(P1) is known to be equivalent to the category of
finite dimensional modules over the function field k(t), and in particular not Hom-
finite over k.
Definition 5.51. For a triangulated k-category T the full triangulated subcategory
Thf =
{
X ∈ T
∣∣∣∣∣ dimk⊕
i∈Z
HomT (Y,X [i]) <∞ for all Y ∈ T
}
is called subcategory of right homologically finite objects.
Example 5.52. If B is a dg k-algebra satisfying Dfd(B) ⊆ per(B), then per(B)hf =
Dfd(B). Indeed, this follows from Hom(B,X [i]) ∼= H i(X) for any dg B-module X .
Corollary 5.53. In the notations of Proposition 5.46 there is an equality
DbA/AeA(mod− A) = ∆R(A)hf . (5.51)
Proof. This follows from Proposition 5.46 in conjunction with Example 5.52. 
5.4.3. Main result. Now, we are able to state and prove the main result of this
section. In particular, it applies to the ADE–singularities, which are listed above.
Theorem 5.54. Let R and R′ be MCM–finite complete Gorenstein k-algebras with
Auslander algebras A = Aus(MCM(R)) and A′ = Aus(MCM(R′)), respectively. Then
the following statements are equivalent.
(a) There exists an additive equivalence MCM(R) ∼= MCM(R′), which respects
the action of the respective Auslander–Reiten translations on objects.
(b) There is an equivalence MCM(R) ∼= MCM(R′) of triangulated categories.
(c) There exists a triangle equivalence ∆R(A) ∼= ∆R′(A′).
Moreover, the implication [(c) ⇒ (b)] (and hence also [(c) ⇒ (a)]) holds under
much weaker assumptions. Namely, if A and A′ are non-commutative resolutions of
isolated Gorenstein singularities R and R′ respectively.
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Proof. [(b)⇒ (a)] Since Serre functors are unique, this also holds for the Auslander–
Reiten translation by [139]. In particular, triangle equivalences commute with the
Auslander–Reiten translations.
[(a) ⇒ (c)] Let R be MCM–finite. It is sufficient to show that the Frobenius
category MCM(R) satisfies the assumptions of Theorem 5.32. Indeed, this implies
∆R(A) ∼= per(Λdg(MCM(R)), (5.52)
since ∆R(A) is idempotent complete by Proposition 2.69. Since the construction of
the dg Auslander algebra Λdg(MCM(R)) only depends on the additive structure of
MCM(R) and the action of its Auslander–Reiten translation on objects, (5.52) and
(a) imply (c).
The assumptions, which we have to verify are: existence of almost split sequences
in MCM(R); Hom-finiteness and idempotent completeness of the stable category
MCM(R). The last statement follows from Lemma 2.68. The first two assertions
were shown by Auslander [12]: indeed, R is an S = kJx1, . . . , xdK-order, where
d = kr. dim(R), see e.g. [126]. Then an R-module is MCM if and only if it is MCM
as an S-module. Since S is regular, an S-module is MCM if and only if it is free.
Since R has only finitely many isomorphism classes of indecomposable MCMs, [12,
Theorem 10] implies that R is regular or has an isolated singularity. Now, the main
theorem in op. cit. completes the proof.
[(c)⇒ (b)] We claim that this is a consequence of Proposition 5.45 and Corollary
5.53. Indeed, by Proposition 5.45 the stable category MCM(R) is a quotient of
∆R(A) and by Corollary 5.53 the kernel of the quotient functor DbA/AeA(mod −
A) ⊆ ∆R(A) has an intrinsic characterization. Hence the triangle equivalence in (c)
induces an equivalence between the respective quotient categories as in (b).
We verify the (stronger) assumptions of Corollary 5.53. Hom-finiteness ofMCM(R)
follows as in the proof of [(a)⇒ (c)] and holds more generally for any (complete) iso-
lated singularity R. In particular, the algebra A/AeA is finite dimensional. Since A
is the Auslander algebra of MCM(R), it has finite global dimension by [12, Theorem
A.1]. 
Example 5.55. Let R = CJu, vK/(uv) and R′′ = CJu, v, w, xK/(uv+wx) be the one
and three dimensional A1–singularities, respectively. The latter is also known as the
‘conifold’. The Auslander–Reiten quivers A(R) and A(R′′) of MCM(R) respectively
MCM(R′′), are known, cf. [151] (in particular, [151, Remark 6.3] in dimensions ≥ 3):
+ ∗ − + ⋆ −A(R) = A(R′′) =
Let A and A′′ be the respective Auslander algebras ofMCM(R) andMCM(R′′). They
are given as quivers as quivers with relations, where the quivers are just the ‘solid’
subquivers of A(R) and A(R′′), respectively. Now, Kno¨rrer’s Periodicity Theorem
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5.35 and Theorem 5.54 above show that there is an equivalence of triangulated
categories
Db(mod− A)
Kb(addP∗)
−→ D
b(mod− A′′)
Kb(addP⋆)
, (5.53)
where P∗ is the indecomposable projective A-module corresponding to the vertex ∗
and similarly P⋆ ∈ proj−A′′ corresponds to ⋆.
The relative singularity category ∆R(A) = Db(mod− A)/Kb(addP∗) from above
has an explicit description, as we have seen in Subsection 5.1.
Remark 5.56. Theorem 5.54 also holds for selfinjective k-algebras Λ of finite rep-
resentation type. In this case, we have MCM(Λ) := GP(Λ) = mod − Λ and the
proof of the theorem is very similar to the commutative case. Moreover, one can
prove (the analogue of) implication [(b) ⇒ (c)] in Theorem 5.54 without relying on
dg–techniques. Indeed, Asashiba [7, Corollary 2.2.] has shown that in this context
stable equivalence implies derived equivalence. Now, Rickard’s [143, Corollary 5.5.]
implies that the respective Auslander algebras are derived equivalent (a result, which
was recently obtained by W. Hu and C.C. Xi in a much more general framework [77,
Corollary 3.13]17). One checks that this equivalence induces a triangle equivalence
between the respective relative singularity categories. This result is stronger than
the analogue of Theorem 5.54 (c).
5.4.4. Grothendieck group. This paragraph is contained in a joint work with Igor
Burban [40]. Let (R,m) be a local complete Gorenstein ring and let A = EndR(F )
be a non-commutative resolution of A. We compute the Grothendieck group of the
relative singularity category ∆R(A).
Proposition 5.57. Let F ∼= R⊕F1⊕ · · ·⊕Fr be a decomposition into indecompos-
able direct summands, which we may assume to be pairwise non-isomorphic. Then
K0
(
∆R(A)
) ∼= Zr.
Proof. Since A is a finitely generated R-algebra and R is complete, A is semi-perfect
[51]. Moreover, there are precisely r + 1 pairwise nonisomorphic indecomposable
projective A-modules. [51, Proposition 16.7] implies that K0(proj−A) ∼= Zr+1.
Since gl. dim(A) < ∞, we get K0(proj−A) ∼= K0(mod − A) ([52, Corollary 38.51]).
This yields K0
(Db(mod − A)) ∼= K0(mod − A) ∼= Zr+1. By [80, Proposition VIII
3.1], we have an exact sequence of abelian groups
K0
(
Perf(R))
can−−→ K0
(Db(mod− A))→ K0(∆R(A))→ 0.
Moreover, the image of the canonical homomorphism can is the free abelian group
generated by the class of the projective A-module eA, where e is the idempotent en-
domorphism corresponding to the identity of R. Hence, K0
(
∆R(A)
) ∼= coker(can) ∼=
Zr. 
17I would like to thank Sefi Ladkani for pointing out this reference.
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5.5. DG-Auslander algebras for ADE–singularities. The stable Auslander–
Reiten quivers for the curve and surface singularities of Dynkin type ADE are
known, see [54] and [13] respectively. Hence, the stable Auslander–Reiten quiver
for any ADE–singularity R is known by Kno¨rrer’s periodicity (Theorem 5.35). The
equivalence (5.52) in the proof of Theorem 5.54 describes the triangulated cate-
gory ∆R(Aus(R)) as the perfect category for the dg-Auslander algebra associated to
MCM(R). We list the graded quivers18 of these dg-algebras for the ADE–singularities
in Paragraphs 5.5.1 - 5.5.7. For surfaces, this also follows from [157, 3].
Remark 5.58. For ADE–singularities R, it is well-known that the stable categories
MCM(R) are standard, i.e. the mesh relations form a set of minimal relations for the
Auslander algebra Aus(MCM(R)) of MCM(R) (c.f. [1, 144], respectively [82]). Hence
the graded quivers completely determine the dg Auslander algebras in this case.
The conventions are as follows. Solid arrows −→ are in degree 0, whereas broken
arrows //❴❴❴ are in degree −1 and correspond to the action of the Auslander–
Reiten translation. The differential d is uniquely determined by sending each broken
arrow ρ to the mesh relation starting in s(ρ). If there are no irreducible maps
(i.e. solid arrows) starting in the vertex s(ρ), then we set d(ρ) = 0 (see e.g. the case
of type (A1) in odd dimension in Paragraph 5.5.1). Let us illustrate this by means
of two examples: in type (A2m) in odd Krull dimension (see Paragraph 5.5.1) we
have
d(ρ2) = α1α
∗
1 + α
∗
2α2, (5.54)
whereas in odd dimensional type (E8) (see Paragraph 5.5.6)
d(ρ10) = α8α
∗
8 + α16α
∗
16 + α
∗
9α10. (5.55)
5.5.1. DG-Auslander algebras for Type A–singularities in odd dimension.
1 2 3 · · · m− 1 m(A2m)
α1
α∗1
α2
α∗2
α3
α∗3
αm−2
α∗m−2
αm−1
α∗m−1
ρ1 ρ2 ρ3 ρm−1 ρm
γ
If m = 1 holds, then d(ρ1) = γ
2.
(A1) 1 2
ρ1
ρ2
18I would like to thank Hanno Becker for his help with the TikZ–package.
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1
3 · · · m m+ 1
2
(A2m−1) (m ≥ 2)
αm−1
α∗m−1
αm
α∗m
α3
α∗3
α∗1
α1
α∗2
α2
ρm ρm+1
ρ3ρ2ρ1
5.5.2. DG–Auslander algebras of odd dim. (D2m+1)-singularities, m ≥ 2.
0 2 4 · · · 4m− 6 4m− 4
4m− 2
1 3 5 · · · 4m− 5 4m− 3
α0 α4 α4m−8 α4m−6α2
α1 α5 α4m−7 α4m−5α3
α∗1
α∗0
α∗3
α∗2
α∗5
α∗4
α∗4m−5
α∗4m−6
α∗4m−7
α∗4m−8
ρ3ρ2 ρ4m−3ρ4m−4ρ4m−5ρ4m−6ρ5ρ4ρ1ρ0
α4m−4
α∗4m−4
α∗4m−3
α4m−3
ρ4m−2
5.5.3. DG–Auslander algebras of odd dimensional (D2m)-singularities, m ≥ 2.
4m− 4
0 2 4 · · · 4m− 8 4m− 6
4m− 3
4m− 2
1 3 5 · · · 4m− 7 4m− 5
4m− 1
α0 α4 α4m−10 α4m−8α2
α1 α5 α4m−9 α4m−7α3
α∗1
α∗0
α∗3
α∗2
α∗5
α∗4
α∗4m−7
α∗4m−6
α∗4m−9
α∗4m−10
ρ3ρ2 ρ4m−5ρ4m−6ρ4m−7ρ4m−8ρ5ρ4ρ1ρ0
α∗4m−4
α∗4m−1
α4m−4
α4m−6
α4m−5
α4m−1
α4m−2
α4m−3
ρ4m−3ρ4m−4
ρ4m−1ρ4m−2
5.5.4. The DG–Auslander algebra of odd dimensional (E6)-singularities.
1 3
5 6
2 4
α∗1
α∗2
α3
α∗3
α4
α∗4
α2
α1
ρ6ρ4ρ3ρ2ρ1 ρ5
α5
α∗5
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5.5.5. The DG–Auslander algebra of odd dimensional (E7)-singularities.
1 3 5 7 9 11
2 4 6 8 10 12
13 14
α∗1
α∗5
α∗7 α
∗
9
α∗3
α∗2 α
∗
6 α
∗
8 α
∗
10α
∗
4
α2
α1 α4
α3
α5
α6 α8
α7
α10
α9
α13 α∗14
α14α∗13
ρ4ρ3 ρ8ρ7 ρ12ρ11ρ10ρ9ρ6ρ5ρ2ρ1
ρ13
ρ14
5.5.6. The DG–Auslander algebra of odd dimensional (E8)-singularities.
1 3 5 7 9 11 13
2 4 6 8 10 12 14
15 16
α∗1 α
∗
5
α∗7 α
∗
9
α∗11α
∗
3
α∗2 α
∗
6 α
∗
8 α
∗
10 α
∗
12α
∗
4
α2
α1 α4
α3 α6
α5 α8
α7
α9
α10 α12
α11
α15 α∗16
α16α∗15
ρ4ρ3 ρ8ρ7 ρ14ρ13ρ12ρ11ρ10ρ9ρ6ρ5ρ2ρ1
ρ15
ρ16
5.5.7. DG-Auslander algebras of even dimensional ADE–singularities.
1 2 3 · · · n− 1 n(An)
α1
α∗1
α2
α∗2
α3
α∗3
αn−2
α∗n−2
αn−1
α∗n−1
ρ1 ρ2 ρ3 ρn−1 ρn
1
3 · · · n− 1 n
2
(Dn) (n ≥ 4)
αn−1
α∗n−1
αn−2
α∗n−2
α3
α∗3
α∗1 α1
α2 α∗2 ρnρn−1
ρ3
ρ1
ρ2
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1
2 3 4 5 · · · m− 1 m(Em)m=6,7,8
α4
α∗4
α5
α∗5
αm−2
α∗m−2
αm−1
α∗m−1
α3
α∗3
α2
α∗2
α∗1 α1
ρ5ρ4ρ2
ρ1
ρ3 ρm−1 ρm
5.6. Relationship to Bridgeland’s moduli space of stability conditions. Let
X = Spec(RQ) be a Kleinian singularity with minimal resolution f : Y → X and
exceptional divisor E = f−1(0). Then E is a tree of rational (−2)–curves, whose
dual graph Q is of ADE–type. Let us consider the following triangulated category
D = ker (Rf∗ : Db(Coh(Y )) −→ Db(Coh(X))) . (5.56)
Bridgeland determined a connected component Stab†(D) of the stability manifold of
D [28]. More precisely, he proves that Stab†(D) is a covering space of hreg/W , where
hreg ⊆ h is the complement of the root hyperplanes in a fixed Cartan subalgebra
h of the complex semi–simple Lie algebra g of type Q and W is the associated
Weyl group. It turns out, that Stab†(D) is even a universal covering of hreg/W .
This follows [28] from a faithfulness result for the braid group actions generated by
spherical twists (see [153] for type A and [26] for general Dynkin types).
The category D admits a different description. Namely, as category of dg modules
with finite dimensional total cohomologyDfd(B), where B = BQ is the dg-Auslander
algebra Λdg(MCM(R)) of R = R̂Q. Let A = Aus(MCM(R)) be the Auslander alge-
bra of MCM(R) and denote by e the identity endomorphism of R considered as
an idempotent in A. Then the derived McKay–Correspondence [91, 29] induces a
commutative diagram of triangulated categories and functors, c.f. [28, Section 1.1].
D
∼=

ker
(
Rf∗ : Db(Coh(Y ))→ Db(Coh(X))
)
  //
∼=

DbE(Coh(Y ))
∼=

Dfd(B)
∼=
// DbA/AeA(mod− A) 

// Dbfd(mod− A).
(5.57)
For the equivalence Dfd(B) ∼= DbA/AeA(mod − A), we refer to Proposition 5.46 and
(5.50). Moreover, this category is triangle equivalent to the kernel of the quotient
functor ∆R(A)→ Dsg(R), see Proposition 5.45.
Remark 5.59. It would be interesting to study Bridgeland’s space of stability con-
ditions for the categories Dfd(B) in the case of odd dimensional ADE–singularities
R as well! Note that the canonical t-structure on D(B) restricts to a t-structure on
Dfd(B) by Proposition 3.2. Its heart is the finite length category of finite dimen-
sional modules over the stable Auslander algebra of MCM(R).
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6. Special Cohen–Macaulay modules over rational surface
singularities
We give a conceptual description of Iyama &Wemyss [84] stable category of special
Cohen–Macaulay modules over rational surface singularities in terms of singularity
categories of ADE-surface singularities (see Subsection 6.6). This is based on a
joint work with Osamu Iyama, Michael Wemyss and Dong Yang [83]. Moreover,
Wemyss’ Theorem 6.34 and Subsection 6.8 are contained in that article. The results
in Subsections 6.1 – 6.5 are well-known. We include them in order to put our results
into perspective.
Let us describe the content of this section in greater detail. In Subsection 6.1, we
collect well-known notions and results from the theory of rational surface singular-
ities. Special Cohen–Macaulay modules (SCMs) over rational surface singularities
were introduced by Wunram [170] in order to generalize the McKay Correspondence
to all quotient surface singularities CJx, yKG, where G ⊆ GL(2,C) is a finite sub-
group. Therefore, we review the classical McKay Correspondence (i.e. the case
G ⊆ SL(2,C)) in Subsection 6.2, before discussing SCMs in Subsection 6.3. We be-
gin Subsection 6.4 with a tilting theorem of Van den Bergh [161], which is inspired
by Bridgeland’s proof of the Bondal–Orlov Conjecture in dimension three [27]. In
particular, his notion of perverse sheaves (which has its origin in [21]) is impor-
tant in Van den Bergh’s article. Wemyss [83] applied Van den Bergh’s result to
describe the bounded derived category of coherent sheaves on (partial) resolutions
of rational surface singularities in terms of endomorphism algebras of SCMs (see
Theorem 6.34). This is one of the key ingredients in the proof of our main Theorem
6.47. Subsection 6.5 follows Iyama & Wemyss [84] to prove that the exact category
SCM(R) ⊆ mod − R of special Cohen–Macaulay modules over a rational surface
singularity R is a Frobenius category. Moreover, the projective-injective objects in
this category are described in terms of the geometry of the exceptional divisor of the
minimal resolution of Spec(R). Subsection 6.6 contains the main result. Its proof
combines the abstract Frobenius category results (see Theorem 2.31 or 2.53) with
Wemyss’ geometric Theorem 6.34. Moreover, Auslander & Solberg’s modification
result Proposition 2.28 is applied to obtain new Frobenius structures on SCM(R).
The corresponding stable categories are described in an analogous way, see Corol-
lary 6.49. In Subsection 6.7, we illustrate our results by several examples of quotient
singularities. Finally, Subsection 6.8 contains lifts of the equivalences between sin-
gularity categories from Subsection 6.6 to equivalences between relative singularity
categories. The main ingredient is an application of Theorem 5.32.
6.1. Rational surface singularities. Let throughout k be an algebraically closed
field of characteristic zero and let (R,m) be a commutative local complete normal
domain over k of Krull dimension two. In particular, R is a Cohen–Macaulay ring by
a result of Serre [154], see also [32, Theorem 2.2.22]. Moreover, a finitely generated
R-module M is maximal Cohen–Macaulay (MCM) if and only if it is reflexive,
i.e. the canonical homomorphism M → M∗∗ is an isomorphism, where (−)∗ :=
HomR(−, R).
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Definition 6.1. A resolution of singularities of Spec(R) is a proper, birational mor-
phism π : Y → Spec(R), such that X is smooth. The resolution π is called minimal,
if every resolution of singularities π′ : Y ′ → Spec(R) factors uniquely through π. In
particular, if a minimal resolution exists, then it is unique up to a unique isomor-
phism.
Definition 6.2. Let π : Y → Spec(R) be a resolution of singularities. Then E :=
π−1({m}) ⊆ Y is called the exceptional divisor.
The following proposition can be found in a work of Brieskorn [30, Lemma 1.6],
see also Lipman [115, Corollary 27.3].
Proposition 6.3. Let R be a normal surface singularity as above. Then there exists
a minimal resolution of singularities π : Y → Spec(R).
Let E =
⋃t
i=1Ei be the exceptional divisor, where the Ei are irreducible. The
minimal resolution can be characterized by the absence of exceptional curves Ei,
which are smooth, rational and have selfintersection number −1.
Definition 6.4. Let π : Y → Spec(R) be a resolution of singularities of Spec(R).
Then R is called rational singularity if Rπ∗OY ∼= OSpec(R)19.
Important and well studied examples of rational surface singularities are quotient
singularities:
Example 6.5. Let G ⊆ GL(2,C) be a finite subgroup. Then G acts on the ring of
formal power series in two variables S = CJx, yK and the ring of invariants R = SG
is a rational singularity, see [31].
Remark 6.6. Using results of Prill [137], Brieskorn gave a complete classification of
the quotient surface singularities [31].
Remark 6.7. Watanabe [167] has shown that quotient singularities are Gorenstein
if and only if G is a subgroup of the special linear group SL(2,C).
The following notion is essential for the study of rational surface singularities:
Definition 6.8. Let π : Y → Spec(R) be a resolution of singularities with excep-
tional divisor E =
⋃t
i=1Ei, where the Ei are irreducible. Define the dual intersection
graph (or dual graph for short) as follows: the vertices are in bijection with the com-
ponents Ei and for i 6= j the number of edges aij = aji between Ei and Ej is given by
the intersection number Ei.Ej = Ej .Ei. Moreover, the vertices Ei are often labelled
with the selfintersection number E2i .
The following theorem may be deduced from [5], see also [31].
Theorem 6.9. Let (R,m) be a rational surface singularity with resolution of singu-
larities π : Y → Spec(R). Then all the irreducible exceptional curves Ei are smooth
and rational and the dual intersection graph is a tree, i.e. a graph without doubled
edges or cycles.
We need to introduce another important definition due to Artin [5].
19This definition does not depend on the choice of a resolution of singularities, see e.g. [31].
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Definition 6.10. In the notation of Theorem 6.9 above, a (formal) linear combina-
tion of exceptional curves Z =
∑t
i=1 riEi with non-negative integers ri and rj > 0
for some j, is called positive cycle. Artin has shown that there exists a minimal
positive cycle Zf satisfying
Zf .Ei ≤ 0 for all i. (6.1)
Zf is called the fundamental cycle.
There is the following algorithm to determine the fundamental cycle of a rational
surface singularity, see Laufer [113]:
Set Z0 = E1 + . . . + Et. If Z0 satisfies (6.1) set Zf = Z0. Otherwise take any
i such that (6.1) is violated and define Z1 = Z0 + Ei. Repeat this procedure until
some Zn satisfying (6.1) for all i is reached. Then Zf = Zn is the fundamental cycle.
6.2. The McKay–Correspondence. In 1979 John McKay [121] observed that
for finite subgroups G of SL(2,C) the structure of the exceptional divisor (of the
minimal resolution) of the quotient singularity C2/G is completely determined by
the representation theory of the group G.
However, the correspondence, which he observed, breaks down for finite subgroups
of GL(2,C), which are not contained in SL(2,C). Of course, the representation theory
of G does not depend on the choice of an embedding into a larger group. However,
the action of G on CJx, yK being inherited by the action of GL(2,C) depends on the
embedding. Thus the geometry of the corresponding quotient does.
Wunram [170] recovered parts of McKay’s correspondence by exhibiting a canon-
ical way to get rid of superfluous irreducible representations of G. We recall this
story in order to motivate the notion of a special maximal Cohen–Macaulay modules
over rational surface singularities. In the case of quotient singularities these are pre-
cisely those maximal Cohen–Macaulay modules corresponding to G-representations,
which are not discarded by Wunram.
We start by describing the classical McKay Correspondence.
Let G ⊆ SL(2,C) and R = CJx, yKG be the corresponding invariant ring. Let
E =
⋃t
i=1Ei be the indecomposable components of the exceptional divisor of the
minimal resolution of singularities π : X → Spec(R). The following observation is
due to McKay [121].
Observation 6.11. There exists a bijection of sets:
{non-trivial irreducible G-representations}/∼ ∼←→ {Ei}ti=1 (6.2)
Remark 6.12. In fact, this bijection is only the shadow of much more sophisticated
isomorphisms. On the right hand side there is the dual intersection graph. One may
wonder whether there is also a natural graph associated with the left hand side. It
turns out that this is indeed the case! For every finite subgroup G ⊆ SL(2,C) McKay
introduced a graph with vertices corresponding to the irreducible G-representations
as follows: let V = C2 be the standard representation obtained by restricting the
action of SL(2,C) to G. Now, two irreducible representations ρi and ρj are connected
by an edge in the McKay graph if ρi occurs as a direct summand in the representation
ρj ⊗C V (since V is selfdual this definition is in fact symmetric in i and j). McKay
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showed that the bijection (6.2) induces an isomorphism of graphs between the dual
intersection graph and the subgraph of non-trivial representations of the McKay
graph.
Moreover, the McKay graph has a natural valuation on the vertices: namely,
the dimension of the irreducible G-representation. McKay showed that under the
isomorphism of graphs explained above, this corresponds to the multiplicity of the Ei
in Artin’s fundamental cycle. In other words, both graphs carry a natural valuation
and these are compatible with the isomorphism!
Subsequently, Gonzalez-Sprinberg & Verdier [66] lifted this isomorphism to a ring
isomorphism between the representation ring of G and the Grothendieck ring of the
minimal resolution X . Finally, Kapranov & Vasserot [91] deduced this isomorphism
from a triangle equivalence between the derived category DbG(C2) of G-equivariant
coherent sheaves on C2 and the corresponding derived category of the minimal reso-
lution Db(X) (see also Bridgeland, King & Reid [29] for generalisations to dimension
three).
Example 6.13. Let ǫ3 = 1 be a primitive third root of unity. Let G be the finite
group generated by
g =
(
ǫ 0
0 ǫ2
)
⊆ SL(2,C). (6.3)
G is isomorphic to the cyclic group Z/3Z. Since G is abelian the irreducible rep-
resentations are known to be one dimensional. Moreover, the action of G on such
a representation Cλ is completely determined by the (scalar=λ ∈ C) action of the
generator g ∈ G. Since g3 = 1, there are exactly three irreducible representations:
the trivial representation Cǫ0 and two non-trivial representations Cǫ1 and Cǫ2.
The action of G on CJx, yK is determined by the action of the generator g ∈ G on
the variables x and y: x 7→ ǫx and y 7→ ǫ2x. The following monomials are invariant
with respect to this action: A = x3, B = xy and C = y3. Moreover, every invariant
formal power series may be written as a formal power series in these monomials.
Hence, R = CJx, yKG ∼= CJx3, xy, y3K. The monomials A, B and C satisfy the
relation B3+AC = 0. Since R is a normal surface singularity these are all relations
and we obtain an isomorphism R ∼= CJA,B,CK/(B3 + AC). This is known as the
A2-singularity and the exceptional divisor of its minimal resolution consists of two
rational (−2)-curves:
E1
−2 −2
E2
(6.4)
Hence we see that there is indeed a bijection between the irreducible components of
the exceptional divisor and the non-trivial irreducible representations.
Example 6.14. Let ǫ be a primitive root of unity as above and let G′ be the group
generated by
g′ =
(
ǫ 0
0 ǫ
)
⊆ GL(2,C). (6.5)
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Again there is a group isomorphism G′ ∼= Z/3Z (so the representation theory does
not change) but this time G′ is not contained in SL(2,C). The exceptional divisor
of the minimal resolution consists of a single rational (−3)-curve
E1
−3 (6.6)
In particular, Observation 6.11 does not hold in this case.
In general, the dual intersection graph of a cyclic quotient singularity is a so called
Jung–Hirzebruch string obtained from a continued fraction expansion of r
a
, where
the corresponding cyclic group G = 1
r
(1, a) is generated by
g =
(
ǫ 0
0 ǫa
)
⊆ GL(2,C), (6.7)
where ǫ is a primitive r-th root of unity and gcd(a, r) = 1.
6.2.1. McKay’s Correspondence as a composition of bijections. Inspired by a con-
struction of Gonzalez-Sprinberg & Verdier [66], Esnault [60] proved the following
theorem for arbitrary rational surface singularities.
Theorem 6.15. Let (R,m) be a rational surface singularity with resolution π : X →
Spec(R). There are quasi-inverse equivalences
MCM(R)
π#
--
VBf(X)
π∗
mm , (6.8)
where VBf (X) :=
{F |F is generated by global sections and Ext1X(F , ωX) = 0} ⊆
VB(X) denotes the subcategory of full vector bundles on X and the functor π# is
defined as π# := π∗(−)/ tors(π∗(−)).
We need two further correspondences
Theorem 6.16 (Auslander [13]). Let G ⊆ GL(2,C) be a finite group and R =
CJx, yKG be the corresponding invariant ring. Then there is a bijection of sets
{irreducible G-representations}/∼ // indMCM(R)
ρi
✤ // (CJx, yK⊗C ρi)G.
(6.9)
Theorem 6.17 (Gonzalez-Sprinberg & Verdier). Let G ⊆ SL(2,C) be a finite sub-
group, R = CJx, yKG and π : X → Spec(R) be the minimal resolution of singularities.
Then there is a well-defined bijection of sets
indVBf (X) \ {OX} // {Ei}i
F ✤ // Ei
(6.10)
such that c1(F).Ei = 1, where c1(V) denotes the first Chern class of a vector bundle
V.
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For a finite subgroup G ⊆ SL(2,C) and R = CJx, yKG we assemble all these
correspondences into a diagram:
{non-trivial irred. G-reps. }/∼
OO
Auslander ∼

oo
McKay
∼ // {Ei}i
indMCM(R) \ {R} oo
Esnault
∼
// ind VBf(X) \ {OX}

Gonzalez-Sprinberg &
Verdier
∼
OO
The correspondences of Auslander respectively Esnault hold for finite subgroups of
GL(2,C). What breaks down in this generality is the correspondence of Gonzalez-
Sprinberg & Verdier. In Example 6.14, we have seen that there are ‘too many
irreducible G-representations’ if G * SL(2,C).
Now, Wunram [170] gave a canonical way to choose a subset of the irreducible
G-representations (equivalently maximal Cohen–Macaulay R-modules) in bijection
with the set {Ei}i. His correspondence holds for arbitrary rational surface singular-
ities, as soon as we replace G-representations by MCMs.
Definition 6.18. A full vector bundle F is called special, if Ext1X(F ,OX) = 0.
Denote the corresponding full subcategory by SVBf(X).
Accordingly, a maximal Cohen–Macaulay module M is called special Cohen–
Macaulay module, if π#(M) ∈ SVBf(X), i.e. if it corresponds to a special vector
bundle under Esnault’s correspondence (6.8). The corresponding full subcategory
of MCM(R) is denoted by SCM(R).
Wunram [170] showed that the corresponding indecomposable objects are indeed
in bijection with the irreducible exceptional curves.
Theorem 6.19. Let (R,m) be a rational surface singularity with minimal resolution
π : X → Spec(R). Then there is a bijection of sets
ind SVBf(X) \ {OX} ∼−→ {Ei}
Fi 7−→ Ei, (6.11)
such that c1(Fi).Ej = δij and rk(Fi) = Zf .c1(Fi).
This motivates the study of the category of special Cohen–Macaulay modules in
the next subsection.
6.3. Special Cohen–Macaulay modules. Let throughout (R,m) be a rational
surface singularity as above. The aim of this subsection is to show that the category
of special Cohen–Macaulay R-modules SCM(R) is a Frobenius category. We mainly
follow Iyama & Wemyss’ article [84]. Using the modification result of Auslander &
Solberg (Proposition 2.28), we get new Frobenius structures from Iyama & Wemyss’
structure, see Corollary 6.48.
Remark 6.20. Since rational surface singularities are not Gorenstein in general (see
for example Remark 6.7) the category of all maximal Cohen–Macaulay modules is
not Frobenius in general. In particular, Buchweitz equivalence Dsg(R) ∼= MCM(R)
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is not always available. The stable category SCM(R) of Iyama & Wemyss’ Frobenius
category may be viewed as a substitute for MCM(R) in the non-Gorenstein case.
Let (−)∗ = HomR(−, R) and ωR be the canonical R-module. Wunram [170] gave
the following alternative characterisation of special Cohen–Macaulay modules.
Proposition 6.21. Let π : X → Spec(R) be the minimal resolution.
A non-free indecomposable maximal Cohen–Macaulay R-module M is special if
and only if there is an isomorphism of sheaves on X
π#
(
(M ⊗R ωR)∗∗
) ∼= π#(M)⊗X ωX , (6.12)
where π# := π∗(−)/ tors(π∗(−)) and ωX is the canonical bundle on X.
Corollary 6.22. If R is also Gorenstein, then every maximal Cohen–Macaulay
module is special.
Proof. For Gorenstein rings the canonical module ωR is isomorphic to the free mod-
ule R. Moreover, since Cohen–Macaulay modules are reflexive the left hand side of
(6.12) is isomorphic to π#(M). The same holds true for the right hand side because
for ADE-singularities minimal resolutions are crepant, i.e. ωX ∼= OX . Note, that the
rational Gorenstein singularities are known to be the ADE-surface singularities, see
e.g. [57]. 
Remark 6.23. Let R be Gorenstein. Using Esnault’s equivalence (6.8) and the corol-
lary above, we see that every full vector bundle is special. Hence Wunram’s Theo-
rem 6.19 specializes to the results of Gonzalez-Sprinberg & Verdier [66] and Artin
& Verdier [6], respectively.
Riemenschneider found a characterization of special Cohen–Macaulay modules,
which does not refer to the minimal resolution [146].
Proposition 6.24. M ∈ MCM(R) is special if and only if
M ⊗R ωR
tors(M ⊗R ωR) ∈ MCM(R). (6.13)
Using this, Iyama & Wemyss gave further characterizations of specials [85].
Proposition 6.25. Let M ∈ MCM(R) then the following are equivalent
(a) M is special,
(b) Ext1R(M,R) = 0,
(c) Ω(M) ∼= M∗ ( up to free summands ).
Remark 6.26. Conditions (b) and (c) can be applied to classify indecomposable
special Cohen–Macaulay modules over quotient surface singularities R. Indeed, in
this situation the AR quiver of the category MCM(R) is known by work of Auslander
[13]. For example, checking (b) on (the covering of) this finite quiver reduces to a
certain counting procedure, which is well-known in the theory of finite dimensional
algebras. Using this, a complete classification has been achieved by Iyama &Wemyss
[85].
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Let ΩCM(R) = {Ω(M)|M ∈ MCM(R)} ⊆ MCM(R) be the full subcategory of
first syzygies of maximal Cohen–Macaulay modules. The equivalence [(a)⇔ (c)] in
Proposition 6.25 has the following consequence, see [85].
Corollary 6.27. The duality (−)∗ = HomR(−, R) : MCM(R) → MCM(R) restricts
to a duality
HomR(−, R) : SCM(R) −→ ΩCM(R). (6.14)
In particular, ΩCM(R) has only finitely many indecomposable objects, by Wunram’s
Theorem 6.19.
The next corollary (see [85]) is a key ingredient in Iyama & Wemyss’ proof that
SCM(R) is a Frobenius category.
Corollary 6.28. Let X, Y ∈ SCM(R). Then there is an isomorphism Ext1R(X, Y ) ∼=
Ext1R(Y,X). In particular, an object P ∈ SCM(R) is injective in this exact category
if and only if it is projective.
Proof. Let P •(X) be a projective resolution of X . The map sending a morphism
in HomR(Ω(X), Y ) to a morphism of complexes P
•(X) → Y [1] ∈ Ext1R(X, Y ) is
well-defined: indeed, Ext1R(X,F ) = 0 for every finitely generated free R-module F ,
by Proposition 6.25 (b). Using the long exact sequence obtained from 0→ Ω(X)→
P 0 → X → 0, we see that every morphism Ω(X) → F factors over P 0, showing
that the map is well-defined. One checks that this map defines an isomorphism
HomR(Ω(X), Y )
∼= Ext1R(X, Y ). The duality (−)∗ descends to the stable category
MCM(R). Now, by Proposition 6.25 (c), we get Ω(X) ∼= X∗ in the stable category.
This yields a chain of isomorphisms
Ext1R(X, Y )
∼= HomR(X∗, Y ) ∼= HomR(Y ∗, X∗∗) ∼= HomR(Y ∗, X) ∼= Ext1R(Y,X).

6.4. A derived equivalence.
6.4.1. Perverse sheaves and tilting. It is well-known that tilting is a special case of
changing the t-structure in a given triangulated category, see e.g. [72]. Beilinson,
Bernstein & Deligne [21] showed that t-structures may be glued along recollements,
which led them to the notion of a perverse t-structure. Objects in the corresponding
heart are called perverse. This inspired Bridgeland’s notion [27] of perverse sheaves
in the following context: let f : Y → X be a projective morphism of quasi-projective
schemes over an affine scheme, such that the following conditions hold:
(B1) Rf∗OY ∼= OX ;
(B2) the fibers of f have dimension at most 1.
Denote by Dcoh(X) and Dcoh(Y ) the unbounded derived categories of quasi-coherent
sheaves with coherent cohomologies. It is well-known that there is an adjoint triple
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of triangle functors [74]
Dcoh(Y ) Rf∗ // Dcoh(X).
f !
hh
Lf∗
ww
(6.15)
Combining the projection formula with the assumption (B1) shows Rf∗ Lf ∗ =
1Dcoh(X). Therefore Lemma 3.13 implies that Rf∗ is a quotient functor and us-
ing (6.15) there exist Bousfield localisation and colocalisation functors for kerRf∗ ⊆
Dcoh(Y ). In particular, the adjoint triple extends to a recollement (Proposition 3.18)
C := kerRf∗ // Dcoh(Y )
dd
zz
Rf∗ // Dcoh(X).
f !
cc
Lf∗
{{
(6.16)
Condition (B2) and a spectral sequence argument show that an object F is contained
in the subcategory C ⊆ Dcoh(Y ) if and only if all cohomologies H i(F) are in C, see
[27, Lemma 3.1.]. In particular, the standard t-structure D≤0Y on Dcoh(Y ) induces
a t-structure C≤0 := D≤0Y ∩ C on C. For any p ∈ Z, there is a shifted t-structure
(C≤0)[p], which can be glued [21] with the standard t-structure D≤0X on Dcoh(X) to
give a t-structure pD≤0 on Dcoh(Y ), see [27]:
pD≤0 = {F ∈ Dcoh(Y ) | Rf∗(F) ∈ D≤0X and HomDcoh(Y )(F , C>p) = 0},
pD≥0 = {F ∈ Dcoh(Y ) | Rf∗(F) ∈ D≥0X and HomDcoh(Y )(C<p,F) = 0}.
(6.17)
The category of perverse sheaves pPer(Y/X) is defined as the heart pD≤0 ∩ pD≥0
of this t-structure. For p = −1, 0, Van den Bergh [161] considers the restriction of
these t-structures20 to Db(Coh(Y )) and shows that they arise from tilting theory.
We collect some of his results in the following theorem.
Theorem 6.29. Let Y be a quasi-projective scheme over an affine scheme and let
R = (R,m) be a complete local k-algebra, where k ∼= R/m is algebraically closed.
Let f : Y → X := Spec(R) be a projective morphism such that Rf∗OY = OX and
the fibers have dimensions ≤ 1. Then the following statements hold:
(a) There exist tilting bundles P and P∗ on Y .
(b) P and P∗ are projective generators of the abelian categories of perverse
sheaves −1Per(Y/X) and 0Per(Y/X), respectively.
(c) In order to give a more precise description of the tilting bundles, we introduce
some notation: let {Ei}ni=1 be the irreducible components of the exceptional
20In this situation, the hearts of the restricted t-stuctures are equal to the hearts pPer(Y/X),
see e.g. [27, Lemma 3.2.].
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fibre E of f . It is well-known that the assignment L 7→ deg(L∣∣Ei)ni=1 de-
fines an isomorphism Pic(Y ) ∼= Zn. In particular, there are line bundles
Li ∈ Pic(Y ) such that deg(Li
∣∣Ej) = δij. To each of these line bundles,
one associates a vector bundle Mi as follows: if Ext1Y (Li,OY ) = 0, then
Mi := Li. Otherwise, Mi is given as the maximal extension21
0→ Ori−1Y →Mi → Li → 0, (6.18)
of a minimal set of the ri − 1 generators of Ext1Y (Li,OY ). Moreover, Mi
does not depend on the choice of the set of generators. In other words, it is
determined by Li.
Then P ∼= OY ⊕
⊕n
i=1Mi and P∗ = HomY (P,OY ) is the dual bundle.
(d) In the notations of (c), the simple EndY (P)-modules correspond to the per-
verse sheaves OE and OEi(−1)[1].
Example 6.30. Let P1 the projective line over the complex numbers. In particular,
we have a morphism f : P1 → Spec(C), satisfying the conditions of Van den Bergh’s
Theorem 6.29. In this case E = P1, so we get M1 = O(1) and P = O ⊕O(1). It is
well-known that the endomorphism algebra of P is given by the path algebra of the
Kronecker quiver. In other words, one recovers Beilinson’s derived equivalence [20].
Another example, which will be treated in the next subsection, is given by minimal
resolutions of rational surface singularities. In this situation, it is essential to note
that the vector bundles OY and {Mi} occuring in part (c) of Theorem 6.29 are
precisely the indecomposable special full vector bundles in Wunram’s Theorem 6.19.
Wunram’s construction [170] uses a technique of Artin & Verdier [6]. However, the
resulting bundles Mi coincide, which may be seen using the following commutative
diagram with exact rows and columns, see also [60]:
0 0
ODi
OO
ODi
OO
0 // Ori−1Y
f
//Mi
OO
// Li
OO
// 0
0 // Ori−1Y // OriY
g
OO
// OY
OO
// 0
0
OO
0
OO
(6.19)
Here, f respectively g are induced by ri − 1 respectively ri global sections of Mi.
21More precisely, one first takes the direct sum η of the generators η1, . . . , ηri−1 ∈ Ext1Y (Li,OY ).
Then the sequence (6.18) is obtained from η as a pull-back along the diagonal embedding Li →
Lri−1i . It follows from the long exact sequence associated with (6.18) and Rf∗OY = OX , that
Ext1Y (Mi,OY ) = 0.
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6.4.2. Application to rational surface singularities. The following notion was intro-
duced by Wemyss [169].
Definition 6.31. Let M = R ⊕⊕i∈I Mi the direct sum of all indecomposable
special R-modules. Λ = EndR(M) is called the reconstruction algebra of R.
Remark 6.32. Wemyss shows that in many situations (e.g. for quotient singularities)
one can construct the minimal resolution of Spec(R) from Λ, by using quiver moduli
spaces, see [169, 168]. Moreover, the quiver of Λ and the number of relations are
encoded in the combinatorics of the dual intersection graph and the fundamental
cycle. However, determining the precise form of the relations is usually a hard
problem!
Remark 6.33. If R is Gorenstein (hence an ADE-surface singularity), then Λ is the
Auslander algebra of the category MCM(R) = SCM(R). This may also be described
as the completion of the preprojective algebra Π(Q̂), where Q̂ is the affine Dynkin
quiver corresponding to the dual graph of R, see Auslander [13, Proof of Proposition
2.1.] in conjunction with Reiten & Van den Bergh [140, Proof of Proposition 2.13].
Let π : Y → Spec(R) be the minimal resolution of singularities. Let I = C ∪D be
the index set of the irreducible components of the exceptional divisor E = π−1(m),
where C denotes the set of (−2)-curves and D the set of (−n)-curves with n > 2.
We choose a subset S ⊆ I, and contract all curves in S. In this way, we obtain a
normal scheme XS and a factorization of the minimal resolution of singularities π,
see Artin [4] and also Lipman [115, Theorem 27.1].
Y
fS−→ XS gS−→ SpecR.
The following result is due to Wemyss.
Theorem 6.34. Let S ⊆ I. We set NS := R ⊕i∈I\S Mi and denote by e ∈ Λ
the idempotent endomorphism corresponding to the identity of NS . Then eΛe =
EndR(N
S) is derived equivalent to XS via a tilting bundle VS in such a way that
Db(mod− Λ) Db(Coh Y )
Db(mod− eΛe) Db(CohXS)
RHomY (V∅,−)
oo
(−)e
 RHom
XS (VS ,−)
oo
RfS∗

commutes.
Moreover, RHomY (V∅,OEi(−1)[1]) ∼= Si is the simple Λ-module with projective
cover HomR(M,Mi) and RHomY (V∅,OZf ) ∼= S⋆ is the simple Λ-module with projec-
tive cover HomR(M,R).
Proof. Since R has rational singularities, Rπ∗(OY ) ∼= OSpecR. Moreover, all fibres
of π are at most one dimensional. Hence Theorem 6.29 yields a tilting bundle
V∅ = OY ⊕
⊕
i∈IMYi on Y .
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For convenience, we denote X := XS , and further Y
fS−→ XS gS−→ SpecR by
Y
f−→ X g−→ SpecR.
We want to apply Theorem 6.29 to g : X → SpecR. Since R is normal, g∗(OX) ∼=
OSpecR by Zariski’s Main Theorem, see [73, Corollary III.11.4]. It remains to show,
that Rig∗OX vanishes for i > 0. This follows from the Grothendieck spectral se-
quence Rig∗Rjf∗ ⇒ Ri+jπ∗ and the vanishing of Rnπ∗OY for all n > 0.
Applying Theorem 6.29 yields a tilting bundle VS = OX ⊕i∈I\S MXi on X .
We claim that its pullback along f is a direct summand of the tilting bundle V∅
on Y . More precisely, f ∗(VS) ∼= OY ⊕i∈I\S MYi .
Recall that there are isomorphisms LXi ∼= OX(DXi ) respectively LYi ∼= OY (DYi ),
where the Di are divisors which intersect the exceptional divisor Ei transversally
and none of the other exceptional divisors, see e.g. the diagram (6.19). Since f
restricts to an isomorphism
f : Y \
⋃
i∈I\S
Ei → X \ Sing(X)
and DXi ⊆ X \ Sing(X), we obtain f ∗LXi ∼= LYi for all i ∈ I \ S. Taking the pull
back of the maximal extension
0→ O⊕(ri−1)X →MXi → LXi → 0 (6.20)
gives an exact sequence
0→ O⊕(ri−1)Y → f ∗MXi → LYi → 0, (6.21)
since (6.20) is a sequence of vector bundles. We want to show that this sequence is
again a maximal extension. This condition is equivalent to Ext1Y (f
∗MXi ,OY ) = 0,
which follows from
Ext1Y (f
∗MXi ,OY ) ∼= Ext1Y (Lf ∗MXi ,OY ) ∼=
Ext1X(MXi ,Rf∗OY ) ∼= Ext1X(MXi ,OX) = 0.
where the last equality holds since VS is a tilting bundle. Hence (6.21) is a maximal
extension, so it follows (by construction, see Theorem 6.29) that MYi ∼= f ∗MXi for
all i ∈ I \ S, so f ∗(VS) ∼= OY ⊕i∈I\S MYi as claimed.
Now by the projection formula
Rf∗(f ∗VS) ∼= Rf∗(OY ⊗ f ∗VS) ∼= Rf∗(OY )⊗ VS ∼= OX ⊗ VS ∼= VS
and so it follows that
EndX(VS) ∼= HomX(VS ,Rf∗(f ∗VS)) ∼= HomY (Lf ∗ VS , f ∗VS) ∼= EndY (f ∗VS),
i.e. EndX(VS) ∼= EndY (OY ⊕i∈I\S MYi ). By Theorem 6.15, π∗ induces an isomor-
phism EndY (OY ⊕i∈I\S MYi ) ∼= EndR(R⊕i∈I\S Mi) ∼= EndR(NS).
Hence we have shown that VS is a tilting bundle on XS with endomorphism ring
isomorphic to EndR(N
S), so the first statement follows. For the commutativity
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statement, simply observe that we have functorial isomorphisms
RHomXS (VS ,Rf∗(−)) ∼= RHomY (Lf ∗ VS ,−)
∼= RHomY (OY ⊕i∈I\S MYi ,−)
∼= RHomY (OY ⊕i∈I MYi ,−)e
∼= RHomY (V∅,−)e.
The last statement follows from [161, 3.5.7]. 
Remark 6.35. It is well-known that the derived McKay Correspondence [29, 91] for
ADE-surface singularities R is a special case of the tilting equivalence
Db(CohY ) RHomY (V∅,−)−−−−−−−−→ Db(mod− Λ)
above. Indeed, in this case Λ is the Auslander algebra of MCM(R), which is isomor-
phic to the preprojective algebra of the corresponding affine Dynkin quiver Q̂, see
Remark 6.33. This was one of the motivations for Van den Bergh’s work [161].
The following result is due to Wemyss [168]. It shows that SCM(R) admits a non-
commutative resolution in the sense of Definition 2.30. In particular, our Morita
type Theorems (Theorem 2.31 and Theorem 2.53) may be applied to SCM(R).
Corollary 6.36. The reconstruction algebra has finite global dimension.
Proof. Since Y is smooth, there is a triangle equivalence Perf(Y ) ∼= Db(Coh(Y )). Us-
ing the derived equivalence from Theorem 6.34, we obtain an equivalence Perf(Λ) ∼=
Db(mod−Λ). Hence every finitely generated Λ-module has finite projective dimen-
sion. Since Λ is a finitely generated R-module and R is complete, Λ has only finitely
many simple modules and the global dimension is bounded by the maximum of their
projective dimensions, see Auslander [9, §3]. 
6.5. SCM(R) is a Frobenius category. In this subsection, we follow Iyama &
Wemyss article [84]. By Proposition 6.25 (b), SCM(R) is a full extension closed
subcategory in MCM(R). Hence, SCM(R) is an exact category. Moreover, the
classes of projective and injective objects coincide by Corollary 6.28. To show that
SCM(R) is a Frobenius category, it suffices to show that it has enough projective
and injective objects.
Proposition 6.37. Let B be a Krull–Remak–Schmidt exact category with enough
injective objects. Let C ⊆ B be a contravariantly finite extension closed subcategory.
Then C has enough injective objects with respect to the induced exact structure.
A dual result holds for projective objects and covariantly finite subcategories.
Proof. Let X be an object in C. By our assumptions on B, there is a conflation
X → I → X ′ in B, with I injective in B. This yields the following epimorphism
of functors HomB(−, X ′)→ Ext1B(−, X)→ 0. Since C is contravariantly finite there
exists Y ∈ C and an epimorphism of functors HomC(−, Y ) → HomB(−, X ′)
∣∣
C → 0.
Combining these, we obtain an epimorphism φ : HomC(−, Y )→ Ext1B(−, X)
∣∣
C → 0.
Since C is a Krull–Remak–Schmidt category, there exists a φ, which is a projective
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cover. Using the naturality of φ, one can check that it is induced by the following
conflation in C
φY (1Y ) : X → Z → Y. (6.22)
In particular, Ext1B(−, X)
∣∣
C is a finitely presented C-module.
It remains to show that Z is injective in C. In other words, every conflation Z →
Z ′ → Z ′′ in C splits. Together with the conflation (6.22), we obtain a commutative
diagram, where the columns and rows are conflations in C
X // Z

// Y
α

X // Z ′ //

Y ′

Z ′′ Z ′′.
(6.23)
Since C is closed under extensions Y ′ ∈ C. The two horizontal conflations yield a
commutative diagram with exact rows
0 // HomC(−, X) // HomC(−, Z) //

HomC(−, Y ) φ //
α◦−

Ext1B(−, X)
∣∣
C
// 0
0 // HomC(−, X) // HomC(−, Z ′) // HomC(−, Y ′) // Ext1B(−, X)
∣∣
C
// 0.
(6.24)
The monomorphism α ◦− is split since φ is a projective cover. By Yoneda’s Lemma
α is a split monomorphism. Now the upper sequence in (6.24) yields an injection
0 → Ext1B(Z ′′, Z)
∣∣
C → Ext1B(Z ′′, Y )
∣∣
C. The image of the left vertical conflation in
(6.23) under this map is just the vertical conflation on the right of (6.23). Since the
latter is split and the map is injective the conflation Z → Z ′ → Z ′′ splits as claimed.
This shows that Z is injective and completes the proof of the first statement. The
second claim follows by a dual argument. 
Corollary 6.38. SCM(R) is a Frobenius category.
Proof. We want to apply Proposition 6.37 to the pair SCM(R) ⊆ MCM(R). MCM(R)
is an extension closed subcategory in mod − R. This gives an exact structure on
MCM(R). Since R is complete the Krull–Remak–Schmidt property holds. Since
SCM(R) has only finitely many indecomposable objects (Theorem 6.19), it is a func-
torially finite subcategory in MCM(R), by Example 2.27. Since MCM(R) is closed
under kernels of epimorphisms, it has enough projective objects. As a complete
Cohen–Macaulay ring, R has a canonical module K [32, Corollary 3.3.8]. It is an in-
jective object inMCM(R) and induces a duality HomR(−, K) : MCM(R)→ MCM(R)
[32, Theorem 3.3.10]. In particular, MCM(R) has enough injective objects since it
has enough projective objects. Proposition 6.37 shows that SCM(R) has enough
projective and injective objects, which coincide by Corollary 6.28. Hence, SCM(R)
is a Frobenius category. 
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6.5.1. Description of projective-injective objects. Iyama & Wemyss [84] give an ex-
plicit description of the subcategory of projective-injective objects proj SCM(R). To
explain their result, we need some notions and results from geometry.
Proposition 6.39 (Adjunction Formula [73, Proposition V.1.5]). Let C be a non-
singular curve of genus g = dimkH
1(C,OC) on a smooth surface X, with canonical
divisor K, then
2g − 2 = C.(C +K). (6.25)
This has the following well-known consequence.
Corollary 6.40. Let C be a rational curve on a smooth surface X. If C has selfin-
tersection number C2 = −2, then dimk Ext2X(OC(m),OC(m)) = 1.
Proof. By the adjunction formula, −2 = 2g − 2 = C.(C + K) = −2 + deg(K∣∣
C
).
Hence, deg(K
∣∣
C
) = 0 and therefore ωX ⊗X OC ∼= ωX
∣∣
C
∼= OC . Let (−)∗ =
Homk(−, k). Then Serre duality shows
HomX(OC(m),OC(m)) ∼= HomX(OC(m),OC(m)⊗X ωX [dimX ])∗
∼= Ext2X(OC(m),OC(m))∗,
which proves the claim. 
The derived equivalence from Theorem 6.34 and the discussion above yield the
following statement.
Proposition 6.41. Let Mi be an indecomposable SCM corresponding to a (−2)-
curve Ei. Then Ext
1
R(Mi, X) 6= 0, for some special Cohen–Macaulay module X. In
particular, Mi is not projective in SCM(R).
Proof. Since X is surface, the abelian category Coh(X) has global dimension two. In
particular, Ext3(OEi(−1),F) = 0 for all F ∈ Coh(X). Using the derived equivalence
from Theorem 6.34, this translates into Ext3Λ(Si, Sj) = 0 for all j ∈ I. A longer
calculation in Db(Coh(X)) (involving Serre duality and the combinatorics of dual
graph and fundamental cycle) shows that Ext2X(OEi(−1),OZf ) = −E2i −2 (see [168,
Proof of Thm. 3.2]), which is zero by our assumption on Ei. This translates into
Ext3Λ(Si, S⋆) = 0. Hence, pr. dimΛ(Si) ≤ 2. But Corollary 6.40 yields Ext2Λ(Si, Si) 6=
0. Therefore, pr. dimΛ(Si) = 2.
Let M be an additive generator of SCM(R). Recall, that there is an additive
equivalence
SCM(R) = add(M)
HomR(M,−)−−−−−−−→ proj−EndR(M) = proj−Λ. (6.26)
Thus we may write a minimal projective resolution of Si as
0→ HomR(M,X) α◦−−−→ HomR(M,Y ) β◦−−−→ HomR(M,Mi)→ Si → 0 (6.27)
with X and Y in addM = SCM(R). Since R is a direct summand of M , we obtain
an exact sequence of special CMs
0→ X α−→ Y β−→ Mi (6.28)
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Let us show that β is surjective. Since Si is one dimensional, the only maps which
are not in the image of β ◦− are scalar multiples of the identity ofMi. In particular,
for any m ∈ Mi the map R ⊕
⊕
j∈I Mj → Mi, defined by (r, x1, . . .) 7→ r · m has
a preimage f in HomR(M,Y ). Let i : R → M be the canonical inclusion and set
y = f ◦ i(1) ∈ Y . Then β(y) = m.
Since Si has projective dimension two the exact sequence
0→ X α−→ Y β−→Mi → 0 (6.29)
yields a non-trivial element in Ext1R(Mi, X). This completes the proof. 
To show that the remaining specials are projective, we need the following result,
see [84, Theorem 3.3].
Theorem 6.42. Let M be a maximal Cohen–Macaulay module. Then
Ω(M) ∼=
⊕
i∈I
(
Ω(Mi)
)⊕c1(M).Ei,
where by an abuse of notation c1(M) denotes the first Chern class of the full vector
bundle π#(M), see Esnault’s Theorem 6.15.
Applying this result to the canonical module ωR, one obtains the following corol-
lary.
Corollary 6.43. Ω(ωR) ∼=
⊕
i∈I
(
Ω(Mi)
)⊕−2−E2i
Proof. By Proposition 6.21, π#(ωR) ∼= ωX . Now, Theorem 6.42 shows that there is
an isomorphism Ω(ωR) ∼=
⊕
i∈I
(
Ω(Mi)
)⊕K.Ei, where K denotes the canonical divisor
on X (in other words ωX ∼= OX(K)). The adjunction formula (Proposition 6.39)
completes the proof. 
Remark 6.44. Assume that R is not Gorenstein (so ωR ≇ R). In conjunction with
Proposition 6.25 (c), the corollary above shows the following: if ωR is special, then
it corresponds to a (−3)-curve and all other irreducible curves in the exceptional
divisor are (−2)-curves.
Proposition 6.45. If Ei is not a (−2)-curve, then the corresponding special Cohen–
Macaulay module is projective in SCM(R).
Proof. We need the following preliminary statement: let X, Y be maximal Cohen–
Macaulay R-modules. If Ext1R(X, Y ) = 0, then Ext
1
R(τ
−1Ω−1(Y ), X) = 0, where
τ = HomR(Ω
2tr(−), ωR), denotes the Auslander–Reiten translation.
By definition of Ω−1 there exists a short exact sequence 0→ Y → I → Ω−1(Y )→
0, with I ∈ addωR injective. Applying HomR(X,−) to this sequence, yields a short
exact sequence
0→ HomR(X, Y )→ HomR(X, I)→ HomR(X,Ω−1(Y ))→ 0, (6.30)
since Ext1R(X, Y ) = 0, by assumption. In other words, every map from X to Ω
−1(Y )
factors through an injective object. Hence, HomR(X,Ω
−1(Y )) = 0. Auslander–
Reiten duality shows that Ext1R(τ
−1Ω−1(Y ), X) = 0 as claimed.
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If X is special, then Ext1R(X,R) = 0, by Proposition 6.25 (b). The statement
above yields
Ext1R(τ
−1Ω−1(R), X) = 0. (6.31)
By definition of τ , we have Ω−1(R) ∼= τ(HomR(Ω−1(R), ωR)∗), up to free summands.
Hence we obtain
τ−1Ω−1(R) ∼= HomR(Ω−1(R), ωR)∗ (6.32)
up to free summands.
We apply HomR(−, ωR) to the short exact sequence 0→ R→ I ′ → Ω−1(R)→ 0,
with I ′ ∈ addωR. Since ωR is injective in SCM(R) and EndR(ωR) ∼= R (see [32,
Theorem 3.3.10]) we obtain an exact sequence
0→ HomR(Ω−1(R), ωR)→ HomR(I ′, ωR)→ ωR → 0, (6.33)
with HomR(I
′, ωR) ∈ addR(R). Thus HomR(Ω−1(R), ωR) ∼= Ω(ωR) up to free sum-
mands. In particular, (6.31) shows that Ext1R((Ω(ωR))
∗, X) = 0 for all specials X .
In other words, (Ω(ωR))
∗ is projective in SCM(R). Now, Corollary 6.43 together
with Proposition 6.25 (c) completes the proof. 
6.6. Main result. Iyama & Wemyss observed that the Auslander–Reiten quiver
of the stable category of special Cohen–Macaulay modules is a disjoint union of
double quivers Qi, with Qi of ADE-type [84, Corollary 4.11.]. Moreover, by check-
ing examples, they found that this phenomenon often stems from an equivalence
SCM(R) ∼= MCM(R′)22, where R′ is some Gorenstein singularity [84, Remark 4.14].
Applying our general Frobenius category results (Theorem 2.31 or Theorem 2.53),
we are able to give an conceptual explanation for these observations. Moreover, using
this approach, it is immediate that SCM(R) ∼= MCM(R′) is a triangle equivalence,
where the ring R′ has a precise meaning. Finally, we apply Auslander & Solberg’s
‘Modification of Frobenius structures’-result (Proposition 2.28) to this setup. This
yields new Frobenius structures on SCM(R) and we also describe the corresponding
stable categories. The results in this subsection are based on a joint work with
Osamu Iyama, Michael Wemyss and Dong Yang [83].
Let us recall some notations. Let π : Y → Spec(R) be the minimal resolution of
singularities. Let I = C ∪D be the index set of the irreducible components Ei of the
exceptional divisor E = π−1(m) =
⋃
i∈I Ei, where C denotes the set of (−2)-curves
and D the set of (−n)-curves with n > 2. We choose a subset S ⊆ I, and contract
all curves in S. In this way, we obtain a space which we denote by XS . Note that
Y → XS is a minimal resolution of singularities. We need the following well-known
statement about the singularities of XS , see Lipman [116].
Proposition 6.46. If S ⊆ C, then the completion Ôx of the local ring of a singular
point x ∈ XS is a rational double point or equivalently an ADE-surface singularity.
22Iyama & Wemyss use the notation SCM(R) for the stable category in order to avoid confusion
with the factor category SCM(R)/ proj−R ⊆ MCM(R) obtained by factoring out proj−R only. We
decided to use their notation here.
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Proof. By Theorem 6.9 and the construction of XS , the exceptional fibre Ex of the
minimal resolution of Spec(Ôx) is a tree of rational (−2)-curves. Ôx is a rational
singularity by work of Artin [5], see also Lipman [115, Theorem 27.1]. Artin also
shows that a rational surface singularity is a rational double point if and only if the
dual intersection graph of the exceptional fibre is of ADE-type. Mumford [125] has
shown that the intersection form (Ei, Ej) = Ei.Ej of a normal surface singularity is
negative definite. By our assumptions on S, we know that (Ei, Ei) = Ei.Ei = −2 for
all i ∈ S. Integral quadratic forms with these properties are well-known, for example
from Lie theory. They are in one to one correspondence with the incidence matrices
of the Dynkin diagrams of type A, D and E, with valuation −2 on all vertices, see
e.g. [30, §1.2]. It follows from work of Brieskorn [30, Satz 1] and Kirby [107, 2.6, 2.7]
that the rational double points are precisely the hypersurface singularities defined
by the ADE-equations listed in Paragraph 5.4.1. 
We first describe the stable category SCM(R) of the standard Frobenius category
structure on SCM(R).
Theorem 6.47. Let (R,m) be a complete rational surface singularity and let E =
EndR(R⊕
⊕
i∈DMi) = EndR(N
C). Then the following statements hold:
(a) E is an Iwanaga–Gorenstein ring.
(b) There is a chain of triangle equivalences
SCM(R) ∼= Dsg(E) ∼= Dsg(XC) ∼=
⊕
x∈Sing(XC)
MCM(Ôx) (6.34)
In particular, SCM(R) is a 1-CY category and the shift functor satisfies [2] ∼= 1.
Proof. The first statement follows from Iyama’s Theorem 2.31. Indeed, Λ has finite
global dimension, by Corollary 6.36. Moreover, Λ is Noetherian since it is an en-
domorphism algebra of a finitely generated module over a commutative Noetherian
ring.
Let us prove part (b). The first triangle equivalence follows from Theorem 2.31
(together with Buchweitz 2.40) or the alternative Theorem 2.53. In both cases, we
use that SCM(R) is idempotent complete, by an adaption of Lemma 2.68.
The second equivalence follows from Wemyss’ Theorem 6.34 together with the
fact that the respective perfect subcategories admit an intrinsic characterization.
Proposition 6.46 shows that XC has only ADE-surface singularities. In particular,
XC has isolated singularities and the last equivalence follows from Theorem 4.6 and
the fact that all categories in the chain of equivalences are idempotent complete,
since the first one is.
Stable categories of ADE–surface singularities are 1-Calabi–Yau by Auslander [11]
and satisfy [2] = 1, by Eisenbud [59]. 
We fix some notations. Let I be the finite index set of the irreducible exceptional
curves Ei. Let S ⊆ C be a subset of the irreducible (−2)-curves in the exceptional
divisor. Let NS = R ⊕⊕i∈I\SMi. For each such S, Auslander & Solberg’s result
(Proposition 2.28) yields a new exact Frobenius structure SCMNS (R) on SCM(R) as
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follows: a conflation X → Y → Z in SCM(R) is a conflation in SCMNS (R), if and
only if the induced sequence
0→ HomR(NS , X)→ HomR(NS , Y )→ HomR(NS , Z)→ 0 (6.35)
is exact.
Corollary 6.48. SCMNS (R) is a Frobenius category with projective-injective objects
addRN
S .
Proof. We verify the conditions of Proposition 2.28.
By Propositions 6.45 and 6.41 and our choice of S, addNS contains all projective-
injective objects of SCM(R). Moreover, since addNS contains only finitely many
indecomposable objects, it is a functorially finite subcategory by Example 2.27. We
claim that we may take τ : SCM(R)→ SCM(R) to be the identity functor. It suffices
to show that we have a chain of functorial isomorphisms
Ext1R(M,N)
∼= Hom
R
(M,Ω−1N) ∼= DHom
R
(Ω−1N,Ω−1M) ∼= DHom
R
(N,M),
for allM and N in SCM(R). The first isomorphism holds in any Frobenius category.
The second uses the 1-Calabi–Yau property of SCM(R), see Theorem 6.47 and the
last one follows since the shift functor Ω−1 is an autoequivalence. 
Corollary 6.49. Let (R,m) be a complete rational surface singularity, let S ⊆ C
and let ES = EndR(NS). Then the following statements hold:
(a) ES is an Iwanaga–Gorenstein ring.
(b) There is a chain of triangle equivalences
SCMNS (R)
∼= Dsg(ES) ∼= Dsg(XS) ∼=
⊕
x∈Sing(XS)
MCM(Ôx) (6.36)
In particular, SCMNS (R) is a 1-CY category and the shift functor satisfies [2]
∼= 1.
Proof. Analogous to the proof of Theorem 6.47. 
Remark 6.50. The Auslander–Reiten quivers of Hom-finite algebraic triangulated
categories with finitely many indecomposable objects were studied by Amiot [1] and
also by Xiao and Zhu [171]. However, there are subtle issues in the classification
of 1-CY categories, e.g. it is not clear whether a 1-CY category over C is standard,
i.e. whether it is determined as a k-category by its Auslander–Reiten quiver. In
characteristic 2 there are examples of non-standard 1-CY categories, see [1].
6.7. Examples.
Definition 6.51. A subgroup G ⊆ GL(2,C) is small, if none of the g ∈ G is a
pseudo-reflection, i.e. conjugated to a diagonal matrix diag(1, 1, . . . , 1, a).
The following result of Prill shows that it suffices to study quotient singularities
for finite small subgroups G ⊆ GL(2,C) [137].
Proposition 6.52. Every quotient surface singularity is isomorphic to a quotient
singularity R = CJx, yKG for a finite small subgroup G ⊆ GL(2,C). Moreover,
two such subgroups yield isomorphic quotient singularities if and only if they are
conjugated.
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6.7.1. Cyclic quotient singularities. Let G ⊆ GL(2,C) be a small finite cyclic sub-
group. Up to conjugation, such a group is generated by an element
g =
(
ǫn 0
0 ǫan
)
∈ GL(2,C), (6.37)
where ǫn is a primitive n-th root of unity and 0 < a < n is coprime to n since
G is small. We denote this group by 1
n
(1, a). Let Rn,a = CJx, yK
1
n
(1,a) be the
corresponding quotient singularity.
Remark 6.53. By Watanabe’s result (see Remark 6.7), Rn,a is Gorenstein if and only
if a = n− 1.
Then the geometry of the exceptional divisor of the minimal resolution π : X →
Spec(R) is well-known by work of Jung and Hirzebruch, see e.g. [31]: let
r
a
= α1 −
1
α2 −
1
α3 − . . .−
1
αt−1 −
1
αt
(6.38)
be the Jung–Hirzebruch continued fraction expansion of r
a
, where each αi ≥ 2. Then
the dual intersection graph of Rn,a is given by the following string
• • • · · · • •
−α1 −α2 −α3 −αt−1 −αt
Example 6.54. The fraction 27
19
has the following continued fraction expansion
27
19
= 2− 1
2− 1
5− 1
2− 1
2− 1
2
(6.39)
Hence the dual graph associated with the cyclic group 1
27
(1, 19) of order 27 has the
following form
• • • • • •
−2 −2 −5 −2 −2 −2
(6.40)
By Theorem 6.47, the stable category of the standard Frobenius structure on
SCM(R27,19) may be described as follows
SCM(R27,19) ∼= MCM(R3,2)⊕MCM(R4,3), (6.41)
where R3,2 and R4,3 are the simple A2 and A3 singularities, respectively. Indeed,
removing the −5-curve from the dual graph yields a disjoint union of an A2 and A3
graph with all selfintersection numbers equal to −2.
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In particular, the Auslander–Reiten quiver of SCM(R27,19) is given by
• • • • •
We can also consider a modified Frobenius structure on SCM(R27,19). For example,
set S = {1}, where E1 is the leftmost (−2)-curve in (6.40). Then NS = R⊕M1⊕M3
and the corresponding stable category decomposes as follows, see Corollary 6.49
SCMNS (R27,19)
∼= MCM(R2,1)⊕MCM(R4,3). (6.42)
Generically, the triangulated category is trivial. Let us give a concrete example.
Example 6.55. Consider the continued fraction expansion of the fraction 51
11
51
11
= 5− 1
3− 1
4
(6.43)
We obtain the following dual intersection graph for the singularity R51,11:
• • •
−5 −3 −4
In particular, all objects in SCM(R) are projective-injective. Hence, SCM(R) ∼= 0.
Using cyclic quotient singularities, we see that the number of blocks in the de-
composition of SCM(R) is not bounded above. Indeed, as an example consider the
cyclic quotient singularities associated to Jung–Hirzebruch strings of the form
• • • · · · • • • · · · • • •
−2 −3 −2 −2 −3 −2 −2 −3 −2
6.7.2. A tetrahedral group. We follow Riemenschneider [147]. Let T13 ⊆ GL(2,C) be
the subgroup generated by the following elements
ψ4 =
(
i 0
0 i3
)
, φ26 =
(
ǫ26 0
0 ǫ26
)
, τ =
(
0 i
i 0
)
, η = 1√
2
(
ǫ8 ǫ
3
8
ǫ8 ǫ
7
8
)
, (6.44)
where i =
√−1 and ǫn denotes an n-th primitive root of unity. T13 is a group of
order 13× 24 = 312 and its dual intersection graph has the following form
•
• • • • •
−2 −2 −4 −2 −2
−2
(6.45)
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Removing the non-(−2)-curve, we obtain a disjoint union of diagrams of type A1,
A2 and A2. Hence Theorem 6.47 yields an equivalence of triangulated categories
SCM(CJx, yKT13) ∼= MCM(R2,1)⊕MCM(R3,2)⊕MCM(R3,2) (6.46)
6.8. Concluding remarks. In the notations of Paragraph 6.4.2, let Y
fS−→ XS gS−→
Spec(R) be a factorization of the minimal resolution of a rational surface singularity,
with S ⊆ I. Let Λ be the reconstruction algebra of R and e ∈ Λ be the idempo-
tent corresponding to the identity endomorphism of the special Cohen–Macaulay
R-module NS = R⊕⊕i∈I\S Mi.
Recall that a sequence of triangulated categories and triangle functors U F→ T G→
Q is called exact, if G is a quotient functor with kernel U and F is the canonical
inclusion. In this subsection, we extend triangle equivalences from Corollary 6.49
to exact sequences of triangulated categories. In particular, this yields triangle
equivalences between the relative singularity categories studied in Sections 4 and 5.
Proposition 6.56. There exists a commutative diagram of triangulated categories
and functors such that the horizontal arrows are equivalences and the columns are
exact.
thick
(⊕
i∈S OEi(−1)
)
thick(mod− Λ/ΛeΛ)
Db(Coh Y )
thick
(OY ⊕⊕i∈I\SMi) Db(mod− Λ)thick(eΛ)
Dsg(XS) Dsg(eΛe)
∼
//
 _

 _

RfS∗

(−)e
RHom
XS
(VS ,−)
∼ //
RHomY (V∅,−)
∼ // (6.47)
By an abuse of notation, the induced triangle functors in the lower square are labelled
by the inducing triangle functors from the diagram in Theorem 6.34.
Proof. We start with the lower square. Since the corresponding diagram in Theo-
rem 6.34 commutes, it suffices to show that the induced functors above are well-
defined. The equivalence RHomY (V∅,−) from Theorem 6.34 maps OY ⊕
⊕
i∈I\SMi
to eΛ. Hence it induces an equivalence on the triangulated quotient categories. Since
RHomXS (VS ,−) is an equivalence by Theorem 6.34 and the subcategories Perf(XS)
respectively Perf(eΛe) can be defined intrinsically, we get a well-defined equivalence
on the bottom of diagram (6.47). The functor (−)e on the right is a well-defined
quotient functor by Proposition 2.52. Now, the functor on the left is a well-defined
quotient functor by the commutativity of the diagram in Theorem 6.34 and the
considerations above.
The category thick(mod − Λ/ΛeΛ) is the kernel of the quotient functor (−)e,
by 2.52. Since R has isolated singularities, the algebra Λ/ΛeΛ is finite dimensional
(see [12]) and so thick(mod−Λ/ΛeΛ) = thick (⊕i∈S Si), where Si denotes the simple
Λ-module corresponding to the vertex i in the quiver of Λ. But under the derived
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equivalence RHomY (V∅,−), Si corresponds to OEi(−1)[1] (Theorem 6.34), so it fol-
lows that we can identify the subcategory thick(mod − Λ/ΛeΛ) = thick (⊕i∈S Si)
with thick
(⊕
i∈S OEi(−1)
)
, inducing the top half of the diagram. 
Remark 6.57. The functor RHomXS (VS ,−) identifies Perf(XS) with Perf(eΛe) ∼=
thick(eΛ) ⊆ Db(mod − Λ). Hence applying RHomY (V∅,−) yields a triangle equiva-
lence Perf(XS) ∼= thick(OY ⊕⊕i∈I\SMi). In particular, there is an equivalence
Db(Coh Y )
Perf(XS)
∼−→ D
b(mod− Λ)
thick(eΛ)
. (6.48)
Actually, a careful analysis of the commutative diagram in Theorem 6.34 shows that
Perf(XS) ∼= thick(OY ⊕⊕i∈I\SMi) is obtained as a restriction of L(fS)∗.
If we contract only (−2)-curves (i.e. if S ⊆ C holds), then we know that Dsg(XS)
splits into a direct sum of singularity categories of ADE–surface singularities (Corol-
lary 6.49). In this case, it turns out that the diagram above admits an extension to
the right and that in fact all the triangulated categories in our (extended) diagram
split into blocks indexed by the isolated singularities of the Gorenstein scheme XS .
Let us fix some notations. For a singular point x ∈ SingXS let Rx = ÔXS ,x, let
fx : Yx → Spec (Rx) be the minimal resolution of singularities.
Proposition 6.58. Assume S ⊆ C. There exists a commutative diagram of trian-
gulated categories and functors such that the horizontal arrows are equivalences and
the columns are exact.
thick(mod− Λ/ΛeΛ)
⊕
x∈SingXS
ker(R(fx)∗)
Db(mod− Λ)
thick(eΛ)
⊕
x∈SingXS
Db(Coh Yx)
Perf(Rx)
Dsg(eΛe)
⊕
x∈SingXS
Dsg(Rx)
∼
//
 _

 _

⊕
x∈SingXS R(fx)∗
(−)e
 ∼
//
∼
// (6.49)
Proof. We need some preparation. Note that by the derived McKay correspondence
[91, 29], there are derived equivalences Db(Coh Yx) → Db(mod − Πx), where Πx is
the Auslander algebra of the Frobenius category of maximal Cohen–Macaulay Rx-
modules MCM(Rx). Now we have two Frobenius categories E1 := SCMNS(R) and
E2 :=
⊕
x∈SingXS MCM(Rx), which clearly satisfy the conditions (FM1)–(FM4) in
Subsection 5.3 and whose stable categories are Hom-finite, idempotent complete and
whose stable Auslander algebras satisfy (A1)–(A3) in Subsection 5.3. Furthermore,
E1 and E2 are stably equivalent by Corollary 6.49.
Now, by Theorem 5.32 there are triangle equivalences
Db(mod− Λ)/ thick(eΛ) ∼= per(Λdg(E1)) (6.50)⊕
x∈SingXS
Db(mod− Πx)/Perf(Rx) ∼= per
(
Λdg(E2)
)
(6.51)
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where by definition Λdg(E1) and Λdg(E2) are dg algebras that depend only on (the
triangulated structure of) the stable Frobenius categories E1 and E2. Since E1 and E2
are stably equivalent, these two dg algebras are isomorphic. Thus the combination
of the equivalences (6.50) and (6.51) yields a triangle equivalence
Db(mod− Λ)
thick(eΛ)
−→
⊕
x∈SingXS
Db(mod− Πx)
Perf(Rx)
(6.52)
which, in conjunction with the derived McKay Correspondence, yields the equiva-
lence of triangulated categories in the middle of (6.49).
Furthermore, the functors (−)e and⊕x∈SingXS R(fx)∗ are quotient functors with
kernels thick(mod−Λ/ΛeΛ) and⊕x∈SingXS ker(R(fx)∗), respectively. These subcat-
egories admit intrinsic descriptions (see Corollary 5.53). Hence there is an induced
equivalence, which renders the upper square commutative. This in turn induces an
equivalence on the bottom of (6.49), such that the lower square commutes. 
Remark 6.59. Using (6.48) together with an appropriate adaption of the techniques
developed in Section 4 may yield a more geometric explanation for the block decom-
position in (6.49).
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7. Singularity categories of gentle algebras
This section is based on our preprint [89]. We give an explicit description of the
singularity category Dsg(Λ) ∼= Db(Λ−mod)/Perf(Λ), where Λ is a finite dimensional
gentle algebra (see Definition 7.1 below). More precisely, the category Dsg(Λ) de-
composes into a finite product ofm-cluster categories of type A1, i.e. orbit categories
of the form Db(k −mod)/[m], where m is a natural number. As an application, we
recover a special case of a derived invariant for gentle algebras introduced by Avella-
Alaminos & Geiß [18]. Moreover, examples arising from singularity theory [36] and
from triangulations of unpunctured marked Riemann surfaces are discussed [8].
7.1. Main result. Let k be an algebraically closed field. In this section, all modules
are left modules.
Definition 7.1. A gentle algebra is a finite dimensional algebra Λ = kQ/I such
that:
(G1) At any vertex, there are at most two incoming and at most two outgoing
arrows.
(G2) The admissable two-sided ideal I is generated by paths of length two.
(G3) For each arrow β ∈ Q1, there is at most one arrow α ∈ Q1 such that αβ ∈ I
and at most one arrow γ ∈ Q1 such that βγ ∈ I.
(G4) For each arrow β ∈ Q1, there is at most one arrow α ∈ Q1 such that αβ /∈ I
and at most one arrow γ ∈ Q1 such that βγ /∈ I.
For a gentle algebra Λ = kQ/I, we denote by C(Λ) the set of equivalence classes
of repetition free cyclic paths α1 . . . αn in Q (with respect to cyclic permutation)
such that αiαi+1 ∈ I for all i, where we set n+ 1 = 1.
Example 7.2. An example of a gentle algebra Λ = kQ/I is given by the quiver Q
1 2 3 4
5 6 7 8
a b c
d e f g h
j ki
with two-sided ideal I generated by the relations ba, fe, jf , ej, kg, hk and gh.
Then C(Λ) = {jfe, kgh}.
Let i ∈ Q0 be a vertex lying on a cycle c ∈ C(Λ) and Pi = Λei be the corresponding
indecomposable projective Λ-module. The radical of Pi has at most two direct
summands R1 and R2. We consider the radical embedding, where one of R1 and R2
may be zero and exactly one of the arrows ι1 and ι2 lies on the cycle c
R1 ⊕ R2
(·ι1 ·ι2)−−−−−−→ Pi. (7.1)
Let R(c)i := Rj be the corresponding direct summand of the radical.
Example 7.3. In Example 7.2, we consider the vertex 6 lying on the cycle c = jfe.
The indecomposable projective Λ-module P6 and its radical summand R(c)6 have
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the form
2 3 4 7 6 5 1 2 7 8
6
5 1 2 7 8
e
i
b c g j i d a f k
d a f k
R(c)6
Let us look at another projective Λ-module from Example 7.2. Let c′ = kgh ∈ C(Λ).
Then the projective Λ-module P7 and its radical summands R(c)7 and R(c
′)7 have
the following form
6 5 1 2 7 8
7
8
j
k
i d a f k
R(c)7
R(c′)7
Note, that there is a non-zero morphism R(c′)7 → R(c)7. However, this morphism
factors over the projective P7 and thus vanishes in the stable category.
Geiß & Reiten [64] have shown that gentle algebras are Iwanaga–Gorenstein rings,
see Definition 2.2. Combining this result with Buchweitz Theorem 2.40, reduces the
description of the singularity category to the description of the stable category of
Gorenstein projective modules.
The following proposition is the main result of this section23:
Proposition 7.4. Let Λ = kQ/I be a finite dimensional gentle algebra.
(a) The indecomposable Gorenstein projective modules24 are given by
indGP(Λ) = ind proj−Λ ∪ {R(c)s(α1), . . . , R(c)s(αn)
∣∣c = α1 . . . αn ∈ C(Λ)}. (7.2)
(b) There is an equivalence of triangulated categories
Dsg(Λ) ∼=
∏
c∈C(Λ)
Db(k −mod)
[l(c)]
, (7.3)
where l(α1 . . . αn) = n and Db(k)/[l(c)] denotes the triangulated orbit cate-
gory, [95]. This category is also known as the (l(c) − 1)-cluster category of
type A1, [158].
We prove this result in Subsection 7.3 below.
23We would like to thank Jan Schro¨er for bringing this question to our attention
24 This notion was introduced in Definition 2.2.
137
Remark 7.5. As illustrated in Example 7.2 there may be non-trivial morphisms
between different indecomposable Gorenstein-projective Λ-modules. However, the
proof of Proposition 7.4 shows that all of them factor over some projective module.
Hence these morphisms vanish in the stable category.
Since derived equivalences induce triangle equivalences between the corresponding
singularity categories, Proposition 7.4 has the following consequence.
Corollary 7.6. Let Λ and Λ′ be gentle algebras. If there is a triangle equivalence
Db(Λ−mod) ∼= Db(Λ′ −mod), then there is a bijection of sets
f : C(Λ) ∼−→ C(Λ′), (7.4)
such that l(c) = l(f(c)) for all c ∈ C(Λ).
Remark 7.7. This is a special case of a derived invariant for gentle algebras intro-
duced by Avella-Alaminos & Geiß [18].
Example 7.8. The following two gentle algebras Λ = kQ/I and Λ′ = kQ′/I ′ are
not derived equivalent:
Q = 1
a
// 2 b
xx
, I = (b2)
and
Q′ = 1
a
** 2
b
jj , I ′ = (ab, ba).
7.2. Examples. The following geometric example was pointed out by Igor Burban.
Example 7.9. Let Xn be a chain of n projective lines
C1
s1
C2
· · ·
Cn−2
sn−2
Cn−1
sn−1
Cn
(7.5)
Using Buchweitz’ equivalence (1.2) and Orlov’s localization theorem [132], it is well-
known that there is an equivalence of triangulated categories
(Dsg(Xn))ω :=
(Db(CohXn)
Perf(Xn)
)ω
∼=
n−1⊕
i=1
MCM(Ond) ∼=
n−1⊕
i=1
Db(k −mod)
[2]
, (7.6)
where (−)ω denotes the idempotent completion (see Subsection 2.2) and MCM(Ond)
denotes the stable category of maximal Cohen–Macaulay modules over the nodal
singularity Ond = kJx, yK/(xy). In particular, there is a fully faithful triangle functor
Dsg(Xn)→
n−1⊕
i=1
MCM(Ond), (7.7)
which is induced by
Db(CohXn) ∋ F 7→ (F̂s1, . . . , F̂sn−1) ∈
n−1⊕
i=1
Ond −mod, (7.8)
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where s1, . . . , sn−1 denote the singular points of Xn. For 1 ≤ l ≤ m ≤ n, let
O[l,m] be the structure sheaf of the subvariety
⋃m
k=l Ck ⊆ Xn. Here, the Ci denote
the irreducible components of Xn as shown in (7.5). Then (7.8) maps O[1,i] to
(Ond, . . . , Ond, kJxK, 0, . . . , 0) and O[j,n] to (0, . . . , 0, kJyK, Ond, . . . , Ond), where kJxK
and kJyK are located in the i-th and j-th place, respectively. In particular, (7.7)
is essentially surjective. Therefore, the singularity category Dsg(Xn) is idempotent
complete.
We explain an alternative approach to obtain the equivalence (7.7), which uses
and confirms Proposition 7.4. Burban [36] showed that Db(CohXn) has a tilting
bundle with endomorphism algebra Λn
0
1 2 · · · n− 1 n
γ1 γ2
a1 a2 an−2 an−1
b1 b2 bn−2 bn−1
bounded by the relations aibi = 0 = biai for all 1 ≤ i ≤ n − 1. Hence we have a
triangle equivalence Db(CohXn)→ Db(Λn −mod) inducing a triangle equivalence
Dsg(Xn) ∼−→ Dsg(Λn). (7.9)
Since Λn is a gentle algebra, we can apply Proposition 7.4.
C(Λn) = {c1 = a1b1, . . . , cn−1 = an−1bn−1}
consists of n − 1 cycles of length two. Therefore Dsg(Λ) is equivalent to the right
hand side of (7.6).
We conclude this example by giving the indecomposable Gorenstein projective
Λ-modules. For each i ∈ {1, . . . , n− 1}, we have two indecomposable GPs
R(ci)i := i+ 1
ai+1−−→ i+ 2 ai+2−−→ · · · an−1−−−→ n (7.10)
R(ci)i+1 := i
bi−1−−→ i− 1 bi−2−−→ · · · b1−→ 1 (7.11)
Assem, Bru¨stle, Charbonneau-Jodoin & Plamondon [8] studied a class of gentle
algebras A(S,Γ) arising from a triangulation Γ of a marked Riemann surface S =
(S,M) without punctures. In particular, they show that the ‘inner triangles’ of Γ
are in bijection with the elements of C(A(S,Γ)), which are all of length three. This
has the following consequence.
Corollary 7.10. In the notation above, the number of direct factors in the decom-
position (7.3) of the singularity category Dsg(A(S,Γ)) equals the number of inner
triangles of Γ.
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Example 7.11. A prototypical case is the hexagon S with six marked points on the
boundary. We consider the following triangulation Γ with exactly one inner triangle.
α1
α2
α3
••
••
••
The corresponding gentle algebra A(S,Γ) is a 3-cycle with relations α2α1 = 0,
α3α2 = 0 and α1α3 = 0. This is a selfinjective algebra. Hence the singularity
category Dsg(A(S,Γ)) is triangle equivalent to the stable module category A(S,Γ)−
mod, by (1.2). This is in accordance with Proposition 7.4 and Corollary 7.10.
Remark 7.12. More generally, the algebras arising as Jacobian algebras from ideal
triangulations of Riemann surfaces with punctures are usually of infinite global di-
mension. It would be interesting to study their singularity categories and relate
them to the triangulation.
We conclude this subsection with a more complicated example.
Example 7.13. Let Λ be the algebra given by the following quiver
1
2 3 5 6 7
10 9 8
a6 a5
a1 a2 a3 a4
b1
b2
b3
b4b7
b5 b6
c
bounded by the relations ai+1ai = 0 for i = 1, . . . , 6, bj+1bj = 0 for j = 1, . . . , 7 and
c2 = 0, where we set a7 := a1, b8 := b1 and so forth. This is a gentle algebra and
C(Λ) = {a6 · . . . · a1, b7 · . . . · b1, c}. Proposition 7.4 yields a triangle equivalence
Dsg(Λ) ∼= D
b(k −mod)
[6]
⊕ D
b(k −mod)
[7]
⊕ D
b(k −mod)
[1]
(7.12)
7.3. Proof. We need an auxiliary result about submodules of projective modules
over gentle algebras. For this, we use the classification of the indecomposable mod-
ules over gentle algebras: indecomposable modules are either string or band modules
and are given by certain words in the alphabet {α, α−1∣∣α ∈ Q}, we refer to Butler
& Ringel [42] for a detailed account.
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Let Λ = kQ/I be a gentle algebra. The indecomposable projective Λ-modules are
either simple or of the following form:
•

•

❅❅
❅❅
❅❅
❅
⑦⑦
⑦⑦
⑦⑦
⑦
• or • •
•

•
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
• • •

❅❅
❅❅
❅❅
❅
•
(7.13)
Lemma 7.14. Let M = M(w) be an indecomposable Λ-module, such that the cor-
responding word w contains
α−1β =
x
α

❄❄
❄❄
❄❄
❄❄
z
β
⑧⑧
⑧⑧
⑧⑧
⑧⑧
y
(7.14)
with α 6= β as a subword. Then there is no projective Λ-module P such that M ⊆ P
is a submodule.
Remark 7.15. In the picture (7.14), the letters x, y, z represent basis vectors of the
module M . We do not exclude the case x = z. For example, the indecomposable
injective module I2 over the Kronecker quiver 1
((
66 2 is of the form (7.14), with
pairwise different basis vectors x, y, z. On the other hand, the indecomposable
modules
k
1
++
λ
33 k
with λ ∈ k∗ contain a subword α−1β but we have to identify x and z in (7.14).
Proof. Assume M is a submodule of a projective module P . We distinguish the two
cases discussed in Remark 7.15. If x 6= z, then we must have basis vectors x′ 6= z′ in
P such that αx′ = βz′ 6= 0. In view of the form of the indecomposable projectives
(7.13), such basis vectors cannot exist. Contradiction. The second case x = z is
treated in a similar way. 
Throughout the proof, we use the properties (GP1)–(GP2) of Gorenstein pro-
jective modules over Iwanaga–Gorenstein rings, which were proved in Proposition
2.8.
7.3.1. Proof of part (a). Let c ∈ C(Λ) be a cycle, which we label as follows 1 α1−→
2
α2−→ · · · αn−1−−−→ n αn−→ 1. Then there are short exact sequences
0→ R(c)i → Pi → R(c)i−1 → 0, (7.15)
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for all i = 1, . . . , n. In particular, for every n ≥ 0, R(c)i may be written as a
nth-syzygy module Ωn(X), for some Λ-module X . Thus, R(c)i ∈ GP(Λ) by (GP2).
Since projective modules are GP by definition, this shows the inclusion ‘⊇′ in (a).
It remains to show that there are no further Gorenstein-projective modules. By
property (GP2), we only have to consider submodules of projective modules. Using
Lemma 7.14, we can exclude all modules which correspond to a word containing
α−1β. In particular, band modules are not GP.
We claim that an indecomposable Gorenstein-projective Λ-module M containing
a subword of the form αβ−1, with α 6= β is projective. We think of αβ−1 as a ‘roof’,
where s, t, u are basis vectors of M , such that α · t = s and β · t = u.
t
α
    
  
  
   β

❃❃
❃❃
❃❃
❃❃
s u
(7.16)
By (GP2), M is a submodule of some projective module P . Let U(t) ⊂ P be the
submodule generated by the image of t in P . The properties (G1) and (G2) imply
that U(t) is projective. If U(t) ( M , then M contains a subword of the form α−1β,
with α 6= β. By Lemma 7.14 this cannot happen. So we see that M ∼= U(t) is
indeed projective.
We have reduced the set of possible indecomposable GP Λ-modules to projective
modules or direct strings S = βn . . . β1. We also allow S to consists of a single
lazy path ei (this corresponds to a simple module). Let M(S) be the corresponding
Λ-module. If M(S) is properly contained in some projective module P , then there
exists an arrow α such that βn . . . β1α /∈ I and γβn . . . β1α ∈ I for every arrow
γ ∈ Q1. It follows that M(S) is a direct summand of the radical of Ps(α).
We have already said that the radical of an indecomposable projective Λ-module
P has at most two indecomposable direct summands R1 and R2 (7.1). We need the
following claim: if ιi does not lie on a cycle c ∈ C(Λ) then Ri has finite projective
dimension.
If Ri is not projective the situation locally looks as follows (we allow n to be zero)
· · · σ · · · •
· · ·
ιi β1 βn
ψ1 Ri
where ψ1ιi ∈ I. Moreover, ψ1 cannot lie on a cycle, since this would contradict our
assumption on ιi. We have a short exact sequence
0→ R′ ψ1−→ Pσ → Ri → 0 (7.17)
where R′ is a direct summand of the radical of Pσ. R′ has the same properties as
Ri, so we may repeat our argument. After finitely many steps, one of the occuring
radical summands will be projective and the procedure stops. Indeed, otherwise we
get a path . . . ψm . . . ψ1ι1, such that every subpath of length two is contained in I.
Since there are only finitely many arrows in Q, this path is a cycle. Contradiction.
142
Hence Ri has finite projective dimension. Thus it is GP if and only if it is projective,
by (GP1).
We have shown that indecomposable GP modules are either projective or direct
summands of the radical of some indecomposable projective, such that the radical
embedding is defined by multiplication with an arrow on a cycle c ∈ C(Λ). This
proves part (a).
7.3.2. Proof of part (b). By Buchweitz’ equivalence (1.2), it suffices to describe the
stable category GP(Λ). By part (a), the indecomposable objects in this category
are precisely the radical summands R(c)i for a cycle c ∈ C and (7.15) shows that
R(c)i[1] ∼= R(c)i−1. In particular, R(c)i[l(c)] ∼= R(c)i. It remains to prove that
HomΛ(R(c)i, R(c
′)j) = δijδcc′ · k. R(c)i is given by a string of the following form (it
starts in σ and we allow n = 0)
ιi
// σ
β1
// . . .
βn
// •, (7.18)
Here, ιi is on the cycle c ∈ C(Λ) and β1ιi /∈ I, if n 6= 0. If there is a non-zero
morphism of Λ-modules from R(c)i to R(c
′)j, then the latter has to be a string of
the following form
R(c′)j : σ′
β′1
// . . .
β′m
// σ
β1
// · · · βk // •, (7.19)
where we allow k = 0 or m = 0. If both k and m are zero, then (G3) and our
assumption that R(c′)j is a submodule of an indecomposable projective Λ-module
imply that there is only one arrow starting in s. Namely, the arrow on the cycle.
Hence, n = 0 and therefore R(c)i = R(c
′)j. If k 6= 0 and m = 0, then R(c)i = R(c′)j
as well.
In both cases, EndΛ(R(c)i) ∼= k. Note, that the simple module Sσ can appear (at
most) twice as a composition factor of R(c)i. However, in that case, R(c)i locally
has the following form · · · → σ α−→ · · · → •, where α 6= β1 lies on the cycle c (see
also Example 7.3). In particular, this does not yield additional endomorphisms.
If k 6= 0 and m 6= 0, then it follows from (G4) that β ′m = ιi. If k = 0, m 6= 0 and
β ′m 6= ιi then there are two different arrows ending in σ. Since ιi is on a cycle there
is an arrow γ : σ → •, such that γιi ∈ I. It follows from (G3) that γβ ′m /∈ I. Since
R(c′)j is a submodule of a projective Λ-module the corresponding path starting in
σ′ has to be maximal. In particular, it does not end in σ. Contradiction. So we
have β ′m = ιi.
In both cases our morphism factors over a projective module
R(c)i → Ps(ιi) → R(c′)j (7.20)
and therefore HomΛ(R(c)i, R(c
′)j) = 0. This completes the proof.
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