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We study geometric analysis of the measure contraction property on
sub-Riemannian manifolds. In this thesis, a sub-Riemannian manifold
means a manifold with the metric structure determined by a twisted
sub-bundle of the tangent bundle of the manifold. We prove an ana-
logue of the splitting theorem of J. Cheeger and D. Gromoll for sub-
Riemannian manifolds and investigate the level sets of the Busemann
function of a straight line of a sub-Riemannian manifold. Although
the sub-Riemannian geometry includes the Riemannian geometry as
special cases, the study of the metric structure of a sub-Riemannian
manifold is different from that of a Riemannian manifold. We do not
have the differential geometric notions like the connection or the curva-
ture for our splitting theorem. Instead, we use the measure contraction
property. The measure contraction property is a generalization of the
condition that the Ricci curvature is bounded from below for general
metric measure spaces.
1.1. Sub-Riemannian geometry. Let M be an n-dimensional con-
nected differentiable manifold and D a sub-bundle of the tangent bun-
dle TM . The sub-bundle D is endowed with a positive definite inner
product 〈·, ·〉. We denote by | · | the associated norm. We define the
distance d(p, q) between any two points p, q ∈ M by





where c : [0, 1] → M runs over all absolutely continuous curves [31,
§1.4] satisfying ċ(t) ∈ Dc(t) for almost every t ∈ [0, 1] and c(0) =
p, c(1) = q. Note that, in general, the topology given by the distance
function d(·, ·) does not coincide with the topology of the manifold M .
We need the following condition for the sub-bundle D to study the
metric structure determined by the distance function d(·, ·).
Definition 1.1 (see [22, 31]). Let m ∈ N be the rank of the sub-bundle
D. We say that D satisfies Hörmander’s condition if there exists a
number r ∈ N such that for any point p ∈ M and any local frame
X1, . . . , Xm of D around p, the iterated Lie brackets of X1, . . . , Xm,
X1, . . . , Xm, [Xi, Xj], . . . , [Xi1 , [Xi2 , [. . . , [Xir−1 , Xir ] . . . ]]]
for all of i, j, . . . , i1, . . . , ir = 1, . . . ,m span the tangent space TpM .
Theorem 1.2 (Chow-Rashevskii Theorem). If the subbundle D ⊂
TM satisfies Hörmander’s condition, then the distance function d(·, ·)
induces the original topology of the manifold M .
In this thesis, we call the distance function d the sub-Riemannian
distance function and such a triple (M,D, d) a sub-Riemannian man-
ifold if the sub-bundle D satisfies Hörmander’s condition. A geodesic
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with respect to the distance function d is called a horizontal geodesic
(see §2). Hörmander’s condition suggests that for any two points in
M , there exists a horizontal geodesic connecting them from Theorem
1.2. The motivation of Theorem 1.2 is due to Carathéodory’s theorem
that is developed in order to derive the second law of thermodynamics
and the existence of the entropy function. See [6, §3.2] for the precise
statement of Carathéodory’s theorem. A sub-Riemannian manifold is
also called a Carnot-Carathéodory space. It is known that the solutions
of various minimizing problems are identified with the horizontal mini-
mizing geodesics by choosing the sub-Riemannian manifolds (M,D, d)
[6, 31]. For these reasons, the horizontal geodesics have been studied
for a long time. However, the behavior of the horizontal geodesics is
quite complicated in general. As we mention in §2, there are horizontal
geodesics called singular geodesics whose behavior is different from that
of the Riemannian geodesics. Even if we restrict our attention to the
nonsingular geodesics, we do not know if there exists any differential
geometric notion like the connection or the curvature to investigate the
behavior of the horizontal geodesics. For this difficulty, we study the
metric structure of a sub-Riemannian manifold by using the geometric
analysis developped on metric measure spaces and Jacobi fields in the
Riemannian geometry.
1.2. Measure contraction property.
Definition 1.3. Let (X, d) be a metric space. The length of a contin-
uous curve c : [0, T ] → X with respect to the distance function d is de-
fined by l(c) := sup
∑N
i=1 d(c(ti−1), c(ti)), where the supremum is taken
over all partitions 0 = t0 < t1 < · · · < tN = T of [0, T ]. We call (X, d) a
geodesic space if for any two points x, y ∈ X, there exists a continuous
curve c : [0, T ] → X satisfying c(0) = x, c(T ) = y and d(x, y) = l(c). A
continuous curve c : [0, T ] → X satisfying d(c(0), c(T )) = l(c) is called
a minimal geodesic.
We consider a Borel measure µ on a geodesic space (X, d) satisfying
the following conditions (1) and (2).
(1) 0 < µ(B(x, r)) < +∞ for every x ∈ X and r > 0, where B(x, r)
is the open metric ball with center x and radius r.
(2) There exists a measurable map Φ : M × [0, 1] × M → M such
that for every x ∈ X and µ-almost every y ∈ X, the curve
Φ(x, · , y) : [0, 1] → X is the unique minimal geodesic from x to
y satisfying d(x, Φ(x, t, y)) = t d(x, y) for all t ∈ [0, 1].
We call the map Φ the contraction map.
Remark 1.4. The condition (2) implies that there exists the inverse
map of Φ(x, t, ·) on Φ(x, t,X) for every point x ∈ X and t ∈ (0, 1], say
the expansion map Φ(x, t, ·)−1 : Φ(x, t,X) → X.
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We define the measure contraction property.








κ if κ > 0,





|κ| if κ < 0.
Let (X, d) a geodesic space and µ a Borel measure on X satisfying the
condition (1) and (2). We fix two arbitrary real numbers N ∈ [1, +∞)
and κ ∈ R. We say that the triple (X, d, µ) has MCP(κ,N) if it satisfies
that for any point x ∈ X and any real number t ∈ (0, 1], we have∫
Φ(x,t,X)
f ◦ Φ(x, t, ·)−1(y) dµ(y) ≥
∫
X




for any nonnegative measurable function f : X → [0, +∞) such that
f has compact support contained in X − {x}, and if κ > 0, then its
support is also contained in the open metric ball B(x, π/
√
κ) centered
at x of radius π/
√
κ.
This is a generalization of the condition that the Ricci curvature is
bounded from below by the constant κ ∈ R. Our motivation to consider
the measure contraction property comes from the mean curvature com-
parison theorem of metric spheres (see [9, Appendix 2] and [19, Chapter
5.I+]) and studies of the heat kernel and the diffusion process associ-
ated with a Dirichlet form on a metric measure space by K.T. Sturm
[43]. For an n-dimensional Riemannian manifold, MCP(κ, n) is equiv-
alent to the condition Ric ≥ κ. See Theorem 3.4. On the other hand,
there is another generalization of the Ricci curvature bound, called the
curvature-dimension condition. See Definition 3.23. The curvature-
dimension condition implies the measure contraction property under
the non-branching assumption (see Theorem 3.29) and provides the
perfect generalization of a lower Ricci curvature bound for Riemann-
ian manifolds. See Theorem 3.25 and [45]. However, the Heisenberg
group Hn in Example 3.16 with the Lebesgue measure does not sat-
isfy the curvature-dimension condition but has the measure contrac-
tion property (see Theorems 3.17 and 3.30). The Heisenberg group
is the simplest sub-Riemannian manifold that is not a Riemannian
manifold. These results suggest that the measure contraction property
is suitable for discussing the geometric analysis on sub-Riemannian
manifolds. Unfortunately, we do not know sub-Riemannian manifolds
having the measure contraction property except the Heisenberg group
Hn and Riemannian manifolds. We mention two measures in §5, the
sub-Riemannian Hausdorff measure and Popp’s measure both natu-
rally defined on a sub-Riemannian manifold. A.A. Agrachev and P.
Lee [2] calculate the volume growth of Popp’s measure along horizon-
tal geodesics to obtain the measure contraction property. In §6, we
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calculate the Jacobian determinant of the contraction map for a class
of sub-Riemannian manifolds with the Riemannian volume measures.
1.3. Splitting theorems for various metric spaces. Let a pair
(X, d) be a metric space.
Definition 1.6. We say that a curve γ : R → X is a straight line if for
any two real numbers a < b, we have d(γ(a), γ(b)) = |b − a|. We say
that a curve γ : [0, +∞) → X is a ray if for any two nonnegative real
numbers a < b, we have d(γ(a), γ(b)) = |b − a|.
Definition 1.7. Let γ : [0, +∞) → X be a ray. We define the Buse-
mann function bγ of γ by
bγ(x) := lim
t→+∞
( t − d(x, γ(t)) )
for any point x ∈ X.
The celebrated splitting theorem of J. Cheeger and D. Gromoll is an
important theorem in the Riemannian geometry. See [11, Theorem 2].
Theorem 1.8 (J. Cheeger and D. Gromoll). Let (M, g) be a complete
Riemannian manifold with nonnegative Ricci curvature. If (M, g) con-
tains a straight line γ, then there exists a complete Riemannian man-
ifold X such that M is isometric to the Riemannian product X × R.
This theorem has applications to study the universal covering space,
the fundamental group and the holonomy group of a compact Riemann-
ian manifold with nonnegative Ricci curvature. See [11, Theorem 3, 4
and 6] and [10].
K. Kuwae and T. Shioya studied an analogue of the splitting the-
orem for Alexandrov spaces [27, Theorem 1.1], where an Alexandrov
space is a metric space with the generalized notion of sectional curva-
ture bounded from below. They proved that a splitting theorem for
Alexandrov spaces holds homeomorphically under the measure contrac-
tion property instead of the nonnegativity of Ricci curvature, however
it is not known whether it holds isometrically or not. While the Ricci
tensor is not defined on an Alexandrov space, the measure contraction
property can be formulated instead.
Remark 1.9. (1) H.C. Zhang and X.P. Zhu proved an isometric
splitting theorem for Alexandrov spaces under some condition
stronger than MCP(κ,N) and CD(κ,N) [47].
(2) A sub-Riemannian manifold that is not a Riemannian manifold
is not an Alexandrov space, since the Hausdorff dimension of the
sub-Riemannian manifold is strictly greater than the dimension
as a manifold. See Theorem 5.5.
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As one of our main theorems, we provide a sub-Riemannian version
of Theorem 1.8 along the discussion of the proof of the splitting theo-
rem by K. Kuwae and T. Shioya. Let (M,D, d) be a sub-Riemannian
manifold. We give a Lebesgue measure µ on M , i.e., an absolutely con-
tinuous measure with respect to the Lebesgue measure on each chart
and has a continuous density function. We consider the following con-
dition for the triple (M,d, µ).
(∗) The metric space (M,D, d) is a complete sub-Riemannian man-
ifold that does not contain nontrivial singular minimizers. The
triple (M,d, µ) has MCP(0, N) for a real numberN ∈ [1, +∞).
A singular minimizer for a sub-Riemannian manifold is defined in Def-
inition 2.1.
Theorem 1.10. If (M,d, µ) satisfies the condition (∗) and contains a
straight line γ, then the following (1), (2) and (3) hold.
(1) The Busemann function bγ of γ is smooth.
(2) Any integral curve of ∇bγ is a straight line.
(3) The 1-parameter group generated by the vector field ∇bγ pro-
vides a diffeomorphism between M and b−1γ (0) × R.
The proof of Theorem 1.10 mostly follows the argument in [11]. The
main differences are the proofs of the Laplacian comparison theorem
and a maximum principle from MCP(κ,N). The Laplacian compar-
ison theorem is besed on an idea of [27]. Our maximum principle is
induced from Kuwae’s maximum principle [26], which is stated in the
framework of Dirichlet forms. In our setting, we define a Dirichlet
form associated with the sub-Riemannian structure. We rely on some
analytic results in [20, 37, 42] to check the assumptions in Kuwae’s
maximum principle. Although there are many results about the local
structure of sub-Riemannian manifolds [2, 3, 4, 14, 28, 30, 31], there are
only few results about the global structure. Theorem 1.10 is a result
of the global structure of sub-Riemannian manifolds.
A.A. Agrachev and P. Lee proved that for a contact distribution on
a 3-dimensional manifold, the nonnegativity of the generalized Ricci
curvature defined in [2] implies MCP(0, 5) for an appropriate measure.
Combining Theorem 1.10 with this, we have the following corollary.
Corollary 1.11. Let (M,D, d) be a compact 3-dimensional contact
sub-Riemannian manifold with nonnegative generalized Ricci curvature
in the sense of [2]. If the fundamental group π1(M) of M is an infinite
group, then the universal covering space M̃ of M is diffeomorphic to
either S2 × R or R3.
Unfortunately, in the higher-dimensional case, Theorem 1.10 is not
applicable to the studies of the universal covering space, the fundamen-
tal group and the holonomy group of a compact Riemannian manifold
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with nonnegative Ricci curvature [11, Theorem 3, 4 and 6] because we
merely show that the splitting is diffeomorphic. We have a non-splitting
theorem under the following condition on D.
(∗∗) There exists a point p ∈ M such that for any vector v ∈ Dp −
{0}, there exists a vector w ∈ Dp satisfying [V,W ]p /∈ D p, where
V,W are any extensions of v, w to vector fields tangent to D
respectively.
Theorem 1.12. If (M,d, µ) satisfies the condition (∗) and if D satisfies
the condition (∗∗), then there does not exist any metric space X such
that M is isometric to the product metric space X × R.
Remark 1.13. (1) If the subbundle D is a fat distribution (see
Definition 2.2) and D 6= TM , then D satisfies the condition
(∗∗). In particular, every contact distribution satisfies the con-
dition (∗∗).
(2) Theorem 1.12 holds without the condition (∗∗) if we assume
that the metric space X is a sub-Riemannian manifold since
the product metric space X × R contains nontrivial singular
minimizers. See Remark 4.31.
(3) A sub-Riemannian manifold with nonnegative generalized Ricci
curvature in the sense of [2] with an appropriate measure satis-
fies the assumptions of Theorem 1.12, since any sub-Riemannian
manifold associated with a contact distribution does not contain
nontrivial singular minimizers. For example, the 3-dimensional
Heisenberg group is such a sub-Riemannian manifold.
Let (X,D, d) be a sub-Riemannian manifold. We construct some
examples which split isometrically by taking the product metric space
(X × R, dX×R). As we mention in Remark 4.31, the sub-Riemannian
manifold (X×R,D⊕TR, dX×R) contains nontrivial singular minimizers.
We need to understand the behavior of nontrivial singular minimizers
to obtain an isometric analogue of Theorem 1.8 for sub-Riemannian
manifolds.
We have another non-splitting theorem.
Definition 1.14. Let (X, dX) and (Y, dY ) be two metric spaces with
smooth manifold structures. A smooth map f : X → Y is called an
infinitesimally Lipschitz map along smooth curves if for every smooth
curve c : [0, ε] → X for some ε > 0, we have
lim sup
s→0
dY (f ◦ c(s), f ◦ c(0))
dX(c(s), c(0))
< +∞.
A diffeomorphism f : X → Y is called an infinitesimally bi-Lipschitz
diffeomorphism along smooth curves if both f and f−1 are infinitesi-
mally Lipschitz maps along smooth curves.
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Theorem 1.15. Let (M,D, d) be a sub-Riemannian manifold satis-
fying the condition (∗∗). Then, there does not exist any metric space
(X, dX) endowed with a smooth manifold structure such that (M,D, d)
is infinitesimally bi-Lipschitz diffeomorphic along smooth curves to
(X × R, dX×R), where dX×R is the product distance function.
Remark 1.16. The locally bi-Lipschitz condition is stronger than the
infinitesimally bi-Lipschitz along smooth curves condition.
The Heisenberg group with the Lebesgue measure (Hn, µ) satisfies all
the assumptions of Theorems 1.10, 1.12 and 1.15. Theorem 1.10 implies
that the level sets of the Busemann functions of any straight lines in
Hn are smooth submanifolds, while the level sets of the Busemann
functions in Theorem 1.8 are totally geodesic. Theorems 1.12 and 1.15
suggest that the behavior of the level sets of the Busemann functions
in Hn is more complicated than that in Theorem 1.8. There are sub-
Riemannian analogues of the second fundamental form and the mean
curvature for hypersurfaces. See Definitions 7.8 and 7.12. We study
them for the level sets of the Busemann functions in §7.
After our splitting theorem, S. Ohta proved a splitting theorem for
Finsler manifolds [36]. A Finsler manifold is a manifold with a norm on
the tangent space at each point. He proved a splitting theorem under
the curvature-dimension condition CD(0, N). A Finsler manifold has
the notion of the Ricci curvature determined by the Chern connection.
S. Ohta generalized the Ricci curvature to the weighted Ricci curvature
and proved that the curvature-dimension condition is equivalent to the
condition that the weighted Ricci curvature is bounded from below
[35, Theorem 1.2]. We note that Rn with a norm and the Lebesgue
measure also has MCP(0, n) and contains a straight line but does not
split isometrically in general.
The organization of this thesis is as follows. In §2, we review some
definitions and facts on geodesics on a sub-Riemannian manifold. In
§3, we summarize several geometric results of the measure contraction
property for general metric measure spaces and the measure contraction
property for the Heisenberg group. In §4, we prove Theorems 1.10,
1.12, 1.15 and Corollary 1.11. In §5, we give a brief exposition of the
sub-Riemannian Hausdorff measure, Popp’s measure and state a result
of the density function of Popp’s measure with respect to the spherical
Hausdorff measure. In §6, we calculate the Jacobian determinant of the
contraction map of sub-Riemannian manifolds of some special class.
In §7, we mention the horizontal second fundamental form and the
horizontal mean curvature for a hypersurface on the Heisenberg group
and we calculate them for the level sets of the Busemann function of a
straight line of the Heisenberg group.
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2. Preliminaries
In this section, we mention some basic notions about sub-Riemannian
geodesics. We say that an absolutely continuous curve γ : [0, T ] → M ,
T > 0, is a minimizing geodesic if γ satisfies γ̇(t) ∈ Dc(t) for al-
most all t ∈ [0, T ] and
∫ T
0
|γ̇| dt = d(γ(0), γ(T )). We call γ a hor-
izontal geodesic or simply a geodesic if γ is a locally minimizing ge-
odesic. For any point p0 ∈ M and any positive number T > 0 we
denote by Ω([0, T ], p0 ;D) the set of all absolutely continuous curves
c : [0, T ] → M that start at p0 and satisfy
∫ T
0
|ċ(t)|2 dt < +∞. We de-
fine the endpoint map end: Ω([0, T ], p0 ;D) → M by end(c) := c(T ) for
any curve c ∈ Ω([0, T ], p0 ;D). There is a suitable differential structure
on Ω([0, T ], p0 ;D) so that the endpoint map is differentiable [31].
Definition 2.1. A singular curve is a critical point of the endpoint
map. If a singular curve is a geodesic, we call it a singular geodesic,
and if it is a minimizing geodesic, we call it a singular minimizer.
In non-Riemannian sub-Riemannain manifolds, all constant curves
are singular curves. We call a nonconstant singular curve a nontrivial
singular curve. The behavior of singular curves is very complicated and
not much is known in general. Throughout this thesis, we assume that
a sub-Riemannian manifold (M,D, d) does not contain nontrivial sin-
gular minimizers unless stated otherwise. There is a well-known class
of sub-Riemannian manifolds without nontrivial singular minimizers.
Definition 2.2. We call D a fat distribution or strong bracket gener-
ating distribution if the following holds. Let p be any point of M and
X1, . . . , Xm any local frame of D around p. For any section X of D
that does not vanish at p, the subspace spanned by the vectors at p of
X1, . . . , Xm, [X1, X], . . . , [Xm, X]
coincides with the tangent space TpM .
If D is a fat distribution, then (M,D, d) does not contain nontrivial
singular minimizers [31]. Any contact distribution is a fat distribution
[31]. According to [12, 13, 16], there is another method to obtain classes
of sub-Riemannian manifolds without nontrivial singular minimizers.
In general, we are not able to write down the sub-Riemannian geo-
desic equation as a second order ODE of the coordinate of the curve
(x1(t), . . . , xn(t)) such as the Riemannian case. Instead of the geodesic
equation, we consider a Hamiltonian equation on the cotangent bundle
T ∗M and exponential maps adapted to the sub-Riemannian strucure
in the following (cf. [31]).
We define a linear map gp : T
∗
p M → Dp by 〈 gp(ξ), v 〉p := ξ(v) for
any p ∈ M , v ∈ Dp, ξ ∈ T ∗p M . We lift the metric 〈·, ·〉p to the cotan-
gent space T ∗p M as (ξ, η)p := 〈 gp(ξ), gp(η) 〉p for any ξ, η ∈ T ∗p M . We
define a function H on the cotangent bundle T ∗M by H(ξ) := (ξ, ξ)p/2
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for any p ∈ M and ξ ∈ T ∗p M . Then the Hamiltonian vector field ~H
is determined by using the canonical symplectic structure of T ∗M re-
garding H as the Hamiltonian function. The Hamiltonian equation is
written as ξ̇(t) = ~Hξ(t). If we take any initial value ξ0 ∈ T ∗p M , then
the solution of this equation exists and is uniquely determined. We are
able to define the exponential map expp : T
∗
p M → M for each p ∈ M
by expp(ξ0) := π ◦ ξ(1) for any ξ0 ∈ T ∗p M , where π : T ∗M → M is the
canonical projection of the cotangent bundle T ∗M and ξ : [0, 1] → T ∗M
is the unique solution of the Hamiltonian equation with ξ0 as the initial
value. The curve π ◦ ξ(t) is always a geodesic on M [31].
Definition 2.3. A curve c : [0, 1] → M is a normal geodesic if there
exists a solution ξ : [0, 1] → T ∗M of the Hamiltonian equation such
that c = π ◦ ξ. We call ξ a lift of c on the cotangent bundle T ∗M .
Remark 2.4. In general, there exist sub-Riemannian geodesics that
do not satisfy the Hamiltonian equation. Such geodesics behave quite
different from the Riemannian ones, and it is not known whether they
are always smooth or not [31]. Since we have assumed that a sub-
Riemannian manifold (M,D, d) does not admit nontrivial singular min-
imizers, all minimal geodesics on M are normal [31].
Finally we mention the cut locus of a point in a sub-Riemannian
manifold.
Definition 2.5. For a point p ∈ M , a point q ∈ M is not a cut point
of p if there exist positive number δ > 0, a point q′ ∈ M and a minimal
geodesic γ : [ 0, d(p, q)+ δ ] → M that satisfies γ(0) = p, γ(d(p, q)) = q,
and γ(d(p, q) + δ) = q′. We define
Cut(p) := { q ∈ M | q is a cut point of p } ∪ {p}
and call it the cut locus of p.
Remark 2.6. According to [16, Proposition 5.10], the distance func-
tion rp(·) := d(p, · ) for a fixed point p ∈ M is C1 on Mp := M−Cut(p)
and the Hausdorff dimension of Cut(p) is smaller than n since we have
assumed that (M,D, d) does not admit nontrivial singular minimizers.
According to [31, Theorem 2.17], if the subbundle D is regular at any
point p ∈ M , then the Hausdorff dimension of a sub-Riemannian mani-
fold (M,D, d) is greater than or equal to n and the Lebesgue measure µ
on M is absolutely continuous with respect to the Hausdorff measure,
so that µ(Cut(p)) = 0 for any point p ∈ M .
3. Measure contraction property
There are many results of the measure contraction property for the
geometric aspects [9, 19, 27, 33, 34, 46] and for the probabilistic as-
pects [43, 44]. In this section, we mention the geometric results of the
measure contraction property for a general metric space by S. Ohta
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[33, 34]. We compare the results of S. Ohta with the results of the
measure contraction property for the Heisenberg group by N. Juillet
[25]. Finally we mention the result of the curvature-dimension condi-
tion for the Heisenberg group by N. Juillet. We use their results in the
proof of our main theorem.
3.1. Geometric results of the mesure contraction property.
Definition 3.1. Let (X, d) be a metric space. The length of a contin-
uous curve c : [0, T ] → X with respect to the distance function d is de-
fined by l(c) := sup
∑N
i=1 d(c(ti−1), c(ti)), where the supremum is taken
for all partitions 0 = t0 < t1 < · · · < tN = T of [0, T ]. We call (X, d) a
geodesic space if for any two points x, y ∈ X, there exists a continuous
curve c : [0, T ] → X satisfying c(0) = x, c(T ) = y and d(x, y) = l(c). A
continuous curve c : [0, T ] → X satisfying d(c(0), c(T )) = l(c) is called
a minimal geodesic.
We consider a Borel measure µ on a geodesic space (X, d) satisfying
the following conditions (1) and (2).
(1) 0 < µ(B(x, r)) < +∞ for every x ∈ X and r > 0, where B(x, r)
is the open metric ball with the center x of radius r.
(2) There exists a measurable map Φ : M × [0, 1] × M → M such
that for every x ∈ X and µ-almost every y ∈ X, the curve
Φ(x, · , y) : [0, 1] → X is the unique minimal geodesic from x to
y satisfying d(x, Φ(x, t, y)) = t d(x, y) for all t ∈ [0, 1].
We call the map Φ the contraction map.
Remark 3.2. The cut locus Cut(x) of a point x ∈ X is defined in
the same way as in Definition 2.5. The condition (2) implies that
µ(Cut(x)) = 0 for every point x ∈ X and there exists an inverse map
of Φ(x, t, ·) on Φ(x, t,X) for every point x ∈ X and t ∈ (0, 1] called
expansion map Φ(x, t, ·)−1 : Φ(x, t,X) → X.
We define the measure contraction property.








κ if κ > 0,





|κ| if κ < 0.
Let (X, d) a geodesic space and µ a Borel measure on X satisfying the
conditions (1) and (2). We fix two arbitrary real numbers N ∈ [1, +∞)
and κ ∈ R. We say that the triple (X, d, µ) satisfies MCP(κ,N) if for
any point x ∈ X and any real number t ∈ (0, 1], we have∫
Φ(x,t,X)
f ◦ Φ(x, t, ·)−1(y) dµ(y) ≥
∫
X





for any nonnegative measurable function f : X → [0, +∞) such that
f has compact support contained in X − {x}, and if κ > 0, then its
support is also contained in the open metric ball B(x, π/
√
κ) centered
at x of radius π/
√
κ.
The following theorem shows that the measure contraction property
is a generalization of the condition that the Ricci curvature of a Rie-
mannian manifold is bounded from below by a constant.
Theorem 3.4 (see Theorem 3.2 of [33]). Let n ≥ 2 be an integer,
κ ∈ R a real number and (M, g) an n-dimensional complete Riemann-
ian manifold without boundary. We denote the Riemannian distance
function by d and the Riemannian volume measure by µ. Then the
triple (M,d, µ) has MCP(κ, n) if and only if the Ricci curvature of M
is bounded from below by κ.
Remark 3.5. The constants κ and N in the definition of the measure
contraction property mean the lower Ricci curvature bound and the
upper dimension bound, respectively. According to the above theo-
rem, for a Riemannian manifold (M,d, ν), the condition that the Ricci
curvature is bounded from below by κ and the dimension is bounded
from above by N implies MCP(κ,N). However the converse is not true
in general even in the Riemannian case [34, Remark 2.2]. We do not
know the meanings of the constants κ ∈ R and N ∈ [1, +∞) even if a
Riemannian manifold with the Riemannian volume measure (M,d, µ)
has MCP(κ,N) for some constant N > n = dim M . MCP(κ,N) only
in the case N = n has the meaning of the Ricci curvature bounded
below by κ.
We consider the Hausdorff dimension for a general metric space
(X, d).
Definition 3.6. Let (X, d) be a metric space and S ⊂ X a subset.
For any nonnegative real number λ ∈ R and a countable covering






where diam Ci := sup{ d(p, q) | p, q ∈ Ci}. For a positive real number
ε > 0, we set
Hλε (S) := infC { H
λ(S, C) | diam Ci < ε for every Ci ∈ C}.
We call the limit Hλ(S) := limε→0 Hλε (S) ≤ +∞ the λ-dimensional
Hausdorff measure of S. There exists a unique nonnegative real number
D ∈ R, say the Hausdorff dimension of S, such that Hλ(S) < +∞ for
any λ < D and Hλ(S) = 0 for any λ > D.
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The following proposition shows that the constant N in the definition
of the measure contraction property is an upper bound of the Hausdorff
dimension.
Proposition 3.7 (see Corollary 2.7 of [33]). If the triple (X, d, µ) sat-
isfies MCP(κ,N) for some constants κ ∈ R and N ∈ [1, +∞), then the
Hausdorff dimension D of X is smaller than or equal to N .
The measure contraction property implies an analogue of the Bishop-
Gromov volume comparison theorem in the Riemannian geometry for
a general setting.
Theorem 3.8 (see Theorem 5.1 of [33]). Assume that the triple (X, d, µ)
has MCP(κ,N) for two constants κ ∈ R and N ∈ [1, +∞). If κ ≤ 0,









is monotone non-increasing in r ∈ (0, +∞). If κ > 0, then the function
is monotone non-increasing in r ∈ (0, π
√
(N − 1)/ κ).
Remark 3.9. The Bishop-Gromov volume comparison theorem in the
Riemannian geometry gave the original motivation of defining the mea-
sure contraction property and of investigating the condition that the
Ricci curvature is bounded from below by a constant. We note that in
the Bishop-Gromov volume comparison theorem, we consider the in-
equality only for open balls, while in the measure contraction property
we consider any Borel subsets.
The following theorem is an analogue of the Bonnet-Myers theorem
in the Riemannian geometry for a general metric space.
Theorem 3.10 (see Theorem 4.3 of [33]). If the triple (X, d, µ) satisfies
MCP(κ,N) for two constants κ > 0 and N > 1, then the diameter of
(X, d) is less than or equal to π
√
(N − 1)/ κ.
If the diameter of the metric space (X, d) in Theorem 3.10 attains
the maximum value π
√
(N − 1)/ κ, then an analogue of the maximal
diameter theorem holds. To state it, we need two definitions.
Definition 3.11. Let X be a topological space and µ a measure on X.
µ is said to be Borel regular if all Borel subsets in X are µ-measurable
and if each µ-measurable subset A of X is contained in a Borel subset
B of X for which µ(A) = µ(B).
Definition 3.12. Let Y be a topological space. We define a topo-
logical space SY , called the spherical suspension of Y , as SY :=
(Y × [0, π])/ ∼, where ∼ is an equivalence relation on Y × [0, π] defined
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by (x, 0) ∼ (y, 0) and (x, π) ∼ (y, π) for every x, y ∈ Y . We equip SY
with the quotient topology from the product topology of Y × [0, π].
Theorem 3.13 (see Theorem 5.6 of [34]). Let (X, d) be a compact
geodesic space and µ a Borel regular measure on X. We assume that the
triple (X, d, µ) has MCP(κ,N) for two constants κ > 0 and N > 1 and
there exist two points xN , xS ∈ X attaining the maximum value of the
distance function, namely d(xN , xS) = π
√
(N − 1)/ κ and satisfying
(3.1) Cut(xN) − {xN , xS} = Cut(xS) − {xN , xS} = ∅.
Then there exists a topological space Y such that (X, d) is homeomor-
phic to the spherical suspension SY of Y .
Remark 3.14. The maximal diameter theorem in the Riemannian
geometry gives a sufficient condition for that a Riemannian manifold is
isometric to a sphere. We cannot deduce the metric structure of (X, d)
from the above theorem as it only specifies the topological structure.
Moreover the spherical suspension is not necessarily homeomorphic to
a sphere.
The next proposition is very useful for obtaining examples of metric
measure spaces having the measure contraction property.
Proposition 3.15 (see Proposition 3.3 of [34]). If two triples (X1, d1, µ1)
and (X2, d2, µ2) have MCP(κ1, N1) and MCP(κ2, N2) for some con-
stants κ1, κ2 ∈ R and N1, N2 ∈ [1, +∞) respectively, then their product
space (X1 × X2, d1 × d2, µ1 × µ2) has MCP(min{κ1, κ2}, N1 + N2).
3.2. Measure contraction property and some sub-Riemannian
manifolds. Next we compare the above results for the general setting
with the results for the sub-Riemannian setting. We treat the Heisen-
berg group and the special unitary group.
Example 3.16. We consider the Euclidean space R2n+1 for some pos-
itive integer n ∈ N. We regard R2n+1 as Cn × R with the standard
















for l = 1, 2, . . . , n. Let D be the sub-bundle generated by Xl and Xl+n
for l = 1, 2, . . . , n. We note that [Xl, Xl+n] = ∂/∂z for l = 1, 2, . . . , n,
and thus D satisfies Hörmander’s condition. D is endowed with the
metric 〈·, ·〉 so that {Xl, Xl+n}l=1,2,...,n gives an orthonormal frame of
D. We denote by d the sub-Riemannian distance function associated
with D. We call the triple (R2n+1,D, d) the (2n + 1)-dimensional
Heisenberg group and denote it by Hn. D is a fat distribution, so
that the Heisenberg group Hn does not contain nontrivial singular
minimizers. See Definition 2.2. We show the explicit description of
the geodesics of the Heisenberg group in Example 4.40. Hn is a Lie
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group with respect to the following operation. For any two elements
(α1, . . . , αn, z), (α
′
1, . . . , α
′
n, z
′) ∈ Cn × R, we set
(α1, . . . , αn, z) · (α′1, . . . , α′n, z′)
:= (α1 + α
′
1, . . . , αn + α
′






where = means the imaginary part and the overline does the complex
conjugate. d is the left invariant distance function with respect to
this operation. This is a fundamental example of a sub-Riemannian
manifold which is not a Riemannian manifold.
Theorem 3.17 (see Theorem 2.3 of [25]). The Heisenberg group with
the Lebesgue measure (Hn, µ) has MCP(0, N) for some constant N ∈
[1, +∞) if and only if N ≥ 2n + 3.
Remark 3.18. (1) Theorem 3.10 implies that the pair (Hn, µ) does
not have MCP(κ,N) for any κ > 0 and N > 1 since the Heisen-
berg group Hn is not bounded.
(2) The dimension of the Heisenberg group Hn as a manifold is
2n + 1 and the Hausdorff dimension of the Heisenberg group
Hn is 2n + 2. See Theorem 5.5 for the Hausdorff dimension
formula for more general sub-Riemannian manifolds.
(3) The above theorem states that the best constant N = 2n+3 of
the measure contraction property MCP(0, N) of the Heisenberg
group Hn does not coincide with neither 2n + 1 nor 2n + 2. We
do not know the meaning of the number N = 2n + 3. In the
Riemannian case, the best constant for N is the dimension of
the manifold. See Remark 3.5.
(4) The Heisenberg group with the Lebesgue measure (Hn, µ) is
an example of a metric measure space having MCP(0, N) such
that the constant N is strictly greater than the dimension as a
manifold and the Hausdorff dimension. See Proposition 3.7.
(5) A.A. Agrachev and P. Lee also obtain the same result for n = 1,
namely the 3-dimensional case [2]. They use an analogue of the
Ricci curvature mentioned before Corollary 1.11 to verify the
measure contraction property.
Recall that Theorem 3.8 is an analogue of the Bishop-Gromov volume
comparison theorem. The Heisenberg group with the Lebesgue measure
(Hn, µ) satisfies the assumption of Theorem 3.8 for the constant N =
2n + 3 from Theorem 3.17. On the other hand, it is known that the
Heisenberg group Hn with the Lebesgue measure µ satisfies that
µ(B(p, ar)) = a2n+2µ(B(p, r))
for any point p ∈ Hn and any positive numbers a, r > 0. This fact
shows that the inequality for metric balls of the Heisenberg group Hn
obtained through Theorems 3.8 and 3.17 is not sharp.
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Theorem 3.10 is an analogue of the Bonnet-Myers theorem and The-
orem 3.13 is an analogue of the maximal diameter theorem. Unfortu-
nately, it is not known whether there is an example of sub-Riemannian
manifold satisfying the assumptions of Theorem 3.10 and Theorem 3.13
or not. It is not known whether there is a sub-Riemannian manifold
having MCP(κ,N) for a strictly positive constant κ or not. We hope
that the sub-Riemannian structure on the special unitary group defined
as below has the measure contraction property for a strictly positive
constant κ.
Example 3.19 (see §10 of [6]). Let M be the special unitary group
SU(2), namely the set of all (2× 2)-matrices with complex coefficients
with determinant 1. SU(2) is a Lie group with respect to the usual
matrix multiplication. The Lie algebra su(2) of SU(2) is the set of all











in su(2) and extend them to left invariant vector fields on SU(2). We
denote by D the sub-bundle on SU(2) generated by them and en-
dowed with the inner product so that the two left invariant vector fields
give an orthonormal frame. Then we have a sub-Riemannian manifold
(SU(2),D, d), where d is the sub-Riemannain distance function deter-
mined by D. The sub-bundle D is a fat distribution, so that the special
unitary group (SU(2),D, d) does not contain nontrivial singular min-
imizers. The geodesics of the special unitary group (SU(2),D, d) are






) ∣∣∣ α, β ∈ C } ,
with the usual matrix multiplication. The special unitary group SU(2)


























= aI + b i + c j + dk,
where α = a + ib, β = c + id ∈ C for some real numbers a, b, c, d ∈ R.
This expression gives the correspondence between the Euclidean space
R4 and the quaternion group Q by
(x1, x2, x3, x4) = x1I + x2 i + x3 j + x4 k
for any real numbers x1, x2, x3, x4 ∈ R. The matrix multiplication of
the quaternion group Q induces the non-abelian group operation given
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by
x · y = (x1, x2, x3, x4) · (y1, y2, y3, y4)
= (x1y1 − x2y2 − x3y3 − x4y4, x2y1 + x1y2 − x4y3 + x3y4,
x3y1 + x4y2 + x1y3 − x2y4, x4y1 − x3y2 + x2y3 + x1y4)
for any two quaternion numbers x, y ∈ R4. The identity element 1Q
of this operation is (1, 0, 0, 0). We identify Q with R4 through the
correspondence. The special unitary group SU(2) is embeded in R4
as a 3-dimensional sphere S3 through the correspondence between R4
and Q. We also identify SU(2) with S3. Let Lx : R4 → R4 for each
quaternion number x ∈ R4 be the left translation of x. The associated
matrix of the differential map dLx of Lx with respect to the standard
basis {∂/∂x1, ∂/∂x2, ∂/∂x3, ∂/∂x4} of R4 is
x1 −x2 −x3 −x4
x2 x1 −x4 x3
x3 x4 x1 −x2
x4 −x3 x2 x1
 .







for any point x ∈ R4 and l = 1, 2, 3, 4. 1Q is the identity element
(1, 0, 0, 0) of the quaternion group. We note that for each point x of the
sphere S3, the vectors {(X1)x, (X2)x, (X3)x, (X4)x} give an orthonormal
basis of TxR4 with respect to the standard metric of R4. (X1)x is the
unit normal vector to S3 and {(X2)x, (X3)x, (X4)x} is an orthonormal
basis of TxS
3. Let D be the sub-bundle on S3 generated by X3 and
X4. There is a simple relation [X3, X4] = 2X2 similar to the case of
the 3-dimensional Heisenberg group H1. We have the sub-Riemannian
structure (S3,D, d) that is another expression of the sub-Riemannian
structure (SU(2),D, d) of the special unitary group SU(2). We regard
R4 as C × C by
(x1, x2, x3, x4) = (z, w),
where z = x1 + ix2, w = x3 + ix4 ∈ C. According to [6], any geodesic
γ(t) = (z(t), w(t)) of the sub-Riemannian manifold (S3,D, d) starting
at the identity element 1Q = (1, 0, 0, 0) is described with parameters


















1 + B2) eiBt.
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The geodesics with B = 0 are written as
z(t) = cos(t), w(t) = (C + iD) sin(t),
and form a 2-dimensional sphere through 1Q = (1, 0, 0, 0). This sphere
is an analogue of the xy-plane of the 3-dimensional Heisenberg group
H1 and is called the horizontal sphere in [6]. Recall that [X3, X4] = 2X2.
The integral curve of X2 through 1Q = (1, 0, 0, 0) is the curve given by
z(t) = cos(t) + i sin(t), w(t) = 0
for any t ∈ [0, 2π]. This curve is an analogue of the z-axis of the 3-
dimensional Heisenberg group H1 and is called the vertical line in [6].
In [2], the special unitary group SU(2) is treated as the model space
of constant positive curvature. However the special unitary group as a
sub-Riemannian manifold (S3,D, d) does not satisfy the condition (3.1)
of Theorem 3.13, since each element of the vertical line is a cut point
of 1Q = (1, 0, 0, 0). We hope for a new theorem that is an analogue of
the maximal diameter theorem without the condition (3.1) of Theorem
3.13 for sub-Riemannian manifolds.
3.3. Curvature-dimension condition. The curvature-dimension con-
dition is another generalization of the condition that the Ricci curvature
is bounded from below. The curvature-dimention condition is defined
with the optimal transport theory. See [45]. First we mention the L2-
Wasserstein space for a general Polish metric space (X, d). A metric
space (X, d) is called a Polish metric space if it is complete and sepa-
rable. We assume that a metric space (X, d) is a Polish metric space
in the rest of this section.
Definition 3.20. Let (X, d) be a Polish metric space. Let P(X) be
the set of all Borel probability measures on (X, d). For a fixed point







2 dµ(x) < +∞
}
.
We note that this set is independent of the choice of the point x0. For
any two measures µ0, µ1 ∈ P2(X), we define




d(x, y)2 dπ(x, y)
)1/2
,
where π runs over all Borel probability measures on the product space
X×X such that π(B×X) = µ0(B) and π(X×B) = µ1(B) for any Borel
subset B in X. The Borel probability measure π that attains the min-
imum is called the optimal transference plan (see [45, Theorem 4.1] for
the existence of the optimal transference plan). The function W2(·, ·)
is a distance function on P2(X), called the L2-Wasserstein distance
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function. The metric space (P2(X),W2) is called the L2-Wasserstein
space.
Remark 3.21. The assumption that (X, d) is a Polish metric space
implies that the L2-Wasserstein space (P2(X),W2) is also a Polish met-
ric space [45, Theorem 6.18]. Moreover, if the Polish metric space
(X, d) is a locally compact geodesic space, then the L2-Wasserstein
space (P2(X),W2) is also a geodesic space [45, Corollary 7.22].
Definition 3.22. Let the triple (X, d, µ) be a geodesic space with a
Borel measure and N ∈ [1, +∞] be a constant. We denote by Pac(X)
the set of all measures belonging to P2(X) that are absolutely con-
tinuous with respect to µ. For N < ∞, we define the Rényi entropy





for any ν ∈ Pac(X), where ρ is the density function of ν with respect






for any ν ∈ Pac(X).
Definition 3.23. Let (X, d, µ) be a locally compact geodesic space
with a Borel measure and κ ∈ R a real number. For a constant
N ∈ [1, +∞), we set τκ, N(r) := r (sκ(r))N−1 for any r > 0, where
the function sκ(·) is defined in Definition 3.3. We say that the triple
(X, d, µ) satisfies the curvature-dimension condition CD(κ,N) if for
any two measures µ0, µ1 ∈ Pac(X), there exists an optimal transfer-
ence plan π and a minimal geodesic {µt}t∈[0,1] in Pac(X) between µ0















for any t ∈ [0, 1], where ρ0 and ρ1 are the density functions of µ0 and
µ1 with respect to µ respectively. For N = +∞, we say that the
triple (X, d, µ) satisfies the curvature-dimension condition CD(κ, +∞)
if, instead of the above inequality, we have the following inequality
Ent∞(µt) ≤ (1 − t) Ent∞(µ0) + t Ent∞(µ1) −
t(1 − t)
2
κ W22 (µ0, µ1).
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Remark 3.24. The above inequalities imply the convexity of the func-
tionals EntN and Ent∞ in some sense. For example, the inequality of
CD(0, +∞)
Ent∞(µt) ≤ (1 − t) Ent∞(µ0) + t Ent∞(µ1)
implies the convexity of the functional Ent∞ in the usual sense.
The following theorem shows that the constants κ ∈ R and N ∈
(1, +∞] in the curvature-dimension condition coincide with the lower
bound of the Ricci curvature and the upper bound of the dimension of
M respectively in the Riemannian case.
Theorem 3.25 (see Theorem 14.8 and 17.15 of [45]). Let a triple
(M,d, µ) be a Riemannian manifold with the distance function and
the Riemannian volume measure. For any constants κ ∈ R and N ∈
(1, +∞], the triple (M,d, µ) satisfies the curvature-dimension condition
CD(κ,N) if and only if the Ricci curvature of M is bounded from below
by κ and the dimension of M is bounded above by N .
Remark 3.26. We do not assume N = dim M in the above theorem.
As mentioned in Remark 3.5, even in the Riemannian case, MCP(κ,N)
does not imply the condition that the Ricci curvature is bounded from
below by κ and the dimension of M is bounded above by N . The
above theorem shows that the curvature-dimension condition is better
than the measure contraction property as a generalization of the Ricci
curvature bound.
Definition 3.27. Let (X, d) be a geodesic space. We say that (X, d)
is non-branching if for any two minimal geodesics γ1, γ2 : [0, 1] → X
such that γ1(0) = γ2(0) and γ1(t) = γ2(t) for some t ∈ (0, 1), we have
γ1(1) = γ2(1).
Remark 3.28. A sub-Riemannian manifold (M,D, d) which does not
contain nontrivial singular minimizers is non-branching. See Remark
4.1(1). In particular, the Heisenberg group Hn and the special unitary
group (S3,D, d) are non-branching.
The following two results show that the curvatue-dimension condi-
tion is strictly stronger than the measure contraction property under
the non-branching assumption.
Theorem 3.29 (see Theorem 5.4 of [44]). Let (X, d, µ) be a locally
compact non-branching geodesic space with a Borel measure. For any
two constants κ ∈ R and N ∈ [1, +∞), CD(κ,N) for (X, d, µ) implies
MCP(κ,N) for (X, d, µ).
Theorem 3.30 (see Theorem 3.3, Remark 3.4 (i) and (ii) of [25]).
There do not exist constants κ ∈ R and N ∈ [1, +∞] such that the
Heisenberg group with the Lebesgue measure (Hn, µ) satisfies CD(κ,N).
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Remark 3.31. We do not know whether there is a natural definition
of MCP(κ, +∞) or not.
Although the curvature-dimension condition is stronger than the
measure contraction property, we are not able to use the curvature-
dimension condition for the Heisenberg group Hn, which is the simplest
sub-Riemannian manifold. We show in the next section that the mea-
sure contraction property is an important property to give the Lapla-
cian comparison theorem and some analogues of the Cheeger-Gromoll
splitting theoem for a sub-Riemannian manifold.
4. A splitting theorem and non-splitting theorems for
sub-Riemannian manifolds
In this section, we prove Theorems 1.10, 1.12, 1.15 and Corollary
1.11.
4.1. Laplacian comparison theorem. We prove the Laplacian com-
parison theorem needed for the proof of Theorems 1.10 and 1.12. Let
(M,D, d) be a sub-Riemannian manifold. Recall that rp(·) := d(p, · )
and Mp := M − Cut(p) for every p ∈ M . The cut locus Cut(p)
of a point p ∈ M is defined in Definition 2.5. We give M a con-
traction map Φp( ·, · ) : [0, 1] × Mp → M for every point p ∈ M by
Φp(t, q) := expq( (t − 1) d(r2p)q/2 ), where d(r2p)q is the exterior deriva-
tive of the function r2p at q.
Remark 4.1. (1) The map Φp(t, ·) : Mp → M is injective for any
real number t ∈ (0, 1], since we assume that there are no non-
trivial singular geodesics (see the proof of Theorem 1 in [23]).
(2) Any extention of the map Φp( ·, · ) : [0, 1] × Mp → M to a map
Φ : M×[0, 1]×M → M is a measurable map because a Lebesgue
measure µ on a manifold M is complete and µ(Cut(p)) = 0 for
every point p ∈ M .
Definition 4.2. For a C1-function u on (M,D, d), we define a vector
field ∇u on M tangent to D by 〈∇u,X〉 := Xu for any vector field X
on M tangent to D. ∇u is called the horizontal gradient of u.
We set cotκ(·) := s′κ(·)/sκ(·) for the function sκ(·) defined in Defini-
tion 3.3.
Proposition 4.3 (Laplacian comparison theorem). We assume that
a sub-Riemannian manifold with a Lebesgue measure (M,d, µ) has
MCP(κ,N) for some real numbers κ ∈ R and N ∈ [1,∞). Then for
any point p ∈ M and any nonnegative Lipschitz function f whose







{−(N − 1) cotκ ◦ rp} f dµ.
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Proof. The proof follows the same idea of the proof of Proposition 3.1 in
[27]. Let p be any point in M and f any nonnegative Lipschitz function
on M whose support is compact and contained in M −{p}. Since f is
a Lipschitz function, there exists ∇f(q) for µ-a.e. q ∈ M [32, Theorem
2.5]. From
∪
0<t<1 Φp(t,Mp) = Mp and t rp(Φp(t, · )−1(q)) = rp(q) for















Note also that |∇rp(q) | = 1 and | ddt Φp(t, · )
−1(q) |t=1 | = rp(q) for any













































The last equality follows from the Lebesgue dominated convergence
theorem. We give a nonnegative integrable function that bounds the
sequence of functions from above as in the following.
We define a function Ft : M → R by
Ft(q) :=

f ◦ Φp(t, · )−1(q) − f(q)
1 − t
if q ∈ Mp,
0 if q ∈ M − Mp.
We take L as the Lipschitz constant of f . We then have inequali-
ties |Ft(q)| ≤ Lrp(q)/t ≤ 2Lrp(q) for t sufficiently close to 1 since
d(q, Φp(t, · )−1(q)) = (1 − t) rp(q)/t. The function rp(·) is integrable on
the support of f .
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{−1 − (N − 1) rp(q) cotκ(rp(q))} f(q) dµ(q).
Note that 〈rp∇rp,∇f〉 = 〈∇rp,∇(rpf)〉 − f for µ-almost everywhere






{−(N − 1) cotκ(rp(q))} rp(q)f(q) dµ(q).
We now define a function f : M → R for any nonnegative Lipschitz






if q 6= p,
0 if q = p.
Then f is also a Lipschitz continuous function whose support is com-
pact and contained in M − {p}. The equation (4.2) for f implies the
equation (4.1) for f̂ . This completes the proof. ¤
4.2. Maximum Principle. In this subsection, we provide some an-
alytic tools and the maximum principle needed in the proof of Theo-
rem 1.10. Let U be any open subset of the sub-Riemannian manifold
(M,D, d) and µ a Lebesgue measure on M . In the following, (M,d, µ)
is a triple of a sub-Riemannian manifold, a sub-Riemannian distance
function and a Lebesgue measure. We denote by L2(U) the set of all
square integrable functions on U , and by C∞0 (U) the set of all smooth
functions with compact support on U . If a function u ∈ L2(U) satisfies∫
U
〈∇u,∇u〉 dµ < +∞, we call u a W 1,2-function, where the gradient
is associated with the sub-Riemannian metric (see Definition 4.2) and
the derivative is defined in the following distributional sense [18]. For
any vector field X on U tangent to D and any function u ∈ L2(U), we
define a measurable vector field ∇u by∫
U
〈∇u,X〉φ dµ = −
∫
U
u (X∗ φ) dµ
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for any φ ∈ C∞0 (U), where X∗ is the formal adjoint operator of X. We
denote by W 1,2(U) the set of all W 1,2-functions on U .
Definition 4.4 (Locally W 1,2-function). A measurable function u :
M → R is a locally W 1,2-function if for any point p ∈ M , there exists
an open neighborhood U of p such that u|U ∈ W 1,2(U).
Definition 4.5 (µ-subharmonic function). A locally W 1,2-function u :
M → R is a µ-subharmonic function if
∫
M
〈∇u,∇f〉 dµ ≤ 0 for any
nonnegative smooth function f : M → R with compact support.
The purpose of this section is to prove the following.
Proposition 4.6 (Maximum principle). Let a triple (M,D, d) be a
complete sub-Riemannian manifold. We assume that the triple (M,d, µ)
satisfies MCP(κ,N) for two real numbers κ ∈ R, N ∈ [1, +∞). If a
continuous µ-subharmonic function u : M → R attains its maximum
value, then u is constant on M .
We use Kuwae’s maximum principle [26, Theorem 8.5] to prove
Proposition 4.6. First we recall some definitions [17]. Let E be a
nonnegative definite symmetric bilinear form defined on a dense sub-
space D[E ] ⊂ L2(M,µ). We call such an E a symmetric form for
simplicity. Let (·, ·)L2 be the inner product on L2(M,µ). We define
E1(u, v) := E(u, v) + (u, v)L2 for any u, v ∈ D[E ]. E1 is a metric on
D[E ]. We say that E is closed if D[E ] is complete with respect to E1.
Definition 4.7. We say that a symmetric form E is closable if the
following holds. If a sequence {un}n=1,2,... ⊂ D[E ] satisfies E(un −
um, un − um) → 0 as n,m → +∞ and (un, un)L2 → 0 as n → +∞,
then E(un, un) → 0 as n → +∞.
Let A be the set of all E1-Cauchy sequences. We define an equivalence
relation between the sequences in A. Two sequences {un}, {vn} ∈ A
are regarded to be equivalent if E1(un − vn, un − vn) → 0 as n → ∞.
We denote by F the set of all equivalence classes. If a symmetric form
E is closable, we have a closed symmetric form by extending E on F .
Definition 4.8. We say that a symmetric form E is Markovian if for
each ε > 0, there exists a real function φε : R → R satisfying the
following two conditions.
(1) φε(t) = t for any t ∈ [0, 1], −ε ≤ φε(t) ≤ 1+ ε for any t ∈ R and
0 ≤ φε(s) − φε(t) ≤ s − t whenever t < s.
(2) For any u ∈ D[E ], we have φε(u) ∈ D[E ] and E(φε(u), φε(u)) ≤
E(u, u).
We say that a symmetric form (E ,D[E ]) is a Dirichlet form if it is
closed and Markovian. We denote by C0(M) the set of all continuous
functions on M with compact support.
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Definition 4.9. We say that a symmetric form E is regular if it posseses
a core, where a core of E is a subset of D[E ] ∩ C0(M) such that it is
dense in D[E ] with respect to the E1-norm and dense in C0(M) with
respect to the uniform norm.
Definition 4.10. We say that a symmetric form E is strongly local if
E(u, v) = 0 for any u, v ∈ D[E ] such that both of the supports of u and
v are compact and v is constant on a neighbourhood of the support of
u.
Let (E ,D[E ]) be a regular strongly local Dirichlet form. According to
[17], there exists a diffusion process on M associated to (E ,D[E ]). We
denote by {Tt}t>0, the associated semigroup on L2(M,µ). We define
some classes of functions.
C(M) := {f | f is a continuous function on M},
C∞(M) := {f | f is a continuous function on M vanishing at infinity},
Bb(M) := {f | f is a bounded Borel measurable function on M},
Cb(M) := {f | f is a bounded continuous function on M}.
Definition 4.11. We say that the semigroup {Tt}t>0 has Feller prop-
erty if Tt(C∞(M)) ⊂ C∞(M) for any t > 0 and if ||Ttu − u|| → 0 as
t → 0 for any u ∈ C∞(M), where || · || is uniform norm on C∞(M).
Definition 4.12. We say that {Tt}t>0 has strong Feller property if
Tt(Bb(M)) ⊂ Cb(M) for any t > 0.
{Tt}t>0 is said to have doubly Feller property if it has both the Feller
property and the strong Feller property.
Definition 4.13 (see Definition 3.2 of [26]). A measurable function u :
X → R is locally an element of F if there exist a sequence {un}n=1,2,... ⊂
F and an open covering {En}n=1,2,... of M such that En ⊂ En+1 for
n = 1, 2, . . . and u = un µ-a.e. on En for n = 1, 2, . . . .
Definition 4.14. An E-subharmonic function u : X → R is a measur-
able function that is locally an element of F and satisfies E(u, v) ≤ 0
for any v ∈ F such that v is a nonnegative and continuous function
whose support is compact [26].
Kuwae’s maximum principle is stated as follows.
Theorem 4.15 (see Theorem 8.5 of [26]). Let (X, d) be a locally com-
pact separable metric space and m a positive Radon measure with full
support. Consider a regular strongly local symmetric Dirichlet form
(E ,F) on L2(X,m). Let G be an open connected subset of X. We
assume that (E ,F) is associated with a doubly Feller m-symmetric dif-
fusion process admitting a jointly continuous heat kernel pt(x, y) with
respect to m. If a continuous E-subharmonic function u : G → R
attains its maximum at a point x0 ∈ G, then we have u ≡ u(x0).
26 KAZUKI ITOH
We provide a Dirichlet form associated with a sub-Riemannian struc-
ture. For a triple (M,d, µ), we consider a symmetric bilinear form




〈∇u,∇v〉 dµ for any u, v ∈ C∞0 (M). Note that C∞0 (M)
is dense in L2(M,µ) and that E is regular, strongly local, closable,
and Markovian. We extend the domain D[E ] to F by the same way
as above. Then (E ,F) is a regular strongly local symmetric Dirichlet
form. If (M,D, d) is a complete metric space, the semigroup associated
with (E ,F) has a heat kernel pt(x, y) that is continuous in x, y ∈ M
([40], [41, §12], [42, Proposition 3.1]). We see that a µ-subharmonic
function in Definition 4.5 is E-subharmonic from the following lemma.
Lemma 4.16. A locally W 1,2-function (see Definition 4.4) is locally
an element of F .
Proof. First we remark that W 1,2(M) = F if (M,D, d) is complete.
The proof of this fact is in the same way as in the Riemannian case
[21, Theorem 2.7]. A sub-Riemannian analogue of the Rademacher
theorem is given in [32, Theorem 2.5] and the Meyers-Serrin theorem
is given in [18]. Let u be a locally W 1,2-function and p ∈ M a point.
We choose a sequence of open balls {B(p, l)}l=1,2,... that cover M . The
closure of each ball is compact from the completeness of (M,D, d). This
fact follows from [3, Theorem 2.11]. For each l, there exists a relatively
compact open neighborhood Ul around p such that B(p, l) ⊂ Ul and
u|Ul is a W 1,2-function. Then we cut off u and obtain a function ul ∈
W 1,2(M) such that ul = u on B(p, l) and ul = 0 on M − Ul for each l.
Hence u is locally an element of F in the sense of Definition 4.13 since
W 1,2(M) = F . ¤
In the following, we use some results of analysis on a metric measure
space to check that if (M,d, µ) satisfies MCP(κ,N), then the semi-
group {Tt}t>0 of the Dirichlet form (E ,F) associated with (M,d, µ)
has doubly Feller property.
Definition 4.17 (see [37]). For a triple (M,d, µ) and the contraction
map Φp defined in Definition 3.3, (M,d, µ) satisfies the strong doubling
condition if there exists a constant b > 0 such that for µ-almost every
point p ∈ M , any Borel measurable subset A ⊂ M , and any real
number t ∈ [1/2, 1], we have
µ( Φp(t, · )−1(A) ) ≤ b µ(A).
Lemma 4.18. The strong doubling condition follows from MCP(κ,N)
for κ ≥ 0 and locally from MCP(κ,N) for κ < 0.
Proof. In the case of κ = 0, for any point p ∈ M , any real number
t ∈ (0, 1] and any nonnegative measurable function f : M → [0, +∞)
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f ◦ Φp(t, · )−1(q) dµ(q)
from Definition 3.3. This is equivalent to that for any Borel measurable
subset Ã ⊂ M , any point p ∈ M and any real number t ∈ (0, 1], we
have
tNµ(Ã) ≤ µ(Φp(t, Ã)).
If we take Ã = Φp(t, · )−1(A) and b = 2N , then this inequality is the
strong doubling condition in Definition 4.17. In the case of κ > 0,
MCP(κ,N) implies MCP(0, N) so that we obtain the strong doubling
condition. In the case of κ < 0, from Definition 3.3, as in the case of






for any Borel measurable subset A ⊂ M , any point p ∈ M , and any
real number t ∈ (0, 1]. We consider any open metric ball B and any
Borel subset A such that A ⊂ B and Φp(t, · )−1(A) ⊂ B. Since the




is continuous in t ∈ [1/2, 1] and q ∈ B̄, there exists a positive number
b > 0 such that
1
b
≤ t sκ(t rp(q))
N−1
sκ(rp(q))N−1
for any t ∈ [1/2, 1] and q ∈ B̄. Therefore we have
µ(Φp(t, · )−1(A)) ≤ b µ(A)
for any t ∈ [1/2, 1], namely the strong doubling condition on B. ¤
Definition 4.19. A measurable function g : M → R is an upper
gradient of a function u : M → R if for any absolutely continuous curve
γ : [0, 1] → M satisfying l(γ|[s,t]) = |t − s| l(γ) for any 0 ≤ s < t ≤ 1,
we have
|u(γ(1)) − u(γ(0))| ≤
∫ 1
0
g ◦ γ(t) dt.
Theorem 4.20 (see [37]). We assume that (M,d, µ) satisfies the strong
doubling condition and g is an upper gradient of a measurable function
u : M → R. Then there exists a constant CP > 0 independent of u





∣∣∣∣ dµ ≤ CP r ∫
B(a,3r)
g dµ,
where barred integrals mean integral averages.
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We assume that (M,d, µ) satisfies MCP(κ,N) for some real numbers
κ ∈ R and N ∈ [1, +∞). For any function u ∈ C1(M), |∇u| is an upper





∣∣∣∣ dµ ≤ CP r ∫
B(a,3r)
|∇u| dµ
from Lemma 4.18 and Theorem 4.20. We extend this inequality for
any element u of F by the standard discussion. Using the Schwartz











Note also that the following doubling condition follows from the strong
doubling condition. There exists a real number N ∈ [1, +∞) such that
for any real number r > 0 and any point a ∈ M , we have
µ(B(a, 2r)) ≤ 2Nµ(B(a, r)).
From [20, Theorem 5.1, Corollary 9.8], we have the following theorem.
Theorem 4.21. If (M,d, µ) satisfies MCP(κ,N) for some real numbers
κ ∈ R and N ∈ [1, +∞), then there exists a positive number R > 0














for any u ∈ F and any positive number r > 0 smaller than R. If κ ≥ 0,
then R = +∞.
Proof. First we prove this theorem assuming that N > 2 for applying
Theorem 5.1 and Corollary 9.8 in [20]. The other case follows from the
fact that if N1 < N2 then MCP(κ,N2) follows from MCP(κ,N1). ¤
For the proof of Proposition 4.6, we recall the definition of strong
regularity [42]. Let (E ,F) be the Dirichlet form associated with the
sub-Riemannian structure. There exists a positive semidefinite, sym-
metric bilinear form Γ on F with values in the signed Radon measures
on M , defined by the formula∫
M
φ dΓ(u, u) = E(u, φ u) − 1
2
E(u2, φ),
for every u ∈ F ∩L∞(M,µ) and every φ ∈ F ∩C0(M) [42]. We define
a class of functions,
Floc := {u ∈ L2loc(M,µ) | Γ(u, u) is a Radon measure },
and a pseudo-metric on M ,
ρ(x, y) := sup
u
(u(x) − u(y)),
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where the function u satisfies that u ∈ Floc ∩C(M) and Γ(u, u) ≤ µ as
a measure on M . The pseudo-metric ρ is called the intrinsic metric.
Definition 4.22. (E ,F) is said to be strongly regular if the intrinsic
metric ρ is a metric on M whose topology coincides with the original
one.
Proof of Proposition 4.6. According to [42, Theorem 3.5], if (E ,F) is
strongly regular, the doubling condition and a weak (2, 2)-Poincaré in-
equality implies the parabolic Harnack inequality. Moreover, the par-
abolic Harnack inequality implies the doubly Feller property [26, The-
orem 8.5]. We check the strong regularity later and continue the proof
of Proposition 4.6. Let u : M → R be a continuous µ-subharmonic
function that attains its maximum value. u is E-subharmonic (see Def-
inition 4.14), so that it is a constant function from Theorem 4.15 in
the case of κ ≥ 0. In the case of κ < 0, we use Theorem 4.15 only on
an open metric ball, so that u is constant on some ball. Since M is
connected, u is constant globally.
Finally, we check the strong regularity. It is a well-known fact that
the sub-Riemannian distance between two points p and q defined in
§ 2 coincides with sup{ u(p) − u(q) | u ∈ C∞0 (M), |∇u| ≤ 1 } (see
§ 2.3 of [3]). Although, in general, this is smaller than or equal to the
intrinsic metric ρ, the two distance functions coincide in our setting.
The proof of this is in the same way as in the Riemannian case, i.e.,
any continuous function in W 1,2(M) is approximated at p and q by
a sequence of smooth functions {ui}i=1,2,... satisfying that |∇ui| ≤ 1
and their supports are compact [18, 21]. Therefore, our Dirichlet form
(E ,F) satisfies the strong regularity in [42]. ¤
4.3. Proofs of a splitting theorem and non-splitting theorems.
Let (M,D, d) be a sub-Riemannian manifold. We prove the smoothness
of the Busemann function under the measure contraction property. We
take a sequence of nonnegative numbers {ti}i=1,2,... ⊂ [0, +∞) satisfying
limi→+∞ ti = +∞. Let γ be a ray parametrized by the arc-length. We
note that the Busemann function bγ of γ is a Lipschitz function. By an
analogue of the Rademacher theorem on a sub-Riemannian manifold
[32], there exist ∇rγ(ti)(p) and ∇bγ(p) for all i = 1, 2, . . . and µ-almost
every point p ∈ M . We fix such a point p. p and γ(ti) are connected by
a minimal geodesic σi : [0, d(p, γ(ti))] → M for each i = 1, 2, . . . , where
|σ̇i| ≡ 1, σi(0) = p and σi(d(p, γ(ti))) = γ(ti). We take a real number
T > 0. From the completeness of M and the Ascoli-Arzelà theorem [5,
Theorem 2.5.14], there are a continuous curve σ : [0, T ] → M and a
subsequence {σj}j=1,2,... of {σi}i=1,2,... such that σj uniformly converges
to σ as j → +∞.
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Recall that the length of a continuous curve c : [0, T ] → M of a





where the supremum is taken by all partitions 0 = t0 < t1 < · · · <
tN = T of [0, T ]. According to [4, § 2.3], l gives a lower semicontinuous
functional on the space of all continuous curves C([0, T ],M). We note
that if c is absolutely continuous and satisfies ċ(t) ∈ Dc(t) for almost
every t ∈ [0, T ], then we have l(c) =
∫ T
0
|ċ(t)| dt. From these facts, we
have
l(σ) ≤ lim inf
j→+∞
l(σj) = T.
Since d(p, σ(T )) = limj→+∞ d(p, σj(T )) = T , σ is a minimal geodesic.
Lemma 4.23. We have
bγ ◦ σ(t) = t + bγ ◦ σ(0)
for any t ∈ [0, T ].
The proof of this lemma is in the same way as in [39, Theorem
3.8.2(3)]. Since we assume that the sub-Riemannian manifold (M,D, d)
does not contain nontrivial singular minimizers, the following holds.
Lemma 4.24 (see Lemma 1 in [23]). For any point p ∈ M , a local
coordinate U around p and a compact subset K ⊂ U −{p}, we denote
by K̃ the set of all α ∈ T ∗p M that satisfy that expp (α) ∈ K and
expp(·α) : [0, 1] → M is a minimal geodesic. Then K̃ is compact.
From this lemma, we have the following.
Lemma 4.25. If (M,d, µ) has MCP(0, N) for some N ∈ [1, +∞),
then the Busemann function bγ of any ray γ : [0, +∞) → M is µ-
subharmonic.
Proof. We take sufficiently small real numbers 0 < R1 < R2 and an
annulus A := {q ∈ M |R1 ≤ d(p, q) ≤ R2} as K in Lemma 4.24. Let δ
be a real number such as R1 ≤ δ ≤ R2. Let ξj(t) be a solution of the
Hamiltonian equation on T ∗M such that π ◦ ξj(t) = σj(t) for any t ∈
[0, d(p, γ(tj))], where σj is a minimal geodesic parametrized by the arc
length connecting p and γ(tj). Then expp δξj(0) for each j = 1, 2, . . .
is contained in the annulus A since (ξj(0), ξj(0))p = 1. From Lemma
4.24, the sequence {δξj(0)}j=1,2,... ⊂ T ∗p M has a converging sequence
{δξk(0)}k=1,2,... ⊂ T ∗p M . Let δξ0 ∈ T ∗p M be the limit of {δξk(0)}k=1,2,...
and ξ(t) an integral curve of ~H with ξ0 as the initial value, where ~H
is the Hamiltonian vector field on T ∗M . We have ξk(t) → ξ(t) as
k → +∞ for every t ∈ [0, T ], since a solution of ξ̇(t) = ~Hξ(t) depends
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continuously on the initial value. Since π ◦ ξk(t) → σ(t) as k → +∞
and the projection map π is continuous, we have
π ◦ ξ(t) = σ(t).
This implies that σ̇k(0) → σ̇(0) as k → +∞. Note that bγ ◦ σ(t) =
t + bγ ◦ σ(0) for any t ∈ [0, T ] by Lemma 4.23 and bγ is a 1-Lipschitz
function. Then we have |∇bγ(p)| = 1, |σ̇(0)| = 1 and 〈∇bγ(p), σ̇(0)〉 =
d
dt




rγ(tk) ◦ σk(t)|t=0 = −1 and |σ̇k(0)| = 1. From these facts,
we have
−∇rγ(tk)(p) → ∇bγ(p)
as k → +∞. By Proposition 4.3 for κ = 0, for any nonnegative
Lipschitz function f : M → [0, +∞) with compact support, we have∫
M













bγ is a locally W
1,2-function since |∇bγ(p)| = 1 for µ-almost every
p ∈ M . This completes the proof. ¤
Remark 4.26. Although Lemma 4.25 is an analogue of [27, Lemma
4.6], we are not able to prove it in the same way as in [27, Lemma 4.6].
The essential difference is how to prove that the sequence {−∇rγ(tk)(p)}k=1,2,...
approximates ∇bγ(p). In [27, Lemma 4.6], the convergence of the se-
quence of the initial vectors of the minimal geodesics follows directly
from the convergence of the sequence of the minimal geodesics, since
the set of the vectors whose length are 1 in TpM is compact. In the
sub-Riemannian case, we need Lemma 4.24 because the metric (·, ·)p on
T ∗p M is degenerate in general and the set of the covectors whose length
are 1 in T ∗p M is not compact. Lemma 4.24 does not hold if (M,D, d)
contains a nontrivial singular minimizer.
Theorem 4.27 (see [22, 24]). If a set of vector fields X1, . . . , Xm on a





i Xi is hypoelliptic on Ω.
We use this theorem to prove the following lemma.
Lemma 4.28. If (M,d, µ) is complete and satisfies MCP(0, N) for
some N ∈ [1, +∞), then the Busemann function bγ of any straight line
γ is smooth.
Proof. We denote bγ by b+ and define b− by
b−(p) := lim
t→+∞
t − d(p, γ(−t))
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for any point p ∈ M . We have
b+(p) + b−(p) = lim
t→+∞
(t − d(p, γ(t)) + t − d(p, γ(−t)))
≤ lim
t→+∞
(2t − d(γ(t), γ(−t)))
= 0
for any point p ∈ M and
b+ ◦ γ(s) + b− ◦ γ(s) = lim
t→+∞
(t − d(γ(s), γ(t)) + t − d(γ(s), γ(−t)))
= lim
t→+∞
(t − (t − s) + t − (s − (−t)))
= 0
for any s ∈ R. By Lemma 4.25, b+ + b− is µ-subharmonic, hence
from Proposition 4.6, we have b+ + b− ≡ 0 on M . Since b− is also
µ-subharmonic from Lemma 4.25, we have∫
M
〈∇bγ,∇f 〉 dµ = 0
for any nonnegative smooth function f : M → [0, +∞) with compact
support, namely b+ and b− are µ-harmonic. For any point p ∈ M ,
we choose a sufficiently small local coordinate (U, φ) around p, where
φ : U → Rn is a coordinate map. Let X1, . . . , Xm be a set of vector
fields on φ(U) that is an orthonormal frame of the subbundle D on
φ(U) with respect to the metric 〈·, ·〉 of D. Then the function bγ ◦ φ−1




i Xi (bγ ◦ φ−1) = 0 with
respect to the Lebesgue measure on φ(U) in the distributional sense.
By Theorem 4.27, the Busemann function bγ is smooth. ¤
Finally we prove the splitting theorem and the non-splitting theo-
rems.
Proof of Theorem 1.10. We have |∇bγ| ≡ 1 on M since bγ is smooth
and |∇bγ(p)| = 1 for almost every p ∈ M . By the completeness of
(M,D, d), ∇bγ gives a 1-parameter group of transformations on M
and a diffeomorphism between b−1γ (0) × R and M . We prove that
any integral curve of ∇bγ is a straight line in the same way as in the
Riemannian case [38, Lemma 3.10 of Chapter V]. ¤
We need a lemma to prove Theorem 1.12.
Lemma 4.29 (see Corollary 8 and Lemma 12 of [15]). Let the triple
(M,D, d) be a sub-Riemannian manifold and c : [0, ε] → M a smooth
curve starting at a point p ∈ M for some ε > 0. Then the following (1)
and (2) hold.
(1) If there exists a positive number D > 0 such that d(p, c(t)) ≤ Dt
for sufficiently small t ∈ (0, ε], then ċ(0) ∈ Dc(0).
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(2) If ċ(0) ∈ Dc(0) and if ċ(t) ∈ Dc(t) for sufficiently small t ∈ (0, ε],
then there exists a positive number D > 0 such that d(p, c(t)) ≤
Dt for sufficiently small t ∈ (0, ε].
Proof of Theorem 1.12. We assume that there exist a metric space X
and an isometry φ : (X × R, dX×R) → (M,D, d), where dX×R denotes
the product distance function. We fix any point x0 ∈ X and define two
straight lines σ : R → X × R and γ : R → M by σ(t) := (x0, t) and
γ(t) := φ(x0, t). By Theorem 1.10, the gradient vector field ∇bγ gives a
1-parameter group on M and a diffeomorphism between b−1γ (0)×R and
M . X is endowed with the same differential structure as each b−1γ (t)
by φ−1(b−1γ (t)) = X × {t} for any t ∈ R, since for any (y, s) ∈ X × R,
we have bσ(y, s) = s and
bγ ◦ φ(y, s) = lim
t→+∞
(t − d(φ(y, s), γ(t)))
= lim
t→+∞
(t − d(φ(y, s), φ ◦ σ(t)))
= lim
t→+∞
(t − dX×R((y, s), σ(t)))
= bσ(y, s).
Hence, (X × R, dX×R) is given a product manifold structure by φ and
a 1-parameter group associated with ∇bγ, so that it is identified with
the sub-Riemannian manifold (M,D, d).
Let ∂/∂t denote the R-directional deriative of X × R defined on
X × R. ∂/∂t generates a 1-parameter group {ψt}t∈R on X × R. We
have the explicit expression ψt(x0, t0) = (x0, t0 + t) for any x0 ∈ X and
t, t0 ∈ R. Each ψt is an isometry of X × R. All integral curves whose
domains are R are straight lines (see Definition 1.6), so that ∂/∂t is
tangent to D from Lemma 4.29.
Lemma 4.30. We have
(ψt)∗(D(x0,t0)) = D(x0,t0+t)
for any x0 ∈ X and t, t0 ∈ R.
We prove this lemma later and continue the proof of Theorem 1.12.
By the condition (∗∗) for the sub-Riemannian manifold (X×R,D, dX×R),
there exist a point (x0, t0) ∈ X × R and a vector field W on X × R
tangent to D such that [ ∂/∂t, W ](x0,t0) /∈ D(x0,t0). We have another
vector field Ŵ on X ×R by restricting W to the submanifold X ×{t0}
and extending it on X × R through (ψt)∗ for all t ∈ R. Ŵ is tangent
to D from Lemma 4.30 and satisfies [ ∂/∂t, Ŵ ](x,t) = 0 ∈ D(x,t) for
any (x, t) ∈ X ×R since Ŵ does not move along the integral curves of
∂/∂t. However [ ∂/∂t, Ŵ ](x0,t0) ≡ [ ∂/∂t, W ](x0,t0) modulo D(x0,t0) from
Ŵ(x0,t0) = W(x0,t0) and the tensorial property of the curvature [·, ·] in
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the sense of [31, §4.1]. This is a contradiction. Therefore we conclude
that there does not exist such a metric space X. ¤
Proof of Lemma 4.30. It is sufficient to prove that
(ψt)∗(v) ∈ D(x0,t0+t)
for any v ∈ D(x0,t0), since (ψt)∗ is nondegenerate and dimD(x0,t0) =
dimD(x0,t0+t). Let ε > 0 be a positive number and c : [0, ε] → X × R
a smooth curve satisfying c(0) = (x0, t0), ċ(0) = v and ċ(t) ∈ Dc(t) for
sufficiently small t ∈ [0, ε]. From Lemma 4.29, there exists a positive




Since ψt : X × R → X × R is an isometry, we have






Therefore we conclude that (ψt)∗(v) ∈ D(x0,t0+t) from Lemma 4.29. ¤
Remark 4.31. The condition (∗∗) is essential for Theorem 1.12. With-
out the condition (∗∗), we can construct an example of sub-Riemannian
manifolds that split isometrically and satisfy the condition (∗) except
the non-existence condition of nontrivial singular minimizers as follows.
Let (M1,D1, d1) and (M2,D2, d2) be two sub-Riemannian manifolds
and consider the pair (M1 ×M2,D1 ⊕D2), where D1 ⊕D2 is the direct
sum of D1 and D2. This satisfies Hörmander’s condition and the sub-
Riemannian distance function determined by D1 ⊕ D2 coincides with
the product distance function of d1 and d2. D1⊕D2 does not satisfy the
condition (∗∗). According to Proposition 3.15, for two metric measure
spaces (X1, m1) and (X2,m2) having MCP(0, N1) and MCP(0, N2) re-
spectively, the product space (X1×X2,m1×m2) has MCP(0, N1+N2),
where m1 × m2 denotes the product measure. R has MCP(0, 1) with
respect to the Lebesgue measure and the Heisenberg group Hn has
MCP(0, 2n + 3) with respect to the Lebesgue measure. See Theorem
3.17. Hence, the sub-Riemannian manifold Hn×R has MCP(0, 2n+4)
with respect to the Lebesgue measure and splits isometrically. How-
ever, Hn × R contains nontrivial singular minimizers. For any point
p ∈ Hn, any segment of the straight line c(t) := (p, t) ∈ Hn × R is
a singular curve [31, Theorem 5.3]. Nevertheless, Theorem 1.10 holds
for Hn × R. In the proof of Theorem 1.10 for M , we need the non-
existence condition of nontrivial singular minimizers for the following
(1), (2) and (3).
(1) µ(Cut(p)) = 0 for any point p ∈ M (Remark 2.6).
(2) The contraction map Φp(t, ·) : Mp → M for any point p ∈ M
in Remark 4.1 (1) is injective.
(3) Lemma 4.24.
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For M = Hn × R, (1) and (2) both follow from the fact that a curve
γ : [0, T ] → Hn × R, γ(t) = (γ1(t), γ2(t)) ∈ Hn × R, is a minimizer
if and only if both of γ1 and γ2 are minimizers. Lemma 4.24 is used
in the proof of Lemma 4.25. Lemma 4.25 for M = Hn × R is proved
by using [23, Lemma 1] instead of Lemma 4.24. We note that every
nontrivial minimizer in Hn ×R except segments of the straight lines of
R-direction is not a singular curve [31, Lemma 5.5]. Thus the proof of
Theorem 1.10 works for Hn×R. If (1), (2) and Lemma 4.25 all hold for
a triple (M,d, µ), then we obtain Theorems 1.10 and 1.12 for (M,d, µ)
even if nontrivial singular minimizers exist.
We have another version of Theorem 1.12 by using the main part
of the proof of Theorem 1.12. Recall the condition for a map to be
infinitesimally Lipschitz along smooth curves.
Definition 4.32. Let (X, dX) and (Y, dY ) be two metric spaces with
smooth manifold structures. A smooth map f : X → Y is called an
infinitesimally Lipschitz map along smooth curves if for every smooth
curve c : [0, ε] → X for some ε > 0, we have
lim sup
s→0
dY (f ◦ c(s), f ◦ c(0))
dX(c(s), c(0))
< +∞.
Remark 4.33. Let (X, dX) and (Y, dY ) be two metric spaces with
smooth manifold structues. A locally bi-Lipschitz diffeomorphism be-
tween (X, dX) and (Y, dY ) is an infinitesimally bi-Lipschitz diffeomor-
phism along smooth curves between (X, dX) and (Y, dY ) in general.
Proof of Theorem 1.15. Assume that there exist a metric space (X, dX)
endowed with a smooth manifold structure and an infinitesimally bi-
Lipschitz diffeomorphism along smooth curves f : M → X × R, where
X ×R has the product distance function dX×R. We have a sub-bundle
f∗D on X ×R by pushing D through the diffeomorphism f . As in the
proof of Theorem 1.12, we consider the 1-parameter group {ψt}t∈R of
the R-directional derivative ∂/∂t on X × R. We also have ψt(x0, t0) =
(x0, t0 + t) for any x0 ∈ X and t, t0 ∈ R. We need two lemmas.





∈ ( f∗D )(x0,t0).
Lemma 4.35 (an analogue of Lemma 4.30). We have
(ψt)∗(f∗D)(x0,t0) = (f∗D)(x0,t0+t)
for any x0 ∈ X and t, t0 ∈ R.
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We have a contradiction as in the proof of Theorem 1.12 by using
these lemmas and condition (∗∗) for f∗D. We prove these lemmas
later. ¤
Proof of Lemma 4.34. Let γ : R → X ×R be an integral curve of ∂/∂t
with γ(0) = (x0, t0). We have the following inequality since f is an
infinitesimally bi-Lipschitz diffeomorphism along smooth curves and γ
is a straight line with respect to dX×R. For sufficiently small s > 0,
there exists a positive number A > 0 such that
d(f−1(γ(0)), f−1(γ(s))) ≤ AdX×R(γ(0), γ(s))
= As.
We have ((f−1)∗(∂/∂t))f−1(γ(0)) ∈ Df−1(γ(0)) from Lemma 4.29. There-
fore we have (∂/∂t)γ(0) ∈ (f∗D)γ(0). ¤
Proof of Lemma 4.35. Let ε > 0 be a positive number and c : [0, ε] →
X × R a smooth curve starting at (x0, t0) satisfying (f−1)∗(ċ(0)) ∈
Df−1(x0,t0) and (f−1)∗(ċ(t)) ∈ Df−1(c(t)) for sufficiently small t ∈ (0, ε].
From Lemma 4.29, there exists a positive number D > 0 such that for
sufficiently small s ∈ (0, ε], we have




Since f is an infinitesimally bi-Lipschitz diffeomorphism along smooth
curves, there exists a positive number A1 > 0 such that for sufficiently
small s > 0, we have
dX×R ((x0, t0), c(s)) ≤ A1 d (f−1(x0, t0), f−1(c(s))).
Recall that ψt : X × R → X × R in the proof of Theorem 1.15 is an
isometry. We have
dX×R (ψt(x0, t0), ψt(c(s))) = dX×R ((x0, t0), c(s)).
f−1 is also an infinitesimally bi-Lipschitz diffeomorphism along smooth
curves and the curve ψt(c(·)) is also a smooth curve in X × R, so that
there exists a positive number A2 > 0 such that for sufficiently small
s > 0,
d (f−1 ◦ ψt(x0, t0), f−1 ◦ ψt(c(s))) ≤ A2 dX×R (ψt(x0, t0), ψt(c(s))).
Combining all the above formulas, we have for sufficiently small s > 0,








( f−1 ◦ ψt ◦ c ) belongs to Df−1◦ψt (x0,t0) from Lemma
4.29. This implies that (ψt)∗(f∗D)(x0,t0) = (f∗D)(x0,t0+t). ¤
MEASURE CONTRACTION ON SUB-RIEMANNIAN MANIFOLDS 37
Remark 4.36. (1) In the proof of Theorem 1.12, the isometry φ
between X × R and M maps the straight line σ in X × R to
the straight line γ in M . From this fact, X is endowed with
the manifold structure of a level set of the Busemann function
of γ. We obtained the smoothness of the Busemann function
on a sub-Riemannian manifold from the measure contraction
property. Even if we only assume that φ is an infinitesimally
bi-Lipschitz diffeomorphism along smooth currves, we are able
to give X×R a smooth manifold structure through φ. However,
we do not know whether the manifold structure is the product
manifold structure or not. The image of a straight line by the
infinitesimally bi-Lipschitz diffeomorphism along smooth curves
φ is not necesssarily a straight line. So we need to assume in the
proof of Theorem 1.15 that the metric space X has a smooth
manifold structure and f is an infinitesimally bi-Lipschitz dif-
feomorphism along smooth curves.
(2) As mentioned in Remark 4.33, the locally bi-Lipschitz prop-
erty for a diffeomorphism in the usual sense is stronger than
the property of infinitesimally bi-Lipschitz along smooth curves.
Theorem 1.15 also holds true for a locally bi-Lipschitz diffeo-
morphism.
Definition 4.37. Let (X, dX) and (Y, dY ) be two metric spaces with
smooth manifold structures. If f is a diffeomorphism between X and
Y satisfying the following conditon, then we call f an infinitesimally













Proposition 4.38. Let two triples (M1,D1, d1) and (M2,D2, d2) be
sub-Riemannian manifolds. For any diffeomorphism f : M1 → M2, the
following (1), (2) and (3) are equivalent.
(1) f is an infinitesimally bi-Lipschitz diffeomorphism.
(2) f is an infinitesimally bi-Lipschitz diffeomorphism along smooth
curves.
(3) f preserves the sub-bundles, i.e., f∗D1 = D2.
Proof. (1) ⇒ (2) is clear from the definitions.
We prove that (2) ⇒ (3). Let ε > 0 be a positive number and
c : [0, ε] → M1 a smooth curve such that ċ(0) ∈ Dc(0) and ċ(t) ∈ Dc(t)
for sufficientlly small t ∈ (0, ε]. Lemma 4.29(2) implies that there exists
a constant D1 > 0 such that d1(c(0), c(t)) ≤ D1t for sufficiently small
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t ∈ (0, ε]. Since f is infinitesimally Lipschitz along smooth curves,
there exists a constant D2 > 0 such that d2(f ◦ c(0), f ◦ c(t)) ≤
D2d1(c(0), c(t)) for sufficiently small t ∈ (0, ε]. Combining these, we
have d
dt
|t=0 (f ◦ c(t)) ∈ (D2)f◦c(0) from Lemma 4.29 (1). We have
f∗D1 ⊂ D2. By the same argument for f−1, we have the condition
(3).
Finally, we prove that (3) ⇒ (1). Let 〈·, ·〉1 and 〈·, ·〉2 be the sub-
Riemannian metric on D1 and D2 respectively. We have a metric on
D2 by pushing 〈·, ·〉1 by f from the condition (3). We denote the
metric by f∗〈·, ·〉1. Both metrics (f∗〈·, ·〉1)q and (〈·, ·〉2)q smoothly vary
with respect to q ∈ M2. For any fixed point p ∈ M2, there exist an
open neighborhood U of p and a positive number D > 0 such that
for any point q ∈ U and any vector v ∈ (D2)q, we have (f∗〈v, v〉1)q ≤
D(〈v, v〉2)q. Let l1 and l2 be the two lengths of absolutely continuous
curves of M2 tangent to D2 with respect to the metrics f∗〈·, ·〉1 and
〈·, ·〉2, respectively. For any absolutely continuous curve c of U starting
at p tangent to D2, we have l1(c) ≤
√
Dl2(c). This yields that for any
point q ∈ U , we have d1(f−1(p), f−1(q)) ≤
√
Dd2(p, q), so that f
−1 is
infinitesimally Lipschitz. The same proof works for f . This completes
the proof. ¤
Remark 4.39. (1) If we restrict our attention to sub-Riemannian
manifolds, then Proposition 4.38 implies that the both notions
of infinitesimally bi-Lipschitz diffeomorphism and infinitesimally
bi-Lipschitz diffeomorphism along smooth curves are the same
as the notion of a diffeomorphism that preserve the sub-bundles.
(2) In the Riemannian case, both notions of the infinitesimally bi-
Lipschitz diffeomorphism and the infinitesimally bi-Lipschitz
diffeomorphism along smooth curves are meaningless, because
a diffeomorphism between two Riemannian manifolds satisfies
the both conditions of infinitesimally bi-Lipschitz and infinites-
imally bi-Lipschitz along smooth curves in general. The sub-
Riemannian distance function contains the information of the
sub-bundle and the inner product on it. An infinitesimally bi-
Lipschitz diffeomorphism (along smooth curves) between two
sub-Riemannian manifolds preserves the information of the sub-
bundles without the inner products on the sub-bundles. We
have applied this property to prove Theorems 1.12 and 1.15.
(3) The Cheeger-Gromoll splitting theorem is regarded as the non-
compact analogue of the maximal diameter theorem.
(4) Although we do not know an example of a sub-Riemannian
manifold satisfying the assumption of Theorem 3.13, the Heisen-
berg group with the Lebesgue measure (Hn, µ) is an example
satisfying all the assumptions of Theorems 1.12, 1.10 and 1.15
as seen in Example 4.40.
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Finally we prove Corollary 1.11.
Proof of Corollary 1.11. Let M̃ be the universal covering space of M .
M̃ is endowed with the sub-Riemannian structure D̃ induced from
D. Then (M̃, D̃, d̃) has nonnegative generalized Ricci curvature in the
sense of [2] and hence satisfies MCP(0, 5) for the appropriate measure
appeared in Lemma 4.2 of [2]. We prove that (M̃, D̃, d̃) contains a
straight line. For each i = 1, 2, . . . , there exsist two points pi, qi ∈ M̃
satisfying that d̃(pi, qi) > i since we asssume that π1(M) is an infinite
group. We set a minimal geodesic γi : [ 0, d̃(pi, qi) ] → M̃ such that
γi(0) = pi and γi(d̃(pi, qi)) = qi for each i = 1, 2, . . . . We fix a fun-
damental domain D ⊂ M̃ of M . There exists an element gi ∈ π1(M)
for each i = 1, 2, . . . such that gi(mi) ∈ D, where mi := γi(d̃(pi, qi)/2)
and gi(·) means the action of gi on M̃ . There exists a curve c in D
and a subsequence {σj}j=1,2,... of {gi(γi)}i=1,2,... such that a sequence of
subarcs of {σj}j=1,2,... converges to c in D since we assume that M is
compact. We fix a point p ∈ D. Let {B(p,Rl)}l=1,2,... be a sequence
of closed balls with center p and radius Rl such that D ⊂ B(p,Rl) for
each l. There exists a subsequence {σjl}jl=1,2,... of {σj}j=1,2,... for each l
such that a sequence of subarcs of {σjl}jl=1,2,... converges to a curve cl in
B(p,Rl) that is an extention of the curves c and cl−1. The sequence of
the curves {cl}l=1,2,... converges to a stright line in M̃ by the definition.
From Theorem 1.10, there exists a 2-dimensional smooth manifold N
such that M̃ is diffeomorphic to N × R. Since N is simply connected,
it is diffeomorphic to either S2 or R2. ¤
Example 4.40. We check that the Heisenberg group Hn in Example
3.16 satisfies all the assumptions of Theorems 1.10, 1.12, and 1.15.
According to [25], all geodesics on the Heisenberg group Hn are de-
scribed explicitly as follows. It is sufficient to consider geodesics start-
ing at the origin, since the distance function d is left invariant. We
identify R2n+1 with Cn ×R. Any geodesic γϕ : R → Cn ×R starting at
the origin 0 with the initial velocity (v, 0) ∈ Cn × R is described with













if ϕ 6= 0,
(tv, 0) if ϕ = 0,
where the operation · means the multiplication of the complex numbers
for each component of Cn and we set |α| :=
√
|α1| + · · · + |αn| for any
α = (α1, . . . , αn) ∈ Cn. Below is a figure of the geodesics in the case
of n = 1, namely the 3-dimensional case. We take an arbitrary real
number ϕ 6= 0 and fix it. Put γϕ(t) = (x(t) + iy(t), z(t)). Then
(x(t) + iy(t), 0) draws a circle in C starting at the origin and z(t)
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equals the area of the region in C bounded by the arc joining the origin
to (x(t)+iy(t), 0) and the segment joining the origin to (x(t)+iy(t), 0)
as is seen in Figure 4.40.
The region equal to z(t)
(x(t) + iy(t), 0)
ϕ 6= 0 ϕ = 0
0 0




In this case, γϕ is not a straight line. The z-axis is the cut locus of
the origin. In the case of ϕ = 0, γϕ is a line in C passing through the
origin in the usual sense and is also a straight line in the sense of the
sub-Riemannian distance function d. The behavior of the geodesics for
the (2n + 1)-dimensional case is the same as in the 3-dimensional case
mentioned above. There do not exist nontrivial singular minimizers in
Hn as mentioned in Example 3.16. According to Theorem 3.17, the
Heisenberg group Hn has MCP(0, 2n+3) with respect to the Lebesgue
measure on R2n+1. From these facts, Hn satisfies all the assumptions
of Theorems 1.10, 1.12 and 1.15. Any straight line γ in Hn induces a
diffeomorphism between the product manifold b−1γ (0)×R and Hn, how-
ever there does not exist any metric space X such that X ×R and Hn
are isometric, or any metric space X with a smooth manifold structure
such that X × R and Hn are infinitesimally bi-Lipschitz diffeomorphic
along smooth curves.
5. Measures constructed from a sub-Riemannian
structure
In this section, we mention about some measures constructed by a
sub-Riemannian structure (M,D, d). In the Riemannian case, we have
the canonical measure called the Riemannian volume measure, which
is uniquely determined by the Riemannian metric. The Riemannian
volume measure is defined by a smooth non-vanishing n-form deter-
mined by the Riemannian metric. On the other hand, the Hausdorff
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measure is defined by the Riemannian distance function. The Haus-
dorff measure and the Riemannian volume measure coincide with each
other up to a constant multiple. In the sub-Riemannian case, we have
a measure called Popp’s measure defined by a smooth non-vanishing
n-form determined by the sub-Riemannian structure under some as-
sumption. We also define the Hausdorff measure with respect to the
sub-Riemannian distance function. We mention some known results
about these measures.
5.1. Sub-Riemannian Hausdorff measure. Recall the definition of
the Hausdorff measure (see Definition 3.6). If the metric space in
Definition 3.6 is a sub-Riemannian manifold (M,D, d), the Hausdorff
measure and dimension are both determined by the sub-Riemannian
structure. In the following, we call the measure the sub-Riemannian
Hausdorff measure and the dimension the sub-Riemannian Hausdorff
dimension. The following notions of a flag and a growth vector are
esssential for the sub-Riemannian Hausdorff measure and dimension.
Let D ⊂ TM be a sub-bundle satisfying Hörmander’s condition.
Definition 5.1. We set D1 = D. We have a sequence of sub-bundles
D1 ⊂ D2 ⊂ · · · ⊂ Dr = TM,
defined as follows. Let [D,Di]p ⊂ TpM be a subspace spanned by all
[X,Y ]p for each p ∈ M and i = 1, 2, . . . , r − 1, where X and Y are any
local sections of D and Di around p respectively. The sub-bundle Di+1
for i = 1, 2, . . . , r − 1 is defined as
Di+1p := Dip + [D,Di]p.
Hörmander’s condition implies the existence of r such that Drp = TpM .
We call this sequence of the sub-bundles the flag.
Definition 5.2. For each point p ∈ M , we have a sequence of linear
subspaces from the flag of sub-bundles
D1p ⊂ D2p ⊂ · · · ⊂ Drp = TpM.
We set ni = dimDip for i = 1, 2, . . . , r. The list of the dimensions of
the subspaces (n1(p), n2(p), . . . , nr(p)) is called the growth vector at p.
The growth vector (n1(p), n2(p), . . . , nr(p)) may vary from a point
to a point for a general sub-bundle D ⊂ TM . In the case where the
growth vector is nonconstant, the sub-Riemannian Hausdorff measure
and dimension are quite complicated. We consider the following con-
dition for the sub-bundle D.
Definition 5.3 (see Definition 2.8 of [31]). We say that a sub-bundle
D ⊂ TM is regular at a point p ∈ M if the growth vector is constant
on a neighborhood of p.
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Definition 5.4. Let p ∈ M be a regular point of a sub-bundle D. We
set k1 := dimDp and ki := ni(p)− ni−1(p) for i = 2, 3 . . . , r. We call ki
the graded dimensions of D.
If the sub-bundle D is regular at every point p ∈ M , then the sub-
Riemannian Hausdorff measure and a Lebesgue measure on M are
absolutely continuous with respect to each other from the following
theorem.
Theorem 5.5 (see [30] and Theorem 2.17 in [31]). Let p ∈ M be a
regular point of a sub-bundle D. The Hausdorff dimension of a neigh-
borhood of p is D :=
∑r
i=1 iki. The D-dimensional Hausdorff measure
and a Lebesgue measure are absolutely continuous with respect to each
other near p.
Remark 5.6. In the Hausdorff dimension formula D =
∑r
i=1 iki, we
multiply each graded dimension ki by the step i of the sub-bundle Di.
On the other hand, the manifold dimension is the total of the graded
dimensions n =
∑r
i=1 ki, making D strictly greater than n if D 6= TM ,
even though the Hausdorff measure and a Lebesgue measure on M are
absolutely continuous with respect to each other.
5.2. Popp’s measure. Next we mention Popp’s measure. The Rie-
mannian metric 〈·, ·〉M of a Riemannian manifold (M, 〈·, ·〉M) is defined
on the whole tangent space TM , so that the Riemannian volume n-
form is naturally defined. However the sub-Riemannian metric 〈·, ·〉 for
a sub-Riemannian manifold (M,D, d) is defined only on the sub-bundle
D, so we are not able to define a volume form as in the Riemannian
case. We assume the following conditions (1) and (2) for the sub-bundle
D.
(1) Dr = TM for some r ∈ N.
(2) D is regular at any point p ∈ M .
Definition 5.7. For each point p ∈ M , we define a vector space
Gr(D)p := D1p ⊕ (D2p/D1p) ⊕ (D3p/D2p) ⊕ · · · ⊕ (Drp/Dr−1p ).
Gr(D)p is called the nilpotentization of D at p in [31].
Instead of the Riemannian metric on the whole tangent space, we
construct a metric 〈·, ·〉Grp on Gr(D)p. Let
⊗i Dp be the i-times tensor
product of Dp. We define a linear map βip :
⊗i Dp → Dip/Di−1p for
i = 2, 3, . . . , r by
βip(v1 ⊗ v2 ⊗ · · · ⊗ vi) := [v1, [v2, [. . . , [vi−1, vi] . . . ]]]
for any v1, v2, . . . , vi ∈ Dp, where the right hand side is determined as
an element of Dip/Di−1p by the tensorial property of the curvature of D.
See [31]. We check this tensorial property when i = 2. The general
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case follows by induction. Let X and Y be two local sections of D
around p. For any smooth function f around p, we have
[fX, Y ] = f [X,Y ] − (Y f) X.
Thus we have the modulo tensorial property [fX, Y ] ≡ f [X,Y ] mod D.
The relation [X, fY ] ≡ f [X,Y ] mod D is also obtained in the same
way. The sub-Riemannian metric 〈·, ·〉p on Dp induces a metric 〈·, ·〉ip
on
⊗i Dp for each i = 2, 3, . . . , r defined by
〈v1⊗v2⊗· · ·⊗vi, w1⊗w2⊗· · ·⊗wi〉ip := 〈v1, w1〉p 〈v2, w2〉p . . . 〈v1, w1〉p
for any v1, v2, . . . , vi, w1, w2, . . . , wi ∈ Dp. Since the linear map βip is
surjective, we have an isomorphism
βip|(ker βip)⊥ : (ker β
i
p)
⊥ → Dip/Di−1p ,
where (ker βip)
⊥ is the orthogonal complement of kerβip ⊂
⊗i Dp with
respect to 〈·, ·〉ip. This isomorphism sends the metric 〈·, ·〉ip to Dip/Di−1p .
Finally we define a Riemannian metric 〈·, ·〉Grp on Gr(D)p as the direct
sum of 〈·, ·〉p on Dp and the above metrics on Dip/Di−1p for i = 2, 3, . . . , r.
Remark 5.8. Gr(D)p has the natural Lie algebra structure induced
by the Lie algebra of the vector fields on M . There does not exist a
natural decomposition of the tangent space TpM appropriate to D such
as Gr(D)p.
Since the vector space Gr(D)p has a Riemannian metric, there is a
natural n-form defined by wedging elements of a dual basis of an or-
thonormal basis on Gr(D)p. Although there is no natural isomorphism
between TpM and Gr(D)p, there is a natural isomorphism between the
spaces of n-forms
∧n T ∗p M ∼= ∧n(Gr(D)p)∗. We construct this isomor-
phism for general vector spaces.
Definition 5.9. Let V be an n-dimensional vector space with a se-
quence of subspaces F = {Fi}i=0,1,2,...,r satisfying
{0} = F0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fr = V.
Such an F is called a filtration. We set dim Fi = ni for i = 1, 2, . . . , r. A
basis {θ1, θ2, . . . , θn} on V ∗ satisfying that θni+1, θni+2 . . . , θn annihilate
Fi for i = 1, 2, . . . , r − 1 is called an adapted basis for F . The vector
space
Gr(F ) := F1 ⊕ (F2/F1) ⊕ · · · ⊕ (Fr/Fr−1)
is called the graded vector space associated to F .
Proposition 5.10 (see Lemma 10.4 in [31]). Let V be an n-dimensional
vector space with a filtration F and Gr(F ) the associated graded vector
space. Then there is a natural isomorphism
∧n V ∗ ∼= ∧n Gr(F )∗.
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Proof. Let {θ1, θ2, . . . , θn} be an adapted basis on V ∗ for F . Recall
that the dual vector space of the quotient vector space (Fi/Fi−1)
∗ is
naturally identified with the subspace {f ∈ F ∗i |Fi−1 ⊂ ker f} of F ∗i .
For i = 1, 2, . . . , r, the restrictions of one-forms θni−1+1, θni−1+2, . . . , θni
to Fi give a basis on (Fi/Fi−1)
∗. We have elements of Gr(F )∗ by ex-
tending the restricted one-forms θni−1+1, θni−1+2, . . . , θni naturally on
Gr(F ). We denote them by p(θni−1+1), p(θni−1+2), . . . , p(θni). Then
we have the basis {p(θ1), p(θ2), . . . , p(θn)} on Gr(F )∗ and define an
isomorphism ϕ :
∧n V ∗ → ∧n Gr(F )∗ by
ϕ(θ1 ∧ θ2 ∧ · · · ∧ θn) := p(θ1) ∧ p(θ2) ∧ · · · ∧ p(θn).
We check that the isomorphism ϕ is invariant under changes of adapted
bases for F . Let {η1, η2, . . . , ηn} be another adapted basis for F . There












Since the two bases are adapted for F , there are nondegenerate (ni×ni)-
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where the transition matrix is an (ni × n)-matrix. The restriction of
the basis to Fi means that we ignore the ∗-part of this matrix. So we













Hence we have the following block diagonal transition matrix between
the two bases {p(θ1), p(θ2), . . . , p(θn)} and {p(η1), p(η2), . . . , p(ηn)} on
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p(θ1) ∧ p(θ2) ∧ · · · ∧ p(θn).
Since det(T ) =
∏r
i=1 det(Ti) and
η1 ∧ η2 ∧ · · · ∧ ηn = det(T ) θ1 ∧ θ2 ∧ · · · ∧ θn,
the proof is completed. ¤
We define Popp’s measure for the sub-bundle D satisfying the two
conditions (1) and (2) before Definition 5.7.
Definition 5.11. Let p ∈ M be a point and {E1, E2, . . . , En} a local
frame of TM around p such that for each i = 1, 2, . . . , r,{
(Eni−1+1)q + Di−1q , (Eni−1+2)q + Di−1q , . . . , (Eni)q + Di−1q
}
is an orthonormal basis on Diq/Di−1q for each point q sufficiently close
to p. We define Popp’s volume form on M by wedging together all
elements of the dual frame of {E1, E2, . . . , En} at all points p ∈ M .
Popp’s measure is the Lebesgue measure on M induced by Popp’s vol-
ume form.
Remark 5.12. In the above definition, the dual frame {θ1, θ2, . . . θn}
of {E1, E2, . . . , En} is adapted for the filtration {Di}i=1,2,...,r. The non-
vanishing smooth local n-form θ1 ∧ θ2 ∧ · · · ∧ θn is extended on M
uniquely up to a sign from Proposition 5.10. Of course when D = TM ,
the Popp’s measure coincides with the Riemannian measure.
Since Popp’s measure is a Lebesgue measure on M , Popp’s measure
and the sub-Riemannian Hausdorff measure are absolutely continuous
with respect to each other according to Theorem 5.5. However we
do not know whether the density functions are continuous or not in
general. If the sub-Riemannian manifold is a Carnot group defined as
below, they coincide with each other up to a constant multiple, so that
the density functions are smooth.
Definition 5.13 (see [31]). Let g be a Lie algebra with a Lie bracket
[·, ·]. g is called a graded nilpotent Lie algebra if there exists a sequence
{Vi}i=1,2,...,r of subspaces of g satisfying that
(1) g = V1 ⊕ V2 ⊕ · · · ⊕ Vr,
46 KAZUKI ITOH
(2) [Vi, Vj] =
{
Vi+j for i + j = 2, 3, . . . , r,
0 for i + j > r,
where [Vi, Vj] ⊂ g is the subspace generated by the Lie brackets of the
elements of Vi and Vj. The connected and simply connected Lie group
G of a graded nilpotent Lie algebra g is called a Carnot group. V1 ⊂ g
is extended to a left invariant sub-bundle D on G. We have a sub-
Riemannian manifold by giving V1 an inner product and by extending
it to a left invariant metric on D.
Example 5.14. The Heisenberg group Hn is a Carnot group. The
special unitary group SU(2) is not a Carnot group because SU(2) is
compact. Recall that the nilpotentization Gr(D)p at a regular point of
a sub-Riemannian manifold (M,D, d) has a Lie algebra structure. See
Remark 5.8. It is a graded nilpotent Lie algebra. The tangent cone
at every regular point p of (M,D, d) has the Carnot group structure
isomorphic to the Lie group of Gr(D)p. See [4].
5.3. Regularity of density functions. Instead of the Hausdorff mea-
sure, some relations between the spherical Hausdorff measure on a
sub-Riemannian manifold and Popp’s measure are investigated in [1].
The spherical Hausdorff measure on a metric space is defined in the
same way as the Hausdorff measure except that the covering consists
of metric balls only. The spherical Hausdorff dimension coincides with
the Hausdorff dimension and the spherical Hausdorff measure and the
Hausdorff measure are absolutely continuous with respect to each other
in general. We mention a result in [1] in the following. Let (M,D, d) be
a sub-Riemannian manifold satisfying the conditions (1) and (2) before
Definition 5.7. We denote by f the density function of Popp’s measure
with respect to the spherical Hausdorff measure.
Theorem 5.15 (see Theorem 4 of [1]). For a sub-Riemannian manifold
with dim M ≤ 5, the following (1) and (2) hold.
(1) If the growth vector of D does not coincide with (4, 5), then f
is a constant function, in particular a smooth function on M .
(2) If the growth vector of D coincides with (4, 5), then f is a C3
function but not a C5 function in general.
Remark 5.16. If a sub-Riemannian manifold (M,D, d) is regular at
every point and satisfies dim M ≤ 5, then the growth vector of D is
one of the following.
(2, 3) if dim M = 3,
(2, 3, 4), (3, 4) if dim M = 4,
(2, 3, 4, 5), (2, 3, 5), (3, 5), (3, 4, 5), (4, 5) if dim M = 5.
According to [1], the density function f is determined by the graded
nilpotent Lie algebra structure of Gr(D)p for each point p ∈ M . The
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associated graded nilpotent Lie algebra structure with each growth
vector above, except in the case of (4, 5), is uniquely determined. In the
case of (4, 5), there are different graded nilpotent Lie algebra structures
parametrized by R, and the density function f is not a constant in
general. The situation of the higher dimensional case dim M > 5 is
more complicated.
In Proposition 4.3, we have a Laplacian comparison theorem for a
sub-Riemannian manifold (M,D, d) with a Lebesgue measure µ. For
any Lipschitz function f on (M,D, d), we define the sub-Laplacian 4f
of f by ∫
M




for any Lipschitz function g with a compact support. Recall that ∇f
is the horizontal gradient of f . See Definition 4.2. The horizontal gra-
dient is determined only by the sub-Riemannian structure, though the
sub-Laplacian depends on the Lebesgue measure on M . Popp’s mea-
sure is a Lebesgue measure naturally defined by the sub-Riemannian
structure. The sub-Riemannian Hausdorff measure is also naturally
defined by the sub-Riemannian structure. However we do not know
whether we are able to use it in our settings or not, because the den-
sity function of the sub-Riemannian Hausdorff measure with respect
to the Lebesgue measure on each chart of M may not be continuous
in general. As mentioned before Definfition 5.13, on a Carnot group
the sub-Riemannian Hausdorff measure and Popp’s measure coincide
with each other, so that the regularity of the density function is not an
issue.
6. Measure contraction along geodesics
There is a simple description of geodesics of the sub-Riemannian
structures determined by the horizontal sub-bundles of some class of
principal bundles. In this section, we calculate the Jacobian determi-
nant of the contraction map of the sub-Riemannian manifold by using
the description of the geodesics.
6.1. Sub-Riemannian manifolds associated with connections of
principal bundles. Let M be an n-dimensional manifold, B an m-
dimensional manifold and G an (n−m)-dimensional Lie group for some
integers m,n ∈ N with n ≥ m. Assume that G acts on M on the right.
The action Rg : M → M for each g ∈ G is also denoted as Rg(p) = pg
for any p ∈ M .
Definition 6.1. Let ϕ : M → B be a smooth surjective map. M is
a principal G-bundle if it satisfies the following conditions (1), (2) and
(3).
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(1) The action satisfies
Rg(ϕ
−1(b)) ⊂ ϕ−1(b)
for any b ∈ B and g ∈ G.
(2) If ϕ(p) = ϕ(q) for p, q ∈ M , then there exists a unique g ∈ G
such that p = Rg(q).
(3) There exist an open covering {Uα}α∈A of B and a smooth sec-
tion sα : Uα → ϕ−1(Uα) for each Uα.
Let ϕ : M → B be a principal G-bundle.
Definition 6.2. The vertical distribution V ⊂ TM is naturally defined
by ϕ as V :=
∪
{ ker dϕp ⊂ TpM | p ∈ M}. Each ker dϕp for p ∈ M is
called the vertical subspace at p.
We note that each fiber ϕ−1(b) for b ∈ B is diffeomorphic to G and
ker dϕp is the tangent space of ϕ
−1(b) at p ∈ ϕ−1(b).







for any p ∈ M , where expG is the group exponential map of G. The
vector field X∗ is called the fundamental vector field.
Definition 6.4. A sub-bundle D ⊂ TM is called a principal bundle
connection if it satisfies the following conditions.
(1) D is everywhere transverse to the vertical distribution V and
the rank of D coincides with m = dim B, i.e.,
D ⊕ V = TM.
(2) D is invariant under the right action of G, i.e.,
Rg∗(Dp) = Dpg
for any p ∈ M and g ∈ G.
Definition 6.5. Let θ be a g-valued one-form on M satisfying the
following conditions.
(1) ker θp = Dp for any p ∈ M .
(2) θp(X
∗
p ) = X for any p ∈ M and X ∈ g.
Such one-form is uniquely determined by D and is called the connection
one-form.
We assume that D satisfies the Hörmander’s condition (see Definition
1.1) for giving M a sub-Riemannian structure. Let 〈·, ·〉M and 〈·, ·〉B
be Riemannian metrics on M and B respectively. We have a sub-
Riemannian metric 〈·, ·〉 by restricting the metric 〈·, ·〉M to the sub-
bundle D.
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Definition 6.6 (see Definition 11.4 of [31]). We call a G-invariant
sub-Riemannian metric on D a metric of bundle type.
We investigate the geodesics of the sub-Riemannian metric of bun-
dle type by using the Riemannian geodesics on M and G under some
conditions. See [31, §11].
Definition 6.7. Let 〈·, ·〉 be a sub-Riemannian metric of bundle type
on D. A Riemannian metric 〈·, ·〉M on M is compatible with the sub-
Riemannian metric 〈·, ·〉 if the following holds.
(1) The restriction of 〈·, ·〉M to D coincides with 〈·, ·〉.
(2) 〈·, ·〉M is G-invariant.
(3) The principal bundle connection D is orthogonal to the vertical
distribution V with respect to 〈·, ·〉M .
Definition 6.8. Let 〈·, ·〉M be a G-invariant Riemannian metric on M .
The restriction of 〈·, ·〉M to the vertical subspace Vp for each p ∈ M
gives the following bilinear form Ip on the Lie algebra g of G. Let







where expG is the group exponential map of G. We define
Ip(X,Y ) := 〈σp(X), σp(Y )〉Mp
for any X,Y ∈ g. Ip is called the moment of inertia tensor at p ∈ M .
Note that σp(X) = X
∗
p for any X ∈ g and p ∈ M .
Definition 6.9. A G-invariant metric 〈·, ·〉M on M is said to be of
constant bi-invariant type if the inertia tensor Ip is independent of p ∈
M .
Definition 6.10. A Riemannian metric 〈·, ·〉G on G is called bi-invariant
if all left and right translations are isometries with respect to 〈·, ·〉G.
Remark 6.11 (see §21 of [29]). Any compact Lie groups and Abelian
Lie groups have bi-invariant metrics. If a Lie group G has a bi-
invariant metric, the geodesics through the identity coincide with the
one-parameter subgroups on G.
Under the above conditions, we have a simple description of sub-
Riemannian geodesics by a Riemannian geodesics on M and a one-
parameter subgroup on G. We denote the Riemannian exponential
map on M for each p ∈ M by expMp and the group exponential map on
G by expG.
Definition 6.12. We define a linear map gMp : T
∗
p M → TpM for each
p ∈ M by 〈gMp (α), v〉p = α(v) for any α ∈ T ∗p M and v ∈ TpM .
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Theorem 6.13 (see Theorem 11.8 of [31]). Let G be a Lie group with
a bi-invariant metric 〈·, ·〉G and ϕ : M → B a principal G-bundle with
a Riemannian metric 〈·, ·〉M of constant bi-invariant type. Let D be the
principal bundle connection defined by the orthogonal complement of
the vertical distribution V . Denote by 〈·, ·〉 the sub-Riemannian metric
on D defined as the restriction of 〈·, ·〉M to D. Let ξ(t) be an integral
curve of the sub-Riemannian Hamiltonian vector field on T ∗M with an
initial value α ∈ T ∗M . γ(t) := π ◦ ξ(t) is a normal geodesic. Then we
have
γ(t) = expMp ( t g
M
p (α)) exp
G(−t θp (gMp (α))),
where γ(0) = p and θ is the connection one-form.
Remark 6.14. (1) The Riemannian metric 〈·, ·〉M appeared in the
above theorem is compatible with the sub-Riemannian metric
〈·, ·〉 in the sense of Definition 6.7.
(2) In this thesis, we have assumed that sub-Riemannian manifolds
do not contain nontrivial singular minimizers, so that every
minimizer is normal.
(3) The initial velocity vector γ̇(0) of the above γ coincides with
gp(α). Recall that gp : T
∗
p M → Dp is defined as gMp by exchang-
ing TpM and Dp.
(4) According to Remark 6.11, the group exponential map on G
coincides with the Riemannian exponential map of G starting
at the identity.
If we are given a Lie group G with a bi-invariant metric 〈·, ·〉G, a
principal G-bundle ϕ : M → B and a principal bundle connection D
with a sub-Riemannian metric 〈·, ·〉, then we construct a Riemannian
metric 〈·, ·〉M of constant bi-invariant type as follows. We give a metric
〈·, ·〉V on V induced by 〈·, ·〉G as
〈v, w〉Vp := 〈θp(v), θp(w)〉Ge
for any p ∈ M and v, w ∈ Vp, where e is the identity of G. We define
a metric 〈·, ·〉M on M by the following conditions (1), (2) and (3).
(1) The restrictions of 〈·, ·〉M to D coincides with 〈·, ·〉.
(2) The restrictions of 〈·, ·〉M to V coincides with 〈·, ·〉V .
(3) D and V are orthogonal with respect to 〈·, ·〉M .
The principal G-bundle ϕ : M → B with the constructed metric
〈·, ·〉M satisfies the assumptions of Theorem 6.13. There is a Riemann-
ian metric 〈·, ·〉B on B that coincides with the projection of the sub-
Riemannian metric 〈·, ·〉 by dϕ. Giving B this metric 〈·, ·〉B, the map
ϕ : M → B is a Riemannian submersion. We recall the definition of a
Riemannian submersion.
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Definition 6.15. Let M and B be two Riemannian manifolds. A
smooth surjective map ϕ : M → B is called a submersion if the differ-
ential map dϕp : TpM → Tϕ(p)B of ϕ is a surjective linear map for each
p ∈ M . We call a submersion ϕ : M → B a Riemannian submersion
if for each point p ∈ M , The restriction of the differential map dϕp
to the orthogonal complement of the kernel (ker dϕp)
⊥ is an isometry
from (ker dϕp)
⊥ to Tϕ(p)B.
Remark 6.16. If we endow M and B with the above metrics respec-
tively, then the horizontal lift of a Riemannian geodesic on B is a
sub-Riemannian geodesic on M and is also a Riemannian geodesic on
M . Conversely, the projection of a Riemannian geodesic on M tan-
gent to the sub-bundle D is a Riemannian geodesic on B. However,
the projection of a Riemannian geodesic on M transverse to D is not
a Riemannian geodesic on B. The projection of a sub-Riemannian
geodesic on M is not a Riemannian geodesic on B in general.
Example 6.17. We give two examples. Both of them satisfy the as-
sumption of Theorem 6.13. There are many other examples satisfying
the assumption of Theorem 6.13. See [31]. The first one is the Heisen-
berg group Hn. We set M = Cn × R and B = Cn. We consider the
projection ϕ : Cn × R → Cn given by
ϕ(x1 + iy1, . . . , xn + iyn, z) := (x1 + iy1, . . . , xn + iyn).
The fiber for a point (x1 + iy1, . . . , xn + iyn) ∈ Cn is given by {(x1 +
iy1, . . . , xn + iyn, z) ∈ Cn × R | z ∈ R}. The Lie group R with the
additive group structure acts on Cn × R as
(x1 + iy1, . . . , xn + iyn, z) 7→ (x1 + iy1, . . . , xn + iyn, z + t)
for every t ∈ R. We have a principal R-bundle in this way. The sub-
















for l = 1, . . . , n gives a principal bundle connection. The Riemannian
metric 〈·, ·〉Cn×R on Cn × R is constructed as above.
The second one is the Hopf fibration. We consider the projection
ϕ : S3 → S2 given by
ϕ(x1, x2, x3, x4)
:=( 2(x2x4 − x1x3), x21 + x22 − x23 − x24, 2(x1x4 + x2x3) ).
By the muitiplication of the quaternion group Q , we also describe the
projection by ϕ(x) = x j x−1 for every x ∈ S3. Let {ϕt}t∈R be the
1-parameter group of the vector field −X3 (see Example 3.19). The
Lie group S1 with the circle group structure acts on S3 as
x 7→ ϕt(x)
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for every point x ∈ S3 and t ∈ [0, 2π). We have a principal S1-bundle
in this way. The sub-bundle D generated by the vector fields X2 and
X4 gives a principal bundle connection. This sub-bundle is different
from the sub-bundle in Example 3.19. The Riemannian metric on S3
is constructed as above.
6.2. Variations of sub-Riemannian geodesics. Recall that for a
sub-Riemannian manifold (M,D, d), the contraction map Φp : [0, 1] ×
Mp → M for every point p ∈ M is given by
Φp(t, q) := expq( (t − 1) d(r2p)q/2 )
for any point q ∈ Mp. For the calculation of the Jacobian determinant,
we describe the contraction map in a different form. Let ξ : [0, 1] →
T ∗M be the integral curve of the sub-Riemannian Hamiltonian vector
field ~H on T ∗M starting at −d(r2p)q/2 ∈ T ∗q M . We note that π(ξ(1)) =
expq(−d(r2p)q/2 ) = p, where π : T ∗M → M is the projection of the
cotangent bundle. We define a map exp−1p : Mp → T ∗p M by exp−1p (q) :=
ξ(1). We also describe the contraction map as
Φp(t, q) = expp( t exp
−1
p (q)).
In the rest of this section, we assume that the sub-Riemannian manifold
(M,D, d) satisfies the assumption of Theorem 6.13. We consider the
Riemannian volume n-form denoted by vol and the Riemannian volume
measure µ on M determined by the Riemannian metric 〈·, ·〉M . We
denote Φp(t, ·) by φt(·) for a fixed point p ∈ M . For an orthonormal
basis {e1, . . . , en} on TqM , the Jacobian determinant of the contraction
map is given by (Jφt)q = volφt(q) ( (dφt)q(e1), . . . , (dφt)q(en) ). For any





We need to controll this volume µ(φt(B)) to obtain the measure con-
traction property for sub-Riemannian manifolds. For a fixed point
q ∈ Mp, we consider a variation of the contraction map given by
αξ(t, s) := expp t ( exp
−1
p (q) + sξ )
for any ξ ∈ T ∗p M , t ∈ [0, 1] and s ∈ (−ε, ε), where ε is a positive
constant. The cotangent space T ∗p M is identified with the tangent
space TpM by g
M
p defined in Definition 6.12. For an orthonormal basis
{e1, . . . , en} on TpM , we have variations αi := αei by ξ = ei for i =
1, . . . , n respectively. These variations satisfy
αi(t, 0) = φt(q),
∂αi
∂s
(t, 0) = (d expp)t exp−1p (q) (tei)
for any t ∈ [0, 1] and i = 1, . . . , n, where (d expp)t exp−1p (q) is the differen-
tial map of the exponential map expp at the point t exp
−1
p (q) ∈ T ∗p M .
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We denote by J (t) the Jacobian determinant of expp at the point











The Jacobian determinant of the contraction map φt is written by
(Jφt)q = A(t)A(1)−1 = tnJ (t)J (1)−1.
for any t ∈ [0, 1]. The function A(t) is essential to controll the con-
traction of the volume µ(φt(B)) of a Borel subset of M . The variation
vector fields ∂α1/∂s, . . . , ∂αn/∂s for i = 1, . . . , n are analogies of the
Jacobi fields in the Riemannian geometry. We calculate the derivative
of the function logA(t) in the same way as in Chapter IV of [38]. We









































































where tr means the trace of the matrix and the multiplication inside the
trace tr( ) is the matrix multiplication. For any fixed number t̃ ∈ (0, 1],









in Tφt̃(q) M give
an orthonormal basis of Tφt̃(q) M . The transformation of a basis of














































for any t̃ ∈ (0, 1]. By Theorem 6.13, we have
αi(t, s) = exp
M
p (t ( exp
−1
p (q) + sei )) exp
G(−t θp ( exp−1p (q) + sei ))
for i = 1, . . . , n. We consider other variations
βi(t
M , tG, s) = expMp (t
M ( exp−1p (q)+sei )) exp
G(−tG θp ( exp−1p (q)+sei ))
for any tM , tG ∈ [0, 1], s ∈ (−ε, ε) and i = 1, . . . , n. We note that



























































Remark 6.18. For any two fixed pairs (tM , s), (tG, s) ∈ [0, 1]×(−ε, ε),
the curves βi( · , tG, s) : [0, 1] → M and βi(tM , · , s) : [0, 1] → M are
Riemannian geodesics for i = 1, . . . , n. We have Jacobi fields
∂βi
∂s
( · , tG, s), ∂βi
∂s
(tM , · , s)
along these geodesics respectively [38]. The right hand side of the
equation (6.1) is the sum of the index forms of these Jacobi fields.
There is a comparison theorem of the index forms of Jacobi fields.
Theorem 6.19 (see Theorem 2.3 of Chapter IV in [38]). Let M, M̃
be two complete Riemannian manifolds, γ : [0, t0(p) ) → M (resp., γ̃)
a geodesic starting at a point p ∈ M (resp., p̃ ∈ M̃) with unit speed,
where t0(p) (resp., t̃0(p̃)) is the first conjugate point of p (resp., p̃) along
γ (resp., γ̃) and J (resp., J̃) a Jacobi field along γ (resp., γ̃) orthogonal
to γ̇ (resp., ˙̃γ). We set
k(t) := inf
σ(t)
Kσ(t), K̃(t) := sup
σ̃(t)
K̃σ̃(t)
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for every t ∈ [0, t0(p) ), where Kσ(t) (resp., K̃σ̃(t)) are the sectional
curvatures determined by all the two-dimensional subspaces σ(t) ⊂
Tγ(t)M (resp., σ̃(t) ⊂ Tγ̃(t)M̃) through γ̇(t) (resp., ˙̃γ(t)). We assume
that dim M ≥ dim M̃ , k(t) ≥ K̃(t) for all t ∈ [0, t0(p) ) and






for all t ∈ [0, t0(p) ).
The Jacobi field of a geodesic in a complete Riemannian manifold
with constant curvature is described as follows.
Proposition 6.20 (see [38]). Let M be an n-dimensional complete
Riemmannian manifold with constant curvature κ ∈ R, γ : [0, +∞) →
M a geodesic with constant speed 1 and J a Jacobi field along γ or-
thogonal to γ̇. We set two parallel vector fields E1 and E2 along γ such
that E1(0) = J(0) and E2(0) = J̇(0) respectively. Then, we have
J(t) = s′κ(t)E1(t) + sκ(t)E2(t)
for all t ∈ [0, +∞), where the function sκ is defined in Definition 3.3.
Remark 6.21. For the proof of the above proposition, it is sufficient
to check that the vector field J(t) = s′κ(t)E1(t) + sκ(t)E2(t) satisfies
the following Jacobi equation
J̈(t) + κ J(t) = 0.





κr) if κ > 0,
1 if κ = 0,
cosh(
√
|κ| r) if κ < 0.

















is regarded as the sum of the index forms of the Jacobi fields
∂βi
∂s
( · , t̃, 0)
along the geodesic βi( ·, t̃, 0) : [0, 1] → M for i = 1, . . . , n. This curve
is independent of i. These Jacobi fields start at βi(0, t̃, 0), namely
56 KAZUKI ITOH
the intersection point of the two curves βi( ·, t̃, 0) : [0, 1] → M and
βi(0, · , 0) : [0, 1] → M . The associated Jacobi fields
∂βi
∂s
( · , t̃, 0), ∂βi
∂s
(0, · , 0)




(0, · , 0) satisfy ∂βi
∂s
(0, 0, 0) = 0, so that they are orthogonal
to the tangent vector field of the geodesic βi(0, · , 0) : [0, 1] → M by
choosing ei ∈ TpM orthogonal to
∂βi
∂tG
(0, 0, 0). We compare the index
forms of the Jacobi fields
∂βi
∂s
(0, · , 0) and the index form of the Jacobi
field in a complete Riemannian manifold with a constant sectional cur-
vature by using Theorem 6.19 and Proposition 6.20. We are also able
to choose ei ∈ TpM so that the vectors
∂βi
∂s








( · , t̃, 0) are orthogonal to the tangent vector field of the ge-
odesic βi( ·, t̃, 0) : [0, 1] → M . The situation is the same as in the case
of the Jacobi fields
∂βi
∂s
(t̃, · , 0)
along the geodesic βi(t̃, · , 0) : [0, 1] → M for a fixed t̃ and i = 1, . . . , n.
Remark 6.22. As we have seen, the Jacobian determinant of the con-
traction map is controlled by the Jacobi fields
∂βi
∂s
( · , t̃, s), ∂βi
∂s
(t̃, · , s)
for each t̃. If t̃ moves, then so do the Jacobi fields. It is difficult to
controll this situation only by the sectional curvature.
7. Horospheres of Heisenberg group
Preceding the proof of Theorem 1.10, we proved in Lemma 4.28 that
the Busemann function of a straight line in a sub-Riemannian manifold
is smooth under the measure contraction property. This implies that
the level sets of the Busemann function, namely the horospheres are
smooth submanifolds in the sub-Riemannian manifold. The Heisenberg
group with the Lebesgue measure (Hn, µ) satisfies all the assumptions
of Theorems 1.10, 1.12 and 1.15. Horospheres in the Heisenberg group
Hn are smooth submanifolds and are endowed with the metric struc-
tures induced by the metric structure of the Heisenberg group Hn. Each
element of the 1-parameter group of the horizontal gradient of a Buse-
mann function is not an isometry. There is an analogue of the second
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fundamental form, called the horizontal second fundamental form for
hypersurfaces in the Heisenberg goup Hn. See [7, §4.3.1]. The horizon-
tal second fundamental form is defined for hypersufaces in a general
Carnot group. See [8].
7.1. Hypersurfaces and their horizontal second fundamental
forms for Heisenberg group. First we mention some notions of hy-
persurfaces in the Heisenberg gruop Hn. See [7]. Recall that the Heisen-
berg group Hn = Cn × R has the coordinate (x1 + iy1, . . . , xn + iyn, z)
















for l = 1, 2, . . . , n. We set X2n+1 := ∂/∂z. For any positive number
L > 0, we endow the Heisenberg group Hn with the Riemannian metric
〈·, ·〉L such that {X1, . . . , X2n, L−1/2X2n+1} is an orthonormal frame.
We denote the orthonormal frame by {X̃1, . . . , X̃2n, X̃2n+1}. We note
that the restriction of the metric 〈·, ·〉L for each L > 0 to the sub-bundle
D coincides with the sub-Riemannian metric 〈·, ·〉 on D.
Remark 7.1. Let dL be the distance function of the Riemannian metric
〈·, ·〉L. Recall that we denote by d the sub-Riemannian distance func-
tion. For any sequence {Lj}j=1,2,... ⊂ (0, +∞) that converges to 0, the
sequence of pointed metric spaces {(Cn × R, dLj , p)}j=1,2,... converges
to the pointed metric space (Hn, p) in the pointed Gromov-Hausdorff
sense as j → ∞ for any point p ∈ Hn. See [7, Theorem 2.12].
Let u : Hn → R be a smooth function. We assume that the differen-
tial dup of u does not vanish at each point p of the level set S := u
−1(0),
so that S is a smooth submanifold.
Definition 7.2. The subset of S defined by
Σ(S) := { p ∈ S |∇u(p) = 0 }
is called the characteristic set of S, where ∇u(p) is the horizontal gra-
dient of u at p. Each element of Σ(S) is called the characteristic point
of S.
Proposition 7.3. We have dim (TpS ∩ Dp) = 2n − 1 for every point
p ∈ S − Σ(S).
Proof. Recall that the rank of the sub-bundle D is 2n. It is sufficient
to prove that for every point p ∈ S − Σ(S), the subspace (TpS ∩
Dp) ⊂ Dp coincides with the orthogonal complement of the horizontal
gradient ∇u(p) in Dp with respect to the sub-Riemannian metric 〈·, ·〉p.
If ∇u(p) 6= 0, then the dimension of the orthogonal complement of
∇u(p) in Dp is 2n − 1. Let v ∈ Dp be an element of the orthogonal
complement of ∇u(p) in Dp, namely v(u) = 〈v,∇u(p)〉 = 0, where v(u)
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means the directional derivative of the function u along v. This implies
that v ∈ TpS. ¤
Remark 7.4. The condition ∇u(p) = 0 is equivalent to TpS = Dp.
The characteristic set Σ(S) of S yields some difficulties for the theory of
the sub-Riemannian hypersurfaces [7]. However, simple hypersurfaces
may have characteristic points. For example, the subset Cn in the
Heisenberg group Hn = Cn × R has the characteristic set {0}. The
standard Euclidean sphere S(0, 1) centered at the origin with radius 1
in Cn × R,
S(0, 1) :=
{
(α1, . . . , αn, z) ∈ Cn × R
∣∣∣ n∑
l=1
|αl|2 + |z|2 = 1
}
has the characteristic set {(0, . . . , 0, 1), (0, . . . , 0,−1)}. On the other
hand, the level set of the Busemann function b−1γ (t) for any straight
line γ in the Heisenberg group Hn does not have characteristic points,
because we have |∇bγ| ≡ 1 on Hn (see the proof of Theorem 1.10).
Proposition 7.5 (see Proposition 4.1 of [7]). Let V = {Vp}p∈Hn be
the sub-bundle of THn given by the left translation of the z-axis of the
coordinate (x1+iy1, . . . , xn+iyn, z) for each point p ∈ Hn. We consider
two Riemannian metrics 〈·, ·〉1 and 〈·, ·〉2 on Hn and the associated Levi-
Civita connections ∇1 and ∇2. If 〈·, ·〉1 and 〈·, ·〉2 satisfy
(1) 〈·, ·〉1 and 〈·, ·〉2 coincide with each other on the sub-bundle D,
(2) the sub-bundles D and V are orthogonal with respect to both
〈·, ·〉1 and 〈·, ·〉2,
then for any three vector fields X, Y and Z tangent to D, we have
〈(∇1)XY, Z〉1 = 〈(∇2)XY, Z〉2.
Remark 7.6. For every point p = (x1 + iy1, . . . , xn + iyn, z) ∈ Hn, the
fiber Vp of the sub-bundle V in the above proposition coincides with the
set {(x1 + iy1, . . . , xn + iyn, t) ∈ Cn × R | t ∈ R} as is seen in Example
6.17. They are generated by the vector field ∂/∂z. We defined the
Riemannian metric 〈·.·〉L so that V and D are orthogonal.
Definition 7.7. Let S = u−1(0) be a hypersurface defined by a func-





the horizontal unit normal vector of S at p.
Proposition 7.5 implies that for any point p ∈ S−Σ(S) and any two
vectors v, w ∈ (TpS ∩ Dp),
hLp (v, w) := 〈∇Lv νD, w〉Lp
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is independent of L. From Proposition 7.3, We have dim(TpS ∩ Dp) =
2n − 1 for every point p ∈ S − Σ(S). The bilinear form hL is defined
on TpS ∩ Dp for every point p ∈ S − Σ(S).
Definition 7.8. We denote hL by h and call it the horizontal second
fundamental form of S.
We state a result of the relation between the horizontal second fun-





the unit normal vector field of the hypersurface S = u−1(0) with respect
to the Riemannian metric 〈·, ·〉L, where ∇Lu is the gradient vector field
of u with respect to 〈·, ·〉L. The second fundamental form is defined by
IILp (v, w) := 〈∇Lv νL, w〉L
for any point p ∈ S and any two vectors v, w ∈ TpS, where ∇Lv νL is
the covariant derivative of νL along v.
Remark 7.9. The second fundamental form IILp is a symmetric bilin-
ear form on TpS. In fact, for any two vector fields V and W on S, the
metric compatibility, the torsion free property and [V,W ]⊥νL together
imply that
IIL(V,W ) − IIL(W,V ) = 〈∇LV νL,W 〉L − 〈∇LW νL, V 〉L
= 〈νL,−∇LV W + ∇LW V 〉L
= −〈νL, [V,W ]〉L
= 0.
However the horizontal second fundamental form hLp is not symmetric
in general. The last equality does not hold for the horizontal unit
normal vector field νD in general.
Definition 7.10. The symmetrized horizontal second fundamental form
h∗ is defined by
h∗p(v, w) :=
hp(v, w) + hp(w, v)
2
for any point p ∈ S − Σ(S) and any two vectors v, w ∈ (TpS ∩ Dp).
Theorem 7.11 (see Theorem 4.18 of [7]). For any point p ∈ S −Σ(S)
and any two vectors v, w ∈ (TpS ∩ Dp), we have
lim
L→+∞
IILp (v, w) = h
∗
p(v, w) =




Definition 7.12. The horizontal mean curvature H is defined by the
trace of the symmetrized horizontal second fundamental form, namely
H(p) := tr(h∗p(·, ·))
for every point p ∈ S − Σ(S).
Proposition 7.13 (see Corollary 4.21 of [7]). Let HL be the mean
cuvature of S with respect to the Riemannian metric 〈·, ·〉L. For any















for any point p ∈ S−Σ(S).
∑2n
a=1 XaXau(p) is the sub-Laplacian of u at
p.
∑2n
b,c=1 Xbu(p) Xcu(p) XbXcu(p) is called the infinite sub-Laplacian
of u at p.
7.2. Horizontal second fundamental forms on horospheres. The
covariant derivatives and the Riemannian curvature tensor with respect
to 〈·, ·〉L are computed explicitly as follows. The result uses the metric
compatibility and the torsion free property of the Levi-Civita connec-
tion ∇L. For any three vector fields U , V and W on Hn, we have
2〈∇LUV,W 〉L = U〈V,W 〉L + V 〈W,U 〉L − W 〈U, V 〉L
− 〈U, [V,W ] 〉L + 〈V, [W,U ] 〉L + 〈W, [U, V ] 〉L.
By the definition of the orthonormal frame {X̃1, . . . , X̃2n, X̃2n+1}, we
have
〈 X̃2n+1, [X̃l, X̃n+l] 〉L = −〈 X̃2n+1, [X̃l+n, X̃l] 〉L =
√
L
for l = 1, . . . , n and the other 〈 X̃a, [X̃b, X̃c] 〉L are all equal to zero.
These computations imply that
∇L
X̃l
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for l = 1, . . . , n, and the other ∇L
X̃a
X̃b are all equal to zero. Recall that
the Riemannian curvature tensor RL is defined by
RL(U, V ) W := ∇LU ∇LV W −∇LV ∇LU W −∇L[U,V ] W
for any three vector fields U , V and W on Hn. The Riemannian cur-
vature tensor is computed as follows.




〈RL(X̃l, X̃2n+1) X̃2n+1, X̃l 〉L




for l = 1, . . . , n. The other 〈RL(X̃a, X̃b) X̃c, X̃d 〉L are all equal to zero.
We also compute the Ricci tensor RicLp (v, v) := tr〈RL(·, v) v, · 〉Lp for
any p ∈ Hn and any unit vector v ∈ TpHn as follows.
Ric(X̃l, X̃l) = Ric(X̃l+n, X̃l+n) = −
L
2




Remark 7.15. As mentioned in Remark 7.1, any sequence of pointed
metric spaces {(Cn ×R, dLj , p)}j=1,2,... converges to the pointed metric
space (Hn, p) in the pointed Gromov-Hausdorff sense as j → ∞ for
any point p ∈ Hn and for any sequence {Lj}j=1,2,... with limj→∞ Lj =
0. However, as we have seen, the sectional curvature and the Ricci
curvature both diverge as J → ∞.
Let γ : R → Hn be a straight line. Recall that the Busemann
function bγ of γ is defined by
bγ(p) := lim
t→+∞
(t − d(p, γ(t)))
for every point p ∈ Hn. For a fixed real number t ∈ R, we set u(p) :=
bγ(p) − t for every point p ∈ Hn.
Definition 7.16. We call the hypersurface S := u−1(0) a horosphere
in the Heisenberg group Hn. S coincides with b−1γ (t).
Remark 7.17. (1) As mentioned in Remark 7.4, |∇bγ| ≡ 1 and
the characteristic set of any horosphere Σ(b−1γ (t)) is empty.
(2) The horizontal unit normal vector field νD of b−1γ (t) coincides
with the horizontal gradient of the Busemann function ∇bγ on
b−1γ (t).
Proposition 7.18. The Busemann function bγ is harmonic with re-










(Xb bγ) (Xc bγ) (XbXc bγ).
Proof. From Lemma 4.28, the Busemann function bγ is smooth and is




















for l = 1, . . . n are both essentially self-adjoint. We have
∑2n
a=1 XaXabγ ≡
0. From Proposition 7.14, the horizontal mean curvature H of the horo-









(Xb bγ) (Xc bγ) (XbXc bγ).
According to |∇bγ| ≡ 1 and
∑2n




(Xb bγ) (Xc bγ) (XbXc bγ).
¤
Finally, we mention the relation between the Jacobi fields along the
straight line γ and the horizontal second fundamental form H of the
horosphere b−1γ (t). Let {ψt}t∈R be the 1-parameter group of the vector
field ∇bγ and c : (−ε, ε) → b−1γ (0) a smooth curve with c(0) = γ(0)
for some positive number ε > 0. We consider the variation α : R ×
(−ε, ε) → Hn given by
α(t, s) := ψt (c(s)).
We have α(t, 0) = γ(t) and
∂α
∂t
(t, s) = ∇bγ (ψt(c(s))),
∂α
∂s
(t, s) = dψt (ċ(s))
by the definition. The variational vector field ∂α/∂s is tangent to
the horospheres since ψt for each t ∈ R preserves the horospheres.
We showed that for every s ∈ (−ε, ε), the variational curve α( ·, s) :
R → Hn is a straight line with respect to the sub-Riemannian distance
function d in the proof of Theorem 1.10. Moreover, it is a straight line
with respect to the Riemannian distance function dL, since |∇bγ|L =
|∇bγ| = 1 on Hn. See [38, Lemma 3.10 of Chapter V]. This implies that
the variational vector field ∂α/∂s is a Jacobi field along the straight
line with respect to 〈·, ·〉L. The horizontal second fundamental form of
the horosphere b−1γ (t) is described as follows. For any t ∈ R and any
two vectors v, w ∈ Tγ(t)b−1γ (t) ∩ Dγ(t), there exist two smooth curves
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cv, cw : (−ε, ε) → b−1γ (0) such that v = dψt(ċv(0)) and w = dψt(ċw(0)),
because ψt is a diffeomorphism and preserves the horospheres. Let J
L
v
and JLw be the Jacobi fields along γ defined by
JLv (τ) := dψτ (ċv(0)), J
L
w(τ) := dψτ (ċw(0))
for all τ ∈ [0, t]. For the variation αv := ψt (cv(s)), we note that








(t, 0) = ∇Lv νD,
where ∇αv is the covariant derivative along αv. This implies the fol-
lowing proposition.
Proposition 7.19. The horizontal second fundamental form of the
horosphere b−1γ (t) is given by
hγ(t)(v, w) = 〈J̇Lv (t), JLw(t)〉Lγ(t).
Remark 7.20. (1) The Jacobi fields JLv , J
L
w and the horizontal
second fundamental form h are independent of L by definition.
However, the covariant derivative J̇Lv depends on L.
(2) Unfortunately, the vector field ∇bγ is not necessarily orthogonal
to the horospheres with respect to the Riemannian metric 〈·, ·〉L.
We are not able to use Theorem 6.19 to estimate the horizontal
second fundamental form even though the sectional curvature
of Hn with respect to 〈·, ·〉L is bounded from below by −3L/4.
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spaces. Calc. Var. Partial Differential Equations, 13(3):339–376, 2001.
[33] S. Ohta. On the measure contraction property of metric measure spaces. Com-
ment. Math. Helv., 82(4):805–828, 2007.
[34] S. Ohta. Products, cones, and suspensions of spaces with the measure contrac-
tion property. J. Lond. Math. Soc. (2), 76(1):225–236, 2007.
[35] S. Ohta. Finsler interpolation inequalities. Calculus of Variations and Partial
Differential Equations, 36(2):211–249, 2009.
[36] S. Ohta. Splitting theorems for finsler manifolds of nonnegative ricci curvature.
arXiv preprint arXiv:1203.0079, 2012.
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