Rationale Initial lab studies suggest that adolescent drinkers crave alcohol when presented with alcohol cues. Whether this effect generalizes to the natural environment, however, remains unknown, and studies have not examined whether craving predicts drinking among youths. Objectives This study builds on existing research by pairing controlled lab-based cue reactivity assessments (CRAs) with data collected in the natural environment using ecological momentary assessment (EMA) methods. We examined whether alcohol cues evoke craving among adolescent drinkers in the lab and natural environment, and tested the clinical relevance of craving during adolescence by examining the prospective association between craving and alcohol use. Methods Non-treatment-seeking adolescent drinkers (N =42; ages 15 to 20 years) completed a lab-based CRA followed by a 1-week EMA monitoring period. During the EMA period, youth were prompted randomly throughout the day to record momentary data on craving and contextual factors (e.g., alcohol cues, peers present). Results Alcohol cues elicited craving in the lab, and this effect generalized to the natural environment, especially among adolescents with more alcohol problems. In addition, craving predicted subsequent drinking levels in the natural environment. Conclusions This study demonstrates the utility of pairing lab paradigms with EMA methods to better characterize adolescents' reactivity to alcohol cues. Results implicate craving as a clinically meaningful motivator for drinking among adolescents and highlight a potentially important target of pharmacological or behavioral intervention.
Introduction
Craving is a chief motivational determinant of drug use in most contemporary theoretical models of addiction including alcoholism (Drummond 2001) . Indeed, reviews of the empirical literature consistently conclude that craving holds clinical importance for understanding and treating alcohol addiction (Tiffany and Wray 2012) . Clinical trials generally show a positive association between craving and risk for relapse or subsequent drinking levels (Bottlender and Soyka 2004; Flannery et al. 2001 Flannery et al. , 2003 Rohsenow et al. 1994) . Lab studies consistently show that alcohol cues evoke craving and physiological reactivity among adults under controlled conditions, with greater responsiveness among individuals with alcohol dependence (Carter and Tiffany 1999; Monti et al. 1987 ) and heavier drinkers (Ihssen et al. 2011) . Consequently, craving is often a focal point of treatment (O'Brien 2005) and the most recent revision of the Diagnostic and Statistical Manual of Mental Disorders introduced craving as a new criterion to advance clinical detection of pathological drinking along an alcohol use disorder (AUD) continuum (American Psychiatric Association 2013).
Despite considerable research with adults, our knowledge of craving during adolescence is based on only a handful of studies. This dearth of empirical data among youths is notable given that adolescence is a key period in the onset of alcohol use and in the development of pathological drinking (Merikangas and McClair 2012; Swendsen et al. 2012) . Initial survey data from community-based youths suggest that craving is common in this age group (Deas et al. 2001 Martin et al. 1995) . These early findings were supported by several lab studies of alcohol cue reactivity in adolescent drinkers, with results showing stronger effects among youths with more alcohol-related problems. For example, Tapert and colleagues (2003) found that adolescents with AUDs had greater craving in response to alcohol pictures than non-AUD controls during a functional magnetic resonance imaging protocol. Others studied reactivity to in vivo alcohol cues and found that adolescents with alcohol dependence had greater cue-elicited craving compared to drinkers without an AUD (Thomas et al. 2005) . A similar study found photographs of alcohol elicited craving among community-based adolescent drinkers, with stronger reactions associated with heavier drinking histories (Curtin et al. 2005) . On the whole, research suggests that adolescents crave alcohol when faced with drinking cues, and this effect appears more pronounced among youths with greater alcohol problems. It remains unknown, however, whether lab findings generalize to the natural environment and whether craving is clinically relevant in this age group such that it prospectively predicts drinking behavior.
In this study, we paired lab and ecological momentary assessment (EMA) methods to characterize the nature and function of alcohol craving in adolescent drinkers. Specifically, we tested whether alcohol cues elicit craving responses in adolescent drinkers under experimentally controlled conditions and, if so, whether this effect generalizes to the natural environment and prospectively predicts how much alcohol youths consume. We hypothesized that adolescent drinkers would show increases in craving and physiological arousal when exposed to in vivo alcohol cues compared to water cues in the lab, and that this effect would be more pronounced among youths with more severe alcohol-related problems. We expected this effect to generalize to the natural environment, such that adolescents would experience a greater likelihood and severity of craving when in the presence of alcohol cues in their daily lives compared to situations where alcohol cues are not present. We examined both the likelihood and severity of craving in the field because we anticipated infrequent reports of craving based on previous studies utilizing EMA methods to assess craving for alcohol among adults (Litt et al. 2000; Lukasiewicz et al. 2005) . Similar to the lab portion of the study, we expected this effect would be more pronounced among adolescents with more severe alcohol-related problems. We also tested the hypothesis that higher daily average craving recorded in the natural environment would be associated with higher volumes of alcohol consumption on a given day. Finally, we examined the ecological validity of lab-based cue reactivity by testing the associations between craving in the lab and craving and drinking recording via EMA methods in the field. These associations have not been studied in adolescents and, to our knowledge, only one study examined these effects in adults and found modest correlations between craving recorded in the lab and craving in the field among adults in treatment for alcohol dependence (Litt et al. 2000) .
Methods

Participant selection
Participants were 42 adolescent drinkers (ages 15-20 years) recruited from the community for a pharmacotherapy study on drinking and reactions to alcohol. Eligible youths consumed alcohol≥two times per week in the past 30 days and were able to read simple English for EMA purposes. Youths were excluded for the following reasons: prepubescent, history of alcohol treatment or treatment-seeking; opiate use in the past 30 days or opiate use disorder; positive toxicology screen for narcotics, amphetamines, sedative hypnotics, or opiates; clinically significant alcohol withdrawal; actively suicidal or psychotic; and medical conditions or medications that contraindicated taking the medication studied in the larger trial. Females were ineligible if they were pregnant, nursing, or unwilling to use birth control.
Procedures
The study was fully described to adolescents and, if younger than 18 years, to their parents. Consent was obtained from 18 to 20 year olds and from the parents of minors; assent was obtained from minors. Following screening, eligible participants completed a lab-based cue reactivity assessment (CRA) followed by a premedication EMA period of approximately one week (M =6.2 days; SD =1.5), which constitutes the assessment period for this study. No instructions were given to reduce or otherwise alter drinking habits. The Brown University institutional review board approved this study.
Lab procedures
The CRA followed standard procedures (Miranda et al. 2008) , which began with a 3-min acclimation period during which participants sat quietly. Acclimation was followed by a 3-min water cue trial, wherein participants were exposed to a glass of water accompanied by its commercially labeled bottle to control for exposure to a potable liquid. Participants then underwent a 3-min relaxation period followed by two consecutive 3-min alcohol cue trials. Two alcohol trials were administered to ensure a stable assessment of alcohol cue reactivity and were averaged together for analyses (Rohsenow et al. 2000) . During alcohol cue exposure, participants were presented with a glass of their most commonly consumed alcoholic beverage accompanied by its commercially labeled bottle. The order of trials was not counterbalanced due to known carryover effects (Monti et al. 1987) . During each trial, participants were instructed to hold and sniff the beverage for 5 s when auditory tones were presented. To ensure that all participants received equivalent olfactory exposure, 13 tones were presented with variable intervals during each 3-min block.
Audio-recorded instructions afforded standardization across participants and observation through a one-way mirror ensured compliance. At the end of each 3-min period, participants rated their urge to drink on an 11-point Likert scale. Physiological measures, which included mean arterial pressure (MAP) and heart rate measured in beats per minute (BPM), were continuously assessed during each 3-min period using a Criticare © Scholar II 507EP blood pressure monitor. All sessions took place in the afternoon or early evening on the participant's typical drinking day.
EMA procedures
Participants were taught to use our EMA program, which was implemented on handheld wireless devices (Omnia; Samsung Electronics, Ridgefield Park, NJ). Response options included visual analog bars (converted to discrete point scales), multiple checkboxes when more than one option was appropriate (e.g., activities), and categorical checkboxes when only one response was warranted (e.g., location). Other features enhanced the usability of the program, such as an alarm-clock feature, set by youth, to avoid assessments while sleeping. Data were transmitted wirelessly to our lab daily.
Participants initiated momentary assessments upon waking (morning reports) and before and after consuming each alcoholic drink (drink reports). Participants also completed assessments in response to audible prompts (random assessments) delivered at randomly selected times once within each 3-h block (e.g., 3 p.m.-6 p.m.) throughout the day except when participants were sleeping or otherwise unable to respond to the device (e.g., driving). This study focuses primarily on data collected during random assessments, with daily drinking levels culled from morning reports. Data from drink reports were excluded from the present study to avoid the confounding effects of alcohol intoxication and to best compare lab and field data.
Participants identified the presence of alcohol at random assessments by selecting one of three response options (not visible, visible directly [bottle, glass, etc.] , or visible indirectly [television, advertisement, etc.] ). We dichotomized alcohol cues as not present vs. directly or indirectly present. Contextual variables were also recorded to include as time-varying covariates in analyses. Our EMA software date and time stamped each entry. We dichotomized each entry according to whether they were made on a weekend (6 p.m. on Friday through 6 p.m. on Sunday) to examine the influence of weekends on our dependent measures. Time of day was represented by four categories, with 6 p.m. to midnight serving as the reference category and the remaining categories representing exclusive 6-h blocks. To control for whether entries were recorded on drinking days vs. nondrinking days, each day was retrospectively dichotomized as a drinking (1) or nondrinking (0) day. Participants also indicated their location by selecting one of eight response options (home, friend's house, others' house, school, work, public place, vehicle, other location). Each option was coded as a binary variable indicating whether it was selected; home served as the reference category. Due to infrequent recordings in some locations, school and work were merged into one category and "others' house" was merged with the "other location" category. Participants also indicated who accompanied them at the time of each entry by selecting all applicable options from a menu (mother, father, brother, sister, child, other relative, boy/ girlfriend, friend, teacher, other, no one). We coded whether participants were with peers (boy/girlfriend or friend), nonpeers, or alone; alone served as the reference category.
Measures
Alcohol craving
Craving in the lab and field was assessed with the same singleitem measure to allow for the most direct comparison of craving across settings. Participants rated their urge to drink on an 11-point visual analog scale from no urge (0) to strongest ever (10). This measure is widely used in lab and EMA research (Miranda et al. 2008; Ray et al. 2010 ).
Alcohol use
Baseline drinking was assessed using the 90-day timeline follow-back interview (TLFB; Sobell and Sobell 1992) . Alcohol use during the trial was assessed by EMA and the TLFB. EMA data obtained from the morning reports were our primary measure of drinking, with missing data culled from the TLFB. Morning reports included both the type of alcohol consumed and the volume reported in standard drinks, which served as our units for analyses.
Person-level variables
Demographic and clinical information was collected at baseline. For descriptive purposes, AUD diagnoses were derived using the Kiddie Schedule for Affective Disorders for SchoolAge Children (Kaufman et al. 1997) . Interviewers received systematic training and achieved a high level of inter-rater reliability (kappa>0.90) prior to conducting interviews independently. Diagnostic decisions were based on adolescents' reports and made by case consensus. Participants also completed the 23-item Rutgers Alcohol Problem Index (RAPI; White and Labouvie 1989) to provide a continuous measure of alcohol problems used in analyses.
Data analytic strategy
Analyses were performed using the SPSS statistical package, version 20.0 (IBM, Armonk, NY). Our hypotheses regarding cue reactivity in the lab were tested using generalized estimating equation (GEE) models to examine the main and interactive effects of cue type (water vs. alcohol) and severity of alcohol-related problems (i.e., RAPI scores) on craving and physiological reactivity (BPM, MAP) while controlling for age, sex, and baseline drinking levels. GEE models are essentially regression equations that account for the nesting of multiple observations within participants while controlling for autocorrelation (Zeger et al. 1988 ). We compared several covariance structures using the quasilikelihood under the independence model criterion (Pan 2001) to select the optimum working correlation matrix. Models for lab data used an autoregressive AR1 structure, assumed a normal link function, and coded cue type with an orthogonal contrast (-0.5 for water cues vs. 0.5 for alcohol cues). Continuous variables were standardized to ease interpretation of results; the model coefficients represent differences in standard deviation units associated with the predictors (effect size d ).
Our next set of analyses tested our hypothesis that alcohol cue exposure predicts craving among adolescents in the natural environment and that this effect is more pronounced among youths with more severe alcohol-related problems. Analyses were restricted to random assessments recorded prior to drinking each day to eliminate the confounding effects of intoxication. We first tested whether alcohol cue exposure predicted the likelihood that adolescents experience craving. In this analysis, craving was categorized as a binarydependent variable (no craving=0, any craving=1). We then conducted a separate model to predict craving intensity. The dependent variable was the continuous measure of craving recorded during random assessments, which was transformed (logarithmically) due to positive skewness. In both models, an autoregressive AR1 structure best fit the data. We used a logit link function for binary outcome data and a normal link function when the dependent measure was continuous. All models examined the main and interactive effects of alcohol cue exposure (present vs. not present) and severity of alcoholrelated problems (RAPI scores) on craving while controlling for person-level (i.e., age, sex, and baseline drinking levels) and occasion-level (i.e., time of day, drinking day, weekend, social context, and location) covariates. Cue type was coded with an orthogonal contrast (-0.5 for water cues vs. 0.5 for alcohol cues) and continuous variables were standardized. We included the likelihood and intensity of craving in response to alcohol cues in the lab in the respective models to examine whether lab-based cue reactivity predicted cue reactivity in the natural environment. The Bonferroni method controlled for inflation of Type I error by adjusting the threshold of significance (α =0.05) for each hypothesized effect on the likelihood and severity of craving (Dar et al. 1994) , yielding a modified threshold of significance (α =0.025).
Our final set of analyses tested whether craving prospectively predicts alcohol use. First, we examined whether craving recorded in the lab predicts the subsequent frequency and quantity of alcohol use in the field during the monitoring period. Specifically, we tested the main and interactive effects of craving recorded following alcohol-cue exposure in the lab and severity of alcohol-related problems on percent drinking days (frequency) and the average number of standard drinks consumed each drinking day (quantity) in the natural environment while controlling for person-level covariates (i.e., craving recorded in response to the water-cue trial, age, sex, and baseline drinking levels). Models used an autoregressive AR1 structure and the Bonferroni method controlled for inflation of type I error by adjusting the threshold of significance (α = 0.05) for each hypothesized effect (modified α =0.025).
We then tested whether daily average craving levels in the field prospectively predict the volume of alcohol use each day. Days were sorted according to adolescents' individual social schedules (e.g., 8 a.m. to 3 a.m.) rather than calendar days. We examined the main and interactive effects of craving and severity of alcohol-related problems on drinking while controlling for person-level (i.e., age, sex, baseline drinking levels) and occasion-level (weekend status) covariates. Other occasion-level covariates (i.e., time of day, social context, location) were not included due to an inability to compute meaningful daily summary scores given considerable withinday changes in these variables. Given our interest in personlevel effects (i.e., how much an individual's drinking levels change in accordance with his or her craving level), we disentangled within-person day-to-day variation in craving and drinking from the effects of between-person variability in typical craving levels and drinking (Palta 2003) . Specifically, we entered daily averages of craving recorded at random assessments (within-person effect) and each participant's average craving across the entire period (between-person effect) into the model. An unstructured covariance structure best fit the data and the model used a normal link function. Table 1 presents characteristics of the sample. All participants completed the lab CRA and contributed EMA data to the analyses. Physiological data were missing from one participant. Participants completed 85.6 % of the random assessments (N =954 reports), with an average of 22.7 (SD=6.4) completed by each participant. Of these reports, 71 (8.2 %) were recorded after drinking and thus excluded from analyses. An additional 18 (1.9 %) were removed due to technological errors, leaving a total of 865 random assessments for analyses. Adolescents were more likely to report that alcohol was visible while at home, on weekends, in the evening (6 p.m.-5:59 a.m.) and while with peers (see Table 2 ). Alcohol was less likely visible in public locations, in the morning (6 a.m.-11:59 a.m.), and while with others who were not peers. In terms of drinking, participants consumed alcohol on 34.4 % of study days, with an average of 4.88 (SD=5.88) standard drinks per drinking day.
Results
Descriptive analyses
Effects of alcohol cues on craving in the laboratory
As shown in Table 3 and Fig. 1 , we found a main effect of cue type on craving, such that alcohol cues increased craving relative to water cues, with a large magnitude effect size (d = 0.86). Contrary to hypotheses, alcohol cue exposure did not affect BPM or MAP, and neither the main nor interactive effects of alcohol-problem severity predicted craving or physiological reactivity. Baseline drinking rates and age-predicted craving such that participants with a higher drinking levels and younger participants experienced greater craving.
Effects of alcohol cues on craving in the natural environment
As hypothesized, there was a main effect of alcohol cue visibility on the likelihood of craving in the field, such that the presence of alcohol cues predicted a greater likelihood of craving (see Table 4 ). There was a main effect of alcohol problem severity such that greater RAPI scores predicted higher likelihoods of craving. As expected, these main effects were subsumed under a significant cue type×RAPI interaction such that adolescents with greater alcohol problems were more likely to experience craving in the presence of alcohol cues (see Table 4 and Fig. 2) . Results also revealed a main effect of alcohol cue visibility on the intensity of craving in the field, such that participants reported higher levels of craving when in the presence of alcohol cues, with a medium magnitude effect size (d =0.42; see Table 4 ). There was a main effect of alcohol problem severity on craving intensity, with those reporting more problems experiencing more craving. As Dependent measures are continuous and standardized. In all models, cue type was coded with an orthogonal contrast (-0.5 for water cues vs. 0.5 for alcohol cues). Continuous predictors were standardized prior to entry in all models; the reported coefficients represent standardized effects (effect size d) GEE generalized estimating equation, RAPI Rutgers alcohol problem index (higher scores indicate greater severity of alcohol-related problems), CI confidence interval a Derived from the 90-day timeline follow-back interview conducted at baseline Fig. 1 Comparison of cueelicited craving reported in the natural environment and in the lab. "Alcohol" bars refer to cases in which alcohol was reported as visible in the natural environment and trials involving in vivo alcohol cue exposure in the lab. "Control" bars refer to cases in which alcohol was not visible in the natural environment and trials involving water cue exposure in the lab hypothesized, the cue type×RAPI interaction was also significant, such that adolescents with more alcohol-related problems had higher levels of craving in the presence of alcohol cues (see Table 4 and Fig. 3 ). Finally, both the likelihood and intensity of craving experienced in the lab predicted the likelihood and intensity of craving in the natural environment, respectively (see Table 4) . Several occasion-level variables also predicted craving levels. Drinking days predicted greater likelihood and intensity of craving. Time of day also influenced craving, such that participants were less likely to experience craving during the morning (i.e., 6 a.m. to 11:59 a.m.), and when they did, it was less intense. A similar negative association between time of day and craving intensity was found for the hours between 12 p.m. and 5:59 p.m. In terms of location, participants were less likely to experience craving while at school or work relative to home. Location influenced craving intensity as youths reported higher levels of craving while in a vehicle Continuous predictors were standardized prior to entry in both models. In both models, cue type was coded with an orthogonal contrast (-0.5 for assessments recorded when alcohol was not visible vs. 0.5 for assessments recorded when alcohol was visible). Coefficients for craving intensity represent the standardized difference between situations when alcohol cues were visible versus not visible (effect size d). GEE generalized estimating equation, RAPI Rutgers alcohol problem index (higher scores indicate greater severity of alcohol-related problems), CI confidence interval a Binary outcome (0 when participants reported no urge to drink vs. 1 when participants reported any urge to drink) b Continuous and standardized outcome c Derived from the 90-day timeline follow-back interview conducted at baseline and in public locations. Although the presence of peers did not influence the likelihood that participants experienced craving, it did predict more intense levels of craving.
Effects of craving on drinking in the natural environment
As shown in Table 5 , the main effects of craving in the lab on the frequency or quantity of drinking in the natural environment were not significant. The craving×RAPI interaction was significant, however, such that greater craving during alcohol cue reactivity in the lab predicted higher average volumes of alcohol consumption in the natural environment among adolescents with more alcohol-related problems (see Fig. 4 ). The craving×RAPI interactive effect predicting the frequency of drinking (i.e., percent drinking days) was not significant. As hypothesized, higher daily average craving levels predicted greater volumes of alcohol consumption (see Table 6 ). This finding reflects a within-subjects effect across the monitoring period and indicates that when adolescents experienced higher average levels of craving throughout the day, they drank greater quantities of alcohol subsequently that day. Results also revealed a negative association between craving levels averaged across the monitoring period (i.e., betweensubject effect) and the volume of alcohol consumption on a given day, however, this relationship was only negative when daily average levels of craving were included in the model as the two craving variables were highly correlated resulting in a reversal paradox (Tu et al. 2008) . As expected, severity of alcohol problems was positively predictive of alcohol consumption.
Discussion
This study examined whether alcohol cues evoke craving among adolescent drinkers in the lab and in the natural environment and tested the clinical relevance of craving during this developmental period by examining the prospective association between craving and alcohol use. Our lab results replicated previous findings that adolescent drinkers experience increases in craving when exposed to alcohol cues (Curtin et al. 2005; Thomas et al. 2005) , with a large magnitude effect size (d =0.86) . In contrast, we did not find an effect of alcohol cue exposure on physiological reactivity among adolescents. Although there are modest effects of cue reactivity on physiological measures among adults (Carter and Tiffany 1999) , our findings are consistent with previous work that found no effect of alcohol cue exposure on heart rate among adolescent alcoholics (Thomas et al. 2005) . Of particular importance, our findings extend lab-based research by demonstrating alcohol cues also predict craving among adolescents in their natural environment. Notably, this effect was robust (d =0.42) even when controlling for occasion-level covariates (i.e., peer presence, weekend, etc.). These results provide support for the hypothesis that alcohol cues elicit craving among adolescent drinkers and indicate that the magnitude of this effect is comparable to those observed in adults (d =0.53, Carter and Tiffany 1999) . The inclusion of lab and field data also allowed us to directly compare craving across settings. The ecological validity of lab-based cue reactivity was supported by the finding that the likelihood and intensity of craving experienced in the lab predicted the likelihood and intensity of craving experienced in the natural environment.
A central finding of this study was that severity of alcoholrelated problems moderated the effects of alcohol cues on craving in the natural environment. Specifically, alcohol cues were robust predictors of craving among adolescents with more severe pathological drinking habits but had negligible effects on craving among youths with few alcohol problems. Despite a similar pattern of results in the lab, the interaction between cue type and alcohol problem severity was not significant in the lab. It seems likely that the large number of repeated observations collected in the field afforded greater power to detect this moderating effect. Future lab research with larger samples is needed to clarify this possibility. Nonetheless, our observation that cue-induced craving in the Continuous predictors were standardized prior to entry in both models. Coefficients represent the standardized effects of predictors on drinking outcomes (effect size d). GEE generalized estimating equation, RAPI Rutgers alcohol problem index (higher scores indicate greater severity of alcohol-related problems), CI confidence interval a Derived from the 90-day timeline follow-back interview conducted at baseline natural environment is especially salient for youths further along the pathological drinking continuum supports the validity of craving as a clinically significant indicator of pathological drinking among adolescents. Our findings also showed that craving is clinically meaningful among adolescents by demonstrating that higher average daily craving levels were associated with higher volumes of subsequent alcohol use. This effect was upheld while controlling for between-participant differences in average craving across the monitoring period to ensure that a positive association between craving and drinking was not the product of heavier drinking participants who crave more, in general. This finding is consistent with other demonstrations of positive associations between craving and drinking outcomes when measured in real time or on a daily basis (Leeman et al. 2009; Litt et al. 2000; Oslin et al. 2009 ). These findings build on existing research that typically tests associations between craving assessed at a single time point and drinking outcomes over extended monitoring periods (Bottlender and Soyka 2004; Flannery et al. 2001 Flannery et al. , 2003 by using real-time assessments to examine prospective associations between daily variations in craving and drinking behavior. Notably, craving recorded in the lab predicted how much alcohol youths consumed when they drank in the natural environment during the EMA monitoring period. This effect was only observed, however, among youths with greater alcohol-related problems. On the whole, these findings support the inclusion of craving as a clinically significant diagnostic indicator of alcohol addiction among adolescents. Moreover, these findings suggest that adolescents with alcohol problems may benefit from pharmacological and psychosocial treatments that target craving.
This study also showed that occasion-level variables other than alcohol cues predicted craving in the field. Namely, the presence of peers was associated with greater levels of craving intensity. Among nicotine craving studies, peers are conceptualized as distal cues that elicit craving similar to proximal cues among smokers (Conklin et al. 2013) . In terms of alcohol, however, few studies have examined the potential of peers to influence craving. Peer selection and peer influences are generally explored more directly as determinants of drinking outcomes in adolescents (Ali and Dwyer 2010; Mercken et al. 2012) , with adolescents often imitating the drinking behavior of peers (Larsen et al. 2010 ). This study demonstrates the potential for peers not only to influence drinking directly but also to influence craving. The likelihood and intensity of craving were also both greater on drinking days and in the evening (6 p.m.-11:59 p.m.).
Several considerations should be noted regarding our findings. Although field data afforded considerable statistical power to test within-subjects effects, our modest sample size limited our ability to explore between-subjects comparisons on potentially relevant variables such as alcohol dependence.
Replication in a larger sample with greater attention to individual difference characteristics is important. Similarly, our modest sample size may have hindered our ability to detect cues effects on cardiovascular measures, as adult studies show such effects are small compared to subjective craving (Carter and Tiffany 1999) . Interestingly, effect sizes for physiological measures in this study were similarly small. In addition, our sample consisted of mostly heavy drinkers and we excluded treatment seekers. It remains unclear whether our findings extend to adolescents seeking treatment or social drinkers. Additional research is needed to clarify the impact of abstinence on craving and to assess whether the current findings are directly relevant to treatment providers. Finally, the study of craving in the field may have presented a self-selection problem in that, unlike cue exposure in the lab, the amount of alcohol cue exposure varied across participants. It is noteworthy, however, that cue effects in the field were robust even when controlling for person-level covariates.
On balance, this is the first study to test the effects of alcohol cues on craving among adolescents in the natural environment, as well as the first to prospectively examine the association between craving and future drinking in this age group. Our findings implicate craving as an important clinical characteristic among adolescents and demonstrate the utility of pairing lab paradigms with EMA methods to better characterize reactivity to alcohol cues.
