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Abstract
Background: The role of psychotherapy in the treatment of traumatic brain injury is receiving increased attention.
The evaluation of psychotherapy with these patients has been conducted largely in the absence of quantitative
data concerning the therapy itself. Quantitative methods for characterizing the sequence-sensitive structure of
patient-therapist communication are now being developed with the objective of improving the effectiveness of
psychotherapy following traumatic brain injury.
Methods: The content of three therapy session transcripts (sessions were separated by four months) obtained
from a patient with a history of several motor vehicle accidents who was receiving dialectical behavior therapy was
scored and analyzed using methods derived from the mathematical theory of symbolic dynamics.
Results: The analysis of symbol frequencies was largely uninformative. When repeated triples were examined a
marked pattern of change in content was observed over the three sessions. The context free grammar complexity
and the Lempel-Ziv complexity were calculated for each therapy session. For both measures, the rate of complexity
generation, expressed as bits per minute, increased longitudinally during the course of therapy. The between-
session increases in complexity generation rates are consistent with calculations of mutual information. Taken
together these results indicate that there was a quantifiable increase in the variability of patient-therapist verbal
behavior during the course of therapy. Comparison of complexity values against values obtained from
equiprobable random surrogates established the presence of a nonrandom structure in patient-therapist dialog (P
= .002).
Conclusions: While recognizing that only limited conclusions can be based on a case history, it can be noted that
these quantitative observations are consistent with qualitative clinical observations of increases in the flexibility of
discourse during therapy. These procedures can be of particular value in the examination of therapies following
traumatic brain injury because, in some presentations, these therapies are complicated by deficits that result in
subtle distortions of language that produce significant post-injury social impairment. Independently of the
mathematical analysis applied to the investigation of therapy-generated symbol sequences, our experience
suggests that the procedures presented here are of value in training therapists.
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Background
Traumatic brain injury is a significant cause of acute and
long-term disability. Neurobehavioral sequelae encom-
pass cognitive, social and psychiatric domains. Major
depressive disorder is the most prevalent psychiatric dis-
order following traumatic brain injury regardless of the
severity of the injury [1-9]. Estimates of prevalence are
highly varied. Iverson, et al. [10] reviewed six studies of
depression following traumatic brain injury and found
reports of prevalence ranging from 12% to 44%. While
prevalence rates are uncertain, a critical conclusion can
be made. The treatment of neuropsychiatric disorders
following traumatic brain injury is a significant clinical
need that presents unique clinical challenges.
As commonly conceptualized, the clinical response to
traumatic brain injury has four components: neuropro-
tection (preserve injured neurons), plastic modification
(reconstruct neural networks with surviving neurons by
promoting dendritic arborization and synaptogenesis),
neurogenesis (stimulate the maturation of new neurons
from stem cell populations), and neurointegration (facili-
tate the integration of newly formed neurons into the
central nervous system). It is increasingly recognized,
however, that psychotherapy is an important comple-
ment to this neurological response. Cope [11] has argued
that “the majority of recovering survivors of TBI are now
seen as potentially benefiting from some form of psy-
chotherapeutic/rehabilitation treatment.” Nonetheless,
most individuals experiencing a head injury do not
receive psychotherapy. In a review of the early history of
psychotherapy following TBI, Prigatano [12] addressed
the question, “Why has the role of psychotherapeutic
interventions in the rehabilitation care of TBI patients
gone unrecognized?” He suggests that “the answer seems
to lie in the assumption that TBI patients could not bene-
fit from psychotherapy because of their permanent cogni-
tive, linguistic and affective disturbances.” While this
argument might be advanced when considering severe
TBI, it does not seem plausible in cases of mild TBI. But
is it even applicable in the case of severe TBI? Results
reported by Ben-Yishay et al. [13] and by Ezrachi, et al.
[14] indicate that psychotherapy following moderate
or severe TBI has a positive effect on post-injury
employment.
While psychotherapy is the preferred approach to the
treatment of mood disorders following traumatic brain
injury [1,2,15-17] there is limited research to help guide
the selection of the specific therapeutic method [18,19].
The heterogeneity of this population demands a varied
response. In part, the appropriate therapy will be deter-
mined by the physical injury, particularly the residual neu-
rological and cognitive deficits. Individuals with TBI may
benefit from treatments that take post-injury cognitive
distortions into account [20-22]. The choice of therapy
should also be responsive to pre-injury psychopathology
[23,24]. There is an emerging literature detailing the bene-
fits of cognitive behavior therapy across a variety of medi-
cal patients with acquired brain injuries of various
severities comorbid with mood disorders [15-18,25,26].
Psychodynamic psychotherapy has also been considered.
While cognitive deficits following head injury can limit the
individual’s ability to profit from psychodynamic psy-
chotherapy, this is not invariably the case. As Lewis and
Rosenberg [27] observed in a paper describing psychoana-
lytic psychotherapy following brain injury, “the overriding
principle that guides such psychotherapeutic work is that
acquired brain lesions do not ablate the patient’s psyche or
unconscious.” These authors have identified five criteria
that can help identify candidates for psychoanalytic psy-
chotherapy following brain injury. (1.) The patient must
be motivated to enter and remain in therapy. (2.) Patients
who have had at least one positive significant relationship
in the past are better able to form a therapeutic alliance.
(3.) Patients who have had previous successes resulting
from active effort are more likely to benefit from indivi-
dual therapy. (4.) Patients in extreme psychological distress
may require a more supportive intervention, including
hospitalization, before initiating psychoanalytic therapy.
(5.) The degree and form of brain injury can affect the
appropriateness of analytic treatment. Patients with signifi-
cant expressive or receptive language deficits are not
appropriate candidates. In addition to outlining the poten-
tial benefits of a psychodynamically oriented therapy for
appropriately selected patients, Lewis and Rosenberg make
two points that are generically applicable to the considera-
tion of psychotherapy following traumatic brain injury.
First, unaddressed psychological problems can be an impe-
diment to meaningful participation in physical, cognitive
and occupational rehabilitation, thus providing an addi-
tional argument for including psychotherapy in the treat-
ment of some presentations of traumatic brain injury.
Second, the patient’s altered experience of self should not
be viewed as an entirely neurological symptom. Brain inju-
ries have psychological meaning.
“Although such disruptions (brain injury) can signifi-
cantly affect the patient’s self-esteem, and often repre-
sent a major focus for family work, they may represent
a more basic and profound disturbance in the patients’
sense of self. That is, beyond their difficulties in per-
forming social roles, patients also struggle with the
more fundamental question of who they are; the brain
injury appears to disrupt severely their previously
acquired self-image and sense of self [28]. Thus, a
primary task of psychotherapy is to help the patient
consolidate a new sense of self that successfully
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incorporates a realistic appraisal of strengths and weak-
nesses” [27].
In presentations where this alteration of sense of self
is a significant element of the clinical presentation and
the patient has sufficient ego development to tolerate an
insight directed therapy, a psychodynamically informed
therapy is indicated.
On reviewing psychotherapies appropriate for TBI
patients, Folzer [29] made the following observation, “If
‘immature’ defenses and coping patterns are removed too
early, the therapist may precipitate a catastrophe. Instead
of directly confronting the patient, the therapist can intro-
duce the focus on reality gradually.” This would argue for
a supportive therapy [30] instead of insight-oriented ther-
apy. There is not, however, a strict division between these
forms of therapy. As Werman [30] observed, “Although in
the following pages these two forms of treatment (suppor-
tive therapy and insight-oriented therapy) are compared as
if they were not only different from each other but vir-
tually dichotomous in their aims and techniques, in reality
they rarely exist in pure forms. Typically, over a period of
time, most patients in supportive psychotherapy gain
some insight into their behavior; similarly it is difficult to
conceive of a course of insight-oriented psychotherapy in
which some supportive measures are not utilized.”
Psychotherapy following traumatic brain injury should
not necessarily be limited to individual therapy. Several
authors have emphasized the value of group therapy
with TBI patients [29,31,32], and family involvement in
therapy can be particularly important [12,23].
The discussion of psychotherapy with TBI patients and
indeed psychotherapy in general has been conducted
largely in the absence of quantitative data concerning the
therapy itself. While standardized instruments for asses-
sing baseline symptoms and treatment outcomes are
increasingly being used in clinical research [33], these
instruments do not quantify the fine structure of the ther-
apeutic interaction. This contribution continues the devel-
opment of quantitative methods for the characterization of
patient-therapist communication with the long term
objective of improving the effectiveness of psychotherapy
following traumatic brain injury. Communication between
patients and therapist during psychotherapy has many
components including posture, eye contact, verbal tone,
verbal production (the number of words exchanged irre-
spective of their meaning) and the manifest content of the
communication. All of these interactions can be examined
quantitatively [34,35]. For example non-verbal communi-
cation in the therapist-patient interaction has been ana-
lyzed by Yaynal-Reymond, et al. [36] and by Merten and
Schwab [37] using a form of quantification developed by
Magnusson [38,39]. While all components of patient-
therapist communication are important, this paper focuses
on content analysis. Using methods of symbolic dynamics
this investigation extends previous analyses of the
frequency of content by quantifying the temporally depen-
dent, sequence-sensitive structure of the dialog. As long-
term goals, the questions addressed in this research
program follow those enumerated in Rapp, et al. [40].
1. Are there nonrandom patterns in the sequential
structure of patient-therapist communication?
2. Do these patterns, should they exist, change during
the course of therapy?
3. Do changes in the patterns of patient-therapist
communication correlate with the clinically perceived
success or failure of the therapy?
4. Can this type of analysis identify more effective
forms of therapist intervention?
This case study is limited to an examination of the first
three questions in three therapy sessions recorded from
one patient. Generalized conclusions cannot therefore be
made. The limited results do, however, indicate that there
is a nonrandom structure in patient-therapist communica-
tion in these protocols. Additionally, quantifiable struc-
tures changed during the course of therapy in a manner
that correlated with the clinically perceived success of the
therapy.
Quantitative investigations of patient-therapist
communication: Prior Research
A first approach to quantitative content analysis is the
determination of word frequency. An early effort was Elec-
tronic Verbal Analysis [41] measuring the frequency of
anxiety related words. In a subsequent study, Pennebaker,
et al. [42,43] recorded the frequency of 2800 words that
were placed into seven categories, and Hart [44] analyzed
political texts with a library of 10,000 words in five classes
with approximately seven categories in each class. The
limitations of these analyses are clear. Word frequency is
insensitive to context. A randomly shuffled text will pro-
duced the same word counts. As Fast and Funder [45]
observe, for example, the phrase “I am not happy” may be
scored as positive emotional content.
Several investigators have developed methods that
move beyond word frequency to examine meaning. A
pioneer in this effort was Hartvig Dahl whose investiga-
tion of the case of Mrs. C analyzed 1,114 psychoanalytic
sessions with the same patient [46-48]. In the 1974 study
[48], entries in a three thousand word dictionary were
assigned to one denotative category and to one or more
connotative categories. A factor analysis was used to
identify groups of related words, and it was shown that
these groups were related to themes present in the tran-
script. In 1978 Dahl, et al. [49] published an application
of linguistic analysis in psychotherapy that is intermedi-
ate to analysis of word count and the analysis of sequen-
tial structure based on symbolic dynamics presented in
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the next section. In this study, the analysis was limited to
an examination of the therapist’s interventions. This pro-
vides an instructive and valuable alternative to the prac-
tice of considering only the patient’s speech. Each
intervention by the therapist was classified by type and
rated on scales designed to assess countertransference
manifestations, including hostility, seductiveness,
approval, disapproval and assertion of authority. A quali-
tative linguistic analysis based on Chomsky’s model of
transformational grammar [50,51] was also implemented.
Dahl and his colleagues hypothesized that “a speaker has
available a variety of syntactic options, and the particular
syntactic structure which he chooses reflects, among
other things, the inventory of wishes that he is motivated
both to conceal and to express.” The analysis of examples
presented in this paper shows occasions of extraposition,
pseudocleft construction, syntactic ambiguity and lexical
ambiguity consistent with this hypothesis.
In the Gottschalk-Gleser analysis procedure [52,53],
the grammatical clause is the unit of analysis. Content is
scored on seven scales. In addition to the study of psy-
chotherapy, Gottschalk-Gleser constant analysis has
been applied in medical psychology [54-58]. GB Soft-
ware markets a software product, PCAD2000, that
applies a Gottschalk-Gleser content analysis to machine
readable text. In addition to deriving scores on seven
scales, the program offers a neuropsychiatric classifica-
tion based on the DSM-IV.
Langs and colleagues [40,59] analyzed each element of
therapy transcripts on fourteen dimensions. The result is
a content matrix of fourteen columns. The analysis
included calculations of the frequency of each entry,
Shannon information of each column and the context
free grammar complexity (Jiménez-Montaño, [60]
described in the next section of this paper and in Appen-
dix One). In the 1991 study [40], two one-hour protocols
obtained from the same patient with different therapist
were analyzed by this procedure. One therapist was a
classically trained psychoanalyst. The other therapist
used a communicative approach developed by Langs
[61]. The most notable differences between the two pro-
tocols were the frequency of scores for the variable char-
acterizing the sphere of reference (1 = therapy related, 2
= situations outside of therapy, 3 = reference to therapy
and situations outside of therapy, 4 = unclear). In the
case of the analyst, 90% of the material referred to situa-
tions outside of therapy and less than 1% referred to ther-
apy related issues. In the case of the communicative
therapist, 20% of the material focused on the therapeutic
situation. Given the focus on the patient-therapist rela-
tionship in communicative psychotherapy, this observa-
tion is consistent with therapist expectations.
Stiles Verbal Mode Analysis [62-64] could be
described as a statement classification method. The unit
analyzed is an “utterance” (defined presently). Each unit
is coded in to one of eight classes by a sequence of
three forced-choice questions. Eight verbal response
modes result. The analysis continues with a calculation
of the frequency of each class. Verbal Mode Analysis is
considered at greater length in the Discussion section of
this paper.
Investigators have also examined the narrative speech
of clinical populations using symbolic dynamics. In con-
trast with the research described above, these studies do
not examine patient therapist communication. Rather
they examine the sequence-sensitive structure of contin-
uous narratives elicited by the question, “Can you tell
me the story of your life?” [65,66] or a narrative pro-
duced by a participant in response to a request to recall
the content of a story that they have just read [67].
The Leroy, et al. [67] study investigated the sequence-
sensitive structure of a recall narrative presented by schi-
zophrenic patients. Following Kintsch and Van Dijk
[68,69], the participant’s narrative was treated as a
sequence of propositions. The Kintsch and Van Dijk defi-
nition of a proposition is the minimal semantic unit that
can be either true or false. Propositions were classified as
macro-propositions that specify the topic of discourse or
micro-propositions that provide details. Macro-proposi-
tions were assigned the symbol “M,” and micro-proposi-
tions were assigned the symbol “m.” the narrative sample
was thus recast as an ordered sequence of M’s and m’s.
Entropy, Lempel-Ziv complexity and the first order transi-
tion matrix were calculated. Comparisons with surrogate
data established the presence of a sequence-sensitive non-
random structure in the data. The global complexity of
recall did not differ for control and schizophrenic partici-
pants. There was, however, a difference in the transition
structure. There were more micro-propositions to micro-
proposition transitions in schizophrenic narratives.
In Doba, et al. [65] autobiographical speech of anorexics
was parsed into 5 second epochs. Each epoch was assigned
one of four symbols corresponding to negative emotion,
positive emotion, neutral emotion and silence. In addition
to distribution-determined measures, the Lempel-Ziv
complexity and the first order transition matrix were
examined. Complexity calculations with surrogate data
established the presence of a non-random sequential
structure in the narratives. In anorexics, dynamical mea-
sures identified recurrent cycles between expressions of
negative emotion and silence that were less prominent in
the control population. In a subsequent study [66], the
same transcripts were analyzed with a different scoring
system. Five symbols were used (family relations, social
relations, love relations, self-reference and silence). Calcu-
lation of mutual information with the original symbol
sequences and surrogate data sets again established the
presence of a non-random dynamical structure in the
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narrative. The examination of the summed probability
currents, a measure derived from the first order transition
matrix, demonstrated that the narratives of anorexics are




In this study, we describe the analysis of three therapy
sessions (each separated by four months) conducted
with the same patient (female, 32 years of age) by the
same therapist (female). The patient had experienced
several traumatic brain injures in a sequence of motor
vehicle accidents two years prior to the initiation of
therapy. The patient was referred by her psychiatrist for
targeted psychotherapy treatment of pre-existing, non-
suicidal self-injury and severe emotional dysregulation.
Neurological examination established the absence of
residual neurological deficits prior to the initiation of
therapy. The accident history was, however, deemed to
be psychologically significant and had a continuing
negative impact on the patient’s relationship with her
partner. The patient received weekly individual outpati-
ent therapy and group delivered training in behavioral
skills. The analyzed sessions were from the individual
therapy component. Each session was sixty minutes
long. At the time of initiation of treatment the patient
met DSM-IV diagnostic criteria for borderline personal-
ity disorder. This diagnosis was confirmed with a SCID-
II (Structured Clinical Interview for Diagnosis) assess-
ment. The patient was in dialectical behavior therapy
following the methods developed by Linehan [70,71].
Treatment was ongoing between the sessions coded.
Institutional Review Board and the participant’s
informed consent were obtained prior to initiation of
the study. Therapy sessions were videotaped for subse-
quent analysis.
An assessment based on the DSM-IV was repeated at
the end of treatment at which time the patient no
longer met clinical criteria for a diagnosis of borderline
personality disorder. Self report ratings of misery,
depressed mood and anxiety were improved. Indices
that brought the patient to treatment, frequent suicidal
ideation and repeated self-injury, were no longer present
and were not present at post-treatment follow-up six
months after the termination of therapy.
Restatement of the Protocol as a Symbol Sequence
There are several possible procedures for parsing a ther-
apy protocol prior to restatement as a symbol sequence.
One possibility is to set a fixed time interval and code the
content of that interval. This was the procedure followed
by Doba, et al. [65,66] who used 5 second intervals in
their analysis of autobiographical speech. While having
the advantage of explicit specification, this procedure has
the disadvantage of being nonresponsive to the varying
pace of natural dialog. We implemented here the more
common practice, following Stiles [62-64,72] of parsing
the protocol into natural speech elements. These ele-
ments are called utterances in the technical literature. As
defined by Stiles, et al. [72] “The coding unit for both
forms and intent is the utterance, defined as an indepen-
dent clause, nonrestrictive dependent clause, multiple
predicate, or term of acknowledgment, evaluation or
address.” A detailed presentation of the definition of an
utterance which includes examples is given in Chapter 8
of Stiles’ book “Describing Talk” [62].
Each unit of the protocol was assigned one or more
symbols using the scoring system shown in Table 1. The
protocol was thus reduced to a sequence of symbols
drawn form a twenty-two symbol alphabet (Therapist: A,
B, C, ... K, Patient: a, b, c, ...k) as shown in Table 1. This
symbol set was chosen to emphasize elements that are
prominent in a psychotherapy of borderline personality
disorder based on dialectical behavior therapy [70,71].
Patient and therapist content was scored for all three ses-
sions. In this preliminary case study parsing into utter-
ances and symbol assignment was accomplished by the
collective decision of three investigators. It is recognized
that a more systematic investigation will require indepen-
dent assessment and a quantitative test of inter-rater
reliability. The following gives an example of each con-
tent type.
Acknowledging: “Thank you for reminding me of
that.”
Information (requesting/providing): “I’ve had that car
for two years.”
Request for Validation: “Was I wrong to think that
way?”
Table 1 Protocol Scoring Procedure
Therapist Patient Content
A a Acknowledging
B b Information (Requesting/Providing)
C c Request for Validation
D d Validating
E e Emotional Discharge
F f Complaint
G g Transitional/elicitation
H h Problem Presentation
I i Behavioral Analysis/Educational
J j Reflective
K k Irreverent
A symbol is assigned to specific content elements. Upper case symbols were
used when the therapist was speaking, and lower case symbols were used
when the patient was speaking.
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Validating: “Everyone feels that way from time to
time.”
Emotional Discharge “Never! Never! Never!”
Complaint: “My children never listen to me.”
Transitional/Elicitation: “I wanted to remember to tell
you about last Saturday.”
Problem Presentation: “My husband lost his job.”
Behavioral Analysis/Educational: “Do you think he
would respond differently if you telephoned first?”
Reflective: “You seem to be saying that you wouldn’t
like that.”
Irreverent “Well he certainly failed that time!”
Table 2. shows the distribution frequency of each sym-
bol in the alphabet for all three sessions. The distribution
computed using all sessions is unremarkable. The thera-
pist’s contributions consist primarily of acknowledgments,
elicitations and problem presentations. The high frequency
of patient complaints and emotional discharges is consis-
tent with a diagnosis of borderline personality disorder.
The symbol frequency distribution was also calculated
for each session with a view to determining if longitudi-
nal changes in symbol frequencies could offer insights
into the patient-therapist interaction. We define a
consistent change as one in which the frequency of
appearance of a symbol either increases or decreases over
all three sessions. In the case of the patient, only one
variable showed a consistent pattern; the frequency of
patient acknowledgments decreased. The decrease from
Session 1 to Session 2 was, however, minimal. Otherwise,
the only consistent patterns were seen in therapist beha-
vior. The frequency of educational interventions
decreased, and the frequency of reflective interventions
increased. The frequency of validating interventions from
the therapist decreased over the three sessions. This pos-
sibly reflects the growing confidence that both partici-
pants had in the therapeutic relationship.
Aside from describing predictable changes in therapist
behavior, the analysis of symbol frequencies was largely
uninformative. This is significant to the present investi-
gation because it suggests the need for measures that
quantify sequential behavior.
Results
Analysis of Repeated Pairs
The most elementary form of sequential analysis is the
analysis of repeated pairs. The results from this analysis









P: Behavioral Analysis/Educational i .1184 .1073 .1475 .1010
P: Acknowledging a .0988 .0978 .0947 .1024
T: Acknowledging A .0899 .1041 .0638 .1038
P: Information (Requesting/Providing) b .0830 .0726 .0692 .0982
P: Complaint f .0798 .0915 .0692 .0827
T: Transitional/Elicitation G .0766 .0726 .0893 .0687
T: Problem Presentation H .0735 .0536 .0820 .0757
P: Emotional Discharge e .0697 .0820 .0820 .0547
T: Behavioral Analysis/Educational I .0659 .0820 .0729 .0533
T: Validating D .0532 .0915 .0474 .0407
P: Request for Validation c .0532 .0599 .0455 .0561
T: Reflective J .0450 .0221 .0492 .0519
P: Problem Presentation h .0317 .0221 .0346 .0337
T: Information (Requesting/Providing) B .0298 .0221 .0328 .0309
T: Irreverent K .0108 .0032 .0000 .0224
P: Transitional/Elicitation g .0108 .0032 .0182 .0084
P: Validating d .0051 .0126 .0018 .0042
P: Irreverent k .0044 .0000 .0000 .0098
T: Request for Validation C .0006 .0000 .0000 .0014
T: Emotional Discharge E .0000 .0000 .0000 .0000
T: Complaint F .0000 .0000 .0000 .0000
P: Reflective j .0000 .0000 .0000 .0000
The table shows the rank-ordered frequency of each symbol in the symbolic reduction. The expectation frequency is .0455. The letter T in the first column
denotes therapist contributions and the letter P indicates patient contributions.
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after combining all three therapy sessions are shown in
Table 3. The expectation frequency of a repeated pair is
p = .0021. Nine repeated pairs appear with a frequency
that is at least one order of magnitude greater than the
expectation frequency. Most of the repeated pairs are
associated with what might be described as the
mechanics of therapy: requesting, presenting and
acknowledging information. As in the case of single
symbol frequencies, patient complaints and emotional
discharges appear frequently as elements in repeated
pairs.
Analysis of Repeated Triples
When repeated triples are examined a marked pattern of
change in content is seen over the three sessions. In a
message of length LM there are LM-2 triples. Nonetheless
there, are very few repeated triples in the clinical data.
During Visit One nine triples appear more than 1% of the
time. During Visit Two only two triples appear in more
than 1% of the sample, and in Visit Three, four triples
appear at a frequency exceeding 1% (Table 4).
There is a change in the content of repeated triples
over the three sessions. In the first session the most fre-
quently observed triple is a request for validation by the
patient followed by an emotional discharge followed by a
complaint. These three coding elements appear promi-
nently in the other repeated triples observed during the
first session. By the second session, which occurred four
months after the first session, behavioral analysis by the
therapist and acknowledgment of these communications
by the patient are the most frequently observed triples.
This pattern is consistent with clinical expectations. In
the early sessions, the patient-therapist relationship is
constructed by the therapist’s nonjudgmental acceptance
of the patient’s complaints, emotional discharges and
need for validation. This is particularly true in the course
of borderline personality disorder. The work of therapy,
implemented by behavioral analysis and education,
begins after the construction of the therapeutic alliance.
Context Free Grammar Complexity
While several methods can be used to characterize a
symbol sequence, we consider first measures of com-
plexity. Quantitative measures of complexity can be
most readily introduced by considering an explicit
example. Consider two messages, that is two symbol





It should be noted that both messages have the same
symbol frequency, eight appearances of each symbol.
They are indistinguishable with distribution-determined
measures, for example Shannon information, but M2 is
more complex than M1 in our conventional understand-
ing of the term. There are several methods for quantify-
ing the complexity of symbol sequences. A taxonomy of
complexity measures has been published [73]. In the
first instance, we consider the context free grammar
complexity introduced by Jiménez-Montaño [60] (a
description is given in Appendix One). Consistent with
our qualitative expectations, it is found that that gram-
mar complexity of M1 is 20 bits and the complexity of
M2 is 27 bits.
The complexity of an observed symbol sequence is
often expressed in bits/unit time by dividing the com-
plexity of the message by the period of observation [74].
The results from the three therapy sessions are shown
in Figure 1. Complexity generation is seen to increase
across the three sessions. (The procedure used to esti-
mate the uncertainties of these complexity values is out-
lined in Appendix One).
This result is consistent with the increase in the num-
ber of symbols generated in the three sessions (NDATA =
317, 549, 713 respectively). While any observation based
Table 3 High Frequency Repeated Pairs
First Element of Pair Second Element of Pair Frequency
T: Behavioral Analysis/Educational P: Acknowledging .0279
T: Problem Presentation P: Acknowledging .0260
P: Acknowledging T: Behavioral analysis/Educational .0247
P: Information (Requesting/Providing) T: Acknowledging .0241
T: Acknowledging P: Information (Requesting/Providing) .0234
T: Problem Presentation P: Behavioral Analysis/Educational .0234
P: Emotional Discharge P: Complaint .0228
T: Transitional/Elicitation P: Behavioral Analysis/Educational .0222
P: Complaint T: Acknowledging .0209
Most Frequently Observed Repeated Pairs. Analyzed over all three sessions, the frequencies of nine repeated pairs exceed the expectation frequency of .0021 by
at least one order of magnitude. P denotes the patient, and T denotes the therapist.
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on a single case history must be stated circumspectly, the
increase in the frequency of subject transition which is
reflected in the increase in NDATA over the three sessions
is consistent with qualitative clinical observations with
borderline patients. As patients progress in therapy one
can, in some instances, observe a decreased perseveration
in topic and a greater flexibility of discourse. This result
is consistent with the quantitative results of McDaniel,
et al. [75] who found correlations between rate of
improvement and an estimate of the number of patient
utterances. The result seen here is also consistent with
the Winefield, et al. [76] quantitative characterization of
a psychodynamically oriented psychotherapy which
showed decreasing asymmetry in patient/therapist verbal
behavior during the course of treatment. This decrease in
asymmetry was evidenced by increased therapist speech
activity. Increased participation by the therapist would
result in an increase in patient-to-therapist transitions in
the symbol transcript, an increase in NDATA, and an
increase in complexity generation.
It is also a matter of interest to determine the stability
of complexity within a session. This was done by deter-
mining complexity generation for each quarter session.
A visual inspection of Figure 2 suggests that there is a
somewhat greater within-session variation in the third
session. This is consistent with our understanding of an
increase in complexity generation during the course of a
successful therapy.
It is important to make a distinction between the
complexity of a message and the intrinsic dynamical
complexity of the system that generated the message.
The intrinsic complexity of the generator can be
Table 4 Repeated Triples Appearing at a Frequency Exceeding 1%
Visit One
Triple Frequency Content Symbol 1 Content Symbol 2 Content Symbol 3
cef .022 P: Request Validation P: Emotional Discharge P: Complaint
aIa .019 P: Acknowledging T: Behavioral Analysis/Educational P: Acknowledging
IaI .016 T: Behavioral Analysis/Educational P: Acknowledging T: Behavioral Analysis/Educational
bfA .016 P: Information (Requesting/Providing) P: Complaint T: Acknowledging
efc .013 P: Emotional Discharge P: Complaint P: Request for Validation
fAb .013 P: Complaint T: Acknowledging P: Information
HaI .013 T: Problem Presentation P: Acknowledging T: Behavioral Analysis/Educational
bAb .013 P: Information (Requesting/Providing) T: Acknowledging P: Information (Requesting/Providing)
fce .013 P: Complaint P: Request Validation P: Emotional Discharge
Visit Two
Triple Frequency Content Symbol 1 Content Symbol 2 Content Symbol 3
aIa .015 P: Acknowledging T: Behavioral Analysis/Educational P: Acknowledging
Iai .011 T: Behavioral Analysis/Educational P: Acknowledging P: Behavioral Analysis/Educational
Visit Three
Triple Frequency Content Symbol 1 Content Symbol 2 Content Symbol 3
bAb .018 P: Information (Requesting/Providing) T: Acknowledging P: Information (Requesting/Providing)
IaI .017 T: Behavioral Analysis/Educational P: Acknowledging T: Behavioral Analysis/Educational
AbA .011 T: Acknowledging P: Information (Requesting/Providing) T: Acknowledging
aIa .011 P: Acknowledging T: Behavioral Analysis/Educational P: Acknowledging




























Figure 1 Complexity generation in three psychotherapy
sessions. The context free grammar complexity of the symbolic
reduction of each session was normalized against the duration of
the session to determine complexity generation in bits/minute.
Rapp et al. BMC Psychiatry 2011, 11:119
http://www.biomedcentral.com/1471-244X/11/119
Page 8 of 28
estimated by comparing the complexity of the message
against the complexity of random messages of equal
length generated with the same symbol set. The result
is the normalized complexity. Mathematical procedures
for constructing this normalization are outlined in
Appendix One. The normalized complexity is dimen-
sionless and varies between a value close to zero for a
constant symbol sequence (one symbol repeated
throughout the entire message) and a value of one for
a random sequence. Examples giving intermediate
values of normalized complexity are shown in the
appendix. The normalized grammar complexity of the
three therapy sessions is .765 ± .033, .758 ± .015 and
.763 ± .017. There is no significant change in the nor-
malized grammar complexity which suggests that, at
least in this therapy, grammar complexity did not
detect changes in the underlying dynamical process.
The contrast between the consistency of normalized
complexity and the increase in complexity per unit
time is considered in the Discussion section of this
paper.
An examination of the normalized complexity for each
quarter of a session allows an examination of the statio-
narity of the underlying dynamical process (Figure 3). The
results are displayed on [0,1], the defined range of normal-
ized complexity. There are no significant within-session or
between-session differences when quarter sessions are
analyzed.
A comparison of the complexity values obtained with
the original therapy symbol sequence and complexity
values obtained from random messages of the same
length makes it possible to address the following null
hypothesis:
As assessed by this complexity measure, the sequen-
tial structure of the original message is indistinguish-
able from the sequential structure of an equi-
probable, random sequence of the same length con-
structed from the same symbol alphabet.
Several statistical tests of the null hypothesis have
been considered (Appendix One). We use here the
Monte Carlo probability of the null hypothesis.
PNULL =
Number Values ≤ CORIG
1 + NSURR
NSURR is the number of comparison random messages
(called surrogates) computed. The number of complex-
ity values tested in the numerator includes the complex-
ity of the original symbol sequence as well as the
complexity values obtained with surrogates, ensuring
that the numerator has a value of at least one. In the































Quarter of Session Analyzed
Figure 2 Within session complexity generation for three
therapy sessions. Grammar complexity generation (bits/minute)
was determined separately for each quarter of each session. The top
curve corresponds to Session Three. The bottom curve corresponds
to Session One.
























Quarter of Session Analyzed
Figure 3 Normalized grammar complexity for each quarter of
each therapy session. Normalized complexity is defined on [0,1].
The green line corresponds to Session One, the blue line to Session
Two and the red line to Session Three. The complexity values
obtained with random numbers (a black line at the top of the
graph) and with a constant symbol sequence where one symbol is
repeated throughout the message (a black line at the bottom of
the graph) are shown for comparison. Data sets of the same size
were used in the comparison calculations. The normalized
complexity obtained with random numbers is approximately one,
and the normalized complexity obtained with a constant signal is
approximately zero. Details of the comparison calculations are given
in Appendix One.
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calculations in Figures 2 and 3, NSURR = 499 and CSurro-
gate > CORIG in all cases. The null hypothesis is rejected
with PNULL = .002; that is, the sequential structure of
patient-therapist communication in these sessions as
scored by this procedure and assessed by this metric is
nonrandom.
Lempel-Ziv Complexity
The results obtained with grammar complexity were
confirmed by calculations of Lempel-Ziv complexity
([77] described in Appendix Two). Lempel-Ziv complex-
ity and grammar complexity are in the same taxonomic
group of complexity measures (randomness finding,
nonprobabilistic, model based). The values obtained
with Lempel-Ziv complexity are not the same as those
obtained with the grammar complexity, but the two
measures show the same sensitivity to randomness in a
symbol sequence. The Lempel-Ziv results analogous to
those obtained with grammar complexity are shown in
Figure 4. As in the case of grammar complexity there is
an increase in complexity generation over the three
sessions.
The within-session variability of Lempel-Ziv complex-
ity (Figure 5) shows the same pattern that was observed
with grammar complexity. The within-session variability
is greater in Session Three.
Lempel-Ziv complexity can also be normalized by
comparisons with random surrogate symbol strings pro-
vided that the complexity of the surrogate is also deter-
mined with the Lempel-Ziv algorithm. The normalized
Lempel-Ziv complexity for the three sessions is .765 ±
.033, .758 ± .015 and .763 ± .017 respectively. In
common with grammar complexity, no change in the
generating dynamical process was detected with Lem-
pel-Ziv complexity. These results should not be general-
ized inappropriately. It remains possible that significant
change might be detected if a different measure was
applied to the same data. It can only be said that nor-
malized grammar complexity and normalized Lempel-
Ziv complexity failed to detect any between-session
changes while changes were seen in complexity genera-
tion rates with both measures. As previously noted, the
between session consistency of normalized complexity
and the increase in complexity per unit time is consid-
ered in the Discussion section. The within-session nor-
malized complexity was also computed with the
Lempel-Ziv algorithm (Figure 6). As in the case of
grammar complexity, no significant within-session
changes were seen in the normalized complexity.
As before, the surrogate null hypothesis of random
structure was rejected by Lempel-Ziv complexity with
PNULL = .002 (NSURR = 499) in all cases. It can again be
concluded that patient-therapist communication has
nonrandom structure.
Mutual Information
Consider two simultaneously observed symbol sets Mes-
sage A = (A1, A2, .....AN) and Message B = (B1, B2, .....
BN) constructed from the same alphabet of Na elements.
PA(I) is the probability of the appearance of Symbol I in
Message A PB(J) is the probability of the appearance of
Symbol J in Message B. PAB(I,J) is the probability that

































Figure 4 Complexity generation in three psychotherapy
sessions. The Lempel-Ziv complexity of the symbolic reduction of
each session was normalized against the duration of the session to
determine complexity generation in bits/minute.































Quarter of Session Analyzed
Figure 5 Within session complexity generation for three
therapy sessions. Lempel-Ziv complexity generation (bits/minute)
was determined separately for each quarter of each session. The top
curve corresponds to Session Three. The bottom curve corresponds
to Session One.
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Message B at the same time. The average mutual infor-
mation of Messages A and B is the average number of
bits of Message B that can be predicted by measuring












Mutual information is symmetrical I(A,B) = I(B,A).
Also, if two processes are statistically independent then
PAB(I,J) = PA(I)PB(J), and I(A,B) = 0. The special case
where Message A and Message B are the same, I(A,A),
is called self-information.
In this application, we examine the ability of a mes-
sage to predict its own future. We define I(AI,AI + 1) as
the mutual information observed when Message A =
(A1,A2,.....AN-1) and Message B = (A2,A3,.....AN). This
can be generalized to consider larger temporal displace-
ments. I(AI,AI + K) is calculated by setting Message A =
(A1,A2,.....AN-K) and Message B = (AK,AK + 1,.....AN). The
time shifted self-information is a nonlinear measure of
temporal decorrelation. Explanatory examples are given
in Cellucci, et al [79]. If a message has strong temporal
predictability then I(AI,AI + K) remains high as K is
increased. If the process generating a message is dyna-
mically disordered, then I(AI,AI + K) decreases rapidly as
K increases.
Mutual information for the case K = 1 has been
applied to the examination of the sequence-sensitive
structure of narrative components in the autobiographi-
cal speech of anorexic adolescents and controls [66].
These investigators found that I(AI,AI + 1) is significantly
lower in patients. They also compared I(AI,AI + 1) values
obtained with their data against the values obtained with
random shuffle surrogates and found that surrogates
decorrelate faster than the original symbol sequence
indicating the presence of non-random structure in the
original symbol sequence.
Figure 7 shows mutual information I(AI,AI + K) as a
function of the temporal shift parameter K for the three
therapy sessions. The mutual information measured in
the first session decorrelates more slowly than mutual
information obtained with Session Two and Three indi-
cating a higher degree of predictability in Session One.
This is consistent with the previous observation of a
lower complexity generation rate in Session One. The
separation of mutual information functions between the
first and second session and the first and third session is
significant (P < 10-7). This significance is computed by
comparing twenty five values of mutual information
(shift parameter K = 0 to 24) in a paired t-test. The
mutual information values obtained in Sessions Two
and Three are indistinguishable. This indicates that the
process detected by longitudinal measurement of mutual
information has stabilized by Session Two or that this





















Quarter of Session Analyzed
Figure 6 Normalized Lempel-Ziv complexity for each quarter
of each therapy session. Normalized complexity is defined on
[0,1]. The green line corresponds to Session One, the blue line to
Session Two and the red line to Session Three. The complexity
values obtained with random numbers (a black line at the top of
the graph) and with a constant symbol sequence where one
symbol is repeated throughout the message (a black line at the
bottom of the graph) are shown for comparison. Data sets of the
same size were used in the comparison calculations. The normalized
complexity obtained with random numbers is approximately one,
and the normalized complexity obtained with a constant signal is
approximately zero. Details of the comparison calculations are given
in Appendix One.



























Figure 7 Mutual Information as a Function of the Shift
Parameter. I(AI, AI + K) is shown as a function of K for the three
therapy sessions. The black line corresponds to Session One, the
blue line to Session Two and the red line to Session Three.
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measure is insufficiently sensitive to detect a continuing
process altering patient-therapist communication.
The mutual information results obtained with higher
values of the shift parameter K must be viewed with
caution. A calculation of the mutual information of two
symbol sequences tests their statistical independence. If
the variables are independent, then PAB(i,j) = PA(i)PB(j)
and I(A,B) = 0. It is possible to compute the probability
of the null hypothesis of statistical independence. Let
EAB(i,j) be the expected number of (i,j) symbol pairs
given the assumption of statistical independence.
EAB(i, j) = NDATAPA(i)PB(j)
Let OAB(i,j) be the observed number of (i,j) symbol








Where Na is the number of symbols in the alphabet.
The number of degrees of freedom is ν = (Na - 1)
2. The









where Q is the incomplete gamma function.
When this analysis is applied to the symbol sequences
generated by the three therapy sessions, the null hypoth-
esis is rejected by construction for K = 0 but also for K =
1 for the three sessions. This result indicates the absence
of predictive structures beyond the first symbol iteration,
which is consistent with the results obtained with first
order Markov surrogates in a later section of this paper.
Nth-Order Entropy and Conditional Entropy
The quantification of structure in symbol sequences
with information theory begins with Shannon and the
foundation of the subject [80]. Shannon subsequently
developed procedures for investigating prediction and
entropy in printed English ([81], extended by Burton
and Lickliter [82], and by Cover and King [83]). Kolmo-
gorov [84] considered the entropy of Russian texts in
his seminal “Three approaches to the quantitative defini-
tion of information.”. In this contribution we follow the
development and notation of Ebeling and his colleagues
[85,86]. Let p(1)i be the probability of the appearance of
the i-th symbol in the alphabet in the symbol sequence
being analyzed. We generalize this to consider the prob-
ability of each substring of length n, p(n)i . We will use
the term n-word to denote a substring of length n. The








where Nmax is the number of possible n-words. Nmax
will be a function of the size of the alphabet Na. In the
absence of a priori rules restricting allowable n-words
Nmax = (Na)
n. The sum takes place over all substrings
where p(n)i > 0. Hn quantifies the average amount of
information contained in a substring of length n, and
therefore is monotone increasing in n. The related con-
ditional entropies, hn, are given by
hn = Hn+1 −Hn
hn is the average amount of information needed to
predict the next symbol in a substring if the first n sym-
bols are known, giving hn ≥ hn + 1.
The values of Hn and hn as a function of order n for
the three therapy sessions are shown in Figure 8. At
each order, the values of Hn obtained in the third ses-
sion are greater than the values obtained in the second
session which are greater than the values obtained in
the first session. This result is consistent with the pre-
viously presented rate of complexity generation (Session
3 > Session 2 > Session 1) and with the observation that
mutual information, which is related to entropy, decorr-
elates faster in the later sessions. The between-session
separation of conditional entropy is less marked, but the
conditional entropy of Session 3 is greater than that of
Session 1 at all orders of n.
As in the case of mutual information, the results of
these entropy calculations must be viewed with care. A
simple analysis indicates that length effects will cause a
significant deterioration in an estimate of Hn as n
increases, if one uses the equation for Hn given above.
A message of N symbols contains N-(n-1) n-words. As
previously noted the number of possible n-words in the
absence of restrictive rules is (Na)
n. Thus the number of
possible n-words increases exponentially with order n,
while the number of words actually present is limited by
N. Let μ(n)i be the expectation value of the number of






i N = N/Nmax = N/(Nα)
n
The calculation of Hn using the previous equation is
warranted in the case of good statistics which is
obtained when μ(n)i is on the order of ten [87]. In the
present analysis Na = 22, and the smallest value of N is
obtained in Session 1 where N = 317. The criterion
μ
(n)
i ≥ 10 is satisfied for n = 1 where Hn for Session 1 <
Session 2 < Session 3, but fails for n ≥ 2.
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A further analysis shows that Hn quickly approaches
its limiting N-determined value as n increases. For a
symbol sequence generated by the logistic equation near
the Feigenbaum point, Hn ≈ log2 N, for large n where N
is the length of the symbol sequence [88,89]. The same
relationship is obtained with the computationally gener-
ated rabbit sequence [90]. These are highly disordered
symbol sequences generated by deterministic processes.
This argument can be generalized [87]. Recall that the
number of possible words increases exponentially with n
and is limited by N. To an approximation of the limiting
case for large n, any given word is either absent or
appears only once. In this case, there are N - (n - 1) ≈
N words with probability p(n)i = 1/N, and all others have
p(n)i = 0. A series expansion can be used to show that
lim
x→0

















In the case of the three therapy sessions, N = 317, 549
and 713 giving value of log2 N of 8.308, 9.101 and
9.478. The corresponding values of H5 are 8.225, 9.057
and 9.421. This suggests that the between-session differ-
ences in entropy as computed here simply reflects the
increase in N over the three sessions.

































Figure 8 Nth-Order Entropy and Conditional Entropy for the three Therapy Sessions. The black line corresponds to the first session, the
blue to the second and the red line to the third session.
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Recognition of these issues has motivated the search
for improved procedures for estimating Hn when n is
large and N is small. Several investigators have addressed
this problem [88,91-97]. We have implemented on of
these procedures [88] and applied it to the therapy data.
As expected by the failure to satisfy the μ(n)i ≥ 10 criter-
ion, no between-session separation was observed for
higher values of n. These results are consistent with the
conclusions of Lesne, et al. [97] who recommended using
Lempel-Ziv complexity as the more reliable measure of
structure when short symbol sequences are analyzed.
Markov Surrogates
Let PIJ be the probability that Symbol I is followed by
Symbol J. These probabilities are summarized in the first
order transition matrix [PIJ]. A first order Markov surro-
gate is a symbol sequence constructed by a constrained
randomization that has the same length and same [PIJ] as
the original symbol sequence. A comparison of complexity
values obtained with Markov surrogates and the complex-
ity of the original symbol sequence can be used to address
the following null hypothesis:
As assessed by this measure, the sequential structure
of the original message is indistinguishable from the
sequential structure of a random process that has
the same length and first order transition matrix as
the original message.
Calculations with Markov surrogates follow the same
pattern as calculations with equi-probable surrogates.
CORIG is determined, surrogates are constructed (in this
case first order Markov surrogates), and values of CSurrogate
are calculated. The probability of the null hypothesis is
calculated using the previous formula and these values of
CORIG and CSurrogate. With these data and these complexity
measures, there is a failure to reject the null hypothesis for
all three sessions. The average value of PNULLobtained
with the context free grammar complexity and 499 equi-
probable surrogates was .935 and the average value
obtained with Lempel-Ziv complexity was .617. This
means that with these data and these measures of com-
plexity, a therapy session’s symbol sequence is indistin-
guishable from a random process with the same first order
transition matrix. This does not mean that a higher order
structure is not present in the sequence. Rather, the results
show that these measures failed to find evidence for that
structure. Theoretically, the null hypothesis could be
rejected with these data and a different measure.
Discussion
This is a case study, and therefore any results must be
regarded as inconclusive until confirmed by a more sys-
tematic investigation. In this therapy the rate of
complexity generation increased across the three
sessions investigated. This increase in variability is con-
sistent with the statistically significant faster decorrela-
tion time observed in the K = 1 mutual information
calculation and in the increase in n-th order entropy
and conditional entropy for n = 1. It is also consistent
with the clinically observed changes in the flexibility of
patient communication during the course of treatment.
Additionally, using two measures of complexity we have
demonstrated that the sequential structure of patient-
therapist dialog in these sessions has a nonrandom
structure (PNULL = .002). These results are consistent
with results of previous investigations summarized by
Leroy, et al. [57]:
“(1) temporal organization is a significant feature of
speech,
(2) counting (by which they mean the sequence-
independent, distribution-determined frequencies of
content elements) is not sufficient for an adequate
characterization of language, and
(3) symbolic dynamical methods are needed for the
sake of completeness”
As previously noted, the contrast between the consis-
tency of normalized complexity (both Lempel-Ziv and
context free grammar complexity) over the three ses-
sions and the increase in complexity generation (com-
plexity per unit time) requires examination. Possible
insights into this question can be gained by examining
the quantitative literature investigating hierarchical
structures in language [98-101]. Based on this research
we wish to suggest that the normalized complexity
quantifies an invariant structure intrinsic to language
when characterized by this form of symbolic restate-
ment, while complexity per unit time quantifies prag-
matic language use. Some measure of support for this
hypothesis can be obtained by consideration of work by
Montemurro and Zanette [102]. Montemurro and Zan-
ette examined the sequential structure of word ordering
in 7,097 texts drawn from eight languages (English,
French, German, Finnish, Tagalog, Summarian, Old
Egyptian and Chinese). They computed a measure of
entropy based on Lempel-Ziv complexity and a normal-
ized relative entropy based on comparisons with ran-
domly shuffled sequences of equal length. They found
that “while a direct estimation of the overall entropy of
language yielded values that varied for the different
families considered, the relative entropy quantifying
word ordering presented an almost constant value for
all these families. ... Therefore our evidence suggests
that quantitative effects of word order correlations on
the entropy of language emerges as a universal statistical
feature.” The Montemurro and Zanette study examined
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the sequential structure of word ordering. It is recog-
nized that word ordering is not identical to the concept
sequencing uncovered by the symbolic coding process
used in our study, but the presence of near constant
normalized complexity in the presence of a highly vari-
able complexity offers support, albeit indirect support,
for our hypothesis of a dissociation between pragmatic
complexity (bits/minute) and intrinsic structure (nor-
malized complexity). This is a case study of a single
patient. Any further speculation must be deferred until
additional data are available.
A systematic research effort will be required to
address the other questions raised in the introduction to
this paper. In addition to acquisition of longitudinal
data obtained from a large, clinically homogeneous
population, the introduction of additional measures of
sequential structure can be considered. The inverted-U
measures of complexity [103] are theoretically important
but have received little application with observational
data (as distinct from computationally generated symbol
sequences). These measures of complexity give low
values for both highly regular sequences and for random
sequences but high values for chaotic sequences (where
the word chaos is being used here in the technical
sense). This is an interesting possibility since it has been
suggested that patient-therapist communication can be
chaotic [104-109]. More general reviews of dynamical
metaphors in psychopathology and psychotherapy are
given in [110-113].
An analysis of the computational results identified the
limitations of the approach taken in this paper. The large
number of symbols in the alphabet and the comparatively
short message lengths severely limit the kinds of analyses
that can be applied. An alternative approach can be
implemented using Stiles’ Verbal Mode Analysis. In this
analysis, each utterance is scored by three forced choice
questions called principles of classification (source of
experience, frame of reference, and presumption). These
three binary scores are used to specify one of eight
mutually exclusive categories. The eight celled classifica-
tion process is applied to each utterance twice. The first
classification is determined by grammatical form. The
second is based on pragmatic intent. Several analysis
options are thus available. The sequential structure of the
form (grammatical) coding and the intent (pragmatic)
coding can be analyzed separately. In these cases, Na = 8.
At a finer scale, the three principles of classification each
generate a binary sequence, Na = 2 that can be examined.
These scoring methodologies make it possible to perform
mathematical analyses that are not feasible for large Na.
The analyses of ordered triples reported here does, how-
ever, indicate that the rich content introduced by a large
Na can reveal important insights into the evolving
dynamic of patient-therapist communication. In the ideal
case, protocols can be scored by more than one proce-
dure and analyses performed with the widest possible
collection of mathematical methods.
Psychotherapy, even when the treatment is concretized
in treatment manuals is, by nature, transactional, flexible
and often highly individualized. As such, the field of psy-
chotherapy research standardly employs a ‘technology
model’ [114] in conducting treatment development and
evaluation research. Psychotherapy process researchers
also employ a methodology for measuring complex,
deterministic, and dynamic processes within the therapy
experience. Core to both models is the application of
highly specified behavioral coding systems to recoded
samples of therapy sessions. A discussion of this litera-
ture is beyond the scope of the current article. Also, it
should be noted that our experience suggests that the
procedures presented here are not only generically
applicable to the field of psychotherapy research but are
also of value in training therapists. The discipline of
examining each verbal exchange at this level of detail and
the process of identifying recurring patterns of communi-
cation (the words change, but the symbol sequence
recurs) helps trainees to identify maladaptive communi-
cation strategies and encourages them to view a therapy
not as separated exchanges but as a larger scale dynami-
cal process. Independently of the subsequent mathemati-
cal analysis, the process of sequential symbolic
transcription is a valuable exercise. Additionally, these
methods may be of particular value in the examination of
therapies following traumatic brain injury. These thera-
pies can, in some instances, be complicated by cognitive
deficits that result in distortions of language. As noted by
Granacher [115] a distinction is to be made in the lan-
guage deficits following traumatic brain injury between
deficits of speech (the mechanical articulation of lan-
guage) and deficits in the use of language (generation and
comprehension of syntactic and semantic structure)
which can be investigated using the methods tested here.
In the case of injuries, frank aphasias can result. Their
identification does not require sophisticated mathemati-
cal analysis. These aphasias typically resolve sponta-
neously into mild residual anomia [116,117]. In other
cases, however, subtle distortions of language can occur
after traumatic brain injury. “The basic structural compo-
nents of language may be intact but the ability to use lan-
guage to engage socially is impaired.” [117] Deficits in the
effective use of language following traumatic brain injury
have been reviewed by Coelho [118] and by Coelho and
Youse [119]. In addition to complicating therapy, these
deficits can have a significant negative impact on post-
injury quality of life. These deficiencies in language are
commonly described as deficits in pragmatic competence
where, as used here, the word pragmatics is defined as
the subfield of linguistics which investigates the way in
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which context contributes to meaning [120,121]. These
deficits are not typically expressed as failures to compre-
hend single sentences but are observed as failures to
understand sequence-dependent, multi-sentence dis-
course [122]. Sohlberg and Mateer [117] have provided
the following summary:
“Pragmatics constitute a comprehensive set of skills
required for competence in naturalistic, functional
use of language. The term can be broadly defined as
the use of language for communication in specific
contexts [123]. Pragmatics behaviors transcend iso-
lated word and grammatical structures; they make
up the system of rules clarifying the use of language
in terms of situational or social contexts. People
with brain injury often demonstrate normal basic
linguistic skills, but have difficult adapting their
communication to specific contexts; for example
they may exhibit tangential speech, poor verbal orga-
nization, or inadequate turn taking [124].”
Pragmatic deficits are not limited to traumatic brain
injury but are also observed in autism [125,126], atten-
tion deficit hyperactivity disorder [127] and schizophre-
nia [128,129]. In contrast with these disorders, the
presentation of deficits in pragmatic competence follow-
ing traumatic brain injury is complicated by acute onset
followed by a complicated post-injury time course that
can result from progressive cognitive loss or improve-
ment due to spontaneous resolution. Highly variable day
to day changes in competence can also sometimes be
observed.
As reviewed by Martin and McDonald [121], three the-
ories presenting explanations for deficits in pragmatic
competence following traumatic brain injury are now
under consideration: Social Inference Theory, Weak Cen-
tral Coherence and Executive Dysfunction. Social Infer-
ence Theory argues that pragmatic failures follow from
failures of the patient’s Theory of Mind. An individual’s
Theory of Mind is “the capacity to infer mental states of
others ... a person’s ability to form representations of
other people’s mental states and to use the representa-
tions to understand, predict and judge utterances and
behaviors” [130]. Following initial work by Santoro and
Spiers [131], a rapidly growing literature has documented
Theory of Mind deficits following traumatic brain injury
[132-136]. Weak Central Coherence results in an indivi-
dual’s focus on components and a failure to integrate
components into larger scale coherent structures. In
addition to being a possible cause of post-injury prag-
matic deficits, weak central coherence may be present in
autistic patients [137-139]. The Executive Function sys-
tem controls and regulates other processes and is parti-
cularly important in responding to novel situations
requiring planning and decision making. Executive func-
tions are localized in the prefrontal cortex [140,141], and
injury to the prefrontal cortex can cause executive dys-
function which in turn results in deficits in language. Sig-
nificant correlations between executive function and
pragmatic communication difficulties following traumatic
brain injury have been reported [142].
While arguments can be made that deficits in any of
these capabilities (Theory of Mind, Central Coherence,
and Executive Function) can result in pragmatic lan-
guage deficits, there is no present evidence indicating
which of the three is predominant in pragmatic deficits
following traumatic brain injury. Indeed, several investi-
gators have results indicating that it is very difficult to
ascribe observed deficits to any given cause [143-146].
Given the heterogeneity of the traumatic brain injury
population, it seems probable that pragmatic failures
will have different causes in different patients.
Irrespective of the cause, psychotherapists of traumatic
brain injury patients must be sensitive to the possible
impact of erratically varying language competence in
patient-therapist communication. As outlined in Sohl-
berg and Mateer [117] none of the currently available
procedures for assessing pragmatics following brain
injury are completely satisfactory. The methods closest to
the procedures developed here are conversational analy-
sis studies of language following traumatic brain injury
[147-151]. The analysis employed by Snow, et al. [147]
was modified from Damico’s Clinical Discourse Method
[152,153]. Seventeen parameters were organized into
four groups (Quantity, Quality, Relation, and Manner). A
similar study published by Friedland and Miller [149]
scored natural conversations in four areas (Repair,
Silences, Minimal Turns, Topic). In a study of conversa-
tional structure, Coelho, et al. [151] found differences in
the flow of conversation of traumatic brain injury
patients when compared to healthy controls. They found
that patients were more dependent on the investigator to
maintain the interaction. Individuals with traumatic brain
injury did not initiate and appeared to function primarily
as responders. The sequential structure of discourse is
not, however, quantified by these methods. It can be
noted, however, that it may be possible to apply the
sequence sensitive measures presented here to these pre-
vious analyses. For example, in the Coelho, et al. [151],
study two categories of analysis were applied, Appropri-
ateness and Topic Initiation. The Appropriateness of
an utterance was assigned to one of four categories
(Obliges, Comments, Adequate Responses, Adequate
Plus Responses). The results were reported as between-
group means and standard deviations. Significant differ-
ences were seen in two of the four categories. This analy-
sis can be viewed as a restatement of the conversation as
an eight-symbol alphabet (four Appropriateness
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categories crossed against Investigator or Patient). The
sequential structure of this symbol sequence can be
quantified.
How might deficits in pragmatic competence following
traumatic brain injury be reflected in complexity and
entropy measurements of patient-therapist communica-
tion? Deficits in pragmatics are reflected in sequential
structures including poor organization, tangential speech
and loss of coherence. As documented by Chapman
[154,155] some patients will present a loss, possibly a
subtle loss, of coherence in verbal production. This loss
of coherent structure would be reflected in an increase
in complexity and entropy, a more uniform symbol fre-
quency distribution and a broader spectrum of repeated
pairs. Conversely, perseverations of discourse and topic
repetitiveness, which can also be observed following
brain injury [156], would result in a decrease in com-
plexity and entropy. Pragmatics deficits would therefore
be expected to produce bimodally distributed values of
sequence sensitive measures. Further research may show
that a high degree of variability in complexity within
sessions and between sessions is diagnostic of failures of
pragmatic competence in traumatic brain injury
patients.
The present results suggest that dynamical measures
can be used longitudinally to follow the course of treat-
ment. To a degree, it is possible to consider two distinct
processes occurring during the course of psychotherapy
following a brain injury: psychological change reflecting
emotional development and cognitive change having an
impact on language due to organic changes in the central
nervous system (recovery or continuing deterioration).
The longitudinal application of the measures developed
here may provide a means of separating and observing
these processes quantitatively. Psychological change may
be reflected in changes in subject content while cognitive
changes may result in changes of linguistic structures
that can be captured by complexity measures.
Conclusions
We join with Morris and Bleiberg [157] in arguing that
psychotherapy should be integrated with cognitive reha-
bilitation in the treatment of brain injury patients. We
also agree with Judd and Wilson [158] in concluding
that modifications of psychotherapy will often be
required when working with these patients. The diver-
sity of the traumatic brain injury population makes it
impossible to construct a single, generic therapy for
these patients. Any conclusions based on the quantita-
tive analyses of protocols from a single patient are
clearly provisional. It is suggested, however, that with
further development and larger studies, the methods
developed here for the quantitative analysis of dynamical
structures in patient-therapist communication may
become useful on a patient-by-patient basis to inform
these clinical decisions.
Appendix One. Context Free Grammar Complexity
Classically complexity is defined as the amount of infor-
mation required to specify the contents of a message
[84,159,160]. An historical review is given in Li and
Vitányi [[161] Section 1.6]. This definition can be opera-
tionalized by building an instruction set that can gener-
ate the message. The complexity of the message is
defined to be the length of the instruction set. This
operationalization is implemented in the context free
grammar complexity [60,162]. A systematic procedure
(outlined below) is used to construct an algorithm that
can reconstruct the original message. The size of the
algorithm (also defined below) is the complexity of the
message. It is understood that this gives an upper bound
to complexity. It is always possible that an alternative
construction will give a smaller instruction set. This is
true of all complexity measures in this category (ran-
domness finding, nonprobabilistic, model based, [73]).
Because the procedure used to construct the algorithm
is systematic, complexity is valid as a comparative mea-
sure. This consideration also indicates why it is useful to
have the results of a complexity analysis confirmed by
the application of a second measure. “There is no single
value of complexity. These calculations provide a sys-
tematic procedure for obtaining an empirical measure of
dynamical behavior that can be compared across condi-
tions.” [163].
The procedure for determining the context free gram-
mar complexity is best introduced by considering a spe-




The procedure begins with a search for repeated pairs.
In this message, the pair AD is the most repeated pair.




BC is the next most frequently repeated pair. It is




BB is repeated twice, but as will be seen replacing a
pair of symbols with a new symbol does not result in a
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decrease in the size of the instruction set if the pair is
only repeated twice. The search for repeated pairs there-
fore ends, and the search for repeated triples begins.
The triple BBD is repeated twice. In the case of triples,
replacing a repeated triple does decrease the size of the





There are no other repeated triples. In the general
case, the search for repeated triples is following by a
sequential search for repeated n-tuples, n = 4, 5, 6....
until the search is exhausted. In the case of this message
there are no higher order repeats. The compression has
converged.
In the next step product terms are replaced by expo-
nentials. Thus AA is replaced by A2. CCC is replaced by
C3 and BB is replaced by B2. The instruction set to





Complexity is determined by calculating the size of
this instruction set. Under the definition used here [60]
each symbol adds one to the complexity and exponents
contribute logarithmically (base 2).
M2 → 18 + log22 + log23 = 20.585
α → 2
β → 2
γ → 2 + log22
The total is 27.585. Again under this definition, the
integer part of the final sum is reported in bits. The
context free grammar complexity of M2 is 27 bits.
Estimating the uncertainty in the complexity of a spe-
cific message is problematic when the message is con-
sidered in isolation and a large population of messages
generated by the identical dynamical process is not
available. In Rapp, et al. [164] the uncertainty in CORIG
is approximated by finding the difference in complexity
values obtained in the first half and the second half of
the message and expressing this difference as a fraction
of their average value. Let CA be the complexity of the
first half of the message. Let CB be the complexity of
the second half of the message. Under this approxima-





where we use the property CA and CB are positive.
This procedure can give an aberrant value of zero
when CA = CB. An alternative procedure for estimating
ΔCORIG can be constructed by calculating <C1/2>, the
mean value of complexity calculated from all possible
substrings of length LM/2, and s1/2 the standard devia-
tion of that mean. Expressed as a fraction, uncertainty is






This procedure is, however, computationally insuppor-
table for longer messages. Suppose LM = 8000. This pro-
cedure for estimating <C1/2> would require averaging
4000 values of complexity calculated from strings of
length LM/2 = 4000. We have adopted the procedure of
calculating <C1/2> from 100 strings of length LM/2.
They are selected randomly from the set of all possible
LM/2 substrings. In cases where LM < 200, <C1/2> is cal-
culated from all possible substrings of length LM/2.
A qualitative understanding of the complexity of a
symbols sequence can be obtained by applying these
measures to symbol sequences generated by standard
systems that are commonly examined in dynamical sys-
tems theory. Five examples are considered here: a con-
stant sequence (the same symbol is repeated), sequences
generated by the Rössler and Lorenz systems (both
three dimensional ordinary differential equations), the
Hénon system (a two dimensional difference equation)
and a random number generator. The technical specifi-
cations of the systems are given in Appendix Three.
The Rössler, Lorenz, Hénon and random data are
expressed as real variables. In order to apply a symbolic
dynamics-based measure of complexity, it is necessary
to project these data sets to a discrete symbol set. There
are several possible procedures for doing this. Radhak-
rishnan, et al. [165] used K-means clustering. While
conceptually attractive, the results of K-means clustering
can be very sensitive to initial conditions. Bradley and
Fayyad [166] addressed this sensitivity by constructing a
K-means algorithm that produces a refined initial condi-
tion that improved performance. Insofar as we know,
this method has not been applied to the problem of
converting real data to symbolic data. An alternative
approach has been published by Hirata, et al. [167] who
approximate a generating partition from a time series
using tessellations. This is a computationally demanding
procedure and there are practical issues concerning the
sensitivity of the partition on the initialization. Steuer,
et al [86] recommend using the partition that maximizes
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entropy. In the present examples, the continuous vari-
able time series is partitioned about the median. In this
process, the median is computed from the original time
series. A real variable is replaced by symbol ‘0’ if it is
less than the median and by symbol ‘1’ if it is greater
than or equal to the median. The choice of the median
rather than the mean is critical to this process. False-
positive indications of deterministic structure in random
data can result if the mean is used [168]. The partition-
ing process is depicted in Figure 9. (It should be noted
that in the present paper, the consideration of partition-
ing protocol only applies to the didactic examples pre-
sented in the appendices. The psychotherapy data are
symbolic and partitioning is not required).
The grammar complexity values computed from one
thousand element symbol sequences generated by these
model systems are shown in Figure 10. The results are
seen to be consistent with our qualitative understanding
of complexity. The constant sequence gives the lowest
value, and the random number generator produces the
largest value. The ordering Rössler less than Lorenz, less
than Hénon is also consistent with expectations based
on a visual examination of the time series in the left col-
umn of Figure 9.
A critical distinction must be made between the com-
plexity of a message, CORIG and the intrinsic complexity
of the process that generated the message. The value of
grammar complexity will depend on two factors, the
complexity of the dynamical process generating the
symbol sequence and the length of the symbol
sequence. This is seen in the upper panel of Figure 11
where grammar complexity is plotted as a function of
the length of the data set. The ordering of complexity
values seen with 1000 element sequences in Figure 2 is
preserved (random > Hénon > Lorenz > Rössler > con-
stant) and the values increase with the size of the data
set. It is therefore necessary to find an effective normal-
ization of complexity values that allows comparison of
intrinsic complexities without the complication of data
set size.
It might be supposed that dividing CORIG by the
length of the message is an acceptable solution. It has
been shown that this is not the case [169]. An effective
normalization of CORIG can be achieved by comparing it
against the values of complexity obtained from random
equiprobable messages of the same length. Let Na be
the size of the symbol alphabet (the number of distinct
symbols available for message construction, in these
examples Na = 2). Na is not message length LM. An
equiprobable surrogate is one where each symbol
appears with probability 1/Na. Let <CS> denote the
average value of complexity obtained from random equi-
probable surrogates of length LM (the subscript s
denotes a surrogate). The normalized complexity is
defined by
CN = CORIG/ < CS >
CN ranges from close to zero for messages containing
a single repeated symbol to close to one for messages
generated by random processes.
As outlined in Rapp [170], CN cannot be formed by
normalizing against random shuffle surrogates. Consider
the case of a message that consists of a single repeated
symbol selected from an alphabet of size Na > 1.
(Sequences in a message space of Na = 1 consist of a
single symbol and only differ by length. Trivially, their
complexity is the number of bits required to encode
length LM.) An effective normalization should give a low
value of CN to a repeated symbol message. Suppose sur-
rogates were formed by a random shuffle. Since the
message contains only one symbol, they all have the
same value of complexity. In this case, CORIG = <CS>
and hence CN = 1, which is the complexity of a random
message. If instead surrogates are equiprobable on Na,
Na > 1, then <CS> is greater than CORIG and CN has a
low value. A low value of complexity is expected for a
constant sequence.
The uncertainty in CN, ΔCN, can be estimated by the
following argument










∂ < CS >
)2










( < CS >)2
The estimation of ΔCORIG has been discussed. <CS> is
the mean complexity computed from a distribution of
equiprobable surrogates. Δ<CS> is the standard devia-
tion of that distribution.
Comparison of CORIG and the complexity values
obtained with surrogates makes it possible to address
the following surrogate null hypothesis:
As assessed by this complexity measure, the sequen-
tial structure of the original message is indistinguish-
able from the sequential structure of an equi-
probable, random sequence of the same length con-
structed from the same symbol alphabet.
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Figure 9 Partitioning real data onto a discrete symbol set. The median is determined form the original data. In this example, real variables
are replaced by the symbol ‘0’ if they are less than the median and by symbol ‘1’ if they are greater than or equal to the median. The locations
of medians are indicated by the horizontal red lines. Graphs in the left column show the real variable time series. The corresponding symbol
sequences are shown in the right column.
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Several statistical tests of the null hypothesis have
been considered [168]. We use here the Monte Carlo
probability of the null hypothesis.
PNULL =
Number Values ≤ CORIG
1 + NSURR
NSURR is the number of surrogates computed. The
number of complexity values tested in the numerator
includes the complexity of the original symbol sequence
as well as the complexity values obtained with surro-
gates, ensuring that the numerator has a value of at
least one. This statistical test was chosen because it is a
distribution-agnostic test, that is, it makes no assump-
tions about the structure of the CSurrogate distribution.
Surrogates have a random structure, and the grammar
complexity gives the highest value to random sequences.
We therefore expect the values of CSurrogate to be greater
than the value of CORIG if a nonrandom structure is pre-
sent in the original sequence. The smallest value of
PNULL will be obtained when all values of CSurrogate are
greater than CORIG. That minimum value is therefore 1/
(1 + NSURR). In the calculations in Figures 10 and 11,
NSURR = 499 and CSurrogate > CORIG in all cases for the
constant sequence, Rössler, Lorenz and Hénon data.
The null hypothesis is therefore rejected with PNULL =
.002. As expected, the null hypothesis is not rejected by
symbol sequences produced by a random number gen-
erator. For the ten cases in Figure 11 corresponding to
LM = 1000, 2000, ... 10,000, the average value of PNULL
obtained with random data is PNULL = .562
Barnard [171] and Hope [172] have proposed a non-
parametric test for rejecting the null hypothesis. Under
their criterion the null hypothesis is rejected if CORIG <
CSurrogate for all of the surrogates. If this criterion is
met, as it is in these calculations, the probability of the
null hypothesis is again PNULL = 1/(1 + NSURR).
As outlined in Watanabe, et al. [163] reported values
of complexity obtained with real variable data requires
the specification of:
1. the complexity measure used,
2. the number of symbols in the alphabet,
3. the procedure used to partition values onto the
symbol set,
4. the procedure used to generate the surrogates used
to calculate CN,
5. the number of surrogates used, and
6. the statistical procedure used to calculate the prob-
ability of the surrogate null hypothesis.
Appendix Two. Lempel-Ziv Complexity
As before let message M be a finite symbol sequence of
length LM. The vocabulary of a symbol sequence, denoted
by v{M}, is the set of distinct subsequences that can be
found in the message. By definition, a message is an ele-
ment of its own vocabulary. If, for example, M = 00101,
then:
V {M} = {0, 1, 00, 01, 10, 001, 010,
101, 0010, 0101, 00101}
A message can be expressed as a concatenation of
substrings. Thus M = 000110100 is equivalent to M =
X1X2X3X4, where X1 = 0, X2 = 001, X3 = 10, and X4 =
100. An additional element of notation is required. For
any message M, the message MMπ is the identical mes-
sage following deletion of the last symbol. Mπ therefore
has length LM-1. This deletion operation can be com-
bined with concatenation. If X1 = 001 and X2 = 011,
then (X1X2)π = 00101.
For any symbol sequence of length LM ≥ 3, more than
one decomposition into substrings is possible. The Lem-
pel-Ziv algorithm [77] prescribes a procedure for decom-
posing a message into a concatenation of substrings. Only
one decomposition is consistent with the algorithm. The
Lempel-Ziv complexity is defined as the number of subse-
quences produced by this decomposition. In a Lempel-Ziv
decomposition, the first subsequence consists of the first
symbol only. Subsequence X2 begins at the second symbol.
Symbols are added to this subsequence until X2 is no
longer an element of the vocabulary v{(X1X2)π}. When this
occurs, X2 is complete, and the construction of X3 begins.
Consecutive symbols are added to X3 until X3 ∉ v
{(X1X2X3)π}. The construction of X4 then begins. This pro-
cedure continues until the entire message is expressed as a
concatenation of N subsequences, M = X1X2 ......XN. The
Lempel-Ziv complexity is the integer N, CLZ = N.
























Figure 10 Grammar complexity for one thousand element
symbol sequences generated by the model systems. Symbol
sequences were generated by the partitioning procedure outlined
in Figure 9.
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This process can be illustrated by a specific example.
Suppose M = 000110100.
X1 = 0
X2 = 0 (X1X2)π = 0
X2 ∈ v{(X1X2)π } ⇒ add to X2
X2 = 00 (X1X2)π = 00
X2 ∈ v{(X1X2)π } ⇒ add to X2
X2 = 001 (X1X2)π = 000
X2 /∈ v{(X1X2)π } ⇒ X2 complete
X3 = 1 (X1X2X3)π = 0001
X3 ∈ (X1X2X3)π ⇒ add to X3
X3 = 10 (X1X2X3)π = 00011
X3 /∈ (X1X2X3)π ⇒ X3 complete
X4 = 1 (X1X2X3X4)π = 000110
X4 ∈ (X1X2X3X4)π ⇒ add to X4
X4 = 10 (X1X2X3X4)π = 0001101
X4 ∈ (X1X2X3X4)π ⇒ add to X4
X4 = 100 Message Complete











































Figure 11 Grammar complexity and normalized complexity as a function of data set size. Symbol sequences were generated from the
previously defined model systems using a binary partition about the median. The upper panel shows the grammar complexity. The lower panel
shows the corresponding normalized complexity where values of grammar complexity are normalized against random, equi-probable surrogates.
In these calculations, 499 surrogates were used to compute CN.
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M = X1X2X3X4 and CLZ = 4. On reflection it can be
seen that this decomposition will provide a mechanism
for compressing messages. For any J, by construction
subsequence (XJ)π appears somewhere earlier in the
message. XJ can therefore be completely specified by
three quantities:
1. the index of the position earlier in the message
where (XJ)π begins,
2. the length of XJ, and
3. the identity of the last symbol of XJ.
When very large messages are analyzed, XJ can be
very long, perhaps thousands of symbols. This very long
substring can now be replaced by these three quantities.
Additional examples and pseudo-code for calculating
the Lempel-Ziv complexity are given in Appendix A of
Watanabe, et al. [163].
The grammar complexity calculations with data gener-
ated by model systems reported in Appendix One were
repeated with Lempel-Ziv complexity. The same relative
ordering was observed random > Hénon > Lorenz >
Rössler > constant (Figure 12).
As shown in Figure 13, Lempel-Ziv complexity shows
the same dependence on message length that was
observed with grammar complexity. The normalization
with equi-probable random surrogates was also imple-
mented with Lempel-Ziv complexity. As before, the nor-
malized complexity is independent of LM. In these
calculations, 499 surrogates were computed and the null
hypothesis was rejected with probability PNIULL = .002
in all cases with the exception of random data where
the average value of PNIULL was .450.
As previously reported [169] grammar complexity and
Lempel-Ziv complexity are highly correlated. The com-
plexity values computed with Rössler, Lorenz, Hénon
and random data for LM = 1000, 2000, .... 10,000 ele-
ment data sets were compared. The Pearson linear cor-
relation coefficient was found to be r = .998 (the same
value that was obtained with different data in [169]).





























Figure 12 Lempel-Ziv complexity for one thousand symbol sequences generated by model systems. Symbol sequences were generated
by a binary partition about the median.
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The probability of the null hypothesis of no correlation
was less than 10-8.
Appendix Three: Specification of Model System
Five model systems are investigated in the calculations
presented in Appendices One and Two. The constant
symbol sequence is constructed by repeating one symbol
for the entire length of the data set. The Rössler system
[173] is a three dimensional system of autonomous
ordinary differential equations.
dx/dt = −y− z
dy/dt = x + ay
dz/dt = b + xz − cz
a = .2 b = .4 c = 5.7
The differential equations were integrated with a step
length of h = .1 using a sixth order Runge-Kutta-Hutta
algorithm [174]. The Lorenz system [175,176] is speci-
fied by
dx/dt = −σ (x − y)
dy/dt = −xz + rx − y
dz/dt = xy − bz
σ = 10 b = 8/3 r = 28
As in the case of the Rössler equations, a Runge-
Kutta-Hutta calculation was performed with h = .1. The
Hénon system [177,178] is a two dimensional difference
equation.
xt+1 = 1− ax2t + yt
yt+1 = bxt
a = 1.4 b = 0.3










































Figure 13 Lempel-Ziv complexity and normalized complexity as a function of data set size. Symbol sequences were generated from the
previously defined model systems using a binary partition about the median. The upper panel shows Lempel-Ziv complexity. The lower panel
shows the corresponding normalized complexity where values of Lempel-Ziv complexity are normalized against random, equi-probable
surrogates. In these calculations 499 surrogates were used to compute CN (modified from Rapp, 2007).
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The random number generator [179] produced uni-
formly distributed random numbers on [0,1]. It is based
on L’Ecuyer’s two-sequence generator [180] and incor-
porates a Bays-Durham shuffle [181].
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