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Resumen
OPTIMIZACIÓN DE PORTAFOLIOS DE INVERSIÓN A TRAVÉS DEL VALOR EN RIESGO
CONDICIONAL (CVAR) UTILIZANDO CÓPULAS EN PARES
Pablo Isaac Navarrete Alvarez
En la presente tesis se demuestran de manera exhaustiva las principales propiedades del CVaR presentadas
en los trabajos de Rockafellar y Uryasev (2000, 2002). En particular, se completan las demostraciones del
teorema a través del cual se puede minimizar al CVaR utilizando la función auxiliar Fα. Estos resultados se
mantienen cuando la función de distribución de pérdidas presenta discontinuidades e incluso saltos. Además,
se demuestra que el CVaR es continuo con respecto al nivel de confianza elegido y se demuestra que es una
medida de riesgo coherente.
Por otro lado, se realiza la optimización de un portafolio de inversión utilizando al CVaR como medida de
riesgo. Dado que la evidencia estadística muestra que los activos no siguen un comportamiento gaussiano, se
utiliza la teoría de cópulas para modelar la dependencia contemporánea de los datos. Finalmente, se compa-
ran los resultados obtenidos de la optimización del modelo media-varianza de Markowitz (M-V) frente a los
obtenidos en el modelo media-CVaR (M-CVaR).
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La optimización de los portafolios de inversión es una de las herramientas más importantes para la toma de
decisiones de inversión. Dentro de este proceso, la medida de riesgo a utilizar es un punto crítico pues nos
permitirá realizar una adecuada asignación de los activos y de los riesgos dentro del portafolio elegido.
Debido a los trabajos de H. Markowitz (1952), la medida de riesgo tradicionalmente usada es la varianza.
Además, su popularidad se extendió debido a que es fácil de entenderla y calcularla. Sin embargo, una de
las críticas de esta medida de riesgo es su simetría, pues penaliza de igual forma a las grandes ganancias así
como las grandes pérdidas en el proceso de optimización. En general, esto es inconsistente con las preferencias
de los inversionistas (behavioral finance), los cuales tienden a evitar pérdidas en lugar de hacer ganancias
(preferencias asimétricas).
Por otro lado, existe amplia evidencia empírica que muestra que los retornos de los activos no tienen un
comportamiento gaussiano. Esto hace más relevante la utilización de una medida de riesgo alternativa que
incorpore este hecho en el proceso de optimización. El uso de modelos gaussianos, cuando los retornos de
los activos no son normales, puede ser peligroso pues tal práctica podría generar una equivocada elección del
portafolio, debido a la subestimación de pérdidas extremas.
El valor en riesgo condicional (CVaR, por sus siglas en inglés) es una medida de riesgo alternativa que
supera varios de los inconvenientes de la varianza pues captura la asimetría de las preferencias al tomar en
cuenta la incidencia de la asimetría y la curtosis inducida por las distribuciones no gaussiana de los activos.
Además, el CVaR es una medida de riesgo coherente en el sentido de Artzner, Delbaen, Eber y Health (1999),
tiene buenas propiedades matemáticas para los problemas de optimización, como su convexidad, y tiene como
una de sus características que en el proceso de optimización se puede obtener el valor en riesgo (VaR, por sus
siglas en inglés), medida de riesgo ampliamente utilizada por inversores y establecida explícitamente por los
reguladores como la principal herramienta cuantitativa para calcular sus requerimientos de capital. No obstante,
a pesar de su uso extendido, el VaR no está exento de críticas. La principal de ellas es su falta de coherencia,
en particular, no cumple el axioma de subaditividad, lo cual significa que la diversificación de los instrumentos
que conforman un portafolio no necesariamente resulta en una reducción del riesgo.
De esta manera, teniendo en cuenta lo relevante del CVaR, así como el comportamiento no gaussiano de
los precios de los activos, los objetivos de la presente tesis son los siguientes:
1. Enunciar y demostrar de manera exhaustiva las principales propiedades de la medida de riesgo coherente
CVaR.
2. Realizar la optimización de un portafolio de inversión utilizando al CVaR como medida de riesgo y
tomando en cuenta los hechos estilizados del comportamiento de los distintos tipos de activos. Para
capturar los hechos estilizados se utilizará la teoría de cópulas.
En ese sentido, la presente tesis se encuentra dividida en cinco capítulos. En el segundo capítulo se presenta
una breve introducción de las medidas de riesgo, dentro de la cual se muestra los cuatro axiomas de las medidas
de riesgo coherente. Luego, se demuestran en forma exhaustiva las propiedades del CVaR presentadas en los
trabajos seminales de Rockafellar y Uryasev (2000, 2002). Aquí es donde se encuentra uno de los aportes de la
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tesis, pues si bien es cierto en los trabajos de Rockafellar y Uryasev se presentan las principales propiedades del
CVaR y su relación con el VaR, las demostraciones no se presentan de manera exhaustiva y completa. La tesis
trata de completar las demostraciones de las propiedades del CVaR, y de esa forma ser autocontenida, cuando las
distribuciones de pérdidas se comportan de forma contínua e incluso cuando éstas presentan discontinuidades
o posibles saltos.
En el tercer capítulo se presenta la teoría de cópulas. Esta teoría ha cobrado reciente importancia debido a la
flexibiliadad para modelar datos multivariados. El teorema central en esta teoría es el de Sklar, el cual permite
relacionar a las marginales univariadas con su función de distribución multivariada. Luego se presentarán las
cópulas más utilizadas en las aplicaciones financieras, así como las herramientas exploratorias de los datos, las
estimación de los parámetros de las cópulas y test de bondad de ajuste.
En el cuarto capítulo, se realiza un ejercicio de optimización de un portafolio de inversión tomando en
cuenta los hechos estilizados del comportamiento de los precios de los activos. Previamente, se presenta la
teoría de series de tiempo y el modelo de media varianza de Markowitz (M-V). En línea con otros trabajos em-
píricos, se encuentra que los retornos de los activos presentan exceso de curtosis, sesgo negativo, correlación
serial en los retornos así como en las volatilidades y no están distribuidos como una normal. Estos resultados
subestimarían el riesgo al utilizar el modelo M-V pues éste asume normalidad al considerar solo los dos pri-
meros momentos de la distribución de los retornos de los activos. Para poder capturar este comportamiento no
gasussiano, reproducirlo e incorporarlo en el proceso de optimización, se utilizaron modelos ARMA-GARCH
con apalancamiento y distribución de errores t-student, así como las recientemente utilizadas cópulas en pares
para modelar la estructura de dependencia de las variables. Se realizó la optimización del modelo media CVaR
(M-CVaR) y se compararon los resultados frente al modelo tradicional M-V.
En el último capítulo se presentan las conclusiones y se mencionan las posibles mejoras metodológicas y
los futuros campos de trabajo.
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Capítulo 2
Medidas de riesgo y optimización del CVaR
2.1 Introducción
En este capítulo se presentarán los axiomas de las medidas de riesgo coherentes y se centrará la discusión en la
optimización del CVaR. En ese sentido, en la tercera sección se mostrarán de forma exhautiva las demostracio-
nes de los teoremas desarrollados en Rockafellar y Uryasev (2000, 2002). En Rockafellar y Uryasev (2000), los
autores muestran una nueva técnica para optimizar al CVaR y en forma simultánea calcular el VaR mediante
la caracterización de ambas a través de una función Fα. Posteriormente, en Rockafellar y Uryasev (2002), los
autores amplían el trabajo previo cuando la función de distribución acumulada de pérdidas Ψ tiene un com-
portamiento discreto y presenta saltos. Se verá que relajando este supuesto los resultados de su trabajo previo
se mantienen. En este último trabajo, los autores demuestran, de acuerdo a su definición de coherencia, que el
CVaR es una medida de riesgo coherente y que es contínua con respecto al nivel de confianza α, lo cual no se
observa en el caso del VaR.
2.2 Medidas de riesgo
Los eventos de crisis han demostrado la necesidad de adecuadas medidas de riesgo. Inadecuadas medidas
de riesgo pueden subestimar particulares tipos de riesgos como los de mercado, créditos, etc. y conducir a
equivocadas asignaciones de activos. Aunque no se desea ofrecer una completa descripción de la evolución de
las medidas de riesgo, desde un punto de vista histórico, se puede identificar ciertos períodos en los cuales éstas
han evolucionado:
1. Medidas de riesgo previos a los aportes de H. Markowitz.
2. Medidas de riesgo basadas en la Teoría de Portafolio de Markowitz.
3. Valor en Riesgo.
4. Medidas de Riesgo Coherentes.
2.2.1 Medidas de riesgo basadas en la teoría de portafolio de Markowitz
Markowitz fue el primero en formalizar el riesgo de un portafolio, la diversificación y la selección de activos
en un marco teórico matemáticamente consistente. Eligió a la desviación estándar como una medida de riesgo.
Sin embargo, la desviación estándar no parece ser una buena elección como medida de riesgo, debido a que
ella penaliza de manera simétrica las desviaciones positivas y negativas de la media. Las deficiencias de la
desviación estándar como una medida de riesgo fueron reconocidas por Markowitz, quien fue el primero que
sugirió al desvío semiestándar como un sustituto (Markowitz, 1959). Debido a esto, el banco de inversión
JPMorgan propuso la utilización de una medida de riesgo alternativa llamada valor en riesgo (VaR).
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2.2.2 Valor en riesgo (VaR)
En 1994 se publicó el documento técnico Riskmetrics por parte del banco de inversión JP Morgan donde se
presentó por primera vez al VaR. Esto implicó un cambio en la forma cómo se medían los riesgos debido a las
siguientes razones:
1. El banco de inversión JP Morgan creó al VaR como una medida de riesgo de toda la institución bajo una
sola medida de riesgo.
2. Las medidas de riesgo previas se centraban en explicar el retorno de un activo basado en algún modelo
teórico de riesgo retorno como el CAPM. Por otro lado, el VaR cambió el centro de atención al centrarse
en el riesgo en sí mismo y en términos de pérdidas en lugar de las ganancias esperadas.
3. El Comité de Supervisión Bancaria de Basilea, el cual estandariza la regulación y la práctica bancaria a
nivel internacional, estipuló el requerimiento de capital por riesgo de mercado sobre la base del VaR en
1995. Este factor influyó en la popularidad del VaR como medida de riesgo.
2.2.3 Medidas de riesgo coherentes
Un hito significativo en la evolución de las medidas de riesgo fue alcanzado cuando Artzner, P. Delbaen, F.
Eber, J. Health, D (1999) propusieron los primeros axiomas de las medidas de riesgo, de tal forma que si
éstas obedecieran estos axionas serían llamados medidas de riesgo coherentes. Esto implica que no es posible
establecer una función arbitraria como medida de riesgo.
Axiomas de las medidas de riesgo coherente
Los autores establecieron una definición de riesgo, presentaron y justificaron un marco teórico para la cons-
trucción de una medida de riesgo. Según los autores, dado que el riesgo está relacionado con la variabilidad
del valor futuro de una posición, es mejor considerarla solo como valores futuros. Por ello, el objeto básico de
sus estudios serán variables aleatorias sobre el conjunto de los estados de la naturaleza en una fecha futura, los
cuales son interpretados como los posibles valores futuros de un portafolio.
Siguiendo a Artzner, P. Delbaen, F. Eber, J. Health, D (1999), se define el concepto de medida de riesgo
coherente, de la siguiente manera.
Denición 1. Sea Ω el conjunto de los estados de la naturaleza, asumimos que es finito. Considerando que Ω
es el conjunto de resultados de un experimento, podemos calcular el valor neto final de una posición para cada
elemento de Ω. Ésta es una variable aleatoria denotada por X.
Denición 2. Sea F el conjunto de todos los riesgos, esto es, el conjunto de todas las funciones de valor
real definidas sobre Ω. Dado que Ω es asumido finito y no vacío, F puede ser identificada con Rn, donde
n=card(Ω).
Denición 3 (Medida de riesgo). Un medida de riesgo es un mapeo de F a R.
Denición 4 (Medida de riesgo coherente). Por lo general, un mapeo ρ : F →R será llamado medida de
riesgo coherente si satisface los siguientes axiomas:
Axioma 5 (M). Monotonicidad: para todo X e Y ∈ F con X ≤Y , tenemos ρ(X ) ≤ ρ(Y ).
El axioma de monotonicidad implica que si tengo una posición más riesgosa, esto implicará un mayor valor
en la medida de riesgo.
Axioma 6 (HP). Homogeneidad positiva: para todo λ≥ 0 y para todo X ∈ F , ρ(λX )=λρ(X ).
El axioma de homogeneidad asegura que aumentar (disminuir) el tamaño de la posición de un portafolio
aumenta (disminuye) el riesgo de esa posición.
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Axioma 7 (S). Subaditividad: para todo X1 y X2 ∈ F , ρ(X1 + X2)≤ ρ(X1)+ρ(X2).
Si la subaditividad no se mantiene, entonces en algunos casos se tiene ρ(X1 + X2) > ρ(X1)+ρ(X2). Esto
colisiona con el concepto de diversificación.
Axioma 8 (T). Invarianza por traslación: para todo X ∈ F y todo número real α, tenemos ρ(X+α)= ρ(X )−
α.
Esto implica que al añadir (sustraer) una posición segura α (sin riesgo), simplemente reduce (aumenta) el
riesgo en ese monto.
2.3 Optimización del CVaR
La introducción del concepto de medida de riesgo coherente representó un avance en el desarrollo de las me-
didas de riesgo. En esa línea, debido a sus buenas propiedades para los problemas de optimización, fácil im-
plementación y su relación con el VaR, el CVaR ha ganado popularidad como una de las medidas de riesgo
coherentes más analizadas en el mundo académico y recientemente utilizada en problemas aplicados1.
De esta manera, teniendo en cuenta lo relevante del CVaR, uno de los objetivos de esta tesis es demostrar de
manera exhaustiva las principales propiedades de esta medida de riesgo coherente presentadas en los trabajos
seminales de Rockafellar y Uryasev (2000, 2002). Aquí es donde se encuentra uno de los aportes de la tesis
pues, si bien es cierto en estos trabajos se presentan las principales propiedades del CVaR y su relación con
el VaR, las demostraciones no se presentan de manera exhaustiva ni completa. La tesis trata de completar las
demostraciones de las propiedades del CVaR.
2.3.1 Optimización del CVaR
La contribución de Rockafellar y Uryasev (2000) fue la de establecer una técnica práctica para minimizar
el CVaR y al mismo tiempo calcular el VaR de un portafolio. Para ello, los autores caracterizaron ambas
funciones en términos de la función Fα, cuyos detalles se verán más adelante, y bajo ciertos supuestos, como
el de la continuidad en la función de distribución acumulada de pérdidas, presentaron los dos teoremas que
establecieron que minimizar la función Fα con respecto a ζ daba como resultado el CVaR, lo cual a su vez
implica que minimizar Fα con respecto a todos sus argumentos equivalía a minimizar al CVaR. En ese proceso
de optimización se puede obtener el VaR del portafolio optimizado. No obstante, antes de presentar los teoremas
con sus respectivas demostraciones, se definirán conceptos previos.
Sea x el vector decisión escogido de un cierto subconjunto X ⊂ Rn y sea y con valores en Rm un vector
aleatorio. El vector x puede ser interpretado como un portafolio y X como el conjunto de los portafolios
disponibles. Por otro lado, y representa la incertidumbre que puede afectar al portafolio. De esta manera, se
dan las siguientes definiciones.
Denición 9. Sea f : X ×Rm → R la pérdida asociada al vector decisión x. Para cada x, la pérdida f (x, ·) :
Rm →R es una variable aleatoria con distribución en R inducida por y.
La distribución de probabilidad subyacente de y en Rm se asume que tiene densidad, la cual será denotada
por p(y)2.
Denición 10 (Distribución acumulada de f ). La probabilidad de que f (x,y) no exceda un cierto um-





1Si desea ver un resumen de distintos tipos de medidas de riesgo, ver Chen, Liu y Wang (2004) y Lleo (2009).
2Sin embargo, se mostrará que una expresión analítica p(y) no será necesaria para la implementación de esta técnica.
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Como función de ζ para un x fijo,Ψ(x,ζ) es la función de distribución acumulada de las pérdidas asociadas
a x. Por lo tanto, Ψ(x,ζ) determina el comportamiento de esta variable aleatoria. Además, Ψ(x,ζ), por ser
una función de distribución acumulada, es no decreciente con respecto a ζ y continua por la derecha, pero no
necesariamente continua por izquierda debido a la posibilidad de saltos. No obstante, se asume que Ψ(x,ζ) es
continua con respecto a ζ3.
Ahora, definimos al VaR y al CVaR.
Denición 11 (VaR y CVaR). El VaR y CVaR para la variable aleatoria asociada con x y para un determi-
nado nivel de probabilidad α ∈ (0,1) serán denotados por ζα(x) y φα(x), respectivamente y definidos por:





En la primera fórmula, ζα(x) es el extremo izquierdo de un intervalo no vacío de valores de ζ tales que
Ψ(x,ζ) = α. Esto se sigue del hecho que Ψ(x,ζ) es continuo y no decreciente con respecto a ζ. No obstante,
el intervalo puede contener más de un solo punto dependiendo del comportamiento de Ψ. En resumen, con
respecto a un nivel de probabilidad α, el VaR de un portafolio es el menor valor ζ tal que, con probabilidad α,
las pérdidas no excederán ζ; mientras que el CVaR es el esperado condicional de las pérdidas sobre ese monto
ζ= ζα(x).
Como se mostrará en la siguiente sección, el CVaR es una medida de riesgo coherente, cuya forma funcional
está determinada por (2.3). Sin embargo, con el objeto de determinar un x que minimice el CVaR, Rockafellar
y Uryasev (2000) mostraron que no es necesario trabajar directamente con la función φα(x), lo cual puede ser
difícil debido a que en su formulación aparece el VaR, el cual no es adecuado para problemas de optimización,
como su falta de convexidad. Por ello, los autores proponen una técnica práctica para minimizar el CVaR y al
mismo tiempo calcular el VaR de un portafolio, a través de la siguiente caracterización de φα(x) y ζα(x) en





f (x,y)−ζ]+ p(y)dy, (2.4)
donde [t]+ =máx {t,0} .






































3En la sección 2.3.2 se relajará este supuesto permitiendo que la función de distribución acumulada de pérdidas presente saltos.




Inspirado en este resultado, obtenemos la función vista en (2.4). De esta manera, los autores propusieron la
utilización de la función Fα para minimizarla con respecto a todos sus argumentos obteniendo el CVaR mínimo
y a la vez el VaR del portafolio óptimo.
Las características de la función Fα están mencionadas en los siguientes teoremas.
Teorema 12. Para cada x ∈Rn, la función Fα(x, ·) : R → R es convexa y continuamente diferenciable. El








es un intervalo cerrado, acotado y no vacío (quizá un único punto) y el VaR de las pérdidas está dado por
ζα(x)= extremo izquierdo de Aα(x).
En particular, uno siempre tiene que
ζα(x) ∈ argmı́n
ζ∈R
Fα(x,ζ) y φα(x)= Fα(x,ζα(x)).
De acuerdo a este resultado, el CVaR puede ser calculado sin necesidad de calcular primero el VaR. En su
lugar, el VaR es calculado como un subproducto de todo el procedimiento.
Para la demostración del presente teorema utilizaremos el siguiente lema.
Lema 13. Con x fijo, sea G(ζ)= ∫y∈Rm g(ζ,y)p(y)dy, donde g(ζ,y)= [ f (x,y)−ζ]+ . Entonces G es convexa,
continuamente diferenciales y con derivada
G′(ζ)=Ψ(x,ζ)−1.
Para la prueba completa del lema, procederemos primero demostrando que G es convexa como función de
ζ. Luego demostraremos que G es continuamente diferenciable y que su derivada es G′(ζ)=Ψ(x,ζ)−1.
(Demostrando que G(ζ) es convexa como función de ζ)
Para cada x e y, sea g(ζ,y) := [ f (x,y)−ζ]+ . Sabemos que g es convexa en ζ pues la función [·]+ es












Así, G(ζ) es convexa. ä
(Demostrando que G(ζ) es continuamente diferenciable con derivada G′(ζ)=Ψ(x,ζ)−1) Vamos a
probar primero que ∂
+G(ζ)
∂ζ







Recordemos que la función de distribución Ψ(x,ζ) es continua en ζ y entonces, para cada ζ, el conjunto
Dζ = {y : f (x,y)= ζ}⊂Rm
tiene medida nula. Notemos además que, por la definición de g, para cada ζ, la derivada ∂
∂ζ
g(ζ,y) no está














Además, como g(·,y) es convexa, entonces esta convergencia es monótona no creciente. En particular, ϕn es
una sucesión de funciones monótonas no crecientes que converge a ∂
∂ζ







Entonces −ϕn(y) es una sucesión monótona no decreciente de funciones no negativas que convergen c.s. a la
función − ∂
∂ζ
g(ζ,y). Así, por el Teorema de la Convergencia Monótona
lı́m
n→+∞E




















































0, si f (x,y)< ζ
−1, si f (x,y)> ζ ,























Ahora, vamos a probar que ∂
−G(ζ)
∂ζ




























Entonces µn(y) es una sucesión monótona no decreciente de funciones que convergen c.s. a la función ∂∂ζ g(ζ,y).

















































Así, G(ζ) es continuamente diferenciable con derivada G′(ζ)=Ψ(x,ζ)−1. ä
Con estos resultados el lema queda demostrado. Ahora utilizaremos estos resultados para demostrar parte
del Teorema 12.








De esta manera, como α ∈ (0,1) , entonces Fα(x,ζ) es convexa con respecto a ζ pues la suma de funciones
convexas es una función convexa. ä
(Demostrando que φα(x)=mı́n
ζ∈R
Fα(x,ζ)) Utilizando el lema previo tenemos lo siguiente
∂Fα(x,ζ)
∂ζ





= (1−α)−1 [Ψ(x,ζ)−α] .
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De esta manera, los valores de ζ que proporcionan el mínimo de Fα(x,ζ) con respecto a ζ son aquellos que
cumplen
Ψ(x,ζ)−α= 0. (2.7)
Dado que Fα(x,ζ) es convexo con respecto a ζ y además que Ψ(x,ζ) es continuo, no decreciente en ζ y por la
definición del VaR entonces
Ψ(x,ζα(x))=α.










(Demostrando que Aα(x) es un intervalo cerrado, acotado y no vacío)
De (2.7), ζ ∈ Aα(x)= argmı́n
ζ∈R
Fα(x,ζ) cuando Ψ(x,ζ)=α. Es decir,
Aα(x)= {ζ ∈R :Ψ(x,ζ)=α} .
Como Ψ(x,ζα(x)) = α, entonces ζα(x) ∈ Aα(x). De esta manera, Aα(x) es no vacío. Por otro lado, dado que
Aα(x) es el conjunto de minimizantes de una función convexa, entonces éste es un conjunto convexo en R. Por
lo tanto, Aα(x) es un intervalo. Además, como la funciónΨ(x,ζ) es continua con respecto a ζ y no decreciente,
entonces la imagen inversa de un conjunto cerrado (α),
Aα(x)=Ψ(x, ·)−1(α)
es cerrado. Así, Aα(x) es un intervalo cerrado. Por último, como lı́m
ζ→+∞
Ψ(x,ζ) = 1 y α< 1, entonces existe un
ζ′ suficientemente grande tal que Ψ(x,ζ′) > α. Analogamente, lı́m
ζ→−∞
Ψ(x,ζ) = 0 y α > 0, entonces existe un
ζ′′ < ζ′ tal que Ψ(x,ζ′′)<α. En consecuencia, como Ψ(x,ζ) es no decreciente, Aα(x)⊂ [ζ′′,ζ′] es acotado. ä
(Demostrando que ζα(x)=extremo izquierdo de Aα(x)) Dado que Aα(x) = {ζ ∈R :Ψ(x,ζ)=α} y por
la definición del VaR,
ζα(x)=mı́n {ζ ∈R :Ψ(x,ζ)≥α}︸ ︷︷ ︸
B
,
entonces Aα(x) ⊂ B. De esta manera, ζα(x) = mı́nB ≤ mı́n Aα(x). Pero como se vio anteriormente, ζα(x) ∈
Aα(x). Por lo tanto, ζα(x) es el extremo izquierdo de Aα(x). ä
De acuerdo al siguiente teorema y como se mencionó anteriormente, no es necesario trabajar directamente
con el CVaR debido a que en su formulación aparece el VaR. En su lugar uno puede trabajar directamente con
la expresión más simple Fα(x,ζ) ayudado por su convexidad con respecto a (x,ζ), lo cual se verá en el siguiente
teorema.
Teorema 14. Minimizar el CVaR de las pérdidas asociadas a x sobre todo x ∈ X es equivalente a minimizar






donde además un par (x∗,ζ∗) alcanza el segundo mínimo si y solo si x∗ alcanza el primer mínimo y ζ∗ ∈
Aα(x∗). Además, Fα(x,ζ) es convexo con respecto a (x,ζ) y φα(x) es convexo con respecto a x cuando f (x,y)
es convexo con respecto a x.
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En particular, en circunstacias donde el intervalo Aα(x∗) se reduce a un solo punto (como es usual), la
minimización de Fα(x,ζ) sobre (x,ζ) ∈ X ×R produce un par, no necesariamente único, tal que x∗ minimiza el






















Es decir, la minimización de Fα(x,ζ) con respecto a (x,ζ) ∈ X×R puede ser llevada a cabo primero minimizando
con respecto a ζ ∈R y luego el resultado minimizarlo con respecto a x ∈ X . ä
(Demostrando que Fα(x,ζ) es convexo con respecto a (x,ζ)) De acuerdo a la hipótesis, para cada
y ∈Rm, f (x,y) es convexo con respecto a x. En ese caso, para cada y ∈Rm, la función f (x,y)− ζ también
es convexa en (x,ζ). Además, como la función [·]+ es convexa y no decreciente, entonces, para cada y ∈Rm, la
función [ f (x,y)−ζ]+ también es convexa en (x,ζ). ä
(Demostrando que φα(x) es convexo con respecto a x) Sean x1 y x2 ∈ Rn, ζ1 y ζ2 ∈ R y 0 < t < 1.
Por la convexidad de Fα, tenemos lo siguiente:
(1− t)Fα(x1,ζ1)+ tFα(x2,ζ2)≥ Fα((1− t)x1 + tx2, (1− t)ζ1 + tζ2)
≥mı́n
ζ∈R
Fα((1− t)x1 + tx2,ζ)
=φα((1− t)x1 + tx2).
Entonces (1− t)Fα(x1,ζ1)+ tFα(x2,ζ2)≥φα((1− t)x1 + tx2), ∀ζ1,ζ2 ∈R. Minimizando en ζ1 :
(1− t)mı́n
ζ∈R
Fα(x1,ζ)+ tFα(x2,ζ2)≥φα((1− t)x1 + tx2)
(1− t)φα(x1)+ tFα(x2,ζ2)≥φα((1− t)x1 + tx2),∀ζ2 ∈R.
Minimizando en ζ2 :
(1− t)φα(x1)+ tmı́n
ζ∈R
Fα(x2,ζ2)≥φα((1− t)x1 + tx2)
(1− t)φα(x1)+ tφα(x2)≥φα((1− t)x1 + tx2).
Con lo cual concluimos que φα(x) es convexo con respecto a x. ä
De esta manera, debido a la convexidad y continuidad de Fα, se puede optimizar el CVaR y calcular el VaR
del portafolio óptimo.
2.3.2 Optimización del CVaR para distribuciones de pérdidas más generales
En esta sección, siguiendo a Rockafellar y Uryasev (2002), se muestra que las propiedades fundamentales
del CVaR vistas en la sección anterior se mantienen en un contexto de posibles discontinuidades e incluso
saltos en la función de distribución acumulada de pérdidas Ψ. En la sección anterior los autores asumieron por
simplicidad que la distribución acumulada de pérdidas era continua. En esta sección se levanta ese supuesto
y se mostrará que los teoremas mostrados presentan versiones y resultados análogos. Además, se muestra la
estabilidad del CVaR con respecto a α, es decir, éste presenta un comportamiento continuo con respecto a α,
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lo cual no es necesariamente cierto para el VaR4. Por último, se muestra que el CVaR es una medida de riesgo
coherente.
Empecemos redefiniendo los conceptos de la sección anterior para el caso de funciones de pérdidas más
generales.
Denición 15. Se asume que el vector aleatorio y está gobernado por una medida de probabilidad P sobre
Y independiente de x. Para cada x, denotamos a Ψ(x, ·) sobre R la resultante función de distribución de las
pérdidas z = f (x,y) es decir
Ψ(x,ζ)= P {y : f (x,y)≤ ζ} .
Con el supuesto que f (x,y) es continuo en x y medible en y. Además, E {| f (x,y)|}<+∞ para cada x ∈ X .
Denición 16. Denotamos por Ψ(x,ζ−) al límite por izquierda de Ψ(x, ·) en ζ. Así,
Ψ(x,ζ−)= lı́m
η→ζ−
Ψ(x,η)= P {y : f (x,y)< ζ} .
Denición 17. Cuando la diferenciaΨ(x,ζ)−Ψ(x,ζ−)= P {y : f (x,y)= ζ} es positiva, se dice que existe una
“probabilidad átomo” en ζ.
En este contexto, el VaR estará definido como sigue:
Denición 18. El VaR de las pérdidas asociadas con respecto a x es el valor
ζα(x)=mı́n {ζ :Ψ(x,ζ)≥α} .
El valor mínimo del VaR es alcanzado puesΨ(x,ζ) es no decreciente y continuo por la derecha en ζ. Cuando
Ψ(x, ·) es continuo y estrictamente creciente, ζα(x) es simplemente el único punto que satisface Ψ(x,ζ) = α.
En otro caso, esta ecuación puede no tener solución o puede tener un rango de soluciones. El caso en el cual
no hay soluciones corresponde a una salto vertical de Ψ(x, ·) con α perteneciendo a un intervalo de niveles de




Por otro lado, el caso de un rango de soluciones corresponde a un segmento constante de la gráfica de
Ψ(x,ζ). La Figura 2.2 muestra este caso.
Las soluciones forman un intervalo teniendo a ζα(x) como punto mínimo. El extremo superior de este
intervalo es el valor ζ+α(x) definido a continuación.
Denición 19. El VaR+ (VaR superior) de las pérdidas asociadas con respecto a la decisión x es el valor
ζ+α(x)= ı́nf {ζ :Ψ(x,ζ)>α} .
Definamos ahora al CVaR de la siguiente manera:
Denición 20. El CVaR de las pérdidas asociadas a un vector decisión x es el valor φα(x) de la media de la





donde Ψα(x,ζ) está dada por
Ψα(x,ζ)=
{
0 ; para ζ< ζα(x)
[Ψ(x,ζ)−α] / [1−α] ; para ζ≥ ζα(x).
4Para esto último, ver Martín, M. (2005).
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Figura 2.1: La ecuación Ψ(x,ζ)=α no tiene solución en ζ
Figura 2.2: La ecuación Ψ(x,ζ)=α tiene infinitas soluciones en ζ
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Notemos que Ψα(x, ·) es otra función de distribución acumulada, como lo es Ψ(x, ·), ya que aquélla es no
decreciente y continua por la derecha con Ψα(x,ζ)→ 1 conforme ζ→+∞. Ahora se mostrará que el VaR y el
CVaR pueden ser calculados como en la sección anterior. Para ello, los autores utilizaron la versión análoga de




Note que, con un procedimiento análogo al visto para obtener (2.5), podemos obtener Fα(x,ζα(x))=φα(x),
































Los siguientes teoremas muestran que, así como en el caso de la sección anterior de supuestos especiales
de la función de distribución acumulada de pérdidas, la minimización del CVaR se mantiene en el caso de
discontinuidades o incluso saltos en la función de distribución acumulada de pérdidas. De esta manera, como
en la sección anterior, uno de los aportes de la tesis será completar las demostraciones de los teoremas más
importantes vistos en Rockafellar y Uryasev (2002).





ζα(x)= extremo inferior de argmı́n
ζ
Fα(x,ζ),
ζ+α(x)= extremo superior de argmı́n
ζ
Fα(x,ζ),
donde el argmı́n se refiere al conjunto de los ζ para los cuales el mínimo es alcanzado y en este caso es un










1−αE {| f (x,y)|+ |ζ|}
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ya que [a−b]+ ≤ |a−b| ≤ |a|+ |b| . Entonces
Fα(x,ζ)≤ ζ+ 11−αE {| f (x,y)|+ |ζ|}<+∞,
pues E {| f (x,y)|} < +∞. Así, ζ → Fα(x,ζ) es finita. Por otro lado, para cada x ∈ Rn e y ∈ Y , la función
ζ→ hx,y(ζ)=
[
f (x,y)−ζ]+ es convexa, es decir, para todo ζ1, ζ2 ∈R y 0< t < 1 :
(1− t)hx,y(ζ1)+ thx,y(ζ2)≥ hx,y((1− t)ζ1 + tζ2)
tomando esperanza
(1− t)E {hx,y(ζ1)}+ tE {hx,y(ζ2)}≥ E {hx,y((1− t)ζ1 + tζ2)} .
Así, para cada x ∈Rn, la función ζ→ E {[ f (x,y)−ζ]+} es convexa y, en consecuencia, ζ→ Fα(x,ζ) es también













Si ζ′ > ζ, [
f (x,y)−ζ′]+− [ f (x,y)−ζ]+
ζ′−ζ

=−1 ; si f (x,y)> ζ′
= 0 ; si f (x,y)≤ ζ
∈ (−1,0) ; si ζ< f (x,y)≤ ζ′
entonces tenemos
−P(y : f (x,y)> ζ′)−P(y : ζ< f (x,y)≤ ζ′)≤ E
{[
f (x,y)−ζ′]+− [ f (x,y)−ζ]+
ζ′−ζ
}




P(y : ζ< f (x,y) ≤ ζ′) = lı́m
ζ′→ζ+
Ψ(x,ζ′)−Ψ(x,ζ) = 0 y que lı́m
ζ′→ζ+
P(y : f (x,y) > ζ′) = lı́m
ζ′→ζ+
(1−


















Si ζ′ < ζ, [
f (x,y)−ζ′]+− [ f (x,y)−ζ]+
ζ′−ζ

=−1 ; si f (x,y)≥ ζ
= 0 ; si f (x,y)≤ ζ′
∈ (−1,0) ; si ζ′ < f (x,y)≤ ζ
entonces tenemos
−P(y : f (x,y)≥ ζ)−P(y : ζ′ < f (x,y)< ζ)≤ E
{[
f (x,y)−ζ′]+− [ f (x,y)−ζ]+
ζ′−ζ
}




P(y : ζ′ < f (x,y) < ζ) = lı́m
ζ′→ζ−
Ψ(x,ζ−)−Ψ(x,ζ′) = 0 y que lı́m
ζ′→ζ−
P(y : f (x,y) ≥ ζ) =1−Ψ(x,ζ−). Así






























Como Fα(x,ζ) es convexa con respecto a ζ, entonces los valores de ζ donde Fα(x,ζ) alcanza el mínimo son







De (2.12) y (2.13), esta condición equivale a
Ψ(x,ζ−)≤α≤Ψ(x,ζ). (2.14)
Veamos ahora que ζα(x) satisface la última condición. Por la definición del VaR,Ψ(x,ζα(x))≥α yΨ(x,ζ)<α








(Demostrando que ζα(x) = extremo inferior de argmı́n
ζ
Fα(x,ζ) y ζ+α(x) = extremo superior de
argmı́n
ζ
Fα(x,ζ)). Por definición, ζα(x) es el menor número que cumple la desigualdad en (2.14) y como ya fue
probado que ζα(x) ∈ argmı́nFα(x,ζ), entonces ζα(x) es el extremo inferior de argmı́nFα(x,ζ). Por otro lado,
por la definición de ζ+α(x) y ya que Ψ(x,ζ) es no decreciente y continuo por la derecha, entonces
Ψ(x,ζ+α(x))≥α.





Esto prueba que ζ+α(x) cumple (2.14) y por lo tanto ζ+α(x) ∈ argmı́nFα(x,ζ). Además, como Ψ(x, ·) es no
decreciente y continua por la derecha, por la definición de ζ+α(x),Ψ(x,ζ) > α para todo ζ > ζ+α(x). Es más,
como Ψ(x, ·) es no decreciente, entonces Ψ(x,ζ) > α para todo ζ > ζ+α(x). En particular, si ζ > ζ+α(x) enton-
ces ζ no cumple (2.14) y por tanto ζ ∉ argmı́nFα(x,ζ). Esto muestra que ζ+α(x) es el extremo superior de
argmı́nFα(x,ζ). ä
(Demostrando que argmı́nFα(x,ζ) es un conjunto no vacío, cerrado y acotado) Como se vio an-
teriormente, ζα(x) ∈ argmı́nFα(x,ζ) implica que argmı́nFα(x,ζ) es un conjunto no vacío. Por otro lado,




















y como Fα(x,ζ) es convexo con respecto a ζ, entonces los conjuntos de nivel de Fα(x, ·) son cerrados y acotados
y por lo tanto el conjunto argmı́nFα(x,ζ) es también cerrado y acotado. ä
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Teorema 22. Minimizar φα(x) con respecto a x ∈ X , es equivalente a minimizar Fα(x,ζ) sobre todo (x,ζ) ∈









Fα(x,ζ)⇐⇒ x∗ ∈ argmı́n
x∈X
























Para la ida de la segunda parte del teorema tenemos por hipótesis:
Fα(x∗,ζ∗)≤ Fα(x,ζ), ∀ x ∈ X y ∀ ζ ∈R.
En particular, si x= x∗, ∀ ζ ∈R, entonces
Fα(x∗,ζ∗)≤ Fα(x∗,ζ), ∀ ζ ∈R.
Así ζ∗ ∈ argmı́n
ζ∈R
Fα(x∗,ζ). Además, por el teorema previo,
φα(x∗)=mı́n
ζ∈R
Fα(x∗,ζ)≤ Fα(x∗,ζ∗)≤ Fα(x,ζ), ∀ ζ ∈R.




Así, x∗ ∈ argmı́n
x∈X
φα(x).






















Otra característica del CVaR es el hecho que se comporta de forma continua con respecto al nivel de
probabilidad involucrado α. La continuidad del CVaR con respecto al nivel de confianza α se presenta en la
siguiente proposición.
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Proposición 23 (estabilidad del CVaR). El valor φα(x) se comporta continuamente con respecto a la elec-





























Como θ = mı́n
ζ∈R
θζ es el mínimo punto a punto de la colección de funciones θζ, las cuales son afines para
cada ζ ∈ R, entonces θ es cóncava. En particular, θ es continua y tiene derivadas a la derecha e izquierda en
cada punto. De la definición de θ, ∂
+
∂γ
θ(γ̃) es la menor de las pendientes de las funciones afines θζ tales que
θζ(γ̃) = θ(γ̃). De manera análoga, ∂−∂γθ(γ̃) es la mayor de las pendientes de las funciones afines θζ tales que






























f (x,y)−ζ]+}= E {[ f (x,y)−ζα(x)]+} .




Como ϕ es continua y θ es cóncava, entonces la función α→ φα(x) es continua. Finalmente, usando la regla





















Por último, siguiendo a Rockafellar y Uryasev (2002), se mostrará que si f (x,y) es sublineal, entonces
el CVaR es una medida de riesgo coherente en un sentido similar al enunciado en la sección (2.2.3). Más
precisamente, el mapeo φα :Rn →R satisface las siguientes propiedades:
1. Monotonicidad: para todo x1,x2 ∈ Rn con f (x1,y)≤ f (x2,y),∀y ∈Y tenemos φα(x1) ≤ φα(x2).
2. Homogeneidad positiva: para todo λ≥ 0 y para todo x ∈ Rn, φα(λx)=λφα(x).
3. Subaditividad: para todo x1 y x2 ∈ Rn, φα(x1 +x2)≤φα(x1)+φα(x2).
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Antes de la demostración definamos lo que es una función sublineal.
Denición 24 (Sublineal). Una función es llamada sublineal si cumple lo siguiente: h(x+x′)≤ h(x)+h(x′)
y además h(λx)=λh(x), para λ> 0. La segunda propiedad se llama homogeneidad positiva.
Teorema 25 (Coherencia del CVaR). El CVaR es una medida de riesgo coherente. Cuando f (x,y) es su-
blineal con respecto a x, no solo φα(x) es sublineal con respecto a x, sino que cuando f (x,y) = c (reflejando
la falta de riesgo), φα(x)= c y además cuando f (x,y)≤ f (x′,y), φα(x)≤φα(x′), es decir, φα(x) es monótona.
Lema 26. Fα(x,ζ) es sublineal en (x,ζ).
(Demostrando que Fα(x,ζ) es sublineal en (x,ζ)) Sean x1,x2 ∈Rn y ζ1,ζ2 ∈R, entonces queremos pro-
bar que Fα(x1+x2,ζ1+ζ2)≤ Fα(x1,ζ1)+Fα(x2,ζ2). Como f es sublineal con respecto a x tenemos lo siguiente
f (x1 +x2,y)≤ f (x1,y)+ f (x2,y)
f (x1 +x2,y)− (ζ1 +ζ2)≤ ( f (x1,y)−ζ1)+ ( f (x2,y)−ζ2).
Como la función x→ [x]+ =máx {x,0} es no decreciente y [a+b]+ ≤ [a]++ [b]+,[
f (x1 +x2,y)− (ζ1 +ζ2)
]+ ≤ [( f (x1,y)−ζ1)+ ( f (x2,y)−ζ2)]+
≤ [ f (x1,y)−ζ1]++ [ f (x2,y)−ζ2]+ .
Tomando esperanza en y
E(
[
f (x1 +x2,y)− (ζ1 +ζ2)
]+)≤ E([( f (x1,y)−ζ1)]+)+E([ f (x2,y)−ζ2)]+).
Finalmente
Fα(x1 +x2,ζ1 +ζ2)≤ ζ1 + 11−αE
{[
f (x1 +x2,y)−ζ1
]+}+ζ2 + 11−α (E {[ f (x1 +x2,y)−ζ2]+}
≤ Fα(x1,ζ1)+Fα(x2,ζ2).

























De esta manera, Fα(x,ζ) es sublineal en (x,ζ). ä
Este resultado junto con el Teorema 21 nos ayudarán a demostrar que el CVaR es una medida de riesgo
coherente según Rockafellar y Uryasev (2002).
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(Demostrando que φα(x) es sublineal con respecto a x) Primero probaremos que si x1,x2 ∈ Rn, en-

















De esta manera, el CVaR es subaditivo. Ahora si x ∈ Rn y λ > 0, entonces queremos probar que φα(λx) =







































. De esta manera, el CVaR es homogénea positiva. Por lo tanto, φα(x) es sublineal con respecto a x.ä
(Demostrando que φα(x) es monótona) Sean x,x′ ∈Rn, tales que
f (x,y)≤ f (x′,y),∀y ∈Y
f (x,y)−ζ≤ f (x′,y)−ζ,∀y ∈Y .
Entonces, como [·]+ es no decreciente[
f (x,y)−ζ]+ ≤ [ f (x′,y)−ζ]+ ,∀y ∈Y .
Tomando esperanza en y
E
([
f (x,y)−ζ]+)≤ E([ f (x′,y)−ζ]+)
Fα(x,ζ)≤ Fα(x′,ζ).






De esta manera, el CVaR es monótona. ä
25



















Sea g(ζ)= ζ+ 11−α [c−ζ]+ y luego
g(ζ)=
{
ζ ; ζ≥ c
c−αζ





g(ζ)= g(c)= c. ä
En este capítulo se mostró de manera exhaustiva las propiedades del CVaR cuando la función de distribución
de pérdidas es continua. En la tercera sección se mostró que estas propiedades tienen versiones análogas cuando
la función de distribución es discontinua y presenta saltos. Además, se demostró la continuidad del CVaR con
respecto al nivel de confianza α y se demostró que es una medida de riesgo coherente. Las demostraciones




En este capítulo, se derrallora brevemente la teoría de cópulas, la cual tiene creciente uso en diferentes campos,
en particular, en finanzas. Se presentarán las principales definiciones y las cópulas más utilizadas en trabajos
aplicados. Además, se mostrará las formas de modelar los datos mediante la utilización de herramientas gráficas.
Luego, se presentarán las diferentes formas de estimar los parámetros de las cópulas así como los diferentes
criterios de selección de una determinada cópula.
Se utilizará esta teoría debido a que en los casos en los cuales las distribuciones marginales no se distribu-
yen como una normal (como se verá más adelante), es imposible definir una distribución conjunta. Siguiendo a
Jondeau, Poon y Rockinger (2006), cuando se quiere relacionar dos variables que tienen diferentes distribucio-
nes marginales o cuando la extensión multivariada de alguna distribución marginal no existe, una solución es
utilizar cópulas. Por ello, para la simulación de los escenarios se utilizará esta teoría.
El punto de partida de la aplicación de la teoría de cópulas en finanzas se da con el teorema de Sklar (1959),
el cual establece la relación entre la función de distribución multivariada y sus marginales univariadas. Sin
embargo, antes de mostrar formalmente el teorema y en general mostrar la teoría de cópulas, se presentarán
definiciones previas que servirán más adelante.
3.1 Conceptos básicos
Siguiendo a Nelsen (2005), de manera informal diremos que las cópulas son funciones que juntan funciones
de distribución multivariadas a sus funciones de distribución marginales univariadas, las cuales son uniformes.
Como ejemplo, consideremos dos variables aleatorias X e Y con funciones de distribución F(x) = P[X ≤ x]
y G(y) = P[Y ≤ y], respectivamente y una función de distribución conjunta H(x, y) = P[X ≤ x,Y ≤ y]. Así,
para cada par de números reales (x, y) podemos asociar tres números: F(x), G(y) y H(x, y). Dado que estos
números son valores de funciones de distribución que pertenecen al intervalo [0,1], entonces cada par (x, y) de
números reales lleva a un punto (F(x),G(y)) en el cuadrado unitario [0,1]× [0,1], el cual a su vez corresponde
a un número H(x, y) en [0,1]. De esta manera, el elemento que asigna el valor de la función de distribución a
cada par ordenado de valores de las funciones de distribución individuales es una función, la cual es llamada
una cópula.
Para presentar formalmente la definición de cópula así como sus propiedades, necesitamos previamente
desarrollar ciertos conceptos.
Denición 27. Sean S1, . . . ,Sn subconjuntos no vacíos de R= [−∞,+∞] y sea H una función real n-dimensional
tal que DomH = S1×. . .×Sn. Sea B = [a,b] un punto n-dimensional cuyos vértices están en DomH. Entonces




donde la suma es tomada sobre todos los vértices c de B y sign(c) está dado por
sign(c)=
{
1, si ck = ak para un número par de k
−1, si ck = ak para un número impar de k.
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Denición 28. Una función real H es n-creciente si VH(B) ≥ 0 para todos los n-puntos de B cuyos vértices
se encuentran en el DomH.
Ejemplo 29. Para el caso n = 2, sea H una función definida sobre I2 tal que H(x, y) = máx(x, y). Entonces,
H es una función no decreciente de x e y. Sin embargo, VH(I2)=−1, de modo que H no es 2-creciente.
3.2 Cópulas
Primero presentaremos la definición de una cópula bidimensional y luego la definición de una cópula n-dimensional.
Denición 30 (Cópula bivariada). Una cópula bidimensional es una función C : [0,1]2 → [0,1] con las
siguientes propiedades:
(i) Para cada u1,u2 ∈ [0,1],
C(u1,0)= 0= C(0,u2)
y
C(u1,1)= u1 y C(1,u2)= u2.
(ii) C es 2-creciente, es decir, para cada u11,u21,u12,u22 ∈ [0,1] tal que u11 ≤ u21 y u12 ≤ u22,
C(u21,u22)−C(u21,u12)−C(u11,u22)+C(u11,u12)≥ 0.
Denición 31 (Cópula). Una cópula n-dimensional es una función C : [0,1]n → [0,1] con las siguientes
propiedades:
(i) Para cada u ∈ [0,1]n,
C(u)= 0 si al menos una coordenada de u es 0
y
si todas las coordenadas de u son 1 excepto uk, entonces C(u)= uk.
(ii) C es n-creciente, es decir, para cada a y b ∈ [0,1]n tal que a≤b,
VC([a,b])≥ 0.
Presentemos ahora al teorema de Sklar.
3.3 El teorema de Sklar
El teorema de Sklar es de suma importancia en la teoría de cópulas. Como se mencionó anteriormente, el teore-
ma pone de manifiesto el rol que juegan las cópulas para relacionar las funciones de distribución multivariadas
y sus marginales univariadas. Antes de mostrar al teorema de Sklar, se debe definir lo que son las funciones de
distribución.
Denición 32. Una función de distribución es una función F con DomF =R tal que
(i) F es no decreciente;
(ii) F(−∞)= 0 y F(∞)= 1.
Denición 33. Una función de distribución n-dimensional es una función H con dominio en R
n
tal que
(i) H es n-creciente;
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(ii) H(t)= 0 para todo t en Rn tal que tk =−∞ para al menos un k y H(∞, . . . ,∞)= 1.
Teorema 34 (Teorema de Sklar). Sea H una función de distribución n-dimensional con marginales F1, . . . ,Fn.
Entonces existe una n-cópula C tal que ∀x ∈Rn
H(x1, . . . , xn)= C(F1(x1), ...,Fn(xn)).
C es única, si F1, . . . ,Fn son continuas. De manera inversa, si C es una n-cópula y F1, . . . ,Fn son funciones
de distribución, entonces la función H es una función de distribución conjunta n-dimensional con marginales
F1, . . . ,Fn.
(Demostración) Ver More y Spruill (1975), Deheuvels (1978), Sklar (1959) y Sklar (1996). ä
De esta manera, a través del teorema de Sklar, la probabilidad conjunta de los datos se puede separar entre
sus marginales y la cópula, la cual representa la estructura de dependencia de los datos.
Lo interesante del teorema radica en que la expresión anterior puede ser invertida para expresar la cópula
en términos de la función de distribución conjunta y las “inversas” de las marginales. Sin embargo, si una
marginal no es estrictamente creciente, entonces ésta no posee inversa en el sentido usual. Así, debemos definir
la cuasi-inversa de una función de distribución.
Denición 35. Sea F una función de distribución. Entonces una función cuasi-inversa de F es cualquier
función F (−1) con dominio en I tal que
1. si t está en RanF, entonces F (−1)(t) es cualquier número x en R tal que F(x)= t, es decir, ∀t ∈ RanF,
F(F (−1)(t))= t;
2. si t no está en RanF, entonces
F (−1)(t)= ı́nf{x | F(x)≥ t}= sup{x | F(x)≤ t}.
Si F es estrictamente creciente, entonces F tiene una sola cuasi-inversa, la cual es la inversa ordinaria,
para la cual se usará la notación usual F−1.
Corolario 36. Sean H,C,F1, . . . ,Fn definidos en el teorema anterior y sean F (−1)1 , . . . ,F
(−1)
n las cuasi-inversas
de F1, . . . ,Fn, respectivamente. Entonces para cualquier u ∈ In,
C(u1, . . . ,un)= H(F (−1)1 (u1), . . . ,F (−1)n (un)).
Denición 37 (Cópula densidad). Sea C una cópula n-dimensional n-diferenciable, entonces la función
c : [0,1]n → [0,1] con
c(u1, . . . ,un)= ∂
nC(u1, . . . ,un)
∂u1, . . . ,∂un
es llamada la cópula densidad de la cópula C.
3.3.1 Cópulas de sobrevivencia
En ciertas aplicaciones (como en el control de riesgos) resulta de interés el tiempo de sobrevivencia de una
variable más allá de cierto umbral. En ese sentido, la probabilidad de sobrevivir más allá de un tiempo dado x
se da a través de la función de sobrevivencia F(x)= P[X > x]= 1−F(x), donde F es la función de distribución
de X . Así, para un par de variables aleatorias (X ,Y ) con función de distribución conjunta H, la función de
sobrevivencia está dada por H(x, y)= P[X > x,Y > y].
Existe una forma análoga del teorema de Sklar para las funciones de sobrevivencia. Suponga que la cópula
de X e Y es C. Entonces tenemos lo siguiente:




de tal forma que si definimos Ĉ : I2 → I mediante
Ĉ(u1,u2)= u1 +u2 −1+C(1−u1,1−u2)
tendremos
H(x, y)= Ĉ(F(x),G(y)).
La función Ĉ recibe el nombre de cópula de sobrevivencia de X e Y .
Más adelante se mostrarán algunas cópulas de sobrevivencia llamadas cópulas rotadas 180◦.
3.4 Medidas de dependencia
Existen una variedad de formas de medir la dependencia entre dos variables. Estas medidas son importantes no
solo porque nos permiten determinar la dependencia entre dos variables, sino porque permitirán estimar, si se
cumplen ciertos supuestos, los parámetros de ciertas familias de cópulas.
La medida de dependencia más conocida es el coeficiente de correlación de Pearson. Sin embargo, ésta
es una medida de dependencia “lineal” y, lo más importante, es una medida no invariante bajo transformacio-
nes estrictamente crecientes de las variables. Por ello, se mostrarán las medidas de dependencia “invariantes
por traslación” más conocidas como el tau de Kendall y el rho de Spearman, las cuales son las medidas de
dependencia más conocida dentro de las medidas de asociación. Estas medidas de asociación se basan en los
conceptos de concordancia y discordancia.
Siguiendo a Nelsen (2005), de manera informal diremos que dos variables aleatorias son concordantes si
grandes valores de una de ellas tienden a estar asociados con grandes valores de la otra y viceversa. En forma
más formal, sean (xi, yi) y (x j, yj) dos observaciones de un vector aleatorio (X ,Y ) de variables aleatorias
continuas. Diremos que (xi, yi) y (x j, yj) son concordantes si xi < x j y yi < yj o si xi > x j y yi > yj. De manera
similar, diremos que (xi, yi) y (x j, yj) dos discordantes si xi < x j y yi > yj o si xi > x j y yi < yj.
Denición 38. Una medida numérica de asociación δ entre dos variables aleatorias X e Y cuya cópula es C
es una medida de dependencia si satisface las siguientes propiedades:
1. δ está definida para cualquier par de variables aleatorias X e Y .
2. δX ,Y = δY ,X .
3. 0≤ δX ,Y ≤ 1.
4. δX ,Y = 0 si y solo si X e Y son independendientes.
5. δX ,Y = 1 si y solo si X e Y son función estrictamente monótona no decreciente c.s. una de la otra.
6. Si α y β son funciones monótonas no decrecientes c.s. sobre RanX y RanY , respectivamente, entonces
δα(X ),β(Y ) = δX ,Y .
7. Si {(Xn,Yn)} es una sucesión de variables aleatorias con cópulas Cn y si {Cn} converge a C, entonces
lı́mn→∞δCn = δC.
Como mencionamos anteriormente, los ejemplos más conocidos de medidas de asociación son el tau de
Kendall y el rho de Spearman.
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3.4.1 Tau de Kendall
Sean (X1,Y1) y (X2,Y2) vectores aleatorios independientes e identicamente distribuidos (iid) con funciones de
distribución conjunta H1 y H2. El tau de Kendall es definido como la probabilidad de concordancia menos la
probabilidad de discordancia
τ= P[(X1 − X2)(Y1 −Y2)> 0]−P[(X1 − X2)(Y1 −Y2)< 0].
Nelsen (2005) demostró que el tau de Kendall se puede expresar en términos de cópulas mediante el si-
guiente teorema.
Teorema 39. Sean X e Y dos variables aleatorias continuas cuya cópula es C. Entonces el tau de Kendall
de X e Y está dado por




(Demostración) Nelsen (2005). ä
3.4.2 Rho de Spearman
Así como el tau de Kendall, el rho de Spearman es otra medida de asocición basada en la discordancia y
concordancia. La representación de esta medida en función de la cópula se muestra en el siguiente teorema.
Teorema 40. Sean X e Y variables aleatorias continuas cuya cópula es C. Entonces el rho de Spearman de
X e Y está dado por







(Demostración) Nelsen (2005). ä
3.4.3 Coeficiente de dependencia de colas
Las medidas de dependencia introducidas hasta ahora (tau de Kendall y rho de Spearman) están diseñadas para
describir cuán grande o pequeño los valores de una variable aleatoria están asociados con valores grandes o
pequeños de otra variable aleatoria. No obstante, otras medidas están centradas en determinar la asociación
entre las variables cuando estos toman valores extremos. A estas medidas se les conocen como medidas de
dependencia de las colas.
Denición 41. Sean X e Y variables aleatorias continuas con funciones de distribución F y G, respectivamen-
te. El parámetro de dependencia de cola superior λU es el límite (si éste existe) de la probabilidad condicional
que Y sea mayor que el percentil 100 de G dado que X es mayor que el percentil 100 de F cuando t se aproxima
a 1, es decir,
λU = lı́m
t→1−
P[Y >G(−1)(t) | X > F (−1)(t)].
De forma similar, el parámetro de dependencia de cola inferior λL es el límite (si éste existe) de la probabilidad
condicional que Y sea menor o igual al percentil 100 de G dado que X es menor o igual al percentil 100 de F
cuando t se aproxima a 0, es decir,
λL = lı́m
t→0+
P[Y ≤G(−1)(t) | X ≤ F (−1)(t)].
Según Joe (1997), las definiciones del parámetro de dependencia de cola superior e inferior en términos de
cópulas son las siguientes:
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Denición 42. Sean X e Y variables aleatorias continuas con funciones de distribución F y G, respectiva-










existen, entonces si λU ∈ (0,1], diremos que C tiene dependencia de cola superior. Si λU = 0, diremos que C
no tiene dependencia de cola superior. De manera similar, si λL ∈ (0,1], diremos que C tiene dependencia de
cola inferior. Si λL = 0, diremos que C no tiene dependencia de cola inferior.
3.5 Cópulas multivariadas
3.5.1 Cópulas elípticas
Una de las principales clases de cópulas son las elípticas, las cuales son generadas por distribuciones elípticas.
Además, este tipo de cópulas son obtenidas directamente al invertir el teorema de Sklar.
Denición 43 (Distribución elíptica). El vector aleatorio n-dimensional X tiene una distribución elíptica
si y solo si la función de densidad fX(x) tiene la siguiente representación
fX(x)= cn |∑|− 12 g((x−µ)′∑−1(x−µ)),
donde cn ∈ Rn, el vector de media µ ∈Rn, ∑ ∈ Rn×n es una matriz simétrica positivo definida y g es alguna
función independiente de n.
Los ejemplos más conocidos de distribuciones elípticas son la distribución normal multivariada y la t-
student multivariada. Dado que estas cópulas se obtienen al invertir el teorema de Sklar, la cópula normal
multivariada es la siguiente:
C(u1, . . . ,un)=Φρ(Φ−1(u1), . . . ,Φ−1(un)), (3.1)
donde Φρ representa la función de distribución normal estándar con parámetro de correlación ρ (matriz de
correlación simétrica es positivo definida) y Φ−1 es la inversa de la función de distribución normal estandar. La
cópula densidad de la cópula normal multivariada es la siguiente:






donde x= (x1, . . . , xn)′ ∈Rn con xi = Φ−1(u i), i = 1, . . . ,n.
Por otro lado, la t-cópula multivariada es la siguiente:
C(u1, . . . ,un)= tρ,v(t−1v (u1), . . . , t−1v (un)),
donde tρ,v es la distribución t-student multivariada con matriz de correlaciones ρ y v grados de libertad. t−1v
representa la inversa de la función de distribución univariada. La cópula densidad de la t-cópula multivariada
es la siguiente:































donde x= (x1, . . . , xn)′ ∈Rn con xi = t−1v (u i), i = 1, . . . ,n.
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3.5.2 Cópulas arquimedianas
Otra importante clase de cópulas son las arquimedianas, las cuales tienen una gran variedad de aplicaciones,
debido a la facilidad en su construcción, la gran variedad de familias y sus propiedades, tales como su simetría
y asociatividad.
Para definir a las cópulas arquimedianas es necesario definir a la pseudo inversa de una función.
Denición 44 (pseudo inversa). Sea ϕ : [0,1] → [0,∞] una función continua y estrictamente decreciente
tal que ϕ(0) =∞ y ϕ(1) = 0. La pseudo inversa de la función ϕ es la función ϕ[−1] con Domϕ[−1] = [0,∞] y
Ranϕ[−1] = [0,1] dado por
ϕ[−1](t)=
{
ϕ−1(t), 0≤ t ≤ϕ(0),
0, ϕ(0)≤ t ≤∞.
Teorema 45 (Cópula arquimediana). Sea ϕ : [0,1] → [0,∞] una función continua y estrictamente decre-
ciente tal que ϕ(0)=∞ y ϕ(1)= 0 y sea ϕ[−1] la pseudo inversa de ϕ. Entonces
C(u1, . . . ,un)=ϕ[−1](ϕ(u1)+·· ·+ϕ(un))
es una cópula.
(Demostración) Ver Nelsen (2005). ä
ϕ es llamada la función generadora de la cópula C.
Teorema 46 (Propiedades de las cópulas arquimedianas). Sea C una cópula arquimediana con gene-
rador ϕ. Entonces:
1. C es simétrica, es decir, C(u,v)= C(v,u) para todo u,v en [0,1].
2. C es asociativa, es decir, C(C(u,v),w)= C(u,C(v,w)) para todo u,v,w en [0,1].
3. Si c > 0 es cualquier constante, entonces cϕ es también un generador de C.
(Demostración) Ver Nelsen (2005). ä
3.6 Cópulas bivariadas
3.6.1 Familia de cópulas bivariadas elípticas
Dentro de las cópulas bivariadas elípticas, las más conocidas son la gaussiana y la t-student.
Cópula gaussiana
De acuerdo a la versión multivariada definida en la sección 3.5, la cópula gaussiana bivariada con parámetro de
correlación ρ ∈ (−1,1) es la siguiente:
C(u1,u2)=Φρ(Φ−1(u1),Φ−1(u2)),
donde Φρ representa la función de distribución normal estándar bivariada con parámetro de correlación ρ y
Φ−1 representa la inversa de la función de distribución normal estándar univariada. La correspondiente cópula












donde x1 =Φ−1(u1) y x2 =Φ−1(u2). Finalmente, el tau de Kendall de la cópula gaussiana es 2π arcsin(ρ). La
Figura 3.1 muestra dos gráficos de dispersión del rango de una cópula normal bivariada (1,000 simulaciones)
para diferentes valores de ρ.
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Figura 3.1: Gráficos de dispersión del rango de una cópula bivariada gaussiana. (a): ρ =−0.7; (b): ρ = 0.7
t-cópula
La t-cópula bivariada es la siguiente:
C(u1,u2)= tρ,v(t−1v (u1), t−1v (u2)),
donde tρ,v representa la función de distribución t-student bivariada con parámetro de correlación ρ y v grados
de libertad. Además, t−1v es la inversa de la función de distribución univariada t-student con v grados de libertad.




















donde x1 = t−1v (u1), x2 = t−1v (u2) y dtv es la densidad de probabilidad de la distribución estándar t con v grados
de libertad. El tau de Kendal de la t-cópula es 2
π
arcsin(ρ). La Figura 3.2 muestra los gráficos de dispersión del
rango de una t-cópula bivariada (1,000 simulaciones) para diferentes valores de ρ y v.
3.6.2 Familias de cópulas bivariadas arquimedianas
Como en el caso multivariado, las cópulas arquimedianas bivariadas están definidas de la siguiente manera:
C(u1,u2)=ϕ[−1](ϕ(u1)+ϕ(u2)),
donde ϕ : [0,1] → [0,∞] es una función convexa estrictamente decreciente y continua tal que ϕ(1) = 0 y ϕ[−1]
es la pseudo inversa
ϕ[−1](t)=
{
ϕ−1(t), 0≤ t ≤ϕ(0),
0, ϕ(0)≤ t ≤∞.
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Figura 3.2: Gráficos de dispersión del rango de una t-cópula bivariada. (a) ρ = −0.7, v = 3; (b) ρ = 0.7,v = 3; (c)
ρ =−0.7, v = 10; (d) ρ = 0.7, v = 10
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ϕ es llamada la función generadora de la cópula C. Por otro lado, para las cópulas arquimedianas, el tau de
Kendall se expresa en función de la función generadora de la siguiente forma:






donde X e Y son variables aleatorias y ϕ es la función generadora definida anteriomente.
A continuación se presentarán algunas de la cópulas bivariadas arquimedianas más conocidas1.
Cópula Clayton
Con función generadora ϕ(t)= 1
θ
(






para θ > 0, la cópula Clayton es una cópula arquimediana asimétrica que muestra una mayor dependencia en la
cola negativa. La cópula densidad de la cópula Clayton es la siguiente:




El tau de Kendall de la cópula Clayton es el siguiente:
τ(θ)= θ
θ+2.
La Figura 3.3 muestra los gráficos de dispersión del rango de una cópula Clayton bivariada (1,000 simula-
ciones) para diferentes valores de θ.
Cópula Gumbel
Con función generadora ϕ(t)= (− log t)θ y cópula dada por
C(u1,u2)= exp
[





para θ ≥ 1, la cópula Gumbel es una cópula arquimediana asimétrica que muestra una mayor dependencia en
la cola positiva. La cópula densidad de la cópula Gumbel es la siguiente:
c(u1,u2)= C(u1,u2)u1u2
(logu1 logu2)θ−1
((− logu1)θ+ (− logu2)θ)2− 1θ
[









La Figura 3.4 muestra los gráficos de dispersión del rango de una cópula Gumbel bivariada (1,000 simula-
ciones) para diferentes valores de θ.
1Para mayor detalle acerca de los funciones generadoras así como las cópulas densidad, ver Nelsen (2005) y Joe (1997).
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Figura 3.3: Gráficos de dispersión del rango de una cópula Clayton bivariada. (a): θ = 2 ; (b): θ = 6
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Figura 3.4: Gráficos de dispersión del rango de una cópula Gumbel bivariada. (a): θ = 2 ; (b): θ = 6
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Figura 3.5: Gráficos de dispersión del rango de una cópula Frank bivariada. (a): θ = 4 ; (b): θ = 8
Cópula Frank














donde θ ∈R\{0}, la cópula Frank es una cópula arquimediana simétrica. La cópula densidad de la cópula Frank
es la siguiente:
c(u1,u2)= θ(exp(−θ)−1)exp((−θ)(u1 +u2))[exp(−θ)−1+ (exp(−θu1)−1)(exp(−θu2)−1)]
.









La Figura 3.5 muestra los gráficos de dispersión del rango de una cópula Frank bivariada (1,000 simulacio-
nes) para diferentes valores de θ.
Cópula Joe
Con función generadora ϕ(t)=− log[1− (1+ t)θ] y cópula dada por
C(u1,u2)= 1−
[




Figura 3.6: Gráficos de dispersión del rango de una cópula Joe bivariada. (a): θ = 4 ; (b): θ = 8









× [θ−1+ (1−u1)θ+ (1−u2)θ− (1−u1)θ (1−u2)θ] .





t log(t)(1− t) 2(1−θ)θ dt.
La Figura 3.6 muestra los gráficos de dispersión del rango de una cópula Joe bivariada (1,000 simulaciones)
para diferentes valores de θ.
Cópula Clayton-Gumbel (BB1)
Introducida por Joe (1997), la cópula BB1 es una cópula arquimediana de dos parámetros, la cual puede ser con-
siderada como la generalización de las familias Clayton y Gumbel. Con función generadora ϕ(t)= [t−θ−1]δ y
cópula dada por






Figura 3.7: Gráficos de dispersión del rango de una cópula Clayton-Gumbel (BB1). (a) θ = 0.5, δ = 3; (b) θ = 2,
δ= 3; (c) θ = 0.5, δ= 6; (d) θ = 2, δ= 6
para θ > 0 y δ≥ 1. La cópula densidad de la cópula BB1 es la siguiente:









× [θδ+1+θ(δ−1)[(u−θ1 −1)δ+ (u−θ2 −1)δ]
1
δ ]
× (u−θ1 −1)δ−1u−θ−11 (u−θ2 −1)δ−1u−θ−12 .
El tau de Kendall de la cópula BB1 es el siguiente:
τ(θ,δ)= 1− 2
δ(θ+2) .
La Figura 3.7 muestra los gráficos de dispersión del rango de una cópula Clayton-Gumbel (BB1) (1,000
simulaciones) para diferentes valores de θ y δ.
Cópula Joe-Gumbel (BB6)
Introducida por Joe (1997), la cópula BB6 es una cópula arquimediana de dos parámetros, la cual puede ser con-
siderada como la generalización de las familias Joe y Gumbel. Con función generadoraϕ(t)= (− log[1− (1− t)θ])δ










La Figura 3.8 muestra los gráficos de dispersión del rango de una cópula Joe-Gumbel (BB6) (1,000 simula-
ciones) para diferentes valores de θ y δ.
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Figura 3.8: Gráficos de dispersión del rango de una cópula Joe-Gumbel (BB6). (a) θ = 0.5, δ= 3; (b) θ = 2, δ= 3;
(c) θ = 0.5, δ= 6; (d) θ = 2, δ= 6
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Cópula Joe-Clayton (BB7)
Introducida también por Joe (1997), la cópula BB7 es una cópula arquimediana de dos parámetros, la cual
puede ser considerada como la generalización de las familias Joe y Clayton. Con función generadora ϕ(t) =[
1− (1− t)θ]−δ y cópula dada por















·h 1θ−2du2h ·du1h− 1
θ
·h 1θ−1du1u2h
h = 1− ((1− (1−u1)θ)−δ+ (1− (1−u2)θ)−δ−1)
1
δ








































La Figura 3.9 muestra los gráficos de dispersión del rango de una cópula Joe-Clayton (BB7) (1,000 simula-
ciones) para diferentes valores de θ y δ.
Cópula Joe-Frank (BB8)
Introducida por Joe (1997), la cópula BB8 es una cópula arquimediana de dos parámetros, la cual puede ser



















La Figura 3.10 muestra los gráficos de dispersión del rango de una cópula Joe-Frank (BB8) (1,000 simula-
ciones) para diferentes valores de θ y δ.
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Figura 3.9: Gráficos de dispersión del rango de una cópula Joe-Clayton (BB7). (a) θ = 0.5, δ = 3; (b) θ = 2, δ = 3;
(c) θ = 0.5, δ= 6; (d) θ = 2, δ= 6
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Figura 3.10: Gráficos de dispersión del rango de una cópula Joe-Frank (BB8). (a) θ = 3, δ= 0.7; (b) θ = 6, δ= 0.7;
(c) θ = 3, δ= 1; (d) θ = 6, δ= 1
Cópulas rotadas
Las funciones de distribución C90, C180 y C270 de una cópula rotada 90, 180 y 270 grados respectivamente son,
de acuerdo al teorema 2.4.4 en Nelsen (2005), las siguientes:
C90(u1,u2)= u2 −C(1−u1,u2),
C180(u1,u2)= u1 +u2 −1+C(1−u1,1−u2),
C270(u1,u2)= u1 −C(u1,1−u2).
Cuando la cópula es rotada 180◦ se obtiene la llamada cópula de sobrevivencia (vista en la sección 3.3);
mientras que para modelar la dependencia negativa se pueden utilizar las cópulas rotadas 90◦ o 270◦.
De esta forma, existen una gran familia de cópulas bivariadas arquimedianas que pueden ser utilizadas para
modelar los datos.
La Figura 3.11 muestra los gráficos de dispersión del rango de una cópula Joe (1,000 simulaciones) rotar y
rotada 0, 90, 180 y 270 grados.
3.7 Cópulas en pares, vine regular y simulación
Como se mencionó anteriormente, los recientes trabajos empíricos acerca de cópulas se han centrado en captu-
rar la estructura de interdependencia bivariada. La razón es que la complejidad de las cópulas multivariadas se
incrementa rápidamente a medida que aumenta la dimensión del problema. Las cópulas estándar multivariadas
como la multivariada Gaussiana, la t-Student o las cópulas multivariadas arquimedianas carecen de flexibilidad
para modelar adecuadamente la dependencia entre grandes número de variables. Las vine no sufren de ese
problema pues modelan los datos usando una sucesión de cópulas bivariadas, llamadas cópulas en pares.
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Figura 3.11: Gráficos de dispersión del rango de una cópula Joe rotada 0, 90, 180 y 270 grados. Parámetros corres-
podientes a los valores del tau de Kendall de 0.8 para la dependencia positiva y -0.8 para la dependencia negativa
3.7.1 Cópulas en pares
Al usar cópulas bivariadas se puede construir funciones de distribución multivariadas. Para ello, se debe especi-
ficar la dependencia y dependencia condicional de las variables aleatorias así como las funciones de distribución
de todas las marginales. A esta construcción en bloque de cópulas bivariadas Bedford y Cooke (2001, 2002) las
llamaron cópulas en pares.
Siguiendo a Aas, Czado, Frigessi y Bakken (2009), considere n variables aleatorias X= (X1, . . . , Xn) con
función de densidad conjunta f (x1, . . . , xn). Sabemos que esta densidad puede ser factorizada como
f (x1, . . . , xn)= f (xn)· f (xn−1 | xn) · · · f (x1 | x2, . . . , xn),
donde f (xn−1 | xn) es la función de densidad de xn−1 dado xn.
Por otro lado, según el teorema de Sklar, cada distribución multivariada F con marginales F1, . . . ,Fn puede
ser escrito como
F(x1, . . . , xn)= C(F1(x1), . . . ,Fn(xn)),
para alguna cópula n-dimensional apropiada. Además, para alguna distribución absolutamente continua F con
densidades marginales continuas y crecientes F1, . . . ,Fn se tiene
f (x1, . . . , xn)= c12···n(F1(x1), . . . ,Fn(xn))· f1(x1) · · · fn(xn)
para alguna cópula densidad n-variada c12···n(·). En el caso bivariado la expresión anterior será la siguiente
f (x1, x2)= c12(F1(x1),F2(x2))· f1(x1)· f2(x2),
donde c12(·, ·) es la densidad de una apropiada cópula en par para las variables F1(x1) y F2(x2). Para la densidad
condicional tenemos
f (x1 | x2)= f (x1, x2)f2(x2)
= c12(F1(x1),F2(x2))· f1(x1)
para la misma cópula par c12.
Extendiendo esta argumentación para el caso de tres varibles aleatorias X1, X2 y X3 tenemos
f (x1 | x2, x3)= c12|3(F1|3(x1 | x3),F2|3(x2 | x3))· f (x1 | x3),
para la apropiada cópula en par c12|3 aplicado a las variables trasformadas F(x1 | x3) y F(x2 | x3). No obstante,
una descomposición alternativa es la siguiente
f (x1 | x2, x3)= c13|2(F1|2(x1 | x2),F3|2(x3 | x2))· f (x1 | x2),
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donde c13|2 es diferente de la cópula en par c12|3. Descomponiendo f (x1 | x2) en la ecuación anterior tenemos
f (x1 | x2, x3)= c13|2(F1|2(x1 | x2),F3|2(x3 | x2))·c12(F1(x1),F2(x2))· f1(x1),
donde ahora aparecen dos cópulas en pares.
De esta manera, cada término en
f (x1, . . . , xn)= f (xn)· f (xn−1 | xn) · · · f (x1 | x2, . . . , xn)
puede ser descompuesto en marginales y adecuadas cópulas bivariadas usando la fórmula general
f (x | υ)= cxυ|υ− j (F(x | υ− j),F(υ j | υ− j))· f (x | υ− j)
para un vector d-dimensional. υ j es un componente arbitrario de υ y υ− j es el vector υ excluyendo el compo-
nente υ j. De esta manera, bajo las condiciones adecuadas de regularidad, una densidad multivariada puede ser
expresada como el producto de cópulas en pares.
La construcción de las cópulas en pares involucra distribuciones marginales condicionales de la forma
F(x | υ). Para cada j, Joe (1996) mostró que
F(x | υ)=
∂Cxυ|υ− j (F(x | υ− j),F(υ j | υ− j))
∂F(υ j | υ− j)
,
donde C i j|k es una función de distribución de una cópula bivariada.
Aas, Czado, Frigessi y Bakken (2009) sostienen que hay un número significativo de posibles construcciones
de cópula en pares cuando el número de variables aumenta. Por ejemplo, los autores mencionan que existen
240 diferentes construcciones para una densidad 5-dimensional. Por ello, se concentran en dos casos especiales
de vines regulares que reducen significativamente el número de posibles contrucciones: C-vine y D-vine.
3.7.2 Vines regular
Bedford y Cooke (2001, 2002) y Kurowicka y Cooke (2006) introdujeron a los llamados vines regulares como
un método gráfico para representar la multitud de posibles descomposiciones de cópulas en pares. Un vine
regular sobre d variables es un conjunto anidado de árboles, donde dos bordes en el árbol j están unidos por
un borde en el árbol j+1 solo si esos bordes comparten un nodo en común. La definición formal de una vine
regular es la siguiente:
Denición 47 (Vine regular). V es una vine regular de d elementos si
(i) V = (T1, . . . ,Td−1).
(ii) T1 = (N1,E1) es un árbol con nodos N1 = {1, . . . ,d}. Para i = 2, . . . ,n−1, Ti = (Ni,E i) es un árbol con
nodos Ni = E i−1.
(iii) Para i = 2, . . . ,d−1, si {a,b} ∈ E i, donde a = {a1,a2} y b = {b1,b2}, entonces exactamente uno de los a j
es igual a uno de los b j
La propiedad (iii) es conocida como la condición de proximidad pues expresa el hecho que dos nodos son
adjacentes en el árbol T j solo si los correspondientes bordes en el árbol T j−1 son adjacentes, es decir, comparten
el mismo nodo.
Denición 48 (C-vine y D-vine). Una vine regular V de d elementos es llamada un
(i) C-vine si cada árbol Ti, i = 1, . . . ,d−1, es un inicio, es decir, si cada árbol Ti tiene un único nodo de
grado d− i, llamado el nodo raíz.
(ii) D-vine si T1 es una senda, es decir, si cada nodo en T1 tiene un grado de como máximo 2.
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De esta manera, en el caso de un C-vine, en el primer árbol, la dependencia con respecto a una variable en
particular, la primera raíz, es modelada usando cópulas bivariadas para cada par de variables. Luego, condicio-
nada sobre esta variable, las dependencias en pares con respecto a la segunda varible es modelada, el segundo
nodo. En general, un nodo es escogido en cada árbol y todas las dependencias en pares con respecto a ese nodo
son modeladas condicionadas a todos los nodos previos.
Por otro lado, las D-vine son construidas escogiendo un orden específico de las varibles. De este modo, en
el primer árbol, la dependencia de la primera y la segunda variable, de la segunda y la tercera, de la tercera y la
cuarta, de la n-1-ésima y la n-ésima varibale son modeladas usando cópulas en pares. En el segundo árbol, la
dependecia condicionada de la primera y la tercera dada la segunda variable es modelada. Luego, es modelada
la segunda y la cuarta dada la tercera y así sucesivamente.
Bedford y Cooke (2001) mostraron la forma de la densidad de una distribución d-dimensional en términos
de una vine regular. Posteriormente, Aas, Czado, Frigessi y Bakken (2009) mostraron la forma de esta densidad
en el caso particular de una C-vine y D-vine.
Así, la densidad de una distribución d-dimensional f (x1, . . . , xd) correspondiente a una D-vine puede ser









c j, j+i|( j+1):( j+i−1),
donde
c j, j+i|( j+1):( j+i−1) := c j, j+i|( j+1):( j+i−1)(F(x j | x j+1, . . . , x j+i−1),F(x j+i | x j+1, . . . , x j+i−1) | θ j, j+1|( j+1):( j+i−1)),
donde fk, k = 1, . . . ,d, representa las densidades marginales y c j, j+i|( j+1):( j+i−1) las densidades de las cópulas
bivariadas con parámetros θ j, j+1|( j+1):( j+i−1).
Por otro lado, la densidad de una distribución d-dimensional f (x1, . . . , xd) correspondiente a una C-vine











c i,i+ j|1:(i−1) := c i,i+ j|1:(i−1)(F(xi | x1, . . . , xi−1),F(xi+ j | x1, . . . , xi−1) | θi,i+ j|1:(i−1)),
donde fk, k = 1, . . . ,d, representa las densidades marginales y c i,i+ j|1:(i−1) las densidades de las cópulas bivaria-
das con parámetros θi,i+ j|1:(i−1).
Ejemplo 49. Si deseamos trabajar con 4 variables, entonces será necesario estimar 4(4-1)/2=6 cópulas biva-
riadas en 4-1=3 árboles. Esto se puede ver en la Figura 3.12, donde se esquematiza el proceso de estimación de
las cópulas bivariadas para las cuatro varibles en el ejemplo.
De esta manera, la densidad de una C-vine puede ser escrita de la siguiente manera:
f (x1, x2, x3, x4)= f (x1) · f (x2) · f (x3) · f (x4)
· c12(F(x1),F(x2)) · c13(F(x1),F(x3)) · c14(F(x1),F(x4))
· c23|1(F(x2|x1),F(x3|x1)) · c24|1(F(x2|x1),F(x4|x1))
· c34|12(F(x3|x1, x2),F(x4|x1, x2))
Por otro lado, la densidad de la D-vine puede ser escrita de la siguiente manera:
f (x1, x2, x3, x4)= f (x1) · f (x2) · f (x3) · f (x4)
· c12(F(x1),F(x2)) · c23(F(x2),F(x3)) · c34(F(x3),F(x4))
· c13|2(F(x1|x2),F(x3|x2)) · c24|3(F(x2|x3),F(x4|x3))
· c14|23(F(x1|x2, x3),F(x4|x2, x3))
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Figura 3.12: Ejemplo de árboles C-vine (izquierda) y D-vine (derecha) de dimensión 4
3.7.3 Simulación
En esta sección se muestra el procedimiento para realizar las simulaciones de muestras utilizando las cópulas
en pares mostradas en Aas, Czado, Frigessi y Bakken (2009). Primero se muestra el caso bivariado, luego se
muestran las simulaciones para el C-vine y D-vine. Se asume por simplicidad que las marginales de las variables
de interés son uniformes.
Simulando una muestra bivariada
Primero, se crea una muestra wi; i = 1,2 de variables aleatorias independientes con distribución uniforme en
[0,1]. Entonces,
x1 = w1
x2 = F−12|1(w2 | x1)= h−1(w2, x1,Θ11),
donde Θ11 es el parámetro estimado de una determinada cópula bivariada, h(x2, x1,Θ11) representa la función
de distribución condicional de x2 dado x1 y h−1(w2, x1,Θ11) es el valor de x2.
Simulando una C-vine y D-vine
Primero, se crea una muestra wi; i = 1, . . .n de variables aleatorias independientes con distribución uniforme
en [0,1]. Entonces,
x1 = w1
x2 = F−12|1(w2 | x1)
x3 = F−13|1,2(w3 | x1, x2)
. . .= . . .
xn = F−1n|1,2,...,n−1(wn | x1, . . . , xn−1).
La determinación de la función F−1n|1,2,...,n−1 es diferente dependiendo si se trata de una C-vine o D-vine.
Para el caso de un C-vine, tenemos lo siguiente
Fn|1,2,...,n−1(x j | x1, . . . , x j−1)=
∂C j, j−1|1,..., j−2(F(x j | x1, . . . , x j−2),F(x j−1 | x1, . . . , x j−2))
∂F(x j−1 | x1, . . . , x j−2)
,
mientras que para un D-vine tenemos
Fn|1,2,...,n−1(x j | x1, . . . , x j−1)=
∂C j,1|2,..., j−1(F(x j | x2, . . . , x j−1),F(x1 | x2, . . . , x j−1))
∂F(x1 | x2, . . . , x j−1)
.
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3.8 Herramientas para el análisis exploratorio de los datos
3.8.1 Test de independencia
Como paso previo al análisis exploratorio de los datos, un inicio útil es ver si los datos son independeientes
desde el punto de vista estadístico. Para ello, Genest y Favre (2007) proponen el uso de un test de independencia





donde n es el número de observaciones y τ̂ el tau de empírico de Kendall. El p− value de la hipótesis nula
de independencia bivariada es asintóticamente igual a p− value = 2× (1−Φ(T)), donde Φ es la función de
distribución normal estándar.
3.8.2 Chi plot
Propuesto por Fisher y Switzer (1985, 2001), el chi plot es un diagrama de dispersión que sirve para investigar
posibles asociaciones de datos bivariados. El gráfico está diseñado de tal forma que éste es aproximadamente
horizontal cuando los datos son independientes.
Sean (x1, y1), . . . , (xn, yn) una muestra aleatoria de la función de distribución conjunta H de un par de
variables aleatorias (X ,Y ) y sea I(A) la función indicador del evento A. Para cada par de puntos (xi, yi) sean
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Cos estas expresiones, Fisher y Switzer (2001) proponen un gráfico de dispersión de los pares (λi,χi),
donde:













donde F̃i = Fi − 0.5 y G̃ i = G i − 0.5 para i = 1, . . . ,n. λi puede ser interpretado como la distancia de un
punto (xi, yi) al centro del conjunto de datos; mientras que χi puede ser visto como el test estadístico χ2
para comprobar la independencia de una tabla 2×2. De esta manera, el par (λi,χi) tenderá a estar localizado
por encima de cero para datos bivariados con dependencia positiva y viceversa para dependencia negativa.
Finalmente, dado que uno podría esperar que Hi ≈ Fi ×G i para todo i cuando Fi y G i son independientes, los
valores de χi que caen lejos de cero, son indicios desviaciones de esta hipósis. Para ello, Fisher y Switzer (1985,
2001) sugirieron adicionar al gráfico las líneas horizontales de control ±cp/n 12 , que representan la desviación





caen entre las líneas.
La Figura 3.13 muestra en la primera columna los valores simulados de un vector aleatorio normal con
diferentes parámetros de correlación ρ y en la segunda columna, los respectivos gráficos χ-plot.
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Figura 3.13: χ-plot basados en muestras aleatorias de tamaño n = 100 de un vector normal bivariado. 1 (a) ρ = 0.05;
1 (b) χ-plot. 2 (a) ρ = 0.50; 2 (b) χ-plot. 3 (a) ρ = 0.95; 3 (b) χ-plot
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3.8.3 Kendall plot (K-plot)
Otra herramienta gráfica que depende de los rangos de las observaciones es el propuesto por Genest y Boies
(2003) llamado Kendall plot o en forma abreviada K-plot. Sea (x1, y1), . . . , (xn, yn) una muestra aleatoria de la
función de distribución conjunta H de un par de variables aleatorias (X ,Y ). Para la construcción del K-plot se
deben seguir los siguientes pasos:
1. Para cada 1≤ i ≤ n, calcular Hi =∑ j 6=i I(x j ≤ xi, yj ≤ yi)/(n−1).
2. Ordenar los Hi para obtener H1 ≤ . . .≤ Hn.
3. Dibujar los pares (Wi:n,Hi),1 ≤ i ≤ n, donde Wi:n representa el valor esperado del estadístico de orden
i-ésimo en una muestra aleatoria de tamaño n. Esto viene de la distribución K0 de los Hi bajo la hipótesis
nula de independencia.









Si los puntos del K-plot caen aproximadamente sobre la diagonal, entonces X e Y son aproximadamente
independientes. Cualquier desviación de la diagonal implica dependencia. Habría dependencia positiva o ne-
gativa en los datos si los puntos del K-plot están localizados por encima o debajo de la diagonal y = x. En
particular, mientras mayor sea la desviación de la diagonal, mayor será el grado de dependencia. Finalmente, si
existe una perfecta dependencia positiva, entonces los puntos (Wi:N ,Hi) estarán en la curva K0(ω) localizada
por encima de la diagonal. Por otro lado, si los puntos se ubican encima del eje x, esto indica que existe una
perfecta dependencia negativa entre X e Y .
La Figura 3.14 muestra en la primera columna los valores simulados de un vector aleatorio normal con
diferentes parámetros de correlación ρ y en la segunda columna, los respectivos gráficos K-plot.
3.8.4 λ− función
Propuesto por Genest y Rivest (1993) como un medio para seleccionar una cópula que represente la estructura
de dependencia entre dos variables, la λ− función está definida de la siguiente manera:
λ(υ,θ)= υ−K(υ,θ)
K(υ,θ)= P(Cθ(u1,u2)≤ υ), υ ∈ [0,1].
Por otro lado, para las cópulas arquimedianas, Genest y Rivest (1993) determinaron explícitamente la λ−




De esta manera, la λ− función servirá para determinar de manera gráfica el tipo de cópula que mejor ajusta
los datos. Como ejemplo, ver la Figura 3.15.
3.9 Elección de la vine regular
Un primer criterio para la elección de la estructura de la vine (C-vine o D-vine) dependerá si existe dependen-
cia con respecto a una variable en particular, es decir, cuando una variable actúe como una que gobierne las
interacciones con las demás dentro de la base de datos, llamada pivote. En ese caso, será conveniente utilizar
una C-vine; mientras que si no existe una variable pivote en la base de datos, será conveniente utilizar D-vine.
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Figura 3.14: K-plot basados en muestras aleatorias de tamaño n = 100 de un vector normal bivariado. 1 (a) ρ = 0.05;
1 (b) k-plot. 2 (a) ρ = 0.50; 2 (b) k-plot. 3 (a) ρ = 0.95; 3 (b) k-plot
Figura 3.15: (a) λ− función empírica de una cópula Joe simulada. (b) λ− función teórica de una cópula Joe simulada
y la λ− función empírica
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Aunque el primer citerio es una cuestión más empírica que analítica, Aas, Czado, Frigessi y Bakken (2009)
sugieren un criterio adicional para determinar si un conjunto de datos debe ser modelado como una C-vine
o D-vine. Ellos suguieren estimar una t-cópula bivariada a cada par de variables para extraer los grados de
libertad de cada estimación y ordenar las variables de acuerdo con estos valores. Un menor número de grados
de libertad indican mayor dependencia entre las variables, lo cual ayudaría a elegir la estructura de la vine.
Aunque estos dos procedimientos (juicio crítico y estimación de los grados de libertad) son herramientas
que ayudan a elegir la vine adecuada anterior a la estimación, existen pruebas estadísticas (posteriores a la
estimación de los parámetros de las cópulas en pares) para saber si haber elegido una determinada estructura
de vine ajusta mejor los datos. Estas pruebas serán vistas en la sección 3.11.
3.10 Estimación de parámetros de las cópulas
Los métodos de estimación de parámetros de una cópula han sido discutidos extensamente en Genest (1995),
Joe (1997) y Genest y Favre (2007). Acá solo se van a presentar las principales diferencias de esos métodos,
los cuales dependerán si se han hecho supuestos acerca de la marginal.
(i) Inversión de la tau de Kendall, τ, o el rho de Spearman, ρ. Para aquellas familias de cópulas bivariadas
que tienen una forma cerrada de tau de Kendall, τ, o el rho de Spearman, ρ, se pueden invertir estos
parámetros para obtener un estimado de parámetro de la cópula, las cuales son consistentes bajo ciertas
condiciones (ver Genest y Favre (2007)). Además, para las cópulas elípticas de mayor dimensión, el tau
de Kendall, τ, o el rho de Spearman, ρ, puede ser usados para estimar los parámetros de la matriz de
correlación.
(ii) Máxima verosimilitud (MV). Cuando se conoce que las marginales pertenecen a una específica familia






c(Fδ,1(Xi,1), . . . ,Fδ,1(Xi,d))
]
,
donde δ= (δ1, . . . ,δd)′ y Xi = (Xi,1, . . . ,Xi,d), i = 1, . . . ,n son muestras del vector aleatorio X= (X1, . . . ,Xd).
(iii) Inferencia de las marginales (IM). Dado que no se suele conocer las marginales, Joe (1997) sugirió
realizar la maximización en dos etapas. En la primera, estimar separadamente las marginales y, en la






c(Fδ̂,1(Xi,1), . . . ,Fδ̂,1(Xi,d))
]
.
No obstante, a pesar de ser computacionalmente más eficiente, Joe (2005) mostró que este procedimiento
en dos etapas pierde eficiencia en algunos casos. Más aún, Kim (2007) mostró que los dos últimos
métodos no son robustos frente a malas especificaciones de las marginales.
(iv) Pseudo máxima verosimilitud (PMV). Debido a que las distribuciones de las marginales son casi siempre
desconocidas, el método de estimación natural de las marginales sería la estimación no paramétrica (ver



















Kim (2007) comparó los estimados obtenidos a través de las metodoloías MV, IM y PMV y mostró que
el estimado obtenido a través de PMV es la mejor alternativa en la mayoría de casos. En particular, sobre la
base de simulaciones, los métodos MV y IM no son robustos frente a malas especificaciones de las marginales.
En cambio, este autor mostró que cuando las marginales no son conocidas, los parámetros estimados con el
método PMV es la mejor alternativa.
De esta manera, tomando en cuenta lo visto en las cópulas en pares así como la mejor forma de estimar los
parámetros de las cópulas, el logaritmo de la función a maximizar es la siguiente: sea u= (u′1, . . . ,u′N)′ obser-
vaciones d-dimensional con u′i = (u′i,1, . . . ,u′i,d)′ ∈ [0,1]d, i = 1, . . . , N. Entonces el logaritmo de la función de
verosilimitud de una C-vine es el siguiente:







ln[c j, j+k|1,..., j−1],
donde
c j, j+k|1,..., j−1:= c j, j+k|1:( j−1)(F(ui, j| ui,1, . . . ,ui, j−1),F(ui, j+k| ui,1, . . . ,ui, j−1) | θ j, j+k|1,..., j−1)
denota las cópulas en pares con parámetros θ j, j+k|1,..., j−1.
De manera similar, el logaritmo de la función de verosilimitud de una D-vine es el siguiente:









ck,k+ j|k+1,...,k+, j−1 :=
ck,k+ j|k+1,...,k+ j−1(F(ui,k| ui,k+1, . . . ,ui,k+ j−1),F(ui,k+ j| ui,k+1, . . . ,ui,k+ j−1) | θk,k+ j|k+1,...,k+ j−1).
Las funciones de distribución condicional en ambas expresiones son obtenidas recursivamente usando la
función h()
h(u | v,θ) := F(u | v)=
∂Cuv j |v− j (F(u j | v− j),F(v j | v− j))
∂F(v j | v− j)
,
donde Cuv j |v− j es la función de distribución de una cópula bivariada arbitraria con parámetros θ y v− j representa
un vector con el j-ésimo componente v j, ver Aas, Czado, Frigessi, y Bakken (2009).
3.11 Selección del modelo
Una vez estimado los parámetros de varias cópulas para un mismo par de variables el siguiente paso será deter-
minar cuál de las cópulas candidatas será la elegida. Para ello, existen algunos criterios de selección de modelos.
Uno de ellos es el criterio de información Kullback-Leiber (KLIC, por sus siglas en inglés), desarrollado por
Kullback y Leiber (1951), el cual mide la distancia entre dos modelos estadísticos. El KLIC está definido de la
siguiente manera:
KLIC := E0[logh0(Yi | xi)]−E0[log f (Yi | xi, β̂)],
donde h0(· | ·) es la verdadero, pero desconocida, función de probabilidad condicional de Yi dado xi. E0 es el
valor esperado bajo el verdadero modelo y β̂ es el estimador del parámetro β en el modelo f (Yi | xi, β̂). De esta
manera, el modelo con la menor distancia KLIC será el mejor. Los test de Vuong y Clarke se basan en el KLIC.
No obstante, antes de presentar los test de Voung y Clarke, se presentarán los conocidos criterios de informaión
del Akaike y bayesiano de Schwarz.
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3.11.1 AIC
El criterio de información del Akaike (AIC, por sus siglas en inglés), desarrollado por Akaike (1974), es uno
de los criterios de selección más utilizados. Dado un conjunto de datos, varios modelos son comparados de
acuerdo al AIC siendo el mejor el que tenga el menor AIC. El AIC es definido de la siguinete manera:
AIC =−2l(θ̂ | x)+2k,
donde l(·) es el logaritmo de la función de verosimilitud, θ̂ es el vector de parámetros estimados del modelo, x
son los datos y k el número de parámetros del modelo. La primera parte del criterio es una medida de la bondad
de ajuste del modelo; mientras que la segunda parte es un término de penalidad. Sin embargo, una desventaja
del término de penalidad es que no considera el número de observaciones.
3.11.2 BIC
A diferencia del AIC, el criterio de información bayesiano (BIC) o el criterio de Schwarz, desarrollado por
Schwarz (1978), toma en cuenta el número de observaciones en el término de penalidad. El BIC es definido de
la siguinete manera:
BIC =−2l(θ̂ | x)+k log(n),
donde l(·) es el logaritmo de la función de verosimilitud, θ̂ es el vector de parámetros estimados del modelo, x
son los datos, k el número de parámetros del modelo y n es el número de observaciones. Así como en el caso
del AIC, la primera parte del criterio es una medida de la bondad de ajuste del modelo; mientras que la segunda
parte es un térmimo de penalidad.
3.11.3 El test de Vuong
Sean dos modelos f1(· | θ̂1) y f2(· | θ̂2) con parámetros estimados θ̂1 y θ̂2, respectivamente. El test de desa-
rrollado por Vuong (1989) utiliza el criterio de información Kullback-Leiber (KLIC) para estimar la hipótesis
nula
KLIC(h0, f1, θ̂1)= KLIC(h0, f2, θ̂2)
E0
[
log f1(X | θ̂1)
]= E0 [log f2(X | θ̂2)] .
Si E0
[
log f1(X | θ̂1)
]> E0 [log f2(X | θ̂2)] , el modelo 1 es el preferido. De esta manera, para observaciones






Bajo la verdadera distribución h0, m = (m1, . . . ,mn)′ es un vector aleatorio con media µm0 = (µm1 , . . . ,µmn )′.
Dado que µm0 no es conocido, no es posible someter a prueba directa que ambos modelos sean igualmente











Además, Vuong (1989) mostró que la distribución asintótica de 1n
∑n
i=1 m i se distribuye como una normal
estándar. Así, la hipótesis nula del test de Vuong es la siguiente:
H0 : E0[m i]= 0 versus H1 : E0[m i] 6= 0, ∀i = 1, . . . ,n.







donde Φ−1 es la inversa de la función de distribución normal estándar. Si v <Φ−1 (1− α2 ) , elegimos el modelo
2. Si v >Φ−1 (1− α2 ) , preferimos el modelo 1 frente al 2.
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3.11.4 El test de Clarke
El test propuesto por Clarke (2007), así como el test de Vuong, también utiliza el criterio de información
Kullback-Leiber (KLIC). La diferencia entre ellos es la hipótesis nula. Ésta es la siguiente:
H0 : P (m i > 0)= 0.5, ∀i = 1, . . . ,n,





. La hipótesis nula establece que los logaritmos de los ratios de verosimilitud deben
de estar igualmente distribuidos alrededor del cero. De esta manera, la mitad de los ratios de verosimilitud
deberían ser mayores a cero y la mitad menores a cero.





donde I es la función indicadora y
d i = log f1(xi | θ̂1)− log f2(xi | θ̂2).
Clarke (2007) demostró que B tiene una distribución binomial con parámetros n y p = 0.5. De esta manera,






3.12 Test de bondad de ajuste
El test de bondad de ajuste de un modelo mide el nivel de ajuste de éste con respecto a los datos observados,
es decir, se centran en la discrepancia entre le valor observado y esperado bajo el modelo en cuestión. Algunos
de los test estadísticos más conocidos son el de Kolmogorov-Smirnov (K-S) y el de Anderson-Darling (A-D).
No obstante, antes de presentarlos, una herramienta gráfica que da informacón acerca del nivel de ajuste de los
datos de un modelo es el conocido gráfico cuantil cuantil o qq-plot.
3.12.1 Análisis gráfico
Una herramienta gráfica de diagnóstico alternativa son los gráficos cuantil cuantil o qq-plot propuesto por Wilk
y Gnanadesikan (1968). Estos gráficos permiten comparar los funciones de distribución acumulada empíricas
de los datos observados y simulados. Si estas dos funciones son iguales, entonces el gráfico es similar a una
línea de 45◦.
3.12.2 Análisis estadístico
El test de Kolmogorov-Smirnov (K-S), desarrollado por Kolmogorov y Smirnov (1933), es una prueba no
paramétrica de bondad de ajuste de dos distribuciones de probabilidad. El test compara la máxima diferencia
entre la distribución de los retornos simulados y los retornos históricos, donde la hipótesis nula es que las dos




donde F(x) es la función de distribución de los datos y F̂(x) es la función de distribución estimada.
No obstante, el estádístico K-S otorga la misma importancia a las colas que al centro de las distribuciones
que está comparando, es decir, mide la distancia máxima entre las dos distruciones, pero sin importar dónde
de mide esa distancia. Una alternativa a ello es utiliazar el test de Anderson Darling (A-D), desarrollado por
Anderson y Darling (1952). Como en el caso del test K-S, una variante del test de A-D mide la distancia entre







De esta manera, el denominador se vuelve pequeño en los valores extremos de x. Así, las desviaciones entre
F y Fn en las colas obtienen más peso que en el centro de la distribución.
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Capítulo 4
Optimización del modelo M-CVaR con
retornos no gaussianos
4.1 Introducción
En este capítulo se realizará un ejercicio de optimización de un portafolio de inversión utilizando al CVaR
como medida de riesgo y tomando en cuenta que los retornos de un conjunto de índices no se distribuyen como
una normal. Para ello, en la segunda sección, se mostrarán brevemente las diferentes formas de generar los
escenarios para la optimización del modelo M-CVaR. Luego se eligirá una de ellas y se presentará la forma en
la cual se generarán tales escenarios. Dado que esto involucrará el uso de varias teorias, éstas se presentarán en
las siguientes secciones.
Así, en la tercera sección, se presentará la teoría de series de tiempo, en particular, los modelo autocorre-
lacionados y de volatilidad condicional (ARMA-GARCH), algunas de sus extensiones más utilizadas (GJR) y
el test de bondad de ajuste de Ljung y Box (1978). Además, en la cuarta sección, se presentará brevemente la
teoría de optimización de portafolios desarrolladas por H. Markowitz.
Finalmente, en la quinta sección, se aplican estos conceptos junto con la teoría de cópulas con el fin de
simular los escenarios para luego, en la sexta sección, realizar la optimización de un portafolio de inversión.
No obstante, antes se mostrará los hechos estilizados de los retornos de las series financieras y las maneras de
modelarlas.
En particular, dado que las series presentan autocorrelación, se modelarán las series para extraer el compo-
nente temporal. Con los retornos filtrados se modelará de dependencia contemporánea de los datos a través de
la teoría de cópulas. El proceso de obtención de los retornos simulados será el siguiente: se simularán los escen-
raios para la optimización del portafolios de inversión y con esto finalmente, se muestran los resultados de la
optimización del modelo M-CVaR y se compararán con los obtenidos a través del modelo M-V de Markowitz.
4.2 Generación y simulación de escenarios
4.2.1 Generación de escenarios
Siguiendo a G. Guastaroba, R. Mansini, G. Speranza (2009), se revisarán algunas técnicas de generación de es-
cenaios sin pretender cubrir todas ellas. Dentro de las técnicas de generación de escenarios, podemos encontrar
las siguientes:
1. Técnica de datos históricos: uno de los más usados por su simplicidad. Se basa en el supuesto de que los
datos históricos son posibles escenarios futuros. Esta técnica no requiere un supuesto sobre la función
de distribución para los retornos ni se requiere calcular las correlaciones entre los activos, debido a que
están implícitamente consideradas en los datos del mercado. Esta técnica preserva la media y varianza
de los retornos. A pesar de ser uno de los más usados, la desventaja de esta técnica radica en que los
datos futuros pueden ser sustancialmente diferentes a los observados en el pasado. Además, el número
de escenarios que pueden ser producidos está limitado a la disponibilidad de la información.
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2. Bootstrapping: cada escenario corresponde a la realización conjunta de los retornos de todos los acti-
vos dado un período de tiempo dado. De esta manera, cada escenario puede ser remuestrados dada una
probabilidad constante repitiéndose el proceso hasta que la muestra alcance el tamaño deseado. Esta
aproximación preserva la correlación entre los activos. La potencial desventaja radica en la utilización
de datos históricos pues los retornos futuros pueden ser sustancialmente diferentes a los observados en el
pasado.
3. Simulación de montecarlo: aproximación paramétrica que consiste en generar escenarios de acuerdo a
una específica función de distribución. El punto más importante es elegir aquella distribución conjunta
que mejor ajusta a los retornos históricos. Normalmente se utiliza la funcion de distribución normal
estándar multivariada. Sin embargo, otras distribuciones han sido utilizadas debido a que los retornos
tienden a ser leptocúrticos, siendo paticularmente utilizada de distribución t-student. La principal ventaja
radica en la no utilización de los datos.
4. M-GARCH: ésta es una de las formas de modelar la dinámica conjunta de los datos. Sin embargo, la
dificultad de estos métodos radica en la cantidad de parámetros a estimar pues estos se incrementan dra-
máticamente con el número de variables. Otra dificultad con estos modelos radica en la elección de la dis-
tribución condicional de los retornos. Cuando las distribuciones marginales son gaussianas, la extensión
al caso multivariado es trivial. Sin embargo, cuando las distribuciones no muestran este comportamiento,
a veces la distribución multivariada no existe.
En resumen, las aproximaciones no paramétricas (histórico y bootstrapping) tienen la ventaja de ser sim-
ples de implementar. Las paramétricas (montecarlo y M-GARCH) dependen de la distribución asumida. Sin
embargo, las no paramétricas son criticadas debido a que dependen de la muestra. Si la muestra está sesgada,
entonces también lo estarán los escenarios. Por ello, teniendo en cuenta los hechos estilizados y las ventajas
y desventajas de las distintas alternativas de generación de escenarios, realizaremos la generación simulando
escenarios utilizando cópulas en pares para modelar la dependencia contemporánea de los datos. En la siguiente
sección se detallará el procedimiento a seguir para generar los escenarios simulados.
4.2.2 Simulación de escenarios
Con el fin de generar los escenarios para la optimización del modelo M-CVaR y teniendo en cuenta que los
retornos no son gaussianos, se realizarán los siguientes pasos:
1. Dado que las series presentan autocorrelación en los retornos y en las volatilidades, se removerán estos
efectos fijando para cada índice un modelo ARMA(1,1)-GARCH(1,1). Se utilizó este modelo debido a
que dentro de la literatura empírica es el más usado. No obstante, se escogerá el modelo que presente
mejor ajuste tomando en cuanta tres criterios de selección (el valor del logaritmo de la función de vero-
similitud, el criterio del Akaike y el criterio bayesiano de Schwarz). Además, se modelarán los índices
con un modelo alternativo GJR para capturar el efecto apalancamiento, el cual se detallará más adelante.
Finalmente, se asumirán distintas distribuciones para los errores como la distribuciones t-student.
2. Utilizando los parámetros estimados de los modelos escogidos en el paso 1, filtramos las series y obtene-
mos los residuos estandarizados. Esto será de especial importancia para poder luego utilizar la metodolo-
gía de cópulas, pues ella requiere que los datos tengan esa característica.
3. Teniendo los residuos estandarizados de todos los índices, se modelará la interdependencia contemporá-
nea de estos datos a través de la teoría de cópulas. En particular, se utilizarán cópulas en pares de reciente
utililización para estimar los parámetros.
4. Con los parámetros estimados de todas las cópulas en pares, realizamos la simulación de residuos estan-
darizados.
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Figura 4.1: Proceso para la simulación de escenarios
5. Finalmente, usando los residuos estandarizados simulados en el paso previo como insumos i.i.d., reintro-
ducimos la autocorrelación serial de los retornos y las volatilidades utilizando los parámetros estimados
de los modelos escogidos del paso 1 para, finalmente, obtener los retornos simulados con los cuales se
realizará la optimización del modelo M-CVaR.
Los pasos arriba mencionados están esquematizados en la Figura 4.1.
4.3 Modelos de series de tiempo
En esta sección se introducirá brevemente algunos conceptos de la teoría de series de tiempo que serán nece-
sarios para modelar los datos. En primer lugar, se presentará el conocido modelo ARMA-GARCH. Luego, se
presentarán algunas de las extensiones del modelo GARCH más utilizadas para modelar los retornos de las
series financieras. Finalmente, se presentará el test de bondad de ajuste de Ljung Box (1978). Para mayores
referencias ver Enders (2010) y Hamilton (1994).
4.3.1 Modelo ARMA-GARCH
La necesidad de predecir las rentabilidades futuras de un activo así como de analizar el riesgo de mantener
ese activo por un determinado período de tiempo ha llevado al desarrollo de nuevas técnicas de modelamiento
dentro de la teoría de las series de tiempo. En esa línea, los Modelos Autoregresivos de Heteroscedasticidad
Condicionada (ARCH), introducidos por Engle (1982), fueron específicamente diseñados para modelar y hacer
pronósticos de la varianza condicionada. En estos modelos, la varianza de la variable dependiente es mode-
lada como una función del valor pasado de la misma variable dependiente. La especificación de la varianza
condicional ARCH(1,1) es la siguiente:
Yt = X ′tθ+εt
σ2t =ω+αε2t−1 +βσ2t−1,
donde la primera ecuación es la de la media condicional; mientras que la segunda es llamada la ecuación de la
variainza condicional. Esta última ecuación es una función de tres componentes:
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• Un término constante: ω.
• Noticias acerca de la volatilidad del período previo, medido como el rezago del residuo al cuadrado de la
ecuación de la media ε2t−1 (término ARCH).
• La varianza del período anterior σ2t−1.
En forma intuitiva, la ecuación de la varianza condicional se puede interpretar la predicción de la varianza
es la media ponderada de la siguiente manera: un promedio de largo plazo (la constante), la varianza del período
previo (el término GARCH) y la información acerca de la volatilidad observada en el período previo (el término
ARCH).
No obstante, en aplicaciones empíricas a menudo se requiere que el modelo de la varianza condicional
tenga una memoria más larga y una estructura de retardos más flexible. Esto se logra extendiendo los modelos
ARCH con la clase de Modelos Generalizados Autoregresivos de Heteroscedasticidada Condicional (GARCH)
introducidos por Bollerslev (1986). Estos modelos pueden ser estimados escogiendo los parámetros p y q. La












4.3.2 Extensiones al modelo GARCH
Aunque el modelo GARCH es ampliamente utilizado en las aplicaciones financieras para modelar la volatilidad
condicionada de las series de tiempo, debido a que en su formulación solamente aparecen los residuos al
cuadrado, el modelo no logra capturar una interesante característica de las series fianancieras: el hecho que
noticias negativas (shocks negativos) parecen tener un efecto más pronunciado sobre la volatilidad que las
noticias positivas (shocks positivos). Esto se debería a que cuando el mercado es sorprendido negativamente
(noticias negativas), los precios tienden a bajar produciéndose un efecto de "palanca", lo cual genera mayor
volatilidad. Glosten, Jaganthan y Runkle (1994) mostraron la manera cómo las noticias negativas y positivas
tienen diferentes efectos sobre la volatilidad. En ese sentido, εt−1 = 0 representa el umbral a través del cual
shocks mayores al umbral tienen un efecto diferente que shocks debajo de este umbral. Formalmente, el modelo


















1, si εt−i < 0
0, si εt−i ≥ 0 .
De esta manera, las buenas noticias, εt−i ≥ 0 y las malas noticias, εt−i < 0 tienen diferentes efectos sobre
la varianza condicional. Las buenas noticias tienen un impacto de αi; mientras que las malas noticias tienen un
impacto de αi +γi.
Otro modelo que permite capturar el efecto asimétrico de las noticias es el GARCH exponencial (EGARCH)















El hecho que la variable dependiente sea log(σ2t ) implica que el efecto de palanca es exponencial en lugar
de ser cuadrático. Para capturar el efecto palanca, en lugar de usar el valor de ε2t−i, el modelo EGARCH usa el
valor estandarizado de εt−i. Nelson (1991) argumenta que esta estandarización permite una mejor interpretación
del tamaño y persistencia de los shocks. De esta manera, si εt−i
σt−i
es positivo, el efecto de los shocks sobre el
logaritmo de la varianza condicional es (αi+ γi). Por otro lado, si εt−iσt−i es negativo, el efecto de los shocks sobre
el logartimo de la varianza condicionale es (−αi+ γi).
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No obstante, aunque estos modelos (GJR, EGARCH) permitirían tener un mejor ajuste al tomar en cuenta
una característica presente en la mayoría de las series de tiempo, el modelo GARCH tiene varios beneficios:
1. El modelo GARCH representa el modelo más parsimonioso, lo cual implica que se estimen menos coefi-
cientes. De acuerdo con Box y Jenkins (1994), a menores parámetros a estimar, menor la posibilidad de
que uno se pueda equivocar.
2. El modelo GARCH captura mucha de la variabilidad de las series de tiempo. En particular, suele ser
común que en aplicaciones empíricas se utilicen solamente modelos GARCH con bajos valores para
p y q. De acuerdo con Bollerslev, Chou y Kroner (1992), los modelos GARCH(1,1), GARCH(2,1) o
GARCH(1,2) son adecuadas representaciones de la volatilidad de las series fianancieras, incluso sobre
largos períodos de riempo.
4.3.3 El test de Ljung Box
Ljung y Box (1978) desarrollaron el test Ljung-Box para medir la independencia de los residuos de un modelo.
Luego de especificar un modelo de serie de tiempo se observan los residuos y su autocorrelación. Si el modelo






donde n es el tamaño de la muestra; L es el número de rezagos incluidos en el estadístico; y r2k es la autocorre-
lación muestral al cuadrado hasta el rezago k, se distribuye como una χ2m con m grados de libertad.
4.4 Optimización del modelo M-V de Markowitz
El punto de partida de la teoría de la optimización de portafolios, desde un punto de vista matemático, es el
trabajo de H. Markowitz (1952) sobre el criterio media-varianza. Debido a la facilidad de su aplicación, el
modelo de Markowitz continúa siendo utilizado. No obstante, la simplicidad de su modelo es también la base
de algunas desventajas. El modelo es el siguiente.
Considere un mercado donde d diferentes activos con precios p1, p2, . . . , pd > 0 en el tiempo t = 0 son
intercambiados. Los precios P1(T),P2(T), . . . ,Pd(T) al final del período t = T no son conocidos. Así, ellos son
modelados sobre un espacio de probabilidad (Ω,F ,P).
Por otro lado, sean los retornos de los activos
R i(T)= Pi(T)p i
, i = 1, . . . ,d,
y se asume que se conoce, o se ha estimado, las medias, varianzas y covarianzas
E(R i(T))=µi para i = 1, . . .d,
Cov(R i(T),R j(T))=σi j para i, j = 1, . . . ,d.
Se asume que cada activo es perfectamente divisible de modo que uno podría tener ϕi ∈R participación del
activo.
Denición 50. Se asume que un inversionista con una riqueza inicial x > 0 tiene una participación de ϕi ≥ 0
del activo i = 1, . . . ,d con
d∑
i=1
ϕi · p i = x.
Entonces, el vector del portafolio π= (π1, . . . ,πd) está definido de la siguiente manera







es llamado el retorno del portafolio.










πi ·σi j ·π j.
De esta manera, una formulación de la aproximación media-varianza será aquella que maximiza la media




sujeto a πi ≥ 0 para i = 1, . . . ,d,
d∑
i=1
πi = 1, V ar(Rπ)≤ c1.
Se está considerando el supuesto usual de no ventas en corto (πi ≥ 0). El problema de maximizar la media
del retorno del portafolio implica que bajo todas los posibles portafolio π ∈Rd, se considera solo aquellos que
satisfacen la restricción de tener una varianza menor o igual a c1.
Por otro lado, una formulación alternativa implica minimizar la varianza de los retornos del portafolio




sujeto a πi ≥ 0 para i = 1, . . . ,d,
d∑
i=1
πi = 1, E(Rπ)≥ c2.
La formulación anterior implica que bajo todos los posibles portafolios π ∈Rd, considere solo aquellos que
satisfacen la restricción de un retorno esperado como mínimo de c2.
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4.5 Tratamiento de los datos
En esta sección se realizará la simulación de los retornos de un conjunto de índices financieros para ser utili-
zados en la optimización de un portafolio de inversiones. Se verá, en línea con los hechos estilizados, que los
retornos de estos índices no se distribuyen normales, debido a la presencia de sesgo y curtosis. Además, las
series muestran autocorrelación y agrupamiento de las volatilidades. Para remover estas dos últimas caracterís-
ticas, se utilizará la teoría de series de tiempo.
Luego se proceder a modelar la dependencia contemporánea de los residuos a través de cópulas en pares
para, de esta manera, simular los escenarios a utilizar en la optimización del portafolio de inversión.
4.5.1 Datos
La información utilizada para la optimización del portafolio son índices representativos (benchmarks) de los
mercados de renta fija, renta variable y commodities. Para el caso de los índices de renta fija, se utilizaron los
bonos categoría grado de inversión de EE.UU. (USIG), bonos categoría grado de inversión de países emergentes
(EMIG) y bonos de alto riesgo de países emergentes (EMHY). Para el caso de la renta variable, se utilizaron
los índices de acciones que forman parte del S&P500 (EE.UU.), acciones de otros países desarrollados (EAFE:
Europe, Australasia, and Far East) y de países emergentes (EM). Finalmente, se utilizan índices representativos
de los mercados de materias primas (commodities).
La muestra utilizada para la optimización es de frecuencia mensual, los retornos se han calculado como
Rt = (Pt/Pt−1 −1)×100, donde Pt es el valor del índice en un mes determinado y Pt−1 es el valor del índice
en el mes previo, cubre poco más de 10 años de historia (137 observaciones) y cubre dos episodios de crisis en
EE.UU. (2001 y 2008). Las fuentes de información son Barclays Bank, J.P. Morgan y Bloomberg. El Cuadro 4.1
muestra un resumen de los índices utilizados
Activo Benchmark Fuente
Renta Fija
USIG Barclays U.S. Credit 1-5 years Tot Ret Idx Barclays Bank
EMIG EMBIG Credit IG only Cum Tot Ret Idx J.P.Morgan
EMHY EMBIG Credit Non-IG Cum Tot Ret Idx J.P.Morgan
Renta Variable
EEUU S&P500 Net Tot Ret Bloomberg
EAFE MSCI Daily TR Net EAFE USD Bloomberg
EM MSCI Daily TR Net Emerging Market USD Bloomberg
Otros
Commodity DJ UBS Commodity Index Tot Ret Bloomberg
Cuadro 4.1: Índices utilizados para el proceso de optimización
4.5.2 Hechos estilizados de los retornos de los activos financieros
Existe amplia evidencia empírica1 que muestra que los retornos de los activos no se distribuyen como una
normal. En particular, Cont (2001) resume los siguientes hechos estilizados de los retornos de los diferentes
tipos de activos:
1. Colas anchas: la distribución incondicional de los retornos tiene colas anchas (mayores a las determina-
das por la distribución normal). Esto significa que si utilizamos la distribución normal para modelar los
retornos de los activos fianancieros, subestimaremos el número y la magnitud de caídas bruscas o subidas
rápidas de los precios de los activos. Esto se conoce como curtosis.
1Ver, por ejemplo, Bollerslev, Chou y Kroner (1992), Pagan (1996), Shephard (1996), Campbell, Lo y MacKinlay (1997), Gourié-
roux y Jasiak (2001).
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Figura 4.2: Histograma de retornos mensuales y distribución normal de USIG, EMIG, EMHY, EEUU, EAFE y EM
2. Asimetría: las distribuciones incondicionales de los retornos están negativamente sesgadas, lo cual sugie-
re que retornos negativos extremos son más frecuentes que los retornos positivos extremos.
3. No normalidad: bajo diferentes frecuencias (diaria, semanal, mensual), los retornos de los activos no
siguen una distribución normal. Sin embargo, conforme la frecuencia de los retornos aumenta, la distri-
bución de los retornos se acercan a la distribución normal.
4. Ausencia de autocorrelación serial: los retornos de los activos generalmente no muestran una significati-
va autocorrelación serial, excepto en los datos de alta frecuencia (diaria, semanal).
5. Agrupamiento en la volatilidad: la volatilidad de los retornos está serialmente autocorrelacionada, lo cual
sugiere que grandes retornos (positivos o negativos) tienden a ser seguidos por otros grandes retornos
(positivos o negativos).
6. Correlación cruzada variante en el tiempo: las correlaciones entre los retornos de los distintos activos
tienden a incrementarse particularmente durante períodos de alta incertidumbre.
Ahora utilizaremos los benchmarks arriba mencionados para comprobar si estos muestran algunos de los
hechos estilizados mencinados anteriormente. La Figura 4.2 muestra los histogramas de los retornos mensuales
de los índices y se ha superpuesto las respectivas distribuciones normales asociadas utiizando la media y la va-
rianza de cada serie. Las diferencias entre los histogramas y las distribuciones normales mostrarían, de manera
gráfica, asimetría y colas anchas.
Por su parte, el Cuadro 4.2 el resumen de los estadísticos descriptivos2 de los índices. Los datos muestran
que todos presentan asímetría así como curtosis.
Por otro lado, el Cuadro 4.3 muestra el estadístico basado en momentos de Jarque Bera (1980) para contras-
tar la hipótesis nula que los retornos se distribuyen como una normal. El estadístico está definido de la siguiente
2Los datos de la media y desvío estándar están anualizados.
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Activo Media Des. Est. Sesgo Curtosis
USIG 0.0604 0.0348 -1.3047 9.0811
EMIG 0.0925 0.0724 -1.3690 11.6133
EMHY 0.1117 0.1237 -1.6249 10.8439
EEUU 0.0126 0.1471 -1.1421 6.6665
EAFE 0.0289 0.1684 -0.9031 5.9544
EM 0.1205 0.2168 -0.9543 6.0957
Comm 0.0610 0.1483 -1.0936 5.9714










donde n es el tamaño de la muestra, s es el coeficiente de asimetría muestral y k es la curtosis muestral. Bajo
la hipotesis nula de que los datos se distribuyen como una normal, el test se distribuye como una χ22 con dos
grados de libertad. De acuerdo con los datos del Cuadro 4.3, en todos los casos se rechaza la hipótesis nula de
normalidad. El rechazo en los tests se debe a la asimetría y la curtosis observadas anteriormente.
Activo Sesgo Curtosis J-B p-value
USIG -1.3047 9.0811 249.9633 0.0000
EMIG -1.3690 11.6133 466.2930 0.0000
EMHY -1.6249 10.8439 411.5000 0.0000
EEUU -1.1421 6.6665 106.5206 0.0000
EAFE -0.9031 5.9544 68.4482 0.0000
EM -0.9543 6.0957 75.4990 0.0000
Comm -1.0936 5.9714 77.7063 0.0000
Cuadro 4.3: P-values de las pruebas de normalidad de Jarque Bera
Otro importante hecho estilizado de los retornos de los activos es la autocorrelación en los retornos y en las
volatilidades. Para someter esto a prueba, utilizamos el test estadístico Q de Ljung-Box, cuya hipótesis nula es
la ausencia de autocorrelación serial hasta el rezago k. El estadístico está definido de la siguiente manera:
67
Autocorrelación en los retornos
hasta el orden


































































































donde n es el tamaño de la muestra; L es el número de rezagos incluidos en el estadístico; y r2k es la autocorre-
lación muestral al cuadrado hasta el rezago k. El test para la dependecia serial en las volatilidades (retornos al
cuadrado) puede ser ejecutado también a través del estadístico Q de Ljung-Box. Los Cuadros 4.4 y 4.5 mues-
tran los p-value del estadístico Q de Ljung-Box entre paréntesis para los retornos y los retornos al cuadrado
(para la volatilidad) de la hipótesis nula de ausencia de correlación serial hasta los órdenes 1, 5, 10, 15 y 20,
respectivamente.
En línea con los hechos estilizados mencionados anteriormente, los resultados muestran que los retornos
están serialmente autocorrelacionados y las correlaciones seriales son mayores para los retornos al cuadrado. De
manera gráfica, la dependencia serial en los retornos y en las volatilidades se observa en los autocorrelogramas
de los retornos y los retornos al cuadrado hasta el orden 20 (Figuras 4.3 y 4.4).
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Autocorrelación en los retornos
al cuadrado hasta el orden




























































































Cuadro 4.5: P-values de las pruebas de autocorrelación de los retornos al cuadrado de Ljung Box
Figura 4.3: Autocorrelograma de los retornos
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Figura 4.4: Autocorrelograma de los retornos al cuadrado
Ahora veremos, de manera gráfica, que los cuatro momentos de los retornos varían en el tiempo. La Figura
4.5 muestra la evolución de los primeros cuatro momentos del índice EEUU (para el S&P500) usando una
ventana de 6 meses de rentabilidades diarias. En ella se observa que en los períodos de crisis (2001, 2008) la
volatilidad (medida a través del desvío estándar) aumentó. El sesgo y la curtosis también se ven afectados.
Finalmente, los Cuadros 4.7 y 4.8 muestran la matriz de correlaciones de los retornos mensuales de todos los
índices en dos períodos de tiempo. Como mencionamos, las correlaciones cambian en el tiempo, en particular,
en momentos de alto estrés en los mercados. Esto implica que cuando las correlaciones se incrementan durante
períodos de alta turbulencia, los beneficios de la diversificación se reducen fuertemente justo cuando ellos son
más necesarios. El Cuadro 4.7 muestra las correlaciones utilizando toda la muestra; mientras que el Cuadro 4.8
muestra la matriz de correlaciones en el período más crítico de la crisis (2008). Se observa que, en la mayoría
de los casos, las correlaciones entre los diferentes índices aumentó en el período más crítico de la crisis.
Índices Estat USIG EMIG EMHY EEUU EAFE EM Comm
Toda la muestra
USIG Corr 1.000 0.755 0.484 0.164 0.246 0.254 0.198
p-value (0.00) (0.00) (0.00) (0.05) (0.00) (0.00) (0.00)
EMIG Corr 0.755 1.000 0.757 0.310 0.361 0.368 0.136
p-value (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.11)
EMHY Corr 0.484 0.757 1.000 0.504 0.511 0.525 0.251
p-value (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
EEUU Corr 0.164 0.310 0.504 1.000 0.898 0.800 0.351
p-value (0.05) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
EAFE Corr 0.246 0.361 0.511 0.898 1.000 0.880 0.498
p-value (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
EM Corr 0.254 0.368 0.525 0.800 0.880 1.000 0.492
p-value (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Comm Corr 0.198 0.136 0.251 0.351 0.498 0.492 1.000
p-value (0.00) (0.11) (0.00) (0.00) (0.00) (0.00) (0.00)
Cuadro 4.6: Matriz de correlación y p-value de los retornos
70
Figura 4.5: Los cuatro primeros momentos de los retornos diarios del S&P500 (EE.UU.) varían en el tiempo usando
una muestra móvil de 6 meses
De manera gráfica, se puede observar que las correlaciones de los retornos del S&P500 (EEUU) frente
a cuatro diferentes índices varían en el tiempo. En particular, la Figura 4.6 muestra que las correlaciones de
EEUU vs EM y Comm se ha incrementado luego de la crisis y se han mantenido en esos niveles.
En conclusión, dados los resultados anteriores, asumir que los retornos de los índices tengan un comporta-
miento gaussiano podría generar una equivocada elección del portafolio, debido a la subestimación de pérdidas
extremas. El siguiente paso será filtrar las series de la autocorrelación.
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Índices Estat USIG EMIG EMHY EEUU EAFE EM Comm
Durante la crisis
USIG Corr 1.000 0.786 0.761 0.428 0.557 0.611 0.317
p-value (0.00) (0.03) (0.04) (0.33) (0.19) (0.14) (0.48)
EMIG Corr 0.786 1.000 0.942 0.754 0.841 0.862 0.457
p-value (0.03) (0.00) (0.00) (0.05) (0.01) (0.01) (0.30)
EMHY Corr 0.761 0.942 1.000 0.820 0.873 0.932 0.688
p-value (0.04) (0.00) (0.00) (0.02) (0.01) (0.00) (0.08)
EEUU Corr 0.428 0.754 0.820 1.000 0.985 0.895 0.729
p-value (0.33) (0.05) (0.02) (0.00) (0.00) (0.00) (0.06)
EAFE Corr 0.557 0.841 0.873 0.985 1.000 0.925 0.699
p-value (0.19) (0.01) (0.01) (0.00) (0.00) (0.00) (0.08)
EM Corr 0.611 0.862 0.932 0.895 0.925 1.000 0.794
p-value (0.14) (0.01) (0.00) (0.00) (0.00) (0.00) (0.03)
Comm Corr 0.317 0.457 0.688 0.729 0.699 0.794 1.000
p-value (0.48) (0.30) (0.08) (0.06) (0.08) (0.03) (0.00)
Cuadro 4.7: Matriz de correlación y p-value de los retornos en el 2008
Figura 4.6: Correlaciones de retornos diarios del S&P500 (EE.UU.) y otros activos usando una ventana de 6 meses
72
4.5.3 Elección del modelo de serie de tiempo
En la sección anterior mostró, a través de las gráficas de autocorrelación de los retornos y los retornos al
cuadrado, que los retornos mostraban indicios de autocorrelación y heteroscedasticidad. El test de Ljung Box
confirmó la presencia de estas características en todas las series. Por ello, ajustaremos los modelos univaria-
dos ARMA(1,1) para la media condicional y, en primera instancia, modelos GARCH(1,1) para la varianza
condicional. Luego, modelaremos la varianza a través del modelo GJR para capturar el efecto de palanca. Pri-
mero asumiremos que los errores se distribuyen como una normal; luego, dada la presencia de colas anchas,
asumiremos que los errores se distribuyen como una t-student.
De esta manera, estimaremos cuatro modelos por índice. Para elegir al modelo más adecuado de entre los
cuatro estimados utilizaremos el valor de la función de verosimilitud. Además, dado que se estimarán modelos
con distinto número de variables, utilizaremos los criterios del Akaike (AIC) y el criterio de Schwarz (BIC).
El Cuadro 4.8 muestra los parámetros estimados de los cuatro modelo del índice USIG junto con sus
respectivos p-value entre paréntesis.
Índice USIG
Modelo ARMA-GARCH ARMA-GJR










































































Cuadro 4.8: Coeficientes estimados, p-values y grados de libertad del índice USIG
Para el modelo de la media condicional, existe evidencia estadística que soporta la idea de que los retornos
están autocorrelacionados, lo cual se mostró en los valores de los test Q de Ljung-Box de orden 5 y 10. Por otro
lado, para el modelo de la varianza condional, no existe evidencia del efecto ARCH. Tampoco existe evidencia
del efecto apalancamiento en el modelo GJR. No obstante, existe evidencia de que existe el efecto GARCH en
todos los modelos. Finalmente, el valor de los grados de libertad y sus p-values asociados parecen soportar la
idea de que asumir una distribución t-student para los errores parece ser adecuada.
El Cuadro 4.9 muestra el valor de los tres criterios de selección del modelo con mejor ajuste.
El mayor valor de la función de verosimilitud y los menores valores del AIC y BIC sugieren que la mejor
elección sería el modelo ARMA-GARCH con distribución de errores t-student. Esto es consistente con el hecho
que los coeficientes de apalancamiento no sean significativos, descartando al modelo ARMA-GJR. Además, el
valor así como la significancia de los grados de libertad sugieren que asumir una distribución t-student para los
errores sería adecuada.
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Cuadro 4.9: Valor de la función de verosimilitud, AIC y BIC
A pesar que el modelo ARMA-GARCH con distribución de errores t-student sería la mejor elección, nos
falta ver si los residuos estandarizados de esta regresión no presentan evidencia de autocorrelación ni heteros-
cedasticidad. Los residuos estandarizados, ẑt, se calculan a partir de la muestra (x1, . . . , xn) y de los parámetros
estimados de la siguiente manera:
ẑt = (xt − µ̂t)
σ̂t
para t = 1,2, . . . ,n. El Cuadro 4.10 nuestra los estadísticos de Ljung-Box de orden 5, 10, 15 y 20, así como sus
p-values entre paréntesis, de los residuos estandarizados del modelo seleccionado.
Autocorrelación en los residuos
estandarizados de orden











Autocorrelación en los residuos
estandarizados al cuadrado de orden











Cuadro 4.10: P-values de las pruebas de autocorrelación de Ljung Box de los residuos estandarizados
En efecto, los resultados muestran que no se puede rechazar la hipótesis nula de ausencia de autocorrelación
en los residuos estandarizados ni en los residuos estandarizados al cuadrado. Por ello, para el caso del índice
USIG, el modelo elegido será el ARMA(1,1)-GARCH(1,1) con distribución de errores t-student.
De manera análoga, se realizará el mismo análisis para el resto de índices. El Cuadro 4.18 muestra las
elecciones finales.
Por otro lado, el Cuadro 4.17 muestra el resumen de los tres criterios utilizados en la selección del modelo














































































Cuadro 4.11: Coeficientes estimados, p-values y grados de libertad del índice EMIG
Índice EMHY
Modelo ARMA-GARCH ARMA-GJR
























































































































































Cuadro 4.13: Coeficientes estimados, p-values y grados de libertad del índice EE.UU.
Índice EAFE
Modelo ARMA-GARCH ARMA-GJR
























































































































































Cuadro 4.15: Coeficientes estimados, p-values y grados de libertad del índice EM
Índice Comm
Modelo ARMA-GARCH ARMA-GJR


















































































































































































































Cuadro 4.17: Valor de la función de verosimilitud, AIC y BIC de los índices
De esta manera, dados los valores de los criterios de selección de los modelos, así como del análisis de los
niveles de significancia de los coeficientes estimados de todos los índices, los modelos finalmente seleccionados
se presentan en el Cuadro 4.18.
Finalmente, solo queda analizar si se logró remover la autocorrelación de los índices. Para ello, nuevamente
se recurrirá al estadístico Q de Ljung Box. En los Cuadros 4.19 y 4.20 se observan los resúmenes de los
valores del estadístico Q de Ljung Box así como sus p-values entre paréntesis para los residuos estandarizados
y residuos estandarizados al cuadrado de los modelos escogidos de acuerdo con los criterios del valor de la
función de verosimilitud, el AIC y BIC.
El ejercicio muestra que los residuos estandarizados de los modelos escogidos no muestran evidencia esta-
dística de autocorrelación en los retornos ni en las volatilidades. Estos residuos estandarizados serán utilizados










Cuadro 4.18: Modelos seleccionados
Autocorrelación en los residuos
estandarizados de orden














































































Cuadro 4.19: Resumen de los p-values de las pruebas de autocorrelación de los residuos estandarizados
Autocorrelación en los residuos
estandarizados al cuadrado de orden














































































Cuadro 4.20: Resumen de los p-values de las pruebas de autocorrelación de los residuos estandarizados al cuadrado
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Figura 4.7: Sobre la diagonal principal se muestra el scatter plot de cada par de series mientras que debajo de la
diagonal principal se muestran los p values de los test de independencia de cada par de variables
4.5.4 Elección de la vine cópula
La Figura 4.7 muestra sobre la diagonal principal los gráficos de dispersión de todos los índices y debajo de la
diagonal principal los p-values de la prueba de independencia bivariada propuesto por Genest y Favre (2007)
basado en el τ de Kendall. Se puede observar la baja dependencia, por ejemplo, entre USIG y el resto de activos
que no forman parte de la renta fija (EE.UU., EM, EAFE, Comm) pues el p−value es mayor a 0.05.
Los p− value en la diagonal inferior de la figura anterior nos dice que no hay evidencia estadística de
alguna variable pivote, pues no existe un caso en el cual el p− value de algún índice con respecto a los otros
rechace la hipótesis nula de independencia bivariada.
Este resultado es coherente con el hecho que los índices, por ejemplo, de renta fija de EE.UU. (USIG) y
los de la renta variable emergente (EM) o USIG y el índice de commodities (Comm) tengan una fuerte relación.
Los determinantes del comportamiento de los índices de renta fija grado de inversión en EE.UU. (USIG) son
diferentes a, por ejemplo, los de commodities. Si bien es cierto parte del cambio en el precio de los commodities
se debe a factores financieros, las noticias económicas provenientes de China (mayor consumidor mundial de
commodities) es uno de los principales determinantes de sus precios.
De esta manera, teniendo en cuenta este hecho junto con los resultados del test de independencia bivariada,
se eligirá como estructura de datos a la D-Vine.
4.5.5 Estimación de parámetros de las cópulas en pares de los retornos filtrados
El siguiente paso es seleccionar las familias de cópulas bivariadas adecuadas para cada par de variables en
todos los árboles. Como se mencionó en la sección 3.11, existen varios criterios de selección de una cópula. Se
utilizarán estos criterios para explicar en detalle la elección de la primera cópula bivarida (USIG-EMIG) del
primer árbol.
80
Figura 4.8: Debajo de la diagonal principal se encuentran los gráficos de contornos; mientras que encima de la
diagonal principal se encuentran los gráficos de dispersión de las nueve variables
La Figura 4.8 muestra sobre la diagonal principal los gráficos de dispersión y los gráficos de contornos em-
píricos en la inferior para todas las variables. En general, se puede apreciar que no existe una relación negativa
entre las diferentes variables. Esto implica que no se tomarían en cuenta como candidatas a las versiones de
cópulas bivariadas rotadas 90◦ y 270◦. Por otro lado, se puede apreciar que, en términos relativos, existe una
mayor relación positiva entre los índices de la renta variable. En el caso de la relación USIG-EMIG, se puede
apreciar que existe una relación positiva entre ellas.
Por otro lado, las Figuras 4.9 y 4.10 muestran debajo de la diagonal principal los gráficos K-plot y chi-plot,
respectivamente. Estos gráficos confirman que no existen relaciones negativas entre las diferentes variables.
Para el caso de la relación USIG-EMIG, ambos gráficos confirmar que existe entre ellas una relación positiva.
La Figura 4.11 muestra en la esquina superior izquierda la función lambda empírica y en el resto la misma
función junto con las funciones lamda de una normal, t, Clayton, Gumbel, Frank, Joe, BB1 y BB6. Debido a la
cantidad de cópulas bivariadas, en la Figura 4.12 se encuentran las funciones lambda teóricas de las BB7, BB8
y las versiones rotadas 180◦ de la Clayton, Gumbel, Joe, BB1, BB6, BB7 y BB8.
Varias de estas cópulas son buenas candidatas para representar la relación bivariada de USIG-EMIG. En
particular, se podría descartar a la cópula Joe y la rotada Clayton.
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Figura 4.9: Sobre la diagonal principal se muestra el scatter plot de cada par de series mientras que debajo de la
diagonal principal se muestran los Chi plots para cada par de variables
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Figura 4.10: Sobre la diagonal principal se muestra el scatter plot de cada par de series mientras que debajo de la
diagonal principal se muestran los K plots para cada par de variables
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Figura 4.11: λ-función empírica de la cópula en par USIG-EMIG y de las teóricas Gaussiana, t, clayton, Gumbel,
Frank, Joe, BB1 y BB6
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Figura 4.12: λ-función de las cópula teóricas BB7, BB8 y las rotadas 180◦ Clayton, Gumbel, Frank, Joe, BB1, BB6,
BB7 y BB8
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Finalmente, se estimarán los parámetros de la cópula bivariada para USIG-EMIG a través de máxima ve-
rosimilitud. El Cuadro 4.21 muestra el valor del logaritmo de la función de verosimilitud, el valor del AIC, el
BIC y los criterios de selección de Vuong y Clarke.
De acuerdo al valor del logaritmo de la verosimilitud la cópula elegida sería la BB1 rotada 180◦. No obstante,
dado que las cópulas BB1, BB6, BB7 y BB8 son de dos parámetros, los valores de AIC y BIC serían más
adecuados para elegir a la cópula para USIG-EMIG. Ambos criterios indican que la cópula elegida sería la
Gumbel rotada 180◦. Además, el criterio de selección de Vuong, basado en darle un score positivo al modelo
que mejor ajusta los datos, indica lo mismo, aunque el criterio de Clarke indica que la elegida sería la Frank.
USIG-EMIG
l AIC BIC Vuong Clarke
Gaussiana 47.0802 -92.1604 -89.24774 4 7
t-Student 48.1511 -92.30226 -86.47695 4 9
Clayton 44.93877 -87.87755 -84.96489 1 -10
Gumbel 40.47271 -78.94542 -76.03277 1 -2
Frank 47.69148 -93.38297 -90.47031 3 15
Joe 27.59645 -53.19291 -50.28025 -14 -15
BB1 48.77615 -93.5523 -87.72699 4 4
BB6 40.46121 -76.92242 -71.09711 -1 -8
BB7 46.96222 -89.92443 -84.09912 0 -5
BB8 44.032974 -84.06594 -78.24064 1 4
Clayton 180 29.24313 -56.48626 -53.5736 -12 -15
Gumbel 180 49.12565 -96.2513 -93.33864 6 9
Joe 180 43.38846 -84.77693 -81.86427 -2 -9
BB1 180 49.2005 -94.40099 -88.57568 3 6
BB6 180 49.12293 -94.24585 -88.42054 1 3
BB7 180 46.45733 -88.91466 -83.08935 -1 -4
BB8 180 48.34615 -92.6923 -86.86699 2 11
Cuadro 4.21: Criterios de selección para la cópula bivariada USIG-EMIG
De esta manera, la cópula Gumbel rotada 180◦ es la elegida para representar la dependencia bivariada de
USIG-EMIG. A modo de resumen, la Figura 4.13 muestra el gráfico de dispersión de los retornos del índice
USIG frente al EMIG, así como los datos en escala de cópulas. El gráfico de contorno mostró junto con el
k-plot y el Chi-plot que la relación entre ambas variables es positiva. La función lambda sugirió que la cópula
Gumbel rotada 180◦ sería una buena elección; mientras que los criterios de elección dieron a ésta como la que
mejor ajusta los datos.
El ejercicio es análogo para el resto de índices así como para el resto de árboles.
Con la elección de las cópulas en pares se obtienen los parámetros respectivos y se procede a realizar la
simulación de 5,000 valores de cada uno de los residuos estandarizados. Estos valores preservan la dependencia
contemporánea de los datos. Luego, se procede a reintroducir la dependencia temporal a través de los paráme-
tros estimados de los modelos ARMA-GARCH. Finalemente, se obtienen los retornos simulados de los siete
índices que se utilizarán en la optimización del portafolio de inversión.
4.5.6 Test de bondad de ajuste de las cópulas
Aunque la elección del D-vine como estructura de los datos parece la más adecuada, se sometió a prueba
estadística si haber elegido un C-vine en lugar de un D-vine ajusta mejor los datos. Para ello, se estimó un
modelo C-vine y se calculó el valor del logaritmo de la función de verosimilitus así como los AIC y BIC. Los
resultados presentados en el Cuadro 4.22 muestran que haber optado por un D-vine ajusta mejor los datos.
Adicionalmente, se realizan las pruebas de Clarke y Vuong. Los valores de los p-values no son concluyentes
entre la elección de una estructura u otra (Cuadro 4.23).
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Figura 4.13: En la primera fila se observan los gráficos de dispersión de los retornos, de los datos en escala de



























Cuadro 4.23: P-value de las pruebas de Clarke y Vuong de la vine
4.5.7 Test de bondad de ajuste de los retornos simulados de los activos
Luego de la estimación de las cópulas bivariadas, la simulación de los residuos estandarizados y la posterior re-
incorporación de la dependencia temporal (utilizando los coeficientes estimados del modelo ARMA-GARCH),
se quiere saber si este ejercicio logró replicar el comportamiento de los retornos de los diferentes índices en
un contexto donde estos no son normales. Se debe tener presente que en los casos en los cuales las distribu-
ciones marginales no son normales (como es nuestro caso), la distribución multivariada tampoco será normal
y, más aun, en los casos en los cuales las distribuciones marginales son diferentes, la distribución conjunta
simplemente no existe.
Análisis gráfico
Para cada índice, se muestra a la izquierda el qq-plot de los retornos históricos asumiendo normalidad y a la
derecha el qq-plot de los retornos históricos frente a los retornos simulados. Se observa que en todos los casos
los retornos simulados aproximan mejor a los retornos históricos, en particular, se observa un mejor ajuste en
las colas. Esto será sometido a prueba estadística a través de las pruebas de Kolmogorov Smirnov y Anderson
Darling.
Análisis estadístico
De manera más formal, se realizan las pruebas de bondad de ajuste a través de la prueba de Kolmogorov-
Smirnov (K-S) para dos muestras. El contraste estadístico compara la máxima diferencia entre la distribución
de los retornos simulados y los retornos históricos, donde la hipótesis nula es que las dos variables tienen la




donde F(x) es la función de distribución de los datos y F̂(x) es la función de distribución estimada.
Como se mencionó anteriormente, el test de K-S le otorga la misma importancia a las colas que al centro
de las distribuciones que está comparando, es decir, mide la distancia máxima entre las dos distruciones, pero
sin importar dónde de mide esa distancia. Una alternativa a ello es utiliazar el test de Anderson Darling (A-D).
Como en el caso del test K-S, el test de A-D mide la distancia entre las dos distribuciones, pero está reescalado
al dividir la distancia por el desvío estándar de esa distancia. De esta manera, el denominador se vuelve pequeño
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Figura 4.14: QQ-plot de USIG con distribución normal (izquierda) y con los datos simulados (derecha)
Figura 4.15: QQ-plot de EMIG con distribución normal (izquierda) y con los datos simulados (derecha)
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Figura 4.16: QQ-plot de EMHY con distribución normal (izquierda) y con los datos simulados (derecha)
Figura 4.17: QQ-plot de EEUU con distribución normal (izquierda) y con los datos simulados (derecha)
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Figura 4.18: QQ-plot de EAFE con distribución normal (izquierda) y con los datos simulados (derecha)
Figura 4.19: QQ-plot de EM con distribución normal (izquierda) y con los datos simulados (derecha)
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Figura 4.20: QQ-plot de Comm con distribución normal (izquierda) y con los datos simulados (derecha)
en los valores extremos de x. Así, la misma desviación entre F y Fn en las colas obtienen más peso que en el






Los estadísticos así como los respectivos p−value de las pruebas se muestran en el Cuadro 4.24.
Índice K-S A-D
Stat p-value Stat p-value
USIG 0.0344 0.9969 -1.0539 0.6428
EMIG 0.0553 0.7981 -0.7004 0.5380
EMHY 0.0372 0.9916 -1.1242 0.6623
EEUU 0.0575 0.7577 -0.4142 0.4515
EAFE 0.0709 0.4990 -0.0359 0.3414
EM 0.0781 0.3763 0.0500 0.3182
Comm 0.0663 0.5860 -0.4367 0.4583
Cuadro 4.24: P-value de las pruebas de K-S y A-D
Todos los p− value indican que los datos históricos y los simulados, para cada índice, tienen la misma
distribución, con lo cual se valida lo mostrado por los gráficos qq-plot. De esta manera, se logró simular el
comportamiento de los índices a través de la simulación de la dependencia contemporánea de los datos con la
utilización de las cópulas en pares.
En la siguiente sección se realizará el ejercicio de optimización del portafolio de inversión con los datos
simulados. Para ello, se optimizará el portafolio utilizando como medida de riesgo al CVaR.
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Figura 4.21: Fronteras eficientes basadas en el modelo M-V y M-CVaR
4.6 Optimización del modelo M-CVaR
En esta sección se presentan los resultados de las optimizaciones del modelo M-CVaR y del modelo M-V. En
la sección anterior se simularon 5,000 escenarios para cada índice con los cuales se realizará la optimización
del modelo M-CVaR. Con fines de comparación, las optimizaciones no se realizaron con restricciones de parti-
cipación mínima en algún activo. Solo se realizaron con la usual restricción de ventas en corto.
4.6.1 Frontera eficiente
La frontera eficiente derivada del modelo M-CVaR difiere de la frontera eficiente derivada del modelo M-V
(Figura 4.21 y Cuadro 4.25). El punto más resaltante radica en el hecho que los niveles de riesgos, medidos
a través de la desviación estándar o a través del CVaR de los portafolios, son sistemáticamente menores en el
modelo M-V frente al M-CVaR, dado un mismo nivel de retorno esperado. Este resultado soporta la idea de que
al no tomar en cuenta la no normalidad de los retornos de los activos, el modelo M-V subestimaría los riesgos
de estos portafolios, en particular, durante episodios de estrés en los mercados. Estos aparentes menores riesgos
a la baja del modelo M-V se deben a la incapacidad de la varianza, como medida de riesgo, de capturar los
hechos estilizados de los activos.
Desvío estándar CVaR
Retorno M-V M-CVaR M-V M-CVaR
5.88% 3.57% 3.57% 2.16 2.16
8.40% 6.58% 6.65% 4.65 4.61
9.00% 6.62% 7.69% 5.38 5.33
9.50% 8.49% 8.56% 5.97 5.94
10.00% 9.56% 9.60% 6.67 6.64
10.50% 10.81% 10.88% 7.52 7.48
10.92% 11.95% 12.16% 8.33 8.29
Cuadro 4.25: Valores de las fronteras eficientes de los modelos M-V y M-CVaR
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4.6.2 Portafolio óptimo
El Cuadro 4.26 muestra las diferencias en las asignaciones de ambos portafolio óptimos. Para un mismo nivel
de retorno requerido de 8.4% anual, ambos modelos le dan más peso a los activos de renta fija. Para el caso de
la renta variable, el modelo M-V parece ser más conservador, al darle un menor peso que el modelo M-CVaR
a los mercados emergentes (EM). Sin embargo, aunque el modelo M-V parecería ser más consevador al darle
menor peso a la renta variable, el modelo M-V le da más de la mitad del peso del portafolio a los bonos grado
de inversión de las economías emergentes (EMIG). Por su parte, el modelo M-CVaR tiende a no concentrar los
















Retorno esperado 8.40% 8.40%
Volatilidad esperada 5.96% 6.65%
Ratio de Sharpe 0.73 0.66
VaR 1.54 2.76
CVaR 4.14 4.61
Cuadro 4.26: Asignación de activos de los modelos M-V y M-CVaR para un mismo nivel de retorno
De esta manera, dado que el modelo M-V minimiza la desviación estándar, expone al inversionista a peores
escenarios cuando los mercados se contraen frente al modelo M-CVaR. El modelo M-CVaR serviría como una
herramienta adicional a la toma de decisiones de los inversionistas. Finalmente, aunque en este ejercicio los
resultados de la optimización de los portafolio a través de los modelos M-V y M-CVaR no difieren marcada-
mente, sí indican que si un inversionista no considera el hecho que los retornos no se distribuyen como una
normal, entre otros hechos estilizados, podría estar expuesto a pérdidas ante caída en los precios de los activos




La presente tesis tuvo como objetivos presentar las demostraciones de las principales propiedades del CVaR y
realizar la optimización de un portafolio de inversión utilizando al CVaR como medida de riesgo considerando
los hechos estilizados de los retornos de los activos.
Con respecto al primer objetivo, Rockafellar, R.T., Uryasev, S. (2000, 2002) presentaron una manera de
optimizar al CVaR y a la vez calcular al VaR en el proceso de optimización. Para ello, propusieron el uso
de una función auxiliar y establecieron los teoremas que muestran las características de esta función. En la
primera parte de la tesis se demostró de manera exhaustiva los principales teoremas establecidos por estos
autores. Luego de los aportes de estos autores se ha desarrollado teoría acerca de las medidas de riesgo, en
particular, se pueden encontrar referencias a medidas de riesgo dinámicas. Éstos podrían ser futuros campos de
investigación.
Con respecto al segundo objetivo, se realizó la optimización de un portafolio de inversión a través del
modelo clásico M-V, del modelo M-CVaR y se compararon los resultados. La optimización del modelo M-
CVaR se realizó con datos simulados. Para obtener los retornos simulados se procedió en varios pasos. En
primer lugar, dada la presencia de autocorrelación en los retornos y en las volatilidades, se limpiaron las series
utilizando modelos ARMA-GARCH y ARMA-GJR. Una vez limpio de la dependencia temporal, se procedió
a modelar la dependencia contemporánea a través de cópulas en pares. A pesar que las diferencias en las
fronteras eficientes no son muy grandes, los resultados de las optimizaciones confirman que utilizar la varianza
como medida de riesgo subestimaría los riesgo en el portafolio. Además, los resultados obtenidos utilizando
al CVaR generan portafolios menos concentrados y, por ende, menos expuesto a pérdidas ante eventos de
estrés en los mercados. Como futuras mejoras se podría explorar los resultados de las optimizaciones durante
diferentes ventanas de tiempo para tener una noción temporal y observar si, por ejemplo, los resultados cambian
marcadamente durante períodos de estrés en los mercados. Dado que las correlaciones de los diferentes activos
tienden a aumentar fuertemente durante esos períodos, realizar un ejercicio de esa naturaleza sería parte de un
nuevo trabajo.
Por otro lado, durante el proceso de simulación de escenarios, se pudo identificar varias oportunidades
de mejoras para trabajos futuros. En primer lugar, la modelación de las marginales a través de los modelos
GARCH y GJR supusieron que los errores se distribuyen como una normal o t-student. Como futura mejora, se
podría asumir que los errores se distribuyen como una t-student sesgada en lugar de solamente t-student, debido
a la presencia de asimetría negativa en los retornos. Aunque el objetivo de la modelación de las marginales fue
solamente la de remover la autocorrelación, se podría haber considerado modelarlas considerando la posibildad
de cambio de régimen. Una posible mejora en el proceso de simulación de escenarios y previo a la modelación
de los datos con cópulas, podría ser utilizar Teoría del Valor Extremo para poder modelar las colas de las
distribuciones de los activos.
Pasando a la teoría de cópulas, éste es un campo de gran y rápido avance. Algunas mejoras en este campo
podrían ser modelar los datos a través de cópulas dinámicas o considerar cambio de régimen para modelar la
dependencia contemporánea en un contexto dinámico.
Finalmente, para la realización de los diferentes cálculos a lo largo de la tesis se han utilizado principalmente
EViews 5.0, Matlab 7.10 y R 2.15.1.
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