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ABSTRACT
The School of Graduate Studies
The University of Alabama in Huntsville

Degree:

Doctor of Philosophy

Name of Candidate:

College/Dept.: Engineering/Electrical
and Computer Engineering

Janek J. Mroczek

Title: Applying Frequency Hopping to Diagonal Bell Laboratories Layered Space-Time
Multiple Input Multiple Output Architecture

This research introduced Frequency Hopping Spread Spectrum (FHSS) into
Diagonal Bell Laboratories Layered Space-Time Multiple Input Multiple Output
(D-BLAST MIMO) architecture—specifically to a wireless communication system that
experiences single interference, as well as classical noise. In Frequency Hopping Spread
Spectrum architecture the carrier frequency is hopped between multiple frequencies with
the intention that the interference will affect only a subset of the hop frequencies. Diagonal
BLAST MIMO architecture has high data rate due to the multiple antenna elements at both
the transmitter and receiver. In this research the two technologies were merged to provide
a robust system with high data rate. It is worth noting that all antenna elements are tuned
to the same hop frequency.
The FH D-BLAST MIMO architecture was evaluated by observing the receiver’s
signal-to-impairments ratios, capacity, and received message bit error rates. The evaluation
was performed for various probabilities of the signal being affected by interference with
various interference powers, and for various received signal-to-noise ratios. To facilitate
message bit error rates, a Low Density Parity Check (LDPC) code and Binary Phase Shift
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CHAPTER 1

INTRODUCTION

1.1

Overview of Wireless Communications
Simply put, wireless communications is a method of sending a message from the

sender to the recipient without a physical connection between the sender and recipient.
Speech, hand signals, and flags are a few of the simple forms of wireless communications.
The advent of electricity and antennas gave rise to radio frequencies (RF) which expanded
wireless communications beyond speech, hand signals, and flags. Some of the most
common RF wireless communications are amplitude modulated (AM) and frequency
modulated (FM) radio, over-the-air terrestrial television (TV) channels, satellite TV, and
computing devices' Wi-Fi communications. In 1903 [1], Nikola Tesla, patented a method
of signaling using two different frequencies which would become the fundamental of
frequency hopping (FH)—the carrier frequency that the radios use to communicate would
change every so often. A classical example of a FH system is a 900MHz cordless phone,
which would hop to a different channel when communicating with the base unit if the
current channel experienced poor quality.
For the most of the 20th century, radios used a single transmitting antenna and a
single receiving antenna, architecture dubbed as single input single output (SISO). In
general, SISO communications were sufficient to send data. However, as data transmission
1

demand grew, so did the challenge of successful communications. One way to increase
data capacity of a channel was to increase the bandwidth of the channel. However, wide
bandwidth channels may experience undesirable frequency selective fading—each
frequency in the channel bandwidth experiences different attenuation.

To mitigate

frequency selective fading, engineers segmented the wideband SISO channel into multiple
narrowband subchannels, where each subchannel would only experience flat fading—all
frequencies in the narrowband subchannel experience similar attenuation characteristics.
The new communications architecture became known as Orthogonal Frequency Division
Multiplexing (OFDM). Although OFDM uses a single antenna, it is considered multiple
input multiple output (MIMO) because the communication is performed over multiple
subchannels.
Another degradation to communications is multipath, caused by transmitted waves
being reflected from objects before arriving at the receiver. A transmitted pulse will have
multiple copies of itself arriving at the receiver at different times—the arriving pulses
might combine in a destructive way, causing the received signal to be degraded [3]. The
time difference between the arrival of the first copy and last copy (with significant power)
of a pulse is termed as delay spread. If subsequent pulses are transmitted before the
previous pules and its copies are received, then the copies of the previous pulse can
interfere with the subsequent pulse, which causes intersymbol interference (ISI)—pulses
from different symbols interfere with each other.
In the 1990s Bell Laboratories developed architecture that allowed multiple
antennas at the transmitter and multiple antennas at the receiver to communicate on the
same carrier frequency, known as Bell Laboratories Layered Space-Time (BLAST).

2

Although the BLAST channel may still experience frequency-selective fading, BLAST
takes advantage of multipath to increase the quality of communications—in fact the richer
scattering, the more multipaths, the better for communications [2]. By having multiple
antenna elements with spacing of at least λ/2 between the antenna elements [8], BLAST
architecture can separate the multipaths between Mt transmitting antenna elements and Mr
receiving antenna elements to allow min(Mt , Mr ) independent data streams—where λ is the
wavelength of the carrier frequency.

1.2

Previous Work

1.2.1

Frequency Hopping
Frequency Hopping is a technology where during transmission the carrier

frequency is changed from one frequency to another. In general, the hopping can be
performed sequentially, by a predefined pattern, or in a cognitive way. In sequential
hopping, the available frequencies are listed in either an ascending or a descending order,
and the transmission hops to each frequency in sequence. In a predefined pattern, the set
of available frequencies is not necessarily sorted. The predefined pattern method is called
Frequency Hopping Spread Spectrum (FHSS), where the hopping is performed over a
pseudo-random sequence that is known to both the transmitter and receiver. The IEEE
802.11-1997 (802.11 legacy) uses FHSS, however the 802.11 legacy is now an obsolete
technology. In cognitive hopping, the carrier frequency is changed only when the system
deems necessary to do so—e.g., when high noise or interference is present on the currently
used frequency. In all three cases, both the transmitter and receiver need to know the hop

3

pattern in order to properly communicate. In sequential and predefined pattern cases, the
hopping pattern is established at the beginning of the transmission and remains the same
for the duration of the transmission. In cognitive hopping, since the hopping is not a
predefined pattern, the transmitter needs to inform the receiver of the new carrier frequency
every time the hop occurs.
A plethora of research has been conducted in the field of frequency hopping, some
of which includes [16-18], [21-25], and [46-48]. However, the aforementioned references
focus only on single antenna elements at both the transmitter and the receiver—a SISO
system model. Research in [7], [11], [19], and [20] have expanded frequency hopping into
MIMO systems, however, thus far, none have included the D-BLAST MIMO architecture.
Frequency hopping is used in systems such as Bluetooth (IEEE 802.15.1) with 79
hop channels at 1MHz/channel, cordless phones, extreme radio service with 700 hop
channels (although only 50 hop channels are used per user), SINCGARS (Single Channel
Ground to Air Radio System) with 2320 hop channels at 25kHz/channel, HAVE QUICK,
and Combat-Net Radio.

The legacy 802.11 WiFi used 79 hop channels with

1MHz/channel.
In general, frequency hopping systems are used to mitigate jammers [25, 27-29, 4648], and/or interference from other transmitting users [19]. A Minimum Mean Square Error
(MMSE) receiver may also be used to mitigate, or at least minimize, the effects of jammers
and interferences [5, 30-36, 49]. In [5], the MMSE is combined with D-BLAST MIMO
architecture, and is the basis for this dissertation work. Research in [30] covers narrowband
jammer suppression in DS-CDMA channels, and [31-33] covers suppression of multiuser
interference in CDMA communication systems. Research in [34] covers an unknown
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interference caused by Multiple Access Interference (MAI). Moreover, MMSE receivers
have lower complexities [34-35] than the optimal Maximum Likelihood (ML) receivers.
Research in [44] uses MIMO for jammer mitigation, however its research focuses on
precoding at the transmitter, whereas MMSE does not require precoding. The MMSE
algorithm is also used in [49], however, precoding at the transmitter is used as well.

1.2.2

Multiple Input Multiple Output
MIMO technologies have been implemented in standards such as the IEEE

802.11n, IEEE 802.16 (WiMAX), 3rd Generation Partnership Project (3GPP) LTE,
High-Speed Packet Access plus (HSPA+), 4G, and is planned for future 5G systems.
There are multiple architectures used to achieve MIMO communications:
Space-Time Trellis Codes (STTC); Space-Time Block Codes (STBC); Orthogonal
Frequency-Division Multiplexing (OFDM); spatial multiplexing with serial encoding; and
spatial multiplexing with parallel encoding. STTC is an extension of conventional trellis
codes introduced into MIMO. STBC were derived from Alamouti's 2 × 2 technique [4] to
introduce any arbitrary number of transmitting antennas.
OFDM was introduced to MIMO as an alternative to equalizers for mitigating
frequency-selective fading [3]. The frequency-selective fading broadband MIMO channel
is divided into multiple narrowband channels, where each narrowband exhibits flat fading
instead of frequency-selective fading. In general, the entire wideband channel is used
simultaneously, however, OFDM allows for each narrowband channel to not be used by
turning off its subcarrier.

5

In MIMO spatial multiplexing with serial encoding, the data is encoded, modulated,
and demultiplexed into Mt streams. The streams are then passed to subsequent processing
blocks to be readied for transmission over multiple antennas.
There are two variants in MIMO spatial multiplexing with parallel encoding:
Horizontal/Vertical BLAST (H-BLAST); and Diagonal BLAST (D-BLAST). BLAST was
developed by Bell Laboratories to achieve very high bandwidth efficiency by transmitting
unique data symbols on each antenna element. BLAST MIMO utilizes multipath as a
benefit to communications by using antenna separation and signal processing to combine
the various multipath signals to separate the transmitted streams. The antenna separation
and signal processing can be done at the transmitter, the receiver, or both. BLAST MIMO
can also send redundant data to improve performance, but at the cost of bandwidth
efficiency. In addition, all antenna elements in the BLAST MIMO architecture transmit on
the same carrier frequency, whereas an OFDM-MIMO architecture uses multiple
subcarriers. However, OFDM-MIMO can be configured to use only one subcarrier at any
given time.
In H-BLAST MIMO configuration [5], each data stream, called a layer, is
transmitted using its own antenna element—i.e. layer 1 is transmitted on antenna 1, layer
2 is transmitted on antenna 2, and so on. The H-BLAST MIMO configuration is shown in
Figure 1.1. In Figure 1.1a, the primitive data is demultiplexed into multiple layers, four in
this case. Each layer is independently coded and modulated, and is transmitted on its own
antenna element—which may or may not be of equal data rate. Figure 1.1b shows how the
data is transmitted on a space-time graph. Each layer, colored rectangle, is transmitted on
the same antenna element (first, second, third, or fourth). Moreover, the symbols from the

6

Figure 1.1: H-BLAST MIMO configuration. a) Block diagram, b) space-time transmission.

above layer interfere with the symbols in the layers below, as indicated by the arrows. At
the receiver, the processing is performed in such a way that each layer does not interfere
with the layers above it [5].
In the D-BLAST configuration, the primitive data is also demultiplexed into
multiple layers, each layer is coded, and modulated. However, instead of transmitting each
layer on its own antenna element, each codeword (within each layer) is segmented into Mt
subblocks. Each subblock is then transmitted on a different antenna element—each
codeword spans the available antenna elements. D-BLAST MIMO is further covered in
Chapter 2.

7

1.2.3

Frequency Hopping MIMO
Frequency hopping in MIMO (FH-MIMO) systems has been studied in [7], [9-11],

[19-20], and [45]. In [7], the authors expand on [26], and implement a differential detection
scheme for transmit diversity (MIMO) into frequency hopping. Their 2 × 2 system model
transmissions repeat the symbols in the same fashion as Alamouti’s [4] model. In [9] and
[19], a multi-carrier OFDM architecture is used. Moreover, in [19], the symbols are
repeated during the transmission. In [10], each data stream is modulated with K carrier
frequencies, the K modulated signals are mixed together, and then are transmitted on Mt
transmit antennas. In [11], the encoded and interleaved stream is demultiplexed into
multiple streams. Each stream is modulated using a unique carrier frequency, and is
considered a subband. Each subband is transmitted on its own antenna element. Moreover,
each subband is further divided into Nh hop frequencies, and the frequency hopping occurs
only within the bandwidth of each subband. In the aforementioned architecture, each
symbol is repeated amongst the multiple subbands, and the frequency hopping in each
subband is independent of the frequency hopping in another subband. Research in [45]
uses multiple subchannels simultaneously. Each subchannel is randomly chosen from one
of the subcarriers in each subband, where each subband has multiple subcarriers. Research
in [20] comes very close to our proposed dissertation work. Its system model is frequency
hopping with multiple antenna elements at the receiver and transmitter, and jammer
mitigation. However, its focus is on generic MIMO—it neither utilizes D-BLAST MIMO
architecture nor MMSE. In fact, the authors observe the capacities with respect to
probability of jamming only at the input ports of the receiver. The dissertation work
focuses on the capacity and bit error rates on the output ports of frequency hopping

8

D-BLAST MIMO using MMSE receiver for various strengths of a jammer, and various
probabilities of such a jammer affecting the hop channels.

1.3

Dissertation Work
In this research we have introduced Frequency Hopping Spread Spectrum (FHSS)

to the D-BLAST MIMO architecture.

Without loss of generality, only a single

node-to-node model was examined. Although already defined in the D-BLAST MIMO
architecture, it is worth noting that MIMO in D-BLAST MIMO represents multiple
transmitting and multiple receiving antenna elements, and for the case of FH D-BLAST
MIMO all the transmitting and receiving antenna elements are tuned to the same hop
frequency, whereas other MIMO architectures, such as OFDM-MIMO, use multiple carrier
frequencies at the same time as a definition of MIMO. Our objective was to observe if FH
D-BLAST MIMO, with various probabilities of existence of interference, has better
performance than non-frequency hopping D-BLAST MIMO with interference always
present.
To compare the performance of FH D-BLAST MIMO to non-FH D-BLAST
MIMO, we computed three quantities: the signal-to-impairments ratio on the output ports
of the receiver; capacity on the output ports of the receiver; and received message bit error
rate. For the bit error rate analysis we used LDPC code and BPSK modulation.

1.4

Dissertation Organization
In Chapter 2, we review and cover D-BLAST MIMO. Chapter 3 introduces

frequency hopping to D-BLAST MIMO. Chapter 4 describes performance simulation of

9

MMSE algorithm suppression of interference, received signal-to-impairments ratios,
capacity, and message bit error rates. Finally, Chapter 5 summarizes the dissertation, and
discusses future research.
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CHAPTER 2

D-BLAST MIMO

2.1

Introduction
In the 1990s Bell Laboratories conducted research in developing bandwidth

efficient wireless communications, which ultimately became known as Bell Laboratories
Layered Space-Time Multiple Input Multiple Output (BLAST MIMO). Further, two
configurations of BLAST were derived: Horizontal or Vertical BLAST and Diagonal
BLAST (D-BLAST). This chapter covers D-BLAST MIMO architecture, including the
transmitter, channel, and receiver.

2.2

Transmitter
The transmitter of D-BLAST MIMO transmits unique data on each antenna

element. Figure 2.1 provides a block diagram of the transmitter. Just as in H-BLAST
MIMO, the primitive data is demultiplexd into Mt layers, and the layers are encoded and
modulated. However, instead of each layer being transmitted on its own antenna element,
each codeword in each layer spans all of the transmitting antenna elements. Each codeword
is segmented into Mt subblocks, and the subblocks are then diagonalized (layer cycling)
amongst the transmitting antenna elements. The diagonalization is done by delaying each

11

subblock of a codeword by a dwell time (δ) before the subblock is transmitted on the next
antenna element. The dwell time is the length of time a layer-antenna pair exists, thus
every δ seconds a new layer-antenna pair is created. The transmission of codeword
subblocks on different antenna elements, and in different dwells is the architecture of
Diagonal BLAST MIMO. From the codeword perspective, each codeword spans all the
antenna elements and multiple dwells. The encoding is usually performed using Low
Density Parity Check (LDPC) codes [6], but may include other forward error correction
(FEC) techniques. The modulation may be of any current available digital modulation
techniques.

2.3

Channel
Amongst other effects, wireless channels experience multipath. Each radiated

signal waveform is reflected from objects before it arrives at the receiving antenna
elements.

In D-BLAST MIMO and MIMO, each transmitting antenna element

simultaneously radiates a waveform that is subjected to multipath, and thus each antenna
element receives multiple copies of symbols transmitted by each transmitting antenna
element. In general, multipath is detrimental to wireless communications. However, Dand H-BLAST MIMO uses multipath to its advantage, by treating each multipath as a
separate parallel channel [2]. In fact, more multipath (rich scattering) equates to higher
performance of D-BLAST MIMO communications. Rich scattering and large antenna
spacing cause substreams to be scattered slightly differently [2]. Although, each receiving
antenna element sees the superposition of the transmitted signals by multiple antennas, the

12

z = Ts + n + v,

(2.1)

where s is the transmitted signal vector.
At the receiver the estimate of the transmitted signal is

z' = W(Ts + n + v),

(2.2)

where W is a complex weight matrix that is used to produce z' as close as possible to the
transmitted signal s. The complex weight matrix, whose elements are Wiener coefficients
[12-13], is obtained by minimum mean square error (MMSE)—described in detail in
Section 2.4.1.

2.4

Receiver
The process of decoding D-BLAST MIMO signals at the receiver uses iterative

decoding [5] described in Section IV. The iterative decoding steps are:
1)

Preprocessing is performed to enhance each layer against
noise and interference;

2)

After a diagonal stream is enhanced (all the subblocks for a
LDPC codeword), the bits are detected;

3)

The just decoded diagonal stream is reconstructed and
subtracted from the received signal, thus leaving one less
diagonal layer in the received signal.

The process is repeated until all streams are decoded.
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appending the received vector with subsequently received vectors.

Next, the

autocorrelation matrix, R, and the complex weight matrix, W, are computed. The received
streams are deconflicted by computing z' = Wz. Figure 2.4 shows the enhancement of the
subblocks with the focus on layer A.
The processing continues by extracting the subblocks of the desired codeword, and
demodulating the symbols. Once all the subblocks of a desired codeword are received,
error correction, LDPC, is performed. The decoded message bits are passed to the end
user, and optionally for bit error rate analysis when evaluating the performance. The
corrected message bits are also reencoded with LDPC to obtain the estimated transmitted
codeword.

Depending on the implementation of the LDPC decoder, the estimated

transmitted codeword may already be available, thus the reencoding may not be necessary.
The estimated codeword is stream cycled and modulated to obtain an estimated transmitted
signal, as if only that layer was transmitted (Figure 2.5). We then apply the channel state
matrices, one for each dwell, to the estimated transmitted signal, and subtract from the
received signal z. If there is more data to be received, the element values from the first
dwell are dropped, and the received symbols in the new dwell are appended to z creating a
new z. The process is started again to decode the next layer.
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ε̅ = E{ee† } = E{(s - Wz)(s - Wz)† },

(2.4)

where E{∙} is the expected value operand with respect to signal and noise, and † is complex
conjugate transpose. Next, the gradient of ε̅ is taken with respect to the real and imaginary
parts of W, and setting it equal to zero yields

∇ε̅ = E{ze† } = 0.

(2.5)

Replacing e with s - Wz

0 = E{z(s - Wz)† }
0 = E{zs† - zz† W† }
0 = E{(Ts + n + v)s† } - E{zz† W† }

0 = E{Tss† } + E{ns† } + E{vs† } - E{zz† }W† .

(2.6)

Using the fact that the crosscorrelation of noise with the signal is zero, and assuming that
the crosscorrelation of interference with signal is also zero, (2.6) simplifies to

TE{ss† } = E{zz† }W† .

(2.7)

Note,

E{ss† } =
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S
I ,
Mt Mt

(2.8)

where S is the total transmitting power (in unit time) from all antenna elements, and IMt is
an Mt × Mt identity matrix. Define the autocorrelation of the received signal as

R = E{zz† }.

(2.9)

Thus, the complex weight matrix is

W=

S
Mt

T† R-1.

(2.10)

The complex weight matrix is used at the receiver to deconflict the transmitted streams and
to minimize the effects of the interferer.

2.5

Capacity
Channel capacity for D-BLAST MIMO falls into several categories, with two

being: the channel state is known to the transmitter; and the channel state is unknown to
the transmitter, but known to the receiver. When the channel state is known to the
transmitter, the water-filling principle is used, and the capacity from [3] is given by

RH

C=

max � log2 det �1 +

Si : ∑i Si ≤ S

i=1

Si ρi
ρ
� = � log2 � i � bps/Hz
S
ρ0

(2.11)

i:ρi ≥ ρ0

where Si is the transmitting power by the ith antenna element, ρi = λi S/σ2 is the
signal-to-noise ratio at the ith receive antenna element if all S power was transmitted from
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a single antenna element, ρ0 is the cut-off threshold, λi are the positive eigenvalues of HH† .
While H is Mr × Mt channel state matrix where each (i,j) element is the normalized channel
transfer function of the transmitting path between the ith receive antenna element and the
jth transmit antenna element. Finally, σ2 is the noise variance on each receiving antenna
element, RH is the rank of the channel state matrix, and det(∙) is the determinant operand.
Moreover,

1
Si
S

=

�ρ0

−

1

ρi ≥ ρ0

ρi

ρi < ρ0

0

,

(2.12)

and ρ0 is such that

∑i �

1
ρ0

−

1
ρi

� = 1.

(2.13)

Note, the summation in (2.13) is over those ρi that are greater than or equal to ρ0 .
For the case when the channel state is unknown to the transmitter, the total
transmitting power is equally divided amongst the transmitting antenna elements (Mt ), and
thus the MIMO capacity [8] is given by

C = log2 det �IMr +

21

ρ
Mt

HH† � bps/Hz,

(2.14)

where IMr is Mr × Mr identity matrix, ρ is the average signal-to-noise ratio per each
receiving antenna element when all S power was transmitted from a single antenna element.
The capacity given by (2.14) is for an arbitrary fading channel with each transmitted signal
vector statistically independent with Gaussian distribution.
If the channel experiences flat fading, then the channel state matrix H and channel
capacity varies with time. To obtain the average channel capacity over time in flat fading
environment, the expectations of (2.11 and 2.14) are taken with respect to the channel state
matrix. Thus in a flat fading environment when channel state is known to the transmitter,
the time average capacity is

RH

� = EH � max � log det �1 +
C
2
Si : ∑i Si ≤ S�

i=1

Si ρi
�� bps/Hz,
S�

(2.15)

where S� is the average total transmitted power, and ρi = λi S�/σ2 .

The ratio of transmitting power from each antenna over the total transmitted power, (2.12),
becomes
1
Si
S�

= �ρ0

-

1
ρi

0

ρi ≥ ρ0
ρi < ρ0

.

(2.16)

We can simplify (2.15) to

ρ
� = EH � � log � i �� bps/Hz.
C
2 ρ
0
i:ρi ≥ ρ0
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(2.17)

When the channel is unknown to the transmitter, the time average capacity [42] is

� = EH �log det �IM +
C
r
2

ρ
Mt

HH† � � bps/Hz.

(2.18)

The capacities given by (2.17) and (2.18) are the ergodic capacities.
Because we use frequency hopping, it is important to address channels experiencing
frequency selective (FS) fading. Usually OFDM is used to divide the FS fading wideband
into subbands, where each subband experiences flat fading. Each subband’s capacity is
obtained using (2.11), (2.14), (2.17), or (2.18). The total OFDM capacity of the wideband
signal is the sum of the subband’s capacities. We assumed that each hop frequency
experienced only flat fading, and therefore this allows the focus to be on frequency hopping
MIMO instead of on frequency selective fading.

2.6

Received Powers
The received powers of the various components are divided into two categories: 1)

input ports, before multiplying by the complex weight matrix; and 2) output ports, once the
signals are processed with the complex weight matrix. First, we revisit the received
signal’s autocorrelation matrix and expand it, that is

R = ����
zz†

������������������������������
= (Ts
+ n + v)(Ts + n + v)†

����† T† + Tsn
����† + Tsv
����† + ����
�����† +vs
����† T† + vn
�����† + ����
= Tss
ns† T† + �����
nn† + nv
vv† ,
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(2.19)

where the overbar is an average taken with respect to signal and noise. Assuming that the
signal, s, noise, n, and interference, v, are pairwise uncorrelated, and since each element in
s is a sinusoid, the expected value over a single period of the transmitted vector s is zero,
and (2.19) simplifies to

R=

S
Mt

TT† + �����
nn† + ����
vv† .

(2.20)

�����† = NI, where N is the average noise power
Since ni nk = N for i = k and ni nk = 0 for i ≠ k, nn

on each receive antenna element. We also define a unit vector, v� , whose elements have
value of 1/�Mr , and rewrite the interference vector as

v = √V v� ,

(2.21)

where V is the sum of the average interference power received at each of the receive
antenna elements. In general, the interferer (v) in (2.21) is a fixed vector (v� ) with a random

coefficient (v), such that v = vv� . However, we simplified the model by setting v = V for all
receiving antenna elements. Equation (2.20) becomes

R=

S
Mt

TT† + NI + V v� v� † .
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(2.22)

Define an alternate form of the received signal’s autocorrelation matrix as

�=
R

Mt
Sτ2

R=

1
τ2

TT† +

Mt N

Mt N

Mr Mt V

= HH† +

I+

Sτ2

= HH† +

Mt
ρ

I+

Sτ2

I+

Mr Sτ2
Mr Mt
γ

Mt V
Sτ2

v� v� †

v� v� †

v� v� † ,

(2.23)

where τ = ‖T‖F /Mt is the channel state matrix normalization factor, H = T/τ is the

normalized channel state matrix,

ρ=

τ2 S

(2.24)

N

is the average signal-to-noise ratio received on each of the receiving antenna elements
assuming all power S was transmitted from a single antenna element and is averaged over
all combinations of transmitting and receiving antenna elements, and

τ2 SMr

γ=

(2.25)

V

is the average signal-to-interference ratio on each receiving antenna element. The ‖∙‖F is
Frobenius norm operand.

We rewrite the complex weight matrix as

� .
W = τ H† R
1
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-1

(2.26)

It is important to note that the complex weight matrix in (2.10) and (2.26) are equal in
value. The deconflicted received signal using (2.26) is

� (τHs + n + v).
z' = τ H† R
1

-1

(2.27)

� H, B = H† R
� , and c = H† R
� v� .
Define supplementary computation variables A = H† R
-1

-1

-1

Thus

√V

1

z' = As + τ Bn + � τ � c.

(2.28)

On the input ports of the receiver (before performing multiplication by the complex
weight matrix), the desired signal power on each kth antenna element is

S

Sin (k) = |Hkk τ|2 �M �,

(2.29)

t

and the interfering signal power from the other transmitting antenna elements is

S

M
Iin (k) = �M � ∑n ≠t k|Hkn τ|2 .

(2.30)

t

Once we multiply the received signal by the complex weight matrix, the various
powers on the kth output ports are:
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•

The desired signal power
S

Sout (k) = |Akk |2 �M �;

(2.31)

t

•

The interfering signal power from other transmitting antenna elements

S

M
Iout (k) = �M � ∑n ≠t k|Akn |2 ;

(2.32)

t

•

The noise power

M

Bkn 2

Nout (k) = N ∑n =r 1 �
•

τ

�;

(2.33)

The interference power

c 2

Jout (k) = V � τk � .

(2.34)

Using the ratio of (2.31) over (2.34) to obtain output port’s average
signal-to-interference ratio, we can compare it to the input port’s signal-to-interference
ratio, γ. The comparison is used to analyze, in Section 4.3, the MMSE process in reducing
the effects of the interference on the D-BLAST MIMO architecture.
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CHAPTER 3

FH D-BLAST MIMO

3.1

Introduction
We introduced frequency hopping spread spectrum (FHSS) to D-BLAST MIMO

architecture. We analyzed signal-to-impairments ratios on the output ports, after signal
processing of the receiver, capacity, and message bit error rate using LDPC coded and
BPSK modulated data.

3.2

Transmitter
We have made two modifications to the D-BLAST MIMO architecture when

implementing frequency hopping. First, we separated the encoder and modulator block,
and performed the layer cycling between the encoder and modulator. Since antenna
coupling (layer cycling) at the antenna elements can produce transient effects [37], placing
layer cycling before the modulator eliminates the transient effects at the transmitting
antenna elements compared to non-FH D-BLAST MIMO. Placing the layer cycling before
the modulation is also consistent with IEEE 802.11n implementation [14, 40], where the
spatial mapping is done before IDFT.

Moreover, performing layer cycling before

modulation can be done in the digital domain—requiring cycling only the individual data
bits.

Whereas, cycling after the modulator would require cycling the in-phase and
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quadrature components, where each component could be represented by 16 bits—the
cycling circuitry would require moving 32 bits per data bit. The second modification
introduced a frequency control unit (FCU) to generate hop frequencies. Regardless of
which hop frequency is used, all antenna elements still transmit and receive at that same
hop frequency.
Figure 3.1 depicts FH D-BLAST MIMO. In Figure 3.1a, the layer cycling is
performed between the encoding and modulating blocks, FCUtx is controlling the
transmitting hop frequencies, and FCUrx is controlling the receiving hop frequencies.
Naturally, due to propagation delays, the FCUrx must remain at an old hop frequency long
enough before hopping to the new frequency in order to receive all symbols transmitted on
the old frequency, but not too long where it would miss symbols transmitted on the new
hop frequency. In this research we assumed perfect synchronization.
Figure 3.1b shows the space-time transmission, which is identical to that of non-FH
D-BLAST, with the exception that the carrier frequency is hopped throughout the
transmission. We generalize that the frequency hopping occurs on a boundary of a
subblock to prevent a subblock spanning multiple frequencies. In general, frequency
hopping occurs every Nf number of dwells. In this research we set Nf = 1—performing
frequency hopping on each dwell. Note, all subblocks in the dwell time that the frequency
hops move to the new frequency. Moreover, we assume that the symbol duration is much
smaller than the dwell time, as well as the hopping duration, which is a slow frequency
hopping implementation.
In general, it is preferred that a codeword can be segmented into Mt subblocks with
equal number of symbols, η/Mt , per subblock—where η is the number of symbols per
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3.3

Channel
The channel characteristics follow from non-FH D-BLAST MIMO. Although the

frequency hopping is performed over a wide range of frequencies, we assume that each
hop frequency experiences flat fading, instead of frequency selective fading. We also
characterize the channel as Rayleigh fading, and thus the elements of channel state matrix,
T, are all i.i.d. symmetric complex Gaussian variables of zero mean and unit variance.

3.4

Receiver
The receiver for FH D-BLAST MIMO follows the same procedure as in non-FH

D-BLAST MIMO architecture [5]. The received signal on each hop frequency is decoded
in the same matter as in non-FH D-BLAST MIMO architecture. That is, the complex
weight matrix is computed, the desired stream is enhanced, demodulated and decoded, and
finally the stream is reconstructed and subtracted. Since each dwell is received on a
different hop frequency, a codeword not only spans multiple antenna elements and time
dwells (as in non-FH D-BLAST), but also spans multiple hop frequencies, and thus
provides diversity in the frequency dimension. Although a codeword spans multiple hop
frequencies, the iterative decoding at one hop frequency is independent of the iterative
decoding at another hop frequency. In actuality, since the received signal is stored in
memory before iterative decoding is performed, the iterative decoding process does not
care on which hop frequency a subblock was received. It only cares about the quality of
each subblock—which depends on the channel quality of each hop frequency. Once the
signal is passed to the demodulator and decoder, frequency hopping parameters are
irrelevant.

31

At each hop frequency, the received signal is

z = Ts + n + v.

The interference vector, v, is zero when a hop frequency does not experience interference,
and has each element set to a constant �V/Mr for hop frequencies that do experience

interference. The interference vector is defined the same way in FH D-BLAST MIMO as
in non-FH D-BLAST MIMO, however for FH D-BLAST MIMO we redefine V as

J

V= f ,

(3.1)

J

where J is the sum of all of the interference powers on each hop frequency, and fJ is the
number of hop frequencies experiencing interference. Given the total number of hop
frequencies, fT , available for transmission, the probability, p, that a hop frequency is
affected by interference is

f

p = fJ .

(3.2)

T

Since a system can be designed for a known fT , system performance can be evaluated for
various probabilities by computing fJ = �pfT �, and consequently (3.1), where ⌈∙⌉ means

rounding up to the next integer. Moreover, we modeled the interference vector, v, as a
constant vector for each value of J. It is worth noting, that we assume perfect knowledge
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of interference power J at the receiver, which is designated as Case I. However, we also
analyzed when interference power was unknown at the receiver, designated as Case II.
Both cases are further explained in Chapter 4 with the results of simulations.
Clearly the FH D-BLAST MIMO contains hop frequencies that will experience
interference, and hop frequencies that will not experience the interference (if 0<p< 1).

Consequently, we compute the complex weight matrix for the hop frequencies that do not
experience interference as

W(NJ) =

-1

S
Mt

T† �R(NJ) � ,

(3.3)

where the superscript (NJ) indicates hop frequency not being affected by interference, and

R(NJ) =

S
Mt

TT† + NI.

(3.4)

For the hop frequency that does experience interference, the complex weight matrix is
computed same as in the non-FH D-BLAST MIMO (2.10), and received autocorrelation
matrix using (2.22). However, we introduce superscript (J) to make the distinction that it
applies to the hop frequencies that experience interference.
It is also worth addressing synchronization. The FH D-BLAST MIMO system can
be seen as two independent systems: frequency hopping; and D-BLAST MIMO. The FH
component would need to be synchronized, carrier synchronization, before D-BLAST and
MMSE can be performed. Thus, classical carrier synchronization for FH systems can be
employed. Once FH synchronization is completed, the system will need to maintain time
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synchronization to ensure all antenna elements are sampled at the same instance. The next
synchronization is codeword synchronization, in order to identify the beginning and end of
each codeword. This synchronization could be achieved using a known preamble to
identify the beginning of a codeword. Note, that in D-BLAST MIMO one antenna will
always contain at least the first subblock of a codeword, another antenna will always
contain at least the last subblock of a codeword. The remaining Mr − 2 antennas will
contain the middle subblocks of a codeword.

The overall synchronization and complexity of FH D-BLAST MIMO system
consists of the synchronization and complexity of the FH system, and synchronization and
complexity of the D-BLAST MIMO system, and the MMSE algorithm.

3.5

Capacity
At each hop frequency, we have a transmitted signal vector, s, and a received signal

vector, z. The general capacity at each hop frequency is defined as

C = max I(s;z),
u(s)

(3.5)

where u(s) is the probability distribution of the transmitted vector, and I(s;z) is the mutual
information between s and z. The mutual information is expanded as

I(s;z) = H(z) - H(z|s),
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(3.6)

where H(z) is the differential entropy of z, and H(z|s) is the conditional differential entropy
of z, given knowledge of s. Recall that

z = Ts + n + v,

(3.7)

y = n + v.

(3.8)

H(z|s) = H(y).

(3.9)

and define

Since s and y are independent,

The differential entropy H(z) is maximized when z is zero mean circular symmetric
complex Gaussian (ZMCSCG) [15], thus

H(z) = log2 (det(πeR)) bps/Hz,

(3.10)

where R is the autocorrelation matrix of the received signal z, and follows from (2.22)

R = TRss T† + NIMr + Vv� v� † ,
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(3.11)

where Rss is the covariance matrix of the transmitted signal s. The differential entropy of
y is

H(y) = log2 �det�πeRyy �� bps/Hz,

(3.12)

Ryy = NIMr + Vv� v� †

(3.13)

where

is the autocorrelation matrix of the y vector. Using (3.9), (3.10), and (3.12), the mutual
information between s and z is

I(s;z) = log2 (det(πeR)) - log2 �det�πeRyy �� bps/Hz,

(3.14)

and the capacity is

C=

max

Tr(Rss ) = Mt

log2 �

det�TRss T† + NIMr + Vv� v� † �
det�NIMr + Vv� v� † �

� bps/Hz,

(3.15)

where Tr(∙) is the trace operand. However, because we assumed constant interference
vector v, z no longer is zero mean. Thus, the capacity is not equal to maximizing the mutual
information. However, we can use (3.15) as an upper bound for the capacity when a
constant interference is present in the system, therefore
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C ≤ log2 �

S
Mt

det� TT† + NIMr + Vv� v� † �
det�NIMr + Vv� v� † �

� bps/Hz,

(3.16)

where we set Rss = (S/Mt )I for equal power transmission on each antenna element, since
the channel state information is unknown at the transmitter.

3.6

Received Powers
To compute the powers on the input and output ports of the receiver we revisit

(2.28),

√V

1

z' = As + τ Bn + � τ � c.

(3.17)

However, we make a superscript (J) and (NJ) designation in the matrices A and B, and the
vector c to distinguish between hop frequencies that experience interference and those that
do not, respectively. The quantities are:

(J) -1

� � H,
A(J) = H† �R

(3.18)

-1

� (J) � ,
B(J) = H† �R

(3.19)

-1

� (J) � v� ,
c(J) = H† �R
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(3.20)

when interference is present in a hop frequency, and

-1

� (NJ) � H,
A(NJ) = H† �R
(NJ) -1

�
B(NJ) = H† �R

� ,

(3.21)

(3.22)

when interference is not present in a hop frequency. Note, there is no vector c when
interference is not present in a hop frequency. Moreover,

� (J) = HH† + Mt I+ Mr Mt v� v� †
R
ρ
γ

(3.23)

when interference is present in a hop frequency, and

� (NJ) = HH† +
R

Mt
ρ

I

(3.24)

when interference is not present in a hop frequency. The powers on each kth input port of
the receiver, and for each hop frequency are:
•

The desired signal power on the input port

S

Sin (k) = �M � |Hkk τ|2 ;
t
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(3.25)

•

The interfering power from other transmitting antenna elements on the input
port

S

M
Iin (k) = �M � ∑n ≠t k|Hkn τ|2 .

(3.26)

t

On each kth output port we have:
•

The desired signal power

S

Sout (k) = �M � |Akk |2 ;

(3.27)

t

•

The interfering power from the other transmitting antenna elements

S

M
Iout (k) = �M � ∑n ≠t k|Akn |2 ;

(3.28)

t

•

The noise power

M

Bkn 2

Nout (k) = N ∑n =r 1 �
•

τ

�;

(3.29)

And the interference power

c 2

Jout (k) = V � τk � .
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(3.30)

We now proceed to average (3.27) – (3.30) over the probability of a hop frequency
experiencing interference:

(avg.)

(NJ)
(J)
Sout (k) = (1 - p)Sout (k) + pSout (k);
(avg.)

(NJ)

(avg.)

(NJ)

(J)

Iout (k) = (1 - p)Iout (k) + pIout (k);
(J)

Nout (k) = (1 - p)Nout (k) + pNout (k);

(3.31)

(3.32)

(3.33)

and

(avg.)

Jout (k) = pJout (k).

(3.34)

Note, quantities having superscript (J) and (NJ) are computed for instances when a hop
frequency is and is not affected by interference, respectively.
We define impairments power on the output ports as

(NJ)

(NJ)

(k) = Iout (k) + Nout (k)
Q(NJ)
out

(3.35)

when hop frequency is not affected by interference, and

(J)

(J)

(k) = Iout (k) + Nout (k) + Jout (k)
Q(J)
out
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(3.36)

when hop frequency is affected by interference. The average impairments power is

(k) = (1 - p)Q(NJ)
(k) + pQ(J)
Q(avg.)
(k).
out
out
out

(3.37)

We also define signal-to-impairments ratio on the output ports

(NJ)

Uout (k) =

(NJ)

Sout (k)

(3.38)

(NJ)

Qout (k)

when hop frequency is not affected by interference, and

(J)

Uout (k) =

(J)

Sout (k)

(3.39)

(J)

Qout (k)

when hop frequency is affected by interference. The average signal-to-impairments ratio
averaged over all hop frequencies is

(avg.)

Uout (k) = (1 - p)
3.7

(NJ)

Sout (k)
(NJ)

Qout (k)

+p

(J)

Sout (k)
(J)

.

Qout (k)

(3.40)

Summary
In this chapter we introduced frequency hopping to D-BLAST MIMO architecture,

used maximizing mutual information to establish an upper bound for capacity when a
constant interference is present in the system. We also established a signal-to-impairments
ratio to determine the quality of the signal on the output ports of the receiver. In the
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following chapter (Chapter 4), we provide simulation results for: computing output ports
signal-to-interference ratios; computing signal-to-impairments ratios; computing capacity
based on signal-to-impairments ratio and comparing it to the upper bound capacity; and
message bit error rate.
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CHAPTER 4

RESULTS

4.1

Introduction
In this chapter we provide simulation results comparing signal-to-interference

ratios between input ports and output ports at the receiver, signal-to-impairments ratios on
the output ports of the receiver, capacity and comparison to its upper bound (3.16), and
message bit error rate analysis.

4.2

Frequency Hopping Spectrum
For the simulations we assumed multitone partial-band interference (PBI) [7, 16,

38, 46-48], where each hop frequency is either fully interfered or is fully clean of
interference. Partial-band implies that only some of the hop frequencies experience
interference. However, we also simulated when all, p = 1, hop frequencies are affected by
the interference, and non-frequency hopping (non-FH), which are considered as full-band
interference.

Multiple hop frequencies can experience an interference (multitone),

however, only one interference tone is present per hop frequency. Moreover, we assumed
that the interference has finite and constant power, J, for all of the hop frequencies, and
each hop frequency has interference power equal to V as defined by (3.1) and in [17, 21,
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(J) 2

(J)

S

Sout (k) = �Akk � �M �,

(4.1)

t

and from (3.30) the interference power on the output port is

c 2

Jout (k) = V � τk � .

(4.2)

Therefore the signal-to-interference on the kth output port is

γout (k) =

(J)

Sout (k)
Jout (k)

.

(4.3)

Note, γout (k) applies only to the hop frequencies that experience interference. It would be
inappropriate to compute the signal-to-interference ratio for hop frequencies that do not
experience interference (technically, since interference is zero in such case, the
signal-to-interference ratio would be infinite). The number of total hop frequencies was
set to 200, and 8 transmitting and receiving antenna elements were used. The input ports
signal-to-interference ratio is computed using (2.25), and the output ports
signal-to-interference ratio is computed using (4.3). 5000 random Rayleigh channel state
matrices were generated per data point.
Figures 4.2-4.6 compare the output ports signal-to-interference ratio, γout , to the
input ports signal-to-interference ratio, γ, for signal-to-noise ratios of -20dB, -10dB, 0dB,
10dB, and 20dB, respectively, as a function of the interference power. First and foremost,
the output ports signal-to-interference ratios are larger than the input ports
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signal-to-interference ratios. This was expected, because the complex weight matrix, by
use of MMSE, reduces the interference, [32], and [36]. Moreover, the reduction was
greater when the interference was stronger [33]. Comparing the interference reduction at
40dBW of interference power, between each value of p and non-FH, we observed that the
largest reduction of interference occurred for non-FH. Recall that for non-FH, the entire
interference power was concentrated on the single frequency channel, and thus the
interference reduction was the largest, [36]. Whereas for p = 1, the interference power is
distributed amongst all of the hop frequencies, and each hop frequency experiences smaller
interference than in the non-FH scenario. Thus, the interference reduction for p = 1 was
smaller in FH than the interference reduction in non-FH. As the interference power is
reduced, the interference reduction between the input and output ports of
signal-to-interference ratio becomes constant. This suggests that no matter how small the
interference power is, there will be a fixed improvement of signal-to-interference ratio on
the output ports of the receiver. Also, the value of the interference power at which the
reduction becomes constant was different for each value of p, and for non-FH, and it also
depended on the received signal-to-noise ratio. Determining this value of the interference
power will be conducted in future research.
Based on Figures 4.2-4.6, one might think that non-FH D-BLAST MIMO would
perform better than FH D-BLAST MIMO, because the output ports signal-to-interference
for large interference powers is larger for non-FH than for FH. However, one must take
into account that for FH there are hop frequencies that do not experience interference at
all, which in turn will have better performance than non-FH (where all hop frequencies
experience interference), even when minimized by MMSE processing.
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Figure 4.2: Comparison of signal-to-interference ratio between input and output ports, for SNR
of -20dB and fT = 200.
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Figure 4.3: Comparison of signal-to-interference ratio between input and output ports, for SNR
of -10dB and fT = 200.
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Figure 4.4: Comparison of signal-to-interference ratio between input and output ports, for SNR of 0dB
and fT = 200.
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Figure 4.5: Comparison of signal-to-interference ratio between input and output ports, for SNR of 10dB
and fT = 200.
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Figure 4.6: Comparison of signal-to-interference ratio between input and output ports, for SNR of 20dB
and fT = 200.

4.4

Received Output Port signal-to-impairments
The receiver’s output port signal-to-impairments was simulated using two cases.

In Case I, we used the same received autocorrelation matrix, computed using (3.23), for
both when hop frequency was and was not affected by interference. Case I applies to when
the receiver does not know which hop frequency was or was not affected by interference.
Moreover, we used

Uout (k) =

(J)

Sout (k)

(J)

(J)

Iout (k) + Nout (k) + Jout (k)
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(4.4)

to compute the signal-to-impairments ratios on the output ports. However, if the receiver
does know which hop frequency was affected and which hop frequency was not affected
by interference, we computed the autocorrelation matrix using (3.23) and (3.24),
(NJ)

(J)

respectively. We designated this as Case II. In Case II, we also computed Uout (k), Uout (k),
(avg.)

as well as its average Uout (k). In both cases we assumed a received signal-to-noise ratio,
ρ, of 0dB, 3dB, 6dB, and 9dB. The signal-to-interference ratios are plotted against total
interference power, J, from -40dBW to 40dBW. Note, the total interference power is
defined as the sum of all of the interference powers on each hop frequency. We set the
number of transmitting and receiving antenna elements to 8, an 8 × 8 configuration. Each
data point for the plots was averaged over 5000 random and normalized channel state
matrices, and total number of available hop frequencies was set to 200. Note, when the
channel state matrix is normalized, τ = 1.
The signal-to-impairments ratios (SPR) for Case II, and for hop frequencies that
did not experience interference were approximately constant for all values of interference
power. The SPR values were -1.84dB, 0.37dB, 2.45dB, and 4.49dB for SNR of 0dB, 3dB,
6dB, and 9dB respectively.

Figure 4.7 shows signal-to-impairments ratios for hop

frequencies that only experienced interference. Note, since Case I did not distinguish
between hop frequencies that do and do not experience interference, Case I is not shown
in Figure 4.7. We observed that for interference powers between 0dBW and 30dBW, the
signal-to-impairments ratio for frequency hopping cases was higher than for non-FH. As
expected, the highest signal-to-impairments ratio is for p = 1, because the total interference
power is equally distributed amongst all 200 hop frequencies—each hop frequency has
smaller effective interference power compared to p = {1/100, 1/8}, and non-FH.
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Conversely, the signal-to-impairments ratio is smallest for non-FH, because there is only
one hop frequency, and it is affected with the full interference power J. For small
interference powers, less than about -10dBW, the signal-to-impairments ratios converged
to -1.84dB, 0.36dB, 2.46dB, and 4.49dB, which is approximately the value when hop
frequencies did not experience interference, for SNR of 0dB, 3dB, 6dB, and 9dB
respectively. Figure 4.8 shows the average signal-to-impairments ratios, averaged over
hop frequencies that did and did not experience interference, and compares Case I with
Case II. Note, the average signal-to-impairments was same in both Case I and II when
p = 1. This result also was observed for non-FH. For large interference power, the average
signal-to-impairments ratios were higher for frequency hopping, p = {1/100, 1/8, 1}, than
for non-FH.

Moreover, for large interference powers, the highest average

signal-to-impairments ratio occurred in Case II with p = 1/100. However, for small
interference powers, the average signal-to-impairments ratio for each probability was
approximately equal to that of non-FH D-BLAST MIMO. Note, for non-frequency
hopping fT = 1, p = 1, and V = J. The signal-to-impairments ratios for p = {1/100, 1/8} in
Case II are approximately constant in the given range of interference powers. This result
was expected because, the majority of dwells did not experience interference. Although in
Case I with p = {1/100, 1/8}, the majority of dwells also did not experience interference,
these dwells were sub-optimally estimated using the received signal’s autocorrelation
matrix (3.23) that contained the interference component.
Using the signal-to-impairments analysis we will see, in Section 4.6, that for large
interference powers, the bit error rate for frequency hopping was smaller than for
non-frequency hopping simulation, except in Case I with p = 1/100 (where the BER was
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slightly higher than BER for non-FH). For small interference powers, the bit error rate for
frequency hopping was approximately equal to that of non-frequency hopping system, with
the exception in Case I with p = 1/100, where once again the BER was higher than the BER
for p = {1/8, 1} and non-FH.

Figure 4.7: Signal-to-impairments ratios for various SNRs when hop frequencies experienced
interference, fT = 200.
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Figure 4.8: Average signal-to-impairments ratios for various SNRs, fT = 200.

4.5

Capacity
In general, the capacity for a single input single output system (SISO) is

CSISO = log2 (1 + snr) bps/Hz,

(4.5)

where snr is a generic signal-to-noise ratio. If we define snr as the signal-to-impairments
ratio on each output port, simulated in Section 4.4, the MIMO capacity, averaged over
output ports, [39] is
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CSPR =Mr log2 (1 + SPR) bps/Hz.

(4.6)

The capacity defined by (4.6) is for equal eigenvalues of the channel state matrix [39].
Because the MMSE algorithm separates the streams, the output ports are effectively an
equal eigenvalue channel with SPR quality on each output port.
Figure 4.9 compares Case I and Case II upper bound capacities for various values
of received signal SNR. For Case I, we used (3.16) for both hop frequencies that did and
did not experience interference to compute the upper bound capacity—to be consistent with
Case I definition. For Case II, the upper bound capacity was averaged over all hop
frequencies by

Figure 4.9: Upper bound capacities for Case I and Case II.
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S
Mt

det� TT† + NIMr �

C ≤ (1 − p) log 2 �

det�NIMr �

S
Mt

det� TT† + NIMr + Vv� v� † �

� + p log 2 �

det�NIMr + Vv� v� † �

� bps/Hz. (4.7)

Note, 5000 randomly generated channel state matrices were used for each data
point. We observed that for certain instances of the interference power, the upper bound
capacity for frequency hopping scenarios was higher than the upper bound capacity of
non-frequency hopping scenarios. For example, at 0dBW of interference power, the upper
bound capacity for p = {1/100, 1/8, 1} is higher than that of non-FH, in both Case I and II.
However, at 30dBW of interference power, for Case I only p = 1 had higher upper bound
capacity—Case II upper bound capacity was higher for each p = {1/100, 1/8, 1}. This
result was expected, because the effective interference power, V, for p = 1 is only about
7dBW compared to 27dBW, 16dBW, and 30dBW for p = {1/100, 1/8}, and non-FH,
respectively. For large and small interference powers, and for Case I, the upper bound
capacities converged, although to different values, for each value of p = {1/100, 1/8, 1},
and for non-FH. For Case II, the curves converged for small interference powers. While
for large interference powers, curves for only p = 1 and non-FH converged to same value.
Figure 4.10 compares the upper bound capacities to capacities based on average
SPR for Case I, and based on SPR of Case II for hop frequencies that experienced
interference. Note, the average SPR of Case I equals SPR of Case II for hop frequencies
that experienced interference. As expected, the capacities based on SPR are less than the
upper bound capacity for each value of p, and for non-FH. As the interference power
decreases, the capacity of the system increases, since there is less interference in the
channel. Moreover, for FH, the increase in capacity occurs at higher interference power,
J, when compared to non-FH. For example, for p = 1 and 6dB SNR, the capacity based on
57

SPR crosses 15b/s/Hz at approximately 18dBW of interference power, whereas for non-FH,
the 15b/s/Hz capacity was not crossed until interference power was about -7dBW. This
result was expected, because for non-FH all of the interference power was concentrated on
the single non-FH channel, whereas for FH the interference power was distributed amongst
fJ number of hop frequencies with lower effective interference power (V = J/fJ ) than for
non-FH (V = J). Note, for Case II and hop frequencies that did not experience interference,
the upper bound capacity was approximately 6.72dB and 10.25dB, and the SPR based
capacity was approximately 5.82dB and 8.50dB for p = {1/100, 1/8}, respectively.
Figure 4.11 compares the upper bound capacities to average capacities based on
SPR for Case II. The average capacity based on SPR, averaged over all hop frequencies,
is less than the theoretical upper bound capacity. For interference powers between 0dbW
and 30dBW, the capacity for FH scenarios were higher than for non-FH in all cases of the
received signal’s SNR. As expected, for small interference powers, the FH capacities
converged to that of non-FH. For small interference powers, the majority degradation to
the signal is contributed by noise, and self-interference from the other antenna elements.
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Figure 4.10: Capacity comparison of upper bound and average capacity based on SPR for Case I, and
for Case II SPR based for hop frequencies that experienced interference.

Figure 4.12 compares the average capacity based on SPR for Case I and II using
various values of received signal’s SNR. Note, for p = 1 and non-FH, the average capacities
for Case I and II are equal. This is because, for p = 1 and non-FH, all hop frequencies are
subjected to the interference, and there is no non-interfered hop frequency to contribute to
the average capacity of Case II. As expected, for each respective case, and for interference
powers between 0dB and 30dB, the average capacity of FH system is higher than the
average capacity of non-FH. Moreover, the highest capacity in Case I was observed for p
= 1. Conversely, for Case II, the highest capacity was observed for p = 1/100. This was
expected, because for Case I with p = 1, all hop frequencies experience interference with
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lower effective interference power V. Whereas, for Case I with p = 1/100, the noninterfered hop frequencies are sub-optimally decoded by utilizing the autocorrelation
matrix of the received signal computed using (3.11). In Case II with p = 1/100, the 99/100
non-interfered hop frequencies have higher capacity than the 1/100 interfered hop
frequencies, and are the driving force in providing the highest average capacity. For small
interference powers (with less than −10dbW), as expected the capacities for FH and nonFH converged to same value. Additionally, the average capacities for small interference
powers were also equal to each other in both cases.

Figure 4.11: Capacity comparison of upper bound and average capacity based on SPR for Case II.
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Figure 4.12: Average capacity comparison based on SPR for Case I and II.

4.6

Received Message Bit Error Rates
We simulated bit error rates using LDPC encoded data and BPSK modulation. The

LDPC parity check matrix was taken from IEEE 802.11n standard [40]. We have used
(648, 324), a ½ rate code, where 648 and 324 is number of bits in a codeword and a
message, respectively. The parity check matrix has rows that contain either 7 or 8 ones,
and the remaining elements are zero. The size of the all-zeros subblock of the matrix is 27.
An 8 × 8 configuration was used. Each element of the noise vector, n, is complex AWGN
with zero mean and variance of N. We simulated a hop frequency being affected by
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interference by adding to the signal an interference vector, v, whose elements have
amplitude �V/Mr . The constant interference vector causes the received symbols, z, to be
shifted on the constellation grid. However, the MMSE algorithm, by mitigating the
interference, results z' to be zero-mean before the symbols are passed to the demodulator.
The interference vector was added to pnδ number of dwells, where nδ is the total number
of dwells required to transmit the data—thus the transmission experiences interference with
p probability. Notice, in Figure 3.1b, at the beginning and as well as at the end of the
transmission, not all antenna elements are transmitting, thus the number of dwells required
to transmit the data is

nδ = Mt (𝑛𝑛𝑐𝑐 + 1) − 1,

(4.8)

where 𝑛𝑛𝑐𝑐 is the number of codewords per antenna element in the data set. In each dwell,
the received signal is in the form of (2.1),

z = Ts + n + v.

(4.9)

On the receiver we use (2.10),

W=

S
Mt

T† R-1,

to obtain the complex weight matrix.
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(4.10)

For Case I we used (2.22),
R=

S
Mt

TT† + NI + Vv� v� † ,

(4.11)

to compute the autocorrelation matrix of the received signal, and it remained the same for
the duration of the simulation—the same R was used for both hop frequencies that did and
did not experience interference.
For Case II we used (2.9),

𝐑𝐑 = �����
𝐳𝐳𝐳𝐳 † ,

(4.12)

for the autocorrelation matrix. The autocorrelation matrix is averaged over a dwell and is
recomputed for every new dwell.

Since z represents the actual received signal,

consequently R reflects dwells that do and do not experience interference. Moreover, since
the received signal has randomness due to the random noise, such randomness is also
reflected when using (4.12) to compute the autocorrelation matrix.
We assumed that the receiver has perfect knowledge of the channel state matrix.
The channel can be estimated by correlating received pilot bits with their clean version at
the receiver—channel estimation is outside the scope of this dissertation. Moreover, the
same pilot bits could be used as a preamble to codeword synchronization, since the system
would know that data codewords followed the pilot bits. For each dwell and hop frequency,
we generate new Rayleigh channel state matrix—each dwell is subjected to a new Rayleigh
channel matrix. The Rayleigh channel state matrix is generated using i.i.d. symmetric
complex Gaussian random variables of zero mean and unit variance. The channel state
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matrix was also normalized to have the square magnitude of its elements, averaged over
all elements, equal to unity. Multiple simulations were executed so that each data point on
the plot had at least 100 erroneous bits.
We collected message BER statistics for codewords that did not experience
interference

(NJ)

Pb

=

number of wrong message bits where codewords did not experience interference

number of transmitted message bits where codewords did not experience interference

,

(4.13)

for codewords that did experience interference

(J)

Pb =

number of wrong message bits where codewords did experience interference

number of transmitted message bits where codewords did experience interference

,

(4.14)

and the total message BER

(T)

Pb =

total number of wrong message bits

total number of transmitted message bits

.

(4.15)

Note, a codeword experienced interference when any of the codeword’s subblocks
experienced interference. For example, for p = 1/8 only one subblock of a codeword
experiences interference, however, any error message bits that occurred after decoding of
(J)

the codeword are counted in the Pb bit error rate statistics. Moreover, although the total
required spread spectrum bandwidth for FH is fT times larger than that of non-FH, each
hop frequency’s channel bandwidth is same as the non-FH channel bandwidth. A single
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user FH is less bandwidth efficient than similar non-FH system. However, for multiuser,
each user can have a unique hopping pattern to prevent hop channel collisions, thus
utilizing the entire spread spectrum bandwidth—frequency-hopping multiple access [38].
Figure 4.13 shows message bit error rates for codewords that did not experience
interference, which only applied to p = 1/100, with various SNRs of the received signal.
For p = {1/8, 1} and for non-FH, all codewords experienced interference. One may
question why the bit error rate (BER) for Case I changes with respect to the interference
power if the plot applies to codewords that did not experience interference. The reason is,
because Case I uses (2.22)

R=

S
Mt

TT† + NI + V v� v� †

(4.16)

to compute the autocorrelation matrix, which contains the interference component, for
codewords that experienced and those that did not experience interference. Therefore, for
large interference powers, (4.16) is not a true representation of codewords that did not
experience interference, thus having high BER. As the interference power decreases, the
third component of (4.16) has smaller influence on the codewords that do not experience
interference, thus the BER decreases. In Case II, the autocorrelation matrix was computed
using (4.12), which does not contain the interference components. Thus, as expected, the
BER in Case II for non-interfered codewords is approximately constant with respect to
interference power. Comparing Case I and Case II, we observed that for large interference
powers, above 20dBW, Case II had smaller BER than Case I for 3dB and 6dB SNR. For
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Figure 4.13: Message bit error rates for codewords that did not experience interference, fT = 200.

0dB SNR, the BER for Case I and Case II were approximately equal at large interference
powers.
For small interference powers and for 0dB SNR, Case I had slightly lower BER
than Case II. However, for SNR of 3dB and 6dB, the BER in Case I was significantly
lower than the BER in Case II. This observation can be explained by Case I using the
perfect knowledge of the noise variance, N, to compute the autocorrelation matrix, whereas
Case II uses the received signal directly to compute the autocorrelation matrix, and is
averaged over each dwell.

For small interference powers, the interference has an

insignificant contribution to the autocorrelation matrix in Case I. Moreover, the BER gap
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between Case I and II increases as SNR increases, since for large SNR the (S/Mt )TT† is
the dominant term in the autocorrelation matrix.
Figure 4.14 shows message BERs for codewords where at least one subblock
experienced interference. We observed that for large interference powers, the BER for
frequency hopping was approximately equal to, or lower than for non-FH in both Case I
and Case II. At 40dBW of interference power, the lowest BER was for p = 1/8 in Case II,
except for SNR of 0dB for which the lowest BER at 40dBW of interference power was for
p = 1/100 in Case I. For small interference powers, Case I had lower BER than that of
Case II.

Figure 4.14: Message bit error rates for codewords that experienced interference, fT = 200.
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Figure 4.15 shows total message bit error rates, which includes both codewords that
experienced interference and those that did not. In Case II and for strong interference
powers, the BERs for frequency hopping, as expected, are lower than the BER for
non-FH—the lowest BER was for p = 1/100. Additionally, the improvement of BER from
non-FH to FH increases as SNR increases. Although at 40dW of interference power, the
BER for p = 1 is approximately equal to that of non-FH. For interference powers between
0dBW and 20dBW, the BER for p = 1 FH is significantly lower than the BER for non-FH.
Note, the effective interference power for each simulation is V. Figure 4.16 shows the
effective interference power for p = {1/100, 1/8, 1} and non-FH. For interference power
of 40dBW, the effective interference power for p = 1 is 17dBW, and for non-FH the

Figure 4.15: Total message bit error rates, fT = 200.

68

effective interference power is 40dBW. Comparing Case II at 40dBW, we can conclude
that 17dBW of effective interference power for p = 1 has similar degradation as 40dBW.
At 10dBW of interference power, the effective interference power for p = 1 is −13dBW,
and for non-FH it is 10dBW. At 10dBW of interference power, the BER for p = 1 was
significantly lower than BER for non-FH. Note, although the effective interference power
for p = {1/100, 1/8} is higher than for p = 1, only a single subblock of a codeword is
affected by the interference for p = {1/100, 1/8}, whereas all subblocks of a codeword are
affected for p = 1 (as well as for non-FH). For small interference powers, Case II BERs
are approximately equal for FH and non-FH. However, in Case I, the FH BER was not
necessarily lower than the non-FH—for SNR of 6dB, and for interference power of 40dBW
and 30dBW, the BER for p = 1/100 was slightly higher than the BER for non-FH. For

Figure 4.16: Effective interference power V.
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small interference powers, the BERs in Case I for FH and non-FH were approximately
equal, except for p = 1/100 and SNR of 6dB—which was significantly higher. The higher
BER is because in Case I, the receiver sub-optimally decodes codewords that did not
experience interference, and for p = 1/100 there are many more codewords that did not
experience interference than codewords that did experience the interference.
Figure 4.17 compares our simulated D-BLAST MIMO bit error rates to that of a
single input single output (SISO) system. The SISO bit error rate was obtained by
simulating a LDPC (648, 324) encoded and BPSK modulated data with AWGN SNR in the
same range as the SPR obtained from simulations in Section 4.4. The D-BLAST MIMO
BERs were plotted by pairing the BER and SPR of each p = 1 and non-FH that
corresponded to the same interference power, J, for Case I and II, as well as interfered and
non-interfered codewords for p = {1/100, 1/8} in Case II. We observed that our simulated
D-BLAST MIMO BERs are approximately 2dB to 3dB worse than that of SISO channel.
We expected that the D-BLAST MIMO BERs would not be as low as SISO channel with
AWGN, however, recall that, our simulated system transmits data on 8 parallel streams,
allowing more data to be transmitted per frequency channel and thus being more bandwidth
efficient than SISO channel. Comparing data in Figure 4.17 to that of Figure 3 in [41], our
simulated BER for both FH and non-FH is much lower than BER analysis in [41]. For
example, for the Modulation and Coding Scheme (MCS) 3 (16-QAM ½ rate), a BER of
10-3 requires about 17dB of SNR, whereas, D-BLAST MIMO needs only between 3dB and
6dB of SNR. Moreover, our simulated channel contained interference. However, the
802.11n standard does not use MMSE. Also note, our simulation used only the parity check
matrix from the 802.11n standard, and did not use any other policies.
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From Figure 4.17, we can also conclude that 8×8 D-BLAST MIMO, with MMSE,
in a Rayleigh fading channel with interference has BER within 3dB of an AWGN channel
without interference.

Also note, the 8×8 D-BLAST MIMO has 8 parallel streams.

Moreover, we can infer that there might exist some signal processing technique to further
improve the D-BLAST MIMO system.

Figure 4.17: Comparison of simulated D-BLAST MIMO BER to LDPC SISO BER.
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

5.1

Conclusions
The Diagonal Bell Laboratories Layered Space-Time Multiple Input Multiple

Output (D-BLAST MIMO) architecture is a formidable communications system. The
complex weight matrix, computed using Minimum Mean Square Error (MMSE), is able to
separate the received signals on each antenna element into the multiple unique streams that
were transmitted on each of the transmitting antenna elements. The complex weight matrix
also minimizes the degradation of the signal caused by interference.
In this research, we have extended the D-BLAST MIMO architecture to introduce
frequency hopping, and have performed simulated analysis to compare the two
architectures. In Section 4.3, utilizing the comparison of signal-to-interference ratios
between input ports and output ports, we learned that the minimization of interference, by
the complex weight matrix, is not linear. The output port’s signal-to-interference ratio has
a convex structure, and the minimum point depends on the received signal-to-noise ratio
and interference vector. The interference vector, in turn, depends on the interference power
and the probability of a hop frequency being affected by the interference.
We observed that for large interference powers, the overall signal-to-impairments
ratios on the output ports were higher in frequency hopping configuration than in
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non-frequency hopping configuration, for both cases, I and II.

However, for small

interference powers, the signal-to-impairments ratios for each probability converged to that
of non-FH.

Moreover, for large interference powers, the largest average

signal-to-impairments ratio was for p = 1/100 in Case II.
From Figure 4.12, depicting the average capacity comparison, we learned that the
capacity for FH D-BLAST MIMO was as good as for non-FH, and in some instances the
capacity for FH was higher than that of non-FH. Although, FH system requires larger
overall bandwidth, with multi-user access the bandwidth can be utilized efficiently by each
user having a unique hop pattern, thus resulting in all hop frequencies being utilized.
From bit error rate analysis we observed that the frequency hopping configuration,
in general, had smaller total bit error rate than that of non-FH configuration, except for
p = 1/100 in Case I and for 6dB of SNR.

For large interference powers and for

p = {1/100, 1/8}, Case II had lower BER than Case I, because Case I has sub-optimal
detection for the hop frequencies that did not experience interference, thus driving Case I
BER higher. However, for p = 1 and non-FH, Case I had lower BER than that of Case II
because Case I, having perfect knowledge of the interference vector, can more accurately
decode the interfered hop frequencies than Case II.
Our simulated D-BLAST MIMO system, in a Rayleigh fading channel and with
interference, had BERs within 3dB when compared to BER of a SISO system in an AWGN
channel. However, D-BLAST MIMO system transmits multiple parallel streams of data,
thus being more bandwidth efficient than a SISO system.
Part of this research was presented at IEEE MILCOM 2015 [50].
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5.2

Future Work
Recall that this research made some assumptions, such as the channel state matrix

being perfectly known to the receiver, and synchronized transmission. Future work will
include incorporating subsystems that estimate the channel state matrix, which will include
determining the complexity and accuracy of estimation, as well as with fast enough
estimation so that the estimated channel still accurately represents the real channel.
Synchronization in itself is an engineering feat, especially for frequency hopping systems.
Future work will include determining appropriate synchronization methods, and hop rate.
Higher order modulations will also be examined. Different types of interferers, such as
random, or from multiple sources, will also be examined in future research.
Determining the interference power at which the interference reduction on the
output ports becomes constant may also be beneficial research. Moreover, since in Case I
we assumed that the interference power was known to the receiver, subsystems estimating
the interference power, as well as if a hop frequency has interference present in its band,
need to be included in the FH D-BLAST MIMO communication chain.
Ultimately, the goal is to implement FH D-BLAST MIMO in hardware.
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