We consider an indecomposable root system ~b of a finite Coxeter group W and the complexified space V, spanned by q~, on which W acts as a reflection group. Let H~ denote the hyperplane in V fixed by the reflection s~ corresponding to e • q~.
In this paper we determine ~W,w(t) for all exceptional Weyl groups W (i.e., of types G2, F4, E6, E7, or E8) and all w e W. Unlike the classical case, there seems to be no uniform method available, amenable to hand computation, for the calculation of the Poincar6 polynomials ~w.w(t). So we implemented (*) on a computer. Obviously ~W,w(t) is a W-class function. Thus, in what follows, we have only to consider representatives of the conjugacy classes of W. In [L1 ] Lehrer considered also the case of general dihedral Coxeter groups, so the results for G2 of course can also be found there. We list them here for completeness. Our starting point in this paper is again the identity (*) which states that, up to a transformation of variables, ~W,w(t) is just the "characteristic polynomial" ;~*7~(q), in the sense of Rota JR], of the poset ~v which will be defined in Section 1. Note that the values/~(0, 1) can be read off our list in Section 2. Here 1 denotes tile unique maximal element of Jfw. Besides introducing some necessary notation, this section also contains a recursion formula for the characteristic polynomials of a special type of lattices. This can be used to give a direct proof of the identity ~w,s(t)= ~zw(s),l(t) for any reflection s of an arbitrary
Weyl group, which is also a consequence of a formula given in [L1 ] and a result of Brieskorn [B] about ~W.l(t) . The general intention of the first section is to give a combinatorial explanation of the results stated in the list of Section 2 as well as to provide tests for the computer calculations.
A motivation for this work has been the authors' project of ddtermining the semisimple conjugacy classes of finite groups of Lie type. 3Zhis requires Moebius inversion over similar posets, which in special cases coincide with those in this paper (see [FJ2, FJ3, FJ4] ).
The actual calculations of the Poincar6 polynomials were done on an IBM RS6000-540 computer. A more detailed description of the procedures can be found in Section 2. At this point we thank Dr. Stephen Black for sharing his valuable ideas about computer programming with us.
LATTICES OF STABLE CLOSED ROOT SUBSYSTEMS AND THEIR CHARACTERISTIC POLYNOMIALS
In this section we define a special class of lattices which contains the inclusion ordered posets of root subsystems of arbitrary Coxeter groups, and we discuss some combinatorial techniques used to determine their characteristic polynomials. We start with some notation and general remarks on the subject. All posets considered in this paper are finite.
1.1. DEFINITION. (a) Let R be a commutative ring, and let P be a finite poset with unique minimal element 0p. For an arbitrary function q): P ~ R we define its characteristic )C(9) to be g(q)) := ~ ~tp(0~, p).cp (p) Proof (a) We get for the left hand side = ~. #e(P', P) 6(i, ~(p')) = ~ #, (i, i') ~z(i', ~b(p') ) #e(P', P)
Here 6 is the Kronecker symbol and ~p(p', p), the zeta function of P, equals one iff p'~ p and zero otherwise.
(b) Note that for any ~eP\O(I) we get from (a) that
= 2 x(elE,,). I (a) If q~ is a finite subset of V\{0}, the so called "roots," such that w~b = ~b, we define the "lattice of w-stable root-spans" to be the set 6e~ := {~<Vl~=(~nq~)k,w~=~}, ordered by inclusion, together with the operations ~ ^ ~' := (~ c~ ~' n ¢) and ~ v ~' := (~, ~') for ~, ~'e 5e~.
(b) The function dim: 5~7/+, ~ ~dimg ~ is monotone and (¢) (respectively 0 = (0)) is always the unique maximal (respectively minimal) element. The characteristic polynomial a~m Z~ (q) will be denoted by z~(q). Proof Straightforward, see also [FJI] .
1.5. COROLLARY, Let V1, W 2 be w-invariant subspaces of V such that the intersection VI c~ V2 is zero. Then we have the following identity for characteristic polynomials:
where for x e 5P~, ~ E GLk(c~(V)) is induced by w.
Proof Consider the minimally split poser epimorphism v; w w P: 5~e -* 5t'e~ v~ x 5~e~ v2
The claim now follows directly from 1.2(b) and the isomorphism of intervals 5P~_~ Ix, (q~)]s%---5P~i(~). |
For the rest of this section let k be N or C, G an irreducible finite complex or real reflection group acting faithfully on the hermitian or euclidean space V, and ~ the set of reflection hyperplanes of all reflections of G. By ~"4~G, or simply ovf, we denote the lattice {(~7'= 1 Hilm~ No, Hi~AI} of finite hyperplane intersections, ordered by reverse inclusion, and for each g e G we let Jg(g := {x s ~f I g(x)= x} be the sublattice of g-fixed points.
Let q~ c V be any finite set of nonzero vectors satisfying (a) q~c~H±¢~ forall He J/
Since ~±= ('IH~,H'=~H, for oeSe~, one can see easily that for any geG, the map _1_: 5P~--* Jf g, ~± is an isomorphism of lattices. If G is a real Coxeter group we choose ~b to be the root system of G, which obviously satisfies (a), (b), and (c). If G is a finite complex reflection group, we can construct ~b as follows: Note that a complex reflection s of finite order is an element of the unitary group Uc(V) which acts trivially on a hyperplane H, and on H i by multiplication with a root of unity. For each reflection hyperplane H, the centralizer ZG(H) in G is cyclic and we choose a nonzero vector VIle H 1. Then the union of G-orbits (vH) ~ for all He is denoted by 45. It satisfies (a), (b), and (c) because G permutes the set ~'. FLEISCHMANN AND JANISZCZAK Now the function on Jg given by x ~ dim x±= codim x is monotone and for any g ~ G we get for the corresponding characteristic polynomial,
By the result of Orlik and Solomon mentioned in the introduction, the Poincar6 polynomial ~G,g(t) satisfies:
(**)
For any reflection s EG we let ~Vg(s) denote the sublattice {x=H~n (0m=l H~)IH~ ~_H~, me ~, H~e d//} of subspaces of H~ and let l~e(s) be its unique maximal element H~n (-]u~./~-_=x/, H. Then we get:
1.6. PROPOSITION. Let G be a complex reflection group and s ~ G a reflection at the hyperplane Hs e ~/. Then ~6,~(t) = (t + 1) "~zGize~),l(t).
Proof By Steinberg [St2] the group Z~(H~) is a reflection group whose corresponding lattice of hyperplane intersections coincides with ~(s). We prove the identity Zx~(q ) = qdim lg(~) dim 1,,fs . (q --1)" Zg(s)(q) which implies the proposition.
We choose a finite subset ~_~ V satisfying (a), (b), (c) as above, use the isomorphism _1_, and also apply 1.5 with VI=Hs and V2=H~. We show that onHsnq~=~ and onH In~b=~ imply ~=0 for any ~eSf~. Otherwise take ~c~n~/i and flcH~n~b\~. Then s(~)= ct+(co--1).(~,fl)/(fl, fl).fleon~b, where eg~0 is the eigenvalue of s which is not 1. Since fle~\o, we conclude that c~e (fl)±n~=HsnOb, a contradiction. Now 1.5 yields
But it is clear that Z~m.(q)=ZHs~.(q) and Z)a>(q)=q-1. Moreover dim(J) = codim 1~, dim(q~ n Hs) + 1 = codim 0H±-=,qs H + 1 = codim l~(s), and we get the result. I 1.7. COROLLARY (Lehrer [L1] where n(w)= codim{v~ VI wv= v). Together with the analogous result of Brieskorn I-B] about ~w.~(t), this is equivalent to 1.7.
It is clear from the definition that for each nontrivial Coxeter group W and any element w~W, ~W,w(-1)=0. As the list in the next section, as well as the results in [LS, L1, L2, FJ1] show, ~w.~(1)=0 as well for all elements w ~ W of order >2. The following lemma provides a combinatorial explanation of this fact: (b) If w has order greater than 2 and 45c_ V\{0} such that V" n 45 ~ f2~, where V'w denotes the sum of all w-eigenspaces of V e to eigenvalues ~ T-1. Then (q-1)(q+ 1) divides Zs%(q)-Proof (a) and (b) will be proved by induction on dim c Vc, using 1.5. In (a) we choose V~= V~ and V2--V~. The statement can easily be checked for dim e V e = 0, 1, 2. The right hand side in the formula of 1.5 is obviously divisible by (q-1) 2 since 45~ V~'~¢45n V w _~. Let x~Se~; such that x n V~ n q~ = ~5 = x n V2 m 45, then cx(c 0 ~ 0 ~ cx(fi) for c~ ~ V~ n 45 and fl s V2 n 45 hence v? ~ id. Now induction applies to all summands on the left hand side where x ¢ 0.
To prove (b) we choose Vl = V',. and 1/2=0 in 1.5. Then the restriction of w on s is diagonalizable with char pol w ~ R[X] and without eigenvalue T-l, for every 3eS~v~.
Hence all eigenvalues appear in conjugate pairs and dime3 must be even. We get Z.~%,~(-1)= ~--~.~ey~1o,~ #(0, ~)( --1) ctim<vI~> = 0, since V1 c~ ~b ~ ~. On the other hand for e c Vt c~ q~ and 0 ¢ x c Y~ with x c~ V1 c~ ~b = ~, we have 0 ¢ Cx(~) c (cx(V))'ne'x(~), in the notation of 1.4, 1.5. So we are done by induction. | 1.10. COROLLARY. Let W be a finite Coxeter group and id ¢ w ~ W is not conjugate to the longest element Wo. If the order of w is 2 then (t+ 1) 2 divides ~W,w(t) . If the order of w is greater than 2 then (t + 1)(t-1) divides Proof We keep the notation of the proof of 1.9. Then V~q) V~_~ = V~ ~= Fixv(w2), which is of the form (']~s_=~ (~)~ for a certain subset S_~ ¢~ (see [OS2, (4.4 Now we give a description of the representatives for the conjugacy classes of W e, where 05 is of exceptional type. Here we use the convention given by Carter [C1] .
For 05 of type E6, E7, E8 we let ~1=/31-/32, ~2=/32-/33, c~3=/33-/34, For 05=G2 we have ~1=/31-/32, c~2 =2/31-/32-~3, 0¢3 = /32 --/33. Let s~ be the reflection at the hyperplane orthogonal to the root ~. By [C1] , representatives of all conjugacy classes can be given as products of these reflections s~ Corresponding to certain "admissible diagrams." So, if we fix one of these diagrams denoted by F then a representative w of the class [w] which belongs to F is given by a product wl.w2, where w 1 = Sjl.S~.....s~ and w2=s~l.St~.....s~,, such that all %o, a= 1 ..... m are pairwise orthogonal and also all c~,~, for b = 1 ..... n. In addition all these roots have to satisfy the relations given by the diagram F. In the following the r-tuple (j~, J2, ..., J~) denotes the product of reflections s~-s~.....s~, r~[N.
The next theorem is a list of all Poincar6 polynomials ¢~W~,w(t) , where [w] ranges over all conjugacy classes of We. The first column in this list shows the type of the parametrizing "admissible diagram" corresponding to a class [w] with representative w given in column two. In the last column one can find the Poincar6 polynomials ~w~. w(t). Pairs of classes of the form l-w] and [-id. w] are listed together with braces } because their Poincar6 polynomials are the same.
THEOREM. Let W e be a Weyl group, where ~ is of exceptional type;
then the conjugacy classes of W e and corresponding Poincard polynomials are as follows:
w6 (1,2) For ~=F4:
w7= (2, 5) (t+ 1)2 (3t+ 1) 2 AI+A1
w8= (1,4 w15=(1, 2, 5) -(t-1)(t+ 1) 3 B2+A1 w16= (2, 3, 5) --(t--1)(t+ 1) 3 C3 w17= (2, 4, 3)~ _(t_ 1)(t + 1)2 AI+A2 w18 = (1, 3, 4)J B3 w19 = (1, 3, 2)} _(t_ 1)(t + 1)2 A2+A1 w20= (1, 4, 2) AZ+A2 w21= (1, 3, 4, 5) ~(t_l)(t+l)(7t2_l) F4 (al) w22= (1, 4, 10, 9)J D4 (al) w23= (1, 6, 2, 5) (t-1)(t+ 1)(5t e-1) B4 w24= (1, 3, 2, 5) --(t--1)(t+l)(t2+l) F4 w25 = (1, 3, 2, 4) --(t--1)(t+l)(t2+l) II II II  II II II II II 11 II II II II   II II II II  II II II It II II   II   II 
w6= (2, 4, 6, 7, 10) .(t+ 1) 3 w7= (3, 4) } -(t-1)(5t+l)(2t+l) w8= (2, 5, 10, 4, 6, 7, 16) .(3t+ 1)(4t+ 1)(t+ 1) 2 w9= (2,4, 6) } (t-1)(13t2-4t-1) w 10 = (2, 4, 7, 10) • (t + 1)2 (5t + 1)2 wll = (2, 4, 7) } (t-1)(3t+ 1) w12 (2, 4, 6, 7) . (7t2-2t-1) 
w14 (2, 5, 10, 4, 6, 7) .(t+ 1) 3 w15 = (3, 5, 4) } (t_l)2(3t+l)2(t+l) 3 w16 (2, 4, 6, 7, 10, 3) w17= (3, 4, 6, 7) ] (2t+ 1)(t-1) 2 (t+ 1) 3 w18 (2, 4, 6, 7, 5) ; w19 = (3, 7, 4, 8) "~ --(t--1)(6t 4 + 10t 3 --t 2 w20 (4,13,3,12,14,18,10)J" +2t+l)(t+l) z w22W21= (2' 4' 3' (2, 4, 3, 7, 10)} (t-1)z(3t+l)2(t+l)3 w23 = (2, 4, 3, 7) } (t_ 1)2 (t+ 1)5 w24 = (2, 4, 3, 6, 7) w25 = (3, 5, 4, 6) } -(t-1)(2t + 1) w26= (2, 4, 7, 6, 3, 5, 10) .(t2+ 1)(t+ 1) 2 w27 = (4, 6, 7, 5) } -(2t+l)(4t2-t-1) w28= (2, 6, 7, 3, 10) .(t--1) 2 (t+ 1) z w29 = (3, 12, 4, 13) w30 = (2, 4, 7, 10, 6, 3, 8) w31 = (3, 7, 4, 6, 8) ] w32 (4, 13, 3, 12, 14, 18) w33 = (2, 4, 7, 3, 8) w34 (4, 13, 3, 12, 14, 10) w35 = (3, 5, 8, 4, 6) w36 (2, 4, 7, 6, 3, 5) w37 = (2, 4, 6, 3, 5) w38 (2, 4, 7, 3, 5, 10) w39 = (2, 4, 7, 3, 5) w40 (2, 4, 6, 3, 5, 8) (t--1)(5t 2-1)(t+1) 4 --(t--1)(2t + 1)
• (3t2--2t+ 1)(t+ 1) 2 (t--1) 2 (t+ 1) 3 -(t--1)(t2 + 1)(t+ 1) z -(t -1)(2t 4 + 6t 3 + t 2 +2t+ 1)(t+ 1) 2 -(t-1)(2t 2-t+ 1)(t+ 1) 3 D4(al)+A1 w41 = (3,  2A 3  w42 (2,  D5  w43 = (3,  D5+A1 w44 ( 13, 3, 12, 14)~ (t-1) 2 (t+ 1) 3 4,7,6,3,8) J 6,7,4,8,11) } (t--1)(t+l) (1-4t 2 12, 15, 20, 4, 8, 13) + 9t3)(7t 2-1) 5,8,3,6,7) } 10, 12, 15, 4, 8, 13) 4,7,3,5,8). } 10, 12, 14, 4, 8, 13) 13, 17; 3, 12, 14)~ f 4,7,10,3,5,8) J 5,8,4,6,7) } 12, 14, 18, 4, 8, 13) 8, 13, 3, 12, 14)~ 4,6,7,3,5,8) J 8, 13, 3, 12, 15)~ g. 4, 6, 8, 3, 5 , 10)J (t2+ 1)(t-1) 2 (t+ 1) 2 -(t-1)(t+ 1)(t2 + t+ 1)
• (t2-t+ 1) (t2+ 1)(t-1) 2 (t+ 1) 3 --(t-1)(t2 + 1)(t2-t + 1) • (t+l) 2 -(t-1)(t+ 1)(t2 + t+ 1)
.(t2-t+l) (t -1)(7t 4 --3t 3 + 2t 2 +t--1)(t+ 1) 2
For q5 = Es. (2, 4, 6, 7, 9, 10, 16, 19) w3=(3) } w4 = (2, 4, 6, 7, 10, 16, 19) w5 = (3, 5) } w6 = (2, 4, 6, 7, 10, 16) w7 = (3, 4) } w8 = (1, 3, 12, 2, 5, 21, 22, 24) (t+ 1)(7t + 1)
• (llt+ 1)(13t+ 1) • (17t+ 1)(19t+ 1) • (23t + 1)(29t + 1) (5t+ 1)(7t + 1)(9t + 1)
• (llt+ 1)(13t+ 1) • (17t+ 1)(t+ 1) 2 -(t-1)(5t+ 1)
• (9t+ 1)(3t+ 1)
• (t+ 1) 2 (7t+ 1) 2 -(t-1)(St+ 1)
• (llt + 1)(4t+ 1)
• (5t+ 1)(7t+ 1)
A3+A2 D4+A3 w9 = (2, 4, 6) ] f wl0 (2, 4, 6, 7, 10) wll = (3, 4, 7) "~ f w12 (2, 5, 10, 4, 6, 7, 16) w13 = (3, 5, 4) "~ ; w14 (2, 4, 3, 6, 7, 9, 10) w15= (1, 3, 5, 21) w16 = (1, 3, 5, 22) w17= (3, 4, 6, 7) } w 18 = (2, 5, 10, 4, 6, 7) w19 = (3, 7, 4, 8) j" w20 = (1, 3, 12, 5, 21, 22, 2, 6) w21 = (2, 4, 3, 6) "~ w22 = (2, 4, 6, 7, 10, 3) w23 = (3, 5, 4, 6) ] w24 = (2, 4, 6, 7, 3, 5, 9, 10) w25 = (4, 6, 7, 5) ~ w26 (2, 3, 6, 7, 9, 10) w27 = (3, 12, 4, 13) ] w28 (1, 4, 19, 2, 5, 16, 21, 22) w29 = (2, 6, 7, 3, 10)~ w30 (2,4,6,7,5) J w31= (3, 7, 4, 6, 8) w32 (4, 13, 3, 12, 14, 18, 10) w33 = (1, 3, 2, 5, 21) w34 = (1, 3, 2, 5, 22) w35 = (2, 4, 7, 3, 8) "~ j" w36 (1, 5, 2, 4, 6, 7, 9) (t -1 )(13t 2 -4t -1 )
• (5t+ 1) 2 (t+ 1) 3 --(t--1)(5t+ 1) -(2t+ 1)(3t + 1)
• (4t+ 1)(t+ 1) 3 (3t+ 1)(7t + 1)(t-1) 2 • (5t+ 1) 2 (t+ 1) 2 -(t-1)(3t+ 1) • (7t:-2t -1)(llt 2 -2t-1)(t+ 1) 2 (t-1)(7t + 1)
• (23t 2-6t-1) • (t+ 1)2 (5t+ 1) 2 (3t+ 1)(4t+ 1)
• (t-1) ~ (t+ 1) ~
(t--1)(2t + 1)(16t 3-t 2 + 2t+ 1)(t+ 1) 3 (t-l) 2 (3t+ 1) 2 • (t + 1)4 -(t-1)(2t + 1)
• (3t+ 1)(4t+ 1)
• (t~+ 1)(t+ 1) 2 --(5t+ 1)(4t+ 1) • (8t 2 -3t-1) • (t--1)2 (t+ 1) 2 (t--1)(5t + 1)(5t z-1)
• (t + 1 )2 (3t + 1 )2 -(2t+ 1)(4t 2-t-1)
• (t-1)~ (t + 1)~ -(t-1)(6t4 + 10t 3-t 2 +2t+ 1)(t+ 1) 3 -(3t+ 1)(t-1)3(t-k -1) 4 (5t+ 1)(3t + 1) 2
• (t-1)2 (t+ 1) 3 -(2t+ 1)(t-1)3(t + 1) 3
ii li II II li II ii il il II ~   II   II   II   II   II   II   II   II   II   II   II II   II   II   II   II   II   II   II   II   II   II   II   II   II   II   II   II 3, 12, 14, 23, 4, 9, 13, 17) 2D4 (al) w104= (3, 12, 9, 17, 4, 13, 21, 22) E6+A2" where #~, is the Moebius function and 0e is the unique minimal element of 5°~. If o e 5P~ then o c~ 05 is a union of w-orbits in 05. Using the computer algebra system CAYLEY, one can determine all these orbits for a given element w e We. Now one has to compute C-spans of joint orbits in order to calculate all o ~ ~, together with their Moebius functions, and to add up. This is done using a program written in the language C which takes w-orbits as input• To avoid computations in C and possible overflow, we "reduce modulo a "good" prime p for 05" where "good" is understood in the sense of Carter [-C2, p. 28] . It is known from Steinberg [Stl] that the torsion parts Tor(6/o') of ~/6' are always p'-groups for 6, 6' e 5a~ and good prime p. From this it is easy to see that the posets 5P~ and 5P~. k are isomorphic. Here 5P~, k is defined as follows: Let 
