We describe the moduli space of cubic hypersurfaces in CP 4 in the sense of geometric invariant theory. That is, we characterize the stable and semistable hypersurfaces in terms of their singularities, and determine the equivalence classes of semistable hypersurfaces under the equivalence relation of their orbit-closures meeting.
Introduction
Mumford's geometric invariant theory provides a construction of complete moduli spaces of families of varieties. In this paper we apply his methods to obtain a concrete description of the moduli space of cubic hypersurfaces in CP 4 . More precisely, we work out which cubic threefolds are stable, which are semistable, which of the semistable orbits are minimal, and which semistable threefolds degenerate to which minimal orbits, all in terms of the singularities of the threefolds. Many authors have treated stability and semistability in other settings. Hilbert treated point-sets in the projective line, plane curves of degree ≤ 6 and cubic surfaces [8] . Shah provided much more detailed information about sextic plane curves [12] and analyzed quartic surfaces [13] . Mumford and Tate treated point-sets in projective spaces of arbitrary dimension (chap. 3 of [10] ), Miranda treated pencils of cubics in P 2 [9] , and Avritzer and Miranda have recently treated pencils of quadrics in P 4 [3] . For further references, see [10] . After writing this paper we learned that Collino made a partial analysis of the stability of cubic threefolds, as background for his work on the fundamental group of the Fano surface of lines on a smooth cubic threefold [6] . In particular, he established our Lemma 6.1.
The reason this paper exists is due to the problem of uniformizing the moduli space by the complex 10-ball, much as the moduli space of cubic surfaces is uniformized by the complex 4-ball [1] . J. Carlson, D. Toledo and the author have constructed a period map that identifies the moduli space of smooth cubic threefolds with a Zariski-dense subset of a quotient of the 10-ball by a discrete group of finite covolume. The current work, together with refinements of the techniques of [1] , should provide much more detailed information, such as exactly which discrete group, which periods arise from smooth threefolds, and how degeneration to singular threefolds is reflected in the ball quotient.
We recall the basic definitions of geometric invariant theory in this context; for further background see [10] or [11] . The cubic threefolds are parameterized by CP 34 , and a threefold T is called semistable if there is an SL(5, C)-invariant hypersurface in CP 34 which does not contain T . A semistable threefold is called stable if it has finite symmetry group and its orbit is closed (in the space of semistable threefolds). If just the second of these conditions holds, then its orbit is called minimal. We say that one semistable threefold degenerates to another if the second lies in the orbit closure of the first. The moduli space may be described topologically as the quotient of the semistable threefolds by the relation that two are equivalent if their orbit closures meet (in the space of semistable threefolds); every equivalence class contains a unique minimal orbit. The moduli space is a projective variety in a natural way, and contains the orbit space of stable threefolds as an open dense subset.
A hypersurface singularity in 4 variables is called an A n singularity (n ≥ 1) if it is locally analytically equivalent to The quadratic terms of any hypersurface singularity define a quadratic form on the tangent space to CP 4 . The kernel of this form determines a linear subspace of CP 4 , which we call the null space of the singularity; the dimension of this space is called the nullity of the singularity. The nullity of an A n (n > 1) singularity is 1 and the nullity of a D 4 singularity is 2.
Theorem 1.1. A cubic threefold is stable if and only if each of its singularities has type
Semistable threefolds that are not stable are called strictly semistable. The corresponding points of the moduli space turn out to form a rational curve and an isolated point. The isolated point is given by the threefold ∆ defined by equivalence. The rational curve is given by the threefolds T A,B defined by
where at least one of A and B is nonzero. By rescaling the variables one sees that if k = 0, then T A,B is projectively equivalent to T k 2 A,kB . When we want to refer to the projective equivalence class of T A,B we usually just write T β , where β = 4A/B 2 ∈ C ∪ {∞}. If β = 0, 1, then T β has just two singularities, both of type A 5 . If β = 0, then T β acquires a third singularity, of type A 1 . If β = 1, then T β is the secant variety of a rational normal curve of degree 4, which we call a chordal cubic; its singular locus is the rational normal curve. We show in section 5 that T β and T β are projectively equivalent if and only if β = β , and that any cubic threefold with two A 5 singularities is projectively equivalent to T β for some β = 1. In section 2 we explain some singularity theory, which we will use throughout the paper. In section 3 we apply the Hilbert-Mumford criteria for semistability and stability to establish necessary conditions for a cubic threefold to be unstable (resp. not stable). In section 4 we show that the presence of certain singularities makes a threefold unstable (resp. not stable). In section 5 we study the special threefolds ∆ and T β more closely, and in particular we characterize them by their singularities. The final section assembles material from earlier sections to establish the theorems above. 2 ), respectively. A power series f is called semiquasihomogeneous (SQH) with given weights (w 1 , . . .,w n ) if f has no terms of weighted degree < 1, and the terms of weighted degree 1 define an isolated singularity. Bruce and Wall treat the case of 3 variables by reducing it to results of Arnol d, and the proof in the general case is the same. The theorem lets one recognize many singularities immediately. However, there are some cases where one can apply it only after a local coordinate change. As an example we investigate the nature of the singularity
where K is a generic constant and L is a generic linear form. We would like to apply the theorem, and we must clearly assign weight 1 2 to each of x 2 , x 3 and x 4 . However, the largest n for which all the terms of f have degree ≥ 1 with respect to the weights If a given isolated singularity has nullity 1, then this process terminates, so in practice it is easy (if tedious) to identify such singularities. The reader may enjoy checking that the threefold defined by An important invariant of a singularity is its Milnor number, called its multiplicity in [2] . If f : C n → C has a singularity at a point p, then the Milnor number at p is defined as the vector space dimension of the quotient of the local ring of C n at p by the Jacobian ideal of f . The Milnor number of an A n , D n or E n singularity is the subscript n. More generally, a singular point is an isolated singularity if and only if it has finite Milnor number. An important property of the Milnor number is its semicontinuity: if a function f 0 is a limit of functions f t , and each f t has a singularity of Milnor number ≥ n at p, then so does f 0 . For more information, see [2] . It follows immediately that if f (x 1 , . . . , x m ) has nullity 1 and has only terms of degree ≥ 1 with respect to the weights , and the terms of degree 1 fail to define an isolated singularity, then the singularity is worse than A n−1 , in the sense that the Milnor number is at least n. We also have:
with respect to the weights Proof. The second claim is part of theorem 2.1. To prove the first claim one shows that for f generic among those for which C has a multiple root, the singularity has type D 5 .
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Necessary conditions for instability
In this section we identify certain singularities that a cubic threefold must have if it fails to be semistable (resp. stable). In our analysis of a singular point of a cubic threefold T with defining form F , we will almost always choose coordinates x 0 , . . . , x 4 so that the singularity lies at P = [1, 0, 0, 0, 0]. We define L ij as the line defined by x k = 0 for all k = i, j. We will write f (x 1 , . . . , x 4 ) for the local defining equation for T at P obtained by substituting
If X is a subset of the 35 cubic monomials in x 0 , . . . , x 4 , then we say that a cubic form F has type X if all the monomials of F with nonzero coefficients lie in X. The 35 monomials may be arranged in the obvious way on a 4-dimensional simplex. A picture of the 4-simplex with the 35 monomials marked by empty or filled circles, such as any of the figures 3.1(a)-3.1(f), denotes the set of monomials marked by filled circles. The mnemonic is that an empty circle looks like 0. We sometimes say that a cubic form has some type by referring to a figure, for example "F has type 3.1(a)." We apply the same terminology to T .
Lemma 3.1. A cubic threefold is unstable if and only if it is projectively equivalent to a threefold of one of the types 3.1(a)-3.1(f ). (See figures 3.1(a)-3.1(f ).)
Proof. The Hilbert-Mumford criterion for semistability (theorem 2.1 of [10] ) says that T is unstable if and only if there exists a coordinate system with respect to which all the monomials of F with nonzero coefficients lie strictly to one side of a hyperplane through the center of the 4-simplex. We rephrase this criterion as follows. We regard each cubic monomial x 
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to compute the set of polyhedra into which Y divides S, and then choose a vector v from the interior of each polyhedron. By a computer calculation of less than a minute (see below) there are 72 of these polyhedra, so 72 types of cubic forms represent all unstable forms. It turns out that many of these are special cases of each other (i.e., H v ⊆ H v ). It is easy for the computer to eliminate such redundancy, and every one of the 72 types is a special case of one of the types 3.1(a)-3.1(f). By construction, every form in one of these families is unstable, and the lemma follows.
Remarks on the computation. To perform the subdivision of S by Y , we wrote a computer program in C++, using software for arbitrary-precision rational arithmetic developed by the GNU project (GMP version 2.0.2 [7] ). For k ≥ 0 we define a k-polytope in Q n to be a bounded set whose affine span has dimension k and which is the intersection of finitely many closed rational half-spaces. A facet is one of its (k − 1)-dimensional faces. We encode a 0-polytope (a point) by its coordinates, and for k > 0 we encode a k-polytope by the set of its facets, which of course are themselves encoded as (k − 1)-polytopes. We will describe an algorithm for checking if the intersection of a k-polytope with a closed rational half-space is k-dimensional, and in this case for computing the intersection. With such an algorithm, to divide S by Y one simply divides S by the first hyperplane, then each of the resulting pieces by the next hyperplane, and so on. It is easy to compute the set of vertices of a k-polytope K; the vectors given in figures 3.1(a)-3.1(f) were obtained by averaging the vertices of their polyhedra.
Suppose that K is a k-polytope and L is a rational hyperplane; we will show how to check if K ∩ L has dimension at least k − 1, and in this case how to compute K ∩ L. When k = 0 or 1 the problem is trivial, so suppose k > 1. First we check if K ⊆ L (by checking whether the vertices of K lie in L), in which case K ∩ L = K and we are done. If K ⊆ L, then we check whether any facet of K lies in L, in which case K ∩ L equals that facet and we are done. Otherwise, we check whether L meets the interior of K, by checking if it separates some pair of vertices. If it does not, then K ∩ L has dimension < k − 1 and we are done.
where K varies over the facets of K.
Finally, suppose K is a k-polytope and L + is a closed rational half-space with bounding hyperplane L. We will show how to check if K ∩ L + has dimension k, and if so how to compute K ∩ L + . When k = 0 or 1 the problem is trivial, so suppose k > 1. We first check whether K lies in L + ; if it does, then K ∩ L + = K and we are done. Otherwise, we check whether L meets the interior of K. If it does not, then dim(K ∩ L + ) < k and we are done. If 1(b) .
Proof. Studying figure 3 .
We have marked these terms by diamonds (♦) and the four killed terms by spades (♠). Since the lower two spades vanish, F has type 3.1(d).
If F has type 3.1(c), then the proof is similar: mixing x 2 and x 3 preserves the family and mixes the coefficients of the two marked monomials together. We can suppose that the one marked with a spade vanishes, and then F has type 3.1(b). Proof. It suffices to show that if T is defined by a cubic form F of one of the types 3.1(a), 3.1(b), 3.1(d) and 3.1(e), then T satisfies one of the conditions listed. If F has type 3.1(a), then f = Kx 0 x 2 4 + cubic(x 1 , . . . , x 4 ), so P has nullity ≥ 3. If F has type 3.1(e), then T contains L 01 as a double line. If F has type 3.1(b), then its nullity at P is at least 2 by inspection of the diagram. Also, f = singular cubic(x 1 , x 2 ) + quadratic(x 3 , x 4 ) + (terms of degree > 1) with respect to the weights ( We claim next that a generic F of type 3.1(d) has an A 7 singularity at P . By genericity we may assume that the x 
where K is a constant and L (resp. Q, Q , C) is a linear (resp. quadratic, quadratic, cubic) form. For generic K and L, the singularity has type A 7 ; the computation is essentially the worked example of section 2. Now, if F has type 3.1(d), then P has Milnor number ≥ 7, so if the nullity at P is more than 1, then T falls into category (ii) or (iii). If the nullity is 1, then the null line is L 01 because the x 0 · quadratic(x 1 , . . . , x 4 ) terms of F are free of x 1 . Then T falls into category (iv) because T contains the plane
At this point it would be natural to prove that a threefold exhibiting one of these features is unstable. We postpone this to the next section because we are about to study the nonstable cubic threefolds, and the argument for the converse of theorem 3.3 also proves the converse of theorem 3.5.
Lemma 3.4. A cubic threefold that is not stable is either unstable or projectively equivalent to a threefold of one of the types 3.2(a)-3.2(d). (See figures 3.2(a)-3.2(d).)
Proof. This is similar to the proof of lemma 3.1. The Hilbert-Mumford criterion for stability (theorem 2.1 of [10] ) asserts that T is not stable if and only if there exists a coordinate system with respect to which all the monomials of F with nonzero coefficients lie in a closed half-space whose bounding hyperplane passes through the center of the 4-simplex. For each v ∈ R 5 − {0} having coordinate sum zero, we defineH v to be the set of monomials having nonpositive inner product with v. Then T is not stable if and only if it is equivalent to a threefold of typeH v for some v. Recall the 3-dimensional simplex S and its tessellation by Y . We choose one point from the interior of each 0-, 1-, 2-and 3-dimensional face of the tessellation, and let v vary over these points. It is obvious that every nonstable T is equivalent to a threefold of typeH v for one of these v. A computer calculation along the lines of the previous one yields 481 possibilities for v. For most of them, the threefolds of typeH v are obviously unstable:H v lies in one of the sets given in figures 3.1(a)-3.1(f). After eliminating these cases, only 6 possibilities for v remain. After eliminating those that are special cases of others, only the four we have shown remain. A solid block indicates a monomial that lies on the bounding hyperplane. To complete the proof, we claim that a generic F of type 3.2(c) has an A 5 singularity at P . To see this, apply the proof of theorem 3.3 before (3.1). Then we have
with respect to the weights (
2 ). For generic K and L, the degree 1 terms define an isolated singularity, and the claim follows from theorem 2.1.
Sufficient conditions for instability
In this section we show that cubic threefolds with certain sorts of singularities are unstable (resp. not stable). We begin with a treatment of the threefolds with a singularity of nullity ≥ 2. It turns out that the threefold ∆ defined by
plays a central role. Calculation shows that ∆ has three singularities of type D 4 and no others. It follows from theorem 3.3 that ∆ is semistable, and ∆ is strictly semistable because it has infinite symmetry group.
Theorem 4.1. The orbit of ∆ is minimal. A cubic threefold with a D 4 singularity is strictly semistable and degenerates to ∆. A cubic threefold with any other singularity of nullity ≥ 2 is unstable.
Proof. We prove the last two claims first. Suppose that T is a cubic threefold with a singularity of nullity ≥ 2 placed at P . If the nullity is ≥ 3, then we may choose coordinates so that (x 1 , . . . , x 4 ) .
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Such an F has type 3.1(a) and is unstable by lemma 3.1. Now suppose the nullity is 2; we may write x 2 ) + other cubic terms(x 1 , . . . , x 4 ) .
With respect to the weights ( 
Finally, if ∆ degenerates to some other threefold T , then T must be semistable and also have a singularity of nullity ≥ 2. Therefore T degenerates to ∆. Proof. A double line makes T unstable, because in suitable coordinates T has type 3.1(e). So suppose henceforth that the singularity is not a double line. By choice of coordinates we may take
. Probably the best way to follow the rest of this argument, and similar ones later, is to prepare a large picture of the 4-simplex and place and remove coins to indicate coefficients known to be zero, or known to be nonzero, or unknown. This method makes it easy to tell what the result of one of our linear substitutions is, and is how we discovered these arguments.
The x 3 1 term must vanish, or else P is only an A 2 singularity. We write the terms divisible by x 2 and x 0 x 2 x 3 terms, which we took to vanish in (4.2). By x 3 → x 3 + λx 2 we use the x 0 x 2 3 term to kill the reintroduced x 0 x 2 x 3 term. Then the other reintroduced term vanishes automatically, for otherwise P is only an A 3 singularity. For more convenient singularity analysis, by a substitution x 1 → x 1 + λx 2 we use the x 2 1 x 4 term to kill the x 1 x 2 x 4 term. Now the x 1 x 2 2 term vanishes, for else P is only an A 4 singularity. We have killed so many terms that F has type 3.2(c). In particular,
terms marked by dots in figure 3 . . If P has type A 5 , then the degree 1 terms must define an isolated singularity, so that 4A = B 2 and T degenerates to T β for β = 4A/B 2 = 1. Since T β is strictly semistable, so is T . On the other hand, if µ ≥ 6, then the degree 1 terms must not define an isolated singularity, so 4A = B 2 . Suppose that T contains no plane containing the null line at P , which is L 01 . Then A = 0, for otherwise T contains the plane x 3 = x 4 = 0. Therefore B = 0, and by rescaling the variables we may take B = −2. Then A = 1, T degenerates to the chordal cubic T 1,−2 , and T is strictly semistable. Finally, suppose T contains a plane containing the null line. Taking limits, we see that T A,B does also, and a calculation shows that this only occurs if A = 0. This forces B = 0, so T has type 3.1(d) and is unstable by lemma 3.1.
(Note: by the proof of theorem 3.3, the Milnor number at P is at least 7, so there is no cubic threefold containing an A 6 singularity and also a plane containing the null line. Our argument also shows that if T contains an A 5 singularity and a plane containing its null line, then A = 0 and T degenerates to T 0 , the T β with the extra singularity.)
Uniqueness theorems
In this section we characterize the special cubic threefolds ∆ and T β by their singularities. The arguments are independent of the rest of the paper, and the only results given here that are used later are the computations of the symmetry groups and projective equivalence classes of the T β . Throughout this section, T denotes a cubic threefold with defining form F . We will begin with the uniqueness of ∆. Proof. We suppose the singularities lie at P and P , and that their null planes are x 2 = x 4 = 0 and x 0 = x 2 = 0. These planes span the hyperplane x 2 = 0 and meet along the line L 13 . All terms of F divisible by x 2 i , x i x 1 or x i x 3 vanish for i = 0 or 4, leaving x 2 , x 3 ). An extra singularity of T lying in the hyperplane x 2 = 0 must have nonzero x 0 and x 4 coordinates in order to avoid lying in either null plane. But then its orbit under the 1-parameter group
is a curve of singularities of T whose closure contains both the given singularities, contrary to the hypothesis that they are isolated. . Next we will characterize the T β . We begin by describing their symmetry groups and classifying them up to projective equivalence. Each T A,B is preserved by the symmetries σ λ of (4.1), and also by the coordinate reversal τ : Proof. We place the singularity known to have type A n at P , with null line L 01 . By lemma 5.1, the second singularity Q does not lie on this line, so we place it at [0, 0, 1, 0, 0]. Again by lemma 5.1, Q's null space misses P , so under the assumption that the null spaces meet we may suppose that they meet at [0, 1, 0, 0, 0]. Then L 12 lies in the null space of Q. We will show that P is a nonisolated singularity, which is a contradiction. All terms of F divisible by x 2 0 , x 0 x 1 , x 2 2 or x 1 x 2 vanish. By mixing together x 3 and x 4 we may suppose that the x 0 x 2 x 3 term vanishes. Then the x 0 x 2 3 and x 0 x 2 x 4 terms must be nonzero, because the nullity at P is only 1. By rescaling the variables we take the coefficients to be 1 and −1. By x 3 → x 3 + λx 4 we use the x 0 x 2 3 term to kill the x 0 x 3 x 4 term, and then by x 2 → x 2 + λx 4 we use the x 0 x 2 x 4 term to kill the x 0 x 2 4 term. This yields 
The main results
In this section we prove the theorems stated in the introduction. Lemma 6.1. The chordal cubics are the only semistable cubic threefolds with nonisolated singularities.
Proof. Suppose T is semistable with nonisolated singularities. It follows from theorem 4.1 that each positive-dimensional component of the singular locus is a curve of singularities of nullity 1. We fix such a component C and observe that C is not a line by theorem 4.2. Since T has degree 3, it contains the secant variety of C. C cannot lie in a plane, or else T would contain this plane and be unstable by theorem 4.2(iii). Since C does not lie in a plane, its secant variety is three-dimensional. If C lies in a 3-space, then T contains this 3-space, and after a linear transformation we may take F = x 0 Q(x 1 , . . . , x 4 ). Then T is unstable because of the 1-parameter group (x 0 , . . . , x 4 ) → (λ −4 x 0 , λx 1 , λx 2 , λx 3 , λx 4 ).
Therefore C does not lie in any hyperplane. Since a cubic surface can have at most 4 isolated singularities [5] , a generic hyperplane meets C in ≤ 4 points, so that C has degree ≤ 4. It follows that C is a rational normal curve of degree 4 and that T is its secant variety. Proof. It follows from the previous lemma that the chordal cubics form a minimal orbit. Therefore Richardson's relative form of the Hilbert-Mumford criterion applies (theorem 4.2 of [4] ). That is, if T degenerates to T 1,−2 , then T is projectively equivalent to a threefold that degenerates to T 1,−2 under some diagonalizable 1-parameter subgroup of SL(5, C) that stabilizes T 1,−2 . Since all such subgroups are conjugate in the automorphism group of T 1,−2 , we may take the group to be (4.1). That is, we may suppose that T has type 3.2(c) and that + terms marked by dots in figure 3.2(c) .
The nullity at P is clearly one, the Milnor number is at least 6 by the argument concerning (4.3), and T cannot contain a plane because the chordal cubic does not.
Proof of theorem 1.2. We showed in theorem 4.1 that the orbit of ∆ is minimal. It follows from theorems 4.1 and 4.2 that the only other possibilities for minimal strictly semistable orbits are the T β . We have just seen that the chordal cubics form a minimal orbit. The other T β are minimal because they cannot degenerate to chordal cubics by lemma 6.2, cannot degenerate to ∆ because they have singularities of Milnor number > 4, and cannot degenerate to each other because their symmetry groups all have the same dimension.
Note added in proof: After preparing this paper, I learned that Mutsumi Yokoyama studied the same problem (Tokyo J. Math. 25 (2002), 85-105). His techniques and results are broadly similar to ours, but he leaves out certain threefolds (those of our theorem 1.3 (iii), for example, the exercise of section 2) from his list of semistable threefolds.
