Abstract-Using the classical Parzen window estimate as the target function, the kernel density estimation is formulated as a regression problem and the orthogonal forward regression technique is adopted to construct sparse kernel density estimates. The proposed algorithm incrementally minimises a leave-oneout test error score to select a sparse kernel model, and a local regularisation method is incorporated into the density construction process to further enforce sparsity. The kernel weights are finally updated using the multiplicative nonnegative quadratic programming algorithm, which has the ability to reduce the model size further. Except for the kernel width, the proposed algorithm has no other parameters that need tuning, and the user is not required to specify any additional criterion to terminate the density construction procedure. Two examples are used to demonstrate the ability of this regressionbased approach to effectively construct a sparse kernel density estimate with comparable accuracy to that of the full-sample optimised Parzen window density estimate.
I. INTRODUCTION
An effective method of estimating the probability density function (PDF) based on a realisation sample drawn from the underlying density is based on a non-parametric approach [1] - [3] . The Parzen window (PW) estimate [1] is a remarkably simple and accurate non-parametric density estimation technique. Because the PW estimate, also known as the kernel density estimate, employs the full data sample set in defining density estimate for subsequent observation, its computational cost for testing scales directly with the sample size, and this imposes a practical difficulty in employing the PW estimator. It also motivates the research on the so-called sparse kernel density estimation techniques. The support vector machine (SVM) method has been proposed as a promising tool for sparse kernel density estimation [4] - [6] . An interesting sparse kernel density estimation technique is proposed in [7] . Similar to the SVM methods, this technique employs the full data sample set as the kernel set and tries to make as many kernel weights to (near) zero as possible, and thus to obtain a sparse representation. The difference with the SVM approach is that it adopts the criterion of the integrated squared error between the unknown underlying density and the kernel density estimate, calculated on the training sample set.
A regression-based sparse kernel density estimation method was reported in [8] . By converting the kernels into the associated cumulative distribution functions and using S. Chen and C.J. Harris are with School of Electronics and Computer Science, University of Southampton, Southampton S017 IBJ, UK, E-mails: {sqc,cjh} 0ecs.soton.ac.uk X. Hong is with School of Systems Engineering, University of Reading, Reading RG6 6AY, UK, E-mail: x.hong oreading.ac.uk the empirical distribution function as the desired respone, just like the SVM-based density estimation [4] - [6] , this technique transfers the kernel density estimation into a regression problem and it selects sparse kernel density estimates based on an orthogonal forward regression (OFR) algorithm that incrementally minimises the training mean square error (MSE). An additional termination criterion based on the minimum descriptive length [9] or Akaike's information criterion [10] is adopted to stop the kernel density construction procedure. Motivated by our previous work on sparse regression modelling [1 1] , [12] , recently we have proposed an efficient construction algorithm for sparse kernel density estimation using the OFR based on the leave-one-out (LOO) MSE and local regularisation [13] . This method is capable of constructing very sparse kernel density estimates with comparable accuracy to that of the full-sample optimised PW density estimate. Moreover, the process is fully automatic and the user is not required to specify when to terminate the density construction procedure [13] .
In the works [8] , [13] , the "regressors" are the cumulative distribution functions of the corresponding kernels and the target function is the empirical distribution function calculated on the training data set. Computing the cumulative distribution functions can be inconvenient and may be difficult for certain types of kernels. We propose a simple regressionbased alternative, which directly uses the PW estimate as the desired response. The same OFR algorithm based on the LOO MSE and local regularisation [12] can readily be employed to select a sparse model. Unlike the work [13] , we use the multiplicative nonnegative quadratic programming (MNQP) algorithm [14] (4) Many other types of kernel functions can also be used in the density estimate (1).
The well-known PW estimate p(x; IPar, PPar) is obtained by setting all the elements of IPar to . The optimal kernel width PPar is typically determined via cross validation [15] , [16] . The PW estimate in fact can be derived as the maximum likelihood estimator using the divergence-based criterion [ 17] . The negative cross-entropy or divergence between the true density p(x) and the estimate p(x; , p) is defined as
k=1 n=1
Minimising this divergence subject to the constraints (2) and (3) leads to 1n = N for 1 < n < N, i.e. the PW estimate.
Because of this property, we can view the PW estimate as the "observation" of the true density contaminated by some "observation noise", namely
Thus the generic kernel density estimation problem (1) can be viewed as the following regression problem with the PW estimate as the desired response N p(X; IPar, PPar) Z /3kKp(X, Xk) + ((X) (7) k=1 subject to the constraints (2) and (3), where e(x) is the modelling error at x. Define Yk = p(xk; Par, PPar), ¢>(k) = [Kk,1 Kk,2 Kk,N]T with Kk,i = Kp (Xk,xi), and c(k) = E(xk). Then the model (7) at the data point xk C D can be expressed as
The model (8) 
The regression model (9) (12) where wT(k) = [Wk,1 Wk,2 * * * Wk,N] is the kth row of W.
III. ORTHOGONAL FORWARD REGRESSION FOR SPARSE DENSITY ESTIMATION
Our aim is to seek a sparse representation for p(x; 3, p) and yet maintaining a comparable test performance to that of the PW estimate. Since this density construction problem is formulated as a standard regression problem, the OFR algorithm based on the LOO MSE and local regularisation [12] can readily be applied to select a sparse model representation. For the completeness, this OFR-LOO-LR algorithm is summarised.
The local regularisation aided least squares solution for the weight parameter vector g is obtained by minimising the regularised error criterion [18] N JR(g, A)
= ETC + Z Ag2 (13) i=l where A = [A1 A2 ... AN]T is the regularisation parameter vector, which is optimised based on the evidence procedure [19] with the iterative updating formulas [1 1] , [12] , [18] old TE Anew -= N N. Typically a few iterations are sufficient to find a (near) optimal A. The use of multiple-regularisers or local regularisation is capable of providing very sparse solutions [18] , [20] .
It is highly desired to select a sparse model by directly optimising the model generalisation capability, rather than minimising the training MSE. The algorithm achieves this objective by incrementally minimising the LOO MSE, which is a measure of the model's generalisation performance [16] , [21] - [23] . At the nth stage of the OFR procedure, an n-term model is selected. It can be shown that the LOO test error, denoted as E, -k(k), for the selected n-term model is [12] , [23] ( iin(k) can be calculated recursively according to [12] , [23] 
and 2 Tin(k) = 71nl(k) -Wk,n (19) The subset model selection procedure is carried as follows: at the nth stage of the selection procedure, a model term is selected among the remaining n to N candidates if the resulting n-term model produces the smallest LOO MSE Jn. The selection procedure is terminated when Jn±+i > Jn, (20) yielding a n,-term sparse model. It is known that Jn is at least locally convex with respect to the model size n [23] . That is, there exists an "optimal" model size n, such that for n < n, Jn decreases as n increases while the condition (20) holds. This property enables the selection procedure to be automatically terminated with an n,-term model, without the need for the user to specify a separate termination criterion. The sparse model selection procedure is summarised as follows.
Initialisation: Set all Ai to 10-6 and iteration index to I = 1.
Step 1: Given the current A and the initial conditions Eo(k) = Yk and Tio(k) = 1, 1 < k < N,
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Jo NY N kk=Y k use the procedure described in Appendix to select a subset model with nI terms.
Step 2: Update A using (14) and (15) with N = nI. If a pre-set maximum iteration number (e.g. 10) is reached, stop; otherwise set 1+ = 1 and go to Step 1. In the work [13] , the nonnegative constraint (2) is guaranteed by modifying the selection procedure as follows. In the nth stage, a candidate that causes the weight vector n to have negative elements, if included, will not be considered at all. The unit length condition (3) is met by normalising the final n,-term model weights. We adopt an alternative means of meeting constraints (2) and (3) by updating the weights of the sparse model using MNQP algorithm [14] , (24) where the superindex (t) denotes the iteration index. The initial condition can be set as (0) -1 1 < i < n,.
IV. Two 
The number of data points for density estimation was N = 100. The optimal kernel widths were found to be p = 0.54 and p = 1.1 empirically for the PW estimate and the SKD estimate, respectively. The experiment was repeated Nrun = 200 times. Table I compares the performance of the two kernel density estimates, in terms of the L1 test error and the number of kernels required. Fig. 1 (a) plots a PW estimate obtained while Fig. 1 (b) The estimation data set contained N = 500 samples, and the empirically found optimal kernel widths were p = 0.42 for the PW estimate and p = 1.1 for the SKD estimate, respectively. The experiment was repeated Nrui = 100 times. 
APPENDIX THE OFR-LOO-LR ALGORITHM
The modified Gram-Schmidt orthogonalisation procedure [24] calculates the A matrix row by row and orthogonalises b as follows: at the Ith stage make the columns 4j, I + 1 < j < N, orthogonal to the Ith column and repeat the operation for 1 < I < N -1. Specifically, denoting 0(0) = ¢>j, 1 < j< N, then for I 1,2, , N -1, The last stage of the procedure is simply WN =bNN 1 
