The rate of H-convergence of truncations of stochastic infinite-dimensional systems 
. Let (Ω, F, (F t ) 0≤t≤T , IP) be a filtered complete probability basis and W an H-valued Wiener process in time with some conditions as given in detail below. The driving space-time noise W is supposed to be H-regular such that
with +∞ n=1 α 2 n < +∞, where α n ∈ IR 1 are the eigenvalues of related trace class covariance operator Q, β n are standard independent Wiener processes and {e n : n ∈ IN} forms an orthonormal system of the separable Hilbert space H. Furthermore, B(S) denotes the σ-algebra of Borel sets of inscribed set S and µ is the Lebesgue-measure. Now, consider truncations of (1). For this purpose, suppose that u possesses a Hconverging series representation, and let H
can be truncated by
where c N n =< u N , e n > H . Also the H-valued space-time noise W is substituted by
where β n are independent standard real-valued Wiener processes. Suppose that the nonlinearity part B needs to be truncated by B N as well. So the truncation of system (1) is governed by
where W N is the natural finite series truncation of W governed by (2).
Main assumptions and an auxiliary result
Suppose that
H ] < +∞, and the initial well-posedness u 0 , u 
(H6) Initial regularity of the approximation problem holds, i.e.
It may be noted that conditions (H0) -(H5) also guarantee the existence of a global unique strong solution u ∈ H of system (1) and its truncation (5) with finite second moments IE u(t, ·) 2 H < +∞. For details, see [7, 8] , [10] , [24] , [27] , [31] and [33] . (1) or (5), we have
where
, µ) and satisfy
n c bG (s) ds and PROOF. Suppose that (H0) is satisfied. Apply Itô formula to system (1) (See [15] ). This implies that
It is not difficult to see that t 0 < G(u)dW, u > H forms a square-integrable martingale with zero expectation. Taking expectation under hypothesis (H0) -(H4) leads to the differential inequality
Suppose that (H5) is satisfied. Then, the maximum solution v(t) ≥ IE u(t, ·)
2 H of above differential inequality is bounded by
Consequently, the assertion of Theorem 2.1 is confirmed.
General theorem on rate of strong H-convergence
This section establishes our main result under the hypotheses (H0) -(H6) and conditions that guarantee the existence of strong solutions of (1).
Theorem 3.1 We assume that the hypotheses (H0) -(H6) are satisfied. Then, for any strong solution u of (1), we have
where lim N →+∞ h(N ) = 0, and the constants C i (T ) can be estimated uniformly by
(nondecreasing in T ) where [z] + denotes the positive part of inscribed real number z.
PROOF. Subtract equation (5) from (1) to obtain the differential equation
α n β n e n are independent and orthogonal on (H, < ·, · > H ). Now, apply Itô-formula to (8) 
> H are square-integrable martingales with vanishing expectation. Now, take the expectation at both sides of (10) and apply the monotonicity conditions (H2) -(H4) to get to the estimates
Recall hypothesis (H5) for n ≥ N 0 . This leads to the differential inequality
Its maximum solution is bounded since, by Gronwall-Bellman-technique, we obtain
2 H )/2 as required by (H6). Therefore, the truncation error v(t) satisfies
Hence, the assertion of Theorem 3.1 is proven. [30] . For more details on numerical approximations of finite-dimensional systems of SDE, see [29] . for operators with monotonically decreasing eigenvalues λ N +1 < 0 such as A = .
Application to approximation of equations with cubic nonlinearity
For modelling nonlinear dynamics in spatio-temporal optical chaos (laserdynamics, nanotechnology), one encounters noisy reaction-diffusion equations of the type
and a ≥ 0 a certain diffusivity constant. Often the noise intensity G(u) can be modelled by
with real constants σ i . The existence and uniqueness of strong solutions of (11) is clear from [31] . Now, one is interested in studying the effect of truncation W 
