In this paper, we study the existence of global solutions for a class of impulsive abstract functional differential equation. An application involving a parabolic system with impulses is considered.
Introduction
In this paper, we discuss the existence of global solutions for an impulsive abstract functional differential equation of the form    u (t) = Au(t) + f (t, u(t), u(ρ(t))), t ∈ I, u(0) = u 0 , u(t i ) = J i (u(t i )), i ∈ F ⊂ N.
(1.1)
In this equation, A is the infinitesimal generator of a C 0 -semigroup of bounded linear operators (T (t)) t≥0 defined on a Banach space X ; I = [0, a] or I = [0, ∞); the points t i , i ∈ F ⊂ N, are fixed numbers in the interior of I ; ρ : I → I , f : I × X 2 → X , J i : X → X , i ∈ F, are appropriate functions and the symbol ξ(t) represents the jump of the function ξ at t, which is defined by ξ(t) = ξ(t + ) − ξ(t − ).
The theory of impulsive differential equations has become an important area of investigation in recent years, stimulated by their numerous applications to problems from mechanics, electrical engineering, medicine, biology, ecology, etc. Ordinary differential equations of first-and second-order with impulses have been treated in several works and we refer the reader to [1] [2] [3] and the references therein related to this matter. First-order partial differential equations with impulses are studied in Bainov et al. [4] , Hernández et al. [5] [6] [7] , Liu [8] and Rogovchenko [9, 10] among others. The existence of solutions for impulsive abstract second-order differential equations is studied in Hernández [11, 6] .
The existence of global solutions for impulsive ordinary differential system has been considered recently in the literature, see among others, [12] [13] [14] . Global solutions for a type of parabolic differential equations with impulses are studied by Nakagawa in [15, 16] . To the best of our knowledge, the study of the existence of global solutions for the equations described in the general "abstract" form (1.1), is a untreated topic in the literature; this will be the main motivation of our paper.
Preliminaries
Next, we review some basic concepts, notations and technical results that are necessary in our study. Throughout this paper, A is the infinitesimal generator of a strongly continuous semigroup of bounded linear operators (T (t)) t≥0 defined on a Banach space (X, · ) and M is a positive constant such that T (t) ≤ M, for every t ∈ I . For more details concerning semigroup theory, we refer the reader to [17] .
Concerning the impulsive condition in system (1.1), it is convenient to introduce some additional concepts and notations. A function u : [σ, τ ] → X is said to be a normalized piecewise continuous function on [σ, τ ] if u is piecewise continuous and left continuous on (σ, τ ]. In particular, we introduce the space PC([σ, τ ]; X ) formed by all normalized piecewise continuous functions u : [σ, τ ] → X such that u is continuous at t = t i , i = 1, . . . , n. It is clear that, PC([σ, τ ]; X ) endowed with the norm of uniform convergence, is a Banach space. On the other hand, the notation PC([0, ∞); X ) stands for the space formed by all bounded normalized piecewise continuous functions
for all a > 0, endowed with the uniform convergence topology.
In what follows, for the case I = [0, a], we set t 0 = 0, t n+1 = a, J 0 = 0 and for u ∈ PC([0, a]; X ), we denote by u i , for i = 0, 1, . . . , n, the function u i ∈ C([t i , t i+1 ]; X ) given by u i (t) = u(t) for t ∈ (t i , t i+1 ] and u i (t i ) = lim t→t + i u(t). Moreover, for a set B ⊆ PC, we represent by B i , for i = 0, 1, . . . , n, the set B i = { u i : u ∈ B}. 
Some of our results are proved using the next well-known results. This paper is organized as follows. In Section 3, we establish the existence of mild solutions for the case in which I = [0, a]. The existence of global solutions (defined on I = [0, ∞)) is discussed in Section 4. Finally, in Section 5, we apply our abstract results to show the existence of mild solutions for a parabolic type equation with impulses.
Existence of mild solutions for the case
In this section, we study the existence of mild solution for the impulsive system:
where 0 < t 1 < t 2 < · · · < t n < a are fixed numbers and ρ :
To begin our discussion, we need to introduce the concept of a mild solution for (3.2) . Assume that u : I → X is a solution of (1.1) with u, u ∈ PC. From semigroup theory, we get
By using that u(t
Reiterating this procedure, we can prove that
This expression motivates the following definition. 
To establish our results, we introduce the following assumptions:
The maps J i : X → X are completely continuous and uniformly bounded. In the sequel, we set
Remark 3.1. Throughout the paper, B r (x, Z ) will denote the closed ball with center at x and radius r > 0 in a Banach space Z . Now, we can establish our first existence result. 
Then, there exists a mild solution for system (3.2)-(3.4).
From our assumptions, it is easy to see that Γ u ∈ PC([0, a]; X ). Moreover, by a standard application of the Lebesgue-dominated convergence theorem, we can prove that Γ is continuous.
In order to apply Theorem 2.1, we need to obtain a priori bounds for the solutions of the integral equations λΓ u = u. Let λ ∈ (0, 1) and u λ ∈ PC([0, a]; X ) be a solution of λΓ u = u. For t ∈ I , we see that
Denoting by α λ (t) the right-hand side of the previous inequality, we find that
so that
This allows us to conclude that the set of functions {α λ :
To prove that Γ is completely continuous, we introduce the decomposition Γ = Γ 1 + Γ 2 , where
From [20, Lemma 3.1], we infer that Γ 1 is completely continuous. To complete this part of the proof, we show that Γ 2 is also completely continuous using Lemma 2.1. The continuity of Γ 2 is obvious. On the other hand, for r > 0,
is relatively compact in X , for every t ∈ [t i , t i+1 ], i ≥ 0, since the maps J j are completely continuous. Moreover, using the compactness property of the operators J i and the strong continuity of (T (t)) t≥0 , for ε > 0, there exists δ > 0 such that
for every t, s ∈ [a, b] with |t − s| < δ. Under these conditions, for u ∈ B r , t ∈ [t i , t i+1 ], i ≥ 0, and 0 < |h| < δ with t + h ∈ [t i , t i+1 ], we have
which proves that the set of functions [ Γ 2 (B r )] i , i ≥ 0, is uniformly equicontinuous. Now, from Lemma 2.1, we can conclude that Γ 2 is completely continuous. These remarks show that Γ satisfies the hypothesis of Theorem 2.1 which allows us to infer the existence of a mild solution for (3.2)-(3.4). The proof is complete.
We can also prove the existence of mild solutions, by assuming that the operators J i are Lipschitz.
then, there exists a mild solution for the impulsive problem (3.2)-(3.4).
Proof. Let Γ , Γ 1 , Γ 2 be the maps introduced in the proof of Theorem 3.3. We claim that there exists r > 0 such that
and hence,
which is absurd. Let r > 0 such that Γ (B r ) ⊂ B r . From [20, Lemma 3.1], we infer Γ 1 is completely continuous from B r into itself. Moreover, from the estimate
we assert that Γ 2 is a contraction on B r which proves that Γ is a condensing operator from B r into B r .
The existence of a mild solution for (3.2)-(3.4) is now a consequence of Theorem 2.2. The proof is finished.
Concerning the existence and uniqueness of mild solutions, we establish without proof the following result. 
, then there exists a unique mild solution for system (3.2)-(3.4).
Existence of global solutions
In this section, we study the existence of solutions for the impulsive abstract Cauchy problem:
where (t i ) i∈N is a sequence of positive real numbers and ρ : I → I , f : I × X 2 → X , J i : X → X , i ∈ N, are appropriate functions. 
In order to obtain our results, we need to introduce some additional notations, definitions and technical remarks. In what follows, g : [0, ∞) → R is a positive, continuous and nondecreasing function such that g(0) = 1 and lim t→∞ g(t) = ∞. In this section, PC([0, ∞); X ), C 0 (X ), C 0 g (X ) and (PC) 0 g (X ) are the spaces
endowed with the norms x ∞ = sup t≥0 x(t) , x 0 = sup t≥0 x(t) , x g = sup t≥0
x(t) g(t) and x PC g = sup t≥0
x(t) g(t) , respectively. We recall here the following results of compactness in these spaces. We omit the proof. (a) For every t > 0 and r > 0, the set {T (t) f (s, x, y) : s ∈ [0, t], x, y ∈ B r (0, X )} is relatively compact in X ;
Then, there exists a mild solution for the abstract Cauchy problem (4.8)-(4.10).
Proof. On the space (PC) 0 g (X ), we define the operator
By observing that u(t) ≤ u g g(t), we get
which allows us to conclude that Γ u ∈ (PC) 0 g (X ) and that Γ is a function from (PC) 0 g (X ) into (PC) 0 g (X ).
Next, we show that Γ satisfies all the conditions in Theorem 2.1. Let (x n ) n∈N be a sequence in (PC) 0 g (X ) and
. Let ε > 0 be given and
On the other hand, from the Lebesgue-dominated convergence theorem and the continuity of the functions J i , we infer that, there exists
12)
Consequently, for t ∈ [0, L] and n ≥ N ε , we obtain that
On the other hand, for t ≥ L and n ≥ N ε , we find that
Now, from (4.14) and (4.15), we can conclude that Γ is continuous. Next, we prove that Γ is completely continuous. Let r > 0 and B r = B r (0, (PC) 0 g (X )). From the proof of Theorem 3.3, we establish that the set Γ (B r ) | [0,a] = {u | [0,a] ∈ B r : u ∈ B r } is relatively compact in PC([0, a]; X ) for every a ∈ (0, ∞) \ {t i : i ∈ N}. Moreover, for x ∈ B r , we have that
g(t) → 0, as t → ∞, uniformly for x ∈ B r . Now, Lemma 4.3 allows us to conclude that Γ (B r ) is relatively compact in (PC) 0 g (X ). Thus, Γ is completely continuous.
To finish the proof, we establish a priori estimates for the solution of the integral equation λΓ u = u. Let x λ such that λΓ x λ = x λ . For t ≥ 0, we get
Denoting by α λ (t) the right-hand side of the last inequality, we obtain that α λ (t) ≤ Mm(t)W (2α λ (t)) and hence, 2α λ (t)
This inequality jointly with condition (c) allows us to affirm that the set {x λ :
. Now, Theorem 2.1 yields the existence of a fixed point for Γ , and as a consequence, the existence of a mild solution for (4.8)-(4.10). The proof is complete.
Theorem 4.7. Assume that the assumptions H 1 , H 2 are valid for every a > 0 and H 4 holds. Suppose, the condition (a) of Theorem 4.6 is satisfied and
Then, there exists a mild solution of (4.8)-(4.10).
Proof. Let Γ be the operator introduced in the proof of Theorem 4.6 and consider the decomposition Γ = Γ 1 + Γ 2 , where
Proceeding as in the proof of Theorem 4.6, we can prove that Γ 1 is completely continuous. Moreover, it is easy to see that
. In the sequel, we prove that exists r > 0 such that Γ B r ⊂ B r , where B r = B r (0, (PC) 0 g (X )). Assume that this fact is false. Then, for every r > 0, there exist x r ∈ B r and t r ≥ 0 such that
which contradicts (4.16). This shows that, there exists r > 0 such that Γ is a condensing map from B r into B r . The result is a consequence of Theorem 2.2. The proof is finished.
By using the contraction mapping principle, we can prove the following result. 
t 0 L f (s) g(s)ds < 1, then there is a unique mild solution to problem (4.8)-(4.10).
An example: The heat equation with impulses
In this section, we apply our abstract results to a concrete partial differential equation. In order to establish our results, we need to introduce the required technical tools. In the sequel, we let X = L 2 [0, π] and A : D(A) ⊂ X → X is the operator Ax = x with domain D(A) := {x ∈ X : x ∈ X, x(0) = x(π ) = 0}. It is well known that A is the infinitesimal generator of an analytic semigroup (T (t)) t≥0 on X . Furthermore, A has discrete spectrum with eigenvalues of the form −n 2 , n ∈ N; the set of associated normalized eigenfunctions {z n (x) = ( 2 π ) 1 2 sin(nx) : n ∈ N} is an orthonormal basis for X and for x ∈ X , T (t)x = ∞ n=1 e −n 2 t x, z n z n . It follows from this last expression that (T (t)) t≥0 is a compact semigroup on X .
Consider the impulsive partial differential system:
∂ ∂t w(ξ, t) = ∂ 2 ∂ξ 2 w(ξ, t) + F(ξ, t, w(ξ, t), w(ξ, ρ(t))), w(0, t) = w(π, t) = 0, t ≥ 0, ∆w(·, t i ) = w(·, t where (t i ) i∈N is a strictly increasing sequence of positive numbers. To study this problem, we assume the following conditions. By defining the operators f : [0, ∞) × X 2 → X and J i : X → X by f (t, x, y)(ξ ) = F(ξ, t, x(ξ ), y(ξ )),
we can transform system (5.17) into the abstract system (4.8)-(4.10). Moreover, it is easy to see that f (t, x, y) ≤ η(·, t) 0,π ( x + y ) , where η(·, t) 0,π = sup θ ∈[0,π] η(θ, t) and that each J i is a continuous function with
The next result follows directly from Theorem 4.7. 
