Abstract. In this paper we analyse a hybrid approximation of functions on the sphere S 2 ⊂ R 3 by radial basis functions combined with polynomials, with the radial basis functions assumed to be generated by a (strictly) positive definite kernel. The approximation is determined by interpolation at scattered data points, supplemented by side conditions on the coefficients to ensure a square linear system. The analysis is first carried out in the native space associated with the kernel (with no explicit polynomial component, and no side conditions). A more refined error estimate is obtained for functions in a still smaller space. Numerical calculations support the utility of this hybrid approximation.
1. Introduction. In recent decades many authors have investigated the approximation of functions on the sphere S 2 ⊂ R 3 by means of polynomials or radial basis functions (for example [3, 5, 9, 12, 17, 18] ). Often the underlying motivation has been the need to approximate geophysical quantities. It is well understood that polynomial approximants may have a place in the approximation of data that is slowly varying and global in nature. (Indeed, the NASA model EGM 96 [2] takes this to the extreme, by representing the earth's gravitational potential as a 360-degree spherical polynomial.) On the other hand, for scattered data, and for data that varies rapidly over short distances, radial basis functions come into their own.
Our purpose in this paper is to study combined approximation by radial basis functions and polynomials − the radial basis functions to handle scattered data and rapid changes, and the polynomial component to handle the slowly varying large-scale features. Combined polynomial and radial basis function approximations have often been studied in the context of radial basis functions constructed from conditionally positive definite kernels (in which case a polynomial part is needed to make the theory work). Here, however, our point of view is different: we restrict attention to the case of (strictly) positive definite kernels. Thus our inclusion of a polynomial component is voluntary rather than forced, and is motivated by the view that hybrid approximations of this kind offer real advantages.
We first consider the approximation of functions that belong to the native space associated with the positive definite kernel, using the native space introduced by Schaback [13] , with no polynomial part and no side conditions. The analysis is then carried out for functions in a more restricted setting, and a doubled rate of convergence is obtained (see Theorem 6.13 and the subsequent corollaries for the final results), using a relatively simple analysis. (In brief, a modified kernel and modified native space close to those used in [10] are defined, with respect to which the approximation is an orthogonal projection. Schaback 's trick [14] then yields the doubled convergence rate for sufficiently smooth functions.) 1 In Section 2, we introduce notations and preliminary results. The hybrid polynomial plus radial basis function approximation is defined in Section 3. The native space is defined in Section 4. The error analysis in the native space associated with the kernel is given in Section 5, and the improved error estimates with doubled rate of the convergence in Section 6. A numerical example is given in Section 7.
2. Preliminaries. We start by introducing some basic mathematical quantities [12] needed in the next section. We denote by S 2 the unit sphere of R 3 i.e. For integer l ≥ 0, let H l denote the space of homogeneous harmonic polynomials of degree l restricted to S 2 . In other words, H l is the space of spherical harmonics of degree l. It is well known that H l is of dimension 2l + 1, and that spherical harmonics of different degrees are orthogonal with respect to the L 2 (S 2 ) inner product
where dσ denotes surface measure on S 2 . We denote by {Y l,k : k = 1, . . . , 2l + 1} a (fixed) orthonormal basis of H l , and for integer n ≥ 0 denote by P n the set of spherical polynomials (i.e. polynomials in R 3 restriced to S 2 ) of total degree n. Then it is well known that
and that {Y l,k : k = 1, . . . , 2l + 1; l = 0, 1, . . .} is a complete orthonormal basis of L 2 (S 2 ). The addition theorem for spherical harmonics is 2l+1 k=1 Y l,k (x)Y l,k (y) = 2l + 1 4π P l (x · y), x, y ∈ S 2 , l ≥ 0, (2.1) where P l is the Legendre polynomial, normalised to P l (1) = 1. We now turn to the radial basis functions, which will be defined in terms of a kernel φ. Suppose that φ : S 2 × S 2 → R is a symmetric and continuous kernel. According to [18, Def. 6 .24 and Section 17], φ is positive definite if N i,j=1
for any N ∈ N + , α := (α 1 , . . . , α N ) ∈ R N and {x 1 , . . . , x N } ⊂ S 2 , and if equality in (2.2) holds only for α = 0 when the points {x 1 , . . . , x N } are distinct. The kernel is zonal if for some ψ : [−1, 1] → R we have φ(x, y) = ψ(x · y),
x, y ∈ S 2 .
We shall always assume that our kernel φ is positive definite, continuous and zonal. 2 We warn the reader that many authors use "positive definite" in a different way, including under this heading also the semi-definite case (where equality in (2.2) may hold for α = 0). In that sense our kernel will always be strictly positive definite.
In [1] , a complete characterisation of positive definite zonal kernels, building on earlier results of Schoenberg [15] and of Xu and Cheney [19] , has been established: the kernel φ is positive definite and zonal if and only if
with a l ≥ 0 for all l, l l a l < ∞ and a l > 0 for infinitely many even values of l and infinitely many odd values of l.
With φ a positive definite kernel, the usual radial basis function interpolant to a continuous function f on S 2 has the form
where X := {x 1 , . . . , x N } ⊂ S 2 is a set of well chosen "centers" on S 2 , and where the coefficients α 1 , . . . , α N are chosen so that
This interpolation problem is well defined, since the coefficient vector α satisfies 5) and the matrix A φ,X is non-singular (indeed, is positive definite) because of the assumed positive definiteness of the kernel φ. The approximation to be considered in this paper differs from (2.4) by the addition of a polynomial component.
3. The approximation. Suppose we are given a positive definite kernel φ(·, ·) and a set of centers X = {x 1 , . . . , x N } ⊂ S 2 , and that we fix L ≥ 0 as the desired degree of the polynomial component of the approximation. Then for given f ∈ C(S 2 ) our approximation takes the form
where the coefficients {α j } N j=1 and {β l,k } k=1,...,2l+1, l=0,...,L are determined by the interpolation conditions
and also (in order to give a square linear system) the side conditions
In defining the approximation so that it satisfies the interpolation and side conditions we are imitating the standard treatment for conditionally positive kernels (see [18, p. 116] , or [10] ) even though our kernel is assumed to be unconditionally positive definite. The effect is to give a square linear system (of size N + (L + 1)
2 ) which can conveniently be written in block matrix form as
where A φ,X is defined by (2.5),
and α, β are vectors of length N and (L + 1) 2 respectively. For the approximation to be well defined we need the linear system (3.4) to be nonsingular, which in turn imposes a condition on the point set X. The condition is that the only polynomial in P L that vanishes at every point of X is the zero polynomial.
For X to be P L unisolvent it is clear that we must have N ≥ (L + 1) 2 . If the unisolvency property holds, then Q has the full rank (L + 1) 2 , and it is known (see for example [18, Thm. 8.21] ) that the matrix on the left-hand side of (3.4) is then non-singular, making Λ X,L f well defined.
For the analysis of the approximation error in the later sections it is convenient to define a finite-dimensional space V X,L within which the approximant Λ X,L f lies. We define
Then Λ X,L f may be defined as the (unique) element of V X,L that satisfies the interpolation condition
The following theorem summarizes the above discussion.
Theorem 3.2. Let φ(·, ·) be a continuous positive definite kernel, let L ≥ 0 and let X = {x 1 , . . . , x N } ⊂ S 2 be a set of centers which is P L unisolvent. For each f ∈ C(S 2 ) there exists a unique Λ X,L f ∈ V X,L that satisfies the interpolation conditions (3.6).
Remark It is well known (see for example [18] ) that this result holds even if the positive definitiveness of φ is replaced by conditional positive definiteness with respect to P L .
Remark In the extreme case N = (L + 1)
2 it is easily seen that the approximation Λ X,L f described in Theorem 3.2 reduces to polynomial interpolation: for in that case the matrix Q is square, and is nonsingular by the assumed P L unisolvency, thus the second block of equation (3.4) gives α = 0.
Remark In applications it will often be the case that N (L + 1) 2 , in which case the unisolvency can be expected to be satisfied very easily: it is satisfied if there is even one subset of X with cardinality (L + 1) 2 which is P L unisolvent; and it is well known that most subsets with cardinality (L + 1)
2 have this property, because the corresponding interpolation matrix with respect to any basis of P L is square, and has a determinant which varies smoothly with respect to all points x i , and is zero only exceptionally.
4. Native space N φ . Following Schaback [13] and Wendland [18] , the native space N φ associated with the continuous positive definite kernel φ may be defined as the completion of the linear space
with respect to a suitable inner product. For f ∈ F φ we can write f in the form
where if the points x 1 , . . . , x N are distinct then the coefficients α j are uniquely determined, because of the positive definiteness of φ. If g ∈ F φ has the similar representation
then the inner product of f and g in F φ is defined by
Remark Note that we are here using the simple native space of [13, 18] associated with a positive definite kernel, rather than the more complicated native space that is needed for the conditionally positive definite case.
It is well known, and again easily verified, that F φ has the reproducing kernel φ(·, ·), that is to say
which is just a special case of (4.2). The native space N φ is defined to be the completion of F φ with respect to the above inner product. More precisely, the elements f of N φ are identified with expressions of the form (f, φ(·, y)) φ . We denote the inner product on N φ also by (·, ·) φ , and denote the induced norm in
We shall often assume that the positive definite function φ is zonal, and has the expansion φ(x, y) = 1 4π
and also that l la l < ∞, in which case the series (4.4) converges uniformly for x, y ∈ S 2 , and φ is continuous. In this situation, if f and g are represented by their Laplace series
and if all a l > 0, then it can be seen [18, Theorem 10.29 ] that the inner product in N φ may be expressed as
Thus the native space N φ may alternatively be characterised as the set of distributions f for which
In particular, we note that every spherical polynomial p belongs to the native space N φ . In the special case in which for some s > 1 we have 5. Approximation error in the native space N φ . In this section we study the error f − Λ X,L f , where Λ X,L f is the approximation defined by (3.1), (3.2), (3.3), under the assumption that f ∈ N φ , where N φ ⊂ C(S 2 ) is the native space defined in Section 4.
The first step in the error analysis is to introduce the Lagrange representation for the interpolant. The uniqueness result in Theorem 3.2 already ensures the existence and uniqueness of the lagrangians l j := l j,X,L : S 2 → R, defined by
It then follows, as usual, that Λ X,L f can be expressed in the Lagrange form
(This follows because the right-hand side certainly belongs to V X,L , and is the unique element of V X,L that satisfies the interpolation condition.) We emphasize that the approximation Λ X,L f has a polynomial component, and is subject to a side condition. For this reason subsequent arguments in this section are similar to previous treatments of approximation with conditionally positive definite kernels. On the other hand, the analysis is here carried out in the native space N φ for the positive definite kernel φ, which is a space defined with no side conditions.
Note that the lagrangians l j , because they have a polynomial component, in general do not lie in the pre-Hilbert space F φ defined by (4.1). For the same reason, neither in general does Λ X,L f . On the other hand V X,L ⊂ N φ , because φ(·, x) ∈ N φ for each x ∈ S 2 , and because every polynomial is in N φ (since the sum in (4.6)) is then finite).
We now turn to the detailed error analysis for f ∈ N φ . By the reproducing kernel property (4.3) we can rewrite the Lagrange form (
Since also
the pointwise error becomes
and hence by the Cauchy-Schwarz inequality
where P φ,X,L is the power function defined by
φ and the reproducing kernel property (4.3), the power function becomes
The following result appears already in [4, Theorem 7] and in a more general context in [13] .
be a continuous positive definite kernel on S 2 , and let
Proof. From the reproducing kernel property, for
Thus (5.3) may be replaced by
for arbitrary g ∈ V X,L . The first inequality in the theorem now follows from the Cauchy-Schwarz inequality and (5.4), and the second follows in turn as the infimum can only increase if the set V X,L in the infimum is replaced by the smaller set P L .
As it stands, the error bound in Theorem 5.1 is of limited value, since we know little about the lagrangians l j beyond their mere existence.
The next result was stated in [7 
This result follows immediately from Theorem 5.1 and the following lemma (cf. [18] ), which characterises the minimizing property of the lagrangians l j .
Lemma 5.3. [18, Theorem 11.5] Let φ ∈ C(S 2 × S 2 ) be a continuous positive definite kernel on S 2 , and assume that
Proof. Using the Lagrange multiplier method, the problem of minimizing L x (α) on the set M x,L is equivalent to the unconstrained minimization of
where the β l,k are the Lagrange multipliers (with the factor of 2 included for convenience). Since the Hessian of (5.7) is positive definite, a necessary and sufficient condition for a minimum is that it be a stationary point. Equating the first derivatives with respect to α j to zero gives
which are N equations to be solved subject to the constraints
(5.9)
These equations can be written in matrix form, using the notation of Section 3, as 10) or in block matrix form as
where
2 are defined by
We know already from Theorem 3.2 that the linear system (5.11) has a (unique) solution. It only remains to be shown that there is a solutions satisfying α j = α * j := l j (x), j = 1, . . . , N . To this end we first observe that if α j = α * j for j = 1, . . . , N then the second component of (5.10) (or equivalently (5.9)) becomes
which holds by virtue of the fact that P L ⊂ V X,L combined with (5.6). Now it only remains to show that (5.8) holds with α i = α * i and some choice of {β l,k } k=1,...,2l+1,l=0,...,L . That is, we need only to be able to show the existence of
Equivalently, we need to show that
From the general theory of linear systems we know that
Since α thereby satisfies the side condition in the definition (3.5) of V X,L , it follows that
Using the Lagrange representation for this member of V X,L , we can write
, completing the proof. From Theorem 5.2 and Lemma 5.3 we are able to obtain the result in Theorem 5.5 below, by exploiting the theory of norming sets initiated by [9] . For a different approach, not based on norming sets see [7] . The theorem makes use of the fill distance (sometimes called mesh norm) of the point set X ⊂ S 2 , defined by
In words, h X is the radius of the largest hole in the mesh, if distance is measured in the geodesic sense.
The following lemma is taken from [18, Corollary 17.2] , to which we refer for the proof.
Lemma 5.4.
. We refer to [18, Cor. 17.12] for the proof. From Theorem 5.2 and Lemma 5.4, we obtain the bound
where α(x) := (α 1 (x), . . . , α N (x)) ∈ R N is a vector satisfying (i) and (ii) in Lemma 5.4, provided m in that lemma is at least as large as L, in order to ensure that α(x) belongs to the set M x,L in Lemma 5.3.
Again following [18] , this allows the explicit error bound in the next theorem.
Theorem 5.5. Let φ be a positive definite zonal kernel on S 2 , having the representation (2.3) with a l > 0 for l ≥ 0 and ∞ l=0 la l < ∞. Assume that L ≥ 1 is an integer and that X := {x 1 , . . . , x N } is a set of distinct points on S 2 with fill distance
In turn it follows that for each x ∈ S 2 there exists α = α(x) ∈ R N satisfying (i) and (ii) in Lemma 5.4. From the first of these it follows that a polynomial p ∈ P m that vanishes at x 1 , . . . , x N must vanish identically, proving (since m ≥ L) P L unisolvency of the set X. Because m ≥ L, we can also invoke Theorem 5.2 to prove (5.13). But by (2.3)
in which the terms with l ≤ m vanishes by property (i) of Lemma 5.4. Hence
and since |P l (z)| ≤ 1 and
Finally, on taking p
, and the result now follows from (5.13).
Corollary 5.6. Let φ be a positive definite kernel zonal on S 2 , having the representation (2.3) with a l ∼ (l + 1) −2s for all l ≥ 0, with s > 1. Assume that L ≥ 1 and that X = {x 1 , . . . , x N } is a set of distinct points on S 2 with fill distance
be the approximation defined in Section 3. There exist positive constants c, c such that
Proof. The result follows from Theorem 5.5 on using m + 1 > 1/(2h X ), and thus 16) where c, c 1 , c 2 are suitable constants.
6. Improved error bounds. It is well known (see [14] , [18] ) that the error bounds for radial basis function interpolation can often be improved by use of Hilbert space techniques, at the cost of a stronger assumption on f . A key feature in that argument (see for example [18, Section 11.5] ) is the observation that the interpolatory projection is an orthogonal projection in the native space onto the corresponding finite-dimensional space, a property that holds because
and because the finite-dimensional subspace is spanned by φ(·, x 1 ), . . . , φ(·, x N ). In the present setting that argument is not open to us, because
(This is easily seen, in that V X,L contains all the polynomials in P L , yet none of these, except the zero polynomial, is in the span of a finite set of radial basis functions, since a non-trivial linear combination of φ(·, x j ), j = 1, . . . , N , has an infinite number of non-zero Fourier coefficients.)
We shall therefore take a detour, introducing a new native space N Φ , which is a reproducing kernel Hilbert space with a modified kernel Φ(·, ·). For this modified kernel we can prove
and so thereafter can exploit Hilbert space techniques, though with significant differences from [14] , [18] . The modified kernel appears in a slightly different form in [10] , and in special cases already in [6] and [17] . In constructing the modified native space we borrow arguments of [14] , [18] for the different case of a conditionally positive definite kernel of order L. We recall that the kernel ψ is conditionally positive definite of order L if
and with equality in (6.2) only if α = 0. There is, of course, nothing to stop us from pretending that φ is merely conditionally positive definite of order L, even though it is in truth positive definite.
As in [10] , in defining Φ we make use of a particular unisolvent subset of the unisolvent set X := {x 1 , . . . , x N } used to define the interpolant Λ X,L f in Section 3. The following simple proposition establishes that it is always possible to choose a unisolvent subset of X with exactly (L + 1) 2 points.
Proposition 6.1. Assume that the set {x 1 , . . . , x N }, with N ≥ (L + 1) 2 , is P L unisolvent. Then there exists a relabelling of the elements of the set such that the subset {x 1 , . . . , x (L+1) 2 } consisting of the (L + 1)
2 initial members is P L unisolvent. Proof. The matrix Q defined in Section 3 is an N × (L + 1) 2 matrix, which by the P L unisolvency assumption is of rank (L + 1)
2 (since otherwise the large matrix in (3.4) would not be of full rank). By the theory of linear systems, there is some permutation of the rows (corresponding to a relabelling of the elements of X) such that the submatrix formed by the leading (L + 1)
2 rows is of the full rank (L + 1) 2 . For the present we will assume that the points x 1 , . . . , x N are distinct, and labelled so that the leading (L + 1)
2 members form a P L unisolvent set. With this understanding, we now define the modified kernel Φ(·, ·), and then establish the desired property (6.1).
Definition 6.2. With X := {x 1 , . . . , x N } ⊂ S 2 given to be a set of N distinct points on S 2 for which the leading (L + 1) 2 members form a P L unisolvent set, we define p 1 , . . . , p (L+1) 2 ∈ P L to be the corresponding Lagrange polynomials, i.e.
Then for φ(·, ·) a given continuous positive definite kernel on S 2 we define the modified kernel Φ (depending on φ, X and L) by
2 , be a set of distinct points on S 2 for which {x 1 , . . . , x (L+1) 2 } is P L unisolvent. Moreover, let φ be a continuous positive definite kernel on S 2 , and let Φ be the modified kernel defined in Definition 6.2. Then the set {Φ (·, x 1 ) , . . . , Φ(·, x N )} is a basis for V X,L .
Proof. To show the linear independence of the set {Φ(·, x 1 ), . . . , Φ(·, x N )}, consider the equation
so that q k ∈ P L for k = 1, . . . , N . The right-hand side of (6.5) is a linear combination of
This is a linearly independent set, as follows from the already remarked upon fact that no polynomial is a non-trivial linear combination of the φ(·, x k ), together with the clear linear independence of both subsets in (6.6). Thus in the expanded form of (6.4) the coefficients of each of these functions must equate to zero. Consider first the coefficients of φ(·, x k ) for (L + 1) 2 < k ≤ N . In this case the coefficient of φ(·, x k ), as we see from (6.4) and (6.5), is merely λ k , thus
and (6.4) reduces to
But for k = 1, . . . , (L + 1) 2 we easily see from the first equation in (6.5) and
Since the Lagrange polynomials p k are linearly independent, this implies
thus the required linear independence is proved.
To show that Φ(·, x k ) ∈ V X,L , we observe from the last formula in (6.5) that Φ(·, x k ) is a linear combination of φ(·, x k ) and φ(·, x j ) for j = 1, . . . , (L + 1) 2 , together with a polynomial in P L . This linear combination manifestly satisfies the side condition in the definition (3.5) of V X,L since for every p ∈ P L we have
where the last step follows from the Lagrange representation of p. Thus Φ(·, x k ) ∈ V X,L , and hence
From the already proven linear independence property, the left-hand side is an N -dimensional space which is a subset of the N -dimensional space V X,L (see Section 3), and hence
completing the proof.
2 , be a set of distinct points on S 2 for which {x 1 , . . . , x (L+1) 2 } is P L unisolvent, and let φ be a continuous positive definite kernel on S 2 . Then the modified kernel Φ defined by (6.3) is positive definite. Proof. We first note from (6.3) and the reproducing property of φ in the native space N φ that the modified kernel Φ can be rewritten as
Thus for arbitrary M ∈ N + , α k ∈ R and z k ∈ S 2 for k = 1, . . . , M , with
with equality if and only if
On substituting (6.8) into (6.7) we obtain
and the linear independence of {φ(z k , ·)} k=1,...,M (following from the positive definiteness of φ) then implies
completing the proof of the positive definiteness of Φ. Now that we know that the modified kernel Φ is positive definite (though not necessarily zonal even when φ is zonal), we can define the modified native space N Φ in exactly the same way as we defined N φ in Section 3. That is, we first define a pre-Hilbert space F Φ by (4.1) with φ replaced by Φ, then define an inner product (f, g) Φ in F Φ by analogy with (4.2), and then define N Φ as the completion of F Φ under this inner product, with the elements of N Φ identified with expressions of the form (f, Φ(·, y)) Φ . The inner product in N Φ is again denoted by (·, ·) Φ , and the induced norm in N Φ is f Φ := (f, f ) 1/2 Φ . (At this point we are proceeding in an opposite direction to [14] , [18] , who first define the native space N Φ and then show that Φ is the kernel. In the present context the approach taken here seems the simpler course). Of course N Φ depends on φ, X and L.
The next lemma establishes that the approximation Λ X,L f is the orthogonal projection of f on V X,L in the Hilbert space N Φ , and so provides the foundation for the Hilbert space arguments later in this section.
Lemma 6.5. Under the assumptions of Theorem 6.3, let N Φ be the modified native space with reproducing kernel Φ(·, ·), and for f ∈ N Φ let Λ X,L f be the approximant defined in Section 3. Then Λ X,L f is the orthogonal projection in
Proof. Since, by Theorem 6.3, {Φ(·, x 1 ), . . . , Φ(·, x N )} is a basis of V X,L , the orthogonality condition in the theorem can be written as
which with the help of the reproducing property of Φ reduces to
which is the interpolation condition (3.6) in Section 3.
To obtain the improved convergence result, we shall follow [14] , [18] in assuming that the function f is in the range of the integral operator T :
The following lemma from [18] establishes necessary properties of the operator T .
Lemma 6.6. [18, Proposition 10.28] Let φ be a continuous positive definite kernel on S 2 . Then the integral operator T defined by (6.9) maps L 2 (S 2 ) continuously into N φ , and is the adjoint of the embedding operator of the native space
The range of T is dense in N φ . Note that (6.10) can be rewritten as
thus the meaning of (6.10) is that integration over S 2 can be taken inside the N φ inner product.
From now on we shall assume that φ is a positive definite zonal kernel, represented in the form (2.3), with a l > 0 for all l ≥ 0 and l l a l < ∞. In this case the Fourier coefficients of T g are related to those of g by
The operator T is clearly injective, since a l > 0 for l ≥ 0, and
(The suggestion in [18, Theorem 10 .29] that injectivity of T follows merely from the positive definiteness of φ is clearly not correct.) We note from (6.11) and (6.12) that
For f to be in the range of T , we must have
This is a more stringent condition than f ∈ N φ , since (see (4.6)) the latter merely requires
Just as we have introduced the modified kernel Φ, so too we need to introduce a modified integral operator S :
Lemma 6.7. Let φ be a continuous positive definite zonal kernel of the form (2.3) with a l > 0 for all l ≥ 0 and Σla l < ∞, and let X and Φ be as in Theorem 6.3. The operator S defined by (6.16) is injective.
Proof. It follows from (6.16) and (6.
thus Sh = 0 implies
which implies in turn that the right side of (6.18) is in the range of T . Now every polynomial in P L is in Range(T ) (since the condition (6.14) is always satisfied by a finite sum). On the other hand φ(·, x j ) is not in Range(T ), since (6.14) in this case would require
which is false. By a slightly more difficult argument, no non-trivial finite linear combination of the φ(·, x i ) can lie in Range(T ). For in order to have, for some fixed M ∈ N + and some
we would according to (6.14) need the convergence of
which manifestly fails to converge unless γ j = 0 for all j. Note that the off-diagonal terms cannot help the convergence, since (see [16] ) for t, s ∈ S 2 with t = s
It therefore follows from (6.18) that the coefficient of φ(x, x j ) in (6.18) must be zero,
It now follows from (6.13) that h ∈ P L , giving in turn (h, h) L2 = 0 and hence h = 0, thereby proving the desired injectivity of S.
The next two lemmas establish further key properties of the integral operator S. The first is the analogue of the property (6.10) for the operator T . The second tells us that a function that is simultaneously in the range of T and S must vanish at each of x 1 , . . . , x N . That lemma provides a foundation for Theorem 6.10.
Lemma 6.8. Let X, φ and Φ be as in Lemma 6.7, and let S : L 2 (S 2 ) → N Φ be the operator defined in (6.16). Then S maps L 2 (S 2 ) continuously into N Φ , and
The range of S is dense in N Φ . Proof. This follows directly from Lemma 6.6 with T replaced by S and φ by Φ, given the positive definiteness of Φ established in Lemma 6.4. Lemma 6.9. Let X, φ and Φ be as in Lemma 6.7, and let S : L 2 (S 2 ) → N Φ be the operator defined in (6.16). If f is such that
Proof. Assume that f = T g = Sh for some g ∈ L 2 (S 2 ) and some h ∈ L 2 (S 2 ). Equation (6.17) gives
for some p ∈ P L . We have noted before that every polynomial is in the range of T , whereas a non-trivial linear combination of φ(·, x i ) for i = 1, . . . , (L + 1)
2 is not in the range of T . Thus f = Sh ∈ Range(T ) if and only if
or equivalently,
If that condition is satisfied, then (6.17) yields
With the help of Lemma 6.6 and the reproducing property, we can write
thus (6.20) can be written as
Thus f is the error of polynomial interpolation of T h at the points x 1 , . . . , x (L+1) 2 . In particular we have, for
completing the proof. The following theorem, unlike Lemma 6.9, deals with a general function f in the range of T , one which does not necessarily vanish at x 1 , . . . , x (L+1) 2 . That is why the expression (6.22) linking f to Sh is more complicated than (6.19). In effect, the requirement in Lemma 6.9 is now satisfied not by f but by f minus its interpolating polynomial at the points x 1 , . . . , x (L+1) 2 . Theorem 6.10. Let X, φ and Φ be as in Lemma 6.7, and let T and S be defined by (6.9) and (6.16) . Assume that
defined as in Definition 6.2 we can write
Proof. We prove this by verifying that the right-hand side of (6.22), with h defined by (6.23), is just f . From (6.23) we have, for arbitrary p ∈ P L ,
where we used Lemma 6.6 in the second step and (6.24) in the last. Thus (6.17) reduces (with the help also of (6.21)) to
If on the right-hand side of the last equation we substitute, from (6.23), T h = f − R φ,L f , then we easily find, using the Lagrange representation for
which is equivalent to the desired result (6.22).
Remark. If we represent f in the form
and use the representation (4.5) for the N φ -inner product, then we easily find that
which is the same as the L 2 -orthogonal projection of f on L 2 . This equivalence of projections is, of course, a consequence of the zonal nature of the kernel φ.
The next lemma provides the foundation for the improved error bounds in Theorem 6.13. It follows closely the argument of [18] , but with φ replaced by Φ. We also need to prove that the power function is unchanged if φ is replaced by Φ.
Lemma 6.11. Let X, φ and Φ be as in Lemma 6.7, and for f ∈ N Φ let Λ X,L f be the approximation defined in Section 3. Then
and hence
where P φ,X,L is the power function defined by (5.4). Proof. From the reproducing property of Φ(·, ·) in the space N Φ , we can write
Similarly,
where l 1 , . . . , l N ∈ V X,L are the lagrangians defined by (5.1), and hence
thus we can replace (6.28) by
and hence obtain
It only remains to show that P Φ,X,L (x) = P φ,X,L (x), or equivalently that if
To prove this, we make use of the property
which is a special case of (5.6). On writing (6.31) as
it is immediately clear from (6.32) that (6.31) is satisfied by the last two terms of the last expression in (6.30), both of which are polynomials of degree ≤ L in both x and y. It only remains to show that the first two terms of (6.30) taken together satisfy (6.31) , that is to show that
Of the six terms obtained by expanding the square brackets, the first two are equal, and cancel with the third on changing the order of summation and using (6.32).
Similarly the last two are equal, and cancel with the fourth. Thus P Φ,X,L (x) = P φ,X,L (x), and the lemma is proved.
To make effective use of Lemma 6.11 we need to find an appropriate upper bound on the first factor in (6.26) . This is given by the next lemma, under a stronger assumption on f .
Lemma 6.12. Let X, φ and Φ be as in Lemma 6.7, and for f ∈ Range(T ), let Λ X,L f be the approximation defined in Section 3. Then
Proof. Because of the orthogonality property expressed in Lemma 6.5, we can write
, thus it follows from Theorem 6.10 that
From (6.35), (6.36) and Lemma 6.8 we now obtain
The first factor can be bounded by using (6.27), yielding
and the desired result (6.34) now follows on cancelling f − Λ X,L f Φ from both sides.
At last we are in the position to state our main results. Note that the modified kernel Φ and modified Hilbert space N Φ do not enter the theorem, and that the ordering of the points x 1 , . . . , x N is no longer relevant. Theorem 6.13. Let φ be a continuous positive definite zonal kernel on S 2 of the form (2.3) with a l > 0 for all l and l la l < ∞, and let X = {x 1 , . . . , x N } be a P L 25 unisolvent set of distinct points on S 2 . Given f ∈ Range(T ), let Λ X,L f ∈ V X,L be the approximation defined in Section 3. Then
Proof. On taking into account Proposition 6.1, this follows immediately from Lemmas 6.11 and 6.12.
Corollary 6.14. Let φ, X, f and Λ X,L f be as in Theorem 6.13, and assume in addition that L ≥ 1 and that X has fill distance h X ≤ 1/(2L). If φ has the representation (2.3) with a l > 0 for l ≥ 0 and
Proof. The upper bound
has already been established in the course of proving Theorem 5.5 (see (5.14)). From this follows
and hence from (6.12)
The result now follows immediately from Theorem 6.13. In the specific case in which the native space N φ is equivalent to H s for some s > 1 and f ∈ H 2s , the following result gives a uniform error of order h 2s−2 X in terms of the fill distance h X . This is one power of h X less than obtained [8] , by an argument of different character that seems to be restricted to the Sobolev space case.
Corollary 6.15. Let φ be a positive definite kernel on S 2 , having the representation (2.3) with a l ∼ (l + 1) −2s for some s > 1 and all l ≥ 0. Assume that
L be the approximation defined in Section 3. Then there exist positive constants c and c such that
Proof. This follows from the preceding result and (5.16).
Remark An improved error bound of a different kind is already available from Corollary 5.6. Suppose f ∈ H s+t for some t > 0. Then in (5.15) we may use
and so obtain from (5.15)
In particular, if L is chosen to have its maximal value for a given point set X, i.e. if
which for the particular case t = s is one order better than in Corollary 6.15. The estimate (6.39) exploits the polynomial exactness of the approximation scheme, but requires L to be related to the mesh norm h X in a very precise way, see (6.38), whereas Corollary 6.15 allows all values of L up to 1/(2h X ) .
7.
Example. As a model problem, we consider a scattered-data interpolation problem with a geophysical flavor. The function f (defined in (7.2) below) is the sum of a smooth global function (namely exp(x + y + z), where (x, y, z) are the Cartesian coordinates of a point x ∈ S 2 ), and a function whose support is a circular "island" I, or more properly, a spherical cap, centered at the North Pole (0, 0, 1). The given data points {x k } are concentrated in the island, in the sense that 1000 of the N = 2000 data points are located in I, while the other half are distributed on the complement CI, with the data points selected from manipulated and refined MAGSAT data [11] in such a way that the distribution of each of the two subsets is reasonably uniform.
The nature of the problem suggests the use of a polynomial component to handle the global part, together with radial basis functions to deal with the behavior on the spherical cap. There is considerable freedom in the choice of the degree L of the polynomial component, constrained only by the requirement that the set {x 1 , . . . , x N } be P L unisolvent. The necessary condition N ≥ (L + 1) which is known to be positive definite on R 3 , and hence also on S 2 . Specifically, the function f is f (x) := exp(x + y + z)
where M is the maximum euclidean distance of a point of the cap I from the North Pole, and χ I the characteristic function for I.
The results are summarized in Table 7 .1 for M = 0.1 (so that the island I contains approximately a quarter of one percent of the surface area of the sphere) and different scale parameters σ. The interpolation error in the uniform norm · ∞ is approximated by the maximum error sup x∈XT |f (x) − Λ X,L f (x)| on 8000 points, half of which are on I and half on CI, with the 4000 points for each region being generated randomly.
The numerical results tell us that, for every value of the scale parameter σ, the addition of a polynomial component can significantly reduce the uniform error, especially for the small values of the scale parameter. The best result for all values of σ is obtained with L = 10. And remember that for every value of L and every value of σ we are using exactly the same interpolation data (x k , f (x k )) 2000 k=1 . Note that there is nothing in the theory to suggest that the approximation should improve monotonically with increasing L, since the approximating subspaces V X,L , far from being nested, are all of the same dimension. Moreover, a serious breakdown of the approximation should be expected as L approaches the upper limit imposed by (L + 1) 2 ≤ N . We see also the interesting result that when there is no polynomial component (i.e. when L = −1) much the best result is obtained with the largest value of the scale parameter, namely σ = 2 (which is perhaps understandable, in that when σ = 0.1 the radial basis function interpolant inevitably is rough on CI, given the relatively large separation of the data points on CI). For σ = 0.1 the result with no polynomial component (i.e. L = −1) is worse then the corresponding result for σ = 2 by more than five orders of magnitude. Yet for every choice of σ the error obtained with L = 10, is essentially the same (namely approximately 10 −5 ). Perhaps the reason is that, for all values of σ, any problems caused by the roughness of the radial basis functions are being cured by the addition of the polynomial component.
Other numerical tests show that a polynomial component does not always help (for example, it may not help when f is replaced by just the second term of (7.2)), but, encouragingly, it seems never to hurt, unless L becomes very large. The observed behavior is as good as one can hope for, in that it can help significantly when there is a global component, yet when it does not help it usually does no harm. Moreover, ill-conditioning seems not to be a problem, even for L as large as 30. (For example, for the case σ = 1, and varying L, the estimated values of the condition numbers of the interpolation matrix were in the range [1.0, 2.5] * 10 10 ). Further developments of the theory (for example, allowing different mesh norms in the two regions) are needed to explain fully the observed results. 
