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I. REVIEW OF LITERATURE AND SCOPE OF THE CURRENT INVESTIGATION 
A. Introduction 
The quality ethic — that almost hereditary notion that better is 
better — motivates many. Consumers seek finer goods, producers search 
for superior raw materials, professors pursue worthier students, and so 
on. Exactly what makes one object better than another is difficult to 
say, in general. Here, however, it will be assumed that quality may be 
quantified; that an object's relative worth depends on a single, 
determinable characteristic of it. (Note, of course, that a "single" 
characteristic could be some overall measure of quality encompassing 
several aspects of whatever is being rated.) 
To make the preceding rigorous, imagine a set of n objects, from 
which we desire to select the k best. Henceforth, quality will be 
defined in terms of measurements (i = 1, n); the larger the value 
of Y^ , the better the object. At least in principle, picking the k 
choicest objects is straightforward. Simply measure Y^ , ...» Y^ , and 
select those objects with the k largest Y.'s, Y , ,,. , —, Y . 
° 1 n-k+l:n n:n 
Complications may crop up, however, if i) determining Y^  requires 
troublesome, costly, or destructive testing, or ii) Y^  represents a 
future, currently unobservable, quantity, or iii) Y^  is indeterminable. 
In such circumstances, a researcher might resort to choosing objects 
based on auxiliary measurements (i = 1, ..., n) — related in some 
fashion to the Y^ , and possessing the added virtues of convenience 
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and/or availability — to solve a less demanding problem. Rather than 
pick the top k objects with certainty, we seek a subset of objects that 
contains the top k with a probability of at least P*. 
Inclusion in this subset hinges, as we have noted, on the X's; if 
meets a certain condition, then the i^  ^item will be selected. This 
condition could involve 
i) the actual X^ 's 
or ii) their ranks 
or iii) their magnitude relative to a fixed x^ , viz., 
whether X. < x or X. > x , 
1 - c X c 
Yeo (1982) and Yeo and David (1984) have examined i) and ii), with 
emphasis on the latter. We concentrate on iii). Assume, without loss 
of generality (WLOG), that X and Y are positively associated. Briefly, 
we propose to select those objects with X^  values exceeding a fixed 
point x^ , where x^  is (usually) chosen so that 
= Pr{k best objects are among those chosen} 
exceeds some preset value P*. Details of this procedure, and consequences 
of its implementation, will be described in Chapter II, after a review of 
the history of statistical selection theory. 
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B. Review of the Literature 
"What's wrong with a little duplication?" 
Xerox 
Statistical selection theory is a fairly recent development. It 
began in the 1940s, partially out of concern that the methodology then 
in use was inappropriate for the types of questions researchers were 
asking. Consider the problem of comparing k populations indexed by a 
parameter 9. Traditionally, one would first test the homogeneity 
hypothesis Hg: 8^  = ... = 8^ , where 8^  is the value of 6 for the i^  ^
population; if Hq is rejected, more specific hypotheses could be tested 
using multiple comparison techniques. Suppose, though, that a researcher 
sought to single out the best population (the one with the largest 8^ ). 
Multiple comparison methods might be of some benefit — one could, for 
example, consider testing : 9. - 8. = 0 (i<j) simultaneously, and 
ij  ^  ^
use the results to identify the best population. However, only 
selection theory permits the researcher to control the probability of 
correctly selecting this population. 
Hosteller (1948) made one of the earliest contributions to selection 
theory, when he introduced a "k-sample slippage test." Assume we have k 
continuous populations, which differ only in a location parameter 8. 
The author provides a simple, nonparametric procedure to test whether 
all k populations are equal, or whether one has slipped to the right 
of the rest, i.e., whether 8^  = ... = 8^ , or 8^  = ... = 
8. - =6.,, = ... =8, =8. -A (A>0), for some i, is true. The technique 
1-1 1+1 k X 
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has three steps: i) Take a sample of size n from each population, 
ii) Note the sample with the largest observation, iii) Determine r, 
the number of observations in this sample that exceed all observations 
in all other samples. If r is large enough, Hq is rejected, and the 
i^  ^population deemed to have slipped to the right. Other workers have 
followed Hosteller's lead, including Hosteller and Tukey (1950), who 
extend the first author's earlier work to the unequal sample size 
case; Bahadur (1950), Bahadur and Robbins (1950), and Paulson (1949, 
1952a,b), all of whom view the k-sample slippage problem in a multiple 
decision theoretic context; and Bechhofer (1954) and Gupta (1956), the 
progenitors of present day methods. 
Bechhofer is responsible for the "indifference zone" approach to 
selection problems. The set up is as before: we have k populations, 
each with unknown parameter 9^  (i = 1, ..., k). Denote the ordered 
parameters by 8^ ^^  < ... < 8^ ^^ . Our mission is to select the best 
population, the one with parameter 8^ ^^ . To this end, we seek a procedure 
that ensures correct selection (CS) with probability P* or more (where 
P* > 1/k is researcher set). Unfortunately, find does not always follow 
seek. If it is to do so here, we must temper our probability require­
ment — as matters stand, we insist upon correct selection, with 
Pr{CS} > P*, even if the parameters ®» •••> arbitrarily 
close. Bechhofer proposes splitting the parameter space into two 
parts — the preference zone (PZ), where 8^ ^^  - 8[k-1] - its 
complement, the indifference zone (IZ). The names reflect our attitude. 
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Only in the PZ, where the best population is markedly superior to the 
second best, do we desire identification of the best with a high 
probability; in the IZ, we are insouciant. More concisely, we require 
Pr{CS} > P* whenever 8 - 8 > 5* (l.B.l) 
where P* and 5* > 0 are specified by the researcher. 
As illustration, suppose we have k normal populations, with unknown 
means and common known variance a^ . From the i^  ^population, 
we will sample and calculate (i = 1, ..., k). The 
population with the largest sample mean will be deemed best. In order 
to guarantee (l.B.l), we must choose n sufficiently large. It may be 
shown (e.g., Dudewicz and Koo (1982)) that 
Pr{CS} = " %rki - ^ Tii n $(y + 1^ ) d$(y) 
-•-<» i=l c//n 
has a minimum value, in the PZ, of 
g(n) = $^ -1. (y + 1^ ) d$(y) 
_C0 
which is realized when = ... = n~ ^[k] ~ g(n) is 
an increasing function of n, the minimum sample that ensures (l.B.l) is 
given by the solution to g(n) = P*. 
IZ based procedures have found widespread application: selection 
of the normal population with largest mean (Bechhofer (1954), 
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Bechhofer, et al. (1954)) or t largest means •*•> 
(Bechhofer (1954), Milton (1963, 1966)), or smallest variance 
(Bechhofer and Sobel (1954)), and ranking of these populations in terms 
of either means or variances (Bechhofer (1954), Bechhofer and Sobel 
(1954)) are just a few examples. For details, see Gibbons et al. 
(1977) or Gupta and Panchapakesan (1979). 
Gupta (1956) is the founder of the "subset selection" (SuS) school. 
Assume, as usual, that we have k populations characterized by the value 
of a parameter 9. Out of these k populations, we now seek a subset 
S that includes the best population with probability P* or greater. 
Contrast this with the IZ approach, in which one particular population 
is judged best (with Pr{CS} > P*). The difference is analogous to the 
difference between net and pole fishing. 
From each population, we obtain a random sample of size n, and 
thence, a sufficient statistic (provided it exists). SuS procedures 
use these T^ 's in one of two ways: 
Rule 1: Select population i iff 
or Rule 2 : Select population i iff 
i ° \:k 
where T, , < ... < T, , denote the ordered T.'s, and c, d, and n are l:k - - k;k i 
chosen so as to guarantee Pr{CS} > P* ("Correct Selection" occurs, in 
7 
the SuS context, if S includes the best population). Rule 1 is 
apropos if 0 is a location parameter. Rule 2 if 0 is a scale parameter. 
In the normal population (unknown means, common known variance) 
case, Gupta (1956) has considered the rule 
R^ : Select population i iff 
- % 
as well as, when is unknown, the rule 
R^ : Select population i iff 
d^  and d^  have been tabulated by Gupta (1956) and Gupta and Sobel (1957). 
SuS procedures have been devised to deal with the selection of the 
normal population T^ th smallest variance (Gupta and Sobel (1962a,b), 
Gupta and Huang (1976)), selection of the population with the largest 
a-quantile (Rizvi and Sobel (1967)), and selection of the regression 
equation with the largest slope (Gupta and Huang (1977)), among other 
problems. Gupta and Panchapakesan (1979) is a good reference. 
Research into what we shall call "Associated Characteristic 
Selection" has been pioneered by Yeo (1982) and Yeo and David (1984), 
who pose the following question: given n items, how should we choose 
the k best — those with the k largest Y^  values — when only associated 
8 
measurements (i = 1, n) are available? Under the minimal 
assumptions that are iid with cdf F(x,y), and, 
F is such that X and Y are positively associated, Yeo and David 
suggest a fixed-size SuS procedure (see Mahamunulu (1967)): Choose 
those objects with the s(n,k) largest X^  values, where s is the smallest 
integer such that 
= Pr{s objects with the s largest values include 
the k objects with the k largest Y^  values} 
exceeds a preassigned value P* (0<P*<1). Tables of when X and 
Y have a bivariate normal distribution, are provided for n = 3(1)15, 
all possible s and k, and a wide range of p values. (Fortunately, 
does not depend on ]i^ , li^ » or which, WLOG, are taken to 
be 0,0,1,1.). 
Other authors (Owen et al. (1981), Madsen (1982)) have considered 
the problem of selecting a subset, of size m, that contains at least 
a "good" items — items whose Y^  values remain below a specified 
limit U — on the basis of a correlated variable X^ . Owen et al. (1981) 
use a procedure akin to ours, including an object if its X^  value is no 
larger than a constant W (chosen to meet a probability requirement). 
Madsen's technique uses the actual observed values of the X^ 's. We 
mention both methods merely en passant, as they address a much 
different problem than ours. 
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C. Scope of the Current Investigation 
Following a short section devoted to nomenclature, we open the 
next chapter with a restatement of the problem, some definitions, and 
some distribution theory. Then, in Section B, two expressions for 
n, are obtained, and their equality proven. An expression for II, ,, 
n ic n 
the probability that our procedure picks out at least k of the k+il 
largest Y's, is derived in Section C, while in Sections D and E, 
byproducts of our main research are described. Numerical results, 
when (X,Y) has a standard bivariate normal distribution, are offered 
in Section F. In particular, plots of as a function of x^  are 
provided, for assorted values of n, k, and p. Comments on and checks 
of the computations are relegated to the appendix. 
Chapter III is concerned with lim when k is i) constant, 
Tr>oo 
ii) proportional to n, and iii) proportional to n (0<f<l). 
Finally, in Chapter IV we contrast our procedure with that of Yeo 
and David. After noting a useful analogy with Type I and Type II 
censoring, we consider the relationship between II, and H ... These 
n ic n s # fC 
thoughts are bolstered by some numerical results in Section B. An 
alternative derivation of ^ 11^ .^ , using the ideas of Chapter II, concludes 
the chapter. 
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D. Nomenclature 
The following is a list of symbols peculiar to this dissertation, 
and the pages on which they are formally defined. 
Symbol Page 
a 72 
n 
b 72 
n 
dp(x„) 80 
f 69 
fi/y) 15 
14 
fgXy) 15 
F^ (y) 14 
g^ (x,y) 88 
g^ (w) 71 
(y) 68 
c 
h (x,y) 88 
9^ (x,y) 88 
GgCx.y) 88 
Q^ Cx.y) 88 
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Symbol Page 
k 2 
SL 31 
«L 
«D 16 
n\ : 
> 33 
" \ 
nVUs 3: 
A|s " 
n 40 
11 IT^  9 • • • > ^ 2 
A=k ' 
V 72 
0. 13 
J 
P* 2 
PI 13 
q(x^ ,p,f) 73 
R. 86 
J.n 
S 22 
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Symbol Page 
'1 
% 
70 
T(h,a) 94 
V 72 
V 73 
n 
W(x) 21 
W 69,73 
n 
2 
X* 79 
c 
(« " 
79 
''b 
13 
II. PROBABILITY OF SELECTION USING A 
DICHOTCMIZED AUXILIARY VARIATE 
A. Introduction 
"I have no data yet. It is a capital mistake 
to theorize before one has data." 
-S. Holmes (1887) 
This chapter examines diverse aspects of a problem in selection. 
Let (X^ ,Y^ ), ..., (X^ ,Y^ ) be n iid random pairs, each with cdf 
yCx/y), that correspond to a random sample of n objects 0^ , ..., 0^ . 
The object with the largest Y^  value will be considered best, the one 
with the second largest Y^  value second best, and so on. We desire 
to select the k best objects. 
Difficulties arise when, for reasons alluded to in Chapter I, 
the Y^ 's are unobtainable. Under these circumstances, and assuming 
that X and Y are positively associated, one possible procedure, call 
it PI, is to select those CL's with X^ 's greater than some cutoff 
value X . The consequences of this strategy will be addressed starting 
in Section B. 
First, though, we need some definitions and distribution theory. 
Each Y^  will be classified either as a Y^ , if X^  < x^ , or Y^ , if 
X^  > x^ . Much of what we do in these pages involves Y^  and Y^ , and so 
it is fitting that the derivation of their cdf's, F^  and F^ , respectively, 
begins this chapter. 
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By definition. 
Fj^ (y) = Pr{Y^ <y} 
= PR{Y<ylx<x^ } 
Fy 7(x^ ,y) 
(2.A.1) 
where F^ (x) = yCx,-») and F^ (y) = F^  y(",y) are the marginal cdf's of 
X and Y, respectively. 
Likewise, 
F^ (y) = Pr{Yy<y} 
Pr{Y<ylx>x^ } 
- (2.A.2) 
1 -
It follows immediately that, if (X,Y) has a joint pdf f^  ^ (x,y), 
then. 
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X 
^L<='>  ^ (2.A.3) 
and 
f^(7) -
fu(y) 1 - Fx(=,) (2.A.4) 
Section E of this chapter contains the relevant numerical results 
when (X,Y) has a standard bivariate normal distribution, with correla­
tion coefficient p. In this crucial case, (2.A.1) - (2.A.4) may be 
reexpressed by taking advantage of the identity: 
*(x,y) = —- exp[- ^   ^] 
2Tr/ï=^  2(l-p ) 
—4)(y) $[(x-py)//l-p^] (2.A.5) 
/l-p2 
where 
<j>(t) = — 
m 
•X 
$(x) = <l>(t)dt 
(J)(x,y) is our notation for the standard bivariate normal pdf 
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and 
$(x,y) = 
ry  
<j)(t,v)dv dt. 
Employing (2.A.5), we find that 
y \  
#[(x -pt)//l-p2]d$(t) 
—CO 
(2 .A. 6) 
ry 
$[(pt-x^ )//l-p^ ]d0(t) 
fiCy) = ) $[(Xg-py)/4)(y) 
and (2.A.7) 
f ^ ( y )  ) $[(py-x^,)//l-p2](j)(y) 
Graphs of f^ , f^  and <j), superimposed to facilitate comparison, are 
provided in Figures 1-3 for the cases p = 0.7 and = -1(1)1. f^  
is in red, f^  in blue, and <j) in green. 
Although N^ (t) and M^ (t), the moment generating functions of 
and Y^ , respectively, need not exist in general, they do in the 
bivariate normal case. For, 
0.6  
0.5 
0.3 
0 .2  
0.1 
0 .0  
-3.0 -1.5 0.0  1.5 3.0 
T 
Figure 1. Plot of fy(y), and *(y) (x^  = -1, p = 0.7) 
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0.7 4 
1 
0.6 I 
] 
0.5 -1 
0. 4  
0,3 4 
"1 
0.0 
-3.0 -1.5 0.0 
r 
—r—r 
1.5 
r 
3.0 
Figure 2. Plot of f^ y^), fy(y), and *(y) (Xg = 0, p = 0.7) 
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0.7 H 
J 
•i 
0 * 6  —  
i 
0. 4  
0.9 -i 
0.2 -
0. 1 
0.0 
- l .S  0.0 l.S 3.0 
Figure 3. Plot of f^ Cy), and (pCy) (x^  = 1, p = 0.7) 
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= E 
tY, 
E[e^ l^x<x^ ] 
E[e^ ''^ |x=x] dx 
As y|x=^  N(px,l-p^ ), we observe that 
M^(t) = expCpxt + 2 (l-p^)t^) 
-2X  ^
/2tt $(x^ ) 
dx 
gt=/2 
$(XC) 
 ^ ^2? 
dx 
 ^^ tV2 *(Xç:^  
$(x^) 
Likewise, 
MY(T) = = e t=/2 
1 - $(x^ -pt) 
1 - 0(x^) 
(2.A.8) 
(2.A.9) 
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Define W(x) = Then, from (2.A.8) and (2.A.9), 
E[Y^ ] = -pW(x^ ) 
Var[Y^ ] = 1 - p^ W(x^ ){x^ +W(x^ )} 
E[Y^ ] = pW(-x^ ) 
and 
Var[Y^ ] = 1 - p^ W(-x^ ){-x^ -W(-x^ )} 
B. Derivation of = Pr{k largest Y's are Y^ 's} 
The procedure we advocate — choosing those objects with 's > x^  — 
is an uncertain one: there can be no guarantee that the k best objects 
will be included among those we select. Still, it is possible to 
calculate the probability of our capturing the k best objects. In 
this section, we do just that, obtaining two different expressions for 
and then proving their equality. 
While it is fine to speak of choosing "objects," matters become 
more tractable if we use the terminology of Section A. There, we had 
presumed a random sample (X^ ,Y^ ), ..., (X^ ,Y^ ), and classified each 
Y. as a Y if X. < x , or as a Y if X. > x . In this jargon, PI amounts 1 1 O U Î c 
22 
to choosing all the Y^ s^ in Y^ , Y^ , and we seek the probability 
that the k largest Y.'s, (Y , Y , ) are among the Y 's. Note 
that the number of Y^ 's (and Y^ 's too, of course) in the sample is 
random. Assume that there are n-S Y^ 's and S Y^ 's. Since the X_'s are, 
by themselves, iid with cdf it follows that S, which by definition 
of Y^  equals the number of X^ 's > x^ , has a Binomial (n,l-F^ (x^ )) dis­
tribution, i.e.. 
Pr{S=s} = (°)[1-Fjj(x^ )]® F^  ®(x^ ) (2.B.1) 
We need (2.B.1) in 
XientELâ 2*1# 
A = F^ ~®(y) F®"^ (y)[l-F^ (y)]^ "^ dF^ (y) 
• Pr{S=s} . 
Proof: 
By the law of total probability. 
= Pr{k largest Y's are Y^ 's} 
= Z Pr{k largest Y's are Y^ 's]S=s}Pr{S=s} 
s=k 
"  A  A l »  (2.B.2) 
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where 
g = Pr{k largest Y's are Y^ 's| s =s} 
The sum in (2.B.2) is from k to n, rather than 0 to n, because 
n^ kjs = 0 if s < k. 
Requiring that the k largest Y's be Y^ 's when S=s is equivalent 
to requiring that all n-s Y^ 's be smaller than the k top Y^ 's. Hence, 
letting denote the largest Y^ , and Y^ .s-k+lrs 
(s-k+l)-th largest Y^ , 
g = Pr{k largest Y's are Yy's|S=s} 
Pr{Y. L,n-s:n-s < y}dF (y) U,s-k+l:s 
.00 
Up F= k(y)[l_Fy(y)]k ^ dF^ (y) . (2.B.3) 
The last step uses well-known distribution results for order statistics, 
e.g., David (1981), especially Chapter 2. Substituting (2.B.3) back 
into (2.B.2) gives 
24 
s=k •' -00 
• Pr{S=s} . Q (2.B.4) 
The form of given in Lemma 2.1 involves n-k+l single integrals, 
each of which is nontrivial. Fortunately, in the next lemma, we are 
able to develop an alternative expression for that has just a single, 
single integral. 
Lemma 2.2. 
F^ '^ Cy) [l-Fy(y)3^ "^ dF^ (y) 
Proof ; 
The event {k largest Y's are Y^ 's} occurs if and only if there 
exists a set of k Y^ 's with X_'s > (a set of Y^ 's, if you will) such 
that all other Y^ 's are no larger than those k. In other words, for the 
desired event to occur, there must exist i^ , i^ , i^ ^^ , —, i^  
such that 
i) X. > X , X.  ^
1^  ^ k^ 
and 
^^ k+1 - ^ :^ll Ik' " " ^^ n -
25 
where 
Y. . = min(Y , Y ) and 
Yi:j^  = minCY^ , Y^ ). 
Hence, 
A -
V •"•' Vi=v---^k'" 
- (°) Pl{C]tj>x^ , .... n .... 
- <k' •••• Vc) 
• Pr{X^ >x^ , ., \>x^ } 
Since the X^ 's are iid with cdf F^ , 
..., \>x^} 
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Conditioning on = y and integrating out over the appropriate density, 
we may write 
Pr{Y^ _j_^ <y, . , Y^ <y|x^ >x^ , 
where (y|x^ >x^ , ..., X^ >x^ ) = k F^ ~^ (y) f^ Cy) is the density of 
l:k 
the smallest of k iid Y^ 's. This, in conjunction with the independence 
of Y^ ^^ , —, Y^  and X^ , X^ , leads to the desired result. 
n\ [1 F^ "^ (y)[l-F^ (y)]^ "^ dF^ (y)• (2.B.5) 
n 
We may now verify algebraically that the two expressions found 
for n, are equal. This is done in 
n k 
Lemma 2.3. 
(2.B.4) = (2.B.5). 
Proof ; 
F (y) - [1-F (x )]F (y) 
Note that F (y) = ztt—x • Substituting in 
L x^^ c^'' 
(2.B.4), we have 
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A = 
 ^ fx*"»' " 
[l-FjCy)l''*^ dF^ (7) 
n n-s 
Z I 
s=k j=0 
(y) (y) [i-F^ (y) ]^ "^ dF^ (y) 
(-l)j (g)k(^ ) [l-F^ (x^ ) 
Letting t = n-s, this becomes 
n-k t 
n, = Z Z 
 ^^  t=0 j=0 
(y) (y)[i-F^ (y)]^ ~^ dF^ (y) 
( - l ) j  ( j )  ( t ) k ( V )  
Now, let V  =  t- j  
n-k t 
n\ =  ^  ^
t=0 v=0 
F^ (y) (^y)[l-Fy(y)]^ "^ dF^ (y) 
(-i)t-V(t) (°)k(°;'^ ) [i-F^ (x^ )]''-^  
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n-k f» 
= z 
v=0 
FyCy) [l-F^ (y)]^ ~^ dF^ (y) 
V(-i)^ (^^  (^ ) (*;t) 
t=v 
kEl-F^ Cx)] n-v 
But, the quantity in square brackets is 0 unless v = n-k, since 
t=v 
n: 
v!k!(n-k-v)! 
n-k-v 
I (-1) 
w=0 
w (n-v-k)! 
w! (n-w-v-k)! 
, n-k-v , 
n! y / .w,n-v-k. 
v!k! (n-k-v)!  ^  ^ w  ^
0 v < n-k 
(^ ) V = n-k 
This last step follows because of the familiar result 
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n 
Z (-l)^ Ô = 
j=0 J 
0 n > 0 
1 n = 0 
Hence, 
n^ k = F^ "^ (y) [l-Fy(y) ] ^"-^ dF^ (y) k(J) [l-F^ Cx^ ) ] '
n 
A general expression for based on distribution theory for 
concomitants, is given in 
Lemma 2.4. 
X ,  V^-k+l:n]' ' ^[n:n]^ °^"^ '^ "" 
^^ n-k+1' '^ n 
where f. 
[^n-kfl:n]' ' ^[n;n] 
concomitants of the k largest Y's. 
» •••» is the joint pdf of the 
Proof : 
In order for the k largest Y's to be considered Y^ 's, the k X's 
associated with them must all be larger than x^ . These X's are known. 
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in the language of David (1981), as the concomitants of the k largest 
Y's, and denoted by ^ [^ -kH-l'n] ' *'*' ^ [n*n]* joint pdf is 
given by 
f - y  V  '  *  *  *  '  
[^n-k+l:n] ' ' [n:n]  ^  ^
 ^f^ n r^ n-k+2 n 
= ... n f(x ly ) 
J —00 J —00 ' —oo i=n—kf2 
'\-k+l=n- — 
(2.B.6) 
where f(x|y) is the conditional pdf of x given Y = y. See Yang (1977) 
for example. 
= Pr{k largest Y's are Y^ 's} 
^^ [^n-k+l:n] ^  *c' " [^n:n] > ^ c^  (2.B.7) 
dF^  
X "^ [n-k+lin]' ' ^[n:n]  ^
» • • • > 
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C. Derivation of II, „ = Prîat least k out of 
n k,& 
the k + Jl largest Y's are Y^ 's} 
The event looked at in Section B is fairly demanding, in that it 
requires all of the k largest Y's to be Y^ 's. Now, we relax those 
conditions to require only that a fraction (say k out of k + £) of 
the largest Y's be Y^ 's. The probability of this event, denoted by 
n, n, is obtained in 
n k,j6' 
Lénifia 2*3* 
n-Jl-1 n-s 
F^ (y)[l-F^ y^)]*"S"t 
F^ "^ (y)[1-F^ (y)]^ "^ dF^ (y) Pr{S=s} + Pr{S>n-%} 
Proof : 
The proof has the same structure as the one in Lemma 2.1. We 
invoke the law of total probability to get 
 ^= Pr{at least k out of the k + 2 largest Y's are Y^ 's} 
n 
= Z Pr{at least k out of the k + Z largest Y's are 
s=k 
Y 's(S=s}Pr{S=s} 
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Note that if s > n - then = 1; for, if there are Z or fewer 
Y^ *s, these would be insufficient to displace k from among the top 
k + £ Y's. 
Hence, 
n^ k,2 = n^ k.Ms 
Now, for k<s<n-&-l, it may be shown that the events {at least 
k out of the k + S, largest Y's are Y^ 's} and {\^ n-s-S,:n-s - ^ U,s-k+l:s^  
are identical. For, if out of the top k+& Y's at least k are Y^ '^s, 
then Z or fewer must be Y^ 's. This implies that n-s—i or more of the 
Yj^ 's cannot be among the top k+ 2, i.e., \^ n-s-il:n-s - ^.s-k+lis' 
Conversely, if <_ u^,s-k+l:s'  ^Y = '  ^
or more Y„'s, will be greater than Y^  « , i.e., at least k out U ° L,n-s-x.:n-s 
of the k + Jl largest Y's will be Y^ 's. Thus, 
Conditioning on Y^ _ , ^  . = y, and then integrating out over all values 
U  y  S " " K r r  X  •  S  
of y yields 
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n^ k,& 
n—i—1 
E 
s=k 
Pr{S=s} 
+ Pr{S>a-&} 
n—5,-1 n—s 
k Z (f) S 
s=k t=n-s-2 
F^ (y)[l-F^ (y)] n-s-t 
Fj"^ (y)[l-Fy(y)]k-ldFy(y) Pr{S=s} + Pr{S>a-£} (2.C.1) 
n 
Note that IL _ reduces to the form of II, given in (2.B.4) ( II. i 
n K,0 n k ® n k|n 
Pr{S=n}). We have not been successful in simplifying 
D. Derivation of = Pr{k^  smallest Y's are Y^ 's and k^  
largest Y's are Y^ 's} 
"Only two tails? I'm so sorry." 
-Cerberus 
The event {k largest Y's are Y^ 's}, looked at in Section B, says 
nothing about the Y's. We redress this in the next lemma by examining 
S 
n, , the two-tailed analogue of II, . 
n k_ ® n k 
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Lemma 2.6. 
k. 
ft 
r [ [F^ (2) - F^ (Y)]  ^ _ (y,z) 
J —00 J —01 ' Y' 
Proof : 
The event {k^  smallest Y's are Y^ s^ and largest Y's are 
Y^ 's} occurs if and only if, first, there does indeed exist a set of 
Y^ 's and k^  Y^ 's, and, second, the remaining n-k^ -k^  Y's are 
collectively greater than the Y^ s^ and smaller than the Y^ 's. More 
precisely, we require that there exist indices i^ , ...» i^ , i^ ^^ , ..., 
n^-k^ ' \-k^ +l' •**' ^ n such 
i) X. < X , ..., X. < X , X > X , X. > X 
1 \ -vv 
and 
ii) Y i. < < ^ i-i i 
k^j^ +1 •^ •^ n-k^ +l,.-.,^ n 
V-i i < i 
 ^l'.**,\^  n-k^  '^^ n-k^ +l,...,\ 
. 9 • • • 9 
where 
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\ -i i = maxCY , Y ) 
^  I'** * '  ^  
Y. . = min(Y Y ) 
' n-k^ +1 ' • • * ' n^-]y+l 
\:k^  = \> 
and 
Hence, 
\ ' 
X. > X , ..., X. > X } 
n-k^ +l  ^ n 
n-k 
n " {Y, ,. . < Y. < Y }]} 
j=k +1 •^ •^ n-k^ +1'"*' n 
n-t 
n {Y < Y < Y }} 
j=k^ +l  ^
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Using the same reasoning as in Lemma 2.2, 
A  
, ) ]  
zkr " ""i - ' ""c \ ^ 
j=k^ +l  ^^   ^
\-kp+l > Xc' ' *h ^  *0^  
Now, condition on Y, , = y, Y , = z, and integrate out over 
h.'\ 
the 
proper density. 
= (k^ ,n-k^ -ky,kjj)F^ (x^ )[l-F^ (x^ )] 
^  r Z  
—00 J  
Pr{ n {y < Y. < z}1 
-«o j=k^ +l  ^
< x^ , ..., < x^ , >  X  , ..., X > X  } 
n c 
(y, z 1X^  < x^ , . • •, X^  < x^ , 
•\=v 
n^-k^ +l > ""c n^ > 
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where 
\=\' Xj^  < x^ , > Xg, >  X  
= (y) [1-^ (^7)fi(y) fn(y) 
is the joint density of the largest of and smallest of  ^Y^ 's. 
Noting the independence of Y^  (j = k^ +1, ..., n-k^ ) and (i = 1, 
k^ , n-k^ +1, ..., n), we may complete the proof: 
n^ k^  \ (x^ ) [l-Fj^ (x^ )] 
-2' n-k^  -k^  
[F^ (z)-F^ (y)]  ^" dF. (y»z) 
n 
E. Two Related Probabilities 
"... it is wonderfully hard to let the 
superfluous notes fall under the table." 
-J. Brahms 
The work that led to the lemmas of the previous sections suggested 
two related questions which we now examine. 
Heretofore, we had assumed that the sample size was fixed and 
the number of Y^ 's in a sample random. Other possibilities exist. 
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however. We could, for example, sample objects one at a time, until s 
objects with X's > have been selected. An expression for Che 
probability that under this scheme the k largest Y's are Y^ 's, is given 
in 
Lemma 2.7 
A(s)  ^n=s i-l%k|s-l n^-l\-lls-l " n-l^ nls-1^  
—00 
F^"®(y) z (®T^)î^(y)[i - dF^(y) 
j=s-k  ^
<5 [1 -
Proof: 
By the law of total probability. 
N^ k(s) ~ Fffk largest Y's are Y^ 's} 
= Z Pr{k largest Y's are Yy's|N=n} Pr{N=n} (2.E.1) 
n=s 
Consider the probability Pr{k largest Y's are Yg.'s|N=n}. Condi­
tioning on N=n implies that Y^  = Y^  g, the s^  ^Y^  in the sample. It 
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follows that the event in question occurs if and only if 
i) the k largest among Y^ , Y^ _^  are Y^ 's (whereupon 
the value of Y^  ^ is immaterial) 
u, s 
or ii) the k-1 largest among Y^ , Y^ _^  are Y^ 's and the k^  ^
largest is a Y^  (whereupon Y^  ^  must exceed this Y^  (i.e., 
the largest of n-s Y^ 's) and s-k of the Y^ 's) 
occurs. 
Hence, 
Pr{k largest Y's are Yy's|N=n} 
n-l\|s-l n^-A-lls-l ~ n-Ajs-l^  
 ^ n-s:n-s' ^ U,s ^  ^U,s-k:s-l^  
where 
Pr fY >  Y Y >  Y }  
 ^ U,s L,n-s:n-s '  U,s U^,s-k:s-l 
î?"®(y) Z (S;!) F&y) [1 - F..(y)l®"^ "^  dF./y) s-l-j 
-co L j=;_k' j u 
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Evaluating Pr{N=n} is straightforward, as N is a Negative 
Binomial (s, Pr{X > x^ }) random variable, that is, 
Pr{N=n} = 
Substitution of both this quantity and the expression found for 
Pr{k largest Y's are Y^ 's |N=n} back into (2.E.1). completes the 
proof. n 
One of the "givens" set forth at the beginning of this chapter 
was that the Y^ '^s would be classified into just two groups. This can, 
of course, be generalized to three or more. We consider just one aspect 
of a three-way classification scheme, in the next lemma. Define 
i f  X g  
^ Î ==6 
where x^  < Xg is implicit. 
To select moderate Y^ s^ (those with middle ranks r^ , ..., V2 
(l<r^ <r2<n), it would seem reasonable to select those objects with 
X,'s between x and x „ .  Then, Lemma 2.8 evaluates 1 ct p 
H = PtCY.'s with ranks r^ , ..., r~ are Y„'s} 
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Lemma 2.8 
n^ r^ ,... ,r2 r^^ -r^ +^l.r^ -l.n-r^  ^ ~  ^
•eo fZ r.-l n-r 
I F J- (y) [1-F (z)] 
J —00 > ^ 0 
dF y (y,z) 
M.lir^ -r^ +l, M,r2-r^ +l:rg-r^ +l 
Proof : 
For the event {Y^ 's with ranks r^ , ..., rg are Y^ 's}, there m.ust 
exist a set of r^ -r^ +l Y^ 's with X^ 's € (x^ ,xg) such that r^ -1 of the 
remaining Y's are smaller than, and n-r^  greater than, said Y^ 's. To 
phrase it another way, there must exist coefficients i., ..., i ,, i 
i , «••, 1 , i , - , •••, i such that 
1 2 2 
^i 1 Xg, < Xg 
1^ "^2 
"" \+i " ••" \ ^ V'i+i=  ^
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where 
1^=1 , . . . ,1  .  ••••  \  
2^ 2^ 
'irrj-r^ +l " 
Hence, 
n = Pr{  ^. } [{x < 
n(?i. ; ?l:i, .....i, 
X Tl 
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•  ^\ Î =' --'a ^  \ i ''s' 
n {Y^ < Y,  , ..., Y , < Y_ } 
- I:r^ ,...,r2 r^ -1 l:r^ ,...,r2 
Y > Y }] 
n r2-r^ +l;rj^ ,. .,r2 
Pr[{Y^  < Y^ .r^ ,...,r2' ' ^r^ -1 - "^ l:r^ ,... ,r2^  
r, {Y > Y 
Tg+l r2-r^ +l:r^ ,...,i2 
Y > Y } 
M T^ -T^ l :r^ , — ,T2 
|{=a < S =g. 3% < %r2 Xg)] 
We continue to echo the proof of Lemma 2.2, by conditioning on 
Y^, = y and Y -, = z, and then integrating out over 
X*r^,*«*,r2 ^2*^1 '^1'* * *'^2 
the proper density: 
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y} 
r^ ,...,12 r^2-r^ +l,r^ -l,n-r2^  jL 1_» '^ r^ -1 -
{Y^  > z,...,> zj 1  ^ < Xg, • • • > 
'a ^  - "B" 
^l:r^ ,... ,r2' - *S ' 
. . . ,  X  <  X <  X - )  dy dz 
2 ~ 
But, 
fy Y (y,z|Xj^  < X <x , ., 
l:r^ ,...,r2 r2-rj^ +l:r^ ,... ,r2 1 
===. ^  ^ 2 - "e' 
dFy y (y,z) 
M,l:r2-r^ +l, M,r2-r^ +l:r2-r^ +l 
so the proof is complete. f f  
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F. Numerical Results for the Bivariate Normal Case 
"Plots, true or false, are necessary things 
-J. Dryden (1681) 
When the random pair (X,Y) has a standard bivariate normal distri­
bution, with correlation coefficient p, then, substitution in (2.B.5), 
(2.B.3), and (2.C.1) yields 
' k(k) [l-Fy(y)dF^(y) (2.F.1) 
A|s • f'y) [l-FgCy)]"-'- dF„(y) (2.r.2) 
and 
n-&-l n-s 
A,. = F^ (y) [l-F^ Cy)]"""®"^  
FS-k(y)[l_Fy(y)]k-l dFy(y) Pr{S=s} + Pr{S>n-&} (2.F.3) 
where in this case, letting $(u,v) = Pr{X<u,Y<v}, 
F^ (y) = ^ '(x^ ,y)/$(x^ ) 
Fy(y) = [$(y) - $(x^,y)]/$(-x^) 
and 
Pr{S=s} = (g) $^ (-x^ ) (^x^ ) . (2.F.4) 
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has been tabulated for n = 5(10)55, p = 0,5(0.2)0.9, k = 5(5)n, 
and = -2.0(0.25)2.0. The results, depicted graphically so as to 
facilitate interpolation, may be found in Figures 4-21. 
Consider Figure 15, a typical plot. As the legend suggests, each 
curve corresponds to a value of k, and is so labelled. The top blue 
line, for instance, is the graph of Each small number k* along a 
line indicates a point where has been calculated; the rest of 
the line has been drawn using spline interpolation (see the appendix 
for details). 
How might one use Figure 15? For sake of illustration, let us 
imagine that the dean of admissions at Oberlin Medical School knows the 
MCAT scores of 35 would—be Oberliners. The dean also assumes — based 
upon several years worth of data — that MCAT and first year final exam 
scores have a bivariate normal distribution with p = 0.9 and and CT^  
known. If the dean wishes to be 90% confident of accepting the 10 best 
first-year students (those with the 10 highest final exam scores), what 
MCAT score should be used as cutoff? Locating 0.9 on the ordinate of 
Figure 15, reading straight across to the rightmost red line, and then 
straight down, we find that = 0.9 corresponds to x^  = -0.3, 
approximately. Hence, the dean should admit those applicants with MCAT 
scores above MCAT^  = - 0.3 Incidentally, since 
S Bin(n,$(-x^ )), on average 350(0.3) = 21.6 students will be taken in. 
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may be determined on other than probabilistic grounds. The 
QMS may have a tradition of letting in only those supplicants whose 
MCAT scores are 0.25 standard deviations above average. Using this 
admission standard, the probability is only 0.4 that the 10 top 
students will be among the newest batch of medical students. 
Let us now suppose that, using = 0.25 (or, unstandardized, 
MCAT^  = + 0.25 as a cutoff, 19 students meet the entrance 
requirement. How likely is it that these 19 students include the 10 
who will rank highest on the first year final? The answer may be found 
in Figure 22, a graph of 35^ 10|l9 versus x^ . Reading up from x^  = 0.25, 
we see that the probability is roughly 0.78 (0.7753 is the actual value, 
to 4 decimal places). 
Ot O f  
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III. LIMITING BEHAVIOR OF I, 
n k 
We are in the fortunate circumstance of having exact expressions 
for H. and II, „ available to us. However, it is still desirable to 
n k n k,& 
seek approximations for these quantities when n is large. We are 
motivated by both curiosity and the more mundane point that accurate 
computation of and especially ^ 11^  ^  becomes problematic for 
large values of n. We begin by considering the 2=0 case, in 
particular lim H. when k is either a constant or function of n. 
Lemma 3.1 
When k is fixed, lim IL = 1. 
irx» ^  
Proof; From (2.B.5), and the definition of F^  
Fy''^ (y)[l-F^ (y)]^  ^  dFg(y) 
k(^ )[l-F^ (x^ )] 
fCO 
Fy'^ Cy)[Pr{X > x^ , Y > y}] " dF^ (y) 
fCO 
k(;:)[l-Fz(Xc)] X^y)[Pr{X > x^ IY > y}]^  ^  
[l-F^ (y)]^  ^  dFy(y) 
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For convenience, let G (y) = Pr{X > x |Y=y}. From (2.A.4), 
c 
fu(y) 
fyCy) 
1 - «it G^ (^y) 
1 - fz(=c) 1 - ?:(=,) 
Hence, 
n%k = Fy'^ Cy)[l-F^ (y)]^  ^ f^ Cy)[Pr{X>x^ |Y>y}]^  (y)dy 
= jf (y)[Pr{X>x lY>y}]^  ^  G (y)dy (3.C.1) 
J-oo Vk+l:n c 
where f (y) is the density of the n-k+1 order statistic from 
n-k+1 :n 
a population with distribution F^ Cy). 
When (^x,y) is such that G (y) is a cdf with pdf g (y), then 
k fy (y) (y)dy 
-«> n-k+1 : n c 
Integrating by parts. 
(y) 
-00 n-k+1 :n 
kG^ ~^ (y) dG (y) 
c^ c^ 
= 1 -
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•oo , , 
Fy (y) kG ~ (y) dG (y) 
-» n-k+l:ii c c 
where F (y) -»• 0 Vy < » (see David (1981), Chapter 9)), and 
n-fcfl:ii 
F (y) < 1, which is integrable w.r.t. dG (y). 
n-k+l:n " c^ 
Hence, taking limits, lim IL > 1. But, since is a 
probability, lim H, = 1. Pf 
We now begin looking at the limiting behavior of when k is 
a function of n, k = k(n), say. 
Lemma 3.2. 
When k Œ n, lim E, = 0. 
nx» ° 
Proof : 
Assume that k = fn, 0 < f < 1. Then, the asymptotic distribution of 
 ^(^ n-k+l:n " ^1-f^  W = 
n a, 
where is the solution of F^ CÇ^ ) = p 
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and 
aS = (l-f)f (3.C.2) 
is standard normal. (See David (1981), Chapter 9.). 
We start with the convenient representation of developed in the 
previous lemma, (3.C.1). 
A = ll , fy (y)[Pr{X>x lY>y}]^ ~^  G (y)dy 
 ^ Loo ^ n-k+l:n  ^ c 
Simple transformation theory lets us write 
n^ k 
'"n^ (y-Cl_f) 
.k-1 
— [Pr{X>x lY>y}] G (y)dy 
Of c 
Setting w = n^  
y - ? 1-f 
, this becomes 
n\ = f^  (w) [Pr{X>x^ [Y>n ^ o^ w + G^^  (n ^ a^ w + Çj^ _^ )dw 
-œ n 
[Pr{X>x^ |Y>n"^ OgW + dF^  (w) (3.C.3) 
n 
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We^  now show that (3.C.3) may be made arbitrarily small by choosing n 
sufficiently large. First, consider the function g^ (w) = [Pr{X > 
Y > n~^ a^ w + Two properties of note are: 
i) g^ (w) < 1 
and ii) g^ (w) -»• 0 uniformly on a closed interval [a,b], as n . 
Next, observe that, since converges in distribution to $, the sequence 
n 
of cdf's {F^  } is "tight" (i.e., for any e > 0, there is a closed interval 
[ [a , b ] such that sup J dF^  < e). 
n [a^ b^^ ]^  % 
Fix e > 0, and find [a^ ^^ , b^ yg)' Then, from (3.C.3), 
g^ (w)dF^  (w) 
n 
g (w)dF (w) + J g (w)dF (w) 
[*e/2tc/2] a [ac/zts/z]: 
By property ii), the first integral may be made smaller than e/2 by 
choosing n > N^ . By property i) and tightness, the second integral may 
also be made smaller than e/2: 
J (") 1 ; . . c < E/2 
Hence, for all n > N , II, < e/2 + 12 = e, that is, lim IÎ, = 0 . fl 
e n ic  ^ ~ 
I^ am grateful to Dr. K. B. Athreya, who suggested the following 
argument. 
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In Lemma 3.1, with k fixed, we found that 1; in Lemma 3.2, with 
k proportional to n, we found that -»• 0. In the hopes of finding a more 
"interesting" limiting value for we now examine the intermediate case 
k=n^, 0 < f < 1. 
Before launching into the lemma, however, we will remind the reader 
of some limit distribution theory for the OS Relevant papers 
include those by Chibisov (1964), Smimov (1966), and Balkema and de Haan 
(1978). Assume that Y^ , ..., Y^  are iid with d.f. F^ , and let Y^  ^  < ... 
< Y denote the ordered Y's. Under what conditions does ^ k:n n^ 
- n:n 
a 
n 
converge to a nondegenerate r.v., (call it V, say)? ïfhat choices of a^ , 
b^ , and k = (k(n) make this possible? And what is V's distribution? 
Chibisov's work, the earliest and least general, is sufficient for 
our needs. He requires that k = k(n) be such that 
i) k -»• », and k/n -»• 0 as n ^  ® 
and 
ii) /k(iri-r) - /k(n) ->• f whenever r = r(n) Vn^  ^ ^^ (Jl,v>0), 
Note that when k(n) = n', i) and ii) are met, with & = 1. 
Under i) and ii), Chibisov proves that if a properly normalized 
Y^ ,^  does have a nondegenerate limiting distribution, it can only be one 
of three types. In particular, if Y has a standard normal distribution, 
then so does V, with a and b defined by 
n n 
a = $-1 (k(n) + /kW _ $-1 (MBI) 
n n n 
b = (Mlil) 
n n 
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We now possess the tools required to prove Lennna 3.3. 
Lpiitmfi 3.3. 
In the bivariate normal case, with k(n) = n^  (0 < f < 1), 
-»• q(x^ ,p;f) as trx», where 
q(x ,p;f) = lim [l-Pr{X>x [Y>-<5 
 ^ tr»® c n 
Proof ; 
Y - b 
Define V = —— — , where a and b are as in (3.C.4). From 
n a n n 
n 
the above discussion, -*• N(0,1). However, and are 
equal in distribution, so that, clearly 
N(0,1) (3.C.5) 
also. 
n-k+l:n n 
substituted in (3.C.1) yields 
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A 4: fy (y) lPr{]C>x |Y>y}]^  ^  G (y)dy n-k+l:n c 
fy (a~^ (y+b^ ))[Pr{X>x^ |Y>y}]^ "^  (y) a~^ dy 
— 1 
Let w = (y+b^ ) • Then, 
n^ k = f„ (w)[Pr{X>x lY>a w-b  ^G (a w-b )dw w c ' n n X n n 
-co n 
f. < VV 
[Pr{X>:cJî>a„w-b„}l" (») (3.C.6) 
' c n n n 
We note that i) the integrand of (3.C.6) is bounded above by 1, which 
is integrable w.r.t. dF , and that ii) dF ->• d$, by (3.C.5). Hence, 
n n 
by using the same logic as in Lemma 3.2, in Royden, we may take the 
limit inside the integral. Thus, 
»00 f 
lim [l-Pr{X<x l'Y>a w-b }]^  d$(w) 
-œ n-x»  ^ n n 
However, since a ->• 0 and b ->• a w is of no consequence in the 
n n n 
limit. WLOG, take w = 0. The lemma follows immediately. 
lim n, = 
n k 
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We defer the simplication of q(x^ ,p;f), and turn, instead, to 
an instructive use of appendix result (AP.l). 
Lemma 3.4. 
When P = — » X = 0, and k = n^  (0 < f < 1), 
/2 
lim IL = \ e ^  
- h 
f > 2 
f = 2 
f < I 
Proof ; 
(AP.l) states that under the conditions of this lemma. 
n k , f V , f f 
(n-n)! + i) 2" 
where, if x is noninteger, x! is interpreted as P(x+1). 
Using (6.1.39) in Abramowitz and Stegun, followed by some simple 
algebra, we have 
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m s  ^(^ ) ~2~ + ^ 2=^  
f 1 n -n 
ttf^ . f. 2 
= n (n-n ) 
(n+n^ )  ^
n^ -n 
(1-^) '  
n+n^ +1 
a + ^ ) 
n 
a + ^ > ' 
n 
(1 -
n 
2 
2-2f' 
(3.C.7) 
(1 + 1+f ' 
To progress further, we need two limit results, proofs of which are 
omitted but easy. 
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(1 -
lim S__ = 1 0 < f < 1 
Hence, when f < 2 , 
 ^= îTîn = 1 
when f = I  ^
lim n, = —I e 
n-w ^  e^ '1'1 
-2 
Finally, when f > 2 
 ^n\ «'I'l 
nr^  
= 0 
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IV. CONTRASTS BETWEEN THIS WORK AND THAT 
OF YEO AND DAVID 
A. Introduction 
"... we can derive intense enjoyment only 
from a contrast...." prgw (1930) 
What if the nature of our knowledge of the X^ 's was altered? 
Suppose, for example, that instead of their magnitude relative to a 
fixed X , we know the ranks of the X.'s. It is in this context that Yeo 
c 1 
and David (1984) have addressed precisely the same selection problem 
as we have. Their solution is to select those s(>k) objects with the 
largest X values, where s is the smallest integer such that 
H , = Pr{s objects with the s largest X values , 
n s:k (4.J 
include these with the k largest Y values} 
exceeds some predetermined constant P* (0 < P* < 1). 
In what follows, we refer to our technique — selecting those 
objects with X^ 's > x^  — as type I selection, and Yeo and David's 
technique — selecting those objects with the s largest X^  values — 
as type II selection. The difference between type I and type II 
selection is analogous to the difference between type I and type II 
left sided (IS) censoring. For, in type I LS censoring, only those 
observations greater than some fixed point x^  are available; while 
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in type II LS censoring, it is the r largest observations that are 
knowable. 
The similarity between the two selection types leads us to wonder 
about the relation, if any, between 11, and II , . The two would 
nk ns:k 
actually be equal, if we could find an x* such that X < x* < X ,i. • 
' — c n-s:n - c n-s+1 :n 
With this choice of x*, type I and type II. selection would single out the 
same objects — those with the s largest values. Hence, II, and E H iC H s " K 
would both represent the probability that this one set of objects includes 
those with the k largest Y values. 
Alas, no such x* exists, in general. One alternative is to find 
an X that lies between X and X most of the time. Two 
c n-s:n n-s+1:n 
possible x^ 's are 
"•=1 ° ° " < \ < 1 
and 
x^  = F^ (^l-s/n) (4.A.1) 
The appropriateness of x is self-evident, x is designed so that, 
Ci <=2 
on average, type I selection will yield E(S) = n[l-Ey(x )] = s objects 
Cz 
(namely, those with the largest X values). 
How should we choose between x and x ? Since our quest, 
Ci 
originally for an x* such that II, = H , , is now for an x such that 
c n k n s:k c. 
J 
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IL = n 1 , a reasonable requirement is that x minimize 
n k n s:k 
dp<=c.) = z z 1.:% kc.) - Aîkl" P Ï : (4-A.2) 
3 S,k 3 
where the notation (x^  ) emphasizes the functional dependence of 
on x^ . The use of (4.A.2) will (for certain, in the normal case, 
and likely in others) lead us to work with x (X), where X will depend 
1^ 
upon p and n. Minimizing d (x (X)) with respect to X is at best a 
P 
daunting computation. Fortunately, we may circumvent it by returning 
to our original objective and rethinking our choice of x*. 
The condition {X < x* < X } is sufficient to ensure 
n-s:n - c n-s+l;n 
equality of II, and H . , but not, as the alert reader will have 
n k n s:k' 
already noted, necessary. (x^ ) is a monotone decreasing function 
of X , with lim II, (x ) = 1 and lim H, (x ) = 0. Hence, for 
=  X  ^ n  k  c  ^ ^ ^ n k c  
c c 
whatever distributions II, happens to be a continuous function of x , 
n k c 
and irrespective of the values of n, s, k and p, there will exist an 
X = X (n,s,p) such that II, (x ) = H , . Precise determination 
Cj n k c^  n s:k 
of X = n, ^ ( H , ) is a nontrivial task; reasonable estimates may 
Cg n k n s:k 
be had by calculating ^ 11^  (x^  (X)) over a wide range of X values, and 
interpolating. We work through an example in the next section. 
One question remains: If both selection procedures have the 
same probability of success, how should we differentiate between them? 
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Clearly, on the basis of sample size. If a researcher insists on a 
fixed size subset, then type I selection is immediately ruled out; 
if subset size is not as critical, then examination of the probability 
distribution of S (see (2.B.1)) may persuade one way or the other. 
B. Numerical Comparisons 
Working in the standard bivariate normal case, Yeo (1982) has 
evaluated (see Lemma 4.1) for n = 3(1)15 and assorted values 
of p. As it is our intent here merely to grant insight into the 
connections between type I and type II selection, we will not attempt 
a thorough comparison of and Instead, we will confine 
attention to and with p = 0.5(0.2)0.9. 
Table 4.1 features (from Yeo, (1982)), (x^  (X)) for 
X = 0.1(0.1)0.4,0.45(0.05)0.55,0.6(0.1)0.9, and lastly, (x^  ). 
These numbers, in combination with knowledge of the probability 
distribution of S (see (2.B.1)), make a partial assessment of the two 
types of selection possible. Consider an example. When s = 9, k = 4, 
and p = 0.7, Table 4.1 shows that ~ 0-6746, (x^  (0.45)) = 
0.6723, and (x^  (0.50)) = 0.6775. We want x^  . Linear inter­
polation between (x (0.45),0.6723) and (x (0.50),0.6775) indicates 
Ci c^  
that (x^  (0.47)) = (-0.2456) = 3 decimal places, 
sufficient for present purposes). 
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Table 4.1a (p = 0.5) 
5 K 
1 
2 
2 
3 
3 
3 
4 
4 
4 
4 
5 
5 
5 
5 
5 
6 
6 
6 
6 
6 
S 
7 
7 
7 
7 
7 
7 
7 
3 
8 
8 
8 
8 
8 
8 
9 
9 
9 
9 
9 
9 
10 
10 
10 
10 
10 
11 
11 
11 
11 
12 
12 
12 
13 
13 
14 
15^ S:K 
0.24 38 
0.4013 
0.0313 
0.5202 
0.1838 
0.0349 
0.6150 
0.2905 
0 .0980 
0.0182 
0.6927 
0.3954 
0.1812 
0.06 06 
0.0114 
0.7571 
0.4952 
0.2773 
0.1271 
0.0432 
0.0083 
0.8109 
0.5379 
0.38 03 
0.2145 
0 . 10 05 
0.0354 
0.00 72 
0.85 59 
0.6725 
0.4555 
0.3178 
0.1337 
0.0393 
0.0331 
0.8934 
0.7482 
0.5885 
0.4314 
0.2902 
0.1745 
0 .9242 
0.8147 
0.6361 
0.5494 
0.4146 
0.94 92 
0.8718 
0.7753 
0.6660 
0.9690 
0.9191 
0.85 38 
0.9339 
0.9566 
0.9942 
X : 
I  0 .10  
0.1834 
0.3493 
0.0938 
0.4744 
0.1815 
0.0596 
0 .5747 
0.2762 
0 . 1 1 6 6  
0.0441 
0.6576 
0.3723 
0.1887 
0.0870 
0.0368 
0.7270 
0.4656 
0.2725 
0.1466 
0.0731 
0.0338 
0.7856 
0.5567 
0.3643 
0.2221 
0.1268 
0.0678 
0.0340 
0.8349 
0.5411 
0.4605 
0.3116 
0.1992 
0.1204 
0.0687 
0.8764 
0.7185 
0.5579 
0.4121 
0.2901 
0.1947 
0.9109 
0.7882 
0.6531 
0.5198 
0.3977 
0.9392 
0.8494 
0.7433 
0.6303 
0.9618 
0.9016 
0.8255 
0.9792 
0.9441 
0.9916 
0 . 2 0  
193 0 
3616 
1010 
4846 
1901 
0542 
5833 
2853 
1229 
0475 
6649 
3816 
1964 
0921 
0396 
7333 
4757 
2812 
1533 
0775 
0365 
7908 
5654 
3737 
2304 
1331 
0721 
0367 
8394 
6492 
4703 
3213 
2075 
1268 
0733 
8802 
7260 
5677 
4228 
3003 
2035 
9141 
7949 
6627 
5311 
4095 
9418 
8553 
7523 
64 18 
9639 
9065 
3336 
9808 
9481 
9928 
0.30 
0.2132 
0.3740 
0.1085 
0.4948 
0.1989 
0.0690 
0.5919 
0.2947 
0.1294 
0.0511 
0.6721 
0.3910 
0.2043 
0.0973 
0-0426 
0.7394 
0.4848 
0.2901 
0.1603 
0.0822 
0.0392 
0.7961 
0.5740 
0.3832 
0.2389 
0.1397 
0.0767 
0.0395 
0.8433 
0.6572 
0 .4801 
0.3310 
0.2160 
0.1335 
0.0780 
0.8839 
0.7333 
0.5774 
0.4334 
0.3106 
0.2126 
0.9172 
0.8014 
0.6721 
0.5423 
0.4213 
0.9443 
0 .8610  
0.7610 
0.6531 
0.9659 
0.9113 
0.8415 
0.9823 
0.9520 
0.9938 
0 .40 
.2291 
.3866 
. 1 1 6 6  
.5050 
.2080 
.0741 
.6004 
.3041 
.1361 
.0549 
.6793 
.4004 
.2123 
.1028 
.0458 
.7454 
.4938 
.2990 
.1674 
.0871 
.0422 
.8012 
.5826 
.3927 
.2475 
.14 64 
.0814 
.0425 
.8482 
.6652 
.4898 
.34 08 
.2246 
. 1403 
.0630 
.8875 
.7405 
.5871 
.4441 
.3211 
.2218 
.9202 
.8078 
.6813 
.5535 
.4333 
.9468 
.8665 
.7696 
.6642 
.9678 
.9159 
.8491 
.9837 
.9556 
.9947 
0.45 0.50 0.55 0.60 0.70 
0 .2373 0 .2457 0 .2542 0 .2628 0 .2806 
0 .3930 0 .3993 0 .4057 0 .4 121 0 .4250 
0 .1208 0 .1250 0 .1294 0 .1333 0 .1430 
0 .5101 0 .5153 0 .5204 0 .5255 0 .5357 ; 
0 .2126 0 .2173 0 .2220 0 .2268 0 .2366 
0 .0767 0 .0 795 0 .0822 0 .0351 C .0910 
0 .6046 0 .6 088 0 .6130 0 .6 172 0 .6255 
0 .3089 0 .3 137 0 .3185 0 .3233 0 .3331 : 
0 .1396 0 .1431 0 . 1466 0 .1502 0 .1577 . 
0 .0568 0 .0588 0 .0609 0 .0630 0 .0 675 • 
0 .6328 0 .6864 0 .6399 0 .6934 0 .7000 
0 .4051 0 .4093 0 .4145 0 .4 193 0 .4288 . 
0 .2164 0 .2205 0 .2247 0 .2289 0 .2374 
0 .1056 0 .1085 0 . 1114 0 .1 143 0 . 1204 
0 .0474 0 .0491 0 .0509 0 .0527 0 .0564 
0 .74 84 0 .7514 0 .7544 0 .7573 0 .7632 : 
0 .4984 0 .5 029 0 .5075 0 .5 120 0 .5210 
0 .3036 0 .3081 0 .3127 0 .3173 0 .3256 
0 .1710 0 .1747 0 .1784 0 .1822 0 .1899 
0 .0896 0 .0922 0 .0948 0 .0 974 0 .1 029 
0 .04 37 0 .0453 0 .0469 0 .0486 0 .0521 
0 .8037 0 .8062 0 .8087 0 .8112 0 .8 16 1 
0 .5869 0 .5911 0 .o954 0 .5996 0 .5030 
0 .3975 0 .4023 0 .4071 0 .4 119 0 .4 216 
0 .2519 0 .2563 0 .2607 0 .2652 0 .2742 
0 .1499 0 .1534 0 . 1569 0 .1605 0 .1679 
0 .0838 0 .0863 0 .0889 0 .0915 0 .0968 
0 .0441 0 .0457 0 .0473 0 .0490 0 .0525 
0 .8503 0 .8524 0 .8545 0 .8566 0 .8607 
0 .6691 0 .6730 0 .6769 0 .6808 0 .6885 
0 .49 47 0 .4 996 0 .5045 0 .5093 0 .5 19 1 
0 .34 58 0 .3508 0 .3558 0 .3608 0 .3709 
0 .2290 0 .2335 0 .2380 0 .2425 0 .2517 
0 .14 39 0 .1474 0 .1511 0 .1547 0 .1623 
0 .0856 0 .0882 0 .09 09 0 .0 937 0 -0993 
0 .8893 0 .8911 0 .8928 0 .3945 0 .8979 
0 .7441 0 .7476 0 .7511 0 .7546 0 .7615 
0 .5919 0 .5967 0 .6015 0 .6062 0 .6157 
0 .4495 0 .4 54 9 0 .4602 0 .4 656 0 .4 763 
0 .3264 0 .3316 0 .3370 0 .34 23 0 .3 53 ! 
0 .2265 0 .2312 0 .2360 0 .2409 0 .2507 
0 .9216 0 .9231 0 .9245 0 .9259 0 .9287 
0 .8110 0 .8141 0 .8172 0 .8202 0 .8262 
0 .6859 0 .6905 0 .69 50 0 .6995 0 .7084 
0 .5590 0 .5646 0 .5701 0 .5756 0 .5865 
0 .4 392 0 .4452 0 .4512 0 .4 571 0 .4 691 
0 .9479 0 .9491 0 .9503 0 .9514 0 .9536 
0 .8692 0 .8719 0 .8745 0 .8771 0 .882 1 
0 .7738 0 .7780 0 .7821 0 .7862 0 .794 2 
0 .6697 0 .6751 0 .68 06 0 .6859 0 .6965 
0 .96 88 0 .9696 0 .9705 0 .9714 0 .9730 
0 .9182 0 .9203 0 .9225 0 .9246 0 .9286 
0 .8528 0 .3564 0 .8600 0 .8635 0 .8703 
0 .9844 0 .9850 0 .9857 0 .9863 0 .9874 
0 .9573 0 .9539 0 .95 05 0 .9621 0 .9650 
0 .9951 0 .9955 0 .9958 0 .9961 0 .9967 

X : 
0.4 5 0.50 0.55 0 .60 0.70 0.80 0.9 01 15' 
0 .2373 0 .2457 0 .2542 0 .2628 0 .2806 0 .2989 0.3178 0 .2425 0 .39 30 0 .3993 0 .40 57 0 .4 121 0 .4250 0 .4330 0.4511 0 .3938 
0 .1208 0 .1250 0 .1294 0 .1338 0 .1430 0 . 1526 0-1627 0 .1213 
0 .5101 0 .5153 0 -5204 0 .5255 0 .5357 0 .5459 0-5560 0 -5107 
0 .2126 0 .2173 0 .2220 0 .2268 0 .2366 0 .24 66 0-2567 0 -2131 
0 .0767 0 .0 795 0 .0822 0 .0851 0 .0910 0 .0972 0-1037 0 -0770 
0 • 6046 0 .6 088 0 .6130 0 .6 172 0 .6256 0 .6339 0-6421 0 -6056 
0 .3089 0 .3137 0 .3185 0 .3233 0 .3331 0 .3430 0-3530 0 -3100 
0 .1396 0 .1431 0 . 1466 0 .1502 0 .1577 0 .1653 0-1731 0 -1404 
0 .0568 0 .0588 0 .0609 0 .0630 0 .0675 0 -0721 0-0770 0 .0573 
0 .6828 0 .6864 0 .6399 0 .6 934 0 .7004 0 .7072 0-7140 0 .6843 
0 .4051 0 .4098 0 .4145 0 .4193 0 .4 288 0 -4334 0-44 80 0 .4071 
0 .2164 0 .2205 0 .2247 0 .2289 0 .2 374 0 -2461 0-2549 0 .2181 
0 .1056 0 .1085 0 . 1114 0 .1 143 0 .1204 0 .1265 0-1333 0 .1068 
0 .0474 0 .0491 0 .0509 0 .0527 0 .0564 0 . 060 3 0.0644 0 .0481 
0 .7484 0 .7514 0 .7544 0 .7573 0 .7632 0 .7689 0.7746 0 .7504 
0 .4984 0 .5029 0 .5075 0 .5 120 0 .5210 0 .5301 0.5391 0 .50 13 
0 .3036 0 .3081 0 .3127 0 .3173 0 .3266 0 .3359 0-3454 0 .3065 
0 .1710 0 .1747 0 . 1784 0 .1822 0 .1899 0 .1977 0-2058 0 .1734 
0 .0896 0 .0922 0 .0948 0 .0974 0 .1 029 0 . 1036 0.1145 0 .09 12 
0 .04 37 0 .0453 0 .0469 0 .0486 0 .0521 0 . 0558 0.0596 0 .0447 
0 .8037 0 .8062 0 .8087 0 .8112 0 .8 161 0 .820 9 0.8257 0 .8059 
0 .5869 0 .5911 0 .5954 0 .5 996 0 .6080 0 .6164 0.6247 0 .5906 
0 .3975 0 .4023 0 .4071 0 .4 119 0 .4216 0 .4313 0.4410 0 .40 17 
0 .2519 0 .2563 0 .2607 0 .2652 0 .274 2 0 .2834 0.2927 0 .2557 
0 .1499 0 .1534 0 . 1569 0 .1605 0 .1679 0 .1754 0.1831 0 .1529 
0 .0838 0 .0863 0 .0889 0 .0915 0 .0968 0 .1024 0.1082 0 .0860 
0 .0441 0 .0457 0 .0473 0 .0490 0 .0526 0 .0553 0.0603 0 .0455 
0 .8503 0 .8524 0 .8545 0 .8566 0 .8607 0 .8647 0.8686 0 .8527 
0 .6691 0 .6730 0 .6769 0 .6808 0 .6885 0 .6961 0.7036 0 .6735 
0 .4947 0 .4 996 0 .5045 0 .5093 0 .5 191 0 .523 8 0.5384 0 .5002 
0 .3458 0 .3508 0 .3558 0 .3608 0 .3709 0 .3810 0.3912 0 .3514 
0 .2290 0 .2335 0 .2380 0 .2425 0 .2517 0 .2610 0.2705 0 .2340 
0 . 14 39 0 .1474 0 .1511 0 .1547 0 .1623 0 . 1700 0.1780 0 .1479 
0 .0856 0 .0 882 0 .09 09 0 .0 937 0 .0993 0 .1052 0.1113 0 .0886 
0 .8893 0 .3911 0 .8928 0 .3945 0 .8979 0 .9012 0.9045 0 .8917 
0 .7441 0 .7476 0 .7511 0 .7546 0 .7615 0 .7682 0.7749 0 .7489 
0 .5919 0 .5967 0 .6015 0 .6062 0 .6157 0 .6251 0.6343 0 .5984 
0 .4495 0 .4 549 0 .4602 0 .4 656 0 .4 763 0 .4871 0.4978 0 .4568 
0 .32 64 0 .3316 c .3370 0 .34 23 0 .3531 0 .3639 0.3749 0 .3336 
0 .2265 0 .2312 0 .2360 0 .2409 0 .2507 0 .2607 0.2708 0 .2330 
0 .9216 0 .9231 0 .9245 0 .9 259 0 .9287 0 .9314 0.9340 0 .9239 
0 .8110 0 .8141 0 .8172 0 .8202 0 .8 262 0 .8321 0.8378 0 .8159 
0 .68 59 0 .6905 0 .69 50 0 .6995 0 .7084 0 .7171 0.7257 0 .6931 
0 .5590 0 .5646 0 .57 01 0 .5756 0 .5865 0 .5973 0.6081 0 .5678 
0 .4392 0 .4452 0 .45 12 0 .4 571 0 .4 691 0 .4811 0.4930 0 .4487 
0 .94 79 0 .9491 0 .95 03 0 .9514 0 .9536 0 .9557 0.9577 G .9500 
0 .8692 0 .8719 0 .8745 0 .8771 0 .8821 0 .8870 0.8918 0 .8739 
0 .7738 0 .7780 0 .7821 0 .7862 0 .794 2 0 .8020 0.8096 0 .7812 
0 .6697 0 .6751 0 .68 06 0 .6859 0 .6965 0 .7069 0.7171 0 .6793 
0 .96 88 0 .9696 0 .9705 0 .9714 0 .9730 0 .974 6 0.9761 0 .9704 
0 .9182 0 .9203 0 .9225 0 .9246 0 .9286 0 .9325 0.9362 0 .9222 
0 .8528 0 .8564 0 .8600 0 .8635 0 .8703 0 .876 9 0.8832 0 .8596 
0 .9844 0 .9850 0 .9857 0 .9863 0 .9 874 0 .9834 0.9894 0 .9856 
0 .95 73 0 .9589 0 .96 05 0 .9621 0 .9650 0 .9678 0.9703 0 .9603 
0 .9951 0 .9955 0 .9958 0 .9961 0 .9967 0 .9972 0.9976 0 .9956 
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Table 4.1b (p = 0.7) 15^ k^ c^ 
5^5 :< 
A ; 
S K 1 o
 
# o
 
0.20 0.30 0 ,4 0 o
 
•
 
»
 
in
 
0.50 0.55 0.60 0.7: 
1 1 0 .3767 0 .2731 0 .2935 0 .3195 0 .3412 0 .3523 0 .3635 0 .3748 0 .3862 0 .40' 
2 1 0 .5714 0 .4954 0 .5102 0 .5250 0 .5398 0 .54 72 0 .5545 0 .5619 0 .5692 0 .58 
2 2 0 .1755 0 . 179 3 0 .1916 0 .2044 0 .2176 0 .2245 0 .2314 0 .2384 0 .2456 0 .26 : 
3 1 0 .6964 0 .6377 0 .6455 0 .6591 0 .6697 0 .6749 0 .6801 0 .6353 0 .6904 0 
3 2 0 .3450 0 .3190 0 .3317 0 .3446 0 .3577 0 .3643 0 .3709 0 .3776 0 .3843 0 .23 
3 3 c .09 62 0 .1321 0 .1409 0 .1501 0 . 1597 0 .1647 0 .1697 0 .1748 0 .1801 0 .! o 
4 1 0 .7831 0 .7382 0 .7463 0 .7542 0 .7619 0 .7658 0 .7696 0 .7733 0 .7770 0 .73 
4 2 0 .4910 0 .4507 0 .4626 0 .4745 0 .4864 0 .4923 0 .4 98 3 0 .5043 0 .5102 0 .52, 
4 3 0 .22 73 0 .2354 0 .2460 0 .2569 0 .2680 0 .2736 0 .2792 0 .2350 0 .2907 0 .30 
4 4 0 .0606 0 .1070 0 .1140 0 .1215 0 . 1292 0 .1332 0 .1372 0 .1414 0 .1456 0 . I 5 
5 1 0 .8445 0 .8118 0 .8178 0 .8237 0 .8295 0 .8324 0 .8352 0 .8380 0 .8407 0 .84 
5 2 0 .ol 23 0 .5681 0 .5787 0 .5391 0 .5995 0 .60 47 0 .6099 0 .6150 0 .6201 0 .63 
5 3 0 .3664 0 .3498 0 .3611 0 .3725 0 .3840 0 .3898 0 .3957 0 .4015 0 .4 073 0 .M 5 4 3 .16 51 0 .1913 0 .2006 0 .2101 0 .2198 0 .2248 0 .2298 0 .2349 0 .2400 0 -25 
5 5 0 .0433 0 .0934 0 .0996 0 .1061 c .1128 0 .1163 0 .1 199 0 .1235 0 . 1272 0 . 1 j 6 1 0 .8911 0 .8663 0 .8709 0 .8753 0 .8797 0 .88 18 0 .8839 0 .8860 0 .8880 0 .69 
6 2 0 .71 10 0 .6692 0 .6783 0 .6372 0 .6961 0 .7004 0 .7048 0 -7091 0 .7133 0 .72 
6 3 0 .4981 0 .4658 0 .4771 0 .4383 0 .4995 0 .5051 0 .5 107 0 .5163 0 .5219 0 .53 
5 4 0 .29 29 0 .2936 0 .3043 0 .3152 0 .3263 0 .3319 0 .3375 0 .3431 0 .3488 0 .36 
6 5 0 .1314 0 . 1678 0 .1763 0 .1351 0 .1942 0 .1988 0 .2034 0 .2082 0 .2130 0 .22 
6 6 0 .0347 0 .0869 0 .0927 0 .0988 0 .1052 0 .1084 0 .1118 0 .1152 0 .1187 0 . 1 2 
7 1 0 .9246 0 .9070 0 .9104 0 .9137 0 .9169 0 .9185 0 .9201 0 .9216 0 .9231 0 .92 
7 2 0 .7901 0 .7541 0 .7616 0 .7690 0 .7763 0 .7799 0 .7835 0 .7370 0 .7905 0 .79 
7 3 0 .61 60 0 .5768 0 .5874 0 .5979 0 .6083 0 • 6134 0 .6186 0 .6237 0 .6288 0 .6 3 
7 4 0 .4 274 0 .4065 0 .4130 0 .4295 0 .4411 0 .4469 0 .4 527 0 .4586 0 .4644 0 .4 7 
7 5 0 .2520 0 .2637 0 .2742 0 .2849 0 .2958 0 .30 13 0 .3 068 0 .3124 0 .3180 0 .32 
7 6 0 .1147 0 .1571 0 . 1655 0 .1740 0 . 1829 0 .1874 0 .1920 0 .1966 0 .2013 0 .21 
7 7 0 .03 11 0 .0857 0 .0915 0 .0976 0 .1039 0 .1072 0 .1105 0 .1139 0 .1174 0 .12 
3 1 0 .94 92 0 .9371 0 .9396 0 .9420 0 .9444 0 .9456 0 .9467 0 .9473 0 .9490 0 .95 
8 2 0 .3522 0 .3234 0 .8296 0 .8356 0 .8414 0 .8443 0 .8472 0 .8500 0 .3527 0 .St 
S 3 0 .71 73 0 .6781 0 .6875 0 .6969 0 .7061 0 .7106 0 .7152 0 .7196 0 .7241 0 .7 3 
3 4 0 .5572 0 .5225 0 .5340 0 .5455 0 .5569 0 .5626 0 .5683 0 .5739 0 .5795 0 .5Ç 
S 5 0 .33 93 0 .3759 0 .3877 0 .3997 0 .4117 0 .4178 0 .4238 0 .4299 0 .4360 0 .44 
S 6 0 .2337 0 .2516 0 .2623 0 .2732 0 .2843 0 .2900 0 .2 956 0 .30 13 0 .3071 0 .3 : 
3 7 0 .1096 0 .1561 0 .1646 0 .1735 0 .1826 0 -1873 0 .1920 0 .1968 0 .2016 0 .2 1 
9 1 0 .9670 0 .9591 0 .9609 0 .9627 0 .9644 0 .9652 0 .9661 0 .9569 0 .9676 0.96 
9 2 0 .90 01 0 .8786 0 .8835 0 .8382 0 .8928 0 .8950 0 .8972 0 .8994 0 .90 15 0 .9C 
9 3 0 .80 10 0 .7665 0 .7747 0 .7326 0 .7905 0 .7943 0 .7981 0 .8018 0 .8 055 0 .8 ] 
9 4 0 .6746 0 .6347 0 .6456 0 .6564 0 .6671 0 .6723 0 .6 775 0 .6827 0 .6 878 0 .6? 
9 5 0 .5293 0 .4 972 0 .5097 0 .5221 0 .5345 0 .54 07 0 .5469 0 .5530 0 .5591 0 .5" 
9 6 0 .3773 0 .3670 0 .3796 0 .3923 0 .4051 0 .41 15 0 .4179 0 .4244 0 .4308 0 .4 i 
10 1 0 .97 97 0 .9748 0 .9761 0 .9773 0 .9786 0 .9791 0 .9797 0 .9803 0 .9808 0 .9É 
13 2 0 .9361 0 .9212 0 .9249 0 .9285 0 .9319 0 .9336 0 .9352 0 .9368 0 .9384 0 .9<: 
10 3 0 .86 73 0 .3405 0 .8472 0 .8537 0 .8601 0 .8631 0 .8662 0 .8692 0 .3721 0.6' 
10 4 0 .77 51 0 .7374 0 .7472 0 .7567 0 .7661 0 .7707 0 .7752 0 .7797 0 .7841 0 .7? 
10 5 0 .66 06 0 .6196 0 .6319 0 .6440 0 .6559 0 .6618 0 .6676 0 .6734 0 .6792 0 .6 = 
11 1 0 .93 84 0 .9856 0 .9865 0 .9874 0 .983 2 0 .9886 0 .9839 0 .9893 0 .9897 0 .9? 
11 2 0 .9621 0 .9527 0 .9554 0 .9580 0 .9605 0 .9617 0 .9628 0 .9639 0 .9650 0 .91 
11 3 0 .9187 0 .3994 0 .9047 0 .9097 0 .9146 0 .9169 0 .9192 0 .9215 0 .9 237 0 .9; 
11 4 0 .8567 0 .3260 0 .8342 0 .8422 0 .8499 0 .8537 0 .8574 0 .86 10 0 .8645 0 .8 
12 1 0 .9941 0 .9927 0 .9933 0 .9939 0 .9944 0 .9946 0 .9948 0 .9950 0 .9952 0 .9! 
12 2 0 .93 00 0 .9748 0 .9767 0 .9784 0 .9800 0 .98 08 0 .9815 0 .9823 0 .9830 0 .91 
12 3 0 .9555 0 .94 36 0 .9 475 0 .9511 0 .9545 0 .9562 0 .9 578 0 • 9593 0 .9608 0 .91 
13 1 0 .99 75 0 .9970 0 .9973 0 .9976 0 .9979 0 .9980 0 .9931 0 .9983 0 .9984 0 .9< 
13 2 0 .9913 0 .9890 0 .9901 0 .9912 0 .9921 0 .9926 0 .9930 0 .9934 0 .9937 0 .9' 
14 1 0 .9993 0 .9992 0 .9994 0 .9995 0 .9996 0 .9996 0 .9997 0 .9997 0 .9997 0 .9' 
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Table 4.1c (p = 0.9) 
Ti X :  
S K 15 5 :K 1 0.10 0.20 0.30 0.40 0-45 0.50 D .55 0.60 
-• 
1 1 0 .6086 0 .4121 0 .4411 0 .4706 0 -5004 0 .5154 0 .5304 0 .5453 0 .5603 0-2 1 0 .8126 0 .6930 0 .7095 0 .7256 0 -7413 0 .74 90 0 .7566 0 .764 1 0 .7714 0.  
2 2 0 .4143 0 -3446 0 .3654 0 -3367 0 -4084 0 .4193 0 .4 303 0 .44 14 0 .U 525 0-
3 1 0 .93 43 0 .8351 0 .8443 0 .8531 0 -8617 0 .8658 0 .3 699 0 .8739 0 .3777 c.  
3 2 0 .66 13 0 .5595 0 .5767 0 .5937 0 -6106 0 .6190 0 .6273 0 .6356 0 .5437 
3 3 0 .3060 0 .3018 0 .3189 0 .3364 0 .3543 0 .36 33 0 .3724 0 .3816 0 .3909 0 •  4 1 0 .9501 0 .9114 0 .9155 0 .9215 0 .9262 0 .9284 0 -9 307 0 .9328 0 .9350 0.  
4 2 0 .3360 0 .7195 0 .7320 0 .7442 0 .7562 0 .7620 0 .7678 0 .7735 0 -7791 0-
4 •a 0  .5542 0 .4330 0 .4995 0 .5160 0 .5324 0 .54 06 0 .5487 0 .5569 0 .5650 0 .  
4 4 0 .2422 0 .2744 0 .2894 0 .3048 0 .3205 0 .3285 0 .3366 0 .3447 0 .3529 c-
5 1 0 .9740 0 .9532 0 .9560 0 .9533 0 .9614 0 .9626 0 .9633 0 .9650 0 .9  66? 
5 2 0 .8907 0 .3296 0 .8382 0 .8465 0 .8544 0 .8582 0 .3620 0 .8657 0 .3694 0.  
5 3 0 .7253 0 .6426 0 .6563 0 .6699 0 .6632 0 .6398 0 .6 963 0 .7028 0 .7092 c.  
5 4 0 .43 19 0 .4 361 0 .4519 0 .4677 0 .4836 0 .4915 0 .4595 0 .5074 0 .5 153 •D.  
5 S 0 .2041 0 .2572 0 .2711 0 .2853 0 .2998 0 -30 72 0 .3146 0 .3221 0 .3297 c .  
6 1 0 .9367 0 .9760 0 .9776 0 .9790 0 .9805 0 .9811 0 .98 18 0 -9824 0 .9830 0 .  6 2 0 .94 00 0 .9017 0 .9  072 0 .9124 0 .9174 0 -9193 0 .9222 0 .9245 0 .9267 0,  6 3 0 .83 86 0 .7635 0 .7739 0 .7391 0 .7990 0 -80 39 0 .3086 0 .8133 0 .8  179 0 .  
5 4 0 .6685 0 .5926 0 .6 070 0 -6212 0 .6352 0 -6422 0 -6491 0 -6559 0 .6627 3.  
6 5 0 ,4357 0 .4078 0 .4 232 0 .4386 0 .4541 0 .4619 0 .4697 0 -4775 0 .4 353 0.  
6 6 0 .1325 0 .2477 0 .2610 0 -2746 0 .2385 0 .29 56 0 .3027 0 -3099 0 .3172 0.  
7 1 0 .9934 0 .9832 0 .9891 0 .9898 0 .9906 0 .99 09 0 .9913 0 -9916 0 .9919 c « 7 2 0 .9682 0 .9464 0 .9497 0 .9529 0 .9558 0 .9573 0 .9587 0 -9600 0 .9614 0.  
7 3 0 .9089 0 .3598 0 .8672 0 -8743 0 .8811 0 .8844 0 .8876 0 -8908 0 -8939 
7 4 0 .79 99 0 .7269 0 .7386 0 .7501 0 .7613 0 .7668 0 .7722 0 -7776 0 .7823 0 .  
7  5 0 .63 15 0 .5625 0 .5773 0 -5920 0 .6065 0 .6138 0 .6209 0 -6281 0 .6 351 c.  
7 6 0 .4101 0 .3928 0 .4081 0 -4235 0 .4390 0 .4468 0 .4546 0 -4624 0 .4  703 0.  
7 7 0 .1726 0 .2445 0 .2576 0 -2711 0 .2849 0 .29 19 0 .2 990 0 -3061 0 .3134 c.  
8 1 0 .9968 0 .9946 0 .9950 0 -9954 0 .9958 0 -99 59 0 .9961 0 -9963 0 .9964 0.  
8 2 0 .93 39 0 .9727 0 .9746 0 .9764 0 .9781 0 .9789 0 .9 797 0 -9304 0 .9811 0.  
3 3 0 .95 12 0 .9214 0 .9261 0 -9307 0 .9350 0 -9371 0 .9 391 0 -9411 0 .9430 c.  
8 4 0 .88 62 0 .8313 0 .8400 0 -8484 0 .8566 0 .86 05 0 .8644 0 -8682 0 .8719 'J.  
8 5 0 .7764 0 .7023 0 .7155 0 -7280 0 .74 01 0 -74 61 0 .7520 0 -7578 0 .7635 0 • 8 6 0 .6135 0 .54 32 0 .5636 0 .5783 0 .5939 0 -6014 0 .6089 0 -6163 0 .6236 0.  
3 7 0 .40 19 0 .3888 0 .4044 0 -4201 0 .4360 0 .44 39 0 .4519 0 -4599 0 .4  679 0.  
9 t 0 .99 85 0 .9977 0 .9979 0 -9981 0 .9983 0 -9983 0 .9934 0 -9985 0 .9986 0,  
9 2 0 .9923 0 .9873 0 .9883 0 -9892 0 .9901 0 -9905 0 .9909 0 -99 13 0 .9917 c. 9 3 0 .9755 0 .9597 0 .9626 0 -9653 0 .9678 0 -9690 0 .9702 0 .5713 0 .9724 0.  9 4 0 .9397 0 .9052 0 .9 111 0 -9157 3 .9220 0 -9246 0 .9 271 0 -92 96 0 .93 19 0 
9 5 0 .8745 0 .8166 0 .8265 0 -8359 0 .8450 0 -8495 0 .8538 0 -8580 0 .8622 0 
9 6 0 .7686 0 .6944 0 .7030 0 -7213 0 .734 3 0 -7407 0 .7470 0 -7532 0 .7593 0.  
10 1 0 .9994 0 .9991 0 .9992 0 -9993 0 .9994 0 .9994 0 .9994 0 -9995 0 .9995 c 
10 2 3 .9966 0 .9947 0 .9952 0 -9956 0 .9961 0 -9962 0 .9964 0 -9966 0 .9968 0 
10 3 0 .9887 0 .9316 0 .9832 0 -9846 0 .9859 0 .9866 0 .9872 0 -9877 0 .9  333 0 
10 4 0 .97 07 0 .9526 0 .9562 0 -9595 0 .9627 0 -96 42 0 .9656 0 -9670 0 .9654 0 
10 5 0 .9356 0 .8994 0 .9062 0 .9126 0 .9186 0 -9215 0 .9243 0 -9271 0 .9297 0 
11 1 0 .9993 0 .9997 0 .9997 0 .9993 0 .9998 0 .9998 0 .9998 0 .9998 0 .9999 0 
11 2 0 .99 87 0 .9981 0 -9983 0 .9985 0 -9987 0 -9988 0 .9938 0 .9989 0 .9990 c 
11 3 0 .9953 0 .9928 0 .9936 0 .9942 0 -994 9 0 -9951 0 .9954 0 .9957 0 .9959 c 11 4 0 .93 73 0 .9797 0 -9816 0 .9834 0 -9850 0 -9858 0 .9855 0 -9872 0 .9878 0 
12 1 0 .9999 0 .9999 0 .9999 0 .9999 X -0000 1 -0000 1 .0000 1 -0000 1 .0000 
12 2 0 .9996 0 .9995 0 -9995 0 .9996 0 .9997 0 -9997 0 .9997 0 -9997 0 .9998 0 
12 3 0 .9984 0 .9978 0 -9981 0 .9983 0 .9986 0 -9987 0 .9988 0 -9989 0 .9989 0 
13 1 1 .0000 1 .0000 1 .0000 1 .0000 1 .0000 1 -00 00 1 .0000 1 -0000 1 .0000 1 
13 2 0 .9999 0 .9999 0 -9999 0 .9999 1 -0000 1 -0000 l  .0000 1 -0000 1 .0000 1 
14 1 1 .00 00 1 •  0000 1 -0000 1 .0000 1 -0000 1 -0000 1 .0000 1 -0000 1 .0000 1 

15' (\)) 
X : Tr 
1 .30 0.40 0.45 0.50 0 .55 0.60 0.70 0.30 0.90 j 15 c. 
4705 0 .5004 0 .5154 0 .5304 0 .5453 0 .5603 0.5900 0 .6193 0.6481 0 .5247 
7256 0 .7413 0 .74 90 0 .7566 0 .764 1 0 .7714 0.7857 0 .7995 0.8123 0 .7501 
3367 0 .4084 0 .4 193 0 .4303 0 .4414 0 .4 525 0.4748 0 .4 973 0.5197 0 .4208 
.8531 0 .8617 0 .8658 0 .8699 0 .8739 0 .8 777 0.8853 0 .8925 0.3996 0 .8663 
5937 0 .6106 0 .6190 0 .6273 0 .6356 0 .6437 0.6599 0 .6759 0.6915 0 .6159 
3364 0 .3543 0 .3633 0 .3724 0 .3316 0 .3909 0.4095 0 .4284 0-4475 0 .3643 
9215 0 .9262 0 .9284 0 .9 307 0 .9328 0 .9350 0.9390 0 .9429 0.9466 0 .9290 
.7442 0 .7562 0 .7620 0 .7678 0 .7735 0 .7791 0.7901 0 .8007 0.8110 0 .7634 
.5160 0 .5324 0 .54 06 0 .5487 0 .5569 0 .5650 0.5811 0 .5971 0.6130 0 .5425 
3048 0 .3205 0 .3235 0 .3366 0 .3447 0 .3 529 0.3695 0 .3863 0.4033 0 .3304 
95S3 0 .9614 0 .9626 0 .9638 0 .9650 0 .9662 0.9684 0 .9705 0.9724 0 .9631 
8465 0 .8544 0 .8552 0 .3620 0 .8657 0 .3694 0.8765 0 .3833 0.8898 c .8593 
6699 0 .6832 0 .6398 0 .6 963 0 .7023 0 .7092 0.7217 0 .7340 0.74 60 0 .6926 
4677 0 .4836 0 .4915 0 .4995 0 .5074 0 .5 153 0.5311 0 .5469 0.5625 0 .4949 
2853 0 .2993 0 .30 72 0 .3146 0 .3221 0 .3297 0.3451 0 .3607 0.3765 0 .3103 
9790 0 .93 05 0 .9811 0 .9813 0 .9824 0 .9830 0.9842 0 .985 3 0.9864 0 .98:5 
9124 0 .9174 0 .9193 0 .9222 0 .9245 0 .9267 0.9311 0 .9352 0.9392 0 .9213 
7391 0 .7990 0 .80 39 0 .3086 0 .8133 0 .8 179 0.8269 0 .8357 0.8441 0 .8069 
6212 0 .6352 0 .6422 0 .6491 0 .6559 0 .6627 0.6761 0 -6893 0.7022 0 .6466 
4386 0 .4541 0 .4619 0 .4697 0 .4775 0 .4 853 0.5009 0 .5165 0.5320 0 .4669 
.2746 0 .2885 0 .29 56 0 .3027 0 .3099 0 .3172 0.3320 0 .3470 0.3622 0 .3001 
9898 0 .9906 0 .9909 0 .9913 0 .9916 0 .99 19 0.9925 0 .993 1 0.9936 0 .9912 
9529 0 .9558 0 .9573 0 .9587 0 .9500 0 .9614 0.9639 0 .9663 0.9686 0 .9585 
8743 0 .3311 0 .88 44 0 .8876 0 .8908 0 .8 939 0.8999 0 .9056 0.9111 0 .8872 
7501 0 .7613 0 .7668 0 .7722 0 .7776 0 .7828 0.7931 0 .8031 0.8128 0 .7716 
5920 0 .6065 0 .6138 0 .6209 0 .6281 0 .6351 0.6491 0 .6629 0.6764 0 .6201 
4235 0 .4390 0 .4468 0 .4546 0 .4624 0 .4703 0.4859 0 .5015 0.5171 0 .4537 
2711 0 .2849 0 .29 19 0 .2 990 0 -3061 0 .3134 0.3280 0 .3429 0.3580 0 .2931 
9954 0 .9958 0 .99 59 0 .9961 0 .9963 0 .9964 0.9967 0 -9970 0.9972 0 .9961 
9764 0 .9781 0 .9789 0 .9797 0 .9304 0 .9811 0.9825 0 .9838 0-9850 0 .9797 
9307 0 .9350 0 .9371 0 -9391 0 .9411 0 .9430 0.9467 0 .9502 0.9535 0 .9394 
8484 0 .8566 0 .86 05 0 .8644 0 .8682 0 .8719 0.8791 0 .8860 0.8926 0 .864 3 
7280 0 .7401 0 .7461 0 .7520 0 .7573 0 .7635 0.7748 0 .7857 0.7962 0 .7527 
5733 0 .5939 0 .6014 0 .6089 0 .6163 0 .6236 0.6382 0 .6525 0-6666 0 .6098 
4201 0 .4360 0 .44 39 0 .4519 0 .4599 0 .4 679 0.4 8 38 0 .4998 0-5157 0 .4529 
9981 0 .9983 0 .9983 0 .9984 0 .9985 0 .9986 0.9987 0 .9988 0-9989 0 .9984 
9892 0 .9901 0 .9905 0 .9909 0 .9913 0 .9917 0.9924 0 .9930 0.9936 0 .9910 
9653 0 .9678 0 .9690 0 .9702 0 .9713 0 .9724 0.9745 0 .9764 0.9782 0 .9706 
9167 0 .9220 0 .9246 0 .9271 0 .92 96 0 .9319 0.9365 0 .9408 0.9449 0 .9280 
8359 0 .8450 0 .8495 0 .8538 0 .8580 0 .8 622 0.8702 0 .8779 0.3853 0 .8553 
7213 0 .7343 0 .7407 0 .7470 0 .7532 0 .7593 0.7712 0 .7828 0.7940 0 .7492 
9993 0 .9994 0 .9994 0 .9994 0 .9995 0 .9995 0.9995 0 .9996 0-9996 0 .9994 
9956 0 .9961 0 .9962 0 .9964 0 .9966 0 .9968 0.9971 0 .9974 0.9976 0 .9965 
9846 0 .9859 0 .9866 0 .9 872 0 .9877 0 .9 883 0.9893 0 .9903 0.9912 0 .9875 
9595 0 .9627 0 .96 42 0 .9656 0 .9670 0 .9684 0.9709 0 .9733 0-9755 0 .9665 
9126 0 .9186 0 .9215 0 .9243 0 .9271 0 .9297 0.9348 0 .9396 0.9441 0 .9259 
9993 0 .9998 0 .9998 0 .9998 0 .9998 0 .9999 0.9999 0 .9999 0-9999 0 .9998 
9985 0 .9987 0 .9988 0 .9938 0 .9989 0 .9990 0.9991 0 .9992 0.9993 0 .9989 
9942 0 .994 9 0 .9951 0 .9954 0 .9957 0 .9959 0.9964 0 .9968 0.9971 0 .9956 9834 0 .9850 0 .9858 0 .9865 0 .9872 0 .9873 0.9890 0 .9902 0.9912 0 .9870 
9999 1 .0000 1 .0000 1 .0000 1 .0000 1 .0000 1.0000 1 .0000 1.0000 1 .0000 
9996 0 .9997 0 .9997 0 .9 997 0 .9997 0 .9998 0.9993 0 .9998 0.9999 0 .9997 
9983 0 .9986 0 .9987 0 .9988 0 .9989 0 .9989 0.9991 0 .9992 0.9993 0 .9988 
0900 1 .0000 1 .0000 1 .0000 1 .0000 1 .0000 1.0000 1 .0000 1.0000 1 .0000 
9999 1 .0000 1 .0000 1 .0000 1 .0000 1 .0000 1.0000 1 .0000 1.0000 1 .0000 
.0000 1 .0000 1 .0000 1 .0000 1 .0000 1 .0000 1.0000 1 .0000 1.0000 1 .0000 
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Thus, either using a cut-off value of -0.2456 and type I selection, 
or s = 9 and type II selection, the chance of including the four best 
objects among those chosen is about the same, 0.675. One may, of 
course, be able to differentiate between the two procedures on the 
basis of sample size. If the researcher requires a fixed size subset, 
then the type II procedure wins by default. Otherwise, analysis 
based on the distribution of S may be beneficial. In this example, 
Pr{S<9} = 0.3995, Pr{S<9} = 0.6060, and Pr{S>9} = 0.3940. An advocate 
of type I selection might emphasize the second quantity, a critic the 
third, and a fair assessor all three. The researcher should heed the 
latter's opinion naturally. 
C. An Alternative Derivation of 11 , 
n s:k 
"Two ways will lie before you...." 
-Circe, Odysseus' bane and 
part-time travel agent 
Yeo (1982) and Yeo and David (1984) use a most intricate and 
intriguing argument, in obtaining an expression for achieve 
the same end via a simpler route, based on Chapter II arguments. 
Lemma 4.1. 
FL"^ "^ (y) Pr{Y<ylx=xJdFY 
U,s-k+l:s 
(y)dFjj 
n-s:n 
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Proof ; 
As usual, assume CX^ ,Y^ ) are iid random pairs, each 
with cdf • Type II selection dictates we select those pairs 
a, i 
with the s largest X values, viz., "^ [n-s+lin]^ * 
(X , Yr ,). (Recall that Y..  ^ denotes the Y variate associated 
n:n' [n:nj' [j:n] 
with the order statistic X. ). We know that II , represents the ]:n n s:k 
probability of the event {among the s objects with the s largest X 
values lie those k with the k largest Y values}, or, equivalently, 
{among ^ [^ -s+l-n] ' ***' ^ [n-n] k largest Y's}. Hence, if we 
follow Yeo and let R. stand for the rank of Y r .  , among the n Y.'s, 
J [j :n] ° a. 
then 
n , = Pr{{R R } ^{n-k+1, ..., n}} (4.C.1) 
n s:k n-s+l,n n,n 
Heretofore, we have paralleled the work of Yeo and David. Hereafter, 
our derivations diverge. We may write 
nFszk ^^ ^^ \-s+l,n' • * • '\,n^  I ^ n-s :n 
dF^  (x^ ) (4.C.2) 
n-s:n 
If {X = X } happens, then in the sample must be 
n-s:n c 
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i) n-s-1 Y^ 's, corresponding toY^ .^^ j, Y^ ^^ -^lin] 
ii) 1 Yg = y1x=x^ , corresponding to Yj-g.g.n] 
and iii) s Yy's, corresponding to , ?[n:n] 
Hence, should X = x , then {{R ,, , R } ^{n-W-1, n}} 
n-s:n c n-s+l,n n,n 
— the event {^ [n-s+l'n] [^n*nl the k largest Y's) — occurs 
iff the s Y^ 's include the k largest Y's, i.e., iff all Y^ 's and Y^  are 
1 ^U.s-kHis' C^ saquently, 
^^Vs+l.n' •••• ®n,J •••• "''Vs:»- V 
Pr{all Y 's and Y„ < y} dFy (y) 
-«  ^  ^~ U,s-k+l;s 
Pr{Y<y|x=% }dF (y) (4.C.3) 
-» U,s-k+l:s 
The last two equalities rely on the independence of all the Y^ 's, Y^ 's 
and Yg. Replacing (4.C.3) in (4.C.2) yields 
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n^ s-k " r f Pr{Y<ylx=x }dF (y) 
a s.K JL<oJL« L U,s-k+l;s 
dF^  (Xg) (4.C.4) 
n-stn 
n 
Yeo and David use completely different notation. To demonstrate the 
equality of our respective expressions requires a Rosetta Stone. 
e^ (x^ ,y) = F^ (y)F^ (x^ ) 
QsCXc.y) = F^ (y)[l-F^ (x^ )] 
e^ Cx^ .y) 5 [1-F^ (Y)][1-Fjj(x^ )] 
g^ (Xg,y) = fjj(y) Ei-Fx^ *c^  ^
h (x^ ,y) = Pr{Y<y|X=x^ }f^ (x^ ) (4.C.5) 
Presuming that all needed densities exist, (4.C.4) may be written as 
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n^ s =.=rj îj~®"^ (y) FS-k(y)[i-F%(y)]*"^  f^ (y) 
k-l 
Pr{Y<ylx=x^ } • (n-s)(^ > E;-:-l(=c) 
[1-Fx(=c)] f:(=c) 4%: 
Tonelli's theorem allows us to switch the order of integration. This, 
plus some simple algebra, produces 
n! 
n^ s:k (n-s-1) ! (s-k) ! (k-l) ! [F^ (y)F^ (x^ )] 
n-s-1 
(F^ (y) [l-F^ Cx^ ) [l-Fy(y) ] [1-F^ (%^ )])^ "^  
f^ (y)[l-F^ (x^ )] Pr{Y<ylx=x^ } f^ Cx^ ) dy 
Using (4.C.5), 
n ! 
n^ s:k (n-s-1)!(s-k)!(k-l)! e^ ~®~^ (x^ ,y) e^ '^ Cx^ .y) 
04~^ (x^ ,y) g^ (Xg,y) h~(x^ .y) dx^  dy 
This last expression is the one found by Yeo and David. 
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VII. APPENDIX 
The programs used to evaluate f^ Cy), and  ^are 
written in VS Fortran and use double precision arithmetic throughout 
(8 8-bit words, on an AS/6 computer). Numerical quadrature is 
performed by invoking the IMSL subroutine DCADRE. See de Boor (1971) 
for a discussion of the algorithm DCADRE implements. Several different 
methods of evaluating the bivariate normal cdf are employed. All 
involve a series expansion of the function 
Ift.a) - i 
0 1 + 
Further details of the relationship between B and T may be found in 
Volume 50 of NBS's Applied Math Series. A particularly nice program 
for evaluating T is given by Donnelly (1973), 
A variety of techniques for checking the veracity of our computa­
tions are at our disposal. One rather crude check relies on the fact 
when p = 0, F^ (y) = 0(y). Substituting in Lemma 2.2, 
$^ "^ (y)Il-$(y)]d$(y) 
= k(J) $^ (-x^ ) 8(n-k+l,k) 
= $^ (-x^ ) 
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Another check may be had when p = 1//T and = 0. In this instance. 
it is clear from (2.A.6) and (2.A.7) that 
F^ (y) = 2 
ry 
$(t) d$(t) 
= 3^ (y) 
and 
fy(y) = 2$(y) $(y) 
Therefore, we have 
.n-k, V,, -2/ xvk-1 $ "Xy)(l-$=(y)) 2$(y) d$(y) 
k(k)(2)^ "^  
.1 
du 
Letting t = , this becomes 
= k(J)(|)^  6(^  + 1, k) 
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r(^  + 1) 
(7.1) 
an easily calculable quantity. Lastly, in the cases that k = 1 and 
This expression is easily handled. When k = n, it is evident that 
H = Pr{all Y's are Y„'s} 
n n U 
= ?r{ail X's are > x } 
c 
All graphs are drawn by a SASGRAPH proc. The points, indicated by 
small numbers, are actual calculated values; the lines joining them are 
generated by a cubic spline method. Each pair of adjacent points is 
joined by a cubic polynomial, constructed so that the first and second 
derivatives of it and its neighbors are equal at the points where they 
abut. 
k = n, computation checks of exist for all values of p and x^ . 
When k = 1, it follows from (2.F.1) and (2.A.7) that 
I (^y)$[(Py-Xg)//1-p^ ]d$(y) 
= $^ (-x^ ) 
