1. Introduction {#sec1}
===============

Many systems relevant to practical applications (e.g., food emulsions, metallic alloys, pharmaceuticals, and heterogeneous catalysts) comprise a mixture of second-phase particles (or droplets) dispersed within a bulk matrix. Typically these systems are at the latest stage of a first-order phase transition, where the global supersaturation approaches zero, and the primary driving force to restore equilibrium reduces to a minimization of the surface area (more specifically the free energy associated with it) between phases. This process, generally referred to as Ostwald ripening, or coarsening,^[@ref1]−[@ref3]^ typically increases the size scale of the second phase (e.g., the average particle size), leading to a coarser microstructure, and, in many cases, a loss in product quality. To gain better control over such quality losses requires a fundamental understanding of the physical mechanisms at play.

For isothermal conditions, Ostwald ripening has been widely studied, and the underyling physical mechanisms are relatively well understood. Much of the understanding dates back to 1961, when Lifshitz, Slyozov, and Wagner (LSW)^[@ref4],[@ref5]^ developed a theory for describing the late-stage dynamics of first-order phase transitions. For both, bulk mass-transfer and attachment-kinetics as the limiting growth mechanism, LSW predicted the existence of a stationary regime, during which the distribution of particle sizes evolves self-similarly upon rescaling with some characteristic length scale (e.g., the average particle size). The characteristic length scale raised to a certain power (the value of which depending on the rate-limiting growth mechanism) was shown to scale linearly with time, the proportionality constant, or "coarsening rate", thereby fully determining the growth dynamics. Both, the scaling characteristics of the characteristic length scale, and the self-similarity of the rescaled particle-size distribution (PSD), have been confirmed qualitatively by experiments (mostly in metallurgy, see, e.g., Ratke and Voorhees^[@ref3]^ or Mullins^[@ref6]^ and references therein). The search for quantitative agreement between theory and experiments remains an active area of research, however, facing many difficulties in material property estimation or in limitations inherent to the LSW approach itself.^[@ref7]−[@ref11]^ Several extensions of the LSW theory have been developed; examples include treatment of the effects of dispersed-phase volume fraction,^[@ref12]−[@ref18]^ different growth mechanisms (joining of two particles), (Brownian) particle movement, and spatial correlations between particles. For a review, see Ratke and Voorhees.^[@ref3]^

It has long been recognized that cyclic fluctuations in temperature (from a low temperature to an elevated temperature and back) provide an additional mechanism for coarsening. Experimental examples include the enhanced coarsening of ice crystals in (model systems of) frozen foods or biomaterials due to freeze--thaw cycling,^[@ref19]−[@ref22]^ the enhanced coarsening of crystals in igneous rock under thermal cycling induced by volcanic activity,^[@ref23]−[@ref25]^ and temperature treatment (annealing) of metals. The explanation generally put forward is a dissolution--regrowth mechanism:^[@ref23],[@ref25]−[@ref28]^ first, the smallest particles in the system dissolve upon heating, leading to a system of fewer nuclei. Second, upon cooling, the dissolved amount of material is regrown on the remaining nuclei, leading to larger particles. In the present work, we show this picture does indeed capture an important part of the physics required to describe cycling-enhanced Ostwald ripening. It is not complete, however.

By combining (1) the analytical theory of stationary (isothermal) Ostwald ripening, (2) a scaling Ansatz for diffusion-limited growth during heating and cooling, and (3) a numerical calculation method for transient (nonstationary) ripening, we show each temperature cycle is followed by some *relaxation* of the particle-size distribution, which significantly affects the temporal evolution of the average particle size. Our numerical results indicate that the average particle size decreases during relaxation, and that if relaxation is allowed to complete, the decrease is always stronger than the increase induced by dissolution--regrowth. Our results thus show that, for a single temperature cycle plus relaxation to lead to enhanced particle growth as compared to isothermal Ostwald ripening, some ripening (which is transient) needs to take place at the peak temperature of the cycle.

For successive cycling, we show the relaxation in between cycles ultimately causes a linear scaling of the average particle radius cubed with the number of applied cycles (or time), which is the same scaling as predicted for isothermal Ostwald ripening, confirming the results of several experimental cycling studies.^[@ref19],[@ref22],[@ref29]−[@ref31]^ If initially the cycle time is longer than the time needed for the PSD to relax back to its stationary form, we find two linear regimes, the crossover between them being determined by the cycle number where the relaxation time (which grows with each cycle) starts to exceed the cycle time (which is kept constant). If no Ostwald ripening is allowed to take place at the elevated temperature of a cycle, the first regime is characterized by a coarsening rate that is slightly smaller than for isothermal ripening, which is in contrast to what is observed experimentally.^[@ref19]−[@ref22],[@ref24],[@ref25]^ If ripening at the elevated temperature is allowed, both regimes are characterized by faster Ostwald ripening as compared to the isothermal case, which is in line with experimental results.

We conclude the correct mechanism for cycling-enhanced Ostwald ripening is dissolution--ripening--regrowth--relaxation. We consider this as the main insight of this work.

2. System Definition {#sec2}
====================

We consider a system of volume *V* and temperature *T*~L~, comprising a two-phase mixture of *N* spherical particles (β-phase) of species 1, dispersed within a binary matrix (α-phase) of species 1 and 2. The particles are assumed fixed in space and of uniform density. The interface between particles and matrix is assumed sharp, inducing a stepwise change in composition and densities between phases.

At any instant in time *t*, the distribution of particle radii *a* = (*a*~1~, *a*~2~,···,*a*~*N*~)~*t*~ is described by a single-particle density *n*(**r**,*a*,*t*), which, under multiplication with d*a* d**r**, describes the number of particles of size between *a* and *a* + d*a* in a volume element between **r** and **r** + d**r**. We assume the particles are distributed uniformly throughout the system, allowing the particle density to be written as *n*(*a*,*t*), which can be factorized further as *n*(*a*,*t*) = *n*(*t*)*f*(*a*,*t*) where *n*(*t*) = *N*(*t*)/*V* is a uniform number density and *f*(*a*,*t*) a particle-size distribution (PSD), which normalizes to unity.

3. Isothermal Ostwald Ripening {#sec3}
==============================

Before addressing the issue of temperature variations, we briefly review the basic concepts needed to understand the process of isothermal Ostwald ripening. We limit ourselves to the idealized case of curvature-driven, bulk mass-transfer limited coarsening of spherical particles with isotropic surface energy. Any effects of viscoelastic stress in the surrounding matrix are assumed negligible. For a more complete discussion, the reader is referred to our previous work,^[@ref11]^ Ratke and Voorhees,^[@ref3]^ or to the review article by Voorhees.^[@ref32]^

At the basis of any theory for Ostwald ripening is a balance equation that describes the rate of change of the particle density *n*(*a*,*t*). In the absence of particle nucleation and accretion/coalescence, the balance equation takes on the form of a continuity equation, according towhere *ȧ* ≡ d*a*/d*t* is the microscopic growth rate of a single particle, and ⟨·⟩~*a*~ denotes an average over all particles of size *a*.

A general equation for the microscopic growth rate *ȧ* can be derived from the species mass balances over the moving interface. In the absence of chemical reactions, it is also allowed to consider molar balances; for the case of a spherical particle of total molar density *c*^β^ growing within a matrix of total molar density *c*^α^, one obtains^[@ref11]^where *J*~*r*,*i*~^α^ is the radial component of the molar diffusional flux of species *i* in the matrix (considered positive when directed along the radial coordinate *r* starting from the center of mass of the particle), and *x*~*i*~^α^ and *x*~*i*~^β^ are the molar fractions of species *i* in the matrix and dispersed phase. As the particle-phase is assumed uniform, only the quantities with superscript "α" are local and need to be evaluated at the surface (*r* = *a*).

The mole fractions at the particle surface are assumed to satisfy local thermodynamic equilibrium. Due to the effect of curvature on the chemical potential of the species within the particles, the equilibrium compositions are shifted relative to their values at bulk phase equilibrium *x*~eq~. For particles of micron-scale or larger, the shift can to a good approximation be obtained from the first-order Gibbs--Thomson equation, which for spherical particles can be written as^[@ref11]^where *l*~*c,i*~ is a material-dependent parameter, denoted as the "capillary length", which is calculated aswhere σ is the surface energy between phases α and β, *v*^β^ is the molar volume of the dispersed phase, *Δx*~*i*,eq~ = *x*~*i*,eq~^β^ -- *x*~*i*,eq~^α^ is the composition difference at bulk phase equilibrium (i.e., the miscibility gap), *R* is the gas constant, *T* is absolute temperature, and Γ = *x*~*i*~^α^(∂μ~*i*~^α^/∂*x*~*i*~^α^)~*p,T*~/*RT* is the thermodynamic factor of the matrix phase, with μ~*i*~^α^ the chemical potential of species *i*.

The diffusional flux from the particle surface into the matrix is obtained from Fick's law, which we define with respect to a molar-averaged reference frame as^[@ref33],[@ref34]^with *D*^α^ the binary Fick diffusion coefficient.

The diffusional flux is affected by curvature through the Gibbs--Thomson condition [eq [3](#eq3){ref-type="disp-formula"}](#eq3){ref-type="disp-formula"}, which constitutes the boundary condition for the composition profile at the particle surface. Typically, the effect of curvature on the mole fractions at the surface is negligible *compared to their difference*, that is, (*x*~*i*~^β^ -- *x*~*i*~^α^(*r*))\|~*r*=*a*~ ≈ *x*~*i*,eq~^β^ -- *x*~*i*,eq~^α^ ≡ *Δx*~*i*,eq~. The microscopic growth rate [eq [2](#eq2){ref-type="disp-formula"}](#eq2){ref-type="disp-formula"} thus simplifies asThe second boundary condition, namely, the composition at some position in the matrix, is more difficult to define, as it reflects the local environment of a particle, which is generally not known. In the majority of theoretical work on Ostwald ripening, the local environment is treated approximately, based on a statistically averaged composition profile for all particles within a size class *a*. The averaging generally introduces a dependence of the averaged growth rate ⟨*ȧ*⟩~*a*~ on the volume fraction of dispersed-phase material ϕ~V~, which acts as a global measure for the local environment. We refer to the Supporting Information of a previous work^[@ref11]^ for details on this. Here, we simply use the classical model of LSW,^[@ref4]^ which assumes each particle grows within an infinite medium and thus does not incorporate any volume-fraction effect, and the model of Brailsford and Wynblatt^[@ref13]^ (BW), which was shown to account reasonably well for the effect of nonzero volume fraction on Ostwald ripening.^[@ref11]^ The averaged volumetric growth rate *B*(*a*,ϕ~V~) ≡ *a*^2^⟨*ȧ*⟩~*a*~ obtained from these models can be reformulated to a convenient form, where the dependence on particle size can be reformulated in terms of a scaled variable *z* = *a*/*a*\*(*t*), with *a*\*(*t*) a critical radius that defines the size class with an averaged growth rate of zero (effectively this is a measure for the supersaturation). The result for the LSW theory iswith ξ is a dimensional prefactor, defined asThe growth rate for the BW model can be written as an extension of the LSW result, according towhereis a dimensionless screening length, that effectively takes into account the local environment of particles through a dependence on the volume fraction ϕ~V~, and several averages ⟨·⟩ over the ensemble of particles.

On the basis of the averaged growth rate [eq [7](#eq7){ref-type="disp-formula"}](#eq7){ref-type="disp-formula"} combined with a mass balance constraint for the precipitating species, LSW showed that, asymptotically (i.e., in the limit of long coarsening times), the critical particle radius cubed must scale linearly with time, aswith the proportionality constant *K*\* ≡ d*a*^\*3^/d*t* (called the coarsening rate) calculated asAdditionally, the continuity equation [eq [1](#eq1){ref-type="disp-formula"}](#eq1){ref-type="disp-formula"}, growth rate [eq [7](#eq7){ref-type="disp-formula"}](#eq7){ref-type="disp-formula"}, and mass balance constraint were shown to constitute a nonlinear integro-differential equation that leads to a unique (stable) asymptotic solution *n*(*z*,*t*) = *f*~eq~(*z*)*n*(*t*). The stationary, self-similar form of the PSD *f*~eq~(*z*) could be calculated analytically, asAs the growth rate of the BW model [eqs [9](#eq9){ref-type="disp-formula"}](#eq9){ref-type="disp-formula"}--[10](#eq10){ref-type="disp-formula"} contains an implicit dependence on the PSD (through the averages), the stationary PSD and coarsening rate can only be calculated numerically for this model. To not overcomplicate the analysis, we refer to the Supporting Information of our previous work for the respective equations.^[@ref11]^

Finally, we note that for comparing to experimental data it is generally more useful to consider the coarsening rate for the average particle size, *K* = d⟨*a*⟩^3^/d*t*. The latter can be related to the coarsening rate of the critical particle size, according toFor the LSW theory, this leads to the simple result *K* = *K*\*.

4. Temperature Variations {#sec4}
=========================

4.1. Dimensionless Variables {#sec4.1}
----------------------------

In the remainder, length and time are made dimensionless usingwith *a*~0~^\*^ the critical radius at the start of the first temperature cycle, and ξ (*T*~L~) the dimensional prefactor of [eq [7](#eq7){ref-type="disp-formula"}](#eq7){ref-type="disp-formula"}. Dimensionless variables are denoted using a tilde, e.g., dimensionless radius is *ã*.

4.2. Model {#sec4.2}
----------

Initially, the system is assumed self-similar, at a temperature *T*~L~. The distribution of particle sizes (*ã*~1~ ,*ã*~2~, ···, *ã*~*N*~)~*t*~0~~ is generated according to one of the models for isothermal Ostwald ripening as presented in [Section [3](#sec3){ref-type="other"}](#sec3){ref-type="other"}, using an acceptance-rejection method. Typically, the number of particles is chosen in the range from *N* = 5 × 10^5^ to *N* = 10^6^.

At a time *t*~0~, a fluctuation in temperature takes place, a schematic of which is drawn in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}. The fluctuation brings the system to an elevated temperature *T*~H~ at time *t*~1~, keeps it there until time *t*~2~, and brings the system back to *T*~L~ at time *t*~3~. At the cycle time *t*~cycle~ this process is repeated.

![Model used to describe a cycle between a low temperature *T*~L~ and high temperature *T*~H~. During temperature variations, growth is assumed to be driven by supersaturation, and governed by the scaling d*a*^2^ ∝ d*t*. At times *t*~1~ and *t*~3~, the supersaturation is assumed to have decreased sufficiently for (transient) Ostwald ripening (OR) to become the dominant growth mechanism. During these stages, the rescaled PSD slowly "relaxes" back to its stationary form. The amplitude of a cycle is measured by the fraction of material that dissolves upon heating ϕ~d~. The time during heating and cooling is assumed negligible compared to the cycle time *t*~cycle~. Two different cases are considered, Case 1: no ripening at *T*~H~(*t*~2~ -- *t*~1~ = 0), Case 2: ripening at *T*~H~(*t*~2~ -- *t*~1~ \> 0).](cg-2018-00267a_0001){#fig1}

The time during heating and cooling is assumed negligible compared to the cycle time, and temperature equilibration is assumed instant. The amplitude of a cycle can hence be defined by the fraction of dispersed-phase material that dissolves upon heatingwith ϕ~V~ (*T*) the *equilibrium* volume fraction of dispersed phase. Note we herewith neglected any small changes in system volume with temperature.

The growth during heating (dissolution, *t*~0~ → *t*~1~) and cooling (regrowth, *t*~2~ → *t*~3~) is assumed fast and driven solely by supersaturation. As an approximate growth law, the change in surface of the particles is assumed to scale linearly with timewhich is the behavior generally found in numerical simulation studies on bulk-mass-transfer-limited growth of spherical particles under large supersaturation.^[@ref35],[@ref36]^ Any changes in shape of the particles due to large gradients in supersaturation (e.g., dendritic growth)^[@ref37]−[@ref39]^ or due to a roughening transition are neglected. For any particle of index *i*, it follows thatwith constants λ and λ′ fixed by the assumption of thermal equilibration, asThese equations must be solved iteratively.

During *t*~1~ → *t*~2~ and *t*~3~ → *t*~cycle~, the supersaturation is assumed to have dropped sufficiently for curvature effects to become important and for growth to proceed by the mechanism of (transient) Ostwald ripening. During these stages the perturbed PSD (partly) relaxes back toward its stationary form, under the action of one the volumetric growth rates *B*~*i*~ (*ã*~*i*~/*ã*\*,ϕ~*V*~ (*T*)) of [Section [3](#sec3){ref-type="other"}](#sec3){ref-type="other"}.

The required critical radius *ã*\* is calculated based on the assumption of constant phase volumes (see ref ([@ref40]) for some discussion on this), according toFor both growth models analyzed in this paper, this can be solved analytically, aswith the screening length *z*~s~ defined by [eq [10](#eq10){ref-type="disp-formula"}](#eq10){ref-type="disp-formula"}.

Once the critical particle radius is calculated, the dimensionless growth rate *B̃*~*i*~ can be evaluated for all particles in the system, after which their size is updated over a time-step *Δt̃*, according towith a default value of *Δt̃* = 0.001. If particles dissolve completely within a time frame smaller than this value, the size of the time-step is adjusted so that only one particle dissolves. If one does not follow this procedure, but let multiple particles dissolve within one time step, [eq [22](#eq22){ref-type="disp-formula"}](#eq22){ref-type="disp-formula"} is violated.

The scale-factor ψ accounts for the fact that ripening at the elevated temperature *T*~H~ proceeds at a faster rate than at the low temperature *T*~L~. It is defined aswith ξ the dimensional prefactor of [eq [8](#eq8){ref-type="disp-formula"}](#eq8){ref-type="disp-formula"}. For the time being, one can consider ψ as an additional model parameter for the case that *t*~2~ -- *t*~1~ \> 0.

During the simulations, we sample the number of particles in the system *N*, the average particle size ⟨*ã*⟩, the critical radius *ã*\*, the rescaled PSD *f* (*z*,*t̃*), and two measures for the effect of a temperature cycle, namely the fraction of particles that survivesand the growth factorIf successive cycles are applied, these metrics are given an index *n* for indicating the cycle number; *t*~0~ then applies to the starting time of the respective cycle.

5. Results and Discussion {#sec5}
=========================

We analyze two different scenarios, which can be considered as limiting cases. The first scenario, denoted as Case 1, assumes there to be no Ostwald ripening at the elevated temperature at all, implying *t*~2~ -- *t*~1~ = 0. The second scenario, denoted as Case 2, defines the situation for which some ripening occurs at the elevated temperature, implying *t*~2~ -- *t*~1~ \> 0.

5.1. Case 1: *t*~2~ -- *t*~1~ = 0 {#sec5.1}
---------------------------------

[Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} shows the time evolution of the rescaled PSD, the number of particles *N*, and the average particle radius cubed ⟨*ã*⟩^3^, after applying a temperature cycle of amplitude ϕ~d~ = 0.9 to a stationary LSW distribution.

![Temporal evolution of the rescaled PSD *f*(*z*) (A), the number of particles *N* (B), and the average particle radius cubed ⟨*a*⟩^3^ (C), after applying a temperature cycle of amplitude ϕ~d~ = 0.9 and *t̃*~2~ -- *t̃*~1~ = 0 at *t̃* = 0 (see [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"} for schematic). Results were obtained using the growth rate of LSW. Both, the stationary form of the LSW distribution and the correct coarsening rate are retained after sufficiently long simulation time. The relaxation time *t̃*~relax~ is defined as the time needed for the PSD to just have grown back to *z* = 0. In (B), this is the point where the number of particles starts to decrease. As can be observed in (A), the relaxation at that point is very close to complete. For the case analyzed in this figure, *t̃*~relax~ ≈ *t̃*~3~ + 1.19.](cg-2018-00267a_0002){#fig2}

The temperature cycle significantly alters the shape of the PSD, the most prominent effect being a cutoff of the lower tail. Only a fraction χ(*t*~3~) ≈ 0.57 of the particles survives, leading to a increase in the average particle size by a growth factor *G*(*t*~3~) ≈ 2 after dissolution-regrowth.

The relaxation toward the stationary regime is characterized by two stages. In the first stage, the tail of the PSD has not fully grown back to *z* = 0, and, accordingly, the number of particles remains constant. Since the process we are simulating is in fact an exchange in phase volume from small to large particles, the radii of the small particles in the system decrease by a larger factor than the radii of the large particles increase. As the number of particles remains constant during this stage, the average particle radius must thus decrease. This is exactly what is observed in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}C. As time proceeds, the small particles grow smaller, leading to an enhancement of this effect. The result is an increasingly negative slope d ⟨*ã*⟩^3^/d*t̃* with *t̃* in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}C. As soon as the tail of the PSD has grown back to *z* = 0, the smallest particles start to dissolve, and the normal process of Ostwald ripening (i.e., a decreasing number of particles and increasing average particle size) sets in. This part is denoted as the second stage. As can be observed, the relaxation of the PSD almost exclusively takes place during the first stage. We therefore define a relaxation time *t*~relax~, as the time where stage 1 changes to stage 2. Eventually, the stationary LSW distribution and the stationary value of the coarsening rate *K̃* = 8/9 are recovered.

As we show in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}C, the decrease in average particle size during relaxation is stronger than the growth induced by the temperature cycle (via dissolution--regrowth), leading to a net decrease of the average particle size compared to isothermal Ostwald ripening, i.e.,We find that this somewhat surprising result is unaffected by the choice of growth model, or the magnitude of a temperature cycle ([Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}). If the traditional dissolution--regrowth model of a temperature cycle is extended by a description of relaxation effects taking place after regrowth, the net effect of a single temperature cycle is thus a retardation of growth compared to isothermal ripening.

![Growth factor after a temperature cycle with full relaxation *G*(*t*~relax~) (for details see [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}) relative to the growth factor for a same amount of time during isothermal Ostwald ripening at *T*~L~. The effect of volume-fraction was calculated using the BW theory. Lines are a guide for the eye. The main insight obtained from this figure is that for Case 1 of a temperature cycle (*t*~2~ -- *t*~1~ = 0), the net effect of a temperature cycle plus relaxation is slower growth as compared to isothermal ripening.](cg-2018-00267a_0003){#fig3}

For successive cycling, we find the behavior is slightly more complicated. As shown in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}, two different regimes can be observed, depending on the relative magnitude of the relaxation time (which grows with each cycle) and the cycle time (which is constant). If the relaxation time is smaller than the cycle time, the PSD fully relaxes in between cycles. The behavior due to successive cycling is then the same as observed for a single cycle, namely, slower growth as compared to isothermal Ostwald ripening (although the differences are very small). If the relaxation time exceeds the cycle time and relaxation becomes incomplete (which for the case analyzed in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} happens from cycle 9 onward), two effects start to compete: on the one hand, any subsequent cycle will dissolve fewer particles, thus decreasing the growth factor due to dissolution--regrowth *G*~n~(*t*~3~). On the other hand, the decrease in average particle size due to relaxation becomes smaller (as relaxation is incomplete), which increases the impact of the following cycle. As shown in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}, the net effect is an enhanced growth rate as compared to the first regime. More importantly, the growth rate within the second regime is larger than for isothermal ripening, which is the same behavior as is generally observed in experiments.^[@ref19]−[@ref22],[@ref24],[@ref25]^

![Effect of *n* successive temperature cycles (*t*~2~ -- *t*~1~ = 0, ϕ~d~ = 0.329, ϕ~V~(*T*~L~) = 0.599, *t̃*~cycle~ = 0.0608) on the temporal evolution of the average particle radius cubed (top), the relaxation time *t*~relax~^(*n*)^, the fraction of particles that survives dissolution χ~*n*~(*t*~3~), and the growth factor due to dissolution--regrowth *G*~n~(*t*~3~) (bottom). Results were calculated using the BW growth model. Two growth regimes are observed, the first regime (*t*~relax~ \< *t*~cycle~) is characterized by slower growth compared to isothermal ripening at *T*~L~ (blue dashed line), while the second regime (*t*~relax~ \> *t*~cycle~) is characterized by faster growth.](cg-2018-00267a_0004){#fig4}

In [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}A, we study the effect of varying the amplitude of a temperature cycle. For visual clarity, only data corresponding to the start of each cycle is shown (as denoted by the symbols). Trends are the same as in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}, but are enhanced as amplitude is increased; i.e., for larger amplitudes the growth rate within the first regime (*t*~relax~ \< *t*~cycle~) becomes smaller (although the effect is minor) whether in the second regime (*t*~relax~ \> *t*~cycle~) it becomes larger. For amplitudes larger than some threshold value, the relaxation time of the first cycle already exceeds the cycle time, and only a single regime with faster particle growth as compared to isothermal ripening is observed.

![Effect of the cycle amplitude ϕ~d~ = 1--ϕ~V~(*T*~H~)/ϕ~V~(*T*~L~) (top) and frequency 1/*t̃*~cycle~ (bottom) on the temporal evolution of the average particle size cubed at the start of each cycle (symbols). Results are for Case 1 (*t*~2~ -- *t*~1~ = 0). If not stated otherwise in the legend, ϕ~d~ = 0.484, ϕ~V~(*T*~L~) = 0.599, and *t̃*~cycle~ = 0.0608. Dashed-dotted lines are linear correlations of the data in the second regime; the slope (which corresponds to the coarsening rate *K̃*~II~^\*^) and an estimate of the standard deviation in the last digit are included in the legend. Correlations were developed based on a total of 150 cycles; for visual clarity, only the first few are displayed in this figure. The results in this figure show that for Case 1, the coarsening rate increases with amplitude, but is relatively unaffected by an increase in frequency.](cg-2018-00267a_0005){#fig5}

For any of the two growth regimes, we find the net effect of successive cycling is a linear scaling of the average particle radius cubed with time (see [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"} for correlated coarsening rates), which is the same behavior as for isothermal Ostwald ripening. The linear scaling was found for any case studied and seems general. Experimental measurements (on frozen foods) indicate linear behavior as well;^[@ref19],[@ref22],[@ref29]^ we herewith show this behavior is caused by the interplay of dissolution--regrowth and relaxation.

###### Effect of Cycle Amplitude ϕ~d~ and Cycle Time *t̃*~cycle~ on the Coarsening Rate *K̃*~I~^\*^ in Regime I (*t̃*~relax~ \< *t̃*~cycle~) and *K̃*~II~^\*^ in Regime II (*t̃*~relax~ \> *t̃*~cycle~)[a](#tbl1-fn1){ref-type="table-fn"}

                   Case 1      Case 2                
  ------- -------- ----------- ---------- ---------- ----------
  0.101   0.0608   4.3098(6)   4.476(6)   4.485(1)   4.681(4)
  0.329   0.0608   4.270(2)    4.890(2)   5.44(1)    5.966(2)
  0.596   0.0608               5.660(2)              9.830(3)
  0.845   0.0608               6.922(2)              20.56(2)
  0.484   0.0608               5.416(6)              7.971(6)
  0.484   0.0456               5.417(6)              8.68(1)
  0.484   0.0304               5.428(3)              10.37(1)
  0.484   0.0152               5.578(2)              15.30(1)

A comparison between results for Case 1 (*t̃*~2~ -- *t̃*~1~ = 0) and Case 2 (*t̃*~2~ -- *t̃*~1~ = 0.0006331), for ϕ~V~(*T*~L~) = 0.599. Coarsening rates were obtained from a linear correlation to numerically calculated values for (⟨a⟩(*n*·*t̃*~cycle~)/⟨a⟩~0~)^3^, with *n* ≤ 150 the cycle number (which is an integer). The number in between parentheses is an estimate of the standard deviation in the last digit. All cycle amplitudes and cycle times correspond to those shown graphically in [Figures [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} and [9](#fig9){ref-type="fig"}.

The effect of the cycle frequency is analyzed in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}B. Again, two different linear regimes can be observed, depending on the relative magnitude of the cycle time and time needed for relaxation. The cycle number where the first regime enters the second regime increases with increasing cycle time (or decreasing frequency). Interestingly, the coarsening rate appears largely unaffected by changes in cycle frequency.

Finally, the shape of the PSD is analyzed in [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"}. From the point where relaxation becomes incomplete (cycle 9 for this case), the rescaled PSD at the start of each new cycle slowly evolves to a quasi-stationary shape, which differs from the initial (isothermal) distribution by an absence of the lower tail. In many respects, the evolution toward this quasi-stationary shape is opposite to the evolution of the PSD during relaxation. The quasi-stationary PSD is narrower, stronger peaked, and more symmetric as compared to the initial distribution. For the larger amplitudes studied (results not included for brevity), the quasi-stationary PSD becomes even a little skewed to the left (instead of the right-skewed initial PSD). When this happens, the lower saddle point (*z* \< ⟨*z*⟩), which in [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"} is just barely present, completely disappears. These results provide a possible explanation for measured crystal-size distributions in igneous rock or magma chambers, which are generally characterized by a slightly left-skewed shape and an absence of the lower saddle point.^[@ref23],[@ref41]^

![Effect of *n* successive temperature cycles (for details see [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}) on the rescaled PSD. Dotted lines are a guide for the eye. After sufficient cycles, say *n* ≥ 60, the PSD approaches a new quasi-stationary form, characterized by the absence of the lower tail and a more symmetric shape.](cg-2018-00267a_0006){#fig6}

Although the simple dissolution--regrowth--relaxation model analyzed in this section is able to explain quite some experimental trends, several issues remain open for discussion. First, there is the prediction of two linear regimes, a feature that has so far not been observed experimentally. As the difference in slope of both regimes is rather small, and typical experimental errors are large, it could be this is simply difficult to detect. Second, there is the prediction of slowed-down Ostwald ripening as compared to the isothermal case (first growth regime). On the basis of comparison to available experimental data,^[@ref19]−[@ref22],[@ref24],[@ref25]^ this result seems unrealistic and could be an artifact of the simplicity (i.e., *t*~2~ − *t*~1~ = 0) of the model. In addition, the insensitivity of the coarsening rate to the cycle frequency is surprising and is difficult to reconcile with experimental results, which generally show an increase of the coarsening rate with increasing frequency.^[@ref29]^ Finally, we note that experimentally measured particle size distributions (e.g., in metallurgy) are usually broader, less-peaked, and more symmetric as compared to the stationary PSD that is obtained from theories for isothermal Ostwald ripening.^[@ref3]^ It is sometimes hypothesized that the discrepancies are due to small, but unavoidable, temperature fluctuations in the experimental setup. Although we find a more symmetric PSD, the model does not correct for the other discrepancies and is therefore unable to confirm this hypothesis.

5.2. Case 2: *t*~2~ -- *t*~1~ \> 0 {#sec5.2}
----------------------------------

We now further extend the dissolution--regrowth model by also allowing some Ostwald ripening to take place at the peak temperature *T*~H~ of a cycle. In principle we could do a parametric study, where the parameter ψ from [eq [25](#eq25){ref-type="disp-formula"}](#eq25){ref-type="disp-formula"} and the time the system is kept at the peak of the temperature cycle *t̃*~2~ -- *t̃*~1~ are used as additional model parameters. However, it should be clear that any ripening at the elevated temperature will increase the growth factor *G*(*t*~3~); therefore, there will exist a combination of these parameters that leads to enhanced Ostwald ripening from the first cycle onward and therefore a closer agreement to experimental observations as for Case 1 (absence of first regime). For a fair comparison between the growth models analyzed in this and the previous section, it is thus is more appropriate to consider a realistic system, as a case study.

We choose to calculate ψ for a polycrystalline system of ice in an aqueous solution of sucrose. On the one hand, this is because all relevant material properties for calculating the dimensional prefactor ξ ([eq [8](#eq8){ref-type="disp-formula"}](#eq8){ref-type="disp-formula"}) are known for this system (which is quite rare); on the other hand, this choice is made to stay closest to the experiments done on temperature cycling, which for the largest part comprise experiments on frozen sugar solutions and ice cream.^[@ref19],[@ref22],[@ref29],[@ref30]^ For the calculation of material parameters, the reader is referred to the [Appendix](#app1){ref-type="other"}. It is important to note that the main conclusions and insights of this work are not affected by our choice for this specific system.

To model a typical freeze--thaw cycle, we assume *T*~L~ = −11 °C, *T*~H~ = −5 °C, a time at the peak temperature of *t*~2~ -- *t*~1~ = 30 min, and a time until the next cycle of *t* = 48 h. Further inputs needed are the critical radius at time zero *a*\*(*t*~0~) \[since this defines the time-scale τ = *a*^\*3^(*t*~0~)/ξ(*T*~L~) that is needed to relate the real dimensional time at the peak of the temperature fluctuation to dimensionless time\], and the mass fraction of sugar before freezing *w*~0~ (as this defines the initial volume-fraction of ice ϕ~V~(*T*~L~)). We use *a*\*(*t*~0~) = 30 μm and *w*~0~ = 0.28, which are typical values for stored, frozen foods. This leads to a characteristic time-scale of τ = 810 h (33 days).

The temporal evolution of the PSD, the number of crystals, and the average crystal radius are presented in [Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}. As the rescaled PSD at time *t*~1~ extends all the way to *z* = 0, the transient ripening at the elevated temperature *T*~H~ proceeds from the start by a decreasing number of crystals and an increasing average crystal radius (see inset of [Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}C). Note the increase is much faster than at the low temperature *T*~L~, a result primarily caused by the strong increase of the binary diffusion coefficient with temperature.^[@ref11]^ Due to the Ostwald ripening at the elevated temperature, the crystal size at time *t*~2~ is larger than for a dissolution--regrowth mechanism only ([Section [5.1](#sec5.1){ref-type="other"}](#sec5.1){ref-type="other"}), leading to an enhanced growth factor *G*(*t*~3~) . As can be observed, the enhancement of the growth factor is sufficient to make up for the decrease of the average crystal radius during subsequent relaxation. For a dissolution--ripening--regrowth mechanism, the net effect of a (realistic) temperature cycle plus complete relaxation is thus enhanced growth as compared to the isothermal case.

![Effect of a typical freeze--thaw cycle (*t*~2~ -- *t*~1~ = 30 min, *T*~L~ = −11 °C, *T*~H~ = −5 °C, *t*~cycle~ = 48 h) on the size distribution (A), the number (B), and the average size (C), of ice crystals dispersed through an aqueous solution of sucrose. The rescaled crystal-size distribution at time *t*~0~ is assumed self-similar, with critical radius *a*\*(*t*~0~) = 30 μm. The initial mass fraction of sucrose, that is before formation of any ice, was set to *w*~0~ = 0.28. All results are obtained using the growth rate of the BW theory ([eq [9](#eq9){ref-type="disp-formula"}](#eq9){ref-type="disp-formula"}). Both, the stationary form of the BW distribution and the correct coarsening rate are retained after sufficiently long simulation time. In (C), results are compared to those for isothermal Ostwald ripening at temperature *T*~L~ (dashed line); the inset shows the effect of the enhanced ripening that takes place at the elevated temperature *T*~H~.](cg-2018-00267a_0007){#fig7}

[Figures [8](#fig8){ref-type="fig"}](#fig8){ref-type="fig"}--[9](#fig9){ref-type="fig"} show the results for successive cycling. As in the previous section, two linear regimes can be observed if, initially, the relaxation time is smaller than the cycle time, whereas only one regime is observed if the relaxation time is larger. For the realistic example chosen, however, the difference in slope between the two regimes can barely be seen with the naked eye. For both regimes, the coarsening rate exceeds that of isothermal Ostwald ripening, which brings the results for Case 2 closer to those obtained from experiments than the results for Case 1. The effect of cycling amplitude and frequency is also much more pronounced than for the growth mechanism analyzed in the previous section. Particularly noteworthy is the strong enhancement of Ostwald ripening as the frequency is increased, which is a second indication that Case 2 is more realistic than Case 1. For numerical comparison of the values for the coarsening rates obtained in this and the previous section, see [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"}.

![Effect of *n* successive freeze--thaw cycles in an aqueous solution of sucrose (details as in [Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}) on the temporal evolution of the average ice crystal radius cubed (top), the relaxation time *t*~relax~^(*n*)^, the fraction of crystals that survives dissolution χ~*n*~(*t*~3~), and the growth factor due to dissolution-ripening-regrowth *G*~*n*~(*t*~3~) (bottom). Results were calculated using the BW growth model. In the top figure, the dynamics of isothermal Ostwald ripening at the low temperature *T*~L~ are included for comparison (blue dashed line).](cg-2018-00267a_0008){#fig8}

![Effect of the amplitude (top) and frequency (bottom) of freeze-thaw cycling in aqueous solutions of sucrose on the temporal evolution of the average crystal radius cubed at the start of each cycle (symbols). If not stated otherwise in the legend, details are as in [Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}, but with *T*~H~ = −4 °C. Amplitude and frequency were chosen to match those analyzed for Case 1 in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}, i.e., *T*~H~ = −2.75 °C ⇔ ϕ~d~ = 0.845, *t*~cycle~ = 12 h ⇔ *t̃*~cycle~ = 0.0152, and so on. Dashed-dotted lines are linear correlations of the data in the second regime; the slope (which corresponds to the coarsening rate *K̃*~II~^\*^) and an estimate of the standard deviation in the last digit are included in the legend. Correlations were developed based on 150 cycles; for visual clarity only the first few are displayed in this figure. The results in this figure show that for Case 2, the coarsening rate is much more strongly affected by changes in amplitude or frequency as compared to Case 1.](cg-2018-00267a_0009){#fig9}

The evolution of the PSD with the number of cycles applied is similar to that analyzed in the previous section, for Case 1. For brevity, results are not included.

5.3. Validity of Assumptions {#sec5.3}
----------------------------

There are various assumptions underlying the model of [Section [4](#sec4){ref-type="other"}](#sec4){ref-type="other"} that require some further discussion.

First, there is the preserved spherical shape of the particles during cooling, which neglects the possibility of anisotropic particle growth due to either morphological instability^[@ref37]−[@ref39]^ or the roughening transition^[@ref42],[@ref43]^ (specifically if the roughening transition temperature differs between different crystal faces). If for any reason particles would grow anisotropically, we speculate these particles to dissolve more easily during subsequent heating. The net effect would be a larger growth factor per cycle as compared to the case where all particles remain spherical, leading to a stronger enhancement of Ostwald ripening due to temperature cycling.

The roughening transition could have a further effect. If during cooling the particle surface smoothens (which could happen if the temperature falls below the roughening transition temperature and supersaturation is small enough to prevent kinetic roughening^[@ref44]^), particle growth could become limited by attachment kinetics instead of mass transfer through the bulk matrix. The quadratic scaling (d*a*^2^ ∝ d*t*) for regrowth ([eq [20](#eq20){ref-type="disp-formula"}](#eq20){ref-type="disp-formula"}) would then lose its validity and become linear (d*a* ∝ d*t*) instead.^[@ref3]^ The net effect of this asymmetric scaling for dissolution and regrowth would be that particles continue to dissolve with each new cycle, irrespective of whether any relaxation has taken place in between cycles. It is likely this would destroy the linear scaling of the average particle radius cubed with time, which suggests that kinetically limited growth is not very relevant here.

Finally, there is the assumption of instant thermal equilibration. Clearly, this is an oversimplification, expected to be reasonable only for the surface of a product. If thermal equilibration is incomplete, the local amplitude would be smaller than based on the external temperature. Moreover, gradients in temperature could develop, which can alter the coarsening process.^[@ref45]^ Having that said, we should note that even if only the surface of a product is affected by thermal cycling, this could have a negative impact on product quality. For products where this is the issue (e.g., frozen foods), the model developed seems reasonable.

6. Summary and Conclusions {#sec6}
==========================

We developed a simulation method for describing the effect of thermal cycling on Ostwald ripening of spherical particles in a binary solution. The model assumes growth and dissolution are limited by mass-transfer through the bulk solution, both for isothermal conditions, and during heating or cooling. The effect of a temperature cycle was modeled by the following sequence of events:(1)Dissolution on heating(2)Ripening by (transient) Ostwald ripening at elevated temperature(3)Regrowth on remaining particles on cooling(4)Relaxation by (transient) Ostwald ripening at lower temperature

Complete dissolution of the smaller particles during heating (event 1), followed by regrowth on the remaining particles during cooling (event 3), increases the average particle size. Ripening at the elevated temperature (event 2) enhances this effect. The relaxation that takes place after cooling back to the initial temperature (event 4) primarily involves growing back the lower tail of the particle-size distribution (involving the dissolved fines). Relaxation is therefore essential for a subsequent cycle to decrease the amount of particles and thereby to increase the average particle size. During the largest part of the relaxation, the average particle size decreases, which partially offsets the increase in average particle size induced by dissolution--ripening--regrowth (events 1--3).

We find that the interplay of all four processes is required to capture experimental trends: the relaxation of the particle-size distribution in between temperature spikes (event 4) is ultimately responsible for a linear scaling of the cubed average crystal radius with time, in line with generally observed behavior in temperature cycling experiments on (partially) frozen foods and binary solutions. We further find that the observed increase of the coarsening rate (which depends on the temperature cycling amplitude and frequency) relative to isothermal coarsening, can be reproduced convincingly only if transient coarsening takes place at the higher temperature of each cycle (event 2). We thus suggest a new mechanism to explain how and why temperature cycling increases the coarsening rate of Ostwald ripening. This mechanism is characterized by a 4-fold dissolution--ripening--regrowth--relaxation process.

The developed simulation method could prove valuable for predicting the stability (and thus the quality) of dispersed-phase materials such as frozen foods: given (an estimate of) the evolution of the temperature profile within the product, our method could be used to estimate the evolution of the number of crystals, the crystal-size distribution, and the average crystal size.

We here list all the material parameters and model inputs needed for describing isothermal Ostwald ripening of ice dispersed in an aqueous solution of sucrose. For more details, the reader is referred to a previous work.^[@ref11]^

The equilibrium volume-fraction of ice ϕ~V~ is related to the initial mass fraction of sucrose in the system *w*~0~ (where initial means before formation of any ice) and temperature *T* through the mass-fraction ϕ~m~ = 1 -- *w*~0~/*w*~s,eq~(*T*), according toThe equilibrium mass fraction of sucrose in the matrix is obtained from the following correlation of experimental freezing-point depression datawith *a*~0~ = 1.195 and *a*~1~ = 5.781, and *T* \> -- 14°C.

The material properties defining the dimensional pre-factor ξ of the growth rate ([eq [7](#eq7){ref-type="disp-formula"}](#eq7){ref-type="disp-formula"}) were calculated based on various correlations to experimental data, as listed in our previous work. We here only present a correlation based on these experimental fits, aswith ξ in units μm^3^/min, *a*~0~ = 2.8425, *a*~1~ = 0.50262, *a*~2~ = 0.034348, *a*~3~ = 0.0016574, *a*~4~ = 3.3152 × 10^--5^, and −14 \< *T* \< -- 1.5°C. This correlation is accurate to within a few percent.

As shown in our previous work, use of [eqs [29](#eq29){ref-type="disp-formula"}](#eq29){ref-type="disp-formula"}--[31](#eq31){ref-type="disp-formula"} allows a very reasonable prediction of isothermal coarsening rates of ice, with deviations to experiments by less than a factor 2.
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