Abstract. We study existence and multiplicity of solutions of the elliptic system −∆u = Hu (x, u, v) in Ω, −∆v = −Hv (x, u, v) in Ω, u(x) = v(x) = 0 on ∂Ω,
Introduction and main results
Consider the following elliptic system: (x, u, v) inΩ,
where Ω ⊂ R N , N ≥ 3, is a smooth bounded domain and H :Ω × R 2 → R is a C 1 -function. Here H u denotes the partial derivative of H with respect to the variable u. Writing z := (u, v), we suppose H(x, 0) ≡ 0 and H z (x, 0) ≡ 0. Then z = 0 is a trivial solution of the system. In this paper we discuss the existence of nontrivial solutions. Roughly speaking, we are mainly interested in the class of Hamiltonians H such that
H(x, u, v) ∼ |u|
p + |v| q + R(x, u, v) with lim |z|→∞ R (x, u, v) |u| p + |v| q = 0, where 1 < p < 2 * := 2N/(N − 2) and q > 1. The most interesting results obtained here refer to the case when q ≥ 2 * , which correspond to critical and supercritical problems. The case when q < 2 * has been studied by Costa and Magalhães [5] , [6] and Benci and Rabinowitz [3] . See also Bartsch and De Figueiredo [2] , De Figueiredo and Magalhães [7] , De Figueiredo and Felmer [8] and Hulshof and van der Vorst [11] , where similar systems also leading to strongly indefinite functionals have been studied. However, only subcritical systems have been considered in those papers. Letting 2 * = 2 * /(2 * − 1) = 2N/(N + 2), we assume that H(x, z) satisfies the following condition:
(H 0 ) there are p ∈ (1, 2 * ), q ∈ (1, ∞) and τ ∈ (1, 1 + q/2 * ) such that, for all (x, z),
and
In all hypotheses on H(x, z) the γ i 's denote positive constants independent of (x, z). We note that if q < 2 * , then 2 * < q/(q − 1), i.e., q − 1 < q/2 * . Hence, it is possible that q ≤ τ < 1 + q/2 * . However, if q ≥ 2 * , then τ < q. Furthermore, we remark that τ can be very large, if q is sufficiently large.
In addition, we need distinct conditions on H corresponding to the cases when p > 2, p < 2 or p = 2.
First, consider the case when p > 2. In this case, we assume the following three conditions:
(H 1 ) there are µ > 2, ν > 1 and
with the provision that ν = µ if q > 2; (H 2 ) there are 2 * (p − 1) ≤ α ≤ p and 2 * (τ − 1) < β such that
We prove the following results.
In order to provide some more transparent hypotheses under which the above result holds, we next present some conditions on H that are sufficient for (H 0 ), (H 1 ) and (H 2 ) to hold: (H 0 ) there are p ∈ (1, 2 * ) and q ∈ (2, ∞) such that, for all (x, z),
(H 1 ) there are µ > 2 and R 1 ≥ 0 such that
(H 2 ) for p and q as above, 
In order to describe the other results, let σ(−∆) denote the set of all eigenvalues of (−∆,
We now consider the case when p < 2. We make the following assumptions:
With these assumptions we have the following three results, for the case when p < 2. Finally, we consider the case when p = 2, which presents some sort of resonance.
The position of the numbers a 0 , a ∞ , b 0 with respect to the spectrum σ(−∆) plays a very essential role in the next result. For that matter, let i, j, k be nonnegative integers such that
Now we can state our last result. The cases covered in Theorem 1.6 include some asymptotically linear systems. Such systems have been studied in [5] , [6] and Silva [13] . However, their results are not comparable with the ones obtained here.
c sequence has a convergent subsequence, then we say that I satisfies the (PS) * c condition. Denote the upper and lower level sets, respectively, by
Proposition 2.1. Let E be as above and let I ∈ C 1 (E, R) be even with I(0) = 0. In addition, suppose that, for each m ∈ N, the conditions below hold:
Then the functional I has a sequence (c k ) of critical values, with the property that
Remark 2.1. This proposition is more or less known if the condition (I 4 ) is replaced by the (PS)
* condition (cf. [1] , [9] ), or by the usual Palais-Smale condition, that is, any sequence
Proposition 2.2. Let E be as above and let I ∈ C
1 (E, R) be even. Assume that I(0) = 0 and that, for each m ∈ N, the two conditions below hold:
Moreover, suppose that either I satisfies the (PS) * c condition for all c > 0, or that the condition below holds: 
On the other hand, since γ(∂B rm ∩X We can assume that
Now, if we assume that I satisfies the (PS) * c condition for c > 0, then the conclusion follows. Next, suppose instead that (I 7 ) holds. Then, along a subsequence, z 
Using (I 10 ), we can assume furthermore that z
Consider > 1. Let F = {z ∈ K : I(z) > 0}. We are going to prove that F is an infinite set. Arguing by contradiction, we suppose that F is finite. Choose 0 < µ < a ≤ b < ν satisfying
Let k ∈ N be so large that 0 ∈ A := Q k F , where Q k : E → X k denotes the projection. Then A is also finite, and γ(A) = 1. By the continuity of γ, for all
So by virtue of (I 10 ), we conclude that, for all c ≥ 0, any (PS) * c sequence (z n ) has a subsequence along which z n z ∈ K c and Q k z n → Q k z. Hence there are n 0 ∈ N and σ > 0 such that for all n ≥ n 0 ,
By a standard deformation argument, we can then construct a sequence of odd homeomorphisms η n : X n → X n such that [12] ). For n 0 sufficiently large, we can suppose that
n . One finally comes to ν ≤ c −1 n < ν, which is a contradiction.
From now on we turn to the system (E). We denote by |·| t the usual 
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For convenience, we will write z + = u and z − = v. Recall that by (λ n ) n∈N we denote the sequence of eigenvalues of (−∆, H 1 0 (Ω)). Let e n , |e n | 2 = 1, be the eigenfunction corresponding to λ n for each n ∈ N. Clearly, e + n := (e n , 0), n ∈ N, is a basis for E + , and e − n = (0, e n ), n ∈ N, is a basis for E − q . Suppose that the assumption (H 0 ) holds. Then
So the functional
is well defined in E q . Moreover, I ∈ C 1 (E q , R), and the critical points of I are the solutions of (E).
Lemma 2.1. If (H 0 ) holds, then I is weakly sequentially continuous, that is,
Proof. If q < 2 * this statement is well known. Assume now that q ≥ 2 * . Let z n z in E q . Clearly, for all w = (ϕ, ψ) ∈ E q , we have
So it remains to show that
By the Sobolev embedding theorem and using interpolation, we obtain that
is clearly true when ψ ∈ L ∞ . In general, for a ψ ∈ V q we proceed as follows. Let
and using (H 0 ) we see that this expression is less than the following sum:
which by its turn is estimated by
So (2.6) is proved, and it follows that I (z n )w → I (z)w for all w ∈ E q .
The case p > 2
Throughout this section let (H 0 ) be satisfied with p > 2, and assume that (H 1 ) and (H 2 ) hold. Observe that, by (H 2 ), there exists R > 0 such that H(x, z) > 0 whenever |z| ≥ R. This, jointly with (H 1 ), implies
(see [10] ). This, together with (2.3) and (H 2 ), shows that
Moreover, by virtue of (3.1) and (H 2 ), we may assume, without loss of generality, that (since µ > 2)
Consider the functional defined by (2.4), which has the properties stated in Section 2.
Lemma 3.1. Any (PS) *
c sequence is bounded. Proof. Let z n ∈ X n be such that
If q < 2, then (3.2) shows that ν < 2, and so z n 2 q ≤ c 3 (1 + z n q ), which implies that (z n ) is bounded in E q . Assume q = 2. Invoking (3.2), we get ν ≤ 2, and so |∇u n | 2 2 ≤ c(1 + z n q ) by (3.4) . Since H(x, z) > 0 for all |z| large, and 1 2 
which, together with (H 2 ), yields
Using (H 0 ), we get (3.7)
Next we estimate the integrals in the right side of (3.7). Since 2
Using the Hölder inequality, the Sobolev embedding theorem and (3.6), we obtain
Similarly, since τ − 1 < β/2 * , we have 1 < ω := β/(1 + β − τ ) < 2 * , and hence
Therefore, using the estimate in (3.7), we obtain
and using (3.5) and the above arguments, we obtain
Recall that, in view of our assumptions, (p − 1)/α ≤ 1/2 * , (τ − 1)/β < 1/2 * , and β = q if q > 2 * . Hence, it follows from (3.6) and (3.8)-(3.9) that (z n ) is bounded in E q .
Lemma 3.2. Let z
* , then there is a z ∈ E q such that, along a subsequence, z n z and I (z) = 0 and I(z) ≥ c.
2 for all 1 ≤ s < 2 * , and z n (x) → z(x) a.e. on Ω. It follows from the weak sequential continuity of I (see Lemma 2.1) that I (z) = 0. Since I n (z n ) → 0, we obtain
Using (H 0 ) and the Hölder inequality, we obtain the estimate
where ω is as in the proof of Lemma 3.1. Hence |∇u n | in E q for all z ∈ E q . Moreover, using again (H 0 ) and the Hölder inequality, we estimate
On the other hand,
Lebesgue's theorem and the weak sequential continuity of H z (x, ·) (see the proof of Lemma 2.1) yield
. This, together with the weak lower semicontinuity of norms, implies
* , we obtain that, along a subsequence, z n → z in E q and consequently I(z) = c. Next assume that q > 2 * . Observe that
hence,
Lebesgue's theorem then yields
Proof. By (H 0 ) and (H 3 ), for any ε > 0, there is c ε > 0 such that
Hence,
2 * , and the conclusion follows easily.
Let e ∈ E + with |∇e| 
Proof. By (H
The conclusion follows since α > 2.
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Lemmas 3.3 and 3.4 say that I has the linking geometry. Let Q n := Q ∩ X n , and define
where
. A standard deformation argument shows that there is z n ∈ X n such that |I(z n )−c n | ≤ 1/n and I n (z n ) ≤ 1/n. So we obtain a (PS) * c sequence (z n ) with c ∈ [ρ, κ]. Lemma 3.2 implies z n z with I (z) = 0 and I(z) ≥ c. The proof is complete.
We now consider the multiplicity of solutions using Proposition 2.1.
Lemma 3.5. I satisfies (I 1 ).
Proof. Using (H 2 ), we obtain
Since all norms in span{e 1 , · · · , e m } are equivalent, we obtain 
see Lemma 3.8 in [14] . For z = (u, 0) ∈ (X m ) ⊥ , it follows from (H 0 ) that 
The case p = 2
In this section we always assume that (H 0 ) holds with p = 2 and τ < 1 + q/2. We also suppose that (H 7 ) and (H 8 ) are satisfied. We will apply Proposition 2.3 in order to prove Theorem 1.6. Thus, set Now the conclusion follows easily.
Lemma 5.2. I satisfies (I 9 ); that is, sup I(E 2 ) < ∞.
