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Resumen: Esta tesis se centra en el desarrollo de sistemas automa´ticos de clasifica-
cio´n de preguntas fa´cilmente adaptables a diferentes idiomas y dominios de trabajo.
Estos sistemas se basan en te´cnicas de aprendizaje automa´tico sobre corpus, siguien-
do un enfoque estad´ıstico del tratamiento del lenguaje humano. El objetivo es evitar
en gran medida el uso de herramientas y recursos lingu¨´ısticos ma´s alla´ de los propios
corpus de aprendizaje, obteniendo sistemas que destacan por su flexibilidad y sus
escasos requerimientos.
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Abstract: This thesis is focused on the development of question classification sys-
tems that are easily adaptable to different languages and domains. These systems are
based on machine learning techniques and corpus, following a statistical approach
to human language. The goal is to almost avoiding the need for linguistic tools and
resources, obtaining flexible systems with few requirements.
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1. Introduccio´n
Los sistemas de bu´squeda de respuestas (BR)
o question answering tienen como finalidad
encontrar respuestas concretas a necesidades
precisas de informacio´n formuladas por los
usuarios mediante lenguaje natural. En los
sistemas de BR, un primer paso para poder
devolver la respuesta solicitada por el usuario
es analizar la pregunta y comprenderla, saber
sobre que´ se nos esta´ preguntando.
La clasificacio´n de preguntas se ha des-
marcado como una tarea en s´ı misma dentro
del mundo del procesamiento del lenguaje na-
tural y de la BR. Su objetivo es identificar de
forma automa´tica que´ se nos esta´ preguntan-
do, categorizando las preguntas en diferentes
clases sema´nticas en funcio´n del tipo de res-
puesta esperada. As´ı, ante preguntas como
“¿Quie´n es el presidente de los Estados Uni-
dos?” o “¿Do´nde esta´ la Torre Eiffel?”, un sis-
tema de clasificacio´n de preguntas detectar´ıa
que se esta´ preguntando por una persona o
un lugar respectivamente.
En esta tesis se han desarrollado una serie
de aproximaciones al desarrollo de sistemas
de clasificacio´n de preguntas flexibles, enten-
diendo por flexibilidad la capacidad del sis-
tema para adaptarse de forma sencilla a di-
ferentes idiomas y dominios. Para ello se han
empleado te´cnicas de aprendizaje automa´ti-
co sobre corpus, permitiendo a estos sistemas
mejorar a trave´s de la experiencia sin necesi-
dad de conocimiento humano.
2. Aportaciones
En este trabajo se han desarrollado tres apro-
ximaciones a la tarea de clasificacio´n de pre-
guntas, buscando en cada una de ellas redu-
cir, con respecto a la anterior aproximacio´n,
la necesidad de recursos para la construccio´n
del clasificador.
Clasificacio´n supervisada basada en n-
gramas. En esta primera aproximacio´n el
clasificador aprende de forma automa´tica a
partir de informacio´n obtenida estrictamente
de un corpus de entrenamiento. No se requie-
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re ningu´n otro tipo de herramienta o recurso
lingu¨´ıstico. El objetivo es establecer un sis-
tema de referencia para aquellas situaciones
en las que u´nicamente se dispone de un cor-
pus para el aprendizaje. Llevar a cabo esta
aproximacio´n requiere la ejecucio´n de diver-
sas tareas:
Determinar el algoritmo de aprendizaje
ma´s apropiado para la tarea de clasifica-
cio´n de preguntas.
Analizar diferentes caracter´ısticas de
aprendizaje a nivel de palabra obtenidas
exclusivamente de los datos de entrena-
miento.
Desarrollar corpus en diferentes idiomas
para la tarea de clasificacio´n multilingu¨e.
Desarrollar corpus en diferentes domi-
nios para la tarea de clasificacio´n en do-
minio abierto y restringido.
Evaluar y comparar los algoritmos y ca-
racter´ısticas anteriores sobre los corpus
desarrollados.
Estudiar diferentes te´cnicas de seleccio´n
de caracter´ısticas.
Clasificacio´n semisupervisada emplean-
do textos no etiquetados. En esta se-
gunda aproximacio´n se enriquece el modelo
ba´sico definido anteriormente, completando
la informacio´n extra´ıda del conjunto de en-
trenamiento mediante informacio´n sema´ntica
externa. Esta informacio´n se obtiene a partir
de texto no etiquetado adquirido de forma
automa´tica de la Web. De esta forma se con-
sigue mejorar la capacidad del sistema em-
pleando datos no etiquetados, dando lugar a
una aproximacio´n semisupervisada a la cla-
sificacio´n de preguntas. Las tareas realizadas
en esta aproximacio´n son:
Incorporar informacio´n sema´ntica par-
tiendo de texto no etiquetado, emplean-
do me´todos kernel y ana´lisis de la
sema´ntica latente (LSA).
Comparar esta aproximacio´n con otros
sistemas que incorporan informacio´n
sema´ntica proveniente de recursos
lingu¨´ısticos complejos.
Evaluar el sistema sobre diferentes idio-
mas.
Clasificacio´n mı´nimamente supervisa-
da sobre taxonomı´as refinadas. En es-
ta tercera aproximacio´n afrontamos el pro-
blema de la clasificacio´n de preguntas sobre
taxonomı´as refinadas en ausencia de datos
de entrenamiento. A partir de un pequen˜o
conjunto de semillas iniciales definidas por
el usuario para cada clase, el sistema apren-
de a discriminar de forma automa´tica entre
ellas a partir de informacio´n adquirida de for-
ma automa´tica de la Web. De esta forma se
obtiene una aproximacio´n mı´nimamente su-
pervisada a la clasificacio´n sobre taxonomı´as
refinadas, que tradicionalmente requerir´ıa de
grandes corpus de entrenamiento para ofre-
cer una cobertura adecuada al problema. Las
tareas realizadas en esta fase son:
Definir un modelo para la adquisicio´n
automa´tica de muestras de entrenamien-
to, evitando as´ı la necesidad de grandes
conjuntos de datos para el aprendizaje.
Desarrollar un algoritmo que permite
aprovechar estas muestras para la cons-
truccio´n del clasificador.
Desarrollar un conjunto de datos de eva-
luacio´n sobre una taxonomı´a refinada
que nos permita medir el rendimiento del
sistema.
Evaluar el sistema sobre diferentes idio-
mas.
Comparar esta aproximacio´n con los sis-
temas de aprendizaje empleados habi-
tualmente en esta a´rea, valorando las
ventajas aportadas.
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