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ABSTRACT

SEMI AUTONOMOUS VEHICLE INTELLIGENCE: REAL TIME
TARGET TRACKING FOR VISION GUIDED
AUTONOMOUS VEHICLES

Jonathan D. Anderson
Department of Electrical and Computer Engineering
Master of Science

Unmanned vehicles (UVs) are seeing more widespread use in military, scientific, and
civil sectors in recent years. These UVs range from unmanned air and ground vehicles to
surface and underwater vehicles. Each of these different UVs has its own inherent
strengths and weaknesses, from payload to freedom of movement. Research in this field
is growing primarily because of the National Defense Act of 2001 mandating that onethird of all military vehicles be unmanned by 2015. Research using small UVs, in
particular, is a growing because small UVs can go places that may be too dangerous for
humans.
Because of the limitations inherent in small UVs, including power consumption and
payload, the selection of light weight and low power sensors and processors becomes
critical. Low power CMOS cameras and real-time vision processing algorithms can

provide fast and reliable information to the UVs. These vision algorithms often require
computational power that limits their use in traditional general purpose processors using
conventional software. The latest developments in field programmable gate arrays
(FPGAs) provide an alternative for hardware and software co-design of complicated realtime vision algorithms. By tracking features from one frame to another, it becomes
possible to perform many different high-level vision tasks, including object tracking and
following.
This thesis describes a vision guidance system for unmanned vehicles in general and
the FPGA hardware implementation that operates vision tasks in real-time. This guidance
system uses an object following algorithm to provide information that allows the UV to
follow a target. The heart of the object following algorithm is real-time rank transform,
which transforms the image into a more robust image that maintains the edges found in
the original image. A minimum sum of absolute differences algorithm is used to
determine the best correlation between frames, and the output of this correlation is used
to update the tracking of the moving target. Control code can use this information to
move the UV in pursuit of a moving target such as another vehicle.
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1 Introduction

This chapter introduces research work in unmanned vehicles (UVs) by first
explaining the different types of UVs, the sensors needed to control the UVs, and the
processors which control the UVs. It also describes tele-operation, which is a commonly
used means of controlling UVs. Finally, it introduces the Semi Autonomous Vehicle
Intelligence system, which provides a UV with vision information that can be used in the
control of the vehicle.

1.1

Background
UVs are beginning to see widespread use. They can be found in many places,

including, but not limited to, factories, homes, schools, and military zones. UVs offer an
advantage over people in many applications, particularly those that are hazardous or
dangerous to human health. These applications include unstable mine shafts, mine fields,
limited reconnaissance applications, sentry duty, and checking for improvised explosive
devices. They also offer an advantage in tasks that prove repetitive or menial, such as
convoying goods from one location to another. This section will describe the types of
UVs, the sensors that they use, and the processors that control them.
First, there are many different kinds of UV.

Each UV is classified by the

environment it is designed for. Many are then sub classified by use, size, or limitations.
1

Unmanned Air Vehicles (UAVs) are often used in reconnaissance missions, especially in
hostile areas. They are also used as an aid in mapping, law enforcement, and surveying
the surface of land and water. They are divided into different classes [1], which are listed
below. A particular UAV may belong to more than one class at the same time, based on
its specifications.
•

Tactical – vehicles between 50 and 1000 pounds;

•

Endurance – vehicles capable of extended duration flight, typically 24 hours or
more;

•

Vertical Takeoff & Landing (VTOL) – vehicles capable of taking off and landing
in very tight areas; many of these vehicles utilize rotors;

•

Man Portable – vehicles light enough to be back-packed by an individual and
launched by hand-throwing or sling-shot;

•

Optionally Piloted Vehicle (OPV) – vehicles capable of manned or unmanned
flight;

•

Micro Air Vehicle (MAV) – vehicles with no dimension over 6 inches;

•

Research – vehicles developed for specific investigations; not normally produced.
Due to the requirements of keeping the UAV aloft, most UAVs cannot carry a

large payload. This is especially true of Man Portable, Vertical Takeoff and Landing,
and Micro Air Vehicles. As such, these UAVs require low-power, light weight devices
to control the UAV, limiting the number of tasks the UAV can perform. This is offset by
the strategic advantage of having a UAV in the air.
Unmanned Ground Vehicles (UGVs) are used to provide reconnaissance on the
ground as well as to perform tasks that are too hazardous to a human, such as disarming
2

bombs. UGVs range from full-size cars with numerous processors – such as Stanley, a
modified SUV that won the 2005 DARPA Grand Challenge – to small vehicles with very
few microprocessors – such as the Dragon Runner [2], a 16” x 11” x 5” vehicle which
displays imagery to a remote user. UGVs can be broken down into two broad categories:
holonomic UGVs which are able to travel in any direction as needed and non-holonomic
UGVs which are only able to move in specific ways. The main difference between the
two is the control required to move the UGV. An advantage that UGVs have over UAVs
is the capability of carrying a large payload, allowing for more sensors and processors
than similar sized UAVs.
Unmanned Water Vehicles (UWVs) are used to explore the water. UWVs come
in two varieties, submersible and surface vehicles. UWVs combine many of the benefits
of both UAVs and UGVs. In particular, UWVs can carry multiple processors and sensors
while providing a better view of the world.

UWVs have to seal their electrical

components so that water doesn’t damage them and the number of sensors that can
function in water environments is much lower than the other UVs, particularly for
submersible vehicles where GPS units and laser range finders don’t work in the medium.
In addition to its classification, UVs require sensors to provide information about
the world around them. Without this information, UVs would be worthless, since they
could not use any information about their environment. There are several common
sensors that are used, laser range finders, sonar, global positioning systems, ultrasound,
compasses, and digital video cameras. Sensors are broken into two main categories,
active sensors and passive sensors.

3

Active sensors, such as laser range finders and sonar, emit signals that can be
detected by other sensors. For instance, a military UAV that utilizes sonar could be
detected by a receiver capable of detecting the frequency of the sonar’s signal. Any sort
of active sensor could be detected in a similar manner, giving someone else information
such as direction of approach or distance to the UV. Most sensor types fall into this
category.
Passive sensors, such as a digital camera or a receiver, do not emit signals that can
be detected by other sensors. A camera mounted on a UAV cannot be detected by the
images it receives, thus forcing other vehicles or people in the area to rely on their own
sensors to find the UAV. A passive sensor cannot control what information it receives
and typically requires more computation to capture the necessary information.

For

instance, machine vision algorithms have to be run on image data in order to utilize the
information found in a frame taken by the camera.

The frame itself provides no

information to the UV.
Once the classification and sensors have been determined, the UV requires a
computation platform that can combine the information and use it to guide the UV.
There are many different computation platforms that the UV can use. General purpose
processors are able to perform well when there is low complexity but are not always able
to meet timing requirements of computationally complex algorithms.

However, the

ability to upgrade software for the processor can outweigh this disadvantage and many
UVs utilize general purpose processors.
As an alternative, Application-Specific Integrated Circuits (ASIC) can be
designed to perform the computations. While faster than general purpose processors,
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once the ASIC has been manufactured, it cannot be changed without redesigning and
remanufacturing the chip. This leads to slow turn around time when the design of the UV
is changed not to mention the high development cost.
Field Programmable Gate Arrays (FPGAs) provide another alternative for UV
computation. FPGAs bridge the gap between general purpose processors and ASICs.
They allow the development of hardware with speed ups similar to those provided by
ASICs and they allow for upgrades to be made to the design after manufacturing.
Recently, FPGAs have also included microprocessors in the FPGA chip, combining
general purpose processors and dedicated hardware implementations.
Once the classification, sensors, and computation platforms have been combined,
the UV needs to be controlled. Tele-operation is one of the most common ways in which
a UV is controlled. Tele-operation is defined as one or more users controlling the UV
from a remote location. If the UV were to be provided with a semblance of autonomy,
then much of the burden of controlling the UV could be removed from the operator and
the operator would be free to control multiple UVs at once or to help in other complex
tasks.

For instance, consider a UGV fitted with a mine sweeper.

Assuming tele-

operation, the user would drive the UGV through the mine field. His attention would be
spent trying to keep the UGV from colliding with obstacles as well as making sure that he
covered the entire area of the mine field to ensure that he found all of the mines. With a
machine vision algorithm running on the UGV capable of identifying obstacles and
locations to move towards, the user could make sure that the UGV covered the area
without having to drive it everywhere himself.

5

1.2

Motivation
In 2001, the United States Congress passed the National Defense Authorization

Act. In this act, they stated that one third of all military air vehicles must be fully
unmanned by 2010 and one third of all ground vehicles be unmanned by 2015 [3]. While
the definition of unmanned includes remote, autonomous, or semi-autonomous control,
there is a strong push to make these vehicles at least semi-autonomous. The Senate
approved $200 million dollars for the research and development of systems that would
meet this goal. This section will describe the motivation in designing a vision-guided
system for controlling UVs.
The Defensive Advanced Research Projects Agency (DARPA) manages and
directs selected research and development projects for the Department of Defense. It
identifies research in areas with high risk and high payoff where the results of such
research will advance traditional military roles and missions. As such, it has devised a
number of competitions that test the capability and durability of UVs. One of these
challenges was the second DARPA Grand Challenge, where teams competed in a timed
race from Los Angeles to Los Vegas. The third DARPA Grand Challenge incorporates
moving a vehicle through an urban environment, testing the UVs against each other.
Other challenges also exist, such as the Intelligent Ground Vehicle Competition and the
Student Unmanned Aerial Vehicle Competition.
In these competitions, teams are given high level goals, such as move to this
location or park your vehicle in this parking space. A semi-autonomous system that
could perform these high-level commands would be highly beneficial.

Sensors are

necessary in performing high level commands because they are used to find and identify
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the objectives of the commands. While sonar and laser range finders are commonly used,
they generally require more payload than might be available on a given superstructure,
limiting their use to the larger classes of UV. Digital cameras, such as CMOS cameras,
are small in size and weight and require little power, allowing them to be used on smaller
UVs. The information provided by the digital cameras can be processed in a number of
different ways, providing information critical to the task at hand. By providing this visual
information to the user and using it for control, the UV no longer needs to be
micromanaged. Since the visual information is also sent to the ground station, the user
could supervise it as it performs, providing small corrections as it moves.
One basic vision algorithm that can be used for many different applications is a
feature detection module. A feature detection module identifies specified features in an
image. Features are defined as regions which can be effectively matched from one image
to another image of the same scene. Typical features include intensity patterns, intensity
distributions, color patterns, corners, and lines.
Once features have been identified, the control system can use higher-level
algorithms to find other information.

Obstacle avoidance algorithms will take the

identified features and determine which features are obstacles and which are not and
which features are close to the UV. Once recognized, the UV can move around the
obstacles.

Target tracking algorithms can track identified features and then give

commands to follow the targeted features. Three dimensional reconstruction algorithms
can use the movement of features over time to build a 3-D map of the area which in turn
can be used to direct the UV as it moves.
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Of these, the target tracking module provides a number of important high-level
uses. A UV used to patrol the outside of a building could be set to track anything that
enters the area that isn’t supposed to be there. An object in the image could be targeted,
and the UV would then move towards it. The UV might be told to follow a specific
object, such as another vehicle, thus forming part of a convoy. Being at the heart of these
high-level tasks, the first step in developing a vision-guided system should be the
development of a target tracking module.

1.3

Proposed System
The Semi-Autonomous Vehicle Intelligence (SAVI) system has been designed to

provide visual information to the UV. SAVI consists of an FPGA board with multiple
PowerPC processors connected to one or more cameras. One of the benefits of using this
FPGA board is that the components necessary to move and control the UV can be placed
on the board without having to connect the board to microprocessors to control these
components.
The main sensor used by SAVI is a CMOS digital camera or a pair of digital
cameras. The camera is chosen because it is a passive sensor. The image data brought in
from the camera can also be used by several different vision algorithms at once, allowing
for different algorithms to be processed in parallel. The digital camera also provides realtime visual feedback of what the vehicle is seeing to the user, allowing him to supervise
the operation of the UV.
In addition to the cameras, SAVI also contains a module that performs target
tracking. The target tracking module allows the vehicle to follow a target specified by
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the user. This target might be a location or object to move towards or a vehicle or person
to follow. The region surrounding the target in each image is transformed using the rank
transform, and regions from subsequent images are compared to determine where the
features have moved to. The module outputs the change along the x and y axis of the
image so that the UV can be moved towards the target.
One of the benefits of this target tracking module is that the use of man-made
fiduciaries is unnecessary in following the specific target because of the rank transform
provides a consistent interpretation of feature points so long as there is not a high level of
illumination change.

A drastic changing of illumination over the target object that

doesn’t affect the rest of the image could cause a mismatch in tracking the target, but
changes in the general scene will not. This is because the target tracking module tracks
regions of rank-transformed intensity rather than relying on a specified color or pixelbased intensity pattern. As the target moves around the scene with slight illumination
changes, the rank transformed regions appear similar enough that they can easily be
found using simple correlation techniques.

1.4

Contributions
The work presented in this thesis contributes the following to research in the field

of unmanned vehicles:


Using the Rank Transform to perform feature detection and tracking [4]-[6].



A Camera Peripheral Core with embedded Rank Transform [4].



A Vision Processing Peripheral Core that performs correlation between ranked
images [4].
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A Hardware/Software codesign of SAVI architecture [4]-[6].



SAVI Daughterboard design and testing [4]-[6].



Demonstrates feasibility of min SAD in place of min SSD for correlation in
hardware [7]-[8].

1.5

Remaining Chapters
The following list explains what will be covered in different chapters of the

thesis:
1. This chapter, chapter 1, is an introduction that discusses unmanned vehicles and
the components that make them up as well as introduces the SAVI vision-guided
control system.
2. Chapter 2 discusses work that has been done with different UVs, target tracking
algorithms, and hardware implementations of machine vision algorithms.
3. Chapter 3 discusses the SAVI system in greater detail, showing its architecture
and the interaction between the system and the user.
4. Chapter 4 discusses the development platform of SAVI and the reasons why the
platform is used.
5. Chapter 5 discusses the rank transform and correlation algorithms used in SAVI
and presents results of simulations run on these algorithms.
6. Chapter 6 discusses the hardware implementation of the SAVI system
architecture, including the peripheral cores and drivers used to communicate with
the rest of the system.

10

7. Chapter 7 discusses a target tracking application used to show how SAVI
performs. It also includes the utilization of SAVI’s FPGA board.
8. Chapter 8 contains a conclusion which is followed by a discussion of future work
to be made to the SAVI system.
9. Chapter 9 contains the bibliography of the thesis.

11
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2 Related Works

There have been a number of developments in the unmanned vehicle community.
This chapter describes different unmanned vehicles, different tracking algorithms, and
finally different FPGA implementations of vision algorithms that have already been
developed.

2.1

Unmanned Vehicles
The Army’s Future Combat Systems (FCS) consists of manned and unmanned

system that can be combined with warfighters to enhance the army’s ability to meet their
battle plans in accordance with Congress’s mandate to have one third of all military
vehicles unmanned by 2015. The FCS has classified vehicles primarily according to use
[9]. For instance, Class I UAVs are small aerial vehicles which provide reconnaissance
and surveillance of a region and Small Unmanned Ground Vehicles (SUGVs) provide the
same information inside buildings, tunnels, and caves. While many of these vehicles are
unmanned, only a few of them, such as the Class I UAV, are autonomous. The SUGV
uses tele-communication for control.
ARGO developed a vehicle which could follow the painted lines on an
unmodified highway [10]. By using two black and white cameras and using stereo-vision
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algorithms, the vehicle was able to travel 2000 km of Italy in 6 days. It remained in
autonomous mode 94% of the time.
The Committee on Autonomous Vehicles in Support of Naval Operations
identified four heavy-weight UGVs, five medium-weight UGVs, four small UGVs, and
seven lightweight UGVs used in all branches of the military at the time of writing [2].
Each of the heavy-weight vehicles, which included an Abrams Panther, used the
Standardized Robotics System for tele-operation and has only limited autonomy. The
small and lightweight UGVs, however, were designed to be fully autonomous.
A number of UAVs also exist, ranging from fixed wing vehicles like the UAV
Test Platform developed and used by Procerus Technologies, a company that develops
UAV avionics products for miniature UAVs [11]. Aerovironment develops UAVs that
can be carried by soldiers to aid in reconnaissance missions [12]. The Dragon Eye, in
particular, is an autonomous UAV which feeds information back to the user so he can see
what is over the next hill. Boeing is developing the X-45 J-UCAS, an autonomous
combat air vehicle similar to the stealth bomber [13].
SAVI was developed with a lightweight UGV primarily because

2.2

Tracking Algorithms
There are many different methodologies that have been used to track targets. The

vast majority of tracking algorithms utilize the stochastic processes used in detection and
estimation theory [14]-[21]. These algorithms have been well developed and have a solid
underlying mathematical foundation. Their main drawback is their reliance on linear or
nearly linear environments and the limitations of the models being tracked. Many models
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presuppose a constant acceleration, for instance, which is not able to be realized on a real
system. By combining stochastic methods with fuzzy logic, it is possible to represent
human intuition in the control strategy, allowing for experts to more easily train the robot
[22]-[24].

These algorithms benefit from human interaction and can more closely

emulate the way that a human would track a target. Motion field estimators have also
been used to track targets [25]-[27]. These methods generally provide algorithms robust
to noise, but they are susceptible to the aperture problem that often arises when sensors
aren’t able to gather enough information about the target.
Trailovic presented the Multi-Sensor Joint Probabilistic Data Association
(MSJPDA) algorithm, which utilizes combinations of different sensors to provide the
input into the tracking algorithm [14].

Of particular note, she discovered that the

sequential implementation of the algorithm outperformed the parallel implementation in
terms of performance in all simulations that she performed. The complexity of the
parallel implementation grows exponentially with the number of sensors added to the
system, whereas the sequential implementation grows linearly. She also found that when
sensors of different reliabilities are used, the least reliable sensor should be tested first.
This reduces the amount that noise from the less reliable sensor affects the estimation of
the target’s state. Sujit’s Kalman filter performs similarly to the MSJPDA algorithm
[15]. His algorithm utilizes two cameras to reconstruct a 3D image of the target which is
then tracked using a standard Kalman filter. This combination makes the algorithm more
robust when the target moves in a linear fashion.
The Interacting Multiple Model with Probabilistic Data Association Filter
(IMMPDAF), presented by Bar-Shalom, et al., predicts multiple tracks which the target is
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likely to take and updates the tracks as the target moves [16]. By using multiple tracks
that the target could be on, this algorithm is less likely to lose the target if it chooses the
incorrect track for that target. The Cramer Rao Lower Bound (CRLB) provides a good
estimate of how well any stochastic algorithm can be expected to perform. Part of the
problem of using the CRLB is its computational complexity – it is not tractable in most
cases. Hernandez, et al., has developed a less complex approximation of the CRLB and
has shown how it can be used with best-fitting Gaussian distributions to track an object
[17].
Rawicz, et al., have attempted to work past the problems inherent in the Kalman
filter [18]. Particularly, they have shown how the more generalized H2 and H∞ can be
used even when the model being propagated consists of non-linear entities which the
Kalman filter cannot handle as well. Despite the greater complexity of these algorithms,
they are highly reliable. Likewise, Hashirao, et al., have developed the α-β filter which
uses the past three estimates of the target in the calculations [19]. The α-β filter does
have problems when the acceleration is constant as it presupposes an acceleration model.
Leven and Lanterman provide details of the unscented Kalman filter, the extended
Kalman filter, and the particle filter, and show how each should be used [20]. They
describe how each algorithm has inherent weaknesses, such as not being able to model a
sum of products and discuss ways that these weaknesses can be addressed. Cheng &
Ansari present a modified particle filter, the kernel particle filter, which is able to handle
dynamic environments that contain system and/or observation noise as part of the filter
[21]. By being able to handle the greater level of noise inherent in these systems, this
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algorithm can more easily be implemented in real systems where the particle filter fails to
perform.
Fuzzy logic integrates human knowledge and intuition along with stochastic
control. Most often, this fuzzy logic is fed through a neural network which provides the
inputs into the stochastic filters which then track the target. Fun-Bin and Chin-Teng have
utilized a fuzzy network to decide when to use one of three different models [22]. Each
of these models represents another level of input, from velocity to acceleration to jerk.
Luo and Tse Min use a grey-fuzzy network to provide the initial guess of the target’s
position and then use simple correlation techniques to find the location of the target from
the previous image [23]. They only use a small tracking window, but due to the nature of
the correlation, this window is usually sufficient. Li, et al., use a fuzzy controller to track
targets using infrared sensors [24]. Each of these algorithms show the value of using
fuzzy logic in tracking a target.
Finally, motion estimators have also been used to track targets. Generally, motion
estimators consist of determining the change of each pixel in a scene from image to
image. Bartholomeus, et al., presents a multi-resolution system which estimates several
different motions and then performs checks in the images to find the target [25]. Saeed
and Afzulpurkar present an optical flow and stereo vision algorithm for surveillance
purposes [26].

This particular algorithm runs in real time and, although used in a

stationary camera, could be moved to a mobile platform quite easily. Zabih and Woodfill
have developed the rank and census transforms which can be used in both stereo vision
and optical flow algorithms [27]. Of particular interest is their rank transform, which can
be used to register an object in one image with its match in the next. SAVI utilizes the
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rank transform to create images that can be correlated using the sum of absolute
differences. This is done because of the lower complexity that the sum of absolute
differences has in relation to the stochastic or fuzzy logic implementations.

2.3

FPGA Implementations of Algorithms
With the advances of Field Programmable Gate Array (FPGA) technology, there

has been a push to move vision algorithms that have been implemented in software to
hardware [28]. The reasons for doing this include improving the speed of the processing
and taking advantage of hardware’s parallelism to decrease the amount of time it takes to
perform the operations needed by the algorithm so that the algorithm may run in real
time.
Of the many different machine vision algorithms implemented in hardware, only a
few algorithms can be used to detect the features to be tracked. Torres-Huitzil and AriasAstrada present a fast and reliable edge detector implementation [29]. Having these
edges allows another algorithm to identify the edges from frame to frame. Cucchiara, et
al., and Aranda, et al., both present different video-time target-tracking implementations
capable of following objects as they move about a scene [30], [31]. This information
becomes useful to both surveillance work and to vehicles attempting to follow a target.
Choi, et al., take advantage of the ability of the FPGA to facilitate communication
between the hardware components, enabling pipelining to be used while searching
images for matching features [32]. Marino uses the parallelism abilities of the FPGA to
perform multiple searches simultaneously, aiding a vehicle as it navigates through the
world [33].

By being able to combine pipelining and parallelism into a feature
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identifying and target tracking algorithm, machine vision algorithms can perform in real
time onboard the vehicle, allowing the vehicle to gain a limited form of autonomy.
Fife and Archibald present the Helios board developed by the Robotic Vision Lab
of Brigham Young University [34]. Helios is a small, configurable computer that allows
a user to perform image processing tasks in real time. It was designed primarily for use
with UVs of all sorts. It consists of a Virtex-4 FX FPGA chip with built in PowerPC
processors and can be connected to one or more image sensors as well as other devices
used by UVs. Because the Helios board was not developed at the inception of the SAVI
architecture, the XUP development board has been used instead [35].

The SAVI

architecture utilizes FPGAs in order to increase the development time of the system as
well as to provide real-time vision guidance information to a UV.
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3 Semi Autonomous Vehicle Intelligence Overview

This chapter presents the architecture and design of the SAVI system.

By

utilizing the PowerPCs that are integrated into the Virtex II Pro FPGA chip of the XUP
development board, SAVI combines C code with hardware peripheral cores to provide
the UV with real-time vision processing capability. This chapter presents the SAVI
architecture, the components of the UV required by SAVI, and the interface used to
interact with SAVI.

3.1

SAVI Architecture
The SAVI architecture is composed of C code and peripheral cores (pcores)

implemented on an FPGA. The pcores provide the means by which the FPGA can
communicate with the various peripherals on the UV as well as the custom hardware
contained solely within the FPGA fabric.

The Virtex II Pro FPGA on the XUP

development board contains a number of buses that allow these pcores to be separated
into different functionalities and locations [35]. They typically run at different speeds
and for different purposes.
The Processor Local Bus (PLB) ties directly to the PowerPCs of the Virtex II Pro
FPGA and runs at the fastest speed. Due to its close proximity to the PowerPCs, it allows
for the fastest response when accessing the cores on the system. The On-chip Peripheral
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Bus (OPB) can be connected to the PLB through a bridge, allowing communication to
and from the PLB. It is generally slower and, without direct access to the PowerPCs, is
reserved for those components that aren’t time critical. These two buses are used in the
SAVI architecture. Figure 3-1 shows the architecture of the system, including the pcores
and the physical components themselves.

Figure 3-1: SAVI Architecture

Each component, from the motors to the cameras, of the UV, with the exception
of those components that don’t connect directly to the FPGA, such as the video
transmitter, needs a pcore which will allow it to communicate with the FPGA. These
pcores are assigned as either vision elements or communication elements and are
assigned to the appropriate bus for interface purposes. The PLB is used to connect the
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vision element pcores. Among these pcores are the camera interface, the digital to analog
converter (DAC) generator, and the vision processor. By tying these pcores to the PLB,
they are able to respond more quickly to the video frames of the camera. The video
transmitter does not receive its own pcore because it is physically tied to the DAC chip
and not to the FPGA.
The OPB is used to connect the communication element pcores.

The

communication element pcores include a UART for data communication, an encoder to
determine how far the UV has moved, and servos to control the speed and direction that
the UV moves. Only the UART is needed for the system to operate as a vision-guided
system, but the other components are included when SAVI is also being used as the
control system for the UV. These components are not as time critical to the functioning
of the UV and are able to respond in an appropriate amount of time to fulfill their
purposes.

3.2

SAVI Components
Because SAVI works regardless of the type of unmanned vehicle, some of the

pcores in the architecture will not be used all the time. Other pcores are vital to SAVI’s
performance, and work regardless of the type of UV. The camera interface pcore, for
instance, is required so that SAVI has the video input for processing. This section will
discuss each of the pcores and how they fit into the SAVI architecture.
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3.2.1

Platform Independent Components
There are components that must be included whenever the SAVI architecture is

implemented. Without these components, it is impossible for SAVI to function correctly.
The first component required by SAVI is the CMOS camera or cameras which provide
the digital video images for the rest of the system to use. The camera interface is
responsible for taking the incoming data from the camera and parsing it into frames and
storing the frames in memory. The camera interface can be customized to provide just
the intensity or both the intensity and chrominance. In its typical configuration, the
interface is set to YUV format and uses both intensity and chrominance to produce color
images that can be sent over the DAC generator.
The second component required for SAVI to operate correctly is the video
transmitter, the DAC, and the DAC generator. The video transmitter accepts standard
NTSC signals and broadcasts these to a receiver at the base station. The NTSC signals
are generated by a DAC. The DAC accepts interleaved 4:2:2 YUV format as input
signals and outputs the corresponding NTSC signal to the video transmitter. Because the
YUV signals generated by the camera are not interleaved, the DAC generator pcore is
responsible for grabbing the frame from memory in the correct order and buffering them
for the DAC. The end result of this process is that the same frame that is used in the
vision processor is sent to the user to aid him in making the high level decisions for the
UV in question.
The final component SAVI requires is the vision processor pcore. This core does
the work necessary to provide guidance information to the UV. Although the camera
interface core provides the image frame to the system and the DAC generator provides
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the image frame to the user, that frame is useless to the system as a whole unless it is
processed and the necessary information is gathered from it. The user provides this core
with the (X, Y) position of the target that he wishes tracked, and the vision processing
pcore continues to track the target along successive frames. The pcore itself consists of a
rank transform module which performs the rank transform on those pixels surrounding
the target and a correlation module which tracks the target and outputs the best match
between the current and previous images.

3.2.2

Platform Dependent Components
While SAVI requires the pcores that deal with the image frames, there are some

components that can be added to SAVI to assist in the guidance process.

Such

components are commonly used to provide sensor information to the vision system,
aiding the system by providing such details as distance or direction. A further benefit of
using these components is that many of them can be used by the system to control the
UV’s movements.

As such, the UV’s actuators are also included in this category.

Because of the nature of the components, these pcores are made as modules that can be
inserted into the design as needed, reducing the amount of design time spent in working
with the components.
Because the type of sensors and actuators to be used depends heavily on the type
of UV being used, these components may or may not be available. Laser range finders,
for instance, are only available on UVs capable of carrying their weight and providing
their power. A limited number of these sensors should be included with SAVI to handle
the communication and control necessary to use SAVI, but the exact type may vary based
on the size and power of the UV.
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Data modems are a key example of a system that should always be included in a
system using SAVI. This is required for the base station to send the commands to the
SAVI system and to receive the status from the system. Line of sight modems provide
great directional range but are limited in urban or mountainous terrain. Modems that
broadcast their signal in every direction, on the other hand, can achieve much longer
ranges but are most useful to UAVs where their height provides the most range. Low
power data modems are necessary for smaller UVs which are not capable of carrying
enough battery power. Regardless of the specific type of modem, however, most of them
utilize a UART to communicate with the system and can use the same pcore to interface
with the system.
GPS devices and compasses can be used to provide both direction and location to
the system. While such information is not always required, it can benefit tasks such as
patrolling a compound to ensure that the UV covers the area quickly and efficiently.
Direction, in particular, can prove useful when the UV loses sight of the target – if the
user knows the last direction that the UV saw the target, it will be easier for him to locate
the target as he moves the vehicle. These components are limited to the size and capacity
of the UV being used.
The last category of components includes the UV’s actuators. This category is of
necessity platform dependent. A UAV has vastly different actuators from a UGV. In
addition to sending commands to use the actuators, feedback devices can aid the control
of the UV. Each UV has its own feedback devices, such as gimbals for UAVs, encoders
for UGVs, and depth sensors for UWVs.
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Although not strictly necessary for the

operation of SAVI, these components can provide additional information in addition to
the vision information provided by the platform independent components.

3.3

Base Station and User Interface
The final component of the SAVI architecture is the base station that allows the

user to communicate with the system. The base station consists of a laptop or desktop
PC, a data modem capable of communicating with the UV, the receiver that captures the
NTSC signal as it is broadcast to the base unit, a frame grabber that converts the signal
from the receiver to images viewable on the PC, and the user interface that allows the
user to control the UV while viewing the received images. A prototype user interface is
shown in Figure 3-2.

Figure 3-2: Graphical User Interface
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The user interface was developed in C++ in the Visual Studio programming
environment. The user interface provides the primary source of information to the user.
The video feed back sits prominently in the interface, providing the user with the same
image that is being processed by SAVI. The user can view the images at either full size
or half size. In addition, individual frames can be saved for record keeping or for further
processing using an offline algorithm. The user interface also provides manual control,
allowing the user to use tele-operation to control the UV. The UV can be moved in any
of the eight cardinal directions and both immediate and gradual stops have been
implemented for ease of control of the UV. Immediate or hard stops turn off the motor
drivers immediately, allowing the UV to come to a stop quickly. Such stops place more
strain on the vehicle. Gradual or soft stops use the feedback from encoders to bring the
vehicle to a stop.

This takes more time but reduces the strain on the mechanical

components of the vehicle.
In addition to this, the speed– the cruising speed – and acceleration – the stepping
speed – of the UV can be set by using the corresponding slide bars. The cruising speed is
used to control how fast the vehicle travels while in semi-autonomous mode, while the
stepping speed controls how quickly the vehicle increases in speed each time the user
sends a forward command. The total distance traveled per move command can also be
set via the stepping distance slide bar. While these controls assist the user in teleoperation control, only the cruising speed is used when the UV is operating in semiautonomous mode.
By controlling the UV through tele-operation, the user can place the target that he
wishes to track in the viewing screen. After pressing the target button, the user can select
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an (X, Y) position in the image and send this position to the UV. This specifies the initial
target which will begin to be tracked after the user selects semi-autonomous mode. SAVI
will then use the vision processing core to provide directions to the UV. As the UV
moves, SAVI will update the target and display the results to the user so that the user can
verify its operation and provide the necessary feedback to keep the vehicle on course.

3.4

Software
The PowerPCs built into the FPGA allow SAVI to execute C code in parallel with

the pcores. Because software is typically easier to implement than hardware, SAVI has
been implemented mostly in software.

Only the components that interface with

peripherals or are time critical were implemented in hardware.

The time critical

components include the camera and DAC interfaces and the vision processor.
To aid in the response time of the system to the different components in use, a
real time operating system (RTOS) has been implemented to handle the different tasks in
the system. The main benefit of using an RTOS is that tasks can be broken into separate
chunks of code and can execute when needed. Because many of the tasks will be waiting
for hardware to finish running, an RTOS allows these tasks to be suspended until the
operation they are waiting for has finished. SAVI uses the µC-OS II RTOS which was
developed by Micrium and has a port for Xilinx FPGA technology [36].
The SAVI system consists of three tasks which operate almost completely
independently of each other. The first task, the image acquisition and processing task,
grabs frames from the camera as they become available and then feeds these frames into
the vision processor. Much of the time spent in this task is done to set up the camera to
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the proper format and to retrieve the output from the vision processing unit so that the
control task can use it to change the course of the vehicle. This task can operate as often
as necessary, retrieving the next frame from the camera as often as it is able. For best
performance, it should maintain between fifteen and thirty frames per second.
The second task, the video transmission task, takes the frames as they are received
and outputs them over the DAC generator to provide real time feedback for the user.
Because the DAC chip functions as a master and constantly outputs the NTSC signal to
the video transmitter, this task must operate at thirty frames per second. The video
transmission task passes the DAC generator a pointer to the buffer of the most recently
acquired frame. The DAC generator uses this pointer to update an internal pointer to
memory which keeps track of where in the buffer it is currently transmitting from. When
a new frame is acquired, the first pointer is changed to the new frame, but the internal
pointer still points to the old frame.
The final task is the control and communication task. In a basic system where
SAVI only provides vision guidance information to an outside control system, this task
handles the requests for processing and the outputs to the outside system through serial
communication. This allows SAVI to function as a slave to another device, responding
as directed and providing input upon completion of the vision processing hardware. If
SAVI is also being used to control the vehicle, the control loop is implemented in this
task, enabling a coupling between the control peripherals and the communication
peripherals. Such a coupling decreases the amount of time required by the system to
respond to sensor information or control, allowing for faster control loops which in turn
increase the performance of the vehicle.
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4 Development Platform: Small Unmanned Ground Vehicle

Because SAVI isn’t designed to replace the control system on a UV, a platform
vehicle was needed to develop and test SAVI. This vehicle would use the information
provided by SAVI to move itself to follow the user specified target. A small remote
control truck was modified to work as a UV. This chapter will describe this UV in detail.

4.1

Motivation
In designing a vision guidance system, it is important to design a test bed platform

that will prove both reliable and robust. The vehicle must also provide a stable platform
for the camera so that the video images contain less noise. UAVs do not make good test
benches because the movement of the UAV introduces noise into the image frame. It is
also more difficult to verify UAV platforms because the environment necessary to test
the UAV may be difficult to reach or conditions in the environment may not facilitate the
UAV. It is difficult if not dangerous to test a UAV during a storm. UWVs not only
suffer from similar restrictions but also require care to ensure that the electronic
components do not come in contact with the water.
UGVs, then, provide a more stable and safe platform for developing the SAVI
system. In particular, small UGVs provide a cost efficient platform. Some of these
platforms have been developed for other reasons including Remote Control (RC) racing,
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but with some minor modifications, they can be used to develop the system. By utilizing
a built vehicle and modifying it to support the embedded system, the user can spend more
time developing the system itself rather than the platform for testing it. Using these
vehicles can also be more cost efficient because less money will be spent on the vehicle
as a whole than on the money spent on parts and labor building a custom UGV.
UGVs can also be used in a number of different environments, allowing for more
thorough testing of the system. Small UGVs, in particular, can be tested both indoors and
outdoors. This allows the user to test the effects of various lighting conditions, such as
those from artificial lighting, overcast days, and sunny days. The system can also be
tested for its robustness in dealing with lighting changes caused by moving from indoors
to outdoors and vice versa. The user can also have greater control of the environment
that is used to test the vehicle as he has more control over indoor facilities used to test a
UGV than he does the air space that a UAV would have to operate in.

4.2

Vehicle Specifications
The platform used in developing SAVI is shown in Figure 4-1 and the component

connection is shown in Figure 4-2. This vehicle consists of a Stampede RC truck that has
been modified to hold the embedded system which will perform the target tracking and
robotic control. The computer system is an XUP Virtex II development board consisting
of roughly 14,000 slices that can be programmed to contain the pcores used by the UGV.
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Figure 4-1: Unmanned Ground Vehicle Platform
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Figure 4-2: Communication Architecture
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The XUP development board contains a number of peripherals which make it a
stand alone computing system. In addition to the slices for containing the custom logic,
the FPGA itself has two built in PowerPC processors which enable C code to be run on
the board during execution. It also contains a DDR RAM memory that can hold the
program data and allow quick access to such data. A video display is also attached for
debugging images while the system is running in debug mode.
The main reason that the XUP board is used instead of the smaller Helios board is
that the Helios board was not available at the time the project was started. In addition,
initial designs for the rank and correlation modules used enough slices that they could not
fit on the FX20 FPGA chip that the Helios board was originally designed around. It was
decided that the XUP board provided enough room for development of the Pcores used in
the project that it would be sufficient to demonstrate SAVI’s capabilities. Now that the
FX60 FPGA chip is available, it will be possible to use the Helios board in future
development of the project. The current Helios board contains 56,880 slices as compared
to the 13,696 slices on the XUP board. It also consumes far less power, allowing the
batteries to live longer. More details describing SAVI moving from the XUP board to the
Helios board will be discussed in Chapter 8.
A custom daughter board is connected to the XUP board containing more
peripherals than are on the XUP board. This daughter board is shown in Figure 4-3.
These peripherals include the data modem for communication with the base unit, the
DAC and video transmitter that sends the video images to the base unit, the digital
compass, and the servos and encoders necessary to move the vehicle and track its
movement. All of these parts are connected through the daughterboard directly to the
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FPGA on the XUP board so that the FPGA can use them as it requires. Table 4-1 lists the
components used in the development platform as well as the costs associated with each
component.

Figure 4-3: SAVI Daughter Board

Table 4-1: Platform Components

Component
Stampede RC Truck
F1 Super Reverse Speed
Controller
XUP Virtex II-Pro
MT9V111 Camera
ADV7176A
Black Widow Video
Transmitter
XTend OEM Data Modem
S4 Digital Encoder
SAVI Daughter Board
Total

Company
Traxxas
LRP

Cost
$154.99
$69.95

Digilent
Micron
Analog Devices
Black Widow AV
Maxstream
US Digital
Brigham Young University

$299.00
$29.45
$29.99
$299.00
$179.00
$3.68
$100.00
$1165.06

To simplify the design, the UGV’s control code is written in C and stored on the
XUP board. Since most platforms will already have a microcontroller embedded in them,
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SAVI will not typically include control code. Instead, code will provide the output in the
form of changes in the target’s horizontal and vertical positions. While SAVI was being
developed, it was decided to give SAVI direct control over the UV’s movement. Doing
this provides an example of how SAVI can be extended to include other peripherals into
its design.

4.3

Benefits and Drawbacks
The main reason that the platform described in Section 4.2 is used is because it

provides a reliable system with which to test SAVI. It is also easier to develop the
interfaces with the electronic speed controller and the encoders used by the Stampede RC
truck than it would be to develop a motor controller from scratch. The size of the vehicle
also makes it easy to transport between testing locations. Its payload can easily support
the XUP board with all of its components, making it an ideal vehicle to use. It is also
relatively straight forward to reproduce the vehicle as desired. The suspension system
also reduces the stress on the vehicle components when the vehicle crashes during
development.
Despite these benefits, there are a number of drawbacks that must be taken into
consideration when using this development platform. The first drawback in utilizing this
development platform is that the RC truck is non-holonomic. In order to turn, the vehicle
must move either forwards or backwards. This complicates the control strategy and
forces the user to move the vehicle when looking for a suitable target rather than rotating
the vehicle in place.

In addition to being a non-holonomic system, this platform

consumes two 7.2 V 3600 milliamp hour batteries, one for the RC truck itself and one for
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the XUP board and its peripherals. Although this allows for a number of different runs at
a time, the user has to be aware of this power consumption so that he can utilize his time
more efficiently. The XUP board consumes the most power, consuming upwards of 10
watts of power, allowing the system to run for only an hour before the batteries need to
be recharged. The Helios board, in particular, would allow for much longer run time
because it utilizes between 1 to 3 watts of power.

4.4

Using SAVI with Other Vehicles
Although SAVI has been designed to work with the platform described in this

section, it does not necessarily imply that it is limited to UGVs. In order to use SAVI
with other vehicles, certain conditions have to be met. First, the UV must have a large
enough payload to carry the XUP board or other small size FPGA boards. It must also
provide enough power to sustain the run time required to track the target. If the UV
already has its own controllers, a data bridge between the XUP board and the controller
must be provided.

Because a serial port is provided on the XUP board, it is

recommended that a serial connection be used.
If the UV does not already have a controller, SAVI can be used to control the
vehicle, but this requires the most work in converting SAVI to use with the vehicle.
Peripheral cores will need to be developed that can interface with the actuators and
feedback sensors of the vehicle before SAVI can be used with them. The daughterboard
should also be redesigned to include the new components and to remove the unused
components. Finally, the code being used currently to control SAVI must be updated
with the new tasks for it to perform.
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In addition to connecting SAVI to the vehicle, SAVI may also be modified to
include additional sensors. For each additional sensor that a user decides to add to SAVI,
a pcore must be developed which interfaces with that sensor. SAVI’s code will also have
to be updated accordingly. Once this is done, the vehicle can use these sensors in
conjunction with the vision information gathered by SAVI to control the vehicle.
Because of the modularity inherent in pcores, it will become easier to use pcores
that have similar functions interchangeably. A UART pcore, for instance, can be used for
any device that performs serial communication. Both the data modem used in SAVI and
the serial port on the XUP board use the same UART pcore for their interface. Each is
modified to function at the speed desired by the user of the system. Other devices can
benefit from similarities, as well, including different quadrature encoders, pulse width
modulation devices, and GPS units.
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5 Target Tracking Algorithm

Because tracking a target is vital to the SAVI system, it is important to use a
robust tracking algorithm. The tracking algorithm needs to be able to handle changes in
lighting conditions, noise caused by the sensors used, and noise from the environment in
general. The algorithm must also be able to distinguish between the target and the
background in order to accurately track the target as it moves. This chapter describes the
rank transform and the correlation that allows it to be used for target tracking.

5.1

Rank Transform
The rank transform, R(P), is a non-parametric transform which counts the number

of neighboring pixels which have less of an intensity value than the center pixel, P [27].
Let P be a pixel in the image, I(P) be the intensity of P, N(P) be the neighborhood around
P with radius r, and P’ be a neighboring pixel. The rank transform can then be defined as
R ( P) = {P'∈ N ( P) : I ( P' ) < I ( P)} .

(5-1)

Because the rank transform is non-parametric, changes in lighting conditions do
not greatly affect the rank of a given point in the image. For instance, if a cloud passed
between a given object and the sun and the lighting condition changed, the rank of a
given pixel on the image would stay relatively the same, as the object would retain its
relative intensity value as compared to the environment around it. Only a severe change
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in lighting, such as a large shadow passing directly to the edge of the object and not its
neighborhood, will substantially change the rank of that object. Figure 5-1 shows an
example of generating the ranks of pixels with an r value of 1. The red box shows the
neighborhood around the first pixel in the figure.

Figure 5-1. Example of calculating rank with an r of 1

The features found using standard feature detection algorithms, such as Harris
Feature Detection or the Canny Edge Detector, are easily recognizable in a ranked image,
as well, which allows the rank transform to be used as the preprocessor to these vision
algorithms. It should be noted that the rank transform itself does not identify features, so
other algorithms will be necessary to find the features to be correlated. An example of
the rank transform is shown in Figure 5-2 which shows an original image and its
corresponding ranked image.

Figure 5-2: Original Image and Ranked Image
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Figure 5-2 shows the strengths of the rank transform. The edges of the truck can
be clearly seen in the image, as can each tread on the tire. In addition to this, it is easier
to make out each individual brick on the walls.

It also demonstrates some of the

weaknesses of the rank transform. For instance, the solid black portion at the back end of
the truck does not show up as a homogenous region in the rank transform, making it a
bad target to track. Through simulations, it has been found that corners and edges
provide the most reliable features, as the rank of the corners will stay relatively the same,
whereas homogenous regions can fluctuate, particularly if the surface being ranked is
reflective.
An important thing to note about the rank transform is that the maximum rank
value that a pixel can hold directly corresponds to the number of pixels in the
neighborhood, as shown in (5-2). The maximum rank determines the number of bits
required to hold the rank of each pixel, determining the size of the hardware.

max R( P) = (2r + 1) − 1 .
2

5.2

(5-2)

Correlation

Once the ranks have been calculated, objects in one image can be found in the
next image by searching a small area around the desired pixel and finding the
displacement corresponding to its change. The searchable area is defined by the distance
that a given pixel could move from one image to another and is denoted as s. The
corresponding point is found by calculating the pixel which yields the minimum sum of
absolute differences of ranks found within a given correlation radius, cor. The sum of
absolute differences (SAD) is shown in (5-3). Xi,j is the block to be matched from the
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previous image, and Yi,j is the block from the current image, where u and v represent the
change in direction in the image.
SADu ,v =

corx

cory

∑ ∑X

i = − corx j = − cory

i, j

− Yi +u , j + v .

(5-3)

A region bounded by cor and s is searched in the current image to generate the
minimum SAD value. Because SAVI needs only the change between images, (5-4)
returns the dx, dy pair corresponding to the minimum SAD value in the searchable region
shown in Figure 5-3.
arg min SADdx ,dy = dx, dy : ∀ − s x ≤ i ≤ s x ,− s y ≤ j ≤ s y , SADdx ,dy ≤ SADi , j . (5-4)

2*corx+2*sx+1

2*corx+1
2*cory+2*sy+1

corx

2*cory+1

sx

cory
sy

Figure 5-3. The searchable region of the current image

Although s and cor are generally symmetrical between the horizontal and vertical
dimensions of the image, it can be beneficial to allow them not to be symmetrical.
Because the PLB has 64-bit words, 8 bytes of information become available per burst,
making it difficult to maintain a symmetrical cor while bursting the image into the core.
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Generally, because of the manner in which bursts take place, it becomes easier to have a
larger s in the horizontal direction rather than the vertical direction. The values of cor
follow a similar pattern.

5.3

Simulation Results

In our implementation of the rank transform, we ran several simulations using
Matlab with images such as those shown in Figure 5-4. These simulations were used to
find the best matches for r and cor, which we then used in our hardware implementation.
The results of our simulations are shown in Figure 5-5 and summarized in Table 5-1 and
Table 5-2. The error was calculated according to (5-5) where (xt, yt) is the true displaced
position in the second image and (xf, yf) is the position found by the algorithm. The
timing was calculated using the timing functions in Matlab and is displayed in the
seconds required to run the algorithm. The averages are shown in the tables.
error = ( xt − x f ) 2 + ( yt − y f ) 2

.

(5-5)

(a)

(b)

Figure 5-4. Images used to test rank transform and correlation.
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Figure 5-5. Results of Matlab simulation where each pixel is matched

Table 5-1: Results of simulation for r

r

Avg Error

Avg Time

Min Error

Matching cor

1
2
3
4
5
6
7
8
9
10

35.10053
27.09327
23.1322
18.18307
14.11793
12.10868
10.72407
10.39773
10.06277
10.40745

446.8113
446.5547
447.2207
447.5927
448.362
450.4507
412.002
454.698
451.2207
493.0827

31.551
21.007
16.667
13.246
8.0531
5.8925
4.9313
4.5025
4.6588
4.9372

7
8
4
10
9
9
8
7
8
14

Table 5-2: Results of simulation for cor

cor

Avg Error

Avg Time

Min Error

Matching r

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

33.4526
26.6604
21.488
17.7294
15.71167
13.81273
12.52271
12.56945
12.83498
13.27636
14.05723
14.65067
15.31276
16.15461
17.28865

124.551
144.861
171.041
203.338
241.619
286.203
324.933
392.228
461.686
523.229
597.653
678.882
765.431
871.431
1005.421

30.518
23.124
18.982
11.647
8.8184
5.8132
4.5025
4.6588
5.2955
5.1922
5.5198
5.3637
5.2408
4.7241
5.4007

9
4
5
10
10
9
8
9
8
7
9
8
9
9
10
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The tables show that the best r and cor are 8 and 7, respectively, as those values
generate the lowest minimum error. Due to the time and area constraints of the FPGA,
we felt it was better to go with an r of 4 and a cor with a horizontal component of 8 and a
vertical component of 3. The reason that cor has a different horizontal and vertical
component is addressed in Section 6.4. In particular, an r of 4 leads to a max R(P) of 80,
which can be safely stored in a single byte. We chose these values so that we could
ensure that the design would fit within the space we had as well as be able to correlate the
images quickly enough that we could perform the correlation in real time.

Future

research will look at expanding the r and cor values towards their ideal values as shown
in the tables.
One thing that is interesting to note about the tables is that the ideal values of r
and cor do not continue to increase. As cor increases, the template that is being matched
also increases. As the template grows larger in size, more of the background becomes
part of the template, increasing the chance that the target will be missed as it moves. This
is discussed in more detail in [27]. It is surprising that the minimum error found for
different r’s does not decrease as the value of r increases. This may be caused by the fact
that an increase in r increases the number of pixels needed for the rank, and that as an
object moves from one image to the next, the background may not change as much as the
object. An example of this happening would be a small change in the lighting conditions
immediately around, but not including, the object being ranked. This larger r value will
make it difficult to find the object in the second image while a smaller r would have
worked better.
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Simulations were also run to determine what areas of the image generated the
most accurate correlations. According to our findings, pixels within the rank radii of the
edge of an object had the best matches over those of a pixel within a homogeneous
region. The areas with the lowest error corresponded to the corners of the image. As can
be clearly shown in Figure 5-5, the areas with homogenous regions of color and intensity
have larger errors and the corresponding pixels in the second image that are found by
using the minimum SAD are wrong. In order to find the displacement from one image to
another, we simply subtracted the x position of the pixel in the second image from the x
position of the pixel in the first image. The simulations also found that for images
coming in at frame rate, the displacement usually occurred within three pixels of the
original position at a normal moving speed. This leads to selecting a symmetrical s of 3.
Some results of simulating the UV following another vehicle are shown in Figure
5-6. Each pair of images represents a different frame from a video sequence captured
using the CMOS camera used by the UV. This simulation was done in MATLAB. The
original image and the ranked image are shown side by side. The original images contain
the bounding box around the target being tracked. Every sixty-ninth frame is shown so
that six evenly spaced frames from the 345 captured frames can be shown. The ranked
images show a black border around the frames. This is because the rank transform is
performed on the center pixel of the neighborhood, and pixels within r pixels of a border
do not have a full neighborhood, their values would contain garbage information. The
MATLAB code can not go outside of the bounds of the array holding the information, so
these values are shown in black, meaning that they have a rank of 0.
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Figure 5-6. Original and ranked frames 1, 69, 138, 207, 276 and 345.
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6 Hardware Implementation

While the rank transform can be performed in software, a software
implementation can not generate the ranked frames quickly enough to be of use to the
UV as it moves. If the ranked frames are not available to be correlated every frame, then
features will move farther than expected, resulting in the UV losing track of those
features. Although it would be possible to increase s to compensate for this, the problem
would only be slightly alleviated, as a larger s increases the amount of time required to
find the correlation between frames. Similarly, correlating the frames to track features
requires several different loops covering the areas of both s and cor.

A hardware

implementation that matches quickly can perform several calculations at once and cuts
down on the number of loop iterations. For these reasons, a hardware implementation
that can run at frame rate is desired. This chapter describes the FPGA environment that
the hardware is implemented in, the peripheral cores that house the hardware
implementation, the design considerations and hardware implementations themselves,
and the software drivers used to interface with the pcores.

6.1

FPGA Environment and Vision System Architecture

This design has been implemented on the XUP V2P board [35]. The on-board
FPGA is a Virtex-II Pro XC2VP30 which contains 13,969 slices.
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The board also

contains a 256 MB DDR memory, as well as a serial port for communication and external
ports for other components, such as the CMOS camera. Our present design utilizes only
one of the two PowerPCs, leaving the other to perform computations for other algorithms
in our final system. The XUP board has been placed on a Stampede RC truck and
connected to its servos in order to provide a platform to test the algorithms and the
implementation.
As explained in Section 3.1, two buses are instantiated in the design in order to
connect different hardware modules and the processor.

Because the PLB connects

directly to the PowerPC processor and runs at the fastest speed, it is used to connect the
camera core and the vision processing core. The OPB is generally slower and, without
direct access to the PowerPCs, is not a good fit for the hardware pcores and is not used to
connect the pcores to the system. A diagram depicting the hardware cores and how they
interrelate is shown in Figure 6-1.

Figure 6-1. Vision processing architecture.

Intensity information is acquired by the camera and captured by the camera
interface pcore. The original image is captured and its corresponding ranked image is
50

generated by the camera interface core and sent to the DDR to be saved for future
processing.

The vision processing engine takes this information and performs the

correlation between frames, providing the software with the dx and dy changes of the
object being tracked from one frame to the next. Finally, the DAC generator parses the
original image and sends it to the DAC, which then sends the information on to the video
transmitter. Although the DAC generator is a key piece of this process, the pcore was
developed by Zhaoyi Wei of the Robotic Vision Lab of Brigham Young University and is
not discussed in this thesis [6]. Because of the time required to capture the frame, output
it through the DAC generator, and then receive and display it in the base station, there is
a three frame delay.
The slice count, BRAM usage, and PLB usage of these two components is shown
in Table 6-1. Because these components do not fully use the capacity of the XUP board,
other components are included to control the vehicle, making this an ideal platform for
development purposes. The fact that the camera utilizes 26.4% of the PLB’s bandwidth
shows how much data needs to be moved in order to capture frames and perform the rank
transform on them. If this had to be done in software, it would be much more difficult to
meet the 30 frames per second that allow the vision guidance to be done in real time.

Table 6-1. System utilization for the Camera and Vision Processing pcores.
Pcore
Camera
Vision Processing

Slice
3275
2500

%
23
18
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BRAM
22
4

%
16
2

PLB usage %
26.4
0.00004

It should be noted that a master pcore on the PLB bus utilizes 1800 slices in order
to perform as a master on the bus. For this reason, it is recommended to add components
to these existing cores rather than creating new cores to perform either inline or offline
algorithms for the system.

6.2

The Camera Interface Pcore

This section describes the camera interface pcore. This core collects data from
the camera and then uses it to capture the original frame and create a corresponding
ranked frame. The data path of the pcore is shown in Figure 6-2. The input from the
camera is fed into the frame sync core, which is responsible for capturing the pixel
information from the camera as it comes in.

Frame
Sync

Original
Frame
FIFO

Rank
Transform
Rank
Frame
FIFO

PLB Bus
Figure 6-2. Camera core data flow.
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Because the camera operates at 27MHz and the pcore operates at 100MHz, the
camera information is available far longer than necessary. The pcore can not grab
information on every one of its own clock cycles. In order to synchronize the clocks, the
camera’s clock is fed into the frame sync and the frame sync clocks the data into a
register when it detects a rising edge on the camera’s clock. Because both the camera
and the DAC use the YUV format, both bytes of information available from the camera
need to be captured. The frame sync buffers both the Y – intensity – and the CbCr –
chrominance – bytes together and outputs them once the buffer is full, along with a valid
signal, enabling the next stages to use the information. The pixel is now independent of
the camera clock and can be used by the rest of the pcore.
The original frame is captured by the Original Frame FIFO (OF-FIFO) and stored
until there is enough information to burst sixteen eight-byte words.

This FIFO has a

two-byte input and stores the information in eight-byte words. Sixteen is the maximum
amount of words that can be burst over the PLB in a single burst operation. Since each
pixel is two bytes, this corresponds to four pixels per word and sixty-four pixels per
burst. Since there are 640 pixels in a row, there are ten bursts per row and 4800 bursts or
600kBs per frame. The PLB has a bandwidth of 100MB/s, and transferring a single
original frame accounts for 0.58% of the total usage of the PLB’s bandwidth. At 30
frames per second, 17.6% of the total bandwidth of the bus is used to transfer the original
frames to the DDR memory. Once the information has been placed in the DDR, it
becomes available for the DAC hardware to output to the video transmitter and for the
vision processing engine to process.
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Unlike the OF-FIFO, the Rank Transform module uses only the intensity values
from the Frame Sync module. The maximum value of the rank is given in (5-2). Since
our selected r is 4, this gives a maximum value of 80. Although 80 can fit in 7 bits, we
use eight bits to store the final value, making it line up on the byte boundaries. Once the
rank has been calculated, it is stored in a FIFO similar to the OF-FIFO discussed above.
However, because of the size of the rank, the Rank FIFO (R-FIFO) has only a one-byte
input. A total of eight pixels are burst per word. This means that there are 128 pixels per
burst, five bursts per line, and 2400 bursts per frame. This accounts for 0.29% of the
total usage of the PLB’s bandwidth per frame or, when the camera runs at 30 frames per
second, for 8.8% of the total usage of the PLB’s bandwidth.
The camera core, as presented, allows for algorithms to be processed as the
camera core gathers pixels from the camera. This is vital because it allows for the
information to be done inline without having to access the frames from memory multiple
times. Only preprocessing algorithms that can be performed inline can be done in this
manner. For instance, our rank transform utilizes only a 9×9 area, we can safely perform
the rank transform as we go along, so long as we save the nine rows worth of data.
Correlation, on the other hand, requires that we have full access to the regions being
searched, and since we don’t necessarily know the sections being searched at first, we
have to store the entire frame. With the limited number of slices and BRAMs, this
becomes impossible to do in the FPGA fabric. This, in turn, requires us to store this
information in the DDR memory. Inline algorithms do not make extensive use of pixels
that can not be safely stored by the FPGA. By limiting ourselves to inline algorithms in
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the camera core, we can be assured that the camera core is only writing information out
and never reading it in, making it function more quickly and reliably.
Both the OF-FIFO and the Rank FIFO (R-FIFO) have ready-to-send signals that
go high as soon as there are sixteen elements inside the FIFO.

Because both are

connected to the PLB and each can have access to the PLB to write their information, a
control unit was written that handles requests on a first come, first serve basis. If the OFFIFO signals first, then its information is written to the PLB. If the R-FIFO signals just
after the OF-FIFO signals, then it waits its turn. Because it is much quicker to write to
the PLB than it is for the Frame Sync module to capture pixels, the FIFO empties itself
faster than it fills, allowing the R-FIFO to grab hold of the PLB as soon as the OF-FIFO
is done with it. In this manner, it would be possible to load many different inline
algorithms into the camera and allow them to write their data to different segments of
memory. Both the OF-FIFO and the R-FIFO have been sized to hold 1024 pixels worth
of information. Since the OF-FIFO begins requesting the PLB when it holds 64 pixels
worth of information and the R-FIFO begins requesting when it holds 128 pixels, the
chance of either FIFO overflowing is low.

6.3

Rank Transform

The rank transform was placed inline in the camera data path so that the ranked
frames will be available shortly after the original frames have been captured. The data
flow of the rank transform is shown in Figure 6-3. One difficulty of the transform is that
the number of rows required is proportional to the rank radius as shown,

Rows = 2r + 1.

(6-1)
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Out

Figure 6-3. Rank transform hardware data path.

As discussed in the previous chapter, any pixel within r pixels of the border of the
frame does not have enough of a neighborhood to perform the rank transform on.
Because we know that the only time the pixels in the row are valid is when the frame
valid signal from the camera is active, we reset the rank transform module whenever the
frame valid signal is low. This keeps the values going into the rank calculate module at
zero for those elements that have not been written to yet. This stops previous values from
adjusting the rank values for the pixels around the borders of the frame. This also keeps
us from complicating the hardware by keeping track of what pixel is being ranked at any
given time.
Each row needed for calculation must be stored until it is ready to use. As
discussed in the previous section, simulation results showed that an r of 4 allows for
features to be tracked, resulting in nine rows needing to be stored. The size of the frames
from the camera is 640×480, and each pixel is composed of sixteen bits. The camera
outputs in YUV format and the camera interface circuit stores all of the components in
memory. The Y component is separated and stored for the rank transform, meaning only
eight of the sixteen bits needs to be stored, requiring a total of 8×640×9 = 46,080 bits. A
significant overhead would result if the bits were stored in the DDR memory of the XUP
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board and not on the chip.

This would result in more of the PLB bandwidth being used,

limiting the number of things that can be done by the system and the ability to generate
the ranked frames at frame rate. Storing the pixels in slices would require that 46,080
bits of information would consume over 206,496 slices to hold all nine rows worth of
information. This is roughly fifteen times the total capacity of the XUP board. For these
reasons, the block RAMs (BRAMs) that are in the FPGA chip were used to store the
rows. A BRAM FIFO is combined with nine eight-bit shift registers to store each row.
A block diagram showing all nine rows is shown in Figure 6-4. The nine shift registers
allow nine pixels to be output from each row at a time to the Rank Calculate module.
This requires nine BRAMs and eighty-one shift registers. The fifth register in the fifth
row is the pixel being ranked and the other eighty registers contain the neighborhoods
around that pixel.
The eighty-one shift registers, in turn, are loaded into the calculation unit. A data
valid signal is generated each time the rows are shifted, activating the calculation unit.
The calculation unit consists of four pipelined stages shown in Figure 6-5. The first
stage, the brightness matrix, calculates how many of the pixels are darker than the pixel
being ranked. It does this by performing a subtraction of a given pixel from the center
pixel. The sign bit from each of the eighty subtractions is stored in the corresponding
location of the brightness matrix. The second stage counts the number of lower intensity
pixels found in each row. The third stage sums the rows in sets of three, making three
subtotals. The fourth stage combines all three subtotals into the rank of the pixel. The
reason that multiple stages are used is that the number of additions required to sum all of
the values requires more time than is available in a single clock cycle when running at
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100 Mega Hertz. The results of the calculation unit range from zero to eighty as shown
in (5-2) and are loaded into the rank FIFO, ready to be sent to memory and utilized by the
correlation module. A diagram giving an example of calculating the rank of a pixel is
shown in Figure 6-5. The rank values are then passed back to the Camera Pcore and
loaded into the R-FIFO for storage in the DDR memory.

Figure 6-4. Rank transform module capturing rows

Figure 6-5. Calculating a pixel’s rank.
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6.4

Vision Processing Pcore

This section describes the correlation process in the vision processing pcore.
Because the correlation of images can not be performed inline easily, it is necessary to
place the correlation module in its own separate pcore. Although only a specific region
needs to be searched from image to image, it is difficult, if not impossible, to know where
in the image this region is until the actual correlation is needed. The user has to provide
the pcore with the location to be searched. Due to the limitations in storing a frame in the
FPGA fabric, the DDR is the only place that can accurately store the frames until they are

dx, dy

frame

needed. The data flow for the vision processing core is shown in Figure 6-6.

Figure 6-6. Vision Processing Pcore data flow.

The inputs and the outputs of Figure 6-6 are tied to the PLB, and access to the
PLB is controlled by a control unit. When a go command is detected by the pcore, a
control unit first grabs an 8×5 block of memory from the previous frame based on the x
and y locations supplied by the software. The address is calculated according to (6-2) for
the first row, incrementing the y value after each burst. Because the DDR is word
aligned, it is impossible to capture the exact block of memory. Instead, the DDR returns
the word that the pixel is found in. An example of grabbing the target from the previous
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frame is shown in Figure 6-7. The previous frame is shown on the left, while the area
surrounding the target has been enlarged in the remaining pictures. The top left image
shows the relationship between word boundaries of the DDR and the pixels. The top
right image shows a pixel that has become the target. The bottom left image shows the
line holding the target pixel. The bottom right image shows the entire block of memory
used for the previous image by the correlation hardware. The implementation does not
care which of the eight bytes represents the actual target, so long as the target is found
within the word.

address = base _ address + (640 × y ) + x .

Image with word boundaries

(6-2)

Target selected

Previous frame

Target line

Target block

Figure 6-7. Aligning the target with the DDR memory

Once the previous memory is grabbed from the DDR, the control unit repeats the
process, capturing a 24×11 block of memory for the current frame. This block will
contain the desired pixel within the searchable area given by s. The control unit uses
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(6-2) again, using the current memory base address instead of the previous memory base
address, to calculate the address needed. It also follows the same limitations as the
previous memory in that it must perform word-aligned bursts from the DDR. These
bursts include the words before and after the word containing the desired pixel to ensure
that both a positive and negative s are included in the correlation. After the correlation
unit returns a dx, dy pair, the Vision Processing Pcore stores this pair until the software
retrieves it.

6.5

Correlation

The correlation module was placed inside the vision processing pcore. The
simulations discussed in Chapter 5 have shown that an s of 3 and a cor of 2 are sufficient
to track features at frame rate for an r of 4. Slower camera speeds necessitate increasing
s and cor, which results in an increase in hardware size. The size of the previous window
being matched is 8×5 bytes, and it is checked against the current window which is 14×11
bytes. Because of the necessity to operate within word boundaries, the Vision Processing
Pcore grabs a 24×11 region, but because of s is 3, not all of the region’s pixels are used.
Because each row can be accessed independently, the range of dy is -3 to +3, as expected.
Achieving a dx of -3 to +3 requires that the original comparisons take place over words,
requiring that the information from the current word is preshifted. Doing this places dx =
0 and dy = 0 of the 8×5 block in the center of the 24×11 block, as shown in Figure 6-8,
where the red region corresponds to a dx and dy both equal to 0, the blue region
corresponds to the searchable region, and the grey region corresponds to the pixels
outside of the searchable region.
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Figure 6-8. Searchable region for correlation module.

By leaving these extra bytes in the process, dx can be changed by lowering the
amount of the current row preshifted, allowing for a larger value of s in the horizontal
direction. A change in dy would necessitate adding more rows to both the previous and
current memory buffers.

This could change the timing of the module, making it more

difficult to perform the correlation. The data flow of the correlation module is also
shown in Figure 6-9.

Each row calculation runs in parallel, allowing for faster

processing. A slight delay between the beginning of each row is used to allow each unit
exclusive access to the memories that are storing the search window data.

Figure 6-9. Correlation hardware data path
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The correlation takes place by storing one line of the previous image and one line
of the current image in registers in each of the correlation modules. The current register
is preshifted so that the first eight bytes corresponding to a dx of -3. A three stage
pipeline is used to calculate the dx, dy pair. The first stage calculates the absolute
difference for each of the eight bytes. The second stage sums four differences together,
generating two values, one for each set of four. The final stage calculates the total
difference. This process is shown in Figure 6-10. Two sums are calculated for the same
reason that three were needed in the rank transform. One clock cycle is not enough time
to sum the eight absolute differences.

Figure 6-10. Example of calculating correlation for dx = -3 and dy = 2.
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Figure 6-11. Example of calculating correlation for dx = -2 and dy = 2.

Once the SAD values are calculated, they are compared to the current minimum
value and, if smaller, the current minimum is set to the SAD value and the corresponding
dx and dy values associated with this change are updated. After the correlation module
calculates the minimum SAD value for the row, it proceeds to the next row until it has
checked all seven rows in its search radius. After the minimum SAD values of all five
correlation modules have been calculated, their corresponding dx and dy values are
averaged together in the averager unit to make a final output. This information is then
passed back out to the vision processing core.
The averager unit is not the ideal solution for the correlation hardware. By
averaging each of the five correlation modules together, the templates being matched are
8×1 instead of 8×5. An 8×1 template is more likely to perform a mismatch, particularly
for regions that are mostly homogeneous. If the main feature being tracked is the edge of
the target and the regions on either side of the edge are mostly homogeneous, then there
is an increased chance that a mismatch will take place. An 8×5 block would provide
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more differences to be found in the horizontal direction, making it less likely that
mismatches will occur.

If the averager unit were to be replaced with a unit that

accumulated the difference for each dx, dy pair, the minimum SAD value of the entire
correlation hardware could be calculated by finding the dx, dy pair with the smallest SAD
value. This value would then be output to the Vision Processing Pcore.

6.6

Pcore Drivers

Because the actual control of the UV is handled in software, software drivers have
been provided to communicate with and use these pcores. These drivers are made to
abstract the level of detail necessary to communicate with the cameras. The FPGA uses
memory mapped components, making it possible to access each component based on
addresses that are generated by the tools. These addresses, called base addresses, are
stored in a header file that the control code has access to.
Several different drivers for the camera core exist, allowing the control code to
specify the use of the cameras. The first set of drivers contains code to read and write to
the software registers on the CMOS camera, allowing the code to set the size of the
frames as well as the mode of the camera to either YUV or RGB mode. The code can
also turn off gamma correction, white balance, and sharpening, if desired. For our
purposes, the camera must output YUV format or the rank transform will not perform as
expected.
Another set of drivers sends the command to begin capturing the frame. The
driver requires the address where the original and rank frames are to be stored. This way,
the rank frames of consecutive images can be saved in multiple places. A single address
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for the original frame is sufficient to allow the DAC generator to output the frames as
they were captured. Three addresses are required for the rank transform to ensure that the
current and previous frames are not written over while they are being used by the
correlation module. A final driver prevents deadlock by testing the core and determining
if it is currently busy, keeping the pcore from being given a second start capture signal
before the previous signal has been utilized. If a second go signal were to be sent, the
control unit of the camera core becomes deadlocked, waiting for the PLB that it has put
into deadlock.
The vision processing core does not have a physical device, so it does not have
any drivers to set software registers.

The only drivers necessary to use the vision

processing core are a driver to start the core, a driver to determine the status of the core,
and a driver to retrieve the dx and dy output from the core. To begin the correlation core,
both the previous address and the current address need to be sent to the core, along with
the x and y values of the target. Once the core has begun working, a second go signal
would be ignored but will cause problems with the control unit that monitors the PLB as
discussed above in the camera core drivers. For this reason, a driver that returns the
status of the core has been provided, allowing the code to wait until the core has finished
before beginning another correlation.
Finally, a final driver returns the dx and dy values from the core. Because the
core does not maintain an internal register with the x and y values, these values must be
stored by the software and updated using these values. Both dx and dy can be packed in
to a single byte, making the retrieval process over the PLB much simpler. The software
is responsible to parse this information, retrieving the two values separately and updating
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its x and y values accordingly. The output can also be used in the control of the UV as
required by the user.
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7 Target Tracking Application

The previous chapter described the hardware implementation of the rank
transform and a correlation module that can track features from one frame to another.
This chapter presents a hardware and software application that makes use of this
information to follow another RC vehicle as it travels down a hallway. This object
tracking algorithm was selected to demonstrate the feature tracking capabilities of the
hardware. Although many different algorithms could have been used to demonstrate
feature tracking, the ability to watch a target move around the screen and have the
hardware identify it successfully demonstrates the ability to track features from image to
image.

7.1

Testing Environment

The SAVI system was tested in the hallways just outside the Robotic Vision Lab
of Brigham Young University. A separate RC truck was used as the target to be tracked.
The hallways used are eight feet wide and are roughly rectangular in shape as shown in
Figure 7-1. Because of the width of the hallway, it was possible to test following a
vehicle going around a corner as well as a vehicle weaving around the hallways.
Although the hallways were lit with artificial lighting, there were sufficient areas where

69

lights were not functioning at all or were functioning intermittently. This allowed SAVI
to track the preceding vehicle through varying lighting conditions.

Figure 7-1. Hallways used to test SAVI

7.2

Performance

Another Stampede RC truck is used to provide the vehicle being tracked. This
RC is driven by another user so that the path can be planned as the vehicle moves. In this
way, it becomes easier to verify if SAVI is guiding the vehicle correctly because the path
it is following is known at run time. Because SAVI requires that the user provide the
location of the RC truck to be tracked, the user provides the pixel coordinates of the
object to be tracked via the GUI discussed in Section 3.3 and then triggers the feature
tracking process by selecting the go command on the GUI. Once running, the FPGA’s
PowerPC updates the x and y pixel coordinate from frame to frame based on the
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correlation module’s output. It then draws a box around the target which allows the user
to verify that it was tracking the target correctly. Figure 7-2 shows the results of tracking
a feature on a truck in an image sequence. The white box shows the updated features as
they are tracked from frame to frame while the white arrows point at these boxes.

Figure 7-2. Outputs from the SAVI GUI

It is interesting to note that the target window moves from frame to frame, starting
at the middle of the vehicle but eventually moving to the left side of the vehicle as the
tracking progressed. This is mostly due to the inability of the rank transform to handle
homogeneous regions such as the back of the vehicle correctly. The target window does
not move as readily as the vehicle it is following, and the homogeneous nature of the
vehicle allows it to match itself more closely to an area with a dx value closer to 0.
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Because of this, it will stay closer to the center of the image as the vehicle moves farther
to the right or left of the image. Figure 7-2 clearly shows that the window moves to
follow the truck, but its exact horizontal location in relation to the truck is not the same
from frame to frame. If the target window were in a less homogeneous region, the target
window would maintain a more exact horizontal location. This can be shown by the
vertical location of the window. It is always at the bottom of the homogeneous region of
the target vehicle. In order to compensate for the homogenous region, a limited fiduciary
– a marking used as a reference point – would be required that would provide a sharp
contrast between itself and the homogenous region of the vehicle.

7.3

System Capacity

The XUP board and daughter board consume a total of 1150 milliamps at 8.2
volts during normal execution. This would allow a 3600 milliamp-hour 8.2 volt battery
to run for approximately 3 hours before needing to be recharged, providing adequate time
for the UV to complete reasonable autonomous missions. A separate battery must be
provided to the RC component of the vehicle and the daughterboard is designed so that
the speed controller of the RC is electrically separate from the rest of the system. If this
were not done, it would be possible for spikes generated from the speed controller during
acceleration of the vehicle to cause noise in the other components on the board. For
instance, a sudden acceleration may cause a minor spike that causes the pixel data from
the camera to become corrupted.
The total number of slices used by each component of SAVI is shown in Table
7-1. It is interesting to note that only 78% of the FPGA is being utilized, making it easier
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to place and route the components in the fabric. Once the hardware begins to fill a
majority of the FPGA fabric, the routing becomes much more difficult and it would be
time to consider a different FPGA chip with more slices on it.

Table 7-1. System Utilization of the XUP Board
Pcore
Jtag controller
Reset block
PLB
OPB
PLB2OPB
Serial UART
DDR
PLB BRAM controller
PLB BRAM
Interrupt Controller
PLB Camera
Encoder
Wireless UART
Pulse Width Modulator
DAC Generator
I2C Interface
Vision Processor
Total

73

Slices
1
32
563
71
529
51
1028
191
0
88
3275
67
54
174
1722
30
2500
10376

%
0
0
4
0
3
0
7
1
0
0
23
0
0
1
12
0
18
78

BRAMs
0
0
0
0
0
0
0
0
64
0
22
0
0
0
4
0
4
94

%
0
0
0
0
0
0
0
0
47
0
16
0
0
0
2
0
2
73
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8 Conclusion

This thesis has presented the SAVI architecture as a means to guide a vision
guided small semi-autonomous unmanned vehicle. It has done this by first providing the
motivation for why such an architecture is required and then describing the architecture
in high level detail. A test platform was then described, followed by the algorithms that
can be used to track features from one image frame to another.

The hardware

implementation of these algorithms was then described in detail and the test application
used to demonstrate the hardware implementations was given. This demonstration shows
that unmanned vehicles can make good use of these algorithms to follow another vehicle
as it moves throughout the world.
Rank transform provides a stable means of negating the effects of varying lighting
conditions in an image. Rank transform provides images that seem to be segregated
similar to the way our eyes view objects. Edges of objects stand out brighter against the
area around them, making them easier to find between images. Depending on the rank
radius chosen, a ranked image can provide a high level of confidence in the correlation
process.

Correlating ranked images will always prove to be more valuable than

correlating intensity images, provided that the rank radius is neither too high nor too low.
As with standard correlation, it is easier to correlate a corner or an edge than it is to
correlate a homogenous region.
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This thesis has also shown that a simple minimum sum of absolute difference
performs correlation adequately in real time. Although the average results might be
better if a minimum sum of squared differences criteria were used, the complexity of
calculating these differences outweighs the advantages gained by using them as it
requires both more area and more time to calculate. As it is, the vision processing pcore
is small enough that multiple pcores can be included in the design at the same time,
allowing for multiple targets to be tracked using the same ranked image.
The performance of the SAVI system has successfully demonstrated in that it can
provide information that can be used to guide a small, semi-autonomous UV as it follows
another, similar vehicle. By extrapolating the algorithms used in this application, it
becomes possible to perform other tasks, such as moving towards an object identified in
the scene or to perform surveillance tasks and monitor the activity in an area. The one
drawback of this particular architecture is that only one target can be tracked at a time by
the vision processing pcore and it would require more correlation modules in order to
track multiple targets.
The biggest drawback of the SAVI system at the present time is the architecture
of the current correlator module. Because each line of the target is treated separately and
then averaged together, the target may be lost as it moves farther away from the UV. By
removing the average from the system, the correlation module will become more robust.
In addition to this, the block size of the target is limiting in that only an 8×5 region can be
matched. As the UV draws closer to the target, the targets relative size in the image
becomes larger. If the target window can not also increase, then it becomes difficult to
match features of the target as they grow outside the window. For this reason, the
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correlator module will be implemented with a customizable target window. The module
will use more of the PLB in order to do so, but the ability to more robustly track the
target offsets the increase in utilization. In addition, because of the nature of the moving
target, it becomes possible to lose the original target as it moves across the scene. In
addition to correlating between consecutive frames, the correlator module will maintain
the original target window captured and will correlate the current frame and the original
frame. This will keep the target closer to the original position by ensuring that the
original target is still being tracked.
There are a number of applications that would further the use of SAVI in
providing visual based guidance to small UVs. Algorithms that could benefit the SAVI
system include the ability to avoid obstacles between the UV and the target as they
appear in the image, the ability to identify likely targets to track, to recognize objects in
the image that the user is interested in, and determining the distance of the UV from the
objects in the image. Each of these algorithms can be divided into components that are
inline with the camera core and components that are offline. If these components are
added to the existing pcores, namely the camera core and the vision processing core, the
overhead of using the PLB can be kept to a minimum.
Many of these algorithms can make use of the rank transform, but some of them
might require other algorithms that reduce noise levels.

The census transform, in

particular, functions similarly to the rank transform, but where the rank transform holds a
single value representing how many pixels each pixel is brighter than from the
neighborhood, the census of a pixel maintains the positioning of the pixels in the
neighborhood. This would require the use of more storage information as a bit would be
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required for each pixel in the neighborhood. Knowing which pixels were darker than the
censused pixel would provide for an even more robust method of correlating images.
This is because the background will remain relatively darker or brighter than the
foreground so long as nothing drastic happened to the lighting in the image. Since the
neighborhood will remain relatively the same from frame to frame, the correlation
between successive images becomes more stable and robust. The tradeoff between size
and time would have to be made in order for there to be enough bandwidth on the PLB to
allow for the census information to be written to the DDR.
In addition to these vision processing algorithms, it would be helpful to include
some form of stochastic processing to enable the vehicle to predict where the target will
move to. The main benefit provided by stochastic processes is the ability to define a
likely place for the target to move to. Having such a prediction could help narrow down
the possible places that the target could move to, eliminating the need to perform
extensive searches for the target. An additional benefit of such algorithms would allow
the UV to track the target as it passes behind obstacles in the way, allowing it to follow
for longer periods of time.

Utilizing fuzzy logic controllers would provide similar

benefits.
The test platforms for SAVI should also be expanded to include more than the
UGV test platform presented in this paper. A UAV would provide for a good test of the
robustness of the correlation module in the vision processing pcore because UAVs are
inherently less stable than ground vehicles, requiring a larger s value to accurately track
the objects. A UWV would provide more of a stable platform, but would allow for more
freedom of movement than the UGV, providing for the ability to test other control
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algorithms. Different vision algorithms can also be developed on these platforms, such
as image stabilization, that are not necessary for UGVs. Because the XUP board is large,
heavy, and power hungry, it can not be used in many of these UV types. For instance, the
weight of the XUP board prohibits it from being used in small UAVs. The Helios board,
on the other hand, is small and light enough to be used on a UAV, allowing us to test
SAVI on these vehicles.

In order to move SAVI to the Helios board, the FIFO

components of the pcores would have to be reconfigured.

These components are

configured according to the chip family they are used on and are not portable between
chip families.
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