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Supervisor: Laxminarayan L Raja
The development of a Magneto-hydrodynamics (MHD) numerical tool
to study high density thermal plasmas in plasma acceleration devices is pre-
sented. The MHD governing equations represent eight conservation equations
for the evolution of density, momentum, energy and induced magnetic elds
in a plasma. A matrix-free implicit method is developed to solve these conser-
vation equations within the framework of an unstructured grid nite volume
formulation. The analytic form of the convective ux Jacobian is derived for
general unstructured grids. A Lower Upper Symmetric Gauss Seidel (LU-
SGS) technique is developed as part of the implicit scheme. A coloring based
algorithm for parallelization of this technique is also presented and its com-
putational eciency is compared with a global matrix solve technique that
uses the GMRES (Generalized Minimum Residual) algorithm available in the
PETSc (Portable Extensible Toolkit for Scientic computation) libraries. The
verication cases used for this study are the MHD shock tube problem in one,
two and three dimensions, the oblique shock and the Hartmann ow problem.
It is seen that the matrix free method is comparatively faster and shows excel-
lent scaling on multiple cores compared to the global matrix solve technique.
vii
The numerical model was thus veried against the above mentioned standard
test cases and two application problems were studied. These include the sim-
ulation of plasma deagration phenomenon in a coaxial plasma accelerator
and a novel high speed ow control device called the Rail Plasma Actuator
(RailPAc).
Experimental studies on coaxial plasma accelerators have revealed two
dierent modes of operation based on the delay between gas loading and dis-
charge ignition. Longer delays lead to the detonation or the snowplow mode
while shorter delays lead to the relatively ecient stationary or deagration
mode. One of the theories that explain the two dierent modes is based on
plasma resistivity. A numerical modeling study is presented here in the con-
text of a coaxial plasma accelerator and the eect of plasma resistivity is dealt
with in detail. The simulated results pertaining to axial distribution of ra-
dial currents are compared with experimental measurements which show good
agreement with each other. The simulations show that magnetic eld diusion
is dominant at lower conductivities which tend to form a stationary region of
high current density close to the inlet end of the device. Higher conductivities
led to the formation of propagating current sheet like features due to greater
convection of magnetic eld. This study also validates the theory behind the
two modes of operation based on plasma resistivity.
The RailPAc (Rail Plasma Actuator) is a novel ow control device
that uses the magnetic Lorentz forces for uid ow actuation at atmospheric
pressures. Experimental studies reveal actuation 10-100 m/s can be achieved
with this device which is much larger than conventional electro-hydrodynamic
viii
(EHD) force based plasma actuators. A magneto-hydrodynamics simulation
study of this device is presented. The model is further developed to incorporate
applied electric and magnetic elds seen in this device. The snowplow model
which is typically used for studying pulsed plasma thrusters is used to predict
the arc velocities which agrees well with experimental measurements. Two
dimensional simulations were performed to study the eect of Lorentz forcing
and heating eects on uid ow actuation. Actuation on the order of 100
m/s is attained at the head of the current sheet due to the eect of Lorentz
forcing alone. The inclusion of heating eects led to isotropic blast wave like
actuation which is detrimental to the performance of RailPAc. This study also
revealed the deciencies of a single uid model and a more accurate multi-uid
approach is proposed for future work.
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Chapter 1
Introduction
Plasma state is often referred to as the fourth state of matter and
constitutes more than 99% of the visible universe. They can be classied
into two dierent types - thermal and non-thermal plasmas. Thermal plasmas
are characterized by a single temperature for all the species present including
electrons, and are generally in a state of Local Thermodynamic Equilibrium
(LTE). On the other hand, non-thermal or \cold" plasmas exhibit a large
disparity in species temperatures. Typically the electrons are at temperatures
 1-10 eV while the heavy species (ions, neutrals and excited species) are
close to room temperature  0.025 eV. Discharges at lower pressures (0.1-
100 Pa) tend to be non-thermal in nature, whereas at pressures  1 kPa
the plasma becomes highly collisional. The much lower energy transfer mean
free paths at higher pressures, lead to equalization of temperature among
the heavy species and electrons and subsequent thermalization of the plasma.
This phenomenon can be easily seen from gure 1.1 which plots electron and
heavy species temperatures for varying pressures. Non-thermal plasmas are
typically used in low power applications such as lamps [5], ozone generators [6]
and semiconductor fabrication devices [7] while thermal plasmas are employed
in high power applications such as nuclear fusion [8, 9] and electric propulsion
1
Figure 1.1: Variation of electron and heavy species temperature in
a plasma with varying thermodynamic pressures [1]
[10{12] devices.
The physics of thermal plasmas can be aptly described by the resistive
magneto-hydrodynamics (MHD) equations. These equations can be derived
assuming the plasma is a single quasi-neutral electrically conducting uid char-
acterized by a single temperature based on the LTE assumption. It is also
assumed that the bulk uid motion time scales are much larger compared to
collisional and plasma oscillation time scales (inverse of plasma frequency).
This assumption leads to an important result in MHD - the magnitude of
displacement currents are much smaller than conduction currents. In essence,
these equations reduce to the compressible Navier-Stokes equations for the
evolution of the ow eld coupled to the Maxwell's equations for electromag-
netics. The two dierent sets of equations are tightly coupled. The uid
momentum equation involves the ~J ~B momentum forcing term ( ~J is the cur-
rent density and ~B is the magnetic eld) while the energy equation contains
volumetric source terms resulting from electric elds (Ohmic heating). The
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terms involving current density in the Maxwell's equations also depend on the
uid parameters through a modied Ohm's law. Further details regarding the
derivation of these equations are described in chapter 2. The numerical solu-
tion to the MHD equations have been used to understand fusion plasmas [13],
astrophysical plasmas [14] and high temperature thermal plasmas in electric
propulsion devices [15].
1.1 Literature review
A brief review of thermal plasma analysis using magnetohydrodynamics
equations and the numerical techniques used to solve them are presented in
this section.
1.1.1 MHD models of thermal plasmas
The use of magneto-hydrodynamic eects has been proposed for sev-
eral ow control applications in the realm of hypersonic aerodynamics, shock
boundary layer interaction and boundary layer separation control. The appli-
cation of electromagnetic eects in hypersonic aerodynamics was rst proposed
by Resler and Sears [16] in the late 1950s. The motivation for this eort was
to control shock stand o distance and heat transfer rates in hypersonic ows
typically observed in atmospheric re-entry ows. The strong bow shock at
high Mach number regimes in these situations results in the excitation of in-
ternal energy modes, dissociation and subsequent ionization of the gas. The
conductivity of the ionized gas is observed to be on the order of 100 S/m
which can be controlled by the application of external magnetic elds. An
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in-depth understanding of the underlying physics in this problem requires the
treatment of the strong coupling between the high speed uid dynamics, elec-
tromagnetics and chemistry which becomes extremely complicated. Shang et
al. [17, 18] performed numerical studies on hypersonic blunt body ow con-
trol using applied magnetic elds. An ideal MHD model was used in these
simulations where the electrical conductivity of the plasma is assumed to be
innite resulting in the simplication of the MHD governing equations. For
this idealization, the induced magnetic eld is only convected by the uid ow
and the diusive eects due to nite conductivity are assumed to be zero. The
simulations revealed an increase in the shock stand o distance for a Mach 16
ow over a hemispherical body, which has been conrmed by experiments [19].
Recently, magneto-hydrodynamic ow actuators have been shown to be
eective in the control of shock boundary layer interaction and boundary layer
separation control [20{25]. These discharges, also referred to as \snowplow"
surface discharges or gliding arcs, are characterized by a plasma column ignited
between parallel rail electrodes that propagates in the stream-wise direction by
virtue of magnetic Lorentz forces, thereby transferring momentum to the bulk
uid ow. Numerical modeling of such devices have been performed using the
full Navier-Stokes equations including turbulence models with energy and mo-
mentum source terms that depend on the electromagnetics [24]. These source
terms are obtained by describing the plasma parameters through phenomeno-
logical models. Macheret et al. [23] also developed an analytical model for the
moving plasma column using force balance equations for ions and electrons
perpendicular and along the plasma column.
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Electric propulsion devices such as pulsed plasma thrusters (PPT)[26],
Magneto plasmadynamic thruster (MPDT) [10] and Hall thrusters [11] use the
magnetic Lorentz force to accelerate charged particles in a plasma to very high
velocities, unattainable by conventional chemical propulsion devices. These
devices such as pulsed plasma thrusters commonly operate in a so called snow-
plow mode where the discharge is conned to a luminous region in the form
of a current sheet that propagates from the upstream to the downstream end
of the device by the action of Lorentz forces. Analytical models such as the
mass-slug and the snowplow model have been developed to study the motion
of the moving front [27]. Both these models are essentially force balance equa-
tions for the moving current sheet. The mass-slug model treats the current
sheet like an impermeable piston while the snowplow model assumes it to be
a porous piston that entrains neutral gas in front of it thus accounting for the
drag caused by mass increase. Thermal plasmas in such devices have also been
studied using the resistive MHD equations which includes diusive eects due
to plasma conductivity, unlike ideal MHD. Sankaran et al. [15] developed a
resistive MHD model to simulate the plasma in an MPD thruster. Parameters
such as axial velocity and current densities were validated against experimen-
tal data. MHD simulation tools such as MACH (Multi-grid Arbitrary Com-
putational Hydromagnetic) code [28{30] have also been used to study electric
propulsion devices such as MPD thrusters [31] and magnetic nozzle ows [32].
Cassibry et al. [33, 34] studied the current sheet dynamics in coaxial plasma
thrusters using the MACH code and found qualitative agreement with exper-
imental measurements regarding current sheet distribution and magnetic eld
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strengths.
Thermal plasmas in plasma torches have been employed in several ap-
plications that include metal welding and cutting, plasma spraying, waste
treatment as well as in the synthesis of ne particles [1, 35]. These devices
typically operate at atmospheric pressures in the power range of 10 to 100
kW. The arc plasma tends to be in a state of near LTE conditions with tem-
peratures  1 eV in the bulk, but non-equilibrium eects dominate in the
regions close to the bounding surfaces where thermal conduction losses are
high. Numerical modeling of such devices is challenging due to several eects
that include chemical non-equilibrium eects, electromagnetics, radiation and
turbulent uid ow. Thermal plasmas in plasma torches have been studied
using the incompressible Navier-Stokes equations with Lorentz forcing ( ~J ~B)
and Joule heating source terms [36{39]. The incompressible ow assumption
is valid in these situations because of high acoustic speeds at typical operating
temperatures which in turn leads to a low Mach number ow. For instance,
Trelles et al. [38] studied direct current (DC) arc plasma torches using the
source term based approach with a magnetic vector potential formulation for
the Maxwell's equations. Qualitative agreement with experiments with re-
gard to arc reattachment process was obtained but a non-equilibrium model
is necessary for capturing the arc dynamics accurately.
Plasmas in high energy applications such as nuclear fusion devices like
tokomaks [40], spheromaks [41] and Dense Plasma Focus (DPF) devices [42{
44] have been successfully simulated using the resistive MHD equations. Local
thermodynamic equilibrium assumption may not be valid here, but the use of
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ideal MHD equations can give valuable insights about several instabilities in
these devices. Non-linear MHD eects such as formation of magnetic islands
and magnetic reconnection can lead to cross eld transport and instabilities
that diminish the performance of these devices. The NIMROD (Non-ideal
Magnetohydrodynamics with Rotation - Open Discussion) code developed by
Glasser et al. [13] has been used to simulate the instabilities that arise in
the poloidal plane of the tokomak using a two uid resistive MHD model.
Stepneiwski et al. [43] used a resistive MHD model based on momentum and
energy source terms to simulate the discharge in a DPF device. There was
qualitative agreement with respect to the pinching eects at the exit, observed
in experiments.
Astrophysical phenomenon such as solar wind interaction with the
earth's magnetosphere [45], accretion disks [46] and astrophysical jets [47]
have been simulated using the MHD governing equations. Watanabe et al.
[45] studied interaction of solar wind with the earth's magnetic eld using
three dimensional ideal MHD simulations. The MHD model used was able to
capture the magnetosphere formation and magneto-hydrodynamic bow shock
on the solar side of the earth. Toth et al. [48] have developed a high per-
formance space weather modeling tool for predicting solar wind interactions
which are critical for satellite communications and successful spacecraft mis-
sions. Ideal MHD is a reasonable simplication in astrophysical problems due
to extremely large length scales resulting in magnetic convection dominated
ows as opposed to resistive diusion. The large magnetic Reynolds numbers
can also lead to MHD turbulence [49], much like turbulent phenomenon in u-
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ids, due to large ow Reynolds numbers. MHD turbulence has been simulated
through techniques such as Large Eddy Simulations (LES) [50] and spectral
methods [51] much like strategies used in turbulent uid ow simulations [52].
High energy phenomenon in astrophysics can lead to extremely high velocities
and interactions between electromagnetic and gravitational elds. Relativis-
tic MHD models [53{55] are used to study such phenomenon that occur in
supernovae collapse, pulsars and astrophysical jets. ATHENA [56] is an open
source astrophysical relativistic MHD code that has been used to study the
interstellar medium, star formation, and accretion ow problems. Anisotropic
transport in magnetized astrophysical plasmas and magneto-thermal instabil-
ities [57] have been simulated using this code.
1.1.2 Numerical methods for solving MHD equations
Finite volume formulations to solve the MHD equations have been suc-
cessfully used predominantly on structured grids using explicit methods such
as Runge Kutta schemes [45, 58{63]. The explicit schemes are restricted by
the fast plasma wave transit time scales which can severely increase compu-
tational costs for steady state problems. The time step restrictions are more
severe for low conductivity cases such as high pressure arc plasmas at rela-
tively lower temperatures. Magnetic diusion time scales for low conductivity
plasmas are extremely small. In such situations the low magnetic Reynold's
number approximation [64] is used where the Lorentz force and Joule heating
terms are treated as source terms as opposed to the magnetic pressure based
formulation used at high magnetic Reynold's numbers . An implicit treatment
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of the hyperbolic and parabolic terms can potentially help in the seamless cap-
ture of both high and low Reynold's number physics observed in MHD. Semi-
implicit numerical methods have been widely used to solve the compressible
Navier-Stokes equations which are essentially a subset of the MHD governing
equations. The ux Jacobian for the hyperbolic terms has been analytically
derived [65] for unstructured grids which can be used in a linear system solve
at each time step. The semi-implicit scheme developed by Jones et al. [66]
for the MHD governing equations is similar to implicit methods used for com-
pressible Navier-Stokes equations. This method was formulated for structured
grids. Fully implicit techniques have also been implemented in the context of
MHD but they tend to become expensive for large three dimensional problems
[67{69].
Spatial discretization techniques for calculating hyperbolic uxes in the
context of MHD governing equations are similar to schemes used by the Navier-
Stokes community. The schemes are modied to account for the various wave
speeds that arise in MHD as opposed to just acoustic speeds in gas dynam-
ics systems. The ux splitting methods such as Advection Upwind Splitting
Method (AUSM) [70] and Van Leer splitting [71] techniques commonly used
for discretization of inviscid terms in the compressible Navier-Stokes equa-
tions require the homogeneity property [72] to be satised which is not the
case in MHD equations. Therefore, ux dierence techniques using approxi-
mate Riemann solvers such as modied Roe scheme [4], Lax Friedrich's method
[73] and HLL (Harten Lax Van Leer) [74{76] scheme are commonly used for
discretization of hyperbolic ux in nite volume MHD simulations. Higher
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order methods using Total Variation Diminishing (TVD) schemes [77] have
also been formulated and found to give stable and accurate solutions for three
dimensional MHD problems predominantly on structured grids.
Satisfying the divergence free constraint for magnetic eld (~r: ~B = 0)
has been a challenging task in general three dimensional MHD simulations.
This constraint is imposed while deriving the MHD equations and is never
solved as a separate equation. The numerical discretization errors give rise to
nite divergence of magnetic eld in the domain creating numerical instabilities
and regions with negative pressures [74, 78]. There are several methods used
for divergence cleaning in MHD simulations [79{82]. The elliptic divergence
cleaning technique [83], similar to projection methods used in incompressible
Navier-Stokes equations [84, 85], have been used here. The magnetic eld is
corrected at the end of every time step by solving a Poisson equation with the
divergence of uncorrected eld as the source term. Other techniques such as
the Powell formulation [80] or the one by Dedner et al. [81] use a hyperbolic
divergence cleaning scheme where errors in divergence of magnetic eld are
convected out of the computational domain at nite wave speeds. For instance,
in the Powell formulation, the terms that involve the divergence of magnetic
eld are not ignored during the derivation of the governing equations and are
used as source terms in the nite volume scheme. An algebraic simplication
of the governing equations results in a hyperbolic equation for the divergence
of magnetic eld. Therefore, divergence free boundary conditions will ensure
mitigation of errors within the domain.
Finite dierence approaches were one of the earliest techniques used
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in MHD simulations where higher order methods such as Weighted Non-
Oscillatory (WENO) schemes were also formulated [79, 86{88]. The non-
conservative nature of these methods can potentially inuence truncation er-
rors in divergence free constraint for high speed ows [79]. These methods
are prevalent in the study of MHD turbulence using Direct Numerical Simula-
tions (DNS) [89] or Large Eddy Simulations (LES) [90, 91]. Standard schemes,
typically used in turbulent hydrodynamic ows, such as second order accurate
central schemes on staggered grids or a combination of second and fourth order
schemes have been used in simulating MHD turbulence. Accurate methods to
ensure conservation are seen to be important for extension of these techniques
to electromagnetics equations [92].
Other numerical techniques such as nite element [93, 94] and discon-
tinuous Galerkin methods [95] have also been used to solve the resistive MHD
equations. Sovinec et al. [93] developed a higher order nite element method
to solve the nonlinear MHD equations using a semi-implicit leapfrog method
where electromagnetic eld variables are advanced at half-integer time indices.
The code was used to simulate tearing mode evolution in a tokomak. War-
burton et al. [95] developed a discontinuous Galerkin method for the resistive
MHD equations on general three dimensional mixed unstructured grids with
explicit time integration. Higher order accuracy was obtained with the use of
orthogonal spectral basis on polymorphic domains.
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1.2 Objectives
The principal objective of this research is to develop a high delity
magneto-hydrodynamics simulation tool to study thermal plasmas in plasma
acceleration devices. Two such devices will be studied. One of them is the
plasma deagration phenomenon in a coaxial plasma accelerator and the other
is a magneto-hydrodynamic ow control device which we refer to as the Rail
Plasma Actuator (RailPAc)
1.2.1 Plasma deagration in coaxial plasma accelerator
Pulsed coaxial plasma accelerators have been employed in several appli-
cations such as in space propulsion [12], as a neutron source for nuclear fusion
(Dense Plasma Focus [8]) and in materials processing [96]. Experimental stud-
ies on co-axial plasma accelerators [2] have revealed two modes of operation
based on the delay between gas loading and discharge ignition. It has been ob-
served that larger delay led to the plasma detonation or snowplow mode where
a luminous current sheet propagates from the breech to the muzzle. On the
other hand, shorter delay times led to a relatively diuse, plasma deagration
mode where the input gas is continuously processed and accelerated to high
velocities. It was also observed that the deagration mode gave rise to higher
particle energies at the muzzle for lower applied voltages. The physics of the
discharge as well as the pinching eects at the muzzle pertaining to this mode
of operation has remained relatively unexplored. The plasma in the coaxial
plasma accelerator falls under the regime of a thermal plasma with a high
degree of ionization which can be studied using the resistive MHD equations.
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1.2.2 Rail Plasma Actuator
Flow control using plasma actuators have been currently realized using
discharge devices such as Dielectric Barrier Discharges (DBD) [97], nanosecond
pulsed plasmas [98] and though Direct Current (DC) discharges [99]. These
devices have been successfully employed in controlling boundary layer sepa-
ration in external ows typically over airfoils. One of the main limitations of
these devices is the inability to provide eective actuation at high Reynolds
numbers due to low induced velocities. These devices are typically non equi-
librium weakly ionized plasmas and rely either on the electro-hydrodynamic
(EHD) force or thermalization of energetic ions (ion Joule heating) to pro-
vide actuation. The EHD force depends on the charge imbalance and electric
eld which is dominant only in the plasma sheath. The sheaths tend to be
a very small region close to the wall and therefore the actuation tends to be
restricted to a small volume. Another approach would be to use a highly con-
ducting thermal plasma and rely on the magnetic Lorentz force ( ~J  ~B) to
deliver the momentum surplus to the bulk ow. This idea has been used in
several other applications such as space propulsion devices [12].For instance, in
a parallel plate pulsed plasma thruster, a discharge is ignited between two long
parallel electrodes which induces an out of plane magnetic eld. The ~J  ~B
force thus propels the high density plasma along the length of the electrodes.
A ow control device that uses such a concept has been proposed by our re-
search group and is being investigated experimentally. The work reported in
this dissertation is a modeling eort that coordinates with this project.
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1.3 Contributions
The contributions of this research are as follows:
 Development of a resistive magneto-hydrodynamics model
{ Implementation of stable convective ux schemes based on approx-
imate Riemann solvers from literature.
{ Formulation of a semi-implicit scheme including derivation of an an-
alytic ux Jacobian and implementation of the Lower Upper Sym-
metric Gauss Seidel (LU-SGS) method to solve the resulting linear
system
{ Parallelization of the code using domain decomposition and imple-
mentation of a highly scalable grid coloring based algorithm for the
LU-SGS technique.
 Development of a model based physical understanding of coaxial plasma
accelerator and its deagration mode of operation
 Simulation study of the proposed novel ow control device (RailPAc) at
atmospheric pressure.
Prior to the MHD research work, a previous research project on modeling of
microdischarges (during the years 2009-2011) is also described in chapter 8
including:
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 One dimensional simulation study of gas temperature eects in microm-
eter length scale Dielectric Barrier Discharges (DBD). The results have
been published in ref. [100].
 Multidimensional simulation study of micro-cavity discharges as a micro-
propulsion device. The results have been published ref. [101, 102].
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Chapter 2
Governing equations
The derivation of the MHD governing equations using the magnetic
pressure formulation is presented in this chapter. The electromagnetics and
uid physics equations are combined together to give rise to a coupled set of
eight conservation equations.
2.1 Assumptions
The assumptions made while deriving the MHD governing equations
are as follows.
 The plasma is assumed to be a single quasi-neutral electrically conduct-
ing uid.
 Local Thermodynamic Equilibrium (LTE) is assumed. The plasma is
suciently collisional to be characterized by a single temperature for all
species.
 The bulk uid motion time scales are assumed to be much larger than
collisional (reciprocal of collision frequency) and plasma oscillation (re-
ciprocal of plasma frequency) time scales.
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 The displacement currents are assumed to be much smaller than con-
duction currents in the plasma due to large characteristic time scales of
the plasma ow.
 The modied Ohms law ~J = ( ~E+~V  ~B) is used here assuming the Hall
eect terms are neglected. This can be done if the collision frequencies
are much larger than cyclotron frequencies.
 The conducting uid is assumed to be suciently collisional that the
transport properties are taken as scalars, i.e. cross B-eld and Hall
eects are ignored.
2.2 Validity of LTE assumption
The conditions for a steady state, optically thin plasma, to be in a state
of LTE are as shown below. These assumptions are enlisted in the text book
on thermal plasmas by Boulos et al. [1].
 All the species in the plasma must have a Maxwellian velocity distribu-
tion function.
 The heavy species and electrons are in kinetic equilibrium. This implies,
the translational temperatures of all the heavy species are equal to the
electron temperature.
 Excited state population in dierent energy levels should have a Boltz-
mann distribution.
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 There is ionization equilibrium where the rate of ionization will equal
the rate of recombination reactions.
Sucient collisionality in the plasma will ensure the above conditions
to be true. Specic case of kinetic equilibrium can be analysed as follows. For
a typical plasma initiated by an electric discharge, the electrons are accelerated
by the electric eld. These electrons undergo collisions with the heavy species
and transfer energy through elastic collisions. A simple balance of electron
Joule heating and elastic collision loss (Eq. 2.1) can be used to obtain an
estimate of the dierence between electron and heavy species temperatures.
~Je: ~E =
3
2
kBne(Te   Tg)2me
mh
 (2.1)
Here, Je represents the electron current density and ~E is the electric
eld. The right hand side of Eq. 2.1 represents the energy gained by the
heavy species through elastic collisions with electrons. Here Te is the electron
temperature, Tg is the gas temperature, me is mass of an electron, mh is the
mass of a heavy species atom,  is the electron heavy species collision frequency
and ne is the electron number density. The electron current density, Je, can
be written in terms of mobility e as shown in Eq. 2.2.
~Je =  eene ~E = e
2ne
me
~E (2.2)
An expression for the dierence between the electron and heavy species
temperature can be obtained by substituting the above in Eq. 2.1. This is
given in Eq. 2.3.
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Te   Tg
Te
=
mh
24me

eE
kBTe
2
(2.3)
Here,  is the mean free path associated with electron heavy species
collisions given by Eq. 2.4. ve represents the average thermal speed of elec-
trons.
 =
ve

ve =
r
8kBTe
me
(2.4)
From Eq. 2.3, it is seen that the dierence in the electron and heavy
species temperature depends directly on the product of the electric eld and
mean free path. The mean free path varies as the reciprocal of thermodynamic
pressure and hence the ratio of electric eld to pressure (E
p
) becomes an im-
portant parameter that determines kinetic equilibrium. Substituting typical
values for a high-intensity argon arc plasma [103] (E = 1700 V=m,  = 1 m,
mh=me = 7 104 and Te = 2 eV ), the LHS of Eq. 2.3 works out to be about
0.6 %.
Serious deviations from LTE is seen close to the bounding walls and
electrodes of a thermal plasma where the heat loss through thermal conduction
and radiation is high. These fringe regions near the surface have thickness on
the order of thermal diusion length scale. The LTE assumption tends to
be a good engineering approximation, if the size of the bulk plasma is large
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compared to the fringe regions and helps in the simplication of the governing
equations.
2.3 Governing equations
The resistive magneto-hydrodynamics equations can be written out as
the compressible Navier-Stokes equations with magnetic Lorentz force and
Joule heating source terms in the momentum and energy equations respec-
tively. This is shown in Eqs. 2.5, 2.6 and 2.7. These equations can be derived
by adding up the mass, momentum and energy conservation equations for each
individual species in the plasma. The detailed derivation from rst principles
is given in ref. [104].
@
@t
+ ~r:(~V ) = 0 (2.5)
@~V
@t
+ ~r:(~V ~V ) =  ~rP + ( ~J  ~B) + ~r: (2.6)
@(Et)
@t
+ ~r:
h
(E + P ) ~V
i
=
~J: ~E + ~r:(k~rT ) + ~r:(:~V ) (2.7)
Here ; ~V ; ~B; ~E; ~J; and P represent the variables for density, velocity,
magnetic eld, electric eld, electrical current density and thermodynamic
pressure respectively. ; ~V ; and Et represent the conservative variables for
mass, momentum and energy per unit volume.  represents the viscous stress
tensor and k is the thermal conductivity. The total energy per unit volume
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can be written in terms of the thermodynamic pressure and kinetic energy as
shown in Eq. 2.8.
Et =
P
   1 +
1
2
jV j2 (2.8)
The viscous stress tensor  is as shown in Eq. 2.9 where  represents
the coecient of viscosity and ui (i = 1 to 3) represent the three components
of velocity.
ij = 

@ui
@xj
+
@uj
@xi

  2
3
@uk
@xk
ij (2.9)
In order to obtain the electromagnetic parameters in the above equa-
tions, one needs to use the Faraday's and Ampere's law from the Maxwell's
equations as shown in Eq. 2.10 and 2.11.
~r ~E =  @
~B
@t
(2.10)
~r ~B = 0 ~J (2.11)
The displacement current term is ignored in Eq. 2.11 as per the MHD
approximation. The equations are closed by the modied Ohm's law which
can be derived from the sum of all the species momentum equations multiplied
by their respective charges, as shown in Eq. 2.12.
~J = 

~E + ~V  ~B

(2.12)
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Here,  is the electrical conductivity and 0 is the magnetic permeabil-
ity of free space. The bulk uid velocity appears in the Ohm's law thereby
coupling the uid mechanics with the electromagnetics equations.
These equations can be further simplied by substituting for ~J from
Ampere's law (Eq. 2.11) into the momentum source term and the electric eld
from Ohm's law (Eq. 2.12) into the energy source term.
The momentum source term can be simplied using vector identities
and the divergence free constraint on magnetic eld (~r: ~B = 0) as shown below
in Eq. 2.13.
~J  ~B =
 
~r ~B
0
!
 ~B
~B  (~r ~B) = ~r

B2
2

  ( ~B:~r) ~B
( ~B:~r) ~B = ~r:( ~B ~B)  (~r: ~B) ~B = ~r:( ~B ~B)
~J  ~B =  ~r

B2
20

+ ~r:
 
~B ~B
0
!
(2.13)
The energy source term can be simplied as shown below. The vector
identity shown in Eq. 2.14 is also used here.
~r:(~P  ~Q) = ~Q:(~r ~P )  ~P :(~r ~Q) (2.14)
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~J: ~E =
 
~r ~B
0
!
: ~E (2.15) 
~r ~B
0
!
: ~E = ~r:
 
~B  ~E
0
!
+
~B
0
:

~r ~E

(2.16)
The rst term in Eq. 2.16 can be simplied by using the modied
Ohm's law as shown below.
~r:
 
~B  ~E
0
!
= ~r:
 
~B
0

 
~J

  ~U  ~B
!!
~r:
 
~B  ~E
0
!
=  ~r:
 
~J  ~B
0
!
  ~r:
 
~B
0


~U  ~B
!
(2.17)
~r:
 
~B  ~E
0
!
=  ~r:
 
~J  ~B
0
!
  ~r:
0@ jBj2
0
~U  

~U: ~B

~B
0
1A (2.18)
The second term in Eq. 2.16 can be simplied using Faraday's law to
yield the time derivative of magnetic pressure as shown below.
~B
0
:

~r ~E

=
~B
0
:  @
~B
@t
=   @
@t
 jBj2
20

(2.19)
The Joule heating can be expressed by using the simplied expressions
derived in 2.18 and 2.19 as shown in Eq. 2.20.
~J: ~E =   @
@t
 jBj2
20

  ~r:
0@ jBj2
0
~U  

~U: ~B

~B
0
1A  ~r: ~J  ~B
0
!
(2.20)
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The last term in Eq. 2.20 can be further simplied using vector identity
in Eq. 2.14 to the form shown in Eq. 2.21. This form is also used in the repre-
sentation of the energy source term in the literature [17, 18] but the divergence
form will be used here for ease of simplication into the nite volume method.
 ~r:
 
~J  ~B
0
!
=
jJ j2

 
~B
0
:~r

J


(2.21)
A convection-diusion equation for the evolution of magnetic eld can
be derived by combining the Faraday's and Ampere's law together. The vector
identity ~r (~P  ~Q) = ~r:( ~Q~P   ~P ~Q) is used here in the simplication.
@ ~B
@t
=  ~r ~E
~r ~E = ~r
 
~J

  ~V  ~B
!
@ ~B
@t
= ~r (~V  ~B)  ~r
 
~J

!
@ ~B
@t
= ~r:( ~B~V   ~V ~B)  ~r
 
~r ~B
0
!
 ~r
 
~r ~B
0
!
=
1
0
r2 ~B +
~r  ~J
2
(2.22)
The resistive MHD equations then reduce to 8 conservation equations
for mass, three momentas, three components of magnetic eld and energy as
shown in Eq. 2.23, 2.24, 2.25 and 2.26 [17].
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@
@t
+ ~r:(~V ) = 0 (2.23)
@~V
@t
+ ~r:(~V ~V   ~B ~B) =  ~r

P +
jBj2
20

+ ~r: (2.24)
@ ~B
@t
+ ~r:(~V ~B   ~B~V ) =  ~r
 
~r ~B
0
!
(2.25)
@Z
@t
+ ~r:
"
Z + P +
jBj2
20

~V  
~V : ~B
0
~B
#
=
~r:

k~rT

+ ~r:

:~V

  1
0
~r:
 
~J  ~B

!
(2.26)
The modied total energy per unit volume, Z, can be written in terms
of the thermodynamic pressure, kinetic energy and magnetic pressure as shown
in Eq. 2.27.
Z =
P
   1 +
1
2
jV j2 + jBj
2
20
(2.27)
25
Chapter 3
Numerical formulation
3.1 Non-dimensionalization of governing equations
The governing equations (Eqs. 2.23-2.26) are recast in non-dimensional
form with problem specic scales for length (ls), density (s) and velocity (vs).
Quantity Scaling
time ts = ls(vs)
 1
Thermodynamic pressure ps = sv
2
s
Temperature Ts = v
2
s(R)
 1
Magnetic eld Bs =
p
0sv2s
Current density Js = Bs(0ls)
 1
Coecient of viscosity s = svsls
Thermal conductivity ks = svslsR
Electrical conductivity s = (0vsls)
 1
Table 3.1: Scaling of variables
The scaling factors for other quantities are given in table 3.1. Note that
the scaling assumed for magnetic eld eliminates the occurrence of magnetic
permeability (0) in the non-dimensional governing equations. The tempera-
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ture and thermal conductivity scales depend on the gas constant and the spe-
cic heat ratio. Equations from this point on will be in the non-dimensional
form unless specied.
3.2 Finite volume formulation
The governing equations are essentially convection-diusion equations
which can be written out in conservation form as shown in Eq. 3.1.
@U
@t
+ ~r:~Finv = ~r:~Fdiff + S (3.1)
Here U is a vector of the 8 conservative variables corresponding to
mass, momentum, magnetic induction and energy given in Eq. 3.2. ~Finv is
the inviscid ux vector and ~Fdiff is the vector of diusive uxes as shown in
Eqs. 3.3 and 3.4 respectively. S denotes the volumetric source term which
consist of terms that arise due to gradients of plasma resistivity ( =  1) and
the terms that involve the divergence of magnetic eld as shown in Eq. 3.5.
The latter is associated with the mitigation of magnetic eld divergence in the
numerical calculation. In order to satisfy the divergence free constraint for
magnetic eld in the domain, Powell et al. [80] suggested a technique wherein
the divergence terms that arise during the derivation of the MHD equations
be retained and treated as source terms. Once this is done, manipulation of
the governing equations yields a pure convection equation for the divergence of
magnetic eld. Therefore, if a divergence free magnetic eld is specied at the
boundaries, the eld in the domain will remain solenoidal. Other divergence
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cleaning methods such as by Dedner et al. [81] and Balsara [82] can also be
used. The Powell formulation was chosen for this work due to the simplicity
of implementation and its direct extension to unstructured grids. The implicit
scheme formulated in this work treats the divergence terms explicitly and hence
any of the above mentioned divergence cleaning techniques may be used.
U =
26666666666666666664

u
v
w
Bx
By
Bz
Z
37777777777777777775
(3.2)
~Finv =
26666666666666666664
~V
u~V + Ptx^ Bx ~B
v~V + Pty^  By ~B
w~V + Ptz^  Bz ~B
Bx~V   u ~B
By~V   v ~B
Bz~V   w ~B
(Z + Pt)~V   (~V : ~B) ~B
37777777777777777775
(3.3)
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~Fdiff =
26666666666666666664
0
11x^+ 21y^ + 31z^
12x^+ 22y^ + 32z^
13x^+ 23y^ + 33z^
 ~rBx
~rBy
~rBz
k~rT + (:~V )  ( ~J  ~B)
37777777777777777775
(3.4)
S =  
26666666666666666664
0
0
0
0
(~r  ~J):x^
(~r  ~J):y^
(~r  ~J):z^
0
37777777777777777775
 

~r: ~B

26666666666666666664
0
Bx
By
Bz
u
v
w
(~V : ~B)
37777777777777777775
(3.5)
Ui
t

i +
NfX
j=1

~Finv:n^

ij
Aij =
NfX
j=1

~Fdiff :n^

ij
Aij + S 
i (3.6)
Ui = U
n+1
i  Uni (3.7)
Consider cell i as shown in gure 3.1 surrounded by four dierent cells
(j=1,2..4). The nite volume formulation applied to the governing equations
for this cell would give rise to Eq. 3.6. Here Ui represents the change in
29
cell i
cell j
Figure 3.1: Unstructured grid showing cell i surrounded by four
dierent cells
conservative variables between successive time levels n and n+ 1 as shown in
equation 3.7, t is the time step, 
i is the volume of cell i, Aij is the area of
the face f that separates cells i and j, n^ is the unit normal to the face directed
from cell i to cell j, and Nf is the number of faces surrounding cell i. The
basic technique to nd a steady state solution to Eq. 3.6 is through time
stepping. An implicit time stepping scheme can be formulated for each cell i
in an unstructured grid framework as shown below in Eq. 3.8.
U
t

i +
NfX
j=1

~Finv:n^
n+1
ij
Aij =
NfX
j=1

~Fdiff :n^
n+1
ij
Aij + S
n+1 
i (3.8)
3.3 Implicit treatment of inviscid ux
The subsequent linearization of the inviscid ux term from Eq. 3.8 for
a particular face f that separates cells i and j (Fig. 3.1) can be written as
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shown in Eq. 3.9. Note that the ux at the face that separates cells i and j
depend only on the values of conservative variables on its left and right cells.

~Finv:n^
n+1
ij
=

~Finv:n^
n
ij
+
0B@@

~Finv:n^

ij
@Ui
1CA
n
Ui
n+
0B@@

~Finv:n^

ij
@Uj
1CA
n
Uj
n
(3.9)
The terms on the right hand side of Eq. 3.9 involve the convective ux
Jacobians associated with each cell interface. One approach to calculating the
Jacobian is through a nite-dierence method which involves perturbing each
of the 8 conservative variables and calculating the change in the inviscid ux.
This is computationally expensive for large scale three dimensional MHD cal-
culations. An alternative technique is to derive the ux Jacobian analytically,
which is invariably much more accurate than the nite-dierence approach.
The inviscid ux at face f can be written as shown in Eq. 3.10. Here we use a
Lax Friedrich's method [105] for simplicity of calculation where (~Finv:n^)i and
(~Finv:n^)j represent the component of inviscid ux along the face normal com-
puted from cell center values of conservative variables, max is the fastest wave
speed which is the sum of the contravariant velocity and the fast plasma wave
speed at face f as shown in Eq. 3.11. max is also a function of the conservative
variables at cells i and j. The contravariant velocity ~V :n^, acoustic wave speed
a, magnitude of magnetic eld j ~Bj and its normal component Bn are obtained
as arithmetic averages of values from either cell.
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
~Finv:n^

ij
=

~Finv:n^

i
+

~Finv:n^

j
2
  jmaxj (Uj  Ui)
2
(3.10)
max(Ui;Uj) = j~V :n^j+
vuuuut12
0B@a2 + j ~Bj2

+
vuut a2 + j ~Bj2

!2
  4B
2
n

a2
1CA
(3.11)
0B@@

~Finv:n^

ij
@Ui
1CA = 1
2
0@@

~Finv:n^

i
@Ui
1A+ jmaxjI
2
(3.12)
0B@@

~Finv:n^

ij
@Uj
1CA = 1
2
0B@@

~Finv:n^

j
@Uj
1CA  jmaxjI
2
(3.13)
Equations 3.12 and 3.13 represent the Jacobian obtained from dieren-
tiation of numerical ux shown in Eq. 3.10. Note that max in equation 3.10 is
a function of the conservative variables at cells i and j and hence should also be
dierentiated further to obtain the true Jacobian associated with the numeri-
cal ux. It is assumed to be locally constant in this work. This approximation
can potentially restrict the maximum Courant number for stable calculations
as well as steady state convergence rates [106]. Other methods that can be
an improvement on the current strategy is to use dierentiable uxes such as
Osher ux [107] or automatic dierentiation of source code [108]. The above
equations are written for an interior face which has a left and a right cell
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adjacent to it. At boundary cells, only the diagonal contribution from Eq.
3.12 is used. The addition on the diagonal tends to stabilize the matrix solve
calculations. The Jacobian matrices in Eqs. 3.12 and 3.13 can be computed
by writing the cell center inviscid ux in terms of the conservative variables
U = [U0; U1; :::U7], such that the variables in the original governing equations
are dened in terms of the conservative variables as shown in Eq. 3.14.
u =
U1
U0
; v =
U2
U0
;w =
U3
U0
Pt = (   1)

U7   U
2
1 + U
2
2 + U
2
3
2U0

+
(2  )
2
 
U24 + U
2
5 + U
2
6

~V : ~B =
(U1U4 + U2U5 + U3U6)
U0
(3.14)
0 nx ny nz 0 0 0 0
1
2
1jV j2nx   uVn  2unx +Vn
 1vnx +
uny
 1wnx+
unz
 1Bxnx 
Bn
 2Bynx 
Bxny
 2Bznx 
Bxnz
1nx
1
2
1jV j2ny   vVn vnx  1uny
 2vny +
Vn
 1wny+
vnz
 Bynx  
2Bxny
 1Byny 
Bn
 2Bzny 
Bynz
1ny
1
2
1jV j2nz   wVn wnx  1unz
wny  
1vnz
 2wnz+
Vn
 Bznx  
2Bxnz
 Bzny  
2Bynz
 1Bznz 
Bn
1nz
  1

((Bxv  
uBy)ny + (Bxw  
uBz)nz)
  1

(Byny+
Bznz)
1

Bxny
1

Bxnz vny+wnz  uny  unz 0
  1

((Byu  
vBx)nx + (Byw  
vBz)nz)
1

Bynx
  1

(Bxnx+
Bznz)
1

Bynz  vnx unx+wnz  vnz 0
  1

((Bzu  
wBx)nx + (Bzv  
wBy)ny)
1

Bznx
1

Bzny
  1

(Bxnx+
Byny)
 wnx  wny unx+vny 0
( 1
2
1jV j2   1 (Z +
Pt))Vn +
1

(~V : ~B)Bn
 1uVn 
1

BxBn +
1

(Z +
Pt)nx
 1vVn  
1

ByBn +
1

(Z +
Pt)ny
 1wVn 
1

BzBn +
1

(Z +
Pt)nz
 2BxVn 
uBn  
(~V : ~B)nx
 2ByVn 
vBn  
(~V : ~B)ny
 2BzVn 
wBn  
(~V : ~B)nz
Vn
Table 3.2: Inviscid ux Jacobian in terms of primitive and conser-
vative variables
Substituting Eq. 3.14 into Eq. 3.3, we get the cell center inviscid ux
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Jacobian in terms of the primitive variables as shown in Table 3.2. Additional
variables used in the Jacobian matrix (Table 3.2) are given in Eq. 3.15.
Vn = unx + vny + wnz
Bn = Bxnx +Byny +Bznz
1 =    1; 2 = 2   2
(3.15)
where (nx; ny; nz) are the components of the unit normal vector to
the cell face. This matrix is similar to that derived by Brio et al. [4] for
the one dimensional case where the magnetic eld equation along the spatial
coordinate direction is neglected due to divergence free constraint. The matrix
in Table 3.2 recovers the one dimensional version if the face normal is assumed
to be along just one coordinate direction.
The Eigen values for the inviscid ux Jacobian was veried using sym-
bolic function evaluations in the software MATHEMATICA [109]. The Eigen
values are of the form (Vn   cf ; Vn   ; Vn   cs; 0; Vn; Vn + cs; Vn + ; Vn + cf )
where cs,  and cf are the wave speeds corresponding to slow plasma waves,
Alfven waves and fast plasma waves, as shown in Eq. 3.16.
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2 =
B2n

a2 =
P

2c2f = a
2 +
j ~Bj2

+
vuut a2 + j ~Bj2

!2
  4B
2
n

a2
2c2s = a
2 +
j ~Bj2

 
vuut a2 + j ~Bj2

!2
  4B
2
n

a2 (3.16)
3.3.1 Implicit treatment of diusion terms
The diusion ux in Eq. 3.4 consists of viscous terms, magnetic dif-
fusion as well thermal conduction terms. The gradients of the conservative
variables at the cell centres are computed using the Green Gauss reconstruc-
tion technique [110]. The gradient ~rUjij is computed at the interface between
any two cells i and j using the scheme proposed by Haselbacher et al. [111] as
shown below.
~rUjij = 1
2

~rUji + ~rUjj

(3.17)
~rUjij = ~rUjij  

~rUjij:d^ij

d^ij +
(Uj  Ui)
dij
d^ij (3.18)
~rUji and ~rUjj represent the gradient of conservative variables at the
cell centres of cells i and j. d^ij represents the unit vector along the line con-
necting the centroids of cells i and j. The implicit contribution of the diusion
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operator is the diagonal term that arises from the third term in Eq. 3.18. The
diusion velocity is added along with the spectral radius term while updating
the diagonal contribution at each cell. The diusion velocity at the interface
between cells i and j (Fig. 3.1) is given by vD =

dij
where dij is the distance
between the centroids of i and j and  is the diusion coecient as shown in
Eq. 3.19 for the dierent equations. vel, B and T are diusion coecients
for velocity, magnetic eld and energy respectively. Note that these coecients
are not scaled and Cp is the specic heat at constant pressure.
vel =


B =
1
0
T =
k
Cp
(3.19)
The implicit treatment of the magnetic diusion term is important for
simulations at higher resistivity due to extremely small magnetic diusion time
scales. The explicit treatment of these terms can lead to stringent time step
restrictions.
3.3.2 Matrix solution strategy
Equations 3.12 and 3.13 compute the face inviscid ux Jacobians in Eq.
3.9 as a function of neighboring cell center matrices. Substituting Eq. 3.9 into
Eq. 3.8 we get a linear equation with the change in the conservative variables
for each cell as the unknowns and the sum of all the known explicit terms
on the right hand side. In total we have N linear equations for N cells in an
unstructured grid. Note that each linear system associated with a cell consists
of eight equations corresponding to the eight dierent conservation equations.
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Therefore, the implicit algorithm will involve an 8N x 8N linear system solve
at each time step.
One approach to solving the linear system is to assemble a global sparse
matrix and solve the system using an iterative method such as GMRES (Gen-
eralized Minimum Residual) [112] with a pre-conditioning technique such as
block Jacobi. A parallel implementation of this technique is available in the
PETSc (Portable Extensible Toolkit for Scientic computation) libraries [113]
as one among many sparse linear solvers. The major disadvantage of this
technique is the memory cost associated with storing the sparse matrix and
the cost associated with storage for the iterative solution algorithm and also
the computational cost of time spent on evaluating the values in the global
matrix.
Another alternative is a matrix free method where the convective ux
Jacobian is not stored explicitly and a global matrix is never created. One of
the many matrix free technique known as the LU-SGS [114, 115] (Lower Upper
Symmetric Gauss Seidel) algorithm can be summarized as follows. The linear
system to be solved can be written as [A][X] = [B] where [A] is the global
matrix obtained from combining Eqs. 3.8 and 3.9, [X] is the solution vector
which represents the change in value of the conservative variables U and
[B] represents terms in the discrete equation that are treated explicitly. The
global matrix [A] can be written as a sum of a lower triangular [L] , diagonal
[D] and upper triangular matrix [U] (that is [A] = [L] + [D] + [U]) and the
linear equation can be cast into the form as shown below in Eq. 3.20. Note
that the left hand side of Eq. 3.20 simplies to give an approximation of the
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matrix as shown in Eq. 3.21.
([D] + [L]) [D] 1 ([D] + [U]) [X] = [B] + [L][D] 1[U][X] (3.20)
([D] + [L]) [D] 1 ([D] + [U]) = [L] + [D] + [U] + [L][D] 1[U]
= [A] + [L][D] 1[U] (3.21)
The above technique can be written as two steps - a forward sweep
and a backward sweep. The forward sweep corresponds to solving the sys-
tem, ([D] + [L]) [X] = [B], while the backward sweep solves the system,
([D] + [U]) [X] = [D][X], resulting in the approximate solution of the system
in Eq. 3.20 by neglecting the last term on the right hand side of the equation.
This term will typically be a small contribution for diagonally dominant sparse
matrices, but the approximate factorization due to neglect of this term can
severely aect steady state convergence rates compared to global matrix solve
method for low speed ows as will be seen in section 4.3 when discussing the
Hartmann ow problem. The forward and backward sweeps can be written
in discrete form for every cell i as a function of ux contributions from its
neighboring cells j as shown in the following Eqs. 3.22 and 3.23. Here n^ and
Af represents the unit normal and area magnitude of the face that separates
cell i and j. Ri represents the sum of all explicit terms for the cell i. [Di]
represents the local diagonal contribution to the global matrix at cell i.
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Ui = [Di]
 1
 
Ri  
X
j:j<i
1
2



~Finv:n^

j
  jmaxjUj

Af
!
(3.22)
Ui =
 
[X]i   [Di] 1
X
j:j>i
1
2



~Finv:n^

j
  jmaxjUj

Af
!
(3.23)
The value of the change in inviscid ux is computed as shown in Eq.
3.24 where [J] is the analytically derived convective ux Jacobian.


~Finv:n^

j
=

~Finv(Uj +Uj):n^

 

~Finv(Uj):n^

= [J]Uj (3.24)
3.4 Parallel implementation
The forward and backward sweeps described by Eq. 3.22 and 3.23, can-
not be parallelized because of the inherent dependencies. For instance, to nd
the value of [X]i+1 in the forward sweep, the updated value of [X]i is required.
The intuitive way of partitioning the mesh and distributing contiguous rows
to each processor will result in a sequence of blocking calculations where one
processor will have to wait until the one sharing its adjacent set of rows has
nished its work. The current implementation uses the structure of the global
matrix to create data parallelism. The entries in the global matrix are related
to the numerical stencil used in writing out the nite volume scheme, given
by Eq. 3.6. For a cell i (shown in Fig. 3.1), the entries in the global matrix
corresponds to only its neighbors. Therefore a coloring scheme similar to the
39
red- black Gauss Seidel technique [116] is used here. The only dierence here is
that there could more than just 2 colors required, so that no two adjacent cells
in the unstructured grid have the same color. The operations can then be vec-
torized by performing the Gauss-Seidel iterations for each color, one after the
other. This technique has been used previously in semi-implicit methods for
solving compressible Navier-Stokes equations on unstructured grids [117, 118].
3.4.1 Pre-processing of the unstructured grid
Figure 3.2: (a) Unstructured mesh with cells numbered from 0 to
7, (b) mesh after coloring is done (c) mesh is partitioned among 2
processors (d) partition boundary and the adjacent cells that live on
either processor.
The general algorithm that is followed to pre-process the mesh is as
follows. Fig. 3.2 shows the mesh pre-processing steps required for the coloring
algorithm. Fig. 3.2(a) shows the layout of a simple unstructured mesh with 8
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cells and Fig. 3.2(b) shows the same mesh after coloring is done. A total of
three colors numbered I to III is used in the coloring. A sequential algorithm
is used to assign colors to each cell [119], which in general leads to sub-optimal
coloring. This technique is of linear complexity with respect to the number of
cells. Fig. 3.2(c) shows the partitioned mesh on two processors, p 01 being the
partition boundary. Fig. 3.2(d) shows the partition boundary and the adjacent
cells from either processor. After the partitioning is done, one more step is
required to store the coloring scheme in the ghost cells for each processor. This
is achieved by creating two maps per partition boundary on each processor
that stores the coloring information corresponding to cells on either side of
each boundary face. The algorithm for pre-processing of the mesh is as shown
below.
1. Read mesh and create cell,face and node data structures
2. Assign color to each cell so that no adjacent
cell have the same color; do steps I,II
I. Create a graph with cells as vertices and edges
being their connectivity
II. Color the graph using a sequential coloring method
3. Partition the mesh
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4. Assign ghost color to each face on all partitions
do steps I, II
I. Get color of cell on the other side of a
partition boundary face
II. Assign ghost color at partition boundary
for each face
3.4.2 LU-SGS algorithm
Figure 3.3: (a) Global matrix for the example mesh shown in Fig.
3.2 and (b) Reordered global matrix with clustering of solution vector
[X] elements with same color. Note that the colored entries are also
distinguished by the font size.
Fig. 3.3(a) and 3.3(b) demonstrates the inherent data parallelism that
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can be formulated using the coloring algorithm. The global matrix for the
example mesh shown in Fig. 3.2 is depicted in Fig. 3.3(a).
Note that every element of matrix A is an 8 x 8 matrix corresponding
to the 8 conservation equations for mass, momentum, energy and induced
magnetic eld. Each element of the [X] vector is the tuple of the change in
the 8 conservative variables between successive time levels at each cell center.
The rows of the matrix represent the linear system associated with a particular
cell. The equations are ordered from cell 0 to cell 7. The potential non-zero
entries in the A matrix are marked by \x" with the color/font size associated
with the cell under consideration. Fig. 3.3(b) shows the same linear system
where the solution vector is reordered by grouping elements of the same color
together which results in the interchange of rows in the global matrix. The
forward sweep can now be performed on each color without dependencies.
For instance, all the blue colored elements in the solution vector [X] can be
computed using a vectorized operation because no element of the same color
exists on the left side of the diagonal. Similarly, the subsequent calculation
for the red elements would require only the updated values of blue elements
performed in the previous step. The backward sweep can also be done without
dependencies by reversing the order in which the colors are dealt with.
There are mainly four dierent steps involved in the LU-SGS technique.
First step is to compute the explicit ux terms which will constitute the [B]
vector in the linear system ([A][X] = [B]). The second step is to compute
[Di]
 1 associated with each cell. Note that [Di] is an 8 x 8 matrix that involves
the ux Jacobian at a given cell and the numerical dissipation term along with
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the time derivative term. The numerical dissipation contribution is an identity
matrix scaled by the spectral radius of the convective ux Jacobian (sum of
fast plasma wave speed and the uid speed). The inversion of matrix [Di]
is a time consuming process. Hence, the contribution of the spectral radius
and time derivative terms are only used to do this calculation as shown in Eq.
3.25. Here I represents an 8 x 8 identity matrix. The diusion velocities are
also added along with max at cell interfaces to stabilize the diusion terms.
[Di] =
24
i
t
+
NfX
j=1
max(Ui;Uj)Aij
35 I (3.25)
The third and the fourth steps are the forward and backward sweeps
respectively. The forward sweep is done one color after the other. The coloring
of the cells eliminates dependencies and can be easily vectorized, except at the
boundaries of each partition. The ghost values for conservative variables, U
and U have to be updated at partition boundaries for the color that is
already iterated. A special set of iterations at the partition boundary cells has
to be done by each processor using the updated values of conservative variables
across the boundary. For the example mesh shown in Fig. 3.2, while processor
0 performs the calculations for color II at the partition boundary, it needs the
values of conservative variables of cells in processor 1 that has a color I and
color III. This information is communicated by processor 1, which is stored as
values on a layer of ghost cells on processor 0. The backward sweep algorithm
is almost the same as the forward sweep except that the looping of the colors
is reversed. The updated value of U from the forward sweep is used for the
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backward sweep update.
3.5 Other numerical aspects
3.5.1 Dual-time implicit method
The semi-implicit method developed here is extremely dissipative for
large time steps resulting in large errors for a time accurate calculation. The
method developed works very well for steady-state problems where accuracy
in time is not required. To solve the equations accurately in time, a dual-
time algorithm [65] can be used to modify the existing implicit method. The
algorithm essentially consists of performing sub-iterations for every physical
time step. The original nite volume approximation given in Eq. 3.6 can be
written as shown below.
U
t

cell +R = 0 (3.26)
Here R represents the residual term which consists of the convective
and diusive uxes as well as the source term contributions. This equation
is inherently non-linear which requires either Newton's method or a time-
stepping method to solve it accurately in time. The time stepping method can
be used to let the second term in Eq. 3.27 go to zero at steady state. Here t
is referred to as the pseudo-time variable.
dU
dt

cell +

U
t

cell +R

= 0 (3.27)
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Therefore the time accurate calculation is reduced to solving a steady
state problem in t at each physical time step. The implicit method for Eq.
3.27 can be formulated as shown below. Here m denotes time level in pseudo-
time while n is the time level in actual physical time.
U
t

cell +

U
t

cell +R
m+1
= 0 (3.28)
Here,

U
t

cell +R
m+1
=
(Um+1  Un)
t

cell +R
m +
@R
@U
U (3.29)


cell

1
t
+
1
t

I +
@R
@U

U =
(Un  Um)
t
 Rm (3.30)
Note that U  Um+1 Um denotes the dierence in the conservative
variables between successive pseudo-time steps within a given physical time
step.
3.5.2 Higher order inviscid ux discretization
The semi-implicit method developed, assumed a simple Lax Friedrich's
formulation for the inviscid ux to obtain the linear operator. However the cal-
culation of the explicit term

~Finv:n^
n
ij
in Eq. 3.9 can be in principle, obtained
through any stable ux discretization and the implicit scheme is observed to be
stable. A higher order Lax Friedrich's scheme can be formulated by obtaining
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the gradients of the primitive variables within each cell and reconstructing a
higher order estimate for the left and right states across a face. This is shown
in Eq. 3.31 for cells i and j in Fig. 3.1 assuming the face normal is from i to j.

~Finv:n^

ij
=
~Finv (U
0
i) :n^+
~Finv
 
U0j

:n^
2
  jmaxj
 
U0j  U0i

2
(3.31)
Here U0i and U
0
j represent higher order estimates of the conservative
variables on the left and right sides of the face that separates cells i and j.
The values of the primitive variables W = [; u; v; w;Bx; By; Bz; P ] are rst
reconstructed at the face locations of each cell using their gradients as shown
below.
Wk
0 = Wk + ~rWk:~rif (k = 0; 1; 2; 3:::7) (3.32)
Eq. 3.32 represents the second-order estimate of Wk for the cell i. Here
~rif is the vector that connects the centroid of cell i with the centroid of face
that separates cells i and j. The higher order estimate for the conservative
variables is then obtained using these values. The gradients are calculated
using the Green Gauss gradient reconstruction technique [110]. The Barth
gradient limiter [120] was used to perform stable calculations using the above
method.
A modied E-CUSP (Convective Upwind Splitting) scheme [121] is also
implemented to obtain the inviscid ux. The E-CUSP scheme splits ~Finv
into convective and pressure ux terms. The convective term at the face is
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computed based on upwind direction while the pressure ux is weighted based
on fast magneto-sonic Mach number.
3.5.3 Boundary conditions
3.5.3.1 Inow and outow boundaries
Figure 3.4: An inow case where only one of the characteristics
come out of the computational domain at boundary face shown in
red
A characteristic based boundary condition is applied at both inow
and outow boundaries. Only a certain set of specied parameters are used
to nd the hyperbolic ux at inow boundaries depending on the number
of characteristics (Eigen values of the hyperbolic ux Jacobian) that go into
the computational domain. At inow boundaries, the pressure, temperature,
velocity and magnetic eld are specied. If the contravariant speed at the
inow face is greater than cf (fast magnetosonic wave speed), then all the
specied parameters are used. For a case (Figure 3.4) where the contravariant
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speed is less than cf and greater than  (Alfven wave speed), one of the
components of magnetic eld is interpolated from within the computational
domain. The rest of the primitive variables are obtained from user dened
values.
At outow boundaries, the pressure and two components of magnetic
eld are specied. Quantities are interpolated from within the computational
domain depending on the number of characteristics that go out of the compu-
tational domain.
3.5.3.2 Wall boundaries
Wall boundary
condition
Remark
Inviscid normal velocity Vn = 0
Viscous velocity ~V = 0
PEC normal magnetic eld Bn = 0
Dielectric
normal magnetic eld need not be zero, in-
terpolated from adjacent cell
Adiabatic normal gradient of temperature ~rT:n^ = 0
Fixed tempera-
ture
temperature at the boundary T = Twall
Table 3.3: Dierent types of wall boundary conditions used in the
model
The various wall boundary condition attributes used in the model are
shown in Table 3.3. Inviscid walls require the normal component of velocity
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to go to zero. Viscous wall boundaries require the velocity to vanish which
is accomplished through a ghost cell technique [65]. A ghost cell is assumed
next to the wall boundary face which has a velocity that is negative of that in
the adjacent cell in the domain. These boundaries also require a condition on
temperature. An Adiabatic wall condition assumes no thermal conduction ux
while a xed temperature wall assumes a Dirichlet condition for temperature.
The normal component of magnetic eld is assumed to be zero at PEC (Perfect
Electric Conductor) boundaries which imposes the null tangential electric eld
condition. The magnetic eld components are interpolated onto the boundary
face for a dielectric wall condition.
3.5.4 Real gas eects
A calorically perfect gas assumption was made in the derivation of
the governing equations in chapter 2 (Eq. 2.27) and in the ux Jacobian
used in the implicit operator. The use of a constant isentropic exponent ,
and an equation of state using a temperature independent gas constant R, is
not true in the case of a thermal plasma. Studies on isentropic exponent in
atomic plasmas such as argon plasma has revealed that it is a constant value
equal to 1.16 over ionization fractions between 5 and 80 percent [122]. This
value of  is used in the implicit operator for simulations with real gas eects
in application problems studied in chapters 5 and 6. An example where a
temperature dependent equation of state is necessary, is in the case of an air
plasma. Diatomic nitrogen in air starts dissociating at approximately 3000 K
and subsequent ionization of dissociated nitrogen becomes signicant between
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6000 and 7000 K [1]. The specic internal energy is also no longer a constant
with temperature because of other energy transfer modes such as dissociation
and ionization that come into picture.
In order to account for the variation in specic heat capacities, Eq. 2.27
is modied as shown in Eq. 3.33 where e is the specic internal energy which is
assumed to be a function of temperature (thermally perfect gas assumption).
The internal energy data for gases such as hydrogen and air are given in tabular
form in the textbook by Boulos et al. [1].
Z = e+
1
2
jV j2 + jBj
2
20
(3.33)
A look up table for specic internal energy is created for a wide range of
temperatures and the total uid energy is obtained at every time step. A linear
search technique is used to obtain the temperature corresponding to a given
internal energy for computing thermodynamic pressure after the conservative
variables are advanced after each time step. The specic internal energy is a
monotonically increasing function with respect to temperature, which allows
the use of a linear search technique.
To obtain pressure from density and temperature (obtained from spe-
cic internal energy) a Newton-Raphson method is used to solve the equation
of state. The gas constant is assumed to be a function of temperature obtained
from tabulated data in ref. [1]. An approximate polynomial t is obtained
for both hydrogen gas and air which are the gases used in the simulations of
co-axial plasma accelerator (chapter 5) and the rail plasma actuator (chapter
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6) respectively.
Eq. 3.34 shows the gas constant for hydrogen in J=kg=K with varying
temperature in kelvin. This is used in the simulation of deagration mode in
coaxial plasma accelerator (chapter 5).
R =
8>>>>>>>>><>>>>>>>>>:
4157:0 T  2369:28,
2:08e( 29)T 8   2:92e( 24)T 7 + 1:69e( 19)T 6
 5:13e( 15)T 5 + 8:84e( 11)T 4   8:54e( 7)T 3
+0:0043T 2   9:08T + 10479:78 T 2 (2369:28; 24900]
15960:0 T > 24900
(3.34)
Eq. 3.35 shows the gas constant for air as a function of temperature
in kelvin. This expression is used in the rail plasma actuator simulations in
chapter 6.
R =
8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
287:0 T  500:0,
 8:82e( 16)T 5 + 9:65e( 12)T 4   3:63e( 8)T 3
+5:99e( 5)T 2   0:043T + 295:43 T 2 (500:0; 4750]
 8:4e( 17)T 5 + 4:26e( 12)T 4   8:27e( 8)T 3
+0:00076T 2   3:31T + 5681:9 T 2 (4750:0; 14053:0]
 3:22e( 17)T 5 + 3:03e( 12)T 4   1:12e( 7)T 3
+0:002T 2   18:4T + 65184:08 T 2 (14053:0; 22000:0]
1120:9 T > 22000
(3.35)
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The transport properties such as viscosity, thermal conductivity and
electrical conductivity are also obtained as function of temperature using ap-
proximate polynomial ts from data given in ref. [1].
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Chapter 4
Code verication
The verication of the MHD numerical model is presented in this chap-
ter. The convective ux implementation is tested using the MHD shock tube
as well as the oblique shock test case. The non ideal MHD eects and viscous
implementation are veried through the Hartmann ow test case. The rate of
convergence for steady state problems as well as parallel performance of the
two implicit methods are also compared.
4.1 MHD shock tube
The MHD shock tube problem was rst studied by Brio and Wu [4]
and has been used extensively as a test case for the numerical discretization of
convection term in MHD codes. This case is used here, to verify the numerical
implementation discussed in chapter 3. Specically, the LU-SGS approach is
used here. The problem comprises of a one-dimensional magnetized plasma do-
main with a sharp discontinuity at a specied location and uniform conditions
otherwise, at time t = 0. The transient evolution of the plasma serves as a
verication benchmark. A nite domain from x = 0 to x = 1 (non-dim. units)
is modelled here with a uniform mesh of 1000 cells. Initial non-dimensional
values for pressure, density and magnetic eld are given in Eq. 4.1. The x-
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component of magnetic eld is a constant so as to satisfy the divergence free
constraint and is equal to 0.75.
P = 1 8x < 0:5
= 0:1 8x  0:5
 = 1 8x < 0:5
= 0:1 8x  0:5
By = 1:0 8x < 0:5
=  1:0 8x  0:5 (4.1)
Since the problem needs a time accurate solution a dual-time implicit
scheme with the LU-SGS technique was used. Sub-iterations were performed
for each time step until the residual reached a relative tolerance of 10 4. The
physical time step was set as 0.001. The fast plasma wave transit time (ra-
tio of mesh cell size to fast plasma wave speed) in each cell is calculated and
the minimum value among all the cells is used as the pseudo time step. The
Courant Friedrich Lewy (CFL) number was set to 100 for the dual-time it-
erations performed in each time step. Typically about 15-20 sub-iterations
were required per time step to reach the tolerance value. Figure 4.1 shows
the density solution at time t=0.1. The explicit part of the inviscid ux was
determined using the E-CUSP scheme. The second-order spatial accuracy was
achieved using the method described in section 3.5.2.
From Fig. 4.1 it is clear that the present solutions agree well with the
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Figure 4.1: (a) 1st-order and (b) 2nd-order solution for density at
time t = 0:1 using dual time implicit LU-SGS method compared with
Brio-Wu solution on a one-dimensional mesh.
benchmark Brio-Wu solution with higher accuracy achieved with the second-
order spatially accurate scheme. The technique is able to capture accurately
the shocks and the expansion waves brought about by the slow and fast plasma
waves, respectively. The contact and slow compound waves are also captured
without much dissipation in the second-order solution despite the large CFL
number used in the implicit calculation. We note that the benchmark Brio-
Wu solution was computed using a second-order Roe scheme. A discussion of
the various features that appear in the MHD shock tube and the non-convex
nature of the MHD equations appears in appendix A.
The same MHD shock-tube problem is studied in two-dimensional pla-
nar coordinate system as shown in Fig. 4.2. The symmetry boundary condi-
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Figure 4.2: (a) Computational mesh consisting of 16,000 triangular
elements along with domain decomposition, (b) coloring scheme used
for the calculation, (c) closer view of the mesh with coloring infor-
mation (d) density solution extracted along center line through the
axis at t=0.1. The solution was computed using dual time implicit
LU-SGS method.
tion is imposed at the top and bottom boundaries to specify a one-dimensional
problem on the two-dimensional domain. An unstructured grid consisting of
about 16,000 triangular elements was used for this calculation as shown Fig.
4.2(a). The simulation was performed using 8 processors with the domain de-
composition done using the PMETIS libraries [123]. The partitioning is done
in such a way that the number of cells in each domain is the same thereby
ensuring load balance. The partition boundaries are shown in Fig. 4.2(a). The
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coloring of the unstructured grid required four colors as shown in Fig. 4.2(b).
A closer view of the mesh along with the coloring information is shown in
4.2(c). The solution extracted along a horizontal line midway between the top
and bottom boundaries at time t = 0:1 is shown in Fig. 4.2(d). The present
solution agrees well with the Brio-Wu solution thereby verifying the numerical
implementation of the MHD governing equations with the LU-SGS technique.
Time integration method CFL number CPU time (s)
Euler Explicit 0:8 59
4th order RK(Runge-Kutta) 1:0 211
LU-SGS (tol. 10 2) 100 57
LU-SGS (tol. 10 4) 100 111
PETSc GMRES (tol. 10 2) 100 190
PETSc GMRES (tol. 10 4) 100 367
Table 4.1: CPU time comparison of explicit and implicit techniques
for the two dimensional MHD shock tube problem on 8 processors.
 indicates CFL number used in dual-time iterations
Table 4.1 shows the wall clock times associated with dierent time
integration methods used to solve the two dimensional MHD shock tube. The
conditions and spatial discretization schemes used were exactly the same for
each of the methods. The implicit methods using LU-SGS and GMRES were
done using the dual-time algorithm unlike the Euler explicit and Runge-Kutta
methods. The associated relative tolerance for dual-time convergence is also
varied for the two implicit methods. It is seen that the Euler explicit and
the LU-SGS method with a tolerance of 10 2 were the fastest. The implicit
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methods tend to take longer for larger relative tolerances. Implicit methods
by themselves yield very dissipative solutions for high CFL numbers. The
use of a dual-time algorithm is crucial to obtain time accurate solutions using
the implicit methods. Tolerance of 10 2 was seen to be sucient here to get
solutions as accurate as the explicit methods.
Figure 4.3: (a) Unstructured grid, partition boundaries and density
solution at t=0.1 (b) Spanwise averaged density solution on an XY
plane through the center compared with the Brio Wu solution. The
simulation was done using dual time implicit LU-SGS method.
To assess the performance of the spatial discretization as well as the
time implicit technique developed, the MHD shock tube test case is done in a
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three-dimensional unstructured grid as shown in Fig. 4.3(a). The grid consists
of about 185,000 hexahedrons, not necessarily rectangular in shape, with grid
clustering towards the middle so as to resolve the complex wave structures
that evolve until a nal time t = 0:1. The simulation is performed on 48 cores
and the partition boundaries are shown in Fig. 4.3(a).
The CFL and tolerance parameters used were the same as the one-
dimensional MHD shock tube test case. About 50 iterations were required
to reach the specied residual tolerance of 10 4 in a physical time step. The
spatial discretization scheme used is a second-order E-CUSP scheme. The
density solution is shown in Fig. 4.3(a) and the spanwise averaged solution on
an XY plane through the center is shown in Fig. 4.3(b). The solutions agree
well with the Brio-Wu solution.
4.2 MHD oblique shock problem
Figure 4.4: (a) Schematic of oblique shock test case and (b) compu-
tational mesh consisting of about 17,000 triangular cells partitioned
on 8 processors.
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Figure 4.5: (a) Coloring of the mesh using four dierent colors (b)
Closer view of the mesh along with coloring information (c) Pressure
ratio with rst-order method (d) Pressure ratio with second-order
spatial discretization (e) Magnitude of transverse magnetic eld with
magnetic eld lines.
The MHD oblique shock problem is posed as shown in Fig. 4.4. It is
essentially a super- magnetosonic ow past a wedge resulting in an attached
oblique shock wave. This is a two-dimensional inviscid ideal MHD test case
which has a steady state solution. The Mach number with respect to the
acoustic speed is 3 while the fast magnetosonic Mach number (ratio of ow
speed to fast plasma wave speed) is 2.73. The wedge angle is 25o. Pressure
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and density equal to 100 kPa and 1:16 kg=m3 are assumed as initial conditions
in the domain. The x component of initial velocity is set to the value cor-
responding to Mach 3 in the domain. A constant y component of magnetic
eld along with free stream pressure and density are assumed at the inow
boundary. The top and the right boundaries are outow boundaries where
quantities are extrapolated from the interior. The outow boundary condi-
tions are possible because the ow speeds at these boundaries are faster than
the local wave speeds resulting in characteristics directed out of the compu-
tational domain. The bottom boundary along with the wedge is assumed to
be a dielectric inviscid wall. The normal component of magnetic eld does
not go to zero at the bottom dielectric walls, in contrast to a perfect electric
conductor (PEC) boundary condition. The value of magnetic eld is merely
extrapolated from the cell center onto the face for ux calculation at these
boundaries. The mesh consists of 17,000 triangular elements. The simulation
is performed on 8 processors and the mesh partition boundaries are indicated
in Fig. 4.4(b). Fig. 4.5(a) shows the mesh after the coloring step with four
dierent colors. Fig. 4.5(b) shows a closer view of the mesh in the inset region
in Fig. 4.5(a). There is an imbalance in the number of cells with a given color
due to the sub-optimal coloring algorithm. Fig. 4.5(c) shows the steady state
solution for the pressure ratio (pressure normalized to the free stream pressure)
across the shock using the implicit scheme and 1st order Lax Friedrichs ux
discretization. The pressure ratio solution using second-order Lax Friedrichs
method is shown in Fig. 4.5(d). The higher-order method captures the shock
within 2 cells as opposed to the more dissipative rst- order method. The
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magnitude of magnetic eld along the shock is plotted in Fig. 4.5(e) for the
observed shock angle of 50 degrees. The transverse component increases across
the shock indicating that the shock is formed due to fast magnetosonic waves.
The magnetic eld lines along with contours of the transverse magnetic eld
magnitude are also plotted in Fig. 4.5(e). An x component of magnetic eld
is induced as the ow changes direction on the wedge.
The exact solution to the oblique shock problem can be found by solving
the Rankine-Hugoniot jump conditions across the shock along its normal (n)
and tangential (t) directions. The equations are shown in Eq. 4.2 where [ ]
denotes the jump between the left (state 1) and right (state 2) states.
[Vn] = 0
V 2n + P +
B2t
20

= 0
VnVt   BnBt
0

= 0
[Bn] = 0
[VnBt   VtBn] = 0
1
2
V 2Vn +
P
   1Vn +
Bt(VnBt   VtBn)
0

= 0 (4.2)
Additional constraints need to be applied on the normal and tangential
components of velocity and magnetic eld along with Eq. 4.2 due to the
unknown shock angle . The ow is assumed to be aligned along the wedge
on the downstream side. Eq. 4.3 enlists the additional constraints to solve the
oblique shock problem where  denotes the wedge angle.
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Bn1 =  B1 cos
Bt1 = B1 sin
Vn1 = V1 sin
Vt1 = V1 cos
Vn2 = V2 sin(  )
Vt2 = V2 cos(  ) (4.3)
The analytic solution to the coupled set of equations 4.2 and 4.3 are
dicult to obtain. Hence, Newton-Raphson method is used to solve these
equations. The nal solution is as shown in Eq. 4.4. This solution can be
easily veried by substituting back into the Eq. 4.2 and 4.3.
2
1
= 2:73
P2
P1
= 4:87
V2
V1
= 0:69
Bt2
Bt1
= 2:83
 = 48:1o (4.4)
Figure 4.6(a) shows the convergence histories of the implicit LU-SGS
scheme as well as Euler explicit time stepping method for the above MHD
oblique shock problem. A CFL number of 1 was used for the explicit scheme
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Figure 4.6: (a) Convergence history of explicit and implicit meth-
ods and (b) convergence history of global matrix solve using GMRES
and LU-SGS technique for the MHD oblique shock problem.
while it was set to 1000 for the implicit LU-SGS scheme. A relative error toler-
ance of 10 14 in the mass density residual is achieved in about 1700 iterations
for the implicit scheme using LU-SGS method while the explicit scheme con-
verges about four times slower. The wall clock time for the simulation using
the implicit LUSGS scheme was about one minute while the explicit scheme
took about two minutes. The time per iteration for the explicit scheme is
about 60% lower compared to the LU-SGS scheme. The computational cost
associated with the implicit scheme developed is thus comparable to a multi-
stage explicit scheme such as a fourth- order Runge Kutta method. Figure
4.6(b) shows the comparison of convergence between the global matrix solve
technique using GMRES with block Jacobi pre-conditioning and the LU- SGS
technique. It is seen that the convergence rate of the LU-SGS technique is
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slower than the global matrix solve. However, the wall clock time associated
with the global matrix solve is about 7.5 minutes compared to about 1 minute
using the LU-SGS technique.
4.3 Hartmann ow problem
To test the non-ideal MHD terms and viscous dissipation terms, the
Hartmann ow problem is used as a verication test case. Hartmann ow is
essentially the ow of a conducting uid between two parallel electrodes with a
constant applied magnetic eld perpendicular to the ow direction. Fig. 4.7(a)
shows the geometry and computational mesh used for the two- dimensional
planar simulation. The channel is assumed to have a length l = 10 cm and
width 2a = 2 cm and the mesh contains 12,500 rectangular cells. The pressure
at the inow (left boundary) is xed at 100 kPa while the downstream end
is at 92 kPa. The variation of pressure in the domain is self consistently
computed and is linear at steady state. The coecient of viscosity is assumed
to be a constant value equal to 0.00625 kg/m-s. A constant magnetic eld
(B0y^ ) is imposed by applying a Dirichlet boundary condition with the same
value at all boundaries. The simulation is performed using the LU-SGS as well
as the global matrix solve technique with a central dierence scheme for the
convective ux discretization. Note that the ow is of suciently low speeds
that articial dissipation is not required to stabilize the hyperbolic ux.
Analytical solution to the problem can be obtained as shown in ref.
[124], which depends on the Hartmann number (Ha) of the ow, given by Eqs.
4.5 and 4.6. Hartmann number is a quantity similar to the ow Reynolds
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number. It is essentially the ratio of the magnetic Lorentz force to the viscous
forces.
Ha =

B20a
2

 1
2
(4.5)
u
u
= Ha
 
coshHa   coshHaya
HacoshHa   sinhHa
!
(4.6)
Figure 4.7: (a) Geometry and computational mesh used for the
Hartmann ow test case, (b) Velocity prole for Hartmann num-
ber Ha=10, (c) Velocity prole for Hartmann number Ha = 5, (d)
Comparison of velocity prole at x = 5 cm with theory. (e) Steady
state convergence histories for the LU-SGS and global matrix solve
techniques.
Here u represents the average velocity,  is the coecient of viscosity
67
and  is the electrical conductivity of the uid. Figure 4.7(b) and (c) show
the axial velocity for two dierent Hartmann numbers. The magnetic eld is
assumed to be 0.125 tesla for case (b) and is halved for case (c). The solution
obtained from the model agrees well with theoretical solution shown in Fig.
4.7(d). Fig. 4.7(e) shows the steady state convergence of the velocity residual
using both the implicit matrix solve techniques for the Hartmann ow test
case. It is again observed that the global matrix solve method using GMRES
converges in about 150,000 iterations, about half the number iterations using
the LU-SGS technique. The number of iterations to steady state are much
higher compared to the oblique shock problem because of the increased stiness
of compressible governing equations while solving an incompressible low speed
ow. The wall clock time taken for the global matrix solve was around 190
minutes while the LU-SGS technique took about 120 minutes despite the larger
number of iterations. The simulations were performed in parallel using 48
processors.
4.4 Parallel performance
Here we use the two-dimensional MHD shock tube problem described
in section 4.1 to study the scalability and performance of the LU-SGS and the
global matrix solve implicit schemes. A ner version of the mesh shown in
gure 4.2 with 33000 triangular elements is used here for performance studies.
The global matrix assembly and solve are done using the Krylov Subspace
(KSP) subroutines in PETSc libraries. The KSP solver used is GMRES with
block Jacobi preconditioning. Figure 11 shows timing and scalability informa-
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tion for both the techniques on a maximum of 48 cores.
Figure 4.8: Parallel performance (a) time in minutes vs number of
CPU cores and (b) strong scaling curve.
The run times show that the LU-SGS scheme is more ecient compared
to the global matrix solve. The strong scaling curve for the LU-SGS technique
shown in Fig. 4.8(b) reveals that the communication and partition boundary
calculations start degrading performance around 48 cores. Performance of the
LU-SGS technique can be enhanced by an optimal coloring strategy. Sub-
optimal coloring leads to certain colors being far more dominant compared
to the others. This creates a situation where processors communicate very
little or no data, leading to inecient use of memory bandwidth and increased
latency. The global matrix solve technique scales well until 24 cores and takes
about four times longer than the LU-SGS solve for the serial run. It takes only
1.5 minutes for the entire run for the LU-SGS technique with 48 cores while it
takes about 10 minutes for the same problem with the global matrix method.
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Chapter 5
Plasma deagration in coaxial plasma
accelerators
5.1 Introduction
Acceleration of a plasma using electromagnetic Lorentz forces has been
extensively used in space propulsion devices such as pulsed plasma thrusters
(PPT) [26], magneto-plasmadynamic thrusters [10] (MPDT) and also in de-
vices such as dense plasma focus (DPS) [8] which is used as a neutron source
for nuclear fusion applications. Pulsed coaxial plasma accelerators are a sub-
set of electromagnetic accelerators which are comparatively more ecient than
their parallel-plate counterparts with regard to reduced magnetic ux leakage
and current sheet distortion. They have been employed in several applications
such as space propulsion [10], dense plasma focus devices and in materials pro-
cessing [96]. Experimental studies on co-axial plasma accelerators [2, 125{127]
have revealed two modes of operation based on the delay between gas load-
ing and discharge ignition. It has been observed that larger delay led to the
plasma detonation or snowplow mode where a luminous current sheet propa-
gates from the breech to the muzzle. On the other hand, shorter delay times
led to a relatively diuse, plasma deagration mode where the input gas is
continuously processed and accelerated to high velocities. It was also observed
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that the deagration mode is more ecient in terms of generating higher di-
rected particle energies at the muzzle for lower applied voltages. The physics
of the discharge as well as the pinching eects at the muzzle pertaining to this
mode of operation has remained relatively unexplored. There are predomi-
nantly two dierent theories associated with the two modes of operation. The
magneto-hydrodynamic (MHD) Rankine-Hugoniot theory was rst proposed
by Cheng [128] to explain the deagration and detonation phenomenon. In
this theory, the discharge is modeled as a rapid energy addition process similar
to combustion. The only dierence lies in the mechanism of energy addition,
which is through electrical energy input for the former case while for the lat-
ter case it is through chemical reactions. The Rankine-Hugoniot shock jump
conditions for the ideal MHD equations were used here and an analogy of det-
onation and deagration phenomenon in combustion physics was used. The
other theory is based on plasma resistivity. This was rst proposed by Woodall
and Len [129] where they concluded that deagration mode operation happens
at lower temperatures  1 eV (higher resistivities) where magnetic eld dif-
fusion is dominant. The detonation mode was observed at relatively higher
temperatures  10  50 eV where magnetic eld convection is dominant. In a
recent study on coaxial plasma accelerators done by Poehlmann et al. [130],
the MHD Rankine-Hugoniot theory has been modied with a magnetic eld
convection fraction which yields better agreement with experimental work. In
this paper, we perform a numerical study of the coaxial plasma accelerator and
closely look at its operation in low and high resistivity regimes. The plasma
in the co-axial plasma accelerator falls under the regime of a thermal plasma
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with a high degree of ionization which can be studied using the resistive MHD
equations. This study uses the numerical model described in chapters 2, 3
and 4 to study the high density plasma in a coaxial plasma accelerator. The
chapter is organized as follows. Section 5.2 describes the modications that
are made to the computational model to perform axi-symmetric calculations.
Section 5.3 shows the results regarding the operation of a coaxial plasma ac-
celerator. The device that will be modeled is similar to the experimental work
done at Stanford University. The results regarding current measurements in
their experiment have been published in ref. [2] which will be compared with
our numerical calculation. Simulation results showing the pressure, tempera-
ture and velocity transients in the device and a comparison between operation
at lower and higher plasma conductivities will be presented in this section.
5.2 Numerical model
The inviscid form of the resistive MHD equations shown in equations
2.23 - 2.26 from chapter 2 are used to model the plasma in the coaxial plasma
accelerators. The eects of uid viscosity and thermal conductivity can be
neglected in these devices because the ow Reynolds numbers are suciently
high.
5.2.1 Axi-symmetric representation
The simulations are performed in two dimensional axi-symmetric coor-
dinate system. The azimuthal momentum equation is neglected in the model.
The governing equations are modied to account for terms that arise due to
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formulation in cylindrical coordinates. The governing equations and numerical
formulation is exactly the same as shown in chapters 2 and 3. The governing
equations (Eqs. 2.23 - 2.26), conservative variables (Eq. 3.2), inviscid and dif-
fusive uxes and source terms (Eqs. 3.3 - 3.5) can be modied assuming the
x coordinate is in the axial direction while the radial and azimuthal directions
are the y and z coordinates, respectively. The resistive MHD equations can be
written in convection diusion form as shown in Eq. 5.1.
@U
@t
+ ~r:~Finv = ~r:~Fdiff + S (5.1)
Here U represents the set of conservative variables in axi-symmetric
coordinates as shown in Eq. 5.2. The inviscid ux term ~Finv is as shown in
Eq. 5.3. The diusive ux consists only of terms due to plasma resistivity ,
is shown in Eq. 5.4.
U =
26666666666666664

vr
vz
Br
B
Bz
Z
37777777777777775
(5.2)
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~Finv =
26666666666666664
~V
vr~V + Ptr^  Br ~B
vz~V + Ptz^  Bz ~B
Br~V   vr ~B
B~V
Bz~V   vz ~B
(Z + Pt)~V   (~V : ~B) ~B
37777777777777775
(5.3)
~Fdiff =
26666666666666664
0
0
0
~rBr
~rB
~rBz
( ~J  ~B)
37777777777777775
(5.4)
S =  
26666666666666664
0
0
0
(~r  ~J):r^
(~r  ~J):^
(~r  ~J):z^
0
37777777777777775
 

~r: ~B

26666666666666664
0
Br
Bz
vr
0
vz
(~V : ~B)
37777777777777775
+
26666666666666664
0
0
Ptr
 1
0
 Brr 2
 Br 2
0
37777777777777775
(5.5)
The divergence and Laplacian terms present in Eq. 5.1 should be rep-
resented in cylindrical coordinates. This results in additional axi-symmetric
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source terms as shown by the third term in Eq. 5.5. The radial momentum
equation has a source term associated with vector divergence of pressure tensor
in cylindrical coordinates. The r and  direction magnetic eld equations have
source terms associated with Laplacian of a vector that come from the diu-
sion terms in the magnetic eld equations. The current density ~J , obtained
from the curl of magnetic eld can be written in axi-symmetric coordinate
system as shown in Eq. 5.6.
Jr =

1
r
@Bz
@
  @B
@z

J =

@Br
@z
  @Bz
@r

Jz =

@B
@r
+
B
r
  1
r
@Br
@

(5.6)
5.3 Results
The coaxial plasma accelerator that is modeled here correspond to the
experiments performed at Stanford Plasma Physics Lab. Following is a brief
description of the experiments which was published in ref. [2].
5.3.1 Description of experiments
Figure 5.1(a) shows the geometry of the coaxial plasma accelerator that
was used in the experiments. The length of the accelerator was 23 cm and the
diameter of the outer electrode was 5 cm. The diameter of the inner electrode
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Figure 5.1: (a) geometry of the coaxial plasma accelerator (b) ra-
dial current measurements along axis for operation with 14 F bank
capacitance (c) radial current measurements along axis for operation
with 56 F bank capacitance (d) Table listing the peak currents and
pulse time periods for cases (b) and (c). The gures were obtained
from ref. [2]
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was 5 mm. The inlet is a fast acting gas valve which pus in hydrogen gas
immediately after which the discharge is ignited. The inside of the accelerator
was at near vacuum conditions before it was operated. The experimental setup
also had Rogowski coils placed at 5 cm intervals along the axis. These coils
measured the total axial current passing through the cathode at that point
which is the total integrated radial current from the plasma upstream of the
coil. The currents measured by each of the coils are shown in gure 5.1(b)
and (c) for two dierent power settings. The dierence between the currents
measured by any two adjacent coils gives the integrated current between the
coils. The piecewise integrated currents are also plotted in gures 5.1 (b) and
(c) along the axis at dierent times in the current waveform. The power input
for the case shown in gure 5.1(c) is higher due to larger bank capacitance.
The time periods also scale as
p
C (C is the capacitance) resulting in larger
time periods for the higher power setting. The peak currents also increase
with increasing power. The values for the time period and peak currents are
summarized in gure 5.1 (d). One of the important observations from the
radial current measurements is regarding the extent over which the current
density is spread out. For the lower power setting, the current is concentrated
close to the inlet end while it spreads out with current sheet like features for
the higher power setting. We make the following hypothesis pertaining to
these observations: The plasma must be of lower conductivity for the lower
power case compared to the higher power case. The current sheet like features
seen in the latter must be due to a transition to the higher conductivity mode
which is a characteristic of the detonation mode.
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Boundary Boundary condition Parameters specied
inlet Inow P, T, ~B(r; t)
anode Perfect electric conductor (PEC) Bn = 0
cathode Perfect electric conductor (PEC) Bn = 0
exit Outow P
Table 5.1: Conditions at the four boundaries indicated in gure 5.2
5.3.2 Simulation parameters and conditions
We perform two dimensional axi-symmetric simulations of the coaxial
plasma accelerator shown in gure 5.1. The boundaries are indicated in gure
5.2.
Figure 5.2: Two dimensional axi-symmetric domain of the coaxial
plasma accelerator
Table 5.1 shows the boundary conditions and the parameters specied
at each of them. An inow boundary condition is assumed at the inlet where
the pressure (P), temperature (T) and a Dirichlet condition for the magnetic
eld is specied. The ow is assumed to be at a stagnation pressure of 1 atm.
at the inlet which is similar to the operating pressures in the experiments. A
sensitivity study based on the inlet pressures is reported in section 5.3.5.
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Case Tinlet Conductivity range Current input
Low conductivity 1 eV  103 - 104 S/m 5 kA,83 kHz
High conductivity 10 eV  104 - 105 S/m 12 kA,42 kHz
Table 5.2: Two dierent cases that will be studied with varying
inlet temperatures
Two dierent cases will be studied where the temperature at the inlet
is varied as shown in Table 5.2. The temperature at the inlet is assumed to be
equal to 1 eV which corresponds to the low power setting in the experiments
which we hypothesize as the deagration mode. The conductivities for this
case fall in the high resistivity regime for the assumed temperatures where
magnetic eld diusion will be dominant. The temperature at the inlet is
assumed to be equal to 10 eV corresponding to the high power setting in the
experiments where current sheet like features are observed. The conductivities
in this case are high enough for magnetic eld convection to play a role. The
assumed values for the temperatures are consistent with measurements made
by Woodall and Len [129], which was a few eVs for the deagration mode
while it was few 10s of eVs for the detonation mode of operation. The current
input to the device is a damped sinusoidal pulse as shown in gures 5.1 (b)
and (c) which translates to a Dirichlet condition for the azimuthal magnetic
eld at the inlet as shown below.
@B
@z
=  0Jr (5.7)
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rB =
zZ
0
Jrrdz + C (5.8)
since B(1) = 0 =) rB(0) = C =
1Z
0
Jrrdz =
0Iinput
2
(5.9)
This idea was also used by Powell et al. [131] in the study of plasma
armatures in electromagnetic accelerators. The one dimensional version of
Ampere's law is used as shown in Eq. 5.7 which is integrated along the axial
coordinates. Supposing that the azimuthal eld vanishes at innity, the con-
stant of integration in Eq. 5.8 can be found out in terms of the input current
(Iinput). The expression for the azimuthal magnetic eld at the inlet is shown
in Eq. 5.9. The other two components are assumed to be zero at the inlet.
The anode and cathode are assumed be perfect electric conducting
boundaries where the normal component of magnetic eld goes to zero. A
near vacuum pressure  10 Pa is used as initial condition in the domain and
at at the exit plane, consistent with the experiments. Spitzer formulation [132]
is used to obtain conductivity as a function of temperature. Real gas eects are
accounted for by using tabulated energy and gas constant data for hydrogen
obtained from ref. [1]. The computational mesh used consists of 20,000 cells
with 100 along the radial direction and 200 along the axial direction.
5.3.3 Simulation results
A time accurate calculation is done using the pseudo-time stepping
algorithm for both the cases shown in table 5.2. Figure 5.3 shows the axial ve-
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Figure 5.3: (a) Axial velocity and (b) temperature transients for
the low conductivity case
locity and temperature transients for the low conductivity case at four dierent
instances in the current waveform. The axial velocities are seen to be higher
close to the axis due to stronger magnetic elds at smaller radii. The tempera-
tures are seen to be higher close to the axis due to larger Joule heating brought
about high axial currents. The temperatures are also high immediately after
the propagating front due to shock heating. Maximum axial velocities  40
km/s is seen close to the axis which translates to Mach number on the order
of 5. Figure 5.4 shows the azimuthal magnetic eld transients for both the
low and the high conductivity cases. Magnetic eld diusion is seen to play a
dominant role in the low conductivity case compared to the high conductivity
case. The azimuthal eld is convected along the accelerator with the bulk uid
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Figure 5.4: Azimuthal magnetic eld transients for (a) low con-
ductivity case and (b) high conductivity case. The residence time
associated with low conductivity case is smaller compared to the
other case. Hence, the times associated with the transient plots are
dierent.
Figure 5.5: Radial current density transients for (a) low conduc-
tivity case and (b) high conductivity case.
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Figure 5.6: Radial current density transients at the cathode along
the axial direction for (a) low conductivity case and (b) high con-
ductivity case
velocity for the latter. The convection eects are greater close to the axis again
due to larger uid velocities. The bulk uid velocities are higher for the high
conductivity case and hence the uid residence time associated with this case
is smaller compared to the low conductivity case. The azimuthal elds are
higher in gure 5.4(b) due to the higher peak currents used for this case (Ta-
ble 5.2). Figure 5.5 shows the variation of radial current densities for the two
cases. The radial currents are essentially the axial gradients of the azimuthal
magnetic elds. The current densities are seen to be high close to the inlet
end for the low conductivity case. This is typically seen in the deagration
mode of operation. Propagating current sheet like features are observed for the
high conductivity case which is generally seen in the detonation mode. The
regions of negative current densities are like localized current loops formed
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due to the transient nature of the current input. Plasma conductivity thus
plays an important role in determining the mode of operation as theorized by
Woodall and Len [129] from their experiments. The axial variation of radial
current density at the cathode is plotted in Figure 5.6 for both the cases. It
is again seen that the current densities are more or less conned close to the
inlet end for the low conductivity case while the axial extent is larger for the
high conductivity case. Current sheet like features are also observed in the
high conductivity case, similar to what will be seen in the detonation mode
of operation. Figure 5.7 shows the comparison of experimental radial current
measurements for the two cases with what is obtained from the simulations.
The plots show the piecewise integrated currents between intervals 0-5, 5-10,
10-15 cm and so on. There is very good agreement between the simulated
current distribution and the experiments for the low conductivity case where
the current densities are concentrated close to the inlet end of the accelerator.
The simulated current densities do not compare very well for the high conduc-
tivity case which we hypothesized as the detonation mode of operation. One
of the reasons for the mismatch is due to the over-predicted conductivity used
in the simulations which led to a much lower uid residence time compared
to the experiments. The formation of localized current loops at higher power
settings have also been conrmed in the experiments [133].
5.3.4 Simulations with exit plume
In order to study the parameters at the exit of the accelerator an ex-
tended computational domain is used in the two dimensional axi-symmetric
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Figure 5.7: Comparision of axial distribution of integrated radial
currents at the cathode from experiments, (a) and (c), and from
simulations, (b) and (d), for the low and high conductivity cases
respectively
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Figure 5.8: computational mesh for simulations with exit plume
done on 48 processors. The white lines indicate partition boundaries
for each processor.
simulations as shown in Figure 5.8. The mesh consists of 87,000 cells and the
simulation is performed on 48 processors using the domain partitioning shown
in Figure 5.8. The boundary conditions for the inlet, anode and cathode are
the same as before. An outow boundary condition with near vacuum pressure
is used at the far-eld boundary and zero ux boundary condition is imposed
on axis. Figure 5.9 shows the contour plots for temperature, axial velocity,
magnetic eld and mass densities after 4 s for the high conductivity case. The
plume structure is essentially a strong shock wave that propagates out into the
vacuum exit domain. The temperature tends to rise sharply at the exit end of
the cathode due to the pinching eects brought about high axial currents. The
axial current varies as the reciprocal of radius times the azimuthal magnetic
eld. Therefore, it is higher close to the axis as shown in gure 5.11(a). Axial
velocities  450 km/s are seen at the exit close to the axis which corresponds
to directed particle energies  1 keV (gure 5.11(b)) which are consistent with
experimental measurements [133]. The azimuthal magnetic eld tends to drop
at the exit end of the cathode as shown in gure 5.10(a), which corresponds
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Figure 5.9: a) temperature, (b) axial velocity (c) azimuthal mag-
netic eld and (d) mass density at time t = 4 s for the high con-
ductivity case.
Figure 5.10: Closer view of (a) azimuthal magnetic eld and (b)
temperature distribution near the exit end of the inner electrode at
time t = 4 s for the high conductivity case.
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Figure 5.11: (a) Axial current density and (b) directed particle en-
ergy at the exit plane plotted against distance along radial direction.
to the pinching eect where the energy in the magnetic eld is converted to
thermal energy (gure 5.10(b)). The density contours show a region of high
density that is formed after the shock which decays to low values when the
temperature in the region rises. Such propagating regions of high density also
arise in the solution of a Sedov-Taylor blast wave. The densities tend to drop
on axis at the cathode end due to the higher temperatures brought about by
pinching eects.
5.3.5 Inlet pressure sensitivity study
The inlet pressure assumed for the base line cases is 52 kPa which
corresponds to choked ow of hydrogen gas at 1 atm. stagnation pressure. The
experiments do not explicitly quote a value of pressure at the inlet but mention
the integrated mass bit that is processed over the input current waveform.
Figure 5.12 (a) shows the variation of the integrated mass bit size over a cycle of
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Figure 5.12: (a) variation of integrated mass bit size with inlet
pressure, piecewise integrated radial current distribution for inlet
pressure (b) 4.8 kPa and (c) 52 kPa
input current waveform for the low power case for varying inlet pressures. The
temperature at the inlet is assumed to be the same (1 eV) for all the cases. The
mass bit size is seen to be directly proportional to the inlet stagnation pressure.
The piecewise integrated radial current distributions for inlet pressures of 4.8
kPa and 52 kPa are shown in Fig. 5.12 (b) and (c). There is very little
dierence in the axial distribution of radial currents with the change in inlet
pressure. This is because the current waveforms are only sensitive to the
plasma conductivity which depends on the plasma temperatures.
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5.4 Grid convergence study
A grid convergence study for the high conductivity case shown in table
5.2 is described in this section. All the simulations in this study are performed
using a dual time stepping algorithm where sub-iterations are performed for a
given physical time step, using an implicit method, with a CFL number of 3.
The pseudo-time step in each sub-iteration is calculated as the product of CFL
number and the fast plasma wave transit time scale. The physical time step is
assumed to be 1 ns for all the simulations. The inviscid ux term is discretized
using a rst order Lax Friedrich's method. Figures 5.13(a) and (b) show the
Figure 5.13: Azimuthal magnetic eld solution at (a) 1:5 s and
(b) 2:5 s for simulations done using four dierent grids
azimuthal magnetic eld solution at time t = 1:5 s and t = 2:5 s for four
dierent meshes, respectively. The azimuthal magnetic eld distribution is
seen to approach a converged solution with grid renement. The rened grids
(300 x 150 and 500 x 250) in gure 5.13(b) are able to capture more features
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with less amount of dissipation. There is a slight error in the location of
the front in Figure 5.13 (b) because of errors in temporal discretization. The
pseudo-time step, which is proportional to the ratio of grid size to fast plasma
wave speed, reduces with grid renement. Therefore, it is smaller for ner
grids due to the constant CFL number used in all the simulations.
Figure 5.14: (a) Average particle energy and (b) density at the
inner electrode at axial location x = 0:125 and time t = 3 s plotted
for varying number of mesh elements
Figure 5.14 shows the variation of an integrated quantity (average parti-
cle energy) and a point-wise quantity (density at inner electrode) with varying
grid sizes. The values are seen to stabilize to a constant value with larger
number of mesh elements thus conrming grid convergence.
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Chapter 6
Modeling of magneto-hydrodynamic ow
actuator (RailPAc)
6.1 Introduction
Fluid ow actuation has been a topic of research in recent years which
involve problems like delaying boundary layer separation [134{138], supersonic
and hypersonic ow control [16, 139{141] as well as the control of aircraft jet
noise [142{144]. The use of plasmas in ow actuation has been proposed as a
way of active control for aerodynamics applications and oers several advan-
tages like no movable parts and high bandwidth operation compared to their
mechanical counterparts. Non-thermal plasmas have been extensively studied
as a means of delaying boundary layer separation [145] as well as in supersonic
ow control [140]. Discharges such as Direct Current(DC) discharges [99],
Dielectric Barrier Discharges (DBD)[134] and nanosecond pulsed discharges
[139] have been proposed for these applications. For instance, DBDs in the
asymmetric conguration [137] have been used for delaying boundary layer
separation for low speed ows  few m/s over airfoils. Nano-second pulsed
discharges [139] have also been used in the control of shock stand o distance
for hypersonic blunt body ows. These devices are typically non equilibrium
weakly ionized plasmas and rely on the electro-hydrodynamic (EHD) force or
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thermalization of energetic ions (gas heating) to provide actuation. The EHD
force depends on the charge imbalance and electric eld which is dominant
only in the plasma sheath. The sheaths have dimensions on the order of a
few Debye lengths ( 0.01 to 0.1 mm for typical atmospheric pressure glow dis-
charges ) which tend to be a very small region close to the electrode surface.
The actuation is thus restricted to a small volume. Another approach would
be to use a highly conducting and constricted thermal arc plasma and rely
on the magnetic Lorentz force to deliver the momentum surplus to the bulk
ow. The idea of using the magnetic Lorentz forces have been used in ow
actuation studies for shock boundary layer interaction as well as in bound-
ary layer separation control [20{25]. These devices studied by Kalra et al.
[24, 25] require a strong applied magnetic eld  3-4 tesla to drive the actu-
ation. This is accomplished through solenoidal coils that is situated outside
the ow/discharge. A device that uses the induced magnetic elds generated
by plasma currents that we call the RailPAc (Rail Plasma Actuator) has been
constructed by our research group and is being investigated experimentally.
The device consists of two parallel rail electrodes in the stream-wise ow di-
rection across which a thermal plasma is ignited. The self-induced magnetic
eld due to the current ow, results in large J B Lorentz forces acting on
the arc which in turn can be used to deliver momentum to the bulk ow.
The RailPAc is a magneto-hydrodynamic plasma actuator that has the same
principle of operation as a space propulsion device described in chapter 5. A
magneto-hydrodynamics modeling study of the RailPAc device is presented in
this chapter. The physical phenomena in its operation and its eectiveness
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for atmospheric pressure aerodynamic ow actuation is characterized. A de-
vice that is similar in construction to the RailPAc has also been developed
for combustion and fuel reforming applications [146, 147] which is referred to
as a gliding arc discharge. It is operated at relatively lower power settings
compared to the RailPAc. Fridman et al. [146] also studied the nature of
the discharge which tends to be an equilibrium plasma in the initial stages
and becomes a non-equilibrium plasma in the later stages thus aiding in the
formation of reactive free radicals.
6.2 Numerical model
The resistive MHD equations shown in Eqs. 2.23 - 2.26 from chapter
2 is used to model the discharge in the RailPAc device. Note that these
equations only account for the induced magnetic elds which are a consequence
of the motion of the plasma. The induced elds tend to be dominant in high
conductivity plasma ows but at lower conductivities, the applied electric and
magnetic elds have to be incorporated into the model. The plasma in the
RailPAc is strongly aected by the applied voltage between the rails as well
as the magnetic elds brought about by the current through the rails. The
modication to the governing equations is as follows.
We can write the total magnetic eld BT as shown in Eq. 6.1
~BT = ~Bin + ~Bapp + ~Bes (6.1)
Here ~Bin represents the induced magnetic elds resulting from the mo-
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tion of the plasma, ~Bapp represents the externally applied magnetic eld and
~Bes represents the magnetic elds brought about by the applied electric elds
in the system. The applied magnetic eld is assumed to satisfy the conditions
as shown in Eq. 6.2.
~r: ~Bapp = 0 ~r ~Bapp = 0 (6.2)
The total electric eld ~ET is also the sum of the induced electric elds
and the electrostatic elds due to applied voltages in the system as shown in
Eq. 6.3. The applied electric eld ~Eapp =  ~r, is obtained from current
continuity equation shown in Eq. 6.4 where  is the electrostatic potential.
~ET = ~Ein + ~Eapp (6.3)
~r:( ~r) = 0 (6.4)
Ohm's law can be written in terms of the applied and induced elds as
shown in Eq. 6.5.
~JT = 

~ET + ~V  ~BT

~JT = 

~Ein + ~V  ~Bin

+ ~V  ~Bapp +  ~Eapp
~JT = ~Jin + ~J0 + ~Jes (6.5)
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~Jin denotes the currents brought about by the induced elds. ~J0 is
the currents due to the applied magnetic eld and the motion of the plasma.
~Jes is the current in the plasma brought about by electrostatic elds. The
electrostatic currents ~Jes also produces a relatively weak magnetic eld ~Bes
which is typically neglected in arc discharges. The thermal eects due to these
currents are more important compared to the pinching eects. The Ampere's
law for ~Bes can be written as shown in Eq. 6.6 which can be solved using
magnetic vector potential formulation with the Coulomb gauge (~r: ~A = 0).
~r ~Bes = 0 ~Jes
~Bes = ~r ~Aes
~r (~r ~Aes) = r(~r: ~Aes) r2 ~Aes
r2 ~Aes =  0 ~Jes (6.6)
The conservation equation for the induced magnetic eld can be derived
by modifying the Ampere's and Faraday's law using the applied elds. Eq. 6.7
is the modied Ampere's law with the applied magnetic elds. Note that the
applied elds are assumed to be curl free. The Faraday's law can be simplied
using the current densities obtained from Ampere's law to yield a modied
version of the induction equation as shown in Eq. 6.8.
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~r ~BT = 0 ~JT
~r

~Bin + ~Bapp + ~Bes

= 0

~Jin + ~J0

+ 0 ~Jes
~r ~Bin = 0

~Jin + ~J0

(6.7)
~r ~ET =  @
~BT
@t
 @
~Bin
@t
  @
~Bapp
@t
=
~r
 
~Jin + ~J0

  ~V  ~Bapp   ~V  ~Bin
!
@ ~Bin
@t
+ ~r:

~V ~Bin   ~Bin~V

+~r:

~V ~Bapp   ~Bapp~V

=  ~r
 
~r ~Bin
0
!
  @
~Bapp
@t
(6.8)
The Lorentz forcing source term in the uid momentum equation can
be written in terms of the induced and applied elds as shown in Eq. 6.9.
Lorentz force terms that involve ~Bes are assumed to be small. The pinching
eects of the magnetic elds induced by the electrostatic elds are not strong
enough at the operating conductivities of the RailPAc.
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~JT  ~BT = ( ~Jin + ~J0 + ~Jes) ( ~Bin + ~Bapp + ~Bes)
~JT  ~BT = ~Jes  ~BT + ( ~Jin + ~J0) ~Bin +
( ~Jin + ~J0) ~Bapp (6.9)
Equation 6.9 can be further simplied by using ( ~Jin + ~J0) =
(~r ~Bin)
0
from Eq. 6.7. The momentum source term can then be written as shown in
Eq. 6.10.
~JT  ~BT = ~Jes  ~BT + ~r:
 
~Bin ~Bin   j
~Binj2
20
I
!
+~r:

(  ~Bapp: ~Bin)I + ~Bapp ~Bin + ~Bin ~Bapp

(6.10)
The Joule heating source term can also be modied using the applied
electric and magnetic elds as shown in equations 6.11 and 6.12. ~Jes =  ~Eapp
is substituted here to simplify the contribution of electrostatic elds to the
total Joule heating.
~JT : ~ET =

~Jin + ~J0 + ~Jes

:

~Eapp + ~Ein

(6.11)
~JT : ~ET = j ~Eappj2 +

~J0 + ~Jin

: ~Eapp +
~Jes: ~Ein +

~J0 + ~Jin

: ~Ein (6.12)
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The last term in Eq. 6.12 can be further simplied by using the Am-
pere's law from Eq. 6.7 for the current density terms and the Ohm's law (Eq.
6.5) for the induced electric eld as shown below.

~J0 + ~Jin

: ~Ein =
(~r ~Bin)
0
: ~Ein
(~r ~Bin)
0
: ~Ein = ~r:
 
~Bin  ~Ein
0
!
+
~Bin
0
:

~r ~Ein

~Ein =
 
~Jin + ~J0

  ~V  ~Bin   ~V  ~Bapp
!
~r:
 
~Bin  ~Ein
0
!
=  ~r:
 
( ~Jin + ~J0) ~Bin
0
!
  1
0
~r:

j ~Binj2~V   (~V : ~Bin) ~Bin

  ~r:

( ~Bapp: ~Bin)~V   (~V : ~Bin) ~Bapp

~Bin
0
:

~r ~Ein

=  
~Bin
0
:
@ ~Bin
@t
 
~Bin
0
:
@ ~Bapp
@t
=   @
@t
 
j ~Binj2
20
!
 
~Bin
0
:
@ ~Bapp
@t
(6.13)
The modied governing equations accounting for the applied elds can
be written as shown in Eq. 6.14.
@U
@t
+ ~r:~Finv + ~r:~Fapp = ~r:~Fdiff + S+ Sapp (6.14)
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The set of conservative variables in Eq. 6.14 are given in Eq. 6.15.
Here Z = e + 1
2
jV j2 + j ~Binj2
20
where e is the specic internal energy of the
plasma.
U =
26666664

~V
~Bin
Z
37777775 (6.15)
The analytical form of the inviscid ux ~Finv and ~Fdiff remains the same
as in Eq. 3.3 except that the magnetic eld components are those of induced
elds. ~Fapp represent the ux terms that arise due to the applied magnetic
elds and is as shown below. Note that the applied magnetic elds are also
scaled the same way as the induced magnetic elds thereby eliminating the
occurrence of magnetic permeability (0) in the equations shown below.
~Fapp =
26666664
0
( ~Bapp: ~Bin)I   ( ~Bapp ~Bin + ~Bin ~Bapp)
~Bapp~V   ~V ~Bapp
( ~Bapp: ~Bin)~V   (~V : ~Bin) ~Bapp
37777775 (6.16)
The source term [Sapp] is as shown in Eq. 6.17.
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Sapp =
26666664
0
~Jes  ~BT
 @ ~Bapp
@t
j ~Eappj2 +

~J0 + ~Jin

: ~Eapp + ~Jes: ~Ein   ~Bin:@ ~Bapp@t
37777775 (6.17)
6.3 Snowplow model
The plasma acceleration process in the RailPAc is similar to that of
most Lorentz force based space propulsion devices. The snowplow model
has been successfully used in predicting the motion of the current sheet in
unsteady electromagnetic acceleration devices such as parallel plate pulsed
plasma thrusters [27] over a broad range of operation. The principal idea be-
hind the snowplow model is to use the equation of motion for the current sheet
which is accelerated by the magnetic Lorentz forces. The current sheet also
entrains the ambient gas in front of it thereby increasing its own mass just like
a \snowplow". The equation of motion of the current sheet can be written as
shown below.
d(m _x)
dt
= mx+ _m _x = h(2d)
Z
0
jzBydx (6.18)
Here m and x denote the mass and position of the current sheet re-
spectively. h and 2d represent the extent of the plasma above the rails (along
y direction in gure 6.3) and the distance between the rails respectively. The
integral on the RHS of Eq. 6.18 represents the Lorentz force acting on the
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current sheet whose stream-wise dimension is . The following assumptions
are made to simplify this term. The out of plane magnetic eld By is assumed
to linearly decrease to zero along the stream-wise direction within the current
sheet and the current density jz =  @By@x is assumed to be a constant within
the current sheet. An analysis similar to the method shown in Eq. 5.7 in
section 5.3.2 yields Eq. 6.19.
mx+ _m _x =
1
2
L1I(t)
2
L1 =
02d
h
(6.19)
Here L1 represents the inductance of the RailPAc per unit length and
I(t) is the input current waveform. The inductance of the RailPAc increases
linearly with the position of the current sheet as it moves along the streamwise
direction. This is because of increase in area over which the out of plane
magnetic eld is present which in turn increases the magnetic ux for the
same current input.
The mass of the current sheet increases in time due to entrainment of
the ambient gas in front of it. The instantaneous mass of the current sheet can
be obtained in terms of the density of the ambient gas (a) and its position as
shown in Eq. 6.20.
m(x) = m0 +
tZ
0
ah(2d) _xdt = m0 + ah(2d)x (6.20)
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Substituting Eq. 6.20 into Eq. 6.19 a non-linear ordinary dierential
equation is obtained which can be numerically solved by writing it as two rst
order equations as shown in Eq. 6.21.
(m0 + 2hdax)x+ 2hda _x
2 =
1
2
L1I(t)
2
_x = u
_u =
1
m0 + 2hdax

1
2
L1I(t)
2   2hda _x2

(6.21)
6.3.1 Results
Figure 6.1: (a) Experimental current waveform with approximate
polynomial t used in the model (b) comparison of current sheet
propagation speeds with the results of snowplow model
The current waveform from experiments on the RailPAc conducted by
our group at UT Austin is as shown in gure 6.1(a). A fourth order polynomial
t is used as input to the snowplow model shown in Eq. 6.21. The other
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Figure 6.2: Top and side view of transient plasma phenomenon in
the RailPAc at two dierent times obtained from ref. [3]
quantity value
m0 0:5 mg
a 1:16 kg=m
3
2d 1.5 cm
h 2.0 cm
Table 6.1: Values of parameters used in the snowplow model
quantities that are used in the model are shown in Table 6.1.
The value of m0 used in the model corresponds to the mass of the
exploding aluminium fuse wire that is used to initiate the discharge in the
RailPAc. The wire is of 0.127 mm in diameter and 15 mm in length. The
density a is assumed to be that of air at standard conditions (1 atm. and
300 K). The height h over which the plasma extends over the bottom surface
is assumed to be 2.0 cm for the base case. This is a reasonable assumption
from the transients shown in gure 6.2 obtained from ref. [3]. The extent of
the plasma along the y direction is approximately 2 cm from the side view.
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Figure 6.1(b) shows the comparison of arc velocity measurements from the
experiments to that obtained from the snowplow model for 3 dierent values of
h. The velocities predicted by the model are reasonably close to measurements
in the rst half of the current pulse. The peak velocity increases with lower
values of h due to increase in the inductance per unit length resulting in larger
Lorentz forcing. The arc velocity from the snowplow model starts dropping in
the ramp down phase of the current pulse when the Lorentz forcing reduces.
The entrainment of mass in the ramp down phase causes the velocity to reduce
due to conservation of momentum. The snowplow model does not compare
well with the experiments for the latter half of the current pulse. The drag on
the current sheet due to the pressure build up in front of it is not accounted
for in the model. The plasma also tends to become non-thermal during this
time.
6.4 Two dimensional simulations
6.4.1 Computational domain and boundaries
A schematic depicting our proposed design for the Rail Plasma Actua-
tor (RailPAc) is shown in gure 6.3. The design consists of two rails separated
by a distance 2d connected to an external circuit that supplies a current, I(t).
This problem is inherently three dimensional but for simplicity of computa-
tion, the gap between the rails is assumed to be much smaller compared to
its stream-wise dimensions and a plane passing midway between the rails is
assumed to be the computational domain as shown in gure 6.4(b). The mesh
consists of 30,000 quadrilateral elements with decreasing size close to the bot-
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tom wall boundary as depicted in the closer view of the inset domain.
Figure 6.3: Schematic of rail plasma actuator
Figure 6.4: Computational domain and mesh
The actuation of the setup is studied under quiescent free stream con-
ditions (free stream velocity is 0) at atmospheric pressure and at room tem-
perature. A time dependent applied magnetic eld of the form shown in Eq.
6.22 is assumed.
By(y) =
0I(t)


d
d2 + y2

(6.22)
This is obtained using the expression for magnetic eld induced by two
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innite current carrying conductors separated by a distance 2d. The input
current waveform (Peak current  3 kA and pulse width  2 ms) from the
experiments [3] is used in Eq. 6.22 and the gap between the rails is assumed
to be 15 mm. Rail 1 in gure 6.3 is held at a voltage of 150 V. The magnitude
of electrostatic eld ~Eapp is assumed to be equal to the voltage divided by
the gap distance between the rails. Its direction is along the negative z axis
indicated by the current lines shown in gure 6.3. The left, right and top of
the computational domain are extrapolated boundaries where the conservative
variables from the interior cell are extrapolated onto the face. The bottom is
a viscous dielectric wall boundary. A time accurate simulation is performed
with the aforementioned initial and boundary conditions for 2 milliseconds.
6.4.2 Non-equilibrium nature of the plasma
Figure 6.5: (a) Initial conductivity assumed in the domain (b)
closer view of initial conductivity prole
Simulations were performed with an initial kernel region of high con-
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ductivity as shown in gure 6.5 (a) and (b). A Gaussian distribution of high
conductivity is assumed at x = 5 cm which simulates the breakdown event.
This distribution is assumed for a duration of 0.1 ms which essentially is the
time over which the voltage across the rail rises sharply in the experiments [3].
This event corresponds to the exploding aluminium wire that initiates the dis-
charge. The peak conductivity is assumed to be 10,000 S/m which is typically
seen in rail plasma armatures [131]. A temperature dependent conductivity
model is used after the initial breakdown phase of 0.1 ms. The conductivity
model is obtained ref. [1] for equilibrium air plasma.
Figure 6.6: (a) Temperature and (b) stream-wise velocity distribu-
tion after t = 0:1 ms (c) Temperature and (d) stream-wise velocity
distribution after t = 0:5 ms
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Figures 6.6 show temperature and stream-wise velocity in the domain
after 0.1 and 0.5 ms respectively. Temperature snapshot shown in gure 6.6
(a) and (c) indicate peak values  0.9 eV is attained. The equilibrium conduc-
tivity of air at these temperatures range between 1000 and 4000 S/m which
corresponds to energy source terms (j ~Eappj2) on the order of  1012 W=m3.
This rapid energy addition creates a strong blast wave delivering isotropic ac-
tuation on the order of 500 m/s as shown in gure 6.6(b) and (d). The region
of high conductivity is not seen to propagate in time as opposed to moving
current sheet like behaviour seen in experiments. The single uid MHD model
with Local Thermodynamic Equilibrium (LTE) assumption is unable to cap-
ture the propagation of current sheet in a self-consistent manner. This could
imply non-equilibrium behaviour where the temperature of electrons (  1-2
eV) are much higher than the heavy species due to greater energy coupling
with the applied elds. The gas will be heated only by a fraction of the total
electrical energy input which is typically about 10-15% [148]. The moving
current sheet can be associated with an ionization wave phenomenon which
can only be captured by a two temperature non-equilbrium model.
6.4.3 Simulation results
To account for the propagation of current sheet that cannot be captured
in a self-consistent fashion with the single uid MHD model, a propagating ker-
nel of high conductivity is used with speed predicted by the snowplow model.
The kernel is a semi-circular Gaussian distribution as shown in gure 6.7 (a)
which is initially located at x = 5 cm. The radius over which the conductivity
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Figure 6.7: (a) Transients of assumed electrical conductivity pro-
les at 4 instances (b) Stream-wise velocity transients at 4 instances.
is dominant is approximately 5 mm. The peak conductivity is assumed to
be 10000 S/m which is typically seen railgun plasma armatures. The heat-
ing through electrostatic elds is neglected in the base case simulations. This
is done to study the eect of Lorentz forces alone on actuation of the ow.
Heating eects are studied in section 6.4.4. The input current waveform from
gure 6.1 (a) is used in Eq. 6.22 to evaluate the applied magnetic elds in
the domain. Figure 6.7 (b) shows the stream-wise velocity transients at four
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dierent times. Velocities  100 m/s are seen close to the high conductivity
region where the Lorentz forces are dominant. The peak values of velocities
also correlate with the ramp up and ramp down phase in the current pulse
used.
Figure 6.8: (a) electrical conductivity (b) ~Jes  ~Bapp Lorentz force
(c) pressure and (d) velocity vector plot at time t = 1 ms
The mechanism of actuation can be understood from the transients
shown in gure 6.8. The Lorentz forcing source term brought about by elec-
trostatic currents ( ~Jes) and applied magnetic elds is dominant in the high
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conductivity region as shown in gure 6.8(b). The uid pressure thus tends
to rise in front of the current sheet and a suction region is formed behind it as
shown in gure 6.8(c). The formation of the low pressure region forces uid
to accelerate in the rear of the current sheet while the Lorentz forces within
actuate the ow in the stream-wise direction.
Figure 6.9: (a) Assumed conductivity prole having a radius of
approximately 2 mm after 1 ms (b) stream-wise velocity prole for
this case after 1 ms (c) assumed conductivity prole having a radius
of 5 mm after 1 ms (d) stream-wise velocity prole for this case
Figure 6.9 shows the sensitivity to the assumed Gaussian prole for
conductivity. Figure 6.9 (a) shows the assumed conductivity prole of radius
2 mm while 6.9 (c) shows the base case conductivity prole which has a radius
of 5 mm. All the snapshots in this gure are at time t = 1 ms. The actuation
obtained is higher for the latter case as seen from the stream-wise velocity
plots in 6.9 (b) and (d). Greater perturbation on the ow is attained with
larger extent of the current sheet along the y direction due to larger integrated
Lorentz forcing.
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6.4.4 Heating eects
Figure 6.10: (a) Temperature and (b) velocity contours for case
with heat addition (heating fraction = 0.1). (c) velocity contours for
case without heat addition
The heating eects have been neglected in the results shown in gures
6.7-6.9. A heating fraction of 0.1 is assumed for the base case simulations with
the assumed conductivity prole shown in 6.7 (a). This implies 10% of the
Joule heating (j ~Eappj2) is assumed to go into heating the gas while the rest
of the input electrical energy goes into the electron pool and ion energy losses
to the wall. Figure 6.10 (a) shows the temperature prole at time t = 1 ms.
Temperatures  3000 K are attained at the location of the current sheet. The
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velocity actuation for the heat addition case is shown in gure 6.10 (b). A
region of negative stream-wise velocity is obtained due to the translating blast
wave created by the energy addition compared to the case without heating
(gure 6.10(c)).
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Chapter 7
Conclusions and future work
The development of a magnetohydrodynamics numerical tool for study-
ing high density thermal plasmas is presented in this dissertation. The nu-
merical tool is used to study the physics of two devices - a coaxial plasma
accelerator and a ow control device called the Rail Plasma Actuator.
There are three dierent facets to this dissertation. First and foremost,
is the development of the numerical model and its verication, which is covered
in chapters 2, 3 and 4. The second and third are the application of this code to
study the coaxial plasma accelerator (chapter 5) and the Rail Plasma Actuator
(chapter 6), respectively. The conclusions and future work with regard to each
of these facets is presented in this chapter.
7.1 Development of MHD model
7.1.1 Conclusions
The resistive magneto-hydrodynamics (MHD) governing equations rep-
resent eight conservation equations for the evolution of density, momentum,
energy and induced magnetic elds in an electrically conducting uid, typically
a plasma. A matrix free implicit method is developed to solve the conserva-
tion equations within the framework of an unstructured grid nite volume
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formulation. The analytic form of the convective ux Jacobian is derived on
a general unstructured mesh and used in a Lower-Upper Symmetric Gauss
Seidel (LU-SGS) technique developed as part of the implicit scheme. A grid
coloring technique is also developed to create data parallelism in the algorithm.
The numerical method was veried using the MHD shock tube, oblique shock
and Hartmann ow test cases for accuracy and convergence. The computa-
tional eciency of the matrix free method is compared with two other tech-
niques: a global matrix solve technique that uses the GMRES (Generalized
minimum residual) algorithm and an explicit method. The matrix-free method
is observed to be overall computationally faster than the global matrix solve
method and demonstrates excellent parallel scaling on multiple cores. The
computational eort and memory requirements for the matrix free approach
is comparable to the explicit approach which in turn is much lower than the
global matrix solve approach. Both the matrix free and global solve implicit
techniques exhibit superior steady state convergence compared to the explicit
method.
7.1.2 Future work
The steady state convergence rate of the both the implicit methods tend
to be slow for low speed ow problems such as the Hartmann ow discussed
in section 4.3. This is because of the use of a compressible ow solver for a
low Mach number, near incompressible ow making the governing equations
extremely sti. The ratio of the largest to the smallest Eigen values of the
convective ux Jacobian vary as the reciprocal of the fast magnetosonic Mach
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number. The equations need to be pre-conditioned to reduce the stiness of the
governing equations. This technique is widespread in the compressible Navier-
Stokes community [149, 150] and has been applied to the MHD equations as
well [151].
The matrix free LU-SGS technique can be used as a pre-conditioner
to the GMRES method. This combination methodology is observed to have
superior convergence for steady state problems, compared to either of the
methods, used separately [115]. The default block Jacobi pre-conditioning
method as part of the PETSc libraries tend to be less ecient with larger
number of processors, because of the increased use of older values, thereby
slowing the convergence of the minimum residual solves [152]. On the other
hand, the LU-SGS technique developed in this work, does not use older values
with more processors, thereby keeping the convergence rate the same.
7.2 Coaxial plasma accelerator studies
7.2.1 Conclusions
A resistive magneto-hydrodynamics numerical model has been used to
study coaxial plasma accelerators. The eect of plasma conductivity on the
mode of operation has been investigated. It is seen that the plasma current
densities are conned close to the inlet end for low conductivity cases while
current sheet like features develop at high conductivities. The former is a
characteristic of the deagration mode of operation while the latter is seen in
the detonation or snowplow mode of operation. A comparison of the piecewise
integrated current densities was made with experimental measurements. The
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simulated results agreed well with the experiments for the low conductivity
case but not for the higher conductivity case. This is probably due to a higher
value of conductivity used in the calculation resulting in lower uid residence
time compared to the experiment. A qualitative comparison can be made with
regard to formation of current sheet like features in the simulation at higher
conductivities. Simulations were also performed to model the exit plume of
the coaxial plasma accelerator. Higher temperatures were seen at the exit end
of the cathode brought about by pinching eects due to high axial currents.
Directed particle energies  1 keV were obtained at the exit plane which is
consistent with experimental measurements. The model validates the theory
about the role of plasma resistivity in determining the mode of operation in a
coaxial plasma accelerator.
7.2.2 Future work
A purely temperature dependent Spitzer model is used to calculate the
plasma resistivity in the coaxial plasma accelerator simulations. This model
tends to be valid only for fully ionized plasmas. Therefore, a temperature
and number density dependent conductivity model need to be employed. The
expansion of the plasma into near vacuum conditions is modelled by impos-
ing a 10 Pa pressure at the exit. The pressure tends to be on the order of
mTorrs in the experiments, where the continuum assumptions are not valid.
A Lagrangian particle model along with the uid equations need to be used
to account for the high Knudsen number ows encountered at the exit. The
uid Reynold's number for the low and high conductivity cases are on the
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order of 3500 and 20,000, respectively, for a length scale of 5 cm, which is the
diameter of the coaxial plasma accelerator. Flow turbulence eects should be
accounted, at least in the high conducitivity case, using Reynold's averaged
MHD equations and turbulence models for obtaining the Reynold's stresses.
7.3 Rail plasma actuator studies
7.3.1 Conclusions
A single uid resistive magneto-hydrodynamics model has been used to
study the ow actuation eects brought about by the Rail Plasma Actuator
(RailPAc). The MHD governing equations is modied with additional ux and
source terms that arise from inclusion of applied electric and magnetic elds.
A preliminary one dimensional analysis of the RailPAc was performed using
the snowplow model, which predicted the motion of the arc. The current sheet
propagation speeds compared well with experimental measurements. Two
dimensional simulations were performed assuming the plasma is in a state
of Local Thermodynamic Equilibrium (LTE). The single uid MHD model
was unable to capture the propagating current sheet like behaviour seen in the
experiments. Simulations were performed with an assumed propagating region
of high conductivity, representing the current sheet and actuation due to purely
Lorentz forces was studied. A peak actuation  100 m/s was observed close
to the high conductivity region. The inclusion of Joule heating along with the
Lorentz forcing source terms showed isotropic actuation in the vicinity of the
current sheet.
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7.3.2 Future work
The non-equilibrium nature of the plasma has to be accounted, to cap-
ture the motion of the high conductivity plasma column, in a self-consistent
manner. The single uid MHD equations should be coupled with the non-
equilibrium plasma governing equations much the same way as Navier-Stokes
plasma coupling models used in the study of glow discharge based actuators
and electro-thermal thrusters [153, 154]. The non-equilibrium model solves
for electron densities and temperatures which can be used to evaluate plasma
conductivity and energy source terms for the single uid MHD model. Param-
eters such as pressure, velocity, temperature and induced magnetic elds can
be fed back into the non-equilibrium solver completing the iterative coupling
process. Flow Reynold's numbers are on the order of 200,000 for the cases
studied, which requires the use of Reynold's averaged governing equations
with turbulent stress terms.
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Chapter 8
Previous work on modeling of microdischarges
A brief description of the work done by the author prior to start of
the high density plasma modeling project is presented in this chapter. The
author was part of a project that involved modeling of high pressure small
length scale  10-50 m plasmas called microdischarges. Application of these
discharges were for the design of micro-propulsion devices for small satellites.
The computational model used in this study was developed by the research
group and is vastly dierent from the MHD model described earlier. Outcome
of this research work was published in ref. [100{102].
8.1 Introduction
Microdischarges are nding way into several applications such as pho-
tonics and biomedical devices [155, 156]. These discharges are in a state of
thermal non-equilibrium similar to glow discharges and operate over very
small length scales  10-50 m. They are relatively stable at nominally high
pressures  1 atm. with low breakdown voltages  100-500 V governed by
the Paschen curve [157]. The plasma and volumetric power densities seen in
these discharges are much higher compared to larger glow discharges (electrode
gaps  mm). The high power densities also lead to signicant gas heating in
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microdischarges with gas temperature increase of hundreds to thousands of
kelvin above the wall temperature. Microdischarges have been proposed for
use in electrothermal microthrusters for small satellite propulsion [154]. These
devices, known as micro plasma thrusters (MPTs), use a direct-current mi-
crodischarge to preheat a propellant stream within a cold-gas microthruster,
thus resulting in improved thrust and specic impulse. One of the drawbacks
of this design is the erosion of exposed electrodes due to ion bombardment
and heating eects. An improvement to the MPT design can be achieved
by using refractory dielectric-covered electrodes [158]. An alternating-current
[e.g., radio frequency (RF)] excitation of the microdischarge is consequently
needed to drive power into the device, resulting in pulsed microdischarge opera-
tion. We report the computational results of an RF-excited, dielectric-covered,
microdischarge-based microthruster.
8.2 Computational model
A detailed rst principles plasma model coupled to a compressible
Navier-Stokes uid ow model is used [154]. The plasma model solves for the
charged and neutral species transport, the self-consistent electrostatic elds,
and the electron temperature. The cycle-averaged thermal source term (ow-
ing to ion Joule heating, electron elastic and inelastic collisions) is computed
by the plasma model and used as the energy source term in the compress-
ible Navier-Stokes equations. The gas temperature, pressure and ow velocity
elds computed by the Navier-Stokes solver are used as inputs for the plasma
solution. A pure argon propellant is considered, and the nite rate chemistry
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model for the same is discussed in [154].
8.3 Results
Figure 8.1: Simulation results of a micro cavity discharge thruster
at an operating voltage of 600 V with 20 MHz.
Figure 8.1(a) shows the microthruster geometry and the computational
mesh used in this work, comprising a total of about 16000 cells. The geom-
etry consists of an axisymmetric constant-area channel section 560 m long,
followed by a diverging nozzle section 140 m in axial length. The diameters
of the channel and nozzle exit sections are 100 and 300 m, respectively. The
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distance between the electrodes is 160 m. The dielectric material is assumed
to have a relative permittivity of 9.0, which is similar to that of glass. Its
thickness that separates the electrodes from the gas is 40 m. The Navier
Stokes equations are solved in the gas sub-domains (channel and nozzle sec-
tions) while the plasma governing equations are solved only in the channel
section. Only Poisson's equation for the electrostatic potential is solved in
the dielectric sub-domain. The applied voltage waveform for the case shown
is at an amplitude of 600 V with 20 MHz frequency. The total pressure and
total temperature at the inlet are 40 kPa and 300 K, respectively. The wall
temperatures are xed at 300 K. A very low pressure of 10 Pa is imposed at
the \vacuum" exit plane. Figure 8.1(b) shows the cold-gas pressure distribu-
tion in the thruster. The pressure reduces along the downstream direction
as the ow accelerates through the channel section. Figure 8.1(c) shows the
cycle-averaged number density of the dominant ion Ar+ in the channel sec-
tion. Number densities on the order of 7 1019m 3 are seen in the bulk of the
discharge. Figure 8.1(d) shows the cycle-averaged electron number density in
the discharge. High electron densities are observed close to the axis. The elec-
trons are conned between the oscillating sheaths in the RF discharge. This,
in turn, promotes greater ionization in the bulk of the discharge. Power depo-
sition in the neutral gas is a combination of ion Joule heating, energy transfer
through inelastic collisions in the plasma, and energy transfer through elastic
collisions of electrons with the neutral species. Figure 8.1(e) and (f) shows the
cycle-averaged power deposition in the neutral gas through inelastic and elas-
tic collisions, respectively. The integrated power deposition through inelastic
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collisions is about 3 mW, while it is about 0.5 mW through elastic collisions.
Figure 8.1 (g) and (h) shows the cycle-averaged ion Joule heating and the
total energy source term in the plasma, respectively. It is observed that the
ion Joule heating is much higher than the inelastic and elastic collision terms.
The integrated power deposition through ion Joule heating is observed to be
about 64 mW, which is about 75% of the total electrical power of 84 mW.
The ion Joule heating is higher close to the wall in the oscillating RF sheaths,
owing to the high electric elds. The integrated cycle-averaged total power
deposition in the neutral gas is about 68 mW. Figure 8.1(i) and (j) shows the
temperature contours in the cold-gas case (plasma o) and the hot-gas case
after power deposition (plasma on),respectively, which indicate a maximum
temperature rise of about 160 K.
Simulations were also performed with a driving voltage frequency of 10
MHz and also with argon-nitrogen mixture as the propellant gas. The peak
electron density increases with increase in the drive frequency as shown in
gure 8.2(a) and (b). This increase is attributable to the improved capaci-
tive power deposition eciency at higher frequencies [7]. The integrated ion
Joule heating is also calculated to be higher for the 20 MHz excitation ( 64
mW) compared with the 10 MHz case (46 mW) as shown in 8.2(c) and (d).
Deliberate addition of small amount of nitrogen can improve the contribution
of the inelastic collisional heating in the discharge. Nitrogen is characterized
by various low energy rotational, vibrational and electronic energy states that
are readily excited by the electrons. These states are also quenched rapidly
by collisions with the background gas thus providing an ecient pathway for
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Figure 8.2: Electron densities for (a) 10 MHz and (b) 20 MHz
excitation; total gas energy source term for (c) 10 MHz and (d) 20
MHz excitation
transfer of electron energy to the gas by the inelastic collision mode. Simu-
lation studies were done on the same geometry as shown in gure 8.1(a), the
only dierence being the use of argon-nitrogen (80-20 %) mixture as the pro-
pellant gas. The volume and time-averaged ion Joule heating (gure 8.3(a))
contributes about 88% of the total power deposition while inelastic collision
source term (gure 8.3(b)) contributes about 12%. The contribution of inelas-
tic collisions in the pure argon case was about 6%. The use of nitrogen (and
indeed other molecular gases) to noble gas propellants is therefore a viable
approach for improved gas heating in electrothermal class of thrusters driven
by cold plasmas.
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Figure 8.3: (a) Ion Joule heating and (b) inelastic collision source
term for the Ar  N2 case.
8.3.1 Thruster performance calculations
The time averaged total gas power deposition is used as energy source
term in the bulk ow Navier-Stokes equations to realize enhancements to the
thrust and specic impulse. Figures 8.4(a),(b) and (c) show the temperature
distribution in the propellant gas ow for pure argon at 10 MHz and 20 MHz
RF excitations and for the 80% argon 20% nitrogen case discussed earlier. The
top half of both gures shows the temperature prole for the cold gas case,
while the bottom half shows temperatures for the plasma-on cases. Peak gas
temperature rise of  160 K is observed for the pure argon case at 20 MHz and
a slightly lower peak temperature rise is observed for the 10 MHz case. The
peak gas temperature rise is seen to be highest  200 K for the argon-nitrogen
case. Moreover, the temperature rise is seen to be close to the axis compared
with the pure argon cases. The volumetric footprint of the temperature in-
crease is signicantly larger for the argon-nitrogen case compared with the
pure argon cases at 10 and 20 MHz. The larger gas heating observed in the
20 MHz excitation is obviously due to higher cycle integrated thermal source
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term. The argon-nitrogen case shows the highest increase in temperature due
to the presence of higher cycle-integrated thermal source terms away from the
wall. This reduces the loss of energy through heat conduction at the dielectric
surfaces and a larger fraction goes into heating the propellant ow. Figures 8.4
(c), (d) and (e) show the ow axial velocity distribution for the three dierent
cases discussed above. A peak velocity  650 m=s is seen at the exit plane for
the argon nitrogen case at 10 MHz. compared with  500 m=s in the case of
the cold gas thruster.
Case
Mass
ow rate
(mg/s)
Total
power
(mW)
Thermal
source
term
(mW)
Thrust
(N)
Specic
impulse (s)
cold gas 0.55 0 0 299 55
10 MHz 0.45 62 50 269 61
20 MHz 0.44 84 68 278 65
10 MHz Ar  
N2
0.37 83 76 252 69
Table 8.1: Performance parameters for cold and hot gas cases.
Table 8.1 summarizes the various performance parameters for the dif-
ferent cases discussed above. Note that the discharge powers shown in table
8.1 are averaged over a RF cycle. It is seen that the electrical power for the
argon-nitrogen case is higher than the pure argon cases at 20 and 10 MHz.
The fraction of discharge power that is converted to thermal energy remains
more or less the same for the pure argon cases while it is higher for the argon-
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nitrogen case due to larger contribution from inelastic collision source terms.
The thrust is calculated based on the pressure and axial velocity at the exit
plane as shown in equation 8.1.
Thrust; T =
Z R
0
 
P + V 2ax

2rdr (8.1)
Specicimpulse; Isp =
T
_mg
(8.2)
The specic impulse is calculated as the ratio of the thrust to the mass
ow rate times the acceleration due to gravity g as shown in equation 8.2. The
mass ow rate tends to decrease slightly with heat addition in the channel sec-
tion. This is owing to the increase in stagnation temperature while keeping the
stagnation pressure a constant; eectively a blockage in the channel that causes
an increase in the ow resistance. Thrust also decreases with heat addition but
the specic impulse for the hot gas cases is higher than the cold gas. A specic
impulse enhancement  14 s is observed for the argon-nitrogen case while a
rise of about 10 s is seen for the 20 MHz case. The performance enhancement
trends observed with increase in frequency and addition of molecular nitrogen
is consistent with the experimental work described in ref [159].
8.4 Conclusions
The discharge phenomenon in an RF excited micro-cavity discharge
thruster has been simulated using a coupled plasma-ow model. The cycle-
averaged thermal energy source terms are obtained by solving the plasma
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governing equations which are then coupled with the Navier-Stokes model to
obtain enhancement in specic impulse. The operation of the thruster using
an alternating current waveform of amplitude, 600 V with varying frequency
(10 MHz, 20 MHz) is studied. Results indicate a highly pulsed microdischarge
with plasma densities of  1019 m 3 and gas temperature excursions of  150
K occurring in the discharge during the pulse. It is also seen that the dom-
inant heating mechanism in these discharges are through ion Joule heating.
The addition of molecular gas such as nitrogen into the noble gas propellant
stream increases the contribution of the inelastic collision source term signi-
cantly. Higher electron densities and spatially dominant thermal source terms
are observed at 20 MHz excitation compared with the 10 MHz case. A specic
impulse of 61 s was seen after power deposition for the 10 MHz case compared
with cold gas specic impulse of 55 s. Higher specic impulse (65 s) is ob-
served for the pure argon case at 20 MHz compared with the 10 MHz case.
The addition of 20% nitrogen to the ow resulted in much better performance
compared with the pure argon cases. The specic impulse for this case was
seen to be 69 s which is the highest among the three cases studied. The results
validate the RF excited micro-cavity discharge concept for electrothermal mi-
crothruster applications. For the conditions explored in this study, the overall
specic impulse of the thruster operating with the microdischarge plasma is
found to be about 25% higher than a corresponding cold gas case.
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Figure 8.4: Comparison of gas temperature distribution for cold
and hot gas cases for (a) pure Ar at 10 MHz, (b) pure Ar at 20 MHz,
(c) Ar N2 at 10 MHz; comparison of axial velocity distribution for
cold and hot gas cases for (d) pure Ar at 10 MHz (e) pure Ar at 20
MHz,(f) Ar  N2 at 10 MHz
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Appendix A
Non-convex nature of MHD equations
A theoretical analysis related to the convective term in the MHD gov-
erning equations is presented in this chapter. This term is responsible for the
three dierent wave speeds which give rise to the various features (such as the
\kink") seen in the MHD shock tube problem in chapter 4. The treatment
of the governing equations using the method of characteristics is presented
here along with the notion of convexity of general hyperbolic systems. Such a
treatment of general hyperbolic systems, particularly the compressible Euler
equations are given in famous textbooks by Toro [72], Leveque [160] and Jef-
frey et al. [161]. Specic treatment of the ideal MHD equation system along
with the Eigen structure of the convective ux Jacobian have been studied by
Roe et al. [162] and Godunov [163].
This chapter is organized as follows. The concept of convexity for a
one dimensional hyperbolic equation is rst introduced and then extended to
hyperbolic systems in sections A.1 and A.4. The Eigen structure of the one
dimensional MHD equations are closely studied in section A.6 and the non-
convexity of these equations are proved. This leads to the discussion of the
MHD shock tube in section A.7 and the various shock and expansion waves in
the solution are analysed using method of characteristics. The slow compound
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wave is then closely analysed using the idea of convexity in this section.
A.1 One dimensional hyperbolic equation
A one dimensional single variable hyperbolic equation of the form shown
in equation A.1 will be studied here to understand convexity. Let us assume
here that f is a function of u.
@u
@t
+
@f
@x
= 0 u(x; 0) = u0(x) (A.1)
Equation A.1 can also expressed as shown below.
@u
@t
+ (u)
@u
@x
= 0 (u) =
@f
@u
(A.2)
From equation A.2 it is evident that there is no change in u along curves in
x-t plane whose slope is equal to (u) as shown in equation below.
if
dx
dt
= (u) then
du
dt
=
@u
@t
+
dx
dt
@u
@x
= 0 (A.3)
We can also conclude that these curves in x-t plane are straight lines since the
value of the slope depends on u and it is a constant along that line with the
value that is known at t=0. That is the slope of the line through a point xp
will be dx
dt
= (u0(xp)).
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A.2 Regarding convexity
The convexity of a hyperbolic equation can be dened based on the
nature of (u). If (u) is monotonically increasing for all values of u, then the
hyperbolic equation is convex. The equation is concave if (u) ismonotonically
decreasing.
The physical meaning behind the idea of convexity can be seen in the
way the characteristics change their slopes to create shock and expansion waves
with a given initial data. For example, the slopes of characteristics tend to
increase in regions where u0(x) is increasing if 
0(u) > 0 and decrease where
u0(x) decreases.
This brings up an important point about convex/concave hyperbolic
equations. For arbitrary initial data u0(x), the characteristics can either pro-
duce shocks or expansions and never both of them together. This fact will be
illustrated with the example of the inviscid Burger's equation in section A.3.
A.3 Example: Inviscid Burger's equation
Equation A.4 is known as the inviscid Burger's equation which is a
single variable non-linear hyperbolic equation. The characteristic wave speed
(u) is equal to u here. Since it is monotonically increasing with respect to u,
this equation is convex.
@u
@t
+ u
@u
@x
= 0 u(x; 0) = u0(x) (A.4)
Figure A.1 shows two cases corresponding to two dierent initial con-
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Figure A.1: (a) Initial data for u at t=0 where left state is greater
than right. (b) characteristics corresponding to case (a). (c) Ini-
tial data for u at t=0 where left state is less than right state. (d)
characteristics corresponding to case (c).
ditions for u. For the case shown in Fig. A.1(a), the values on the left hand
side are greater than the values on the right which are connected through a
smooth linear transition region. The Riemann problem [72] is a limiting case
of this scenario where the transition region width reduces to zero. The char-
acteristics corresponding to this case is shown in Fig. A.1 (b). They converge
at a single point due to reduction in slope in the transition region which leads
to the formation of a shock. The contrasting picture arises for the initial con-
dition shown in Fig. A.1 (c) where the characteristics tend to diverge in the
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transition region leading to formation of an expansion fan as shown in Fig.
A.1 (d).
A.4 Convexity in hyperbolic systems
A general time dependent hyperbolic system in one dimensional space
coordinates can be written as shown in equation A.5.
@[U ]
@t
+
@[F ]
@x
= 0 (A.5)
Eq. A.5 is a set of n hyperbolic equations. Here [U ] is an n tuple of
conserved variables and [F ] is referred to as the ux term which can be in
general a function [U ], x and t. Let us assume that [F ] is a function of [U ]
alone. Equation A.5 can also be written in the form shown in Eq. A.6 where
J is the ux Jacobian matrix.
@[U ]
@t
+ J
@[U ]
@x
= 0 J =
@[F ]
@[U ]
(A.6)
The set of n non-linear equations will then give rise to n dierent char-
acteristic wave speeds as opposed to just one wave speed seen in section A.1.
These dierent characteristic wave speeds are the eigenvalues of the ux Ja-
cobian matrix. The idea of convexity here will be then related to how these
wave speeds behave. The terminology that is used in hyperbolic systems to
extend the idea of convexity is to classify them as genuinely non-linear and
linearly degenerate characteristic elds [72].
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Let us denote the eigen values of the ux Jacobian J as k([U ]) and its
corresponding right eigen vector as rk([U ]).
Denition 1. Characteristic eld associated with eigen value k is genuinely
non-linear if the variation of the wave speed along the eigen vector is never
zero for all values of [U ].
~rk:rk 6= 0 8 [U ] 2 Rn (A.7)
An important property of genuinely non-linear elds which is similar
to the idea of convexity is that they produce either shocks or expansion waves
but not both of them together.
Denition 2. Characteristic eld associated with eigen value k is linearly
degenerate if the variation of the wave speed along the eigen vector is always
zero for all values of [U ].
~rk:rk = 0 8 [U ] 2 Rn (A.8)
These kind of characteristic elds end up as contact discontinuities in
the solution. They have an important property where in the speed of the
discontinuity is the same as the characteristic speeds on its upstream and
downstream sides. This also implies that the discontinuity propagates at the
characteristic wave speed itself.
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A.5 One dimensional MHD equations
The analysis of these equations are again done in single dimensional
space. Therefore the variation of quantities are only along the x direction.
Divergence free criterion for magnetic eld makes the x component of magnetic
eld (Bx) a constant. The set of primitive variables will then be a 7 tuple of
the form [; u; v; w;By; Bz; P ] as opposed to just 3 variables in the case of one
dimensional Euler equations. The modied set of hyperbolic equations can
be written out as shown in equation A.9 after using the scaling parameters
shown in table 3.1 from chapter 3. The total pressure Pt is the sum of the
thermodynamic and magnetic pressure given by Pt = P +
jBj2
2
.
@
@t
26666666666666664

u
v
w
By
Bz
Z
37777777777777775
+
@
@x
26666666666666664
u
(u2 + Pt  B2x)
(vu ByBx)
(wu BzBx)
(Byu  vBx)
(Bzu  wBx)
(Z + Pt)u  (uBx + vBy + wBz)Bx
37777777777777775
= 0 (A.9)
A.6 Eigen decomposition of MHD ux Jacobian
The eigen structure of the MHD ux term in equation A.9 is evidently
not easy to derive compared to the Euler equations from gas dynamics. Roe et
al. [162] derived the ux Jacobian for the MHD equations using primitive vari-
able [W ] = [; u; v; w;By; Bz; P ] governing equations. The equations in terms
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of conservative variables (equation A.9) can be recast in terms of primitive
variables as shown below.
@[W ]
@t
+A([W ])
@[W ]
@x
= 0
A =
26666666666666664
u  0 0 0 0 0
0 u 0 0 By

Bz

1

0 0 u 0  Bx

0 0
0 0 0 u 0  Bx

0
0 By  Bx 0 u 0 0
0 Bz 0  Bx 0 u 0
0 a2 0 0 0 0 u
37777777777777775
speed of sound a =
s
P


(A.10)
The eigen values of the A matrix can be evaluated in terms of the
sound, Alfven, slow and fast plasma wave speeds to give a set as shown below.
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i = [u  cf ; u  ; u  cs; u; u+ cs; u+ ; u+ cf ]
Alfvenwave speed  =
Bxp

slow wave speed c2s =
1
2
0@a2 + jBj2

 
s
a2 +
jBj2

2
  42a2
1A
fastwave speed c2f =
1
2
0@a2 + jBj2

+
s
a2 +
jBj2

2
  42a2
1A (A.11)
The right eigen vectors corresponding to each of the eigen values also
have been derived by Roe et al. [162] which will not be completely dealt
with. The direction now will be to examine the nature of the characteristics
themselves and see if non convexity exist in MHD equations. This will be
demonstrated by looking closely at just one of the characteristic elds alone,
which is the u  cs eigen value.
Theorem 1. The Characteristic elds corresponding to eigen value u   cs is
non convex.
Proof. Instead of an algebraic treatment, the variation of the eigen value is
plotted against a parameter which will be By here. The right eigen vector
corresponding to the eigen value u   cs is as shown below. This has been
derived by Roe et al. [162].
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rs =
26666666666666664
s
 scs
 fcfy
 fcfz
 fpay
 fpaz
sP
37777777777777775
2f =
a2   c2s
c2f   c2s
2s =
c2f   a2
c2f   c2s
y =
8<:
Byp
B2y+B
2
z
if B2y +B
2
z 6= 0
1p
2
if B2y +B
2
z = 0
z =
8<:
Bzp
B2y+B
2
z
if B2y +B
2
z 6= 0
1p
2
if B2y +B
2
z = 0
(A.12)
To show the non convexity here, we just need to prove that the char-
acteristic eld is neither genuinely non-linear nor linearly degenerate. For a
special case which will be relevant in the discussion of the MHD shock tube,
the variation of the eigen value along the right eigen vector is plotted against
By (transverse magnetic eld) as a parameter in gure A.2. The calculation is
done for a case of primitive variables as shown below. By is assumed to vary
between -1 and 1.
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[W ] =
26666666666666666664
1:0
0:0
0:0
0:0
0:75
By
0:0
1:0
37777777777777777775
(A.13)
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Figure A.2: variation of ~r:[r] against By for the eigen value u cs
where (a) speed of sound is greater than Alfven speed (b) speed of
sound is less than Alfven speed
Figure A.2(a) shows that for the assumed values for primitive variables
from equation A.13, ~r:[r] goes to zero at By = 0 and is negative on either side
of it. This shows that the characteristic eld associated with u  cs is neither
linearly degenerate nor genuinely non linear. Therefore the characteristic eld
is non convex.
Figure A.2(b) plots a case where the speed of sound is less than the
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Alfven speed. This case is where the pressure value in equation A.13 is changed
from 1.0 to 0.1. ~r:[r] does not go to zero here for By = 0. Nonetheless, the
statements for genuinely non-linear and linearly degenerate refer to all possible
values of [W]. Therefore proving a single case is sucient for non convexity.
A.7 MHD shock tube
(a) (b)
Figure A.3: primitive variables at time t=0 for (a) gas dynamic
shock tube and (b) MHD shock tube
The classic gas dynamic shock tube, also referred to as the sod shock
tube [164] in the Computational Fluid Dynamics community is as shown in
gure A.3(a). It consists of a one dimensional domain from 0 to 1 with a
sharp discontinuity in the middle that separates the driver region (higher pres-
sure,density region) and the driven region (lower pressure,density region). The
initial values of the primitive variables are also shown here. Figure A.3(b)
shows a variant of the Sod shock tube for the magneto-hydrodynamics equa-
tions rst studied Brio et al. [4] in 1988.
The pressure and density solution for both the Sod and MHD shock
tube problems are shown side by side after time t=0.1 in gure A.4. The
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Figure A.4: pressure solution at time t=0.1 for (a) gas dynamic
shock tube (b) MHD shock tube; density solution at t=0.1 for (c)
gas dynamic shock tube (d) MHD shock tube.
hydrodynamics case shows the propagation of a shock to the right side and
expansion waves to the left. The shock is brought about by the u+a character-
istics while the expansion waves are brought about by the u a characteristics.
The contact discontinuity seen in the density plot (Figure A.4(c)) is brought
about by the u characteristics. The MHD shock tube shows a rich variety of
features which will be analysed closely. One of the easily discernable features
is the contact discontinuity seen in A.4(d) which is brought about by the u
characteristics in the MHD equations. There are infact 5 dierent features
that are shown in Figure A.5 (a). The expansion wave on the extreme right
and left sides are due to the fast plasma waves. The shock on the right hand
side is due to the slow plasma wave. Feature 3 is the contact discontinuity.
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Figure A.5: (a) density solution for the MHD shock tube with
numbered features (b) table with the description of features seen in
(a)
The kink like feature at 4 is referred to as the slow compound wave. This is
where the signicance of non convexity of MHD equations comes into picture.
The x component of velocity is plotted in gure A.6 (a). The marked
region which is the same as Region 4 in gure A.5 is shown in gure A.6 (b).
This gure is taken from the paper by Brio et al. [4] and shows the exact
solution using Riemann invariants and the approximate solution computed
using a Riemann solver. This feature is essentially a slow shock wave followed
by an attached expansion wave. This shock wave is formed from the u   cs
characteristics. In section A.6 we proved that these characteristics are non
convex. This implies they can create both expansion and shock waves which
is seen here.
To show that the shocks and the expansion waves are indeed brought
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Figure A.6: (a) x component of velocity (u) solution at time t=0.1
(b) region marked red from (a) zoomed in showing the slow shock
and attached expansion wave obtained from Brio et al. [4]
about by slow plasma waves and fast plasma waves respectively the character-
istics are plotted for a case where we have a smooth linear variation in all the
primitive quantites (similar to inviscid Burger's equation analysis) as opposed
to the sharp initial condition in the MHD shock tube. The assumed variation
of By and the wave speeds are shown in gure A.7. Note that as By goes to
zero, the fast wave approaches the sound speed while the slow wave approaches
the Alfven speed.
The initial condition for velocity is assumed to be zero. This implies,
the [cs; cf ] characteristics propagate to the right while [ cs; cf ] characteristics
propagate to the left. These are shown in gure A.8. The slow plasma waves
indeed form a shock when propagating to the right as shown in gure A.8(a)
while the fast plasma waves form expansion waves towards either sides (gure
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Figure A.7: (a) assumed smooth variation of By in the MHD shock
tube (b) wave speeds for the assumed smooth linear variation for all
the quantites
A.8(b) and (d)). Note that the right propagating slow plasma waves also form
a shock which is responsible for the shock wave part of the kink. This analysis
will not lead us to the compound nature because once the shock is formed
the characteristic analysis breaks down. Further calculations have to be done
using Rankine Hugoniot jump conditions. A detailed treatment is given in the
paper by Brio et al. [4].
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Figure A.8: (a) right propagating slow wave characteristics (b)
right propagating fast wave characteristics (c)left propagating slow
wave characteristics (d) left propagating fast wave characteristics
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