The growing availability of human genetic variation has given rise to novel methods of 21 measuring genetic tolerance that better interpret variants of unknown significance. We recently 22 developed a novel concept based on protein domain homology in the human genome to improve 23 variant interpretation. For this purpose we mapped population variation from the Exome 24 Aggregation Consortium (ExAC) and pathogenic mutations from the Human Gene Mutation 25
Another way to provide evidence for the pathogenicity of a genomic variant is to observe the 61 effect of that variant in homologous proteins across different species. Mutations at corresponding 62 locations in homologous proteins are found to result in similar effects on protein stability 63 Nonetheless, we believe MetaDome can be used to better interpret variants of unknown 271 significance through the use of meta-domains and tolerance landscapes as we have shown in our 272
example. 273
As more genetic data accumulates in the years to come, MetaDome will become more and more 274 accurate in predictions of intolerance at the base-pair level and the meta-domain landscapes will 275 become even more populated with variation found in homologue protein domains. We can 276 imagine many other ways of integrating this type of information to be helpful for variant 277 interpretation. Future directions for the MetaDome web server could lead to machine learning 278 empowered variant effect prediction, or visualization of the meta-domain information in a 279 protein 3D structure. 280 front-end, the back-end, and the database. The software architecture (Supp. Fig S5) follows the 285
Domain-driven design paradigm (Evans, 2004). The code is open source and can be found at our 286
GitHub repository: https://github.com/cmbi/metadome. Detailed instructions on how to deploy 287 the MetaDome web server can be found there too. 288
To ensure MetaDome can be deployed to any environment and provide a high degree of 289 modularity, we have containerized the application via Docker v17.12.1 (Hykes, 2013). We use 290 docker-compose v1.17.1 to ensure that different containerized aspects of the MetaDome server 291 can work together. The following aspects are containerized to this purpose: 1.) The Flask 292 application, 2.) a PostgreSQL v10 database wherein the mapping database is stored, 3.) a Celery 293 v4.2.0 task queue management system to facilitate the larger tasks of the MetaDome web-based 294 user requests, 4.) a Redis v4.0.11 for task result storage, and 5.) RabbitMQ v3.7 to mediate as a 295 task broker between client and workers. For a full overview of the docker-compose architecture 296 we refer to Supp. Fig. S6 . 297
The visualization medium of the MetaDome web server is a fully interactive and responsive 298 HTML web page. This page is generated by the Flask framework and the navigation aesthetics 299
Meta-domains consist of homologous Pfam protein domain instances that are annotated using 339
InterproScan. Meta-domains consist of at least two homologous domains. MSAs are made using 340 a three step process. Metadome makes use of several docker containers that work jointly via docker-compose to 547 provide various degrees of functionality. The Flask App docker container is responsible for 548 hosting the MetaDome visual interface and at the first run it will create the mapping database. 549
The Flask docker container communicates via the RabbitMQ service, which serves as a message 550 broker, to the Celery docker container. This Celery container keeps track of the large tasks and 551 the results of those tasks are temporarily stored in the Redis server. The PostgreSQL container 552 houses the database containing the mapping between GENCODE transcripts and Swiss-Prot. 553
