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I. INTRODUCTION 
Kecently, several authors have applied the theory of dynamical systems to 
nonautonomous systems of differential equations. Deysach and Sell [I] 
obtain conditions for the existence of a.p. (almost periodic) solutions of a 
system which is periodic in the independent variable. Miller [2] seems to 
have been the first to generate a useful dynamical system from a quite 
arbitrary nonautonomous system. He obtains conditions for the existence 
of an a.p. solution of an a.p. system. We will employ his technique throughout 
this paper. Seifert [3], [4] has obtained related results both with and without 
the use of a dynamical system. In a two part paper, Sell [.5], [6] exhaustively 
studies the conditions under which the dynamical systems technique may be 
applied. 
In all of the work noted above, the existence of an a.p. solution is established 
by showing that a recurrent motion exists which is uniformIy Lyapunov stable. 
In the present work we study systems of differential equations and conditions 
which lead to motions which are recurrent but not necessarily a.p. We shall 
call functions associated with such motions recurrent functions. 
We now set forth some of the notation to be used together with some of the 
basic definitions and fundamental theorems from the theory of dynamical 
systems. A careful development of this theory can be found in the very 
readable book by Nemytskii and Stepanov [i’]. 
If A is a subset of a topological space X we denote the closure of A by i3*. 
Let (X, d) be a metric space and R the set of real numbers. A dynamical 
system on X is a mapping 
n:RxX+X 
* This work is a part of the author’s doctoral dissertation, completed at Iowa 
State University under the direction of Professor George Seifert. 
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which satisfies the following conditions: 
(Dl) ~(0, X) = x for every x in X. 
(D2) ~(t, n(s, x)) = 7~(f + s, x). 
(D3) n is continuous. 
For fixed x in X, the set Y(X) == {x(t, X) I t is in H) is called the trajectoq 
through x. Also for fixed x’ the mapping rz : R - X is called the motion 
through X. If we restrict our attention to t > 0 or t sg 0 we speak of the 
positive or negative semitrajectories respectively. For fixed x in ,I-, the omega 
limit set of the motion through x is 
Q(x) = {y in X 1 d(y, 7f(tn, X) -+ 0 as t, + co>. 
The alpha limit set, A(x), is similarly defined for tn --f (-co). 
A motion is said to be compact(or positively compact or negatively compact) 
if the closure of its trajectory (or positive or negative semitrajectory) is 
compact. In [7] Nemytskii and Spepanov call a compact motion Lagrange 
stable. 
A motion is said to be recurrent if for every E > 0 there exists a T(E) > 0 
such that for any t in R and any interval I of length T(E) there is an an s in I 
such that d(n(s, x), n(t, x)) < E. 
A motion ~(t, x) is said to be almost periodic if for every E > 0 there exists 
a T(E) > 0 such that for any interval I of length T there is an s in I such that 
d(n(t, x), ~(s + t, x)) < F for all t in R. 
A motion n(t, X) is said to be periodic with period T > 0 if d(a(t + T, x), 
m(t, x)) = 0 for all t in R. We note that periodic and almost periodic motions 
are recurrent. 
A non-empty subset A of X is invariant if for every x in A, +t, x) is in A 
for all t in R. We define positively or negatively invariant subsets in a like 
manner. A subset M of X is a minimalset if it is non-empty, closed, invariant 
and has no such proper subset. 
THEOREM 1.1. Every invariant, closed, compact set contains a minimal set 
(cf. [7], p. 374.) 
The following two important theorems of Birkhoff (cf. [7], p. 375-377.) 
relate minimal sets and recurrent motions. 
THEOREM 1.2. If X is complete and r(t, x) is a recurrent motion in X, then 
the closure of its trajectory is a compact minimal set. 
THEOREM 1.3. Every trajectory in a compact minimal set is recurrent. 
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II. DYNAMICAL SYSTEMS 
We consider a system of ordinary differential equations 
x’ =f(t, x) (4 
Let R denote the set of real numbers. The function f is continuous from 
R x Rn into Rn. We write:fis in C. In what followsfwill usually be bounded 
in t and continuous or uniformly continuous. We writezfis in BC iff is in C 
and for every compact set Kin Rn there is a number B such that i~f(t, x)II < B 
for (t, x) in R x K. The symbol I/ x I/ represents for x in Rn any convenient 
norm. If f is bounded and uniformly continuous on every set of the form 
R x K as described above, we write: f is in BU. 
The construction of a dynamical system associated with System A proceeds 
in two stages. To begin with we consider an extension of the dynamical 
system of Bebutov. (cf. [9], p. 8). 
Associated with every function f in C are its translates fs where 
fs(t, 4 = f(t + 4 4 
for all (t, x) in R x Rn and s is in R. Let F(f) be the collection of all such 
translates. F( f ) = {f$ 1 s is in R}. 
On C we introduce the compact open topology. Since the range of the 
functions is a metric space, this topology is equivalent to the topology of 
uniform convergence on compact sets. (cf. Kelly [8], p. 230). The space C 
can be made a metric space by defining a family of pseudo-metrics, dj . Let 
f and g be any two functions in C. For any positive integer N let IN be the 
interval [-N, N] in R and let JN = (IN)n and KN = (IN)nil be “cubes” 
in Rn and R”+l respectively. We then define the pseudo-metric 
4d.f~ g) = (t JJ; K llf(4 4 - g(t, 4ll~ 
N 
From the above family we define a metric on C by 
d(f,g) = f 4v(f>g)PYl + ddf,g))- 
N=l 
The dynamical system of interest here is defined by the mapping 
p: R x (C, d) -+ (C, d) where p(t,f) = ft . That is, p takes a given function 
f into a translate off. 
h’ow p(O,f) = f0 = f and for any numbers t, s in R and f in C, 
P(S> P(4fN = PWt) = fs+t = PO + txf). 
Therefore p satisfies Axioms (Dl) and (D2) of a dynamical system. 
The proof that p is continuous and thcreforc satisfics ?xiom (1.13) is 
a standard calculation involving a splitting of the metric into two parts and 
we omit the details since thev are similar to thos;, ap!xwing in the proof of 
Lemma 3. I to follow. 
Now the set of translates P(-f) is not closed in general. For esamplc, if 
f(t) = arctant and (t,(] is any’ scqucncc of real numbers approaching -i-,x), 
then ft, converges to the constant function r/2 uniform!y on compact sets. 
In order to utilize the classical theorems of dynamical systems we usually 
study the set F*(f). Then, since (C, d) is a complete metric space (cf. 
Kelley [8], p. 231) and F”(f) is closed, (F*(f), n) is a complete subspace. 
In terms of the dynamical system defined by the mapping p: P(f) = r(f), 
the trajectory through f, and P(f) y*(f ), the union of the trajectory 
with its alpha and omega limit sets. 
The following lemma is proved for f in BC:[R, R] by Gottschalk and 
Hedlund in [9] and later forfin Ijl/[R x R’l, Rn] by Sell in [5]. 
LEMMA 2. I. If f is in (C, d), then F*(f) is compact if, and only ;f, f is in 
BU (=BlJ[R x R”, R”]). -31~0, ifg is inF*( f) andf is in BU, theng is in BU. 
For the second stage in the construction of a dynamical system associated 
with system A we shall find it necessary to make the following assumptions: 
(ill) For each x in R” the system A has a unique solution p)(t, x,f) 
such that ~(0, x,f) ~= 3~’ and p)(t, s, f) exists for all t. 
(A2) For every function ,$ in F*(f) Condition Al holds for the system 
s’ =- g(t, x). 
Remark. Sell ([5], p. 253) gives an example of a system which satisfies 
Condition Al but not A2. He proves however that if f satisfies a Lipschitz 
condition independent of t, then for every g in F(f) and every x in R”, the 
system x’ : : g(t, x) has a unique solution such that ~(0, x, g) = s. 
Let system il satisfy Conditions Al and A2. Let cp(t, x,f‘) be the unique 
solution to (A) such that q(O, x,f) z x for x in R”. Let X = R” >< F*( f ). 
If p := (x, g) and 9 :-- ( y, h) are both in X, then define a metric p on X by 
P(P, 4) = !I x -Y il + dk, h). (2.1) 
We form a dynamical system involving the solutions to (A) by defining the 
mapping 7~: R x X -+ X. 
n(t; 2, g) -y= (qJ(C 3, g), g,); 
where t is in R and (x, g) is in S. 
(2.2) 
Miller [2] provides the details necessary to show that ZT is a dynamical 
system; the proof of the continuity of v resting on a lemma of Kamke [ZO] 
which shows the convergence of solutions on compact sets when both the 
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initial conditions and the underlying function g are varied. Condition D2 
is satisfied because ~(t $ s; y, 6) = ~(t; ~(s, y, g), gJ. We can summarize 
these results in the following 
THEOREM 2.1. Let f in C satisfy the uniqueness and global existence 
properties (Al) and (A2). Let (X, p) be the metric space with S = R71 :< F’ 
and p de$ned as in (2.1). Then the mapping n: R x X-t S given by (2.2) 
defines a dynamical system on ,Y. 
III. RECURRENT FUNCTIONS 
In the study of the behavior of the solutions of the system of differential 
equations (A) via dynamical systems it will be desirable to have the associated 
motions compact or positively compact. We therefore apply this terminology 
to the solutions of the differential equation. 
DEFINITION 3. I. The solution g)(t, x,f) of system (A) is compact (or 
positively compact) if its values are contained in a compact subset of Rn for 
all t (or t > 0) in R. 
The solutions of System (A) which lead to recurrent motions in the 
dynamical system defined by 71 can be characterized in the following way. 
LEMMA 3.1. If f is in C then the motion p(t, f) = ft in the dynamical 
system of Section II is recurrent if, and only if, f has the following property: For 
every E > 0 and L a compact subset of RTzmtl here exists a T(E, L) :> 0 such that 
for any t in R and interval I of length T there is an s in I such that 
/j f (t + 24, x) -f(s + u, x)1! < E fotf all (u, x) in L. 
Proof. Suppose f is a recurrent function. Take E > 0 and any compact 
set K in Rni l. Take N large enough so that Ij2N < c/2 and K is in the cube 
KN in Rn+l described in Section II. Then, since f is recurrent, there is a 
T(E/~, Khr) such that for any t in R and interval I of length T there is an s in I 
such that 
llf(u $ 4 x> -f (u + s, x)li < 4 
for all (u, x) in K, . Then d,(,ft , fs) < c/2 forj = 1, 2 ,..., N, and 
(3.2) 
Therefore, ft is a recurrent motion. 
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On the other hand, ifff is a recurrent motion and we take 0 s _ t ’ . 1, then 
for any compact set K in Rn r there is an integer :V such that K is in K, 
From the recurrence of the motion ft we choose T(E/~~+‘). Then, for any 
interval I of length T there is an s in I such that d(,/; ,fJ K t/2” .I. So 
But each term of the series is less than ~/2*“’ so 
4d.f; 2 fs) c. QyI + 4dft , fJ)P”, 
from which we get dN(J; ,f,<) i. c/(2 - 6) < E. Using the definition of dN we 
have I’f(t $ u, x) -f(s + u, xl’ < E for all (u, x) in KN . Since K is in KN , 
f is a recurrent function and the proof is complete. 
Because of Lemma 3.1 we shall refer to functions with this property as 
recurrent functions. 
Birkhoff’s Theorems I .2 and I .3 then yield the following 
LEMMA 3.2. If f is in C and is a recurrent function, then e-very function g in 
F*(f) is a recurrentfunction. 
Proof. By the preceding Lemma, the motion p(t, f) = ft is recurrent. 
Since (C, d) is a complete metric space, Theorem 1.2 implies that 
y*(f) =~ F*(f) is a compact minimal set. Theorem I .3 states that every 
motion in a compact minimal set is recurrent. So, if g is in F*( f ), g, is a 
recurrent motion and, again by Lemma 3.1, g is a recurrent function. This 
completes the proof. 
The concepts of of recurrent motions and their relationship to almost 
periodic functions have been studied by Auslander and Hahn [II], 
Nemytskii [Z2], and Sell [5] amongst others. Let us define a slightly weaker 
type of recurrence. 
DEFINITION 3.2. Let n- be a dynamical system on the metric space (X, d). 
Then for x in X we say the motion rr(t, x) is pseudo-recurrent if for every 
E > 0 there is a T(e) > 0 such that in every interval I of length T there is a 
number s such that d(n(0, x)), rr(s, x)) < E. 
Clearly every recurrent motion is pseudo-recurrent. Nemytskii and 
Stepanov [7], p. 378, show that if a pseudo-recurrent motion is compact, 
then it is recurrent. 
Let us define a Bohr metric on BC as follows; let 
S.,( f, P) z-= sup ~if(C 4 - g(t, a. (j = 1, 2,...) 
(t,x) in RxJ, 
S(f,g) =c S,(faRP’ (1 + hug)). 
i-=1 
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Then it is well known (cf. [Yj, [9]) that in the dynamical system 
p: R x (BC, 6) - (BC, S) the concepts of pseudo-recurrent motions, 
recurrent motions, and almost periodic motions are identical. 
This situation is altered, however, when the metric space is (C, d). Then, 
iff(t, x) is almost periodic in t uniformly for 3~ in K some compact set of An 
the motionp(t,f) is recurrent. Also, as pointed out above, a recurrent motion 
is pseudo-recurrent. But for neither of these last two statements is the 
converse true. Auslander and Hahn [II] g ive interesting examples of functions 
which lead to motions which are pseudo-recurrent, but not recurrent. 
Nemytskii and Stepanov [7], p. 391, give an example of a motion on a torus 
which is recurrent, but not a.p. This last motion provides an example of 
a function which is recurrent, but not a.p. if the curve traced on the torus is 
mapped in a natural way onto a cylinder concentric with the t axis. 
The following Lemma stems from the fact that iff is a.p. and g is in F*( f ) 
then f is in F*(g) with either the metric d or 6 on C. This property may be 
used to characterize recurrent functions as Professor Sell has pointed out. 
LEMMA 3.3. If f is in BU, then the following statements are equivalent: 
1) ft is a recurrent motion. 
2) f is in F*(g) for every g in F*( f ). 
Proof. If ft is a recurrent motion and g is in F*( f ) then g, is a recurrent 
motion and F*(f) is a compact minimal set. But F(g) is in F*(f) since 
F*(f) is invariant, and F*(g) = F*( f) since both are minimal sets. So, 
since f is in F*( f ), f is in F*(g). 
Conversely, let g in P*(f) imply that f is in F*(g). Now by Lemma 2.1 
F*( f ) is compact. Since it is an invariant set, it contains a recurrent motion, 
say gt . By hypothesis, f is in F*(g) and so by Lemma 3.2 the motion ft is 
recurrent. The proof is complete. 
IV. EXISTENCE OF RECURRENT SOLUTIONS 
In this section we shall see what information the classical theory of 
dynamical systems as applied in the previous sections to nonautonomous 
systems of ordinary differential equations yields about the existence of 
recurrent solutions to those systems. Here and in the sequel, a solution 
q(t, X, f) of system A or B will be called recurrent if as a function in C(R, Rfi) 
it satisfies the properly modified property of Lemma 3.1. 
As before, we consider the system 
(4 x’ = f (t, Lx). 
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In addition we consider the associated system 
U9 .y’ =z g(f, <X). 
Here the functionfis in C’ and g is in E*( f) with the compact open topolog!. 
used throughout on C. 
\I!e will also set forth the follovving set of conditions: 
(.%I) For each x in K” the System il has a unique solution q(t, ~,f) such 
that q(O, x,f) --= x and ~(t, -v,f) exists for all t. 
(A2) For every functiong in F”( .f ) Condition Al holds for the System B. 
(A3) The function j’ is in B 1’. 
(A4) There exists a solution q(t, s, f) of System J and a compact subset 
K of R” such that ~(t, .v,f‘) is in K for all t ,J 0. That is, System .d 
has a positively compact solution. 
Now a simple example will show that Conditions Al though A4 are not 
sufficient to guarantee the existence of recurrent solutions to System A. 
Example 4. I. Let ,f(t, X) = l/(1 + P). It is easy to verify that 
Conditions ;11 through A4 arc satisfied, but the solutions of x’ ~, f(t), 
~(t, x,f) x my arctant, are clearly not recurrent. 
Although in Example 4.1 System .d has no recurrent solution, we note that 
the zero function is in F*( f ). This function is recurrent and every solution 
to .x’ = 0 is constant and hence recurrent. 
In what follows we will need an important result from dynamical systems. 
(cf. [7], p. 327). 
THEOREM 4.1. If n: R x S + X defines a dynamical system on the metric 
space (X, d) then for every p in S, l ,x 0 and N : 0 there z’s a 6 > 0 such fhat 
if d(p, q) Y. 6, then d(n(t, p), 7~(t, q)) < E for all t such that / t / .:. N. 
Using the theorem above we can then prove the following result. 
THEOREM 4.2. If ,f (t, x) and its associated systems of ordinary differential 
equations satisfy Conditions Al through A4 above, then there exists in Q( f ) a set 
of functions 1%’ such that ifg is in M, then g is recurrent and there is a solution 
p)(t, y, g) of (B) which is a recurrent function. 
Proof. With f satisfying the above conditions, we know from the results 
of the previous sections that the mapping n(t; x, f) = (p(t, x,f), ft) defines 
a dynamical system mapping R x X into X, where X := R” x F*( f ). 
Let g?(t, s,f), the positively compact solution to (A), be contained in the 
compact set K. F*(f) is compact by A3 and Lemma 2.1. Let Y -I= Q(x,f), 
the omega limit set of the motion n-(t; x,f). Then Y is a closed, invariant 
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subset of the compact set K x F*(f). So Y is compact and by Theorem 1.1, 
Y contains a minimal set Z. Since Z is closed, it is compact and by 
Theorem 1.3 every trajectory in 2 is recurrent. 
Let (y, g) be in Z. Then g is in Q(f) and rr(t; y, g) is a recurrent motion. 
By a direct application of the definition of the metric p we can show that g, 
is a recurrent motion. By Lemma 3.2 the function g(t, X) is recurrent. Then 
M = {g i(y, g) is in Z]. 
To show that the solution y(t,y, g) is a recurrent function we use the 
definition of the metric p, Theorem 4.1, and a standard argument using the 
compactness of y*(y, g). We omit the details to complete the proof. 
Xow, in Example 4.1, using the notation of Theorem 4.2, Y == Z. That is, 
the whole omega limit set Q(x,f) is recurrent. The following example shows 
that this need not always be the case. 
Example 4.2. Letf(t) be an odd function in C(R, R) which is everywhere 
zero except for isosceles triangular pulses of height one and base one erected 
with vertices at t = 2j, j = 0, 1, 2,... The pulses are alternately positive and 
negative. Thenfand the differential equation x’ = f(t) satisfy Conditions Al 
through A4. For tj = 3(2j) the sequence of translatesf(t + tj) converges in 
the compact open topology to the zero function. All solutions to x’ = 0 are 
recurrent and for this sequence of translates .ir(tj ; 0,f) converges to a point 
in Z, the minimal set of recurrent motions described in Theorem 4.2. 
However, if tj = 22j - 1 ,f(t + tj) converges to a function g in Q( f ) which 
has exactly one positive pulse at t = 1. Clearly, this g(t) is not recurrent, nor 
are the solutions to x’ = g(t) recurrent functions. 
The next result is a stronger form of a result obtained by Miller in (2). 
THEOREM 4.3. If f (t, x) is a recurrent function and the system x’ = f (t, x) 
satisfies Conditions Al through A4 then there exists a recurrent solution to 
System A. 
Proof. By Theorem 4.1 there is a minimal set of recurrent motions in the 
omega limit set of the motion r(t; x,f). Let y(t, x,f)be the positively 
compact solution from Condition A4. Let ( y, g) be in the above minimal set 
and On> - ~0, v(t, , x,f) -Y, and ft, +g in the compact open topology. 
Since ft is a recurrent motion and g is in .Q( f ), then by Lemma 3.3 f is in 
Q(g) = F*(g). So there is a sequence {s;} + co such that g,; -f. Since 
Q( y, g) is a compact minimal set, there is a subsequence {So} of {sk} such that 
+sn ; y, g) = (v(sn , y, g), g,,) + (~,f) where w is in K. But by Theorem 1.3, 
every motion in the compact minimal set Q( y, g) is recurrent. Hence p)(t, w,f) 




COROLLARY 4.1. Let f (t, x) and its associated system of ordinary d$erential 
equations satisfy Conditions Al through A4 and in addition let every g in S2( f ) 
be a recurrentfunction. Then for every function g in Q( f ) the system .x’ g(t, x) 
has a recurrent solution. 
Proof. We need only verify that the systems X’ -- g(r, X) satisfy 
Conditions AI through A4. Let qft, .~,,f) be the positively compact solution 
to f’ =f(t, x). Let z-(& , x, f) ---f (y, g) in Q(zc,f). Since g is in P*( f ), 
Condition Al holds for g. To see that Condition Al holds for every function h 
in F*(g) we note that if g is in F*( f ), then F(g) is in F*( f ). Since F*( f ) is 
closed, F*(g) is in F*( f ). Thus, h is in F*(f) and Condition A2 is satisfied 
with f replaced by g. Lemma 2. I states that g is in BU so Condition A3 is 
satisfied for g. Now Q(y, g) is compact, (as is shown in the proof of 
Theorem 4.1) and since it is invariant under the mapping n, the motion 
through (y,g) is compact and therefore the solution cp(t, y, g) is compact. 
Thus, Condition A4 is satisfied for the system x’ = g(t, x). Since g is a 
recurrent function, Theorem 4.3 implies the existence of a recurrent solution 
to the system x’ = g(t, x). But g is an arbitrary function of Q( f ), so the proof 
is complete. 
We now consider a case in which the omega limit set Q(f) is entirely 
composed of recurrent motions, while f itself is not recurrent. This occurs 
when f is the form g(t, X) + r(t, X) where g(t, a-) is a recurrent function and 
r(t, X) 4 0 as f + co. We state a preliminary result. 
LEMMA 4.1. Let f and g both be in BU. Let g be recurrent and 
f(t, x) = g(t, x) + r(t, x) where r(t, x) -+ 0 as t + co. Then Q(f) = G’(g) 
and Q( f ) is a minimal set of recurrent motions. 
Since the proof of this lemma follows standard lines, we omit the details 
noting only that since f and g are in BC;, r(t, X) ---) 0 uniformly for x in K any 
compact subset of R*. 
THEOREM 4.4. Let f = g + Y be as in Lemma 4.1. Let x’ = f (t, x) be a 
system of ordinary d@e-ntial equations satisfying Conditions Al through A4. 
Then for every function h in sZ( f ) there exists a recurrent solution to the system 
X’ = h(t, x). In particular, there is a recurrent solution to the equation x’ = g(t, x). 
Proof. Lemma 4.1 and Corollary 4. I together imply that if h is in Q( f ) 
then there exists a recurrent solution to the system .z’ = h(t, x). The second 
conclusion follows directly from the fact that Q(f) = Q(g). Since g is 
recurrent, Q(g) = F*(g). But g is in F*(g) so g is in Q(f) and the proof is 
complete. 
Theorem 4.1 implies that under the conditions of Corollary 4.1 and 
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Theorem 4.4, the positively compact solution from Condition A4 approaches 
recurrent function uniformly on compact sets. That is, for every sequence 
{tn> + co there is a subsequence (sn} and a recurrent function #(t) such that 
for every E > 0 and T > 0 there is an N such that if n > AT then 
//d+%L, .~,f) - z/~(t)]1 < E for all t such that 1 t 1 < T. However, we cannot 
claim that this approach to 4 will in general be uniform for all t > T. We 
illustrate with the following 
Example 4.3. Let r and 0 be the usual polar coordinates in the plane. 
Take 
@‘= 1 1 
if r<l 
1 + (r - l)/(l + 1 t i)l/O- if r>l. 
(4.1) 
For t = 0, let Y = r,, , 0 = 0, . 
The right hand members above are bounded and uniformly continuous 
in every compact set r < R. The system is asymptotically autonomous and if 
Y,, > 1, the periodic solution r = 1, 0 = t + 0, is asymptotically, orbitally 
stable (from one side) but without asymptotic phase. We can show this if we 
integrate the first equation of (4.1) and substitute in the second. Another 
integration then yields 
@(t) = 0, + t + (To - 1) In(1 + 1 t I) 
Since the last term in (4.2) is unbounded, no point of p)(t, rO, 0, ,f) will stay 
near a point of a periodic solution of the limiting equation r’ = 0, 0’ = 1 
for all large t. 
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