Abstract -In a real world bilevel decision-making, the lower level of a bilevel decision usually involves multiple decision units. This paper proposes the Kth-best approach for linear bilevel multifollower programming problems with shared variables among followers. Finally a numeric example is given to show how the Kth-best approach works.
Introduction
Bilevel programming (BLP) was motivated by the game theory of Von Stackelberg [1] in the context of unbalanced economic markets [2] .The majority of research on BLP has centered on the linear version of the problem in which only one :
:
, a linear BLMFP problem where ) 2 (≥ K followers are involved and there are shared partial decision variables, but separate objective functions and constraint functions among the followers is defined as follows [18] : 
variables among the followers. We can also find that all the variables of the followers parameterise into the objective functions and constraint functions of the followers.
Definition of solution
For simplification and convenience, we write model (2) as follows:
The constraint region refers to all possible combinations of choices that the leader and followers may make.
(b) Projection of S onto the leader's decision space:
The feasible region for each follower is affected by the leader's choice of x , and the allowable choices of each follower are the elements of S .
(d) Each follower's rational reaction set for
The followers observe the leader's action and simultaneously react by selecting i y from their feasible set to minimize their objective functions.
(e) Inducible region:
Thus in terms of the above notations, (3) can be written as 
Let us define
where
, the resulting feasible region to problem (3) is nonempty and compact. Thus, for i Q , which is a linear program parameterized in 
which has the same optimal value as (5) at the solution
K be a listing of all the vertices of the constraint region of (6) given by } 0 , :
. Because we know that a solution to (6) occurs at a vertex of U , we get the equivalent problem
, is a piecewise linear function.
yields desired result.
Corollary 1
The problem (3) is equivalent to minimizing F over a feasible region comprised of a piecewise linear equality constraint.
Proof: By (4) and 2, we have the desired result.
The each function i Q defined by (5) 
and r r ≤ . It must be shown that 1 = r . To see this let us write the constraints to (3) at ) , , , (
But by a definition,
Therefore,
Noting that
, the equality in the preceding expression must hold or else a contradiction would result in the sequence above. Consequently, 
Rewrite the above formulation as follows
By convexity of
Noting that r j j , , 2 , 1 , 0 K = ≥ α , the equality in the preceding expression must hold or else a contradiction would result in the sequence above. Consequently, 
An Extended Kth-best Algorithm for Linear Bilevel Multifollower Programming with Partial Shared Variables among Followers
Theorem and Corollary have provided theoretical foundation for our new algorithm. It means that by searching extreme points on the constraint region S , we can efficiently find an optimal solution for a linear BLMFP problem. The basic idea of our algorithm is that according to the objective function of the upper level, we arrange all the extreme points in S in descending order, and select the first extreme point to check if it is on the inducible region IR . If yes, the current extreme point is the optimal solution. Otherwise, the next one will be selected and checked.
More specifically, let ), , , , ( , ), , , , ( the optimal solution to the following problem.
We only need to find the smallest j ,
Let us write (9) as follows ) , , , ( min
We only need to find the smallest j under which
From Definition 2(b), we have
The solving is equivalent to select one ordered extreme point ) , , , ( Step 1:
. Solve (8) with the simplex method to obtain the optimal solution ) , , , (
Step 2: Solve (10) with the bounded simplex method. Let i ỹ denote the optimal solution to (10). If
the global optimum to (3). Otherwise, go to Step 3.
Step 3: Let ] [ j W denote the set of adjacent extreme points of ) , , , (
. Go to Step 4.
Step 4:
Go to Step 2.
A Numeric Example
Let us give a following example to show how the Kth-best approach works.
Example 1
Consider a following linear BLMFP problem with
The followers share the variable z . According to the way of model transformation, (1), (2) and (3), we have as follows:
According to the extended Kth-best approach, the transferred form of Example can be rewritten as follow in the format of (8),
Step 1, set 1 = j , and solve the above problem with the simplex method to obtain the optimal solution
Step 2.
Loop 1:
and by (10), we have
Using the bounded simplex method, we have
, we go to Step 3. We have:
, then go to Step 4. Update 2 = j , and choose
, then go to Step 2.
Loop 2:
Using the bounded simplex method, we have 
, we go to Step 3. We have 
, then go to Step 4.
Loop 4:
, then go to Step 2. 
Conclusion and further study
This paper proposes the Kth-best approach for linear bilevel multifollower programming problems with shared variables among followers. A numeric example is given to show how the Kth-best approach works. The further study of the research is to integrate this method into decision support system (DSS) technology.
