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Notes on Implicit finite difference approximation for time fractional
diffusion equations [Comput. Math. Appl. 56 (2008) 1138–1145]✩
1. Introduction
In a recent paper, Diego A. Murio has proposed an unconditional stable implicit difference scheme for solving time
fractional diffusion equations. However, it turns out that the proofs of stability provided by the author have some flaw.
So it is the purpose of this note to point out the fact and prove the stability analysis by using a correct method.
First, we briefly describe an implicit unconditionally stable finite difference method for the approximate solution of the
following time fractional diffusion equation (TFDE) by the author [1]
∂αu(x, t)
∂tα
= ∂
2u(x, t)
∂x2
, (1)
where the author restrict his attention to the finite space domain 0 < x < 1, with 0 < α < 1, and also assume a
bounded initial condition u(x, 0) = f (x) for 0 ≤ x ≤ 1 and, for simplicity, homogeneous Dirichlet boundary conditions
u(0, t) = u(1, t) = 0 for all t ≥ 0.
The time fractional derivative in Eq. (1), uses the Caputo fractional partial derivative of order α, defined by [2–4],
∂αu(x, t)
∂tα
= 1
Γ (1− α)
∫ t
0
∂u(x, s)
∂t
(t − s)−αds, 0 ≤ t ≤ T , 0 < α < 1,
∂αu(x, t)
∂tα
= du(x, t)
dt
, 0 ≤ t ≤ T , α = 1,
(2)
where Γ (·) is the Gamma function.
For some positive integers X and M , the grid sizes in space and time for the finite difference algorithm are defined by
h = 1/X and k = 1/M , respectively. The grid points in the space interval [0, 1] are the numbers xi = ih, i = 0, 1, 2, . . . , X ,
and the grid points in the time interval [0, T ] are labeled tn = nk, n = 0, 1, 2, . . . , T ×M . The values of the functions u and
f at the grid points are denoted uni = u(xi, tn) and fi = f (xi), respectively.
A discrete approximation to the fractional derivative (2) can be obtained by a simple quadrature formula as follows:
∂αu(xi, tn)
∂tα
= 1
Γ (1− α)
∫ tn
0
∂u(xi, s)
∂t
(tn − s)−αds
= 1
Γ (1− α)
1
1− α
1
kα
n−
j=1
(uji − uj−1i )[(n− j+ 1)1−α − (n− j)1−α]
+ 1
Γ (1− α)
1
1− α
n−
j=1
[(n− j+ 1)1−α − (n− j)1−α]O(k2−α). (3)
Setting
σα,k = 1
Γ (1− α)
1
1− α
1
kα
.
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and shifting indices, we have
ω
(α)
j = j1−α − (j− 1)1−α. (4)
and
∂αu(xi, tn)
∂tα
= σα,k
n−
j=0
ω
(α)
j (u
n−j+1
i − un−ji )+
1
Γ (1− α)
1
1− α n
1−αO(k2−α)
= σα,k
n−
j=0
ω
(α)
j (u
n−j+1
i − un−ji )+ O(k).
and then we get a fully implicit finite difference scheme of O(k+ h2) as follows [1]:
σα,k
n−
j=1
ω
(α)
j (U
n−j+1
i − Un−ji ) =
1
h2
(Uni−1 − 2Uni + Uni+1).
Setting γ = 1
h2
, we finally get for n = 1,
−γU1i−1 + (σα,k + 2γ )U1i − γU1i+1 = σα,kU0i , i = 1, 2, . . . , X − 1, (5)
and for n ≥ 2,
−γUni−1 + (σα,k + 2γ )Uni − γUni+1 = σα,kUn−1i − σα,k
n−
j=2
ω
(α)
j (U
n−j+1
i − Un−ji ), i = 1, 2, . . . , X − 1, (6)
with boundary conditions
Un0 = UnX = 0, i = 1, 2, . . . , X − 1; n = 1, 2, . . . ,
and initial temperature distribution
U0i = fi, i = 0, 1, 2, . . . , X .
Lemma 1 ([5,6]). The coefficients ω(α)j , j = 1, 2, . . . , satisfy
(1) ω(α)j > 0, j = 1, 2, . . . ;
(2) ω(α)j > ω
(α)
j+1, j = 1, 2, . . . .
Second, we give the stability analysis by the author [1].
Theorem 1 (Theorem 2.1 in [1]). The fully implicit numerical method (6), solution to Eq. (1)with 0 < α < 1 on the finite domain
0 ≤ x ≤ 1, with zero boundary conditions u(0, t) = u(1, t) = 0 for all t ≥ 0, is consistent and unconditionally stable.
Proof. We suppose Unj = ξneiwjh, i =
√−1, w real. Hence (6) becomes
−γ ξneiw(j−1)h + (σα,k + 2γ )ξneiwjh − γ ξneiw(j+1)h = σα,kξn−1eiwjh − σα,k
n−
j=2
ω
(α)
j (ξn−j+1e
iwjh − ξn−jeiwjh), (7)
which can be reduced to
ξn =
ξn−1 +
n∑
j=2
ω
(α)
j (ξn−j − ξn−j+1)
(1+ 2γ
σα,k
(1− cos(wh))) . (8)
Since 1+ 2γ
σα,k
(1− cos(wh)) ≥ 1, for all α, n, w, h, and k. So from (8) we know that
ξ1 ≤ ξ0, (9)
and
ξn ≤ ξn−1 +
n−
j=2
ω
(α)
j (ξn−j − ξn−j+1), n ≥ 2. (10)
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Thus, for n = 2, the last inequality implies
ξ2 ≤ ξ1 + ω(α)2 (ξ0 − ξ1). (11)
and using (9) and the positiveness of the coefficients (4), it follows that
ξ2 ≤ ξ1. (12)
Repeating the process until ξj < ξj−1, j = 1, 2, . . . , n− 1, from (10) we finally have
ξn ≤ ξn−1 +
n−
j=2
ω
(α)
j (ξn−j − ξn−j+1) ≤ ξn−1, (13)
since each term in the summation is negative.
This shows that the inequalities (9) and (10) imply ξn ≤ ξn−1 ≤ ξn−2 ≤ · · · ≤ ξ1 ≤ ξ0.
Thus, ξn = |Unj | ≤ ξ0 = |U0j | = |fj|, which entails ‖Un‖l2 ≤ ‖f ‖l2 and we have stability. 
Remark 1. In fact, from the above proof, we easily know that there are two errors.
(i) We cannot get (12) from (9) and (11) for ω(α)2 > 0 and (ξ0 − ξ1) ≥ 0.
(ii) We cannot get (13) from (10) for each term in the summation not negative but positive, which can be obtained from
ξj < ξj−1, j = 1, 2, . . . , n− 1 and Lemma 1 (1).
2. Stability analysis
In this section, we will analyze the stability of the difference scheme (6) by using Fourier analysis [7].
At first, Eq. (6) can be rewritten as
−γUni−1 + (σα,k + 2γ )Uni − γUni+1 = σα,k(1− ω(α)2 )Un−1i
− σα,k
n−1
j=2
(ω
(α)
j+1 − ω(α)j )Un−ji + ω(α)n U0i , i = 1, 2, . . . , X − 1, (14)
Let u˜ni be the approximate solution of (6) and define
εni = Uni − u˜ni ; n = 1, 2, . . . , T ×M, i = 1, 2, . . . X − 1.
We obtain the following roundoff error equations:
−γ εni−1 + (σα,k + 2γ )εni − γ εni+1 = σα,k(1− ω(α)2 )εn−1i
− σα,k
n−1
j=2
(ω
(α)
j+1 − ω(α)j )εn−ji + ω(α)n ε0i , n = 1, 2, . . . , T ×M; i = 1, 2, . . . X − 1. (15)
εn0 = εnX = 0, n = 1, 2, . . . , T ×M. (16)
We let
εn = [εn1, εn2, . . . , εnX−1],
and introduce the following norm:
‖εn‖2 =

X−1−
i=1
h|εni |2
 1
2
,
then, we obtain
‖εn‖22 =
+∞−
l=−∞
|ξn(l)|2. (17)
the details can be seen in [7].
Now we suppose that the solution of equations (15) and (16) have the following form:
εni = ξneIwih,
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wherew = 2π lL , I =
√−1. Substituting the above expression into (15), we obtain
−γ ξneIw(i−1)h + (σα,k + 2γ )ξneIwih − γ ξneIw(i+1)h = σα,k(1− ω(α)2 )ξn−1eIwih
− σα,k
n−1
j=2
(ω
(α)
j+1 − ω(α)j )ξn−jeIwih + σα,kω(α)n ξ0eIwih. (18)
Simplifying and grouping likes terms:
(σα,k + 2γ (1− coswh))ξn = σα,k(1− ω(α)2 )ξn−1 − σα,k
n−1
j=2
(ω
(α)
j+1 − ω(α)j )ξn−j + σα,kω(α)n ξ0, (19)
which can be rewritten as
ξn = (1− ω
(α)
2 )
µ
ξn−1 − 1
µ
n−1
j=2
(ω
(α)
j+1 − ω(α)j )ξn−j +
ω
(α)
n
µ
ξ0, n = 1, 2, . . . , T ×M, (20)
where µ = 1+ 2γ
σα,k
(1− coswh).
Proposition 1. If ξn is the solution of Eq. (20), then |ξn| ≤ |ξ0|, n = 1, 2, . . . , T ×M.
Proof. For n = 1, from (20), we know that
ξ1 = 1
µ
ξ0.
Since µ ≥ 1, so we have
|ξ1| = 1
µ
|ξ0| ≤ |ξ0|.
Now suppose that
|ξm| ≤ |ξ0|, m = 1, 2, . . . , T ×M − 1.
then applying Lemma 1 and from (20), we obtain
|ξn| ≤ (1− ω
(α)
2 )
µ
|ξn−1| − 1
µ
n−1
j=2
(ω
(α)
j+1 − ω(α)j )|ξn−j| +
ω
(α)
n
µ
|ξ0|
≤ 1− ω
(α)
2 − (ω(α)n − ω(α)2 )+ ω(α)n
µ
|ξ0|
= 1
µ
|ξ0|
≤ |ξ0|. n = 1, 2, . . . , T ×M. (21)
This finishes the proof. 
Theorem 2. The finite difference schemes (5) and (6) are unconditionally stable.
Proof. Using Proposition 1 and formula (17), we get
‖εn‖2 ≤ ‖ε0‖2, n = 1, 2, . . . , T ×M.
Which means that the difference schemes (5) and (6) are unconditionally stable. 
3. Conclusion
In this paper, we would like to point out that, due to the authors’ ignorance of some information, the method of stability
analysis in [1] is not accurate. In addition, we analyze the stability by using a correct method.
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