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A b s t r a c t
A  D irich let p rob lem  for a sy stem  o f tw o sin gu larly  p erturbed  convection-d iffusion  
ordinary d ifferential eq u ation s is exam in ed  w here th e  tw o singu lar perturbation  
p aram eters can  b e o f a  different order. A  fin ite  difference num erical m eth od  
w h ose so lu tio n s converge p o in tw ise in d ep en d en tly  o f  th e  singu lar perturbation  
param eters is con stru cted . A  fu ll th eo retica l an a lysis  is provided w hich  show s  
th a t th e  num erical m eth o d  is robust. T h is is done over a p iecew ise uniform  fitted  
m esh in vo lv in g  tw o tra n sitio n  p o in ts.
T h e  first d ifferentia l eq u ation  has on ly  one d ep en d en t variab le w h ile  th e  second  
eq u ation  has tw o d ep en d en t variables. T h e so lu tio n  to  th e  first d ifferential equation  
is present in th e  secon d  d ifferential eq u ation  and th is  in trod uces cou p lin g  which is 
exam in ed  in th is  th esis.
T h e  so lu tio n  o f  th e  first d ifferential eq u ation  is d ecom posed  in to  regular and  
singu lar com p on en ts. T he num erical so lu tio n  is d ecom posed  in  an analogous 
m anner. T h e  convergence o f th e n um erical m eth o d  is an alysed  sep arately  over each  
com p on en t. Sharp w eigh ted  derivative estim a tes  for each o f th ese  com p on en ts are 
exam in ed  as th ese  are necessary  for th e  an a lysis o f  th e  second  differential equation.
T h e so lu tio n  o f th e  second  differential eq u ation  is d ecom posed  in to  regular, 
singular and cou p lin g  com p on en ts. A gain  th e  num erical so lu tion  is decom posed  
an a logou sly  and  th e  convergence o f th e  num erical m eth o d  is analysed  separately  
over each com p on en t.
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2  the coupling component.
Uk, Vk, Wk (k — 1,2) the numerical approximations for uk, vk and wk respectively. 
Z  the numerical approximation to the coupling component 2 .
£ i , £i the small param eters.
C  is a  constant independent of the small param eters £]_, £2 and N  the number of 
mesh points.
e — m in ^ i ,  £2 }-
£ =  inax{e'i,£2}-
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The mesh step /?,,• =  X{ — 1 and
hi =  (/ij+i +  h i ) / 2 .
The mesh steps H\  =
ui, U2 the solutions of the singularly perturbed differential equations.
//.. =  2(I~‘7^•I /v ■
A 1 1 arbitrary  non-uniform  mesh Q,N =  {x  ^ : 0 =  xq < ... <  x ^  =  1} and
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The central difference operator <52Yi =  )/hi.
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N- 1
v ||i =  ( l ,u ) i ,  where the discrete inner product {w,v)i  =  ^  h,
¿=i
Component pointwise errors: 
ej = (Vi -  t>x)(®i), 
e j  =  ( V 2 -  w2) ( ^ i ) ,
% =  (Wi -  twi)(a;i), 
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Weighted Derivative error Ej = D +ej. 
Com puted range of £i, e- i.
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vm
\V iW i-
2 , % M  = II V f  -  u k ||n{u, k =  1,2,
E"(ut ) = maxE? (ut ), k =  1,2,
£2
E N(uk) =  ma: xE^[(uk), A: =  1,2,
M axim um  pointw ise errors:
Cl
where are the numerical approximations to uk (k — 1,2) for a particular value 
of N.
Param eter-uniform  orders of convergence pN =  / o v e r ­
weighted derivative errors:
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e i f  x k < o\
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1 i f  x k > a2
Computed maximum pointwise errors:
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where [ /^  are the numerical approximations for uk. Uk192 are the interpolated 
values a t the mesh points using f/®192.
Double-mesh differences:
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£2
D N(uk) =  max (uk) k  = 1 ,2 ,
where C/^ are the numerical approximations to u* and are the interpolated 
values a t the N  mesh points using the numerical solution UkN.
T he double mesh orders of convergence p ’J  =
I n t r o d u c t i o n
T h is  th esis  considers a cou p led  sy stem  o f tw o singu larly  p erturbed  second order, 
co n v ec tio n -d iffu sio n  d ifferential eq u ation s. A  singu larly  p erturbed  differential 
eq u ation  is characterised  by a sm all param eter m u ltip ly in g  th e  h igh est derivative  
term  o f th e  differential eq u ation . L inearisa tions o f th e  N a v ier -S to k es equations  
freq uently  g ive rise to  a se t o f  cou p led  co n v ectio n -d iffu sio n  p artia l d ifferential 
eq u ation s [6].
C o n v ectio n -d iffu sio n  can ea sily  b e illu stra ted  by im ag in in g  a river w hich  flows 
stro n g ly  and sm ooth ly , w here liqu id  p o llu tio n  runs in to  th e  river a t a certain  point. 
T h e p o llu tio n  diffuses slow ly  th rou gh  th e  w ater b u t th e  rapid m ovem en t o f th e river 
sw iftly  con vects th e p o llu tio n  dow n stream . C on vection  a lon e w ould  carry the  
p o llu tio n  a long a one d im en sion a l curve on th e surface, d iffusion  gradually  spreads 
th a t curve resu ltin g  in a long  th in  curved w edge shape. A  second  order ordinary  
differential eq u ation  can  m o d el co n v ec tio n -d iffu sio n  w here th e  second  derivative  
term  corresponds to  th e  d iffusion  and th e  first d erivative term  corresponds to  the  
con vection  [7], W h en  th e  second  derivative term  is m u ltip lied  by a sm all param eter, 
th e  d ifferential eq u ation  m od els a s itu a tio n  w here th e con vection  d om inates and  
th u s sin gu larly  p erturbed  prob lem s can  m od el con vection  d om in ated  co n v ec tio n -  
diffusion  processes.
S in gu larly  p erturbed  d ifferentia l eq u ations are in th e  m ain , d ifficult or im p os­
sib le  to  so lve an alytica lly . T h e  n um erical so lu tion s o f  such  con vection -d iffu sion  
prob lem s are o f prim e in terest here. T h e m esh em ployed  in th e  num erical m eth od  
is a  p articu lar d iscretiza tio n  o f th e  con tin uou s dom ain  w here th e  problem  is defined, 
ft  is desirab le th a t th e  n um erical m eth o d  used  to  gen erate approxim ations to  the  
a n a ly tica l so lu tion s o f th e  d ifferentia l eq u ations be robust. B y  th is  we m ean th a t  
th e  n um erical ap proxim ations converge p o in tw ise  to  th e  a n a ly tic  so lu tion  in d ep en ­
d en tly  o f  th e  singu lar p ertu rb a tio n  param eters.
T h e  n um erical ap p rox im ation s w ill n o t converge in d ep en d en tly  o f th e  sm all 
p aram eters if  we em p loy  a uniform  m esh [2], W e need to  ch oose a fitted -m esh  th a t
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insures th e  num erical so lu tio n s converge to  th e  a n a ly tic  so lu tion s ind ep en d en t o f  
th e  sm all p aram eters. T h e choice o f  our fitted  m eth o d  is an a d a p ta tio n  o f the  
Shishkin  m esh  [6], [8], [9]. ffere we use tw o tra n sitio n  p o in ts and th e m esh  con sists  
o f three regions. T h e first tw o regions are w h at we term  th e  “layer” regions.
T h e work here is concerned w ith  a sy stem  o f singu larly  p erturbed  co n v ec tio n -  
diffusion  ord inary differential eq u ations. T h e p ion eerin g  work o f Shishkin  [8] in  
th e  area o f s in gu larly  p erturbed  d ifferentia l eq u ation s has been  stu d ied  by a group  
of frish  m a th em a tic ia n s in th e  la st decade. T h ey  have h elped  to  m ake h is work  
m ore accessib le  to  th e  E n glish  sp eak in g  w orld th rou gh  th e  p u b lica tion  o f papers 
and b ooks [2], [6] w ith  Shishkin . T h e paper by S h ishkin  [9] in  th e area o f singu larly  
p erturbed  b o u n d a ry -v a lu e  prob lem s for sy stem s o f e llip tic  and parab olic  equations  
has b een  follow ed m ore recen tly  by work in th e  area o f sy stem s o f singularly  
p erturbed  rea ctio n -d iffu sio n  differential eq u ation s by M atth ew s et al [5] and by 
M adden  and S tyn es [4] . M atth ew s et al p resented  error boun d s for th e  num erical 
m eth o d  w hen  b o th  sm all p aram eters were equal or w hen  one o f th em  w as un ity  
and provided  num erical ev id en ce th a t su ggested  th e  num erical m eth od  w as robust 
w hen  th e  p aram eters w ere different. M adden  et al in  fact verified th a t th is  is so. 
T h ey  also ou tlin ed  and illu stra ted  th e  cou p lin g  due to  th e tw o sm all param eters  
in  th e  rea ctio n -d iffu sio n  system .
B ecau se o f th e  further co m p lex ity  o f th e  co n v ec tio n -d iffu sio n  sy stem  we confine 
our a tten tio n  to  th e  s itu a tio n  w hen  th e  first d ifferential eq u ation  has on ly  one  
d ep en d en t variable w h ile  th e  second  eq u ation  has tw o d ep en d en t variables. T he  
an alysis here is m ain ly  b ased  on  th e  work o f Farrell et al [2]. T h e id ea  o f the  
Shishkin  m esh  [2] is crucial. T h e  d eco m p o sitio n s o f th e  so lu tion s to  th e  differential 
eq u ation s p lay  a central role in  th e  an a lysis. A  sta b ility  tech n iq ue due to  A ndreyev  
and Savin  [1] is a lso  used . T h is  tech n iq ue is d iscussed  in a p p en d ix  B  for the  
num erical m eth o d  em ployed  here. T h e  use o f sharper w eigh ted  derivative estim ates  
th an  th o se  given  in [2] is o f in terest. T h e w eigh ted  derivative resu lts ob ta in ed  in 
chapter tw o are akin to  th ose o f K o p tev a -S ty n es  [3] w ho h igh ligh t a w eighted  
derivative resu lt for a S h ishkin  m esh  w ith  one tra n sitio n  p oin t.
T h e an a lysis  con cen tra tes on th e  so lu tio n  o f th e  second  differential equation  
in  the sy stem . T h e d eco m p o sitio n  o f th e  first eq u ation  into  regular and singular  
co m p o n en ts  is g iven  in sec tion  1.2. A lso  in th is  sec tion  th e  so lu tion  ob ta ined  from  
th e  second  eq u ation  is d ecom posed  in to  w h at we call th e  second  regular, th e sec­
ond  singu lar and th e  cou p lin g  com pon en ts. S ep arate boun d s are th en  estab lished  
for th ese  co m p o n en ts  and  their derivatives. T h e num erical ap prox im ation  to  the
2
so lu tio n  is d ecom posed  in an an alogou s m anner in sec tio n  1.3. T he an alysis then  
con cen tra tes on  each com p on en t in turn.
T h e  an a lysis  for th e  second  singular com p on en t is ana logou s to  th a t o f th e first 
singu lar com p on en t [2]. N ex t w eighted  derivative resu lts for b o th  th e  regular and  
singu lar com p on en ts o f th e  first eq u ation  are estab lish ed  in sec tion s 2.1 and 2.2 
respectively . T h e a n a lysis  for th e  second  regular co m p o n en t in section  2.1 uses the  
resu lts and tech n iq ues for th e  first regular com p on en t w hich  are found in [2], T he  
w eigh ted  derivative resu lt for th e first regular com p on en t u sed  in con ju n ction  w ith  
th e  s ta b ility  tech n iq u e o f A ndreyev  and Savin  [1] com p letes th e analysis for the  
second  regular com pon en t.
T h e cou p lin g  com p on en t is a new  feature in th is  work. T h e an alysis for th is  
co m p o n en t is based  on tw o cases. In sec tion  3.2 w e consider th e  case w hen  the  
second  sm all p aram eter is sm aller th a n  th e first sm all param eter. A w ay from  the  
layer regions th e  cou p lin g  com p on en t and  its  n um erical ap prox im ation  are bounded  
sep a ra te ly  in a  sim ilar m anner to  th a t o f th e  singular com p on en ts. T he w eighted  
d erivative resu lt for th e  first singu lar com p on en t is th en  used  in con ju n ction  w ith  
th e  s ta b ility  tech n iq ue o f  A n d reyev  and Savin  [1] to  co m p lete  th e  an alysis for th is  
case in th e  layer regions.
N ex t in sec tio n s 3 .3  and 3 .4  we consider th e  second  case w here th e first sm all 
p aram eter is sm aller th a n  or equal to  th e  second  sm all p aram eter . In section  3.3 
w e recall th e d ep en d en ce o f th e  cou p lin g  com p on en t on  th e ratio  o f th e  sm aller  
p aram eter d iv id ed  by th e  larger p aram eter from  sec tio n  1.2. S im ilarly th e  num eri­
cal ap p rox im ation  to  th e  cou p lin g  com p on en t d ep en d s on  th is  ratio  p lus a q uan tity  
o f order A^_1 In N  w here N  is th e  num ber o f m esh  p o in ts . W h en  th e ratio is less 
th an  th e order o f  N _1 th e  an alysis is com p lete . O th erw ise  in sec tion  3 .4  the  
w eigh ted  derivative resu lt for th e  first singular co m p o n en t and th e  sta b ility  tech ­
nique o f A n d reyev  and  Savin  [1] are used  to  com p lete  th e  an a lysis for th e  second  
case and  th u s for th e  cou p lin g  com pon en t.
In chapters four and five we provide num erical and graph ical ev idence to  vali­
d a te  and h igh ligh t various features from  th e  analysis. N u m erica l d a ta  is provided  
in  chapter four for a  p rob lem  w hose ex a ct so lu tion s are know n. T h is is used  to  
d em o n stra te  th e  convergence o f th e  num erical ap prox im ation  to  th e continuous  
so lu tion s. Som e ex a m p les th a t ju stify  th e  choice o f th e  tw o tran sition  p o in t m esh  
are also  show n. A  p rob lem  w ith  variable coefficients is also o u tlin ed  to  reflect the  
fact th a t ex a c t errors are gen era lly  n o t available. In chapter five w e illu stra te  the
3
decomposition of the solution from the second equation into its second regular, sec­
ond singular and coupling components. The “double-layer” effect on the solution 
due to both  the coupling and singular components is also demonstrated.
4
C h a p t e r  1
B o u n d s  f o r  t h e  s o l u t i o n s  a n d  t h e  
n u m e r i c a l  m e t h o d
We sta rt by stating the convection-diffusion problem due for consideration in this 
thesis. F irst the continuous solutions of the system of differential equations are 
decomposed into components. Bounds are then established for each of these com­
ponents and their derivatives. A finite difference numerical m ethod is constructed 
which generates approximations to the continuous solutions.
1 . 1  S t a t e m e n t  o f  p r o b l e m
Consider the following system of singularly perturbed ordinary differential equa­
tions:
L\U\ =  £iu'[{x) +  a lii(a:)tt,1(x) =  f \ ( x ) ,  x  G (0,1) =  i), (1.1a)
£2U2(x) +  a2,2{x)u'2(x) + a2>i(x)u'1 (x) = f 2(x), s G Î Î ,  (1.1b)
where rti(0), U i(l) , ^ (O ) and « 2 (1 ) are given.
The coefficients ai^ (x )  and a2>2{x) are chosen to be strictly positive for all x  G Cl. 
The functions / 2 G C 2(Q) and a^i,  a2,1 , a2,2 , f i  G C 3(f2). We devise a numerical
scheme for all 0 <  £\ < 1 and 0 <  e2 <  1- In the analysis we let ai  =  m in ja^ i}
and Oi2 =  m in{a2 ,2 } and we consider the cases
-  <  -  (1.2)
Oi 2 Oil
and
-  <  -  (1-3)cki a 2
separately. The main result of the thesis is the establishment of the following error 
bounds:
ü e i î " « ,  ¿ =  1 ,2 , (1 .4 )
where Ujj (j =  1,2 and 0 <  i < N )  are the numerical solutions to  (1.26) using 
mesh (1.24), also C  is independent of £1 , e2 and N.
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1 . 2  D e c o m p o s i t i o n s  a n d  B o u n d s
A  d e c o m p o s itio n  o f th e  so lu tio n  o f p ro b le m  (1 .1a)
The solution ui  of (1.1a) can be w ritten as the sum of two components Vi, w \  [2], 
thus ui = v1 +  Wi and Ui(0) is suitably chosen (see [2]) where
LiVi = / i ,  v1 (0) = A,  u i(l) =  u i( l) ,  (1.5a)
LiWi  =  0, tOi(0) =  ui(0) — ui(0), 'iui(l) =  0, (1.5b)
and A  is bounded independently of £ \ .
We have the following bounds on these components:
||«Sfc)||oo <  C (1 +  £?"*), A: =  0 ,1 ,2 ,3 , (1.6a)
| tu, {x) | <  Ce~aix/e\  (1.6b)
\w[k\ x ) \  < C e i ke - aix/E\  k = 1 ,2 ,3 , (1.6c)
where we define the norm || v  ||oo =  max{|w(a;)|}.
xeo.
Note from [2] th a t the choice of vx depends on the functions a^ i, / i  G C 2(i)).
A  d e c o m p o s itio n  o f th e  so lu tio n  o f p ro b le m  (1 .1b)
The solution u2 of (1.1b) is decomposed into regular, singular and coupling com­
ponents. This can be viewed as u2 =  v2 +  w-i +  z  where v2 and w 2 are the regular 
and singular components respectively of u2. These are similar to and W\ the 
regular and singular components respectively of u-^ . The coupling component z  is 
the new feature.
We define the differential operator L 2 by L 2v =  e2v" +  a2i2v' for any v G C 2. The 
second equation in the system (1.1) can be rewritten as:
L 2u2 — — a2:iu[  +  f 2 =  — 0 2 ,11)1 — 02,1^1 +  /2-
Now we have the decomposition oi u 2 = v2 + w2 + z  where,
L 2v 2 =  ¡ 2 - 0,2 ,iv [ ,  v 2 (0) =  B ,  W2 ( l )  =  it 2 ( l ) ,  (1 .7a)
L 2w 2 =  0, iw2 (0) =  u 2 (0) -  u2 (0) -  z (0 ) , u>2 ( l ) = 0 ,  ( l-7 b )
L 2z =  - a 2tlw[, z (  0) =  D, z (  1) =  0, (1.7c)
and v2(0) is suitably chosen in a similar way to ui(0) [2], also B  and D  are both 
bounded independently of the the small param eters £\ and e2. When inequality
6
(1.3) holds we set ¿(0) =  0 so th a t the minimum principle [2] used in this case is
applicable. W hen inequality (1.2) holds we further decompose (1.7c) below and 
then at the start of lemma 2 it is shown th a t 2 (0 ) is bounded independent of the 
two small param eters. In a similar m anner to i>i, we see from (1.7a) th a t v2 depends 
on the functions a 2)2 , / 2 — a 2)i v [  G C 2(Q). Since v \  depends on 0 ^ 1 , / 1  G C 2(Cl), 
then it is necessary th a t the functions a ^ i, f i  G C 3(C2) for the decomposition of u 2 
to  be valid as outlined above.
A  f u r th e r  d e c o m p o s itio n  o f th e  so lu tio n  o f (1 .7c)
The coupling component z  is further decomposed in an analogous way to th a t done 
for the regular component v2 where
B o u n d s  on  th e  c o u p lin g  c o m p o n e n t z a n d  i ts  d e riv a tiv e s  
L e m m a  1
ai x
Assume th a t (1.2) holds. If z is the solution of (1.7c), then \z(x)\ < C e ~ 2e 1 where 
x  E Cl.
P r o o f
The proof for the bound of the coupling component is carried out in two stages. 
F irst we show th a t z(0) is bounded independently of the small param eters e 1 and 
e2. Once this is done then  \z(x)\ is bounded by applying a minimum principle [2].
The bound for |z(0)| is established by bounding |z0(x)| and |^i(rr)| in (1.9) and we 
note th a t z2(0) =  0. Rearrange and integrate (1.9a) to  give
Z — Zo +  S2Z\ +  £2 ^ 2
and Zo, Z\ and z2 are the solutions of the problems:
(1.8)
a 2,\w [ ,  z 0 ( l )  =  0,
z l  ^ i( l)  =  0,
z'l, *2(0) =  0, z2( 1) =  0.
(1.9a)
(1.9b)
(1.9c)
Then using (1.6b) the bound |zo(a;)| ^  C  is obtained where C  is independent of 
the small param eters. Similarly integrating (1.9b) gives
w hich  provides th e b ou n d  |z i ( x ) |  <  m a x x eii{|'2:o(:r) l}  — w ^ere ( l-9 a ) and (1.6c) 
are used . U sin g  (1.8) it  is clear th a t |z (0 ) | is b o u n d ed  ind ep en d en t o f th e  sm all 
param eters w here ^  <  C  is n o ted  w h en  (1.2) holds.
A  boun d  can now  be o b ta in ed  for \z(x)\.  R eca ll from  (1 .7c) th a t L2z  =  —a2,iw[.  
T h en  \L2z\ <  Ce aix!ei is o b ta in ed  from  (1 .6c) and  we let
Ot\X
AC\e 2ei
ty(x) =  — --------±  z,
OL\Ot2
where C\ =  max{o!iQi2 |z (0 ) |, C}.  Recall th a t — a2>2 <  —« 2 , then 'fr(O) >  0, 
\l/(l) > 0  and
_aix
r 2Ci .z^Oii \ -sus. Ce~ ^
L 2^f =  ------ (—------- &2,2)e 2ei H------------- i  L 2z  <  0
Ct2£-1 2ei £\
where we also use the fact th a t ^ r 1 <  ®  as a consequence of (1.2). Apply the
— Q1x 
minimum principle (4.2). Thus \& >  0 on O and hence \z\ <  Ce  2*i where C  is
independent of the small param eters. ■
L e m m a  2
Assume th a t (1.2) holds. If z  is the solution of (1.7c), then for x  G Ù,
a) \A*)\<%,
b) \z"(x)I <
c) \z"'(x)\ <
P r o o f  (a  - c)
Now the bounds for the derivatives of z  are established. We assume a2>i , a 2)2 G 
C 3(Q). Rearrange (1.9a) to give z '0 =  —a^1^ 1, successively differentiating this 
equation and using (1.6c) the bounds for the derivatives of zq, over O are obtained 
as follows:
Gt\X
— C\w[(x)\  < — ------ , (1.10a)
£ 1
Cti X
\zq{x ) I <  C (K (a ;) | +  \w"(x)\) < — , (1.10b)
OL\X
\4 '{x)\ < C ( K ( z ) |  +  \w'{{x)\ +  \w'”(x)|) <  — -3 1 , (1.10c)
£i _a-]_ x
|*o(*)| ^  C(\lv[(x)\ + \w"(x)\ +  \w'"{x)\ +  w {i \ x )  ) <  Ce- .  1 . (l.lOd)
ei
T h e  fo llo w in g  b o u n d s  for th e  d e r iv a tiv e s  o f  z i ,  th e  s o lu t io n  o f  (1 .9 b )  w h ich  h o ld
on Cl follow from
l*il <
w;\ <
K \ <
,"i <Zo\ -  c2 £l
Ce~ «1
e-3 1
J l  I I I J H I ,(4) Ce~
<r4£1
(1.11a)
(1.11b)
(1.11c)
Next bounds for the derivatives of z2 the solution to (1.9c) are established. We con­
sider e2z2 +  02,2^2 =  ~ z " boundary conditions #2 (0 ) =  z2( 1) =  0. Integrating 
once gives the derivative
A(z)
4 (x )  =  -  /
f 0 e £2 dt
/  A ( x )  —  A ( t )  \
x e“ ( V / ( i ) d i
^2
j
where
£lj£2
1 „ / A(a)—A(t) \
/o f o e e2 z"(t)dtds
£2
A(x)  = f  a2}2{t)dt.
Jo
Use (1.11b) to obtain
l ^ i . J  <  I I (---- —---- ) ( - ^ 3 - ) ^ s
(£2_£JLYt „1 _^2£
=  f  e ‘ 2 g|- [ / ’ g gi  E2
Jo «2^1  . / J= t ^2
«it
Z11 e_Tr  C
/  3 — 7 2 - (1 -1 2 )
jo e i £i
-l
<  C
n 1 -I Mt „ _ ,
Note also f 0 e *2 dt > f Q e ^  dt = e2(l  — e /£2) >  £2 ( 1  — e_M) where 
M  =  m ax{a2i2 } thus
A l t )
e ez dt > C e2. (1-13)
I
Combine (1.12) and (1.13) to bound the first term  of \z'2(x)\ and then use (1.11b) 
to bound the integral term  thus \z2{x)\ < It is easy to see th a t \z"{x)\ < ^ 2
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and |z f2 (x)\ < -£5 by using the differential equation £2 ^ 2  +  a 2 ,2 z '2 =  —z”. Now 
these bounds are combined with those of (1.10) and (1.11) and we use (1.8) to 
obtain the bounds on the derivatives of z  as stated  in the lemma. ■
L e m m a  3
an x
Assume th a t (1.3) holds. If z  is the solution of (1.7c), then \z(x)\ < Cei6E2 62- where 
x  G Cl.
P r o o f
The proof is considered in two parts. W hen (1.3) holds recall 2 (0 ) =  z(  1) =  0.
(a) F irst assume
<  a i  ■. (1.14)
£ 2  2 || a 2)2 |[00
Let
2C£i(e  2e2 -  e £i )
^ 0  =  — -— 2-------------   ±  z >a{£ 2
then W(0) =  0 where we recall th a t \L2z\ < Ce a^ /E1 and we use (1.3) to establish
\fr(l) >  0. Note th a t — a 2 ,2 <  —oi2 and th a t — ^ a^ ° °  <  as a consequence of 
(1.14). Then
2Cei{[^  _  -  [ - 1  -  ^ ] e - ^ )
L 2'&(x) = ------------ 2-------------------2---------1-----------------------± L 2z
a[£ 2
_ a ] x
2C ,Eia22 _£i£ Ce ci
<  (------ 2---- ai)e  H------------- < 0.
Oi\£\ £2 £ 1
Use minimum principle (4.2) to give >  0 over Cl and hence
_ QL2X
W <  (1.15)
£2
(b ) Second assume
2  || ^  || <  7 , (1-16)
^ || 02,2 ||eo £2
then using (1.3), we have
-  M- 2 , 1 <  M  <  2,1 (1.17)
£ l  £ 2  O i2
A gain recall |L 2z\ <  Ce aix/' 1 and let
, 4MCe~
^ ( x ) = -----------------±  z.
OL\CH2
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2C  , e2ai
T hen  *1/(0) > 0  and  ' f ( l )  >  0, also
L = ■(;
C C
o2 2 )e 2eiM ±  L 2z < ----- e 2eiM H----- e £i <  0,
£^^2 2 £ \M  ’ £\ £l
where — a 2>2 <  — ol2 and (1.17) justify the first inequality and ~  <  1 gives the
ot ^  x or 2 x
second inequality. Use minimum principle (4.2) to give \z\ <  Ce  2eim =  Ce  2e2 . 
Combine (1.16) and (1.3) to imply 2||a^2 || <  ^  ^  and then we can conclude
_  Q2^
th a t \z\ < ° £ie£2 £2 • Combine this w ith (1.15) to obtain the desired result. 
L e m m a  4
Assume th a t (1.3) holds. If z  is the solution of (1.7c), then for x  E f2,
a) |z '(x)| <  , 2
a 2 X
Ce~"^
" 2eo C K l 25
«2  ^ Q^a:
c) | ^ ( x ) | < £ ( ^  +  ^ ) .
P r o o f
a) To establish bounds for the derivatives of z  it suffices to  use the bound for z 
derived in lemma 3. We show th a t |z'(a:)| <
— ^ 2a: Ce 2 2
e2 First
I  a22(t )z ' ( t)dt  = a22(t)z(t) \l -  f  a'22(t)z(t) dt
J X J  X
a 2%
<  Ce~ 2e2 , (1.18)
By the mean value theorem, there exists a point £ £ (1 — e2, 1) such tha t
Z, ^  = z(i)-z(i-s2) =  -*(!-*»). where z (l)  =  0 from (1.7c). Then
I e2« '(0  | <  U ( l - e 2) | <  <  C e- ®*. (1.19)
Using (1.6) and (1.3) we have 
J  a2ii(t)w[(t) dt < Ce~~^~ < C e ~ ~ ^  < Ce~  ” e2 — C e ~ 12 . (1-20)
Integrating (1.7c), th a t is +  0 2 2 ^  =  —0,2 1 ^ 1  from t =  £ to t =  1 yields
£2z ' (1 ) = e2z ' (£) -  J  a22(t)z'(t) dt — J  a2,i(t)w[(t) dt. (1.21)
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Then use (1.18), (1.19) and (1.20) to obtain | E2z'{ 1) | <  Ce  2e2 <  Ce  2£2 for all 
x  <  1. Then take this bound, replace £ by x  in (1.21), then use (1.18) and (1.20) 
again to give
I E2z'{x) | <  Ce~ ^ .
b ) -  c) Finally we find bounds for z" and z'" by simply using the differential 
equation e2z" +  a2>2z' =  —a2,iw[. ■
In a similar way to th a t used for Vi and W\ [2] we find bounds for v2 and w2 which 
are simply stated  as follows:
L e m m a  5
Let v2 be the solution of (1.7a) and w2 be the solution of (1.7b) then we have the 
following bounds on these components and their derivatives.
II W II II V2 lloo < C ( l  + E2- k), k =  0,1, 2, 3,
1 w2(x) \ < C e-*2X/S2^
w {2 \ x )  | < CE2 ke~a2x/£\  k =  1,2, 3.
Lemmas 1, 2, 3 and 4 can now be combined to  give bounds on u2 and its derivatives 
which we simply state.
L e m m a  6
If u2 is the solution of (1.1) then we have the following bounds:
a) || U2 1 oo — C^
b ) II U2 11oo <  Ce2 1,
c )  II «2 Hoc <  C ( e^2 + £ 2 2),
d ) II u 2 lloo <  C s ^1 ^ 2 + e 22).
1 . 3  N u m e r i c a l  m e t h o d  a n d  d i s c r e t e  s o l u t i o n  
d e c o m p o s i t i o n
A finite difference numerical m ethod is constructed which will be used to generate 
approximations to the solutions of (1.1). We use standard upwinding on a Shishkin- 
type piecewise-uniform mesh using the transition points
. 8eiln iV  8e2hiAi 1
o2 =  m in{m ax{--------- (1.22)
Oil 012 I
4e\ In N  4e2 \ n N  <j2
a  i =  min{----------- , -----------— }.
o.\ o 2 2
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We specifically identify the five possibilities for the transition points as follows:
1
4 ’
4^2 In N  
0-2 
4e2 In N
«2 
4ei In N
«i 
4e,i In N
These five possibilities correspond to the following values of the small parameters:
w - 0-1
(ii). 0-1
(iii). 0-1
(iv). cr 1
(v). Cl
1
<72- 2- (1.23a)
1
a 2 “  2 ’
(1.23b)
8 ^ 1  In N
cr2 = Oil
(1.23c)
8 6 2  In N
&2 - Oi2
(1.23d)
1
a 2 =  - . (1.23e)
(i)- £ 1 >
Oil
16 In N ’ e2
>  a2 
-  161niV >
(ii). Si >
a i
161niV’ £ 2
c  “ 2 
-  16 In N
(iii). £ j <
O j
161niV’ j  z
= 1,2 and £\
«1
> £ 2
(iv). £j <
OLj
16 In iV ’ J -
= 1,2 and £ 1
a i
< £ 2
ol2
(v). £ 1 <
a  1
161nJV’ £2
^  ot-2 
~  16 In N •
The piecewise-uniform mesh which is illustrated in figure 1.1 is then given by
4 a \ i / N  i f  i  <  N / 4
Xi-i +  4 (cr2 — <Ji) / N  i f  N / 4  <  i  <  N / 2  ■
Xi-i  +  2(1 -  a2) / N  i f  i > N /2
(1.24)
We use the notation hi = Xi — £ ¿ - 1  and ht =  (hi+ 1  +  h i ) /2. On the intervals 
[0,<7i], [cr 1 ,(7 2 ] and [<7 2 ,1] we define the mesh widths Hy =  H 2 =  and
# 3  =  ■^1~cr2)- respectively. In chapters two and three the domain Cl is divided into 
the intervals [0, <7i), [<7i, cr2) and [cr2, 1]. These are called the inner layer region, the 
outer layer region and the regular region respectively.
N_ N N_
4 4 2
| I I I | I I  I |--------- \---------1--------- 1--------- 1--------- 1--------- 1--------- 1--------- 1
X = 0 CTi <J2 X =  1
Figure 1.1: The piecewise uniform mesh for two coupled convection-diffusion dif­
ferential equations.
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Note, by design, Hi  <  H 2 since oi <  As a consequence note th a t 0 2  — <7i >
H 2 =  4(o'2w:,Tl) >  ^  and i i 3 =  2^ 1~(72-> >  We also use the following in Chapters
2 and 3:
(1.25a) 
(1.25b)
k =  1 or 2, (1.25c)
1
<
C N
h 2 o2
1
H-s
< N,
a i H k
£i
>
16 In N
N  ’
if crk —
AkEiIn N
Qrx
a 2H 2 >
161niV
AT 5 if o2 =
8^21° N
£2 N  a 2
(1.25d)
For any mesh function {Y/} note th a t the forward difference operator is given by 
D +Yi =  when 0 <  i < N  — 1 and the standard  central difference operator
is given by 52Yi — ( ~  when 1 <  i < N  — 1. We then define the
discrete operators, +  «■fc,/t(^ i)-D+ ! where fc =  1,2. W hen Xi E 62 the
difference scheme corresponding to problem (1.1) is then:
L ? U i ti =  £i62Ulii +  a1>i(x i)D +Uiti = f i (x i ) ,  (1.26a)
L 2 U2,i =  £252U2ti +  a2a (x i)D+U2yi = f 2{xi) -  a2ti (x i )D +Uiti, (1.26b)
U j f l  =  U j (  0 ) ,  U j j y  =  U j (  1 ) ,  j  =  1 , 2 ,
where U j is the corresponding numerical approximation to  Uj(xi) (j =  1,2) at
each mesh point G
The discrete solutions Ui and U2 are decomposed in an analogous fashion to the 
continuous solutions. We first decompose the solution of (1.26a). Let U\ =  Vi+Wi,  
where
L ? V l =  A  (a*), F i ( 0 ) = Wl(0), y 1( l ) = w 1(l) , (1.27a)
L » W i  = 0, Wi(0) =  u;1(0), W i(l) =  0. (1.27b)
Next the solution of (1.26b) is decomposed. Let U2 =  V2 +  W 2 + Z, where
L n2 V,2 =  f 2(xi) -  a2A(xi)D+Vi, V2( 0 ) = v 2(0), V2( l ) = v 2(l) ,  (1.28a)
L%W2 = 0, W 2( 0 ) = W 2{0), W2( 1 ) = 0 ,  (1.28b)
L%Z = - a 2tl(xi)D+Wi, Z(0) = z(0) =  D, Z (  1) =  0, (1.28c)
and recall from (1.7c) th a t z(0)  =  0 when (1.3) holds.
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C h a p t e r  2
T h e  e r r o r  b o u n d s
We s ta rt by establishing the pointwise convergence of the numerical method for the 
uniform mesh case. Once this is done the remainder of the chapter then provides 
the analysis for the non-uniform  mesh cases. The error bounds (1.4) for these 
cases are obtained by proving the component-wise errors for X{ 6 £2 as follows:
\{Vy -  V y ) ( X i ) \ < C N ~ \ (2.1a)
\{W1 ~ W y) (x i)\ < C N - ' l n N , (2.1b)
\{V2 - v 2)(xi)\ < C N - ^ l n N ) 2, (2.1c)
|(W2 -  w2) (x i)\ < CN~l IniV, (2.Id)
\ ( Z - z ) ( x i ) \ < C N - ^ l n N f , (2-le)
where vy, Wy, v2, w2 and z are the solutions of (1.5a), (1.5b), (1.7a), (1.7b) and 
(1.7c) respectively, Vy, Wy, V2, W 2 and Z  are the solutions of (1.27a), (1.27b), 
(1.28a), (1.28b) and (1.28c) respectively.
The bounds for the first regular component (2.1a) mainly follow those of [2], 
Weighted derivative results for the first components are established which are 
needed in this chapter for the second regular component proof (2.1c) and in chap­
ter three for the coupling component proof (2.1e). This chapter establishes the 
above bounds on the regular component errors (2.1a) and (2.1c) and the singular 
component errors (2.1b) and (2.Id).
The notation e =  min{e1; e2} and e =  max-jei, £2 } is adopted.
2 . 1  U n i f o r m  m e s h  c a s e
Note th a t for any fixed values of the small param eters £y and £2, if N  is sufficiently 
large i.e. In N  >  j  =  1,2 then the piecewise-uniform mesh is a uniform mesh 
where ay =  |  and cr2 =  First we note the truncation error where the bounds 
on the derivatives given in lemma 6 are used in conjunction with the facts th a t 
£±l < C \ n N  and <  C lniV . Then at each mesh point
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where we define th e  norm
|| v 11^  =  max{|u(:c)|}, il* =  [x i - i , x i+i] and 1 <  i < N  -  1.xerii
The second term  of (2.2) is
|L%U2 -  L2u2I =  | - a 2 j l(L>+[/i -  ^ ) ( ^ ) |  <  C W ^ l n  TV) 2
where we use theorem  3.17 from [2] which gives \ei(D+Ui — u']){xi)\ < C N ~ l In N.  
Then
\L%(U2 - u 2)\ ^ C N - ^ l n N ) 2.
We use the barrier function =  — —(-ln^  ±  (f/2 — u2)(xi) then >  0
and > 0. Then L ^ i  = — Ca2-2N^ lnHi ±  (j j2 _  U2) <  0 . Apply a discrete 
minimum principle [2] to  give ^  >  0 for all 0 <  i <  N  and hence |(C/2 — u2)(xi)\ < 
CW_1(ln N ) 2. Now th a t the uniform mesh case is completed we concentrate on 
the non-uniform  mesh cases in the following sections.
2 . 2  E r r o r  b o u n d s  f o r  t h e  r e g u l a r  c o m p o n e n t s
E r r o r  b o u n d s  fo r th e  f irs t re g u la r  c o m p o n e n t
The next three lemmas are essentially lemmas 3.4, 3.13 (the regular component 
part) and 3.14 of [2]. Using [2] it is easy to check th a t they hold over our two 
transition point mesh. The positions of the transition points are not crucial in the 
proofs.
L e m m a  7
If Vi, Vi are the solutions of (1.5a), (1.27a) respectively then 
|(Vi -  ui)(a;i)| <  C N ~ \ 1  -  Xi) where x { G
L e m m a  8
If Hi, Vi are the solutions of (1.5a), (1.27a) respectively then 
\D+vi(xi) — i4(2:)| ^  C N ~ l for all x^ G ^ i£2 U {0} and all x  G [xi ,xi+1 ].
L em m a  9
If vi,  V\ are th e  so lu tio n s o f (1 .5a ), (1 .27a ) resp ectiv e ly  th en  
| e iD + (Vi -  v i ) (x j) | <  C N _1 w here ^  U {0 } .
T h e  n ex t lem m a  gives sharper w eigh ted  derivative estim a tes  th a t are em ployed  
in  b ou n d in g  |(V"2 — ^2) (^¿) I • T h e p roof o f lem m a 9 fo llow s th a t in  [2] w here the  
difference eq u ation  (2 .3) w as in tegrated  across th e dom ain  from  x =  1 to  x =  0. 
T h e p roof o f th e  n ex t lem m a  th en  uses th is  resu lt and further sharpens th e  w eighted  
d erivative e st im a tes  by in tegratin g  across th e  dom ain  from  x  =  0 to  x  =  1.
L e m m a  1 0
If th e  tra n sitio n  p o in ts  (1 .22) are such th a t ai  =  4 6 1 or a 2 =  8ei^ N then
1
i i f X i < <J\
\ D + ( V i  -  « i ) f e ) l  <  C N - 1 In  TV x  < 1
* i f 0-1
< X i <  a 2 , i i el!e2 u  { 0 }
1 i f X i > O-l
where vx, Vi are the solutions of (1.5a), (1.27a) respectively.
P roof
Using lemma 9 it is clear th a t the result holds over the inner layer region [0, <Ti),
as <  4. We s ta rt w ith the case where o\  =  — ^  , e = S\ and e =  e2. We prove
the result in the following steps:
(i) F irst we show th a t the result holds at the point x  =  (j\.
(ii) Then the result on the entire outer layer region [<7i,er2) is proved.
(iii) Next the result is verified at the point x  =  ct2.
(iv ) Finally the result is proved on the regular region [<t2, 1)-
(i) S tart w ith the point x  = cr\ and let ej =  (Vi — Vi)(xj),  then
ej = £152ej +  a ^ \ (x i )D +ej =  Tj. (2.3)
Use (1.5a) and (1.27a) to obtain |L f e j |  =  |(L i  — L ^ )?;i|. Then apply a standard 
truncation argument a t each mesh point and use (1.6a) to  obtain
I (L i -  L f H  I <  2£lhi  ^  l|n* +  a-2-d Xi^ \ \  I k  <  C N - \  (2.4) 
Hence we can define
II r  ||q;v =  max i | r 7|} <  C N ~ l . (2.5)11 11 «li«2 l < j < N - l
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L et E j  =  D +Cj a n d  rearran ge  (2 .3 )  t o  g iv e  E j  — E j - i  +  p j E j P.iT.i01,1 (¡Ej)7T, where
_  0 1 , 1 (xj)hj' ^ Qw appiy lemma 17 from Appendix A where k =  0, 
£ 1Pj
use (2.5) and when 0 <  j  < j  — 1 we can take pj > p =
f . Then
— to obtainEl
E  N_4 <
\E0\ (1 +  p) ^4 ^  
1 +  P k
+ C N - \ (2.6)
Also use lemma 16 from Appendix A which gives
(1 +  P)' =  (1 + p )  4 (1 +  p) = (1 +
16 In N
N ) " T (1 +
161niV
N ) < C N
- l
(2.7)
Note th a t since a2 — lr ’v or then — <  j-. Note also th a t pa  > " ' u!' n‘^  - ^ Ql2 * — B2 ' 4 —
and thus (1 +  pw )-1 <  Ce^ . Combine this with the fact th a t |E 0| <  CN -£1
(from lemma 9) and use (2.7) w ith (2.6) to  obtain
E N/i <
C N -2
+  C N - 1 <
C N - l C N - l
(2.8)
£ i( l  +  Piv) e2
Thus the result holds for the first transition point a\.
(ii) ft is now easy to obtain the result over the entire outer layer region [0 1 , 0 2 ). 
Using lemma 17 successively on y  <  ? <  y ,  « =  y  and on y  <  i < N  — 1 it is
CN~clear th a t \Ei\ < £2
completed over since e2 " S
over the outer layer region. W hen o2 
- 1 <  C lniV .
ì  the lemma is
(iii) Now we only need to consider o2 =  8£2q1^iJV. The result is verified for this
^  <  i <  K 4 4 2point. W hen y ,  use lemma 17 to  give the result
E n
E  N < 4
2
(1 +  P)
1  + pi
+  C N - 1 (2.9)
>  9^ 2-- Using (1.25d) we have p > Note th a t sincewhere pj > p =
H 3 > jf we have pN >  ai(-H£+H3'> >  QMs. >  JZ,. Combine this result, the fact tha t 
P >
N ¡j 2£i 2- -iv.
41nAr-, lemma 16, (2.8) and (2.9), to  obtainN
E  N2 <
C N -
+ C N ~1 <  C N ~ l .e(l + pw)
Thus the result holds for the second transition point o2.
(iv) Finally on the regular region [o2, 1] using lemma 17 it is clear th a t \Ei\ < C N -1 
(i >  y ) .  This completes the proof where 0 1  =  4£lQ^lAr-
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Finally when a2 =  - 1ct1^1— using lemma 9 it is easy to see th a t the result holds over 
[0,cr2). We note (2.9) holds where p >  and we use (1.25c) to give p >
The proof is completed in a similar m anner to the previous case. ■
Error bounds for the second regular com ponent
The error bounds for the second regular component are easily established using the 
results ju st obtained for the first regular component and the stability technique by 
Andreyev and Savin [1], In appendix B we check th a t the technique holds for the 
standard  upwinding used in this thesis. We refer to this as the stability technique 
[1] in the rest of the text. The notation e* =  (V2 — v2)(&») is adopted.
Lem m a 11
If the transition points (1.22) are such th a t a 1  =  4\ IniV, j  =  1 or 2 then
)ej| =  \(V2 — v-i)(xi)\ < C N ~ l {\.nN)2 a t each mesh point X{ £  ^ , £2> where v2 and
V2 are the solutions of (1.7a) and (1.28a) respectively.
Proof
Start by considering the truncation error |L 2 (e)| <  \L2 V2 — L 2v2\ + \(L2 — L 2 )v21 
where L 2 V2 — L 2v2 =  — a2, i (D+V\ — v[)(xi) and
|(£>+Vi - ^ ) ( ^ ) |  <  \D+(Vl - v 1 )(x i)\ + \(D+Vl - v [)(Xi) \ . (2.10)
Use standard  truncation error arguments and lemma 5 to  obtain
\(L2 -  L »)v2I <  II". +  II". <  C N - 1 . (2.11)
When cti =  4£la1”— or a2 =  8glQ1”JV-, combine this result with (2.10) in conjunction 
with lemmas 8 and 10 to derive
\L2 e(xi)\ <  CAT"1 In TV x  <
J i f  X i <  o x
|  i f  (?i <  Xi <  o 2 , Xi €  U {0 } .
1 i f  %i >  °2
Since e (0 ) =  e ( l )  =  0, w e can th en  use th e  s ta b ility  tech n iq ue [1] to  estab lish  the  
error b ou n d s. A p p ly  th e  resu lt o f  th e  theorem  in  a p p en d ix  B to  ob ta in
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N - i
e \\nN e < C  ^  hi 1^2 e(xi)\
i=1
i - 1  f - 1 W-l
< C ( £  +  X  ^  +  X )
¿=1 j = *  i= N /  2
<  C iV ^ ln iV )2, (2.12)
where f  <  f  <  ^  and t f 3 <  %■
When o\  =  and a2 = \  then s ^1 < C l n N .  Now using lemma 9 it is easy
to see th a t \D+(Vi -  ^i)(zi)l <  C N _1 In N  on Substitute this result and
lemma 8 into (2.10) to obtain \(D+Vi — v[)(xi)\ < CiV-1 In TV on f i ^ i£2. Combine 
this result w ith (2.11) to  give |L^e(:Cj)| <  CiV-1 In iV, and in a similar manner to 
(2.12) we obtain || e ||qw ^  <  (7./V_1(lniV)2. ■
Barrier Functions
First we introduce notation for discrete functions th a t are used as barrier functions 
in bounding the errors for the singular components in this chapter and the coupling 
component in the next chapter. W hen k =  1, 2 we let
1 +  ‘1^ L i f  i — — 1 £_] =  —h£k 1
i f  i =  0 • (2.13)
n u a + ^ r 1 ¿ / ¿ >  °
We note some properties of this barrier function th a t are subsequently used. Note
B 7k,sk(a ^) ~  I1 +  4 ’ (2.14a)
=  ( l  +  ^ ) - T ( l  +  ^ ) - f .  (2.14b)
E h  £ k
Note the following when 0 <  i < N  — 1:
D  + B lki£k(Xi) =  —— Brykt£k(Xi +1),
D  B j kt£k(x i) =
£k
t klii
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W hen k =  1,2, m  — 1 , 2  and 0 <  i < N  -  1 we will use
=  " f ( e m l k h w
=  - (  T r 7 t Z T T  -  (2-15)Ek Ek\'li+l + li'i)
Also note when 7  ^ <
qfciPj 7kxi
e_ £fc <  e~ ** < B lkjSk(xi), k  = 1 , 2 . (2.16)
Next we develop two inequalities th a t will be used in the proof of lemma 12 where
j x =  s i .  W hen ^  < i < Y i  = Hi  otherwise hi =  i72 and hi+ 1  =  H 2 then
°i J 2 . . nig 2 . .
e 2£1 S 7 l ,ei(a;i+i) =  e 2ei ( 1  +  “^ r~ )  4^ ~ ^  B-yi,ei(x i - i )
°ih 2 a i i i i . a i H 2s_^  „  / N
— e 2£1 (1 “I 4 ^  4£i~ 7i,£i (^¿-1)
aiH2 . a i H 2._o „  , \
>  e 2ei (1 +  - ^ —) 5 7l)El(x,_i)
>  N / 4  < i < N /2 ,  (2.17)
where (2.16) justifies the final inequality. In a similar m anner to (2.17) we obtain
B luEl(xi+l) >  1 <  » <  iV/4, (2.18)
where hi =  /ij+i =  Hi.  Also note th a t
B j k,£k(x N-i)  — B lkigk(x¡i_) <  ... <  B lkiEk( x n ), k =  1, 2. (2-19)
2 . 3  E r r o r  b o u n d s  f o r  t h e  s i n g u l a r  c o m p o n e n t s
In this section the singular components are bounded. Weighted derivative esti­
m ates for the first singular component are also established in this section. These 
are used in chapter three in connection w ith the coupling component.
The proof for the singular component in [2] uses a single transition point but this 
does not directly apply here where we use two transition points. There are four 
cases to be considered due to the transition points (1.22). In our “two transition 
point” proof three of the four cases are merged. The fourth case follows easily. 
The proof is also structured so th a t the proof of the second singular component 
follows identically.
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E rror b o u n d s  for th e  first s in g u la r  co m p o n en t
Lem m a 12
If the transition points (1.22) are such th a t o\  =  4£jQIn N- , j  = 1 or 2 then 
\(Wi — Wi)(a;i)| <  C'Ar_ 1 (lniV) at each mesh point X{ G £l?ljE2, where w\ and W\ 
are the solutions of (1.5b) and (1.27b) respectively.
P roof
We sta rt by considering the cases where ak =  , k =  1 or k =  2. The stages
of the proof are as follows:
(i) A bound is established for |u>i| over the interval [ak, 1], k =  1,2.
(ii) Next \Wi\ is bounded over the same interval. The triangle inequality then 
provides the bound for \W\ — u>i| on this interval.
(iii) A barrier function argument provides the bound for \W\ — iui| over the interval 
[0,crfc), h =  1,2.
(i) Use (1.6b) to obtain
Abf'-, Iii TV"
|^ iI <  C N ~ 2, for x  G [<7 fc, 1], if (7 fc = ------------ , k = 1 or 2. (2.20)
Oil
(ii) To establish a similar bound for |W i|, (2.13) is used to  define the barrier 
function =  |W i(0)| B 11^ 1 (xi) ±  Wi(xi) ,  W0 >  0 and > 0. Recall from (1.5b) 
th a t \W i (0)| =  |ioi(0)| is bounded. Take 7 i =  ^  and use result (2.15) to obtain
L M%  =  I j M i .  _  ai|ll |W l(0)| B , i f l (xw ) ±  L f W f a )
Ei rii+ 1  -f- Iii
<  — ( 2 7 1  -  ai,i) |W i(0)| B lltSl(xi+i) ± 0  <  0,
£i
where a,\ <  a^i. Then apply a discrete minimum principle [2] to obtain
iWifrOI <  \W i(0) \B luei(Xi) =  \wi(0)\Bluei(xi), l < i < N - l .  (2.21) 
Now using (2.14) we get 
B „ , W  < (1 +  ^ ) - ^  <  ( l + ^ V *  <  C N ~ 2, k  =  l o r  2, (2.22)
where (1.25c) and lemma 16 from Appendix A are used. Then take (2.19) and 
(2 .2 1 ) to give
A ¿1 p 1 - p |  7\7"
\Wi(Xi)\ <  C N ~2, for Xi G [cTfc, 1] if ak =  ------------ , k =  1 or 2. (2.23)
a  1
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(iii) It remains to  prove the result over the interval [0, ak), k =  1,2. Use a standard 
truncation argum ent similar to (2.4) and use (1.6c) to obtain
\ L ^ { W i ~  w i ) ( x i ) \ < C N ~ lak£y2e Xi E [0,afc), k = 1,2. (2.24)
Let
%  = 8C<Tk£l N2 6 ^  B luEl{Xl) +  C 'iV -1 ±  (Wi -  w ^ X i ) ,
i
then \I>o >  0 and >  0 where 7 1  =  ^ .  Then using (2.15) we have
=  - ~  fo + i) ±  ( ^ i  ~
CVfc r “1% „  , . -« I8«-!
-  £2jy e 2tl 7iiei(^'*+l) ® ei ]
Cui-
— ^7i .ei +  e £1 ] — 0,
where the first inequality is justified using —ai,i <  — cti, <  2 and (2.24). The
second inequality is established using (2.18) when k =  1 and (2.17) when k =  2. 
The final inequality is obtained from (2.16).
We can now apply a discrete minimum principle [2] which implies >  0. Since
<  C  and ^  < CiV“ 1  In iV then \{WX -  u>i)(&i)| <  C N ^ ( \ n N )  on 
^ei,E2 as recluired where ak = 4fc£^ ,|n N , k =  1  or k =  2 .
Finally if cti =  w then cr2 =  |  gives <  C lniV . In a similar m anner to
alxi — 1
(2.24) we note the truncation error ^ ^ ( W i  — Wi)(xi) | <  C'e]“2 ./V’_1e *i over 
£1^ . Define the barrier functionc 1 ,c 2
Qlff3
q/7p 2ei
Wj =  ---- - 5 ----±  (Wi -  tWi)(Xi)
where 7 1  =  ^ .  Apply a discrete minimum principle [2] over Q,*r in a similar
m anner to the previous case to complete the proof. ■
We can now combine lemmas 7 and 12 to bound (1.4) when j  = 1 as follows:
m  -  Mi)(aJi)| <  |(Vi — Wi)(aii)| +  |(Wi -  iWi)(a?<)| <  C N ^ l n N ,  x { G
The next lemma proves the sharp derivative estim ate required for the coupling 
component in chapter three. The proof mirrors th a t of [2] where one transition 
point a  was used. In bounding \eD+( W  — w)\ both \eD+w\ and \eD+W\  were
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point a  was used. In bounding \sD+( W  — w)\ bo th  \sD+w\ and |e£>+W | were 
bounded separately on the regular region [a, 1] =  [1 » , 1]. Then the result at the 
point x  =  x n _x was established. Finally the difference equation L N( W  — w)(xi) = 
Ti was integrated on the layer region from x  =  xn__x to x  =  0 to establish the 
result over this region. The two transition point proof when cr2 =  8ei^ N uses 
these techniques from [2]. The proof when crj = - N is similar.
Lemma 13
if  the transition points (1.22) are such th a t 01 =  — ^ N or ct2 =  ■8€iq1" n  then
\  i f  X i<  <7i
\ D + ( W i  -  W i ) ( x i ) \  <  C N ^ l n N  x  < ± i f  a i  <  X i  <  a 2 , e  n ^ iS2 U {0},
1 i f  % i >  o i
where and W\  are the solutions of (1.5b) and (1.27b) respectively.
P roof
We start with the case where a2 =  8gla1” iV', £ = £2 and £ = £\. The result is 
established in the following stages:
(i) F irst on the regular region [cr2, 1],
(ii) Second at the point xiv_x =  a 2 — i i 2,
(iii) Next on the entire outer layer region [cri, cr2) we integrate difference equation 
L \ { W \  — wi)(xi)  =  Ti. This equation is equivalent to (2.28) on the outer layer 
region.
(iv) Fourth at the point xn__x =  u\  — Hi,
4
(v ) Finally on the entire inner layer region [0, 0 1 )] the difference equation is inte­
grated again to finish the proof.
(i) On the regular region recall (1.25b), combine this w ith (2.20) and (2.23) to 
obtain
C N ~ 2
\D+(Wi  -  u / i ) ( B t ) |  <  —  <  C N ~ l , Xi e  [cr2 , 1 ].
- « 3
(ii) Next we show th a t the lemma holds at the point xn_ =  cr2 — H 2. S tart with 
\e iD+Wi((J2 ~  H 2)\. The difference equation L f  W i(a2) =  0 is used to obtain
£ i D + W i ( x i ± _ i)  =  | (e i +  » 1,1 (02 ) h N / 2 ) D + W i ( a 2 )  | =  C  |-D+ VT1(cr2) |
<  C N ~ l , (2.25)
2 4
w here (2 .23) and (1 .25b) are used . A lso  n o te  th a t £iD +Wi {x n _1) =  \Eiw[(rj)\ <
ot\ (q-g — 2)
e~ £i <  C N ~ l ) rj E (<72 ~  # 2,^ 2) w here th e  m ean  va lu e th eorem  and (1.6c) 
are used . T hu s
e i D + w^ x k ^ )  <  C N _ 1 . (2.26)
C om bine (2 .25) and (2 .26) to  give
\eiD+(W 1 -  iüi)(<72 - H 2) I <  C N - l (2 .27)
(iii) T h e  resu lt now  h o ld s w hen  i =  y  — 1 and now  w e show  th a t th e  result holds  
over th e  ou ter  layer region  [a±, 02). T h e  n o ta tio n  e* =  (W i — Wi)(xi)  is adopted ,
th en  \e}D +(W-i -  w x)(cr2 -  # 2 )! = ei-D+ê; . R ecall from  lem m a 12 th a t
\£i\ < C N  1(lniV) over ^ ie2- L et fj =  £ f e j  and n ote  th a t hj = H 2 on [<71 , 02) 
th en
Ei D +êj — EiD+êj- i  +  hjü i ji D +êj = hjTj, 
£1 D +êj -  E1D +êj _i +  H 2aÎA(xj)(êj+1 -  ej) =  H 2Tj. (2.28)
T h e d ifference eq u ation  is now  in teg ra ted  by ap p ly in g  lem m a  18 from  A p p en dix
A  w here k =  y  — 1 to  ob ta in
e iD + e ^ _ 1_i =  £ iD +êN_x +  a ^ X K - ^ ê N  -  a ^ X K . ^ ê f - i
JV_ 1 N _ x2 L 2 1
-  H ^ ahi(x j)  -  a i , i(xj - i) )ê j  -  H2Tr (2.29)
i - 2—% ■>— 2 1
N ow  w e are in a p o sitio n  to  boun d , (i =  1 to  i =  j-)  w here (2.27)EiD+ejv_i2 1
b ou n d s th e  first term  and lem m a  12 b ou n d s th e  n ex t tw o term s. W e use lem m a
12 and th e  fact th a t l a i ^Xj )  — ai,i(rc^—i) |  <  H 2a'1 1 (r]j) < C N ~l , rjj €  ( x j - i , x j ) ,  
to  b ou n d  th e  first sum . For th e second  sum  in (2 .29) th e  b ou n d  in (2 .24) is used  
in con ju n ction  w ith  th e  fact th a t if  Y  >  0 is b oun d ed  th en  e ~ ^~ ^Y is a
b ou n d ed  sum  [2]. W e ap p ly  th is  as fo llow s w here 1 <  i <
25
EiD+ê N -2 1 < C N - l \ n N  +  C a 2e ï 2N - 1 H 2 ^  e
aiæ.j-i £l
. rv 1 f/n Î--« a1 (]—1)&2
< C N - H n N +  C a 2£x 1N - 1 ( - j ^ )  e 71
i=%-i
< C N ~ l ln TV.
The lemma is now complete over [cri, 1].
(iv ) Next we check th a t SiD +bn__1 <  C N ^ l n N .  Rearrange Lfêjv =  tjv to
obtain
£\D +êN_-, < £l D +6n
hN_a\ 1 
(1 +  ^ - )  + Hn T n_4 4
<  (CW_1 ln iV )(l +
(2.30)
T-l It, Ann 4- C l n N \ + /• /n,A7- l
TV N  )K£ jN
where (2.24) is used to bound Tjv
4
and h n_ < ^p-.
(v) Finally over the inner layer region [0, cri) we repeat the procedure just applied 
over the outer layer region to  complete the proof. Note the truncation error using
(2.24) and take Hi  instead of H 2-
W hen <72 =  4eia1~— the proof is similar. F irst \eiD+(Wi  — iui)| is bounded over the 
interval [oi, 1] using (2.20) and (2.23) in conjunction w ith (1.25a) and (1.25b). The 
result a t the point x n _ x is then established. Finally the difference equation is inte­
grated on the inner layer region as described above. ■
The next lemma establishes the weighted derivative result for the fourth case which 
was not considered in lemma 13. The proof is akin to th a t of the uniform case in 
[2]-
Lem m a 14
If the transition  points (1-22) are such th a t ai  =  Ae2^ N and o2 =  then 
\D+(Wi — wi)(xi)\ < C7V_1(ln AQ2, a t each mesh point Xi 6 ^ >£2, where wi  and 
W\  are the solutions of (1.5b) and (1.27b) respectively.
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P r o o f
Recall ej =  (Wx — wi)(xi)  then e0 =  eN =  0 and in a similar m anner to  (2.24) note 
th a t \L?ei  | <  C e f N - 1. Let ±  g. then tt(0) >  0, (1) =  0 and
L i ^ i  < 0. Apply a minimum principle [2] to establish (2.31) over i ^ [ >£2- Then 
use e^ v =  0 and (2.31) to obtain
<  C N ~ l \nN .
We check th a t
M i l  <  C N - 1 In JV(1 -  Xi). (2.31)
|e iD +e/v-i| —
—Sl&N-l
1 — Xm- 1
We repeatedly apply lemma 18 in a similar way to th a t done in lemma 13 over the 
intervals [cr2 , 1), [crl3  cr2) and [0, ai)  where we also check e 1 D +e^v _ 1  <  C N ~ X In N
(k — 1, 2) in a similar way to (2.30). Thus |ei-D+ei| <  C N ~ X In TV and hence using 
e^1 < C l n N  we obtain the required result. ■
Error bounds for the second singular com ponent
We have already remarked th a t proof of the second singular component follows the 
proof of the first singular component. The proof for lemma 12 used 7 j, Wj,
and Wj  when j  =  1. The proof for this lemma follows identically where j  =  2  and 
we use lemma 5 to bound w2 and the truncation error. Thus we simply state the 
lemma which follows.
Lem m a 15
If the transition points (1.22) are such th a t G\ — 4E^ ln N, j  =  1 or 2 then 
|(W 2 — w2)(xi) | <  CiV - 1  lniV a t each mesh point Xi E ^ >E2, where w2 and 
W 2 are the solutions of (1.7b) and (1.28b) respectively.
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E rror b o u n d s  for th e  co u p lin g  co m p o n e n t
We now consider the coupling component and establish the error bound (2.1e) at 
each mesh point for the non-uniform  mesh cases, th a t is:
\ ( Z - z ) ( x i ) \  < C N ^ ( \ n N ) 2, X i e n NEl ,£2’
where z  and Z  are the solutions of (1.7c) and (1.28c) respectively.
F irst we decompose the discrete coupling component Z  of (1.28c) and then derive 
the truncation error for the coupling component. The analysis is then considered 
in sections 2 .5-2.7 as follows:
£ 2 < £l
Oi2 Oil
£1 < £2 and £1 < CN'
a 2 £2
£l < £2 and £2 < CN.
Oil 0/-2 ei
Section 2.7:
2 . 4  T h e  d e c o m p o s i t i o n  o f  t h e  d i s c r e t e  c o u p l i n g  
c o m p o n e n t
Recall from (1.28c) th a t Zi =  — a2ii ( x i )D +Wi(xi) ,  where Z ( 0) =  z(0) and 
Z (  1) =  0. We decompose Z{ where Xi G as follows:
Zi = Ylji + Y2,i , (2.32a)
LgYt ' i  = - a 2il(xi)D +(W 1 - w 1){xi), Y1 (0) = 0, ^ ( 1 )  =  0, (2.32b)
L%Y2>i = - ^ ¿ ( x J D + w ^ X i ) ,  y 2(0) =  Z(0), Y2(l) = 0. (2.32c)
We note |L ^ l 2 ,i| =  C  (77) | for some rj G (xi ,xi+i), then use (1.6c) to obtain
a\Tj c‘ilxj
\L” Y2iI\ <  ^ - 1 -  <  x . e  n »  (2.33)
£1 £\
ft is easy to  obtain a bound for |Yi| by applying the stability technique [1] to 
(2.32b) where the bounds from lemma 13 and lemma 14 are used. Thus
2 8
where the bounds in (2.34) follow in a similar m anner to the bounds in (2.12). 
The truncation error for the coupling com ponent
Let e(xi) = (Z  — z)(x i) and then note the truncation error for the coupling com­
ponent L 2 e =  L 2 Z  — L 2z  +  (L2 — L 2 )z  . Also note
l / r  t N \  \ ^  2 II (3) 11 a 2, 2  || (2) II ( n|(L2 -  L$)z \  <  — -  II z w  ||n . ----------  II ^  ; I k  ■ (2.35)
W hen (1.2) holds use (2.35) and lemma 2 to give
\ ( L , - L ? ) z \ < f ,  (2.36)
W hen (1.3) holds then use (2.35) and lemma 4 to give
|(i 2 - L » H < C ( |  +  M _ I ^ |  £ L < £ jL . (2.37)
6 2  OL\ OL2
Recall e-i =  (Wi — wi)(xi)  and note th a t \ L ^ Z  — L 2z I =  C \D+W\ — io^)(a;i)| then
\ L ? Z - L 2z\ < C l D + e i l + C l i D + i m - w ' J i x ^ ,  (2.38a)
Oh-p-aiv/zi Ch-P~aiXilEl
|(-D+wi -  w[)(xi)\ =  2hi \ w"(r]) I <  — -— 2------ <  — *— 2--------- > (2.38b)
£i £i
for some rj £ (xi ,xi+i), where the mean value theorem and (1.6c) are used. We 
can now merge the second term  of (2.38a) with (2.36) or (2.37), thus
2 . 5  T h e  c a s e  w h e n  ^  <  7 7 -«2 — Oi\
Here u\  =  4g2 lnJV and we start with the case where <r2 =  8gl ln N . W hen cr2 = \  thex a2 ai z
result easily follows. The proof is established using the following stages:
(i) Use lemma 1 to  obtain
\z(x)\ < C N ~ X, a: G [cr2 , 1], (2.40)
(ii) The bound |Yi| <  C N _ 1  IniV on ^ i£2 has already been obtained in (2.34).
(iii) The bound \Y2\ < C N - 1  is established on the regular interval [cr251]■ Then
the triangle inequality and (2.32a) can be used to bound \Z\ on this interval.
(iv) Finally |Z — z | is bounded on the interval [0,<j2).
(iii) Here we use (2.13) to  define the barrier function for |Y2 ,j| (1 <  i <  iV — 1) as
=  8C'lg aia 2^ ~ 1" where (2.33) holds and we take Ci  =  m a x { ^ | ® ,  C}.  
Then >  0 and > 0. Choose 7 1  =  use (2.15) and (2.33) to give
CK1 x
riv,Tr ^  2(7i r £2oiihiJr\ , / \ . Ce
-  S ^ [2(Ai+1 +  A,)El “  +  £l i 0 ’
where <  1 , ^ 7  <  f  as a consequence of (1 .2 ), —a 2)2 <  —a 2 and (2.16)
give the second inequality. Apply the discrete minimum principle [2 ] to obtain 
Wi >  0  and hence
l ^ i l  <  C B ^ x ^ ) ,  l < i < N - l .  (2.41)
Since a2 =  8£la1" JV, then (1.25c) and lemma 16 (Appendix A) are used in a similar
way to  (2 .2 2 ) to give B ^ ^ x n ^ )  =  (l  + ^ ) B luei(a2) <  ( 1  +  ^ ) - t  <  C N - 1.
Then use (2.19) and (2.41) to obtain
|y 2 ,i| <  C N - 1, X i e [ a 2,l].  (2.42)
Now combine (2.40), (2.34) and (2.42) to  obtain
\e(xi)\ < C N - ^ l n N ) 2, x { € [a2 , 1]. (2.43)
(iv ) It remains to  bound |e(a:i)| over the interval [0,<r2). Using lemma 19 from 
Appendix B and (2.43) then
S u b s t itu te  (2 .3 9 a ) in to  (2 .4 4 ) , th e n  u se  th e  s ta b il ity  te c h n iq u e  [1] to  o b ta in
where lemma 13 and the fact th a t ^  <  C N  1  In iV over the interval [0, cr2) are 
bo th  used. This concludes case where a2 — 8£1^ N'-
If cr2 =  1 then ex l <  C ln iV . The result \L2 e\ < C7V- 1 (ln./V) 2 is obtained by 
using lemma 14 and (2.39a). A barrier function argum ent over f l 1^>£2 completes 
the
proof where Wj =  — — ±  e,. Thus
\ ( Z - z ) ( X i ) \ < C N ~ \ \ n N ) \  Z j€ S 1 " « „  -  <  — . (2.45)
a 2 Oi i
2 . 6  T h e  c a s e  w h e n  ^  <  —  a n d  — <  C N _1a \  — «2 £2 —
Here <j\ =  4ElaI" iV. We note the first two parts of the proof are already complete.
(i) Recall the dependence of \z\ on ^  from lemma 3, thus \z\ < C N _ 1  on i ^ )C2-
(ii) The bound |Yi| <  C N ^ Q n N )2 on has been established in (2.34).
(iii) Here we show th a t \Y2\ depends on ^  in a similar manner to \z\ and hence
\Y2\ <  C N - 1 over Q^lE2- Then (2.32a) and the triangle inequality are used with 
p a rt (ii) to bound \Z\ over Recall from (1.28c) th a t 1^(0) =  Z ( 0) =  0
and note th a t — =  is bounded. The proof is considered in two parts in an
analogous m anner to  th a t of lemma 4 where (1.14) and (1.16) were used.
(a ) First assume th a t (1.14) holds. We then take 7 1  =  a i  and 7 2  =  and let 
%  = ^ [ ( 1  +  ^ ) B l 2tS2(xi. 1) -  B ^ X i - x)] ±  V2ii, l < i < N - l ,
Oi\£2 £\
then where (2.33) holds. We then use (2.13) and (1.3) to establish >  0.
Thus
=  ^ - [ ( 1  +  ^ > ¿ 2" ^ « ( n - i )  -  ± L ? Y VOL1£2 £\
at\Xj
^  2Cei 2£2a i h i+1 a 2 ,2 xR , v Ce~ «1 
~  a ^ e K h i ^  + hi) E l > £l
where (2.33) is noted and (2.15) is used to obtain L 2 B j 2t£2(xi) <  0. The next two
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inequalities are established using — h h^ +1 <  — \  and the fact tha t gl— < y- 
as a consequence of (1.14). Then
2 C . e ia 2 2 s „  , \ Ce~
 < ------- ( « 1 ---------------- - ) B 7 u £ l ( x i )  + ------------------
Ot\£l £2 El
_ O'} Kj
CB~, e. (xi) Ce~ £i
 < ---7l’£lV -]------------- <  0,
El £1
where the final inequality is justified using (2.16). The choice of 7 2  is needed when
it is used in (2.51). The discrete minimum principle [2] holds, thus >  0 and
\Y2,i\ < C B l2>£2(x i-i ) ,  7 2  = —■, 1  <  i < N  -  1 , (2.46a)
O p
|Y2|i| <  - A  (2.46b)
E 2
(b ) In this part we assume (1.16) holds and hence (1.17) holds. A barrier function 
for \Y2,i\ when 1 <  i <  N  — 1 and (2.33) holds is defined by
Vi  =  ^ ^ ( 1  +  l ± h ) B luei(xi- 1) ±  F2ji then >  0  and * N >  0 .
OL1OL2 E\
Take 7 1  =  where (1.17) implies Recall —0 2 ,2  <  —a 2, then in a
similar m anner to p a rt (a) we obtain
t n ,t, m C l i ,  2 £2 7 i/ii+i , C e ~ ~ ^L 2 ^ i  — ---------- (—77-——r — a2i2)B~flig1 (Xi) ~\--------------------
OL\OL2El £l(/li+i +  hi) E1
alxi
C  „  , , Ce~ n
<  B yitBl(xi) H------------- <  0 .
El £\
A minimum principle [2 ] is then applied. Since 2j|a2 all — S  — « 2  we can a s^o 
represent the barrier function in term s of Thus ^  >  0 and
| l 2 ,i| <  7i =  ^ ,  1 < * < A T - 1 ,  (2.47a)
r v
\YV \ <  (2.47b)
£ 2
i v y  <  ^  K e » , * , , ,  (2.48)
£2 Oil 0,2
C o m b in e  (2 .4 6 b ) a n d  (2 .4 7 b ) to  o b ta in
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¡ ( Z - z J M I i C i V - 'O n i V ) 2, Xi 6 SI" ^ < £ 1 ,  i l  < C N ~ \  (2.49)
a  i «2 £ 2
Com bine th e  resu lt from  lem m a 3, (2.34) and (2.48) to  give the  result
2 . 7  T h e  c a s e  w h e n  —  <  —  a n d  — <  C Na i  —  «2 ^1 —
Here <j\ =  4ei lnN and we start with the case where o2 =  8£2 ln N ■ W hen <r2 =  i  the1 O'!  ^ 02 ^
(ii) The bound |Yi| <  CW _1(lnAf)2 on f ^ )£2 has been established in (2.34).
(iii) The bound \Y2\ < C N -1 is established on the regular interval [<r2, 1].
(iv) Finally |Z  — z\ is bounded on [0, cr2).
where (1.25d) and lemma 14 are used. By using the barrier function (2.46a), (2.19) 
and (2.51) then \Y2\ < C N ~ X.
(b) W hen (1-16) holds we note th a t ^  is bounded and hence ^  is bounded. Note 
also th a t (1.17) implies This result is used in conjunction w ith the
barrier function (2.47a) for |Y2| to obtain B 11iBi( x n  ) < CW -1 in a similar manner 
to  (2.51). Thus \Y2\ < C N ~ \
Combining both  parts we establish
result easily follows. The proof is similar th a t of section 3.2 which runs as follows:
(i) Note using lemma 3 th a t
z\ < C N  1, x  e  [cr2, 1]. (2.50)
(iii) On the regular interval the result for \Y2\ is established in two parts in a 
similar m anner to  the last section where (1.14) and (1.16) are used.
(a) W hen (1.14) holds we bound the barrier function (2.46a) for \Y2\. Using (2.13)
(2.51)
\Y2, i \ < C N - \  X i e [ a 2,l]. (2.52)
Com bine (2.50), (2.52) and  (2.34) to  obtain
e(xi)| <  C N  1(lniV)2, Xi e  [cr2,l] . (2.53)
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(iv ) It remains to  bound \e(xi)\ over the interval [0, <t2). Using lemma 19 and 
(2.53) then
N/ 2-1
l lg llnf1£2 <  C  £  h ^ e ^ C N - ^ n N f .  (2.54)
1=1
Substitute (2.39b) into (2.54), then use the stability technique [1] to obtain
¡L-l2 hf h?e Ei
II * 11«! ,a <  C  E l s - +  4  +  ^ — 3 ----- ] + C iV -1(lniV)2.
¿=1 £l
Using lemma 13 the required bound is found for the first term  and thus
N/4—! -  N/2-1 -
l l ^ l k , ,  E  E  - | ( 1 +  2 ,  ) + C N - ' ( l n N f .
i= 1 £l i=N/4 £2 £l
We note th a t ^  <  cl^ N if i < ¥-, ^  < cl^ N if i < ^  and ^  < C N .  Also when£i — TV 4 7 £2 — Jv 2 ei —
AT alxi-l  al(gl~ fll) al -^ 1 01(71 , 16 In JV «. / , „
i >  ^  then e £i <  e ei =  e ei e ® <  C(e n )(]V ) thus
II e ||nw e <  CW_1(ln./V)2. This completes the case where cr2 =  Se2^ N ■
If (72 =  |  we use e(0) =  e(l) =  0 and apply the stability technique [1] over
to (2.39b). Note th a t e^1 <  In iV and then the result
Oil x.l i-l
II e \\n? < C [^ 2  hi \D+^ \  + ^  2 ^  ) <  C iV -^ ln iV )2,
11 2 ¿=1 £2 £l
is obtained by similar reasoning to  th a t used above. Thus
I{Z -  z )(Xi)| <  C iV ^ ln iV )2, Xi £ i i*  ea, ^  ^  <  CN.  (2.55)
Now combine (2.45), (2.49) and (2.55) to obtain
K Z - z X z O I ^ C W - 'O n J V f ,  (2.56)
Finally combine (2.56) w ith lemmas (11) and (15) to obtain (1.4) when j  =  2 as 
follows when Xi 6
\(U2 -  u 2)(Xi)\ < \(V2 - v 2)(x i)\ + \(W2 - w 2){xi)\ + \ ( Z - z ) ( x i)\
< C N ^ i l n N ) 2.
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C h a p t e r  3  
N u m e r i c a l  C o m p u t a t i o n s
In this chapter numerical results are presented which validate the theoretical results 
of the previous chapters. We consider a constant coefficient problem and a variable 
coefficient problem to  illustrate the pointwise errors in the numerical approxima­
tions. The constant coefficient problem is chosen to illustrate the coupling due 
to the param eters e\ and e2. We also highlight the necessity of choosing a mesh 
with at least two transition points by providing counterexamples where only one 
transition point is taken. The weighted derivative results for u\ from chapter two 
are also illustrated.
Numerical evidence is also provided to  illustrate the convergence of the component­
wise errors (2.1c), (2.Id) and (2.1e) for the second regular, second singular and 
coupling components respectively. Since the solution of the constant coefficient 
problem is known the exact maximum pointwise errors are found. Generally the 
exact solution is not available so we consider a variable coefficient problem to 
outline how the errors from the numerical m ethod are measured.
3 . 1  A  c o n s t a n t  c o e f f i c i e n t  p r o b l e m
Exam ple 1.
Consider the constant coefficient problem for x  G i),
where C/ij0 =  Ui(0), UXtN =  iti( l)  , U2,0 =  tt2(0) and U2,n =  u2(l).
The coefficients in (3.1) are chosen so th a t || u\  ||oo and || u2 ||oo are approximately 
one. The exact solutions u\  and u2 are known and thus the exact pointwise errors
E\u'[[x) + 3u[(x) = 15x4, 
e2U2(x) +  2u'2(x) +  2.75u'1 (x) =  0.6ex,
(3.1a)
(3.1b)
where «i(0) =  0, u i( l )  =  0 , « 2 (0 ) =  0 and 1 *2 ( 1 ) =  0. 
The corresponding discrete problem for Xi G £2 is:
e ^ U ^  + ZD+U^ = 15x1 
E2U2!i + 2D+U2ti + 2.75D+Uhi = 0.6ex\
(3.2a)
(3.2b)
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of the numerical m ethod for this problem are illustrated. The solutions Ui{x) of 
(3.1a) and « 2 (2 ) of (3.1b) are illustrated in figures 4.1-4.4.
Errors from Equation (3.1)
First we illustrate the {£x, £2}-uniform  convergence of the maximum pointwise 
errors E N (uk) and the orders of convergence p N(uk), k = 1,2, for the numerical 
m ethod in tables 3.1 and 3.2 where we define the transition points,
, 1 , 4ei In N  As2 In AT
a2 =  m m {", m ax{-----------, ----------- }},
1 OL\ Oi2
a2 2e\ In A” 2e2lnA^
(Ti =  m m {— -----------, ----------- }, (3.3)
2 cki a  2
and Qg  =  {a^}, x { =  <
Aaxi / N  i f  i < N/A
Xi_ 1  +  4(ct2 — <Ji)/N i f  N /A  < i < N / 2  ■
Xi_x +  2(1 -  <t2)/7V i f  i > N / 2
The computed range of £ 1  and e2 is taken over the set
S  =  { (e i,£2 ) : 2 -50 <  £ 1  <  1, 2 -50 <  £2 <  1}. (3.4)
Note the transition points (3.3) differ from those used in the analysis, (1.23) by a 
factor of two. A full theoretical analysis holds using the transition points (3.3). The 
analysis is similar to  th a t of chapters two and three for the regular and coupling 
components. The analysis for the singular component is more complex where 
similar mesh functions to  those used in [2] are employed. The rate of convergence 
is better for smaller values of N  when the transition points (3.3) are used and so 
we illustrate the error tables using these transition points. We also note th a t the 
error tables for ui  and u2 show {£x, £2 } uniform convergence when the transition 
points
1 , 2£x In N  2£2 In N , ,
a2 =  m in { -,m a x { -----------, --------- - ) } ,
2 CKx OL2
a2 £j In N  £2 In AT
ax =  m in{— , --------- , ----------}, (3.5)
2 Q!x OL 2
are used bu t no analysis is available to  prove th a t this is the case in general.
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Number of Mesh Points N
ei 64 128 256 512 1024 2048
2U 0.007838 0.003966 0.001996 0 . 0 0 1 0 0 1 0.000501 0.000251
2 ^ 2 0.054983 0.029258 0.015102 0.007672 0.003867 0.001942
2-4 0.145435 0.093646 0.056039 0.031720 0.016389 0.008347
2-6 0.167567 0.108315 0.064312 0.037516 0.021132 0.011678
2 - 8 0.173777 0.112432 0.066790 0.038929 0.021911 0.012108
2 - l° 0.175373 0.113490 0.067445 0.039292 0 . 0 2 2 1 1 2 0.012219
2-12 0.175774 0.113756 0.067609 0.039384 0.022162 0.012247
2- u 0.175875 0.113823 0.067651 0.039407 0.022175 0.012254
2 - 1 6 0.175900 0.113839 0.067661 0.039412 0.022178 0.012255
2- is 0.175906 0.113843 0.067664 0.039414 0.022179 0.012256
2-2° 0.175908 0.113844 0.067664 0.039414 0.022179 0.012256
2-22 0.175908 0.113845 0.067664 0.039414 0.022179 0.012256
2-30 0.175908 0.113845 0.067664 0.039414 0.022179 0.012256
2-34 0.175908 0.113843 0.067661 0.039413 0.022179 0.012256
2-38 0.175908 0.113812 0.067617 0.039399 0.022176 0.012254
2-42 0.175908 0.113184 0.067365 0.039070 0.022034 0.012177
2-46 0.154189 0.089766 0.050589 0.027318 0.014354 0.007358
2-5° 0.130130 0.074975 0.042520 0.023660 0.012958 0.007018
EN(Ul) 0.175908 0.113845 0.067664 0.039414 0.022179 0.012256
pN(u i) 0.628 0.751 0.778 0.830 0.856 0.875
Table 3.1: Exact errors E ^ ( u i ) ,  computed {ei, e^j—uniform errors E N (ui) and 
orders of convergence p N (ui) for the solution u\  of (3.1a) on the piecewise uniform 
mesh using the transition points (3.3) over the set (3.4).
We define the exact errors E^it£2(uk), E ^ U k )  and the computed param eter- 
uniform maximum pointwise errors E N (uk) as follows:
=  l l ^ - ^ l k v 2, * =  1,2,
E * ( u k) = ma x E *  (uk) k =  1,2,
£2
E N (uk) = ma x E ^ ( u k) k = 1,2,
£1
where Uk are the numerical approximations to uk (k = 1,2) for a particular 
value N ,  £i and e2. We also define the computed param eter-uniform  orders of 
convergence to be pN = log2-§m-
Table 3.1 illustrates th a t the approximations U\ converge {ei, e2 }~uniformly to the 
exact solution U\ of example 1 where the finite difference method was used over 
the mesh i ^ £2- Similarly table 3.2 exhibits the {^i, £2}“ uniform convergence of
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the numerical approximations U2 to  u 2 of example one. The boldface in each table 
highlights the maximum error over for each N  value.
Number of Mesh Points N
£1 64 128 256 512 1024 2048
2U 0.050392 0.029756 0.017750 0.010214 0.005748 0.003181
2-2 0.070608 0.037731 0.021373 0.012493 0.007096 0.003946
2-4 0.195129 0.126169 0.075772 0.042935 0.022203 0.011307
2-6 0.224595 0.145498 0.086910 0.050760 0.028655 0.015862
2-8 0.232548 0.150735 0.089964 0.052572 0.029660 0.016417
2-10 0.234579 0.152072 0.090748 0.053034 0.029916 0.016558
2-i2 0.235090 0.152408 0.090958 0.053150 0.029981 0.016594
2 - u 0.235218 0.152492 0.091010 0.053179 0.029997 0.016603
2~16 0.235250 0.152513 0.091023 0.053186 0.030001 0.016605
2-18 0.235258 0.152518 0.091026 0.053188 0.030002 0.016605
2-20 0.235260 0.152519 0.091027 0.053188 0.030002 0.016605
2-22 0.235260 0.152520 0.091028 0.053188 0.030002 0.016606
2-30 0.235260 0.152520 0.091027 0.053189 0.030002 0.016606
2-34 0.235260 0.152519 0.091025 0.053188 0.030002 0.016606
2-38 0.235260 0.152513 0.091004 0.053183 0.030002 0.016606
2-42 0.235260 0.152215 0.091004 0.052953 0.029933 0.016570
2-46 0.214928 0.126649 0.071979 0.039056 0.020581 0.011216
2-50 0.172974 0.107959 0.063729 0.036550 0.020421 0.011216
E n (u2) 0.235260 0.152520 0.091028 0.053188 0.030002 0.016606
P N { u 2) 0.625 0.745 0.775 0.826 0.853 0.874
Table 3.2: Exact errors E ^ ( u 2), computed { e i,e 2}-uniform errors E N (u2) and 
orders of convergence p N (u2) for the solution u 2 of (3.1b) on the piecewise uniform 
mesh £2 using the transition points (3.3) over the set (3.4).
3 . 2  W e i g h t e d  d e r i v a t i v e  e r r o r s
The weighted derivative results for u\  the solution of (3.1a) are similar to those 
of Hi and the first regular and singular components respectively. Combining 
lemmas 10 and 13 we obtain the following weighted derivative result for ui  where 
the param eters {ei, e2, N } are such th a t <j\ =  4ei lnNai or a2 =  saJaJV. Thus ^ ai
\D+(Ui -  Ul)(xi)\ < CW In N  x
4 i f  X i<  CTi
} i f  ai <Xi  < a2 ,Xi E U {0}
1 i f  %i> 0 2
is obtained where the notation, e =  m in{ei,e2} and e =  m ax{ei,e2} is adopted.
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Number of Mesh Points N
£ 1 64 128 256 512 1024 2048
2U 0.051831 0.027704 0.014336 0.007294 0.003679 0.001848
2 - 2 0.269121 0.172641 0.098784 0.052997 0.027471 0.013988
2-4 0.419637 0.382270 0.298375 0.200231 0.115243 0.062003
2-e 0.483264 0.434538 0.336369 0.230047 0.143769 0.084558
2-8 0.508262 0.449127 0.347076 0.237143 0.148124 0.087093
2-10 0.514738 0.452869 0.349822 0.238962 0.149240 0.087743
2-12 0.516558 0.453811 0.350513 0.239420 0.149521 0.087906
2-18 0.518498 0.454121 0.350740 0.239570 0.149613 0.087960
2-22 0.518744 0.454125 0.350743 0.239573 0.149615 0.087961
2-26 0.518808 0.454125 0.350743 0.239572 0.149615 0.087960
2 - 30 0.518824 0.454115 0.350733 0.239565 0.149609 0.087957
2-34 0.518829 0.453949 0.350581 0.239445 0.149524 0.087901
2-38 0.518830 0.451304 0.348159 0.237533 0.148174 0.087018
2“ 42 0.518830 0.410959 0.311572 0.208934 0.128156 0.074041
2-46 0.518830 0.375328 0.247306 0.151519 0.088211 0.049640
2-50 0.518830 0.375328 0.247306 0.151519 0.088211 0.049640
EN(D+Ui) 0.518830 0.454125 0.350743 0.239573 0.149615 0.087961
pN(D+Ui) 0.192 0.373 0.550 0.679 0.766 0.822
T able 3.3: E x a ct w eigh ted  derivative errors E ^ ( D + Ui),  th e  com p u ted  {£ i , e2}~ 
uniform  errors E N (D+Ui) and orders o f convergence pN (D+U\) for th e so lu tion  
Ui o f  (3 .1a) on  th e p iecew ise  uniform  m esh  £2 u sin g  th e  tra n sitio n  p o in ts (3.3) 
over th e  se t (3 .4).
W h en  <7i =_ 4s2In N and <72 =  9 w e com bine lem m a 9 w here e x 1 <  C  In N  w ith
lem m a 14 to  ob ta in  \D+(U\ — ui)(xi)\ < C N  1(ln iV )2. U sin g  [2] we ob tain  
\D+(U\ — ui)(xi)\ <  C N ^ Q n N )2 for th e  u n iform -m esh  case.
T h e w eigh ted  derivative errors w hich  are akin to  th o se  o f [3] are d iscussed  in th e  
an alysis in  chapter tw o and are defined as follows:
¿ Ï U ( o +i/i
E ^ D + l h
E n (D+Ui
=  II ex tD +(U "  -  Ui) ||n» i>a,
=  m a x i O O + C M£2
=  m a  x E * ( D + Ui).
w h ere  (£1 , 62) G S  a n d  £Xk =  i
ë i f  x k < <7i
£ i f  Ci ^  x k < a2 , 0 <  k < N  — 1.
1 i f  x k > cr2
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The results in table 3.3 validate the {ei, e2}-uniform convergence of the weighted 
derivative errors for the solution ui of example 1 using the transition points (3.3) 
and the set (3.4).
Next we justify the choice of the constant 4 for the factor in <r2 for the weighted 
derivatives by means of a counterexample. We illustrate this over the set S  for 
E n (D+Ui ) taking the transition points
1 e iln iV  e2 In
cr2 =  m m { -,2 m a x { -------- ------------}},
Z OL\ OL 2
. cr2 Ei IniV e2lniV 
o-i =  min{-—, --------- ----------- }. (3.6)
z ol i a 2
Number of M esh Points N
£l 64 128 256 512 1024 2048
2U 0.051831 0.027704 0.014336 0.007294 0.003679 0.001848
2“ 2 0.269121 0.172641 0.098784 0.052997 0.027471 0.013988
2-4 0.437506 0.318889 0.211011 0.129598 0.075559 0.042560
2-e 0.587243 0.359946 0.237457 0.145583 0.084787 0.047724
2-8 0.863551 0.651765 0.419621 0.207659 0.098850 0.049151
2-10 0.953154 0.797238 0.638586 0.483270 0.318134 0.156323
2-12 0.977213 0.839070 0.710204 0.603395 0.507821 0.404350
2-16 0.984878 0.852664 0.734389 0.647015 0.586843 0.544976
2-20 0.985360 0.853523 0.735932 0.649854 0.592190 0.555218
2“ 24 0.985390 0.853576 0.736028 0.650032 0.592526 0.555865
2” 28 0.985392 0.853580 0.736034 0.650043 0.592547 0.555905
2- 32 0.985392 0.853580 0.736035 0.650043 0.592548 0.555908
2-50 0.985392 0.853580 0.736035 0.650043 0.592548 0.555908
EN(D+Ui) 0.985392 0.853580 0.736035 0.650043 0.592548 0.555908
pN(D+Ui) 0.207 0.214 0.179 0.134 0.092 0.060
Table 3.4: Exact weighted derivative errors E^l (D+Ui), the computed {e i , e 2} -  
uniform errors E N (D+Ui) and orders of convergence p N(D+Ui) for the solution 
Ui of (3.1a) on the piecewise uniform mesh &^ ie2 using the transition points (3.6) 
over the set (3.4).
The orders of convergence from table 3.4 indicate th a t this choice of mesh will not 
guarantee th a t the pointwise weighted derivative errors E N(D+Ui) will diminish as 
N  increases. The comparison with table 3.3 clearly dem onstrates th a t the choice 
of the constant 4 for the factor in cr2 is appropriate.
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3 . 3  C o m p o n e n t  w i s e  e r r o r s  f o r  t h e  c o n s t a n t  c o e f ­
f i c i e n t  p r o b l e m
R eca ll th a t th e  exact so lu tion  o f (3 .1b ) is u2(x) =  v2(x) +  w 2(x ) +  z(x).  A list of 
th e co m p u ted  errors for th e three co m p o n en ts  o f  th e so lu tio n  u2 o f  exam ple 1 on  
are g iven  in tab les 3 .5, 3.6 and 3.7. T h e com p on en ts w 2(x), z(x)  and v2(x) 
of u2{x) th e  so lu tion  o f (3 .1b) are illu stra ted  in  figures 4.5 , 4 .6  and  4 .7  respectively.
Number of M esh Points N
£l 64 128 256 512 1024 2048
2U 0.017173 0.008770 0.004435 0.002230 0.001118 0.000560
2 - 2 0.027958 0.014298 0.007247 0.003650 0.001832 0.000918
2-4 0.054404 0.025059 0.011528 0.005490 0.002748 0.001375
2-e 0.086006 0.042735 0.021124 0.010414 0.005126 0.002521
2 -s 0.095002 0.047835 0.023955 0.011964 0.005968 0.002975
2 - io 0.097329 0.049154 0.024688 0.012366 0.006186 0.003092
2-12 0.097915 0.049486 0.024873 0.012468 0.006241 0.003122
2-14 0.098062 0.049570 0.024919 0.012493 0.006255 0.003129
2- i6 0.098099 0.049591 0.024931 0.012499 0.006258 0.003131
2-18 0.098108 0.049596 0.024934 0.012501 0.006259 0.003132
2-20 0.098111 0.049597 0.024935 0.012501 0.006259 0.003132
2-22 0.098111 0.049597 0.024935 0.012501 0.006259 0.003132
2-24 0.098111 0.049598 0.024935 0.012501 0.006259 0.003132
2-5° 0.098111 0.049598 0.024935 0.012501 0.006259 0.003132
eN(v2) 0.098111 0.049598 0.024935 0.012501 0.006259 0.003132
p N(v 2) 0.984 0.992 0.996 0.998 0.999 1.000
T able 3.5: E x a ct errors E ^ ( v 2), th e  co m p u ted  {ex, £2} - uniform  errors E N(v2) and  
orders o f convergence p N(v2) for th e  second  regular com p on en t v2(x) o f  th e  so lution  
from  (3 .1b) on  th e  p iecew ise  uniform  m esh  u sin g  th e tra n sitio n  p o in ts (3.3) 
over th e  se t (3 .4).
T h e { e i ,  e 2} _ uniform  convergence o f th e  num erical so lu tio n  V2 to  v2, th e  second  
regular com p on en t o f exam p le one is obvious from  ta b le  3.5.
N ex t we illu stra te  th e errors due to  th e  second  singular com p on en t. T he poin tw ise  
errors o f th e  singu lar com p on en t w ith  respect to  b o th  sm all param eters decrease  
as N  decreases and th is  is reflected  in ta b le  3.6.
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Number of M esh Points N
£l 64 128 256 512 1024 2048
2U 0.048104 0.028230 0.017031 0.009848 0.005571 0.003095
2~2 0.077714 0.042346 0.022789 0.0Î3178 0.007455 0.004141
2-4 0.122207 0.075940 0.045821 0.026497 0.014989 0.008327
2-6 0.122687 0.076239 0.046001 0.026601 0.015048 0.008359
2-8 0.122807 0.076313 0.046046 0.026627 0.015063 0.008367
2-io 0.122837 0.076332 0.046057 0.026634 0.015066 0.008369
2 - u 0.122844 0.076336 0.046060 0.026635 0.015140 0.008486
2-18 0.122847 0.076750 0.047790 0.028340 0.016283 0.009130
2-22 0.122847 0.077317 0.048052 0.028463 0.016356 0.009178
2-28 0.122847 0.077454 0.048113 0.028490 0.016370 0.009188
2-30 0.122847 0.077489 0.048127 0.028495 0.016373 0.009191
2-34 0.122847 0.077497 0.048131 0.028496 0.016373 0.009191
2-38 0.122847 0.077499 0.048132 0.028497 0.016374 0.009191
2-42 0.122847 0.077500 0.048132 0.028497 0.016374 0.009191
2-46 0.122847 0.077500 0.048132 0.028497 0.016374 0.009191
2-50 0.1Î7509 0.077500 0.048132 0.028497 0.016374 0.009191
eN (w2) 0.122847 0.077500 0.048132 0.028497 0.016374 0.009191
PN (w2) 0.665 0.687 0.756 0.799 0.833 0.859
Table 3.6: Exact errors E^i (w2), the computed {^i,£2}-uniform errors E N(w2) 
and orders of convergence pN (w2) for the second singular component w2(x) of the 
solution from (3.1b) on the piecewise uniform mesh using the transition
points (3.3) over the set (3.4).
Next we illustrate the errors due to the coupling component. In a similar way to 
the previous two components table 3.7 illustrates the {ei, £2}-uniform convergence 
of the numerical approximations Z  to z  the coupling component of example one. 
It is also interesting to  note th a t the orders of convergence pN(z) are similar to the 
orders pN (w2) for the second singular component for the example chosen here.
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Number of M esh Points N
£l 64 128 256 512 1024 2048
2° 0.010483 0.005383 0.002726 0.001372 0.000688 0.000345
2-2 0.047912 0.025546 0.013281 0.006766 0.003416 0.001717
2-4 0.168395 0.111065 0.068978 0.039369 0.020453 0.010418
2-6 0.183085 0.120751 0.074994 0.044431 0.025529 0.014322
2-8 0.186759 0.123172 0.076498 0.045322 0.026041 0.014609
2 -io 0.187677 0.123778 0.076874 0.045544 0.026169 0.014681
2-12 0.187907 0.123929 0.076968 0.045600 0.026201 0.014699
2 - 14 0.187965 0.123967 0.076991 0.045614 0.026209 0.014704
2 - 16 0.187979 0.123976 0.076997 0.045618 0.026211 0.014705
2- i s 0.187983 0.123979 0.076998 0.045618 0.026211 0.014705
2-2° 0.187983 0.123979 0.076999 0.045619 0.026212 0.014705
2-22 0.187984 0.123980 0.076999 0.045619 0.026212 0.014705
2~28 0.187984 0.123980 0.076999 0.045619 0.026212 0.014705
2-30 0.187984 0.123979 0.076999 0.045619 0.026212 0.014705
2-34 0.187983 0.123976 0.076999 0.045619 0.026212 0.014705
2-38 0.187973 0.123924 0.076995 0.045619 0.026212 0.014705
2- 42 0.187582 0.122901 0.076720 0.045552 0.026155 0.014667
2-46 0.149029 0.094443 0.054514 0.030124 0.015911 0.008188
2-50 0.076018 0.052068 0.032622 0.019199 0.010969 0.006126
eN (z ) 0.187984 0.123980 0.076999 0.045619 0.026212 0.014705
pN \z) 0.601 0.687 0.755 0.799 0.834 0.859
T able 3.7: E x a ct errors E^( z ) ,  th e  co m p u ted  { e i ,  £2} - uniform  errors E N (z) and  
orders o f convergence p N (z ) for th e second  singu lar com p on en t z(x)  o f  th e  so lu tion  
from  (3 .1b) on th e  p iecew ise  uniform  m esh  £2 u sin g  th e tra n sitio n  p o in ts (3.3) 
over th e  se t (3 .4).
3 . 4  C o u n t e r e x a m p l e s  f o r  o n e  t r a n s i t i o n  p o i n t
In th is  sec tio n  we o u tlin e  cou n terexam p les th a t su pp ort th e  choice o f a tw o transi­
tio n  p o in t m esh. In th e  first three exam p les o f  th is  sec tio n  a single tra n sitio n  poin t 
is used . B o th  eq u ation s are solved  over th e  sam e m esh  u sing  a  single transi­
tio n  p o in t. W e define th e  m esh  u sin g  a sing le  tra n sitio n  p o in t a  in  th e  follow ing  
m anner:
OX S \  ¡ Z a i / N  i f  i <  N / 2
=  {Xi \ ,  Xi =  < . (3.7)
+  2(1 — <j ) / N  i f  i > N / 2
. , 1 4e\ In iV . . .
a  =  m m { - , ------------ } , (3.8)
Z CH\
F ir s t  w e e x a m in e  th e  s in g le  tr a n s it io n  p o in t
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Here we look at E N ( u 2) using the mesh over the set (3.4). The lack of 
{£i, £2}-uniform convergence of the numerical method over this mesh is clearly 
demonstrated in table 3.8.
Number of Mesh Points N
£ 1 64 128 256 512 1024 2048
2U 0.110146 0.106153 0.104121 0.103096 0.102581 0.102323
2“2 0.115683 0.111908 0.107893 0.105227 0.103711 0.102905
2-4 0.134639 0.105250 0.110845 0.110407 0.107329 0.104996
2-e 0.164083 0.100627 0.109305 0.110615 0.109491 0.107786
2-8 0.172233 0.102562 0.108898 0.110521 0.109486 0.107800
2-1° 0.193500 0.143140 0.108794 0.110497 0.109486 0.107804
2-i2 0.210177 0.180567 0.151304 0.110491 0.109486 0.107805
2- h 0.217904 0.188866 0.174471 0.158576 0.131130 0.107805
2-w 0.220299 0.191233 0.180885 0.174879 0.170742 0.166302
2 - 2 2 0.220449 0.191377 0.181265 0.175807 0.172916 0.171306
2-26 0.220458 0.191386 0.181289 0.175864 0.173050 0.171609
2 -so 0.220459 0.191387 0.181290 0.175868 0.173058 0.171628
2-34 0.220459 0.191387 0.181290 0.175868 0.173059 0.171629
2 - 50 0.220459 0.191387 0.181290 0.175868 0.173059 0.171629
E N (u2) 0.220459 0.191387 0.181290 0.175868 0.173059 0.171629
pN(u2) 0.204 0.078 0.044 0.023 0.012 0.001
Table 3.8: Exact errors E ^ ( u 2 ), the computed {£1 , £2 } - uniform errors E N  ( u 2) and 
orders of convergence p N ( u 2) for the solution u 2 of (3.1b) on the piecewise uniform 
mesh 0 ,0  using the transition point (3.8) over the set (3.4).
Next we construct a counterexample in a similar way to that done in table 3.8 
where we look at E N ( u \ ) over the set S  . We now take the single transition point
. , 1 4e 2 In N , . .
<7 =  m m {-, —-----}. (3.9)
z ol2
We see from table 3.9 that the numerical method is not {eri, £2}-uniformly conver­
gent for u i  using , (3.9) and (3.4).
The next counterexample is constructed where we take the single transition point
• rl 4£i In TV 4 e 2 \ h N  
a  =  m in { - ,---------- , -----------} (3.10)
Z €¿1 Q'2
over the corresponding mesh The computed {e i, £2}-uniform errors E N ( u \ )  
and E n (u2) are both shown in table 3.10 where it is clear that this single transition
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point does not guarantee the {ei, e2}-uniform convergence.
Number of Mesh Points N
£ l 64 128 256 512 1024 2048
2° 0.012657 0.006278 0.003126 0.001560 0.000779 0.000389
2-2 0.069221 0.036181 0.018573 0.009413 0.004739 0.002378
2~4 0.198993 0.115603 0.064410 0.034211 0.017666 0.008982
2-e 0.222933 0.222933 0.183545 0.107057 0.061368 0.032652
2-s 0.247303 0.212291 0.206884 0.206146 0.178620 0.104357
2-io 0.254192 0.216951 0.211367 0.208215 0.205151 0.201713
2-12 0.255922 0.218943 0.212482 0.209474 0.206562 0.203097
2 - u 0.256356 0.219441 0.212761 0.209788 0.206911 0.203485
2 - w 0.256464 0.219566 0.212831 0.209867 0.206999 0.203582
2- ib 0.256491 0.219597 0.212848 0.209886 0.207021 0.203606
2 -20 0.256498 0.219605 0.212853 0.209891 0.207026 0.203612
2-22 0.256499 0.219607 0.212854 0.209892 0.207027 0.203613
2-24 0.256500 0.219607 0.212854 0.209893 0.207028 0.203614
2-28 0.256500 0.219607 0.212854 0.209893 0.207028 0.203614
2-28 0.256500 0.219608 0.212854 0.209893 0.207028 0.203614
2-50 0.256500 0.219608 0.212854 0.209893 0.207028 0.203614
e N ( u i ) 0.256500 0.219608 0.212854 0.209893 0.207028 0.203614
p N ( u i ) 0.224 0.045 0.020 0.020 0.024 0.029
Table 3.9: Exact errors E the computed {ei, e2}_uniform errors E N  ( u \ ) and 
orders of convergence p N ( u i )  for the solution u x of (3.1a) on the piecewise uniform 
mesh using the transition point (3.9) over the set (3.4).
Number of Mesh Points N
64 128 256 512 1024 2048
E N { u l ) 0.202358 0.222933 0.183545 0.206146 0.178620 0.201713
E n { u 2) 0.279982 0.302553 0.255950 0.282447 0.245100 0.277103
Table 3.10: The computed {ei, £2}-uniform errors E N ( u i )  and E N ( u 2) for the 
solutions u \  and u 2 of (3.1) on the piecewise uniform mesh using the transition 
point (3.10) over the set (3.4).
Interpolation
Here we attempt to solve problem (3.1) by using a different mesh for each equation. 
The first equation (3.1a) has only one dependent variable it is then appropriate 
to obtain the numerical approximations using the piecewise uniform mesh 
using the single transition point
The solution u \  of the first equation (3.1a) is independent of e 2 . The {e i,e2} -  
uniform convergence validated in table 3.11 can be viewed as an ^-uniform con­
vergence and the choice of transition point (3.11) provides this.
Number of Mesh Points N
£l 64 128 256 512 1024 2048
2° 0.006278 0.003126 0.001560 0.000779 0.000389 0.000195
2 -2 0.036181 0.018573 0.009413 0.004739 0.002378 0.001191
2 - 4 0.097887 0.057332 0.032539 0.017666 0.008982 0.004530
2-e 0.120774 0.069897 0.039771 0.022112 0.012112 0.006559
2 - 8 0.127133 0.073534 0.041799 0.023257 0.012741 0.006900
2-i° 0.128768 0.074503 0.042321 0.023555 0.012903 0.006988
2 - 1 2 0.129180 0.074746 0.042452 0.023631 0.012943 0.007010
2“ 14 0.129283 0.074808 0.042485 0.023649 0.012954 0.007016
2~16 0.129309 0.074823 0.042493 0.023654 0.012956 0.007017
2-18 0.129315 0.074827 0.042495 0.023655 0.012957 0.007017
2 -20 0.129317 0.074828 0.042496 0.023656 0.012957 0.007017
2-22 0.129317 0.074828 0.042496 0.023656 0.012957 0.007017
2 - 2 4 0.129318 0.074828 0.042496 0.023656 0.012957 0.007017
2-5° 0.129318 0.074828 0.042496 0.023656 0.012957 0.007017
eN{ui) 0.129318 0.074828 0.042496 0.023656 0.012957 0.007017
pN[ui) 0.790 0.816 0.845 0.868 0.885 0.896
Table 3.11: Exact errors E ^ J u i ) ,  the computed uniform errors E N ( u i )
and orders of convergence p N ( u i ) for the approximations U f  of (3.13a) to the
solution u i  of (3.1a) on the piecewise uniform mesh using the transition point 
(3.11) over the set (3.4).
Since the second equation (3.1b) depends on the small parameter e 2 we attempt 
to obtain the numerical approximations U 2 using the piecewise uniform mesh f^ 2 
and the single transition point
. r4e2ln N  1-, fo  ^
cr2 =  mm{-- (3.12)
a 2 2
Before we can find the approximations U 2 , we need numerical approximations to 
the solution u \  of (3.1a) at each of the mesh points of f^ 2. We interpolate the 
numerical approximations U f  obtained over using the transition point (3.11).
The interpolated values over the mesh are represented by U f .  The second 
equation is then solved over using the interpolated values .
We summarise the corresponding numerical problem to (3.1) where the first equa­
tion is solved on the mesh 0 ^  and the second equation is solved on the mesh
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£iS2Ulti + 3D +U ^  =  15a;4, x { <= i i£ ,  (3.13a)
e2U2yi + 2D+U2,i + 2.1hD+Ulti = 0.6eXi, x> e  i i £ ,  (3.13b)
where i7i>0 =  Wi(0), [/^ yv =  ^ i(l) , ^2 ,o =  « 2 (0 ) and [/2,jv =  « 2 ( l i ­
lt would appear that glancing at the exact errors E ^ ( u 2) and at the computed 
{£1 , e2}-uniform errors E N  ( u 2) in table 3.12 that the approximations UJ? are 
{ei,£2} uniformly convergent but looking at the orders of convergence we see that 
the orders are decreasing which suggests the rate of convergence is slowing down 
thus suggesting the interpolating method is not parameter-uniform.
using the interpolated values U f .
Number of Mesh Points N
£ 1 64 128 256 512 1024 2048
2Ü 0.050392 0.030124 0.017880 0.010259 0.005761 0.003183
2"2 0.061996 0.035249 0.021374 0.012483 0.007087 0.003942
2~4 0.149181 0.083880 0.047104 0.025014 0.012625 0.006319
2-6 0.192375 0.111707 0.063630 0.035674 0.019192 0.010168
2-8 0.206435 0.123700 0.074944 0.045319 0.025807 0.013956
2-i° 0.210092 0.127038 0.078971 0.050929 0.032649 0.020332
g-12 0.211014 0.127885 0.080001 0.052479 0.035155 0.024266
2- u 0.211246 0.128098 0.080260 0.052870 0.035794 0.025348
2-16 0.211303 0.128151 0.080325 0.052968 0.035954 0.025621
2 -18 0.211318 0.128164 0.080341 0.052993 0.035995 0.025689
to
to 0 0.211321 0.128168 0.080345 0.052999 0.036005 0.025706
2-22 0.211322 0.128169 0.080346 0.053000 0.036007 0.025710
2-24 0.211323 0.128169 0.080346 0.053001 0.036008 0.025711
2-46 0.211323 0.128169 0.076990 0.046474 0.028462 0.017820
to
1 Ox 0 0.134607 0.075994 0.046770 0.033300 0.021997 0.013837
eN [u2) 0.211323 0.128169 0.080346 0.053001 0.036008 0.025711
Pn îÿ 2) 0.721 0.674 0.600 0.558 0.486 0.376
Table 3.12: Exact errors E ^ ( u 2) ,  the computed {ei, £2 }~uniform errors E N ( u 2) 
and orders of convergence p N ( u 2) for the approximations U 2 of (3.13b) to the 
solution u 2 of (3.1b) on the piecewise uniform mesh using the transition point 
(3.12) over the set (3.4) and using the interpolated values of obtained on K  
which used the transition point (3.11) .
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3 . 5  A  v a r i a b l e  c o e f f i c i e n t  p r o b l e m
Even though we obtained the exact solution for the constant coefficient problem of 
example one, the exact solution is generally not easily obtained. We need to address 
how we measure the errors when the exact solution is not available. The errors for 
the numerical solutions U k (k =  1,2) are obtained by comparing the numerical 
solution at each N  with the linear interpolant of the numerical solution on the 
finest mesh available, here that is the mesh when N  =  8192 [2]. We then define 
the approximate errors ( u k ) ,  e ^ ( u k )  and the computed parameter-uniform 
maximum pointwise error e N ( u k) as follows:
O * )  =  \ \ u k -  Uk192 lk*li£2> k = 1 , 2 ,
e ^ K )  =  m axe"£2(ufe) * =  1,2,
e N ( u k) =  ma x e ^ ( u k ) A; =  1,2,
£1
where TJk are the numerical approximations for u k at a particular N ,  e \  and e 2 . 
The U k 192 are the interpolated values at the N  mesh points using the numerical 
solution U%192.
An approximation to p  the {ei, £2}-uniform rate of convergence, is determined 
using the double mesh method [2], This involves the double-mesh differences 
where we define D ^ i £ 2 ( u k ) ,  ( u k ) and the computed parameter-uniform maxi­
mum double mesh difference D N ( u k) as follows:
D fu£2(nk) =  \\ U "  -  U 2N \\n» e2, k =  1 , 2 ,
D * { u k ) =  ma x D * uS2 ( u k ) k =  1,2,
D N ( u k) =  ma x D E ( u k ) * =  1,2,
ei
where U k are the numerical approximations to u k at a particular N ,  £ \  and e2 and 
U k N  are the interpolated values at the N  mesh points using the numerical solution 
U k N . Here the double mesh orders of convergence are defined by p %  =  l o g 2 ( - § m ) .
Consider the following variable coefficient problem:
Example Two
Ei u " ( x )  +  3 e 3x u [ ( x )  =  8.0ex, (3.14a)
E2 U 2 ( x )  +  2 e 0 bxu '2 +  2 . 8 c o s ( x ) u ' 1 ( x )  =  0.6e°'81, (3.14b)
where x  E fi, Ui(0) =  0, iti(l) =  0 , u2(0) =  0 and u 2( 1) =  0.
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£162U1,l + 3e:iXiD +U1,i = 8ex\  (3.15a)
£2U2,i + 2e0-5xiD +U2,i + 2.8cos{xi)D +Uhi =  0.6e°-8x', (3.15b)
where Ulfi = ui(0), UitN =  'Ui(l) , U2fi =  ^ 2 (0 ) and U2,n  — w2(l).
The coefficients in (3.14) are chosen so th a t || U f 192 ||n£1>ei and || [ /f192 ||n£llE1 are 
approximately one. In table 3.13 the approximate errors eN (ui), the double mesh 
differences D N(ui) and the double mesh orders of convergence for the solution u\ 
of example two are illustrated. It is evident th a t the {ei, e2}-uniform convergence 
holds.
The corresponding discrete problem for x t £  f i ^ i£2 is:
Number of Mesh Points N
ei 64 128 256 512 1024 2048
2° 0.019025 0.009915 0.004989 0.002442 0.001146 0.000493
2“2 0.064629 0.035028 0.018087 0.008976 0.004243 0.001831
2-4 0.186232 0.111873 0.064734 0.033942 0.016469 0.007203
2-6 0.187954 0.129728 0.083546 0.048474 0.026287 0.012533
2-s 0.183362 0.126820 0.081815 0.047559 0.025793 0.012309
2-10 0.181731 0.125846 0.081200 0.047210 0.025609 0.012222
2-12 0.181288 0.125584 0.081032 0.047113 0.025558 0.012198
2-18 0.181139 0.125497 0.080976 0.047081 0.025540 0.012189
2- 22 0.181137 0.125496 0.080975 0.047080 0.025540 0.012189
2 -26 0.181137 0.125495 0.080975 0.047080 0.025540 0.012189
2 - 30 0.181136 0.125495 0.080975 0.047080 0.025540 0.012189
2-34 0.181117 0.125493 0.080972 0.047076 0.025539 0.012189
2-38 0.180799 0.125463 0.080919 0.047024 0.025523 0.012189
2-42 0.175602 0.124469 0.079625 0.046562 0.025170 0.012062
2-46 0.106052 0.071673 0.043772 0.024827 0.013105 0.006172
2-5° 0.106052 0.071673 0.043772 0.024827 0.013105 0.006172
eN (ux) 0.187954 0.129728 0.083546 0.048474 0.026287 0.012533
D N(Ul) 0.036445 0.032676 0.025081 0.017474 0.009266 0.005335
Pd M 0.157 0.382 0.521 0.915 0.796 0.830
Table 3.13: Approximate errors e ^ (u i) ,  the computed £2}_uniform errors 
eN (ui), the computed {ei, e2}_double mesh differences D N (ui) and orders of con­
vergence (ui) for the solutions ui of (3.14b) on the piecewise uniform mesh £2 
using the transition points (3.3) over the set (3.4).
49
In table 3.14 the approximate errors eN (u2), the double mesh differences D N(u2) 
and the orders of convergence for the solution u 2 of example two are illustrated 
and we see th a t the {ei, £2}~uniform convergence holds.
Number of Mesh Points N
£ l 64 128 256 512 1024 2048
2° 0.066428 0.042822 0.025678 0.014103 0.007014 0.003285
2“ 2 0.080571 0.054359 0.033212 0.018275 0.008787 0.004043
2~4 0.247149 0.151528 0.086999 0.045782 0.022228 0.009725
2 - 6 0.257211 0.178906 0.115435 0.067050 0.036414 0.017393
2 - s 0.250239 0.174543 0.113018 0.065843 0.035770 0.017111
to
1 o 0.247526 0.172907 0.112038 0.065302 0.035485 0.016978
2-12 0.246778 0.172458 0.111765 0.065148 0.035404 0.016940
2 - 1 4 0.246586 0.172343 0.111695 0.065108 0.035383 0.016930
2 - 2 0 0.246523 0.172305 0.111672 0.065095 0.035376 0.016927
2 - 2 4 0.246522 0.172305 0.111672 0.065095 0.035376 0.016927
2 - 2 8 0.246521 0.172305 0.111672 0.065095 0.035376 0.016927
2 - 3 2 0.246516 0.172305 0.111671 0.065094 0.035375 0.016927
2 - 3 4 0.246500 0.172305 0.111670 0.065092 0.035375 0.016927
2 - 3 8 0.246160 0.172305 0.111639 0.065043 0.035366 0.016927
2 - 4 2 0.240519 0.171967 0.110510 0.064789 0.035081 0.016830
2 - 4 6 0.138907 0.095631 0.060018 0.034229 0.018403 0.008768
2 - 5 0 0.138907 0.092288 0.060018 0.034229 0.018403 0.008768
eN (u2) 0.257211 0.178906 0.115435 0.067050 0.036414 0.017393
D n {u2) 0.047570 0.043434 0.033629 0.023554 0.012614 0.007367
Pd M 0.131 0.369 0.514 0.901 0.776 0.827
Table 3.14: Approximate errors e ^ (u 2), the computed { e i,e 2}-uniform errors 
eN (u2), the computed {e*, e2}-double mesh differences D N(u2) and orders of con­
vergence (u2) for the solutions u2 of (3.14b) on the piecewise uniform mesh f ^ e2 
using the transition points (3.3) over the set (3.4).
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C h a p t e r  4  
G r a p h i c a l  o u t p u t
In this chapter some graphical outputs are provided which illustrate the need for 
two transition points. This is done by highlighting the “double-layer effect” of 
the solution to the second differential equation. Each of the components of the 
second solution are also illustrated. W hen ^  ^  the dependence of the coupling
component z  on the ratio  — is also shown. The graphical outputs of the exact 
solutions from (3.1) the constant coefficient problem are also provided. Finally a 
counterexample is given which verifies th a t a standard comparison principle does 
not hold in general for a convection-diffusion system.
4 . 1  T h e  “ d o u b l e —l a y e r ”  e f f e c t
The constant coefficient problem
First the constant coefficient problem (3.1) is examined. The exact solution U\(x)
U i
Figure 4.1: The solution u i ( x ) ,  of (3.1a) when e\  =  0.01.
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of (3.1) is illustrated over O in figure 4.1 where e\ =  0.01. The exact solution u2{x) 
is illustrated over 0, in 4.2 where E\ =  0.01 and e2 — 0.0001.
Figure 4.1 shows th a t the solution Ui(x) has only one “layer” , th a t is there is 
only one steep gradient. This is due to the first singular component w\(x) which 
is discussed in [2]. The view of u2(x) over the domain [0,1] in figure 4.2 hides 
the “double-layer” effect. There are two steep gradients, one due to the second 
singular component w2(x) and the other due to  the coupling component z(x). 
This “double-layer” further dem onstrates the need for two transition points. Two 
further “zooms” illustrate the two layers where Ei =  0.01 and e2 =  0.0001. The first 
layer which is of order e2 is shown in figure 4,3 where the solution u2 is illustrated 
over the domain [0,0.002). The second layer which is of order £i is highlighted in 
figure 4.4 where the solution u2 is illustrated over the interval [0, 0.1).
u 2
Figure 4.2: The solution u2(x) of (3.1b) when E\ =  0.01, e2 =  0.0001.
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U2
Figure 4.3: The “double-layer” effect, the solution u2(a;) of (3.1b) when £\ =  0.01, 
£‘2 =  0.0001 over the interval [0, 0.002).
u 2
Figure 4.4: The “double-layer” effect, the solution u2(x) of (3.1b) when £\ =  0.01, 
e2 =  0.0001 over the interval [0, 0.1).
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4 . 2  T h e  c o m p o n e n t s  o f  U 2
Recall the decomposition of u2 into the regular component v2, the singular compo­
nent w2 and the coupling component z. The regular component and the singular 
component resemble those of U\ as discussed in [2]. The case when ^  ^  is
considered separately from th a t when ^
T h e  co m p o n en ts  of u2 w hen  ^  ^
The solution u2 of (3.1) has already been illustrated in Figures 4.2-4.4 where 
£i =  0.01 and £2 =  0.0001. The decomposition of u2 into its three components w2, 
z  and v2 for (3.1) are illustrated in Figures 4.5, 4.6 and 4.7 respectively over the 
above values of e\ and £2.
The “double layer” effect is due to both the second singular component and the 
coupling component. The “first layer” or steep gradient is due to the singular 
component w2 which is of order £2 and this is illustrated in figure 4.5.
w2
Figure 4.5: w2(x), the singular component of u2(x ) ,the solution from (3.1b) when 
£\ =  0.01, £2 =  0.0001 over the interval [0, 0.0002).
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The “second layer” or steep gradient is due to the coupling component 2  which is of 
order £\ and this is illustrated in figure 4.6. In the constant coefficient problem (3.1) 
the coupling component resembles the first singular component. This is borne out 
by the fact th a t for problem (3.1) z ( x ) =  C w \(x) -he%z2(x) where C  is independent 
of £] and £2 and the second term  is small when is small. In problem (3.1) the 
coupling component z(x)  also depends on the coefficient of u\(x )  in (3.1b). The 
regular component v2[x) is shown in figure 4.7.
z
Figure 4.6: z(x), the coupling component of u2(x ), the solution from (3.1b), £ 1  =  
0.01 when e2 =  0.0001 over the interval [0, 0.02).
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v 2
Figure 4.7: i>2(x), smooth component of u 2 , the solution from (3.1b) when 
f t  =  0.01, e2 =  0.0001.
T h e  co m p o n en ts  o f u2 w hen ^  ^
When ^  H  the decomposition of u2(x) is carried out in a similar manner to the 
previous case except for the coupling component. The second singular component 
w2(x) and the second regular component v2{x) are similar to those illustrated for 
the previous case in figures 4.5 and 4.7 respectively.
Here coupling component z (x ) depends on f1 and 2 (0 ) and z( 1) are both zero.
S  2
This dependence is illustrated in figures 4.8 and 4.9 from example (3.1b) where 
=  0.001 and £ 1  =  0.0005 respectively and £ 2  =  0.01 in both cases. Note th a t in 
figures 4.8 and 4.9 the value of £ 2  is fixed and e\ is halved between figure 4.8 and 
figure 4.9 with a corresponding halving of the maximum value of 2 .
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zFigure 4.8: ¿ (s), the coupling component of « 2 (2 ), the solution from (3.1b) when 
£ 1  =  0.001, £2 — 0.01 over the interval [0, 0.02).
z
Figure 4.9: z(x),  the coupling component of u2(x ), the solution from (3.1b) when 
Ei =  0.0005, £2 =  0.01 over the interval [0, 0.02).
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4 . 3  A  c o u n t e r e x a m p l e  f o r  a  s t a n d a r d  c o m p a r i s o n  
p r i n c i p l e
Finally in this section we illustrate a counterexample to  show th a t a standard 
comparison principle [2] does not hold in general for our system of convection- 
diffusion differential equations (1.1). Consider the following problem where L\ 
and ¿ 2  are defined when i G f i a s  follows:
L iu  =  O.Olu^æ) +  O.lw^x) =  —1000, (4.1a)
L 2u  =  0.01^2 (x) +  0.1 u'2(x) — 0.0814  ^(x) =  —1, (4.1b)
where u  is the vector {ui(:r), « 2 (2 )} and we define u > 0 to be Ui(x) > 0 and
w2(æ) > 0. We also take the boundary conditions u > 0 on {0,1} and define
L u  =  {L iü , L 2u}.
Consider the following standard minimum principle for one equation [2]:
If u > 0 on {0,1},
and Lu < 0 on (0,1),
then u > 0 on [0,1],
It is of interest to note th a t the natural extension of the standard comparison 
principle holds for an analogous system reaction-diffusion differential equations
[4], [5], th a t is,
I t s > 0 on {0,1},
and Lu < 0 on (0,1),
then ü > 0 on [0,1],
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U 2
Clearly in (4.1) u(x) > 0 when x  E {0,1} and L u  <  0 on (0,1). The solution 
U\[x) > 0 over the domain [0,1] by using the maximum principle (4.2) but the 
solution u 2(x) > 0 does not hold for all x  G [0,1] as illustrated in figure 4.10. Then 
the standard  comparison principle (4.3) does not apply to the system (4.1).
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C o n c l u s i o n
This thesis considered a Dirichlet problem for a system of two singularly perturbed 
convection-diffusion ordinary differential equations. A finite difference numerical 
m ethod whose solutions converged pointwise to the continuous solutions indepen­
dent of the small param eters was considered.
The system where the first differential equation had only one dependent vari­
able was considered while the second equation had two dependent variables. The 
solution from the first equation was decomposed into regular and singular com­
ponents using the ’’Shishkin” decomposition [2]. The solution from the second 
equation was decomposed into three components. The first two components, the 
regular and singular components mirrored those of the first equation. The cou­
pling component was the new feature. The solution to  the second equation had 
a ’’double-layer” , one layer was due to the second singular component while the 
other was due to the coupling component.
The finite difference numerical method was constructed over a piecewise 
Shishkin type mesh involving two transition points. The numerical approximations 
were decomposed in an analogous m anner to the continuous solutions. The con­
vergence of the numerical m ethod was analysed separately over each component. 
The main aspects of the analysis involved the use of the weighted derivative results 
from the first components which were used in the analysis for the second regular 
component and for the coupling component. The use of the Andreyev-Savin [1] 
stability technique enabled the completion of the analysis for these components.
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A p p e n d i x  A
Lemma 16
Given any k >  1 and N  > 2,
Proof
We sta rt with a result from [6],
Let M  — j ,  1 <  A: then
2 k \n N ._ N  . 2 A l n ( f ) , »  2 In M . m 2 2A:U _ ------ -Ì 2* <  (1 H---------5E =  ( L 4------------------- ) 2 <  —  = - — .
K N  N  1 M ~ M  N
Here we prove two technical lemmas which are used for the sharper weighted 
derivative estimates.
Lemma 17
Let {!*} be the solution of the difference equation
Yj - Y j - 1 +  ctjYj =  cijbj, Vj (Al)
where aj > 0, bj > 0. Then
IK  I (I +  a H *-*-1)
(Pi) 1 *K + + 'fl,---------- +  | | fr | |* ¿ > *  +  1
where
^ T T ^ - ’ I + T T ^ ' 6 '' (A2)
P r o o f
U s in g  ( A l )  w e g e t
which yields th a t (Pi) is true  for i =  k +  1. We proceed by induction. Assume th a t 
(Pi) true for i =  m  > k + 1. For i =  m  + l  we use (A2) and get
'^ T T b |iy + I & ml 
i n i  ( i + «)-< "-*>  .. ..
l  +  o m + , 11 11 '
This completes the proof. ■
Lemma 18
Let {Kj} be the solution of the difference equation
D +Yj -  D+Yj-i +  0 , 0 5 + 1  -  Yj) =  bj, V j  (A3)
Then (Pi)
k k
D+Yk-i =  D  ^ Yk "t- f^c f^c+i ak—¿^A-i+i ^  ] (aj  Qj-ijYj — 'y '  bj,
t + l  j=k —¿+1
where 1 <  i < k.
Proof
Using (A3) it is easy to check tha t (Pi) is true for i =  1. We proceed by induction 
where we assume (Pi) is true for i =  m. Then for i =  m  +  1 we use (A3) to obtain
Y/c—( m + l )  =  D  } k—rn "i" mY/c—m + 1  fc—to bk—m
Then substitu ting in for D +Yfe_m using (Pm) gives us the  desired result (Pm+i). ■
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A p p e n d i x  B
The stability technique of Andreyev and Savin
Andreyev and Savin [1] have considered a singularly perturbed boundary value 
problem Lw (x)  =  sw"(x) + a(x)w '(x) = f ( x ) where u;(0) =  uj(1) =  0 on Cl. 
They then considered its discretisation over an arbitrary  mesh. They studied 
the properties of the discrete Green’s function for the discrete operator using an 
upwind finite difference scheme. The uniform boundedness of the discrete Green’s 
function yielded a stability result for the discrete problem with a stability constant 
independent of e. Their upwind operator differed from the one used in this thesis 
thus we simply check th a t analogous arguments hold for the upwind operator used 
here.
We define an arb itrary  non-uniform  mesh ClN =  {xi : 0 =  x0 <  ... <  x N =  1} 
and f lN =  {xi : i =  — 1}. For two arb itrary  mesh functions u =  {u*}
and v =  {wj} defined on QN but zero at the end points, we start by defining the 
discrete scalar product
JV-l
(u, v)i = hiUiVi, u 0 = u N = v0 =  vN =  0.
i=  1
The norm || u is defined to be |(1, it)i|.
Construction of the adjoint problem
Given the problem
L NUi =  e82Ui +  a(x i)D +Ui = fi, 1 <  i < N  — 1, u0 =  =  0, (Bl)
we construct the adjoint problem (L N )*Vi =  f i  where v0 = vN =  0. Then 
(■v , L Nu)i =  (n, (L N)*v)i. This is done for the upwind operator used in this thesis.
1
E t  t jv V ^ r  /  n +  n -  \  . a (a J i)^ i(U i- |- i  — U i)V ihiViL Ui =  y  \£V i(D +Ui -  D Ui) H-------
Start by defining Ci =  £  +  ¿ 7  and r* =  ^  Then (v, L*u)i
■ 1 -1 ^ ¿ + 1Î=1 Z=1
E r Wi_ix a(xi)hi(ui+i — Ui)vi
[evi ( - ------- Qui +  — ) + --------------------------- J
. . fii+i hi hi+i%=i.
JV-1 7 7
W t ---------Ci«i +  - r -  +  — r-------------------------------7--- )J =i=1 /ii+i hi h^ |_x /ij+i
AT JV-1 JV-2 JV T JV-1 r
Vi-iUi a , V '' ui+ iwi\ , V '' hi-\(ii-\UiVi-i hiCiiUiVi
e{i ^ ~ h - - 2^ iiViUi + 2^ - h — ) + 2^ ----------h----------- ^ ~ h ^ r
i= 2 ftî ¿=1 ¿=0 ni+X i=2 1 ¿=1 ^ +1
Using the initial conditions u 0 = u N =  0 and w0 =  ^jv =  0 then (v, L Nu)i 
N - 1  r  N - i
E r / wi+l > . üi - l  \ . rH-1 ai f \ , X 1[£Ui(-------- +  -7—) 4------------T— (fli-iUi-i -  OjUi) +  2 ^  hiTiiCLiUiVil
¿=1 “’»+1 j=l 
JV-1
=  y^[ettt(-D+i>j -  D~Vi) -  hi-iUiD~(aiVi) +
1=1
E t  , X2 hi-\D~{a,iVi) .
hiUi(eo V i---------- =-----------------------
¿ - 1  hi
Thus (L^)* is the adjoint operator and the adjoint problem is given by
(jL N)*Vi = E52V i - ^ j ^ D ~  (a(xi)vi)+r]ia(xi)vi = f t
i =  1 , N  — 1 with vq = vN =  0.
Definition of the discrete Green’s functions
We now consider the discrete Green’s function G (xi,£k) of problem (B l). As a
function of Xi, for a fixed £* it is defined by the relations
L NG(Xi^ k) = 6(Xi,Çk), Xi e  t tN, (B2)
G( o ,& ) =  G ( U * ) = 0 ,  6 e i î w
where ô(xi:Çk) is the discrete analog of the delta function
. hT1 if i =  k
8(Xi> Cfc)
" 0 otherwise
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For the variable with a fixed value of Xi, for a fixed Green’s function G(xi: £k) 
then satisfies the conditions
(LN)*G(xi, £k) = *(*<,&), x , e n N, £k e n N, (B3)
G{xit0) =  G (si, l )  =  0,
Recall th a t the norm || u ||njv =  i<rnax ^{1^1}, over ClN an arbitrary  mesh. 
T h e o re m
Consider the problem (B l) where a* >  a  >  0 then G(xi, £fc), the Green’s function 
as defined in (B2) is non-positive and uniformly bounded with respect to e and
- -  <  G{xi,£k) <  0.
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The solution of (B l) satisfies
,, .. 2 \\ L U l 2 \ -  I N I
« n "  < ---------------= ~ z Z hA L  ui\- (B4)a a  1 1i=i
Note if Green’s function is of one sign then LN is an M-matrix.
P r o o f
We s ta rt by noting th a t the solution of (B l) can be represented w ith the help of
the discrete Green’s function in the form
N- 1
Ui =  (G(X i , & ) ,  LNuk) i  =  ^  hG {xi, Çk)LNuk. (B5)
fc=i
The proof is carried out in the following stages:
(i) Using (B2) and the discrete minimum principle then
G(xi,Ck) <  0. (B6)
(ii) Next a lower bound is established for G (xi,£k) using (B3).
(iii) Once a bound for Green’s function tha t is independent of the small param eter 
is established, it is easy to establish the stability result (B4) using (B5).
(ii) We show —^ < G (xi,£k). Let the point E be such th a t
min G (xi,€k) =  G (x i , (m), xH E QN.
/¡ken”
3
m m
1 k- 1
m j
=  Y / hk{e62G (xi,tik) -  ^ = i D - ( a fcG(.Xi,efc)) +  % a ,G (x i ,a ) ]
/lfc
t i~\+r<i /- \ r\—n t ~  t  'u . £fc-l) £*) i
=  > , I £P  G w iC O  -  D + ------------- r ----------- ------------r ---------- 1'H  hk llk+ifc=i
Summing, we get a telescoping of the first two term s and also a telescoping of the 
th ird  and fourth term s thus the last sum
=  e(D+G{x,,Zm ) -  D-G(x,,h)) +  -  ' ‘■»‘‘" C te -S » ) .
hi nm + 1
_  ^  ^G(Xj, £m-n) ~  G (x l. £w) ^  G(Xj , £i)  ^ ^  hjnam.C j^ii Cm)
hm+1 hi foni+l
where we take account the initial terms. By the choice of m  and using (B6 ) then
G (xi,^m^.\) — G (x i,^m) ^
, _  u,
“ 771+1
> 0)
hi
hrfi(imG (x i) £m) ^
i — 1ibn+ 1
thus
, ,  ^  hmO,mG(Xi, £m) ^  -■
-  -  •
Since a: <  am and 4 <  7 ^ -  then from f  <  /' m a " 1 we obtain
1,1 2 h r n + I  2  —  ftm +1
hm(lmG(Xj, Cm) ^  ^
2 1^71+1
Thus — ^  <  G (xi,€m) -  0. Combine this with (B5) to obtain || u ||njv <
The following lemma is a corollary of the theorem.
The lower bound of for G( Xi ,^k)  is achieved by using (B3) where
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Consider the operator L N for the problem:
L N yi = e52yi +  aiD+yi, i =  1, N  - I ,  y0 = 0,
where \yj\ < B  some bounded value for all 1 <  k < j  < N  — 1 then
fc-i
II V  l b -  <  Y ,  \L N V‘ \ +  C B ■
2=1
Proof
Let y(x) = x ky(x)  — y (x k)x, then 7/(0) =  y (x k) =  0. Then we can use the stability
technique [1] on y over [0, x k) where yQ = yk =  0 and note the following where
L N {xi) =  - a ( Xi):
y(xi)
\LNy\
Then
II V Ita"
where we used (B7) and the fact th a t <  1, (i < k), the theorem, (B8) and the 
fact th a t V -  =  1-
'f  X L .
y (Xi) y (x k)xj
x k x k
-N„< x k \L y  + C | i / ( n ) | .
(B7)
(B8)
£k
^  n  V '  \ L^  Vi\< — -— - + \y(xk)\
fc-i k—1 t tli
< C ' ^ 2 h i \LNyi \ + C y { x k) ' ^ 2  — + C \y ( x k)\
1=1 
k— 1
2=1 $k
< C j 2 h i \L Ny i\ + C B ,
2=1
5
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