Boundary conditions on arbitrary geometries are a common issue in simulating partial differential equations. The conventional approach is to discretize on a grid conforming to the geometry. However grid construction is challenging, and this difficulty is compounded for evolving domains. Several methods instead augment the equations themselves to implicitly enforce the boundary conditions. This paper examines the Volume Penalty Method, which approximates Dirichlet boundary conditions in the Navier Stokes equations with rapid linear damping (non-dimensional time scale η) inside the object. This technique is proven to converge to the true solution, and also leads to simple volume-integral force and torque calculations. Unfortunately, previous analysis showed convergence of only O(η 1/2 ). We analyze the source of this error using matched asymptotic expansions and show that it stems from a displacement length, proportional to a Reynolds number Re dependent boundary layer of size O(η 1/2 Re −1/2 ). The relative size of the displacement length and damping time scale lead to the emergence of multiple asymptotic regimes.
Introduction

Arbitrary geometry boundary conditions
Partial Differential Equations are used to model many important phenomena in fundamental and applied science, engineering, and industry. Fluid dynamics, elastodynamics, electromagnetism, melting, dissolution, and erosion are all understood in terms of canonical PDEs. Many relevant problems concern complicated geometries which may also evolve in time. Such problems are often modelled mathematically with different PDEs on distinct domains, and boundary conditions applied at the interfaces. They can then be simulated by discretizing on numerical grids which conform to the given geometry. These grids must be updated if the geometry changes over time, leading to significant difficulties, particularly for topological changes observed in many phenomena. This approach, while ubiquitous, is in fact an idealization. Reality is smooth. While many thermodynamical phenomena were first modelled as arising from material discontinuities (Gibbs' analysis of capillary forces [16] , or Stefan's melting phase transitions [36] ), it was eventually appreciated that these effects are more accurately modelled as possessing small but finite length scales (Van der Waals' explanation of surface tension [38] , and Cahn and Hilliard's model of phase separation [9] ). What appear to be boundary conditions on a lower dimensional manifold are often small scale regularised transitions which emerge from microphysics we have omitted in the model. For example, the addition of vanishing diffusion to Burgers equation allows the regularization of shock discontinuities [11, 19] and leads directly to the classical Rankine-Hugoniot jump conditions). In essence, many classical discontinuous boundary conditions only arise as an infinitesimal limit to physical phenomena with finite thickness.
Many numerical methods adopt this philosophy of smoothness and exploit it to achieve greater numerical simplicity, efficiency, and generality. Instead of simulating a reduced PDE on an arbitrary (possibly evolving) geometry with complicated discretization, one augments the equations; A single set of PDEs applies over all subdomains, which implicitly reproduce the desired boundary conditions between disparate regions. A successful example of this is the phase field technique, a series of partial differential equations used to model quite general phase transition phenomena. Originally derived from thermodynamical considerations of free energy [18] , the phase field method can also be derived purely as a regularised system to reproduce desired discontinuous boundary conditions [27] . The parameters included in the model are flexible enough to admit several asymptotic regimes, which reduce to multiple classical multiphase models in the limit, such as Stefan boundary conditions, with or without surface tension or kinetic effects, mean curvature flow, or the Cahn-Hilliard equation itself [8] . However this asymptotic convergence is often proportional to boundary layer thickness, which is orders of magnitude larger in simulations than in nature -appearing to discredit the usefulness of a diffuse approach. Fortunately, a detailed understanding of the structure of the boundary layer can reveal distinguished limits which allow improved convergence of the method [23, 12] vastly improving the accuracy of these models.
The diffuse domain method was similarly developed as a smoothed means to approximate Neumann, Robin, and Dirichlet boundary conditions [29, 15, 28, 7] , though Dirichlet boundary conditions have proved more difficult to achieve in practice.
An area of particular interest has been applying such methods to fluid dynamics. Phase field approaches to multi-phase mixtures have been developed [21] , along with more general diffuse interface methods [2] . However, fluid-structure interaction can be difficult to model using phase field approaches derived for multi-phase fluids. The classical approach is Peskin's immersed boundary method [33, 32] , which smoothly interpolates the reciprocal forces of the fluid and the flexible elastic structure via convolutions with regularized delta functions. A struggle for this approach is dealing with rigid boundaries, for which the stiffness of the elastic object becomes numerically challenging [31] .
An alternative approach to modelling rigid objects within fluid flows is the volume penalty method. This simple method has origins in rather general forcing approaches [6, 17] . Much as for the phase field method, this approach also has a physical motivation, in terms of flow through a porous medium [3, 4] . The versatility of the method has spawned subsequent applications to simulations of Navier Stokes with arbitrary geometries [25, 24, 20, 39] , moving boundaries [31, 26] , magnetohydrodynamics [35] , no-flux boundary conditions [22] , and even insect flight [14, 13] .
The method approximates Dirichlet boundary conditions with strong linear damping within the interior of the boundary (hence volume penalization), and is parameterized by a damping timescale Damping timescale = τ.
(1)
It has been proven that the true solution is attained in the limit that the damping timescale τ tends to zero [3] . This is conventionally done using discontinuous damping coincident with interior of the desired boundary. However, this approach has two significant drawbacks. The error of the method scales as O(τ 1/2 ) [10] , leading to slow convergence. Additionally, discontinuous damping impacts numerical convergence in many methods (for instance, causing Gibbs phenomena in pseudospectral codes [24] ).
Paper overview
The aim of this paper is to thoroughly investigate the source of error of the volume penalty method. The outline is as follows.
• Section 2 defines the key concepts of our investigation. The standard approach for rigid no-slip boundaries in incompressible hydrodynamics is reviewed, including the standard force calculation F 0 and torque calculation T 0 . We then describe the volume penalty method, along with the new drag calculation F and torque calculation T , and define the key non-dimensional parameters of Reynolds number Re, damping time scale η and damping length scale ε = η/ Re. We also remark how the mathematical convergence relates to the numerical convergence of the method. We then define our error metrics of global error E 1 , local error E ∞ , and drag and torque error ∆F, ∆T , and the central concept of displacement length * . We finally define the class of mask functions Γ, give representative examples, and the shifting and smoothing δ transformations we apply near the boundary.
• Section 3 develops the vector calculus needed to understand fluid dynamics in the boundary layer around an arbitrary object. This is achieved by using a signed distance function σ coordinate system. We first discuss vector calculus on the boundary (the tangent space to the manifold). We then examine the normal to the boundary n (the normal vector bundle), and finally develop all required vector calculus operators.
• Section 4 analyzes the volume penalty method for incompressible hydrodynamics around an arbitrary smooth object using multiple scales matched asymptotics. We separate the problem into fluid Ω + , solid Ω − , and boundary ∆Ω regions. Asymptotic expansions in ε are applied in each region, with ε rescaling in the boundary layer. We enforce asymptotic matching conditions between adjacent layers. The leading order problem justifies the convergence of the volume penalty method to an ideal no-slip boundary. [4] . We analyze the computational costs in these different regimes by comparing the damping time and length scales to the turbulent Kolmogorov length scale and CFL time scale. We finally show how improved flow accuracy also extends to the force and torque calculations.
• Section 5 develops a constructive approach to optimizing mask functions. The traditional discontinuous mask gives an ε displacement length. This is corrected by shifting the mask this length. We also analytically determine the optimum smoothing for a hyperbolic tangent profile. We then describe an efficient numerical approach to calculate optimal smoothing and shifting corrections for general masks using a Riccati transformation. We finally examine two analytically solvable problems with additional effects; Poiseuille flow (pressure gradients), and viscous stagnation point flow (normal and tangential flow, and Re dependent nonlinearities). Stagnation point flow is important as a minimal example of the influence of Re on the emergence of the intermediate and strong damping regimes.
• In section 6 we validate our results experimentally. We briefly outline the efficient spectral code Dedalus, and use it to simulate time-dependent accelerating flow past a rotating 2D cylinder. We generate numerical reference solutions using Dedalus, and again validate our prescriptions. We finally show how Richarsdon extrapolation can be applied to optimized masks to further boost the numerical convergence to O(η 2 ).
• Finally in section 7 we give a short summary of simple corrections to optimize volume penalty implementations, and corresponding error and cost estimates, and outline future directions.
Definitions
No-slip boundary conditions
Incompressible fluid dynamics with rigid bodies is normally modelled by partitioning the domain Ω into a solid Ω s and fluid Ω f component. On Ω f we solve the viscous incompressible Navier-Stokes equations,
for the fluid velocity u and the pressure p, given a kinematic viscosity ν, constant density ρ, and external body force f . We incorporate the solid by specifying no-slip boundary conditions on u along the interface ∂Ω s ,
where u s is the velocity of the solid at the boundary.
Drag and torque calculations -The core aim of studying fluid-solid interactions is to understand the effect of the fluid on the solid and vice versa. This is commonly quantified by calculating the physically meaningful drag F and torque T on the body. These are calculated using the surface stress integrals
where n is the outward pointing unit vector along the solid boundary ∂Ω s , and Σ is the fluid stress Σ = −pI + ρν(∇u + ∇u ).
Volume penalization
The volume penalty method approximates this solution implicitly by replacing no-slip boundary conditions with an added linear damping in the momentum equation,
where the mask function Γ : Ω → [0, 1] represents the location of the solid (which may evolve in time). The small damping timescale τ strongly suppresses the deviation of the fluid and solid velocity where the mask Γ is non-zero 1 . This equation can then be solved on a domain Ω that no longer needs to conform to the solid geometry. The penalty mask Γ is traditionally chosen as [3, 4, 26, 35, 39, 34, 14, 13] Γ(
as shown in fig. 1 . The foundational result of this method is that the solution to the above penalized equations (eq. (7) and eq. (8)) converges to the true solution (equations eq. (2) to eq. (4)) in the limit τ → 0, with an L 2 norm of the error in the fluid of order O(τ 1/2 ) [10] . However, the mask does not need to coincide with the desired boundary. This paper shows that exploiting additional degrees of freedom in the mask boundary behaviour (such as location and smoothness) can improve convergence to O(τ ) in L 1 norm.
This technique also leads to a very simple method for calculating the force on a boundary. Rather than performing the above surface stress integral [6] , the force F and torque T can be approximated with volume integrals of the penalization term over the full domain [3] ,
The first correction term is integrated over the desired solid boundary Ω s to account for forcing within the mask Γ. Note that the mask and solid region do not necessarily coincide. This term is analogous to the unsteady correction from [14, 37] . The final correction term accounts for the possibility of interior no-slip boundaries ∂Ω in within the volume penalized object (as in fig. 1 ). Both of these corrections are necessary in section 6. This approach also possesses a physical interpretation. This penalty term corresponds directly to the Darcy drag of the Brinkman equations used to model fluid flow in a porous medium [4] . Decreasing the damping time scale τ represents a physical reduction in the permeability of our solid.
Non-dimensionalization
We non-dimensionalize the problem according to characteristic length scale L and velocity scale U of the large-scale fluid motion. This could correspond to the size and speed of a rigid object in the fluid flow for example. These induce three important non-dimensional parameters; The Reynolds number Re, the damping time scale η, and the damping length scale ε
1 Previous authors [3, 10, 26] have used various symbols for the damping parameter. We use τ to signify the dimensional damping timescale. We will use η for the non-dimensionalized time scale. 
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and are equal when η = Re −1 = ε. Either side of this equality, one of the scales will dominate, leading to multiple damping regimes: Intermediate damping 1 > η > ε > Re −1 implies the O(η) time scale error (from balancing pressure gradients and damping) dominates the O(ε) length scale error (from balancing viscosity and damping). Strong damping 1 > Re −1 > ε > η implies the O(ε) length scale error is instead dominant (see fig. 3 ). This paper will show ways to eliminate both these sources of error. We then write the penalized equations as
where u and p are penalized solutions. We denote the solutions to the 'true' non-dimensional Navier-Stokes equations, using no-slip boundary conditions on ∂Ω s , by a zero subscript (e.g. u 0 , p 0 ), in keeping with the convergence of the penalized solution u to the true solution u 0 as ε → 0. which must be resolved numerically. Therefore the degrees of freedom of the simulation (number of Fourier modes, number of grid points etc) must scale as ε −D , where D is the number of dimensions, and the number of time steps for a given simulation time scales as ε −2 . Therefore the total effort to perform a simulation scales as ε −(D+2) . Given an error scaling of ε α , the total effort required to halve the error is Effort to halve error ∝ 2 (D+2)/α .
For the existing theoretical error scaling of ε 1 , this implies halving the error requires 16 times the effort in two dimensions, and 32 times the effort in three dimensions. It is thus essential to improve the error scaling α.
Error metrics and the displacement length
We first aim to quantify the accuracy of the volume penalty method separate to any numerical discretization error. The three metrics we define measure the flow accuracy in an average and worst-case sense, and the physically meaningful error in the drag calculation.
Definition 2.1 (Global error E 1 ). The L 1 norm of the difference of the penalized solution u from the reference solution u 0 in the fluid domain,
The L ∞ norm of the difference of the penalized solution u from the reference solution u 0 in the fluid domain,
Definition 2.3 (Drag error ∆F , Torque error ∆T ). The difference between the volume integral for the penalized drag F (torque T ) to the surface stress integral for the reference drag F 0 (reference torque T 0 ) on a true no slip boundary.
It is worth elaborating on the choice of fluid error norms E 1 and E ∞ . Strictly,
where support (u − u 0 ) is the volume of the region on which u = u 0 . However, the support is a considerable overestimate of the localization of the error. If |u − u 0 | ≈ ε in a region of size d, and much smaller elsewhere (though still non-zero), then E 1 ≈ εd (for a unit volume domain), while E ∞ ≈ ε. The ratio of these two E 1 /E ∞ ≈ d captures this approximate localization of the error.
The key insight of this paper is that conventional masks do not optimize the global error E 1 or the drag error ∆F with respect to the penalty parameter ε. This is because in general the far field behaviour of the penalized velocity u is shifted by an amount proportional to the boundary layer length scale ε, corresponding to a different size solid than the mask function. This difference is what we call the displacement length * of the volume penalty method, which we now define in words as, Definition 2.4 (Displacement length * ). (i). The difference in size between the desired noslip boundary ∂Ω s , and a hypothetical no-slip boundary ∂Ω * s the mask function Γ "most closely" approximates. (ii). Alternatively, the difference in size between the desired no-slip boundary ∂Ω s , and the optimal mask function Γ * that most closely approximates it.
This definition of the displacement length can refer to the size of the mask or the desired noslip boundary. We use these meanings interchangeably as they relate to the same phenomenon: the ideal mask is in general not the same shape or size as the solid we wish to approximate.
The concrete advance of this paper is a simple method to offset the displacement length error. We do so by refining the edge of the mask (near the boundary) to localize the error to the boundary layer. This implies restricting the O(ε) error in the (tangential) velocity to an O(ε) region, and achieving O(ε 2 ) accuracy in the remainder of the fluid, leading to E 1 = O(ε 2 ) error. The continued O(ε) local error E ∞ illustrates this localization of the error to a small region. We then show that this error localization also improves the physically meaningful drag and torque errors ∆F and ∆T to O(ε 2 ).
Mask functions
We now define normalized mask functions Γ, the and the translations and scaling used to define general masks Γ. 3. Monotonicity:
Normalization: d Γ
dx x=0 = −1. In this paper we consider smooth normalized mask functions and more restrictive compact normalized mask functions. We note any smooth normalized mask function Γ can be made to interpolate between 0 and 1 in a compact interval [−c, c] using [5] ,
General mask functions Γ ,δ can be generated from a normalized mask function Γ by scaling δ and translation ,
We note that discontinuous masks are the limiting case of smooth functions as the thickness approaches zero. In essence, the standard approach is to take the limit δ → 0 first, then consider convergence as ε → 0. This paper shows that this is not the optimal approach. Namely, choosing a particular or δ ∝ ε cancels the leading order error of the volume penalty method. For concreteness, we consider two example smooth mask functions.
• Hyperbolic tangent mask Γ tanh
• Error function mask Γ erf
We also consider compactified versions thereof. Finally, we note that these definitions can be extended to higher dimensions by defining a locally conformal coordinate system at the mask boundary and applying the one dimensional mask functions in the wall-normal direction. We now examine the construction of such a coordinate system. 
Boundary layer coordinates
In order to understand the error of the volume penalty method, we must analyze the region near the fluid-solid boundary. This requires a choice of coordinate system. A Cartesian system will prove unwieldy for general shapes. A better choice should satisfy two constraints. It should firstly conform to the boundary, so that a single coordinate is used to move off the boundary. It should secondly be everywhere orthogonal, to simplify the vector calculus. Infinitely many choices can be made, but a particularly simple choice comes from mapping each point in space to its closest point on the boundary, which is a lower dimensional (smooth) manifold. Specifically, near the boundary, we can parameterize the Cartesian coordinates x as
where p(s) is the closest point on the boundary ∂Ω s , labelled by orthogonal boundary coordinates s, n(s) is the normal unit vector at p(s), and σ is the signed distance function, as illustrated in fig. 2 . This new curvilinear coordinate system will affect all the vector calculus operations when expressed in coordinates, and we develop these expressions in stages. Given the coordinate transform, we can immediately write the inverse Jacobian,
The normal derivative is straightforward, but the tangential derivatives contain scaling factors.
To understand them, we first analyze calculus on the manifold, then probe the normal on the manifold, and finally determine the scaling factor off the manifold.
Surface vector calculus
On the manifold, we first specify coordinates s = (s 1 , s 2 ), which map to points p(s) in Cartesian space. If we specify that these coordinates are also orthogonal, they induce a tangent vector basis, a unit vector basis, and a cotangent vector basis which are all parallel,
We can then write the surface gradient ∇ ⊥ as
Given knowledge of the surface area measure from the scale factors we can then determine the surface divergence as the adjoint of the gradient,
Surface normal
We then consider the normal to the manifold, calculated with the cross product
It is not difficult to use the definition of the coordinate transform to show the normal is also the gradient of the signed distance function
This implies that the normal is its own dual vector, and is the key reason for the utility of the signed distance function coordinate system. Hence, the gradient of the normal is the Hessian of the signed distance function, which is a necessarily symmetric 2-tensor. Hence ∇ n can be diagonalized using its eigenbasis. Since the unit normal is also a unit vector, we conclude that it is a zero eigenvector of ∇ n, n · n = 1 and ∇ n = ∇∇σ =⇒ (∇ n) · n = n · ∇ n = 0 (30) We also know that the remaining eigenvectors must be orthogonal to n, and so lie within the tangent space to the manifold. Without loss of generality, we can let the surface coordinates lie parallel to these eigenvectors. These directions are the principal directions of curvature, and their eigenvalues correspond to the (negative) of the principal curvature of the surface in that direction
where K is the surface curvature tensor, or the shape operator.
Vector calculus in the boundary region
To move off the manifold, we note that the basis vectors are independent of σ. This gives us a basis for the velocity vectors
Note that the tangential velocity is in the tangent space to the manifold for σ = 0. We can then invert the previous relation to calculate the gradient off the manifold
We note that the determinant of J is
The trace K and determinant |K| of the shape operator are the mean curvature and Gaussian curvature respectively. This gives us the full volume measure
which can be used to calculate the volume divergence (as the adjoint of the gradient)
where we have defined for convenience the adjugate matrices
which have the effect of swapping the principal curvatures in the shape operator. Note that the Jacobian and related operators only ever operate on the tangent vectors, so we can think of them as 2 × 2 matrices. The scalar Laplacian is simply calculated as the divergence of a scalar gradient
We can then define the curl as the unique operator (up to sign) which satisfies ∇ · ∇× = ∇ × ∇ = 0,
where for convenience we have define rotated quantities as
which satisfy the useful identities
We can then calculate the vector Laplacian using curl, divergence, and gradient as
The divergence-free vector Laplacian of incompressible hydrodynamics simplifies to
The key generalization is to calculate the vector gradients. Orthonormal basis vectors imply antisymmetric relations
We also know the normal derivative for all tangent vectors is zero, hence the gradient is simply a scaled version of the surface gradient of each vector
and the surface gradients are constrained to be
where the (intrinsic) Ricci rotation coefficients are antisymmetric R jk i = −R ji k , and have only two free nonzero components
We then calculate the vector gradient using the Ricci rotation coefficients
This allows us to give the convective derivative as
These give us all the vector calculus operators required to rewrite the Navier-Stokes equations, and higher order tensorial calculus in general.
Asymptotic expansions
We now analyze volume penalization for an object of arbitrary (smooth) shape, in a fluid with general forcing. Our analysis uses a body-centred frame, so this general forcing will include acceleration terms, as well as other possibilities. To do so, we first split the problem into three areas -the fluid region outside the object Ω + , the solid region inside the object Ω − , and the thin boundary region between these two domains ∆Ω as in fig. 1 (b) . These regions are distinguished by the behaviour of the mask function Γ, which is zero, one, and varying in the fluid, solid and boundary regions respectively. The signed distance function coordinate system allows a convenient analysis of the boundary region. We then apply an asymptotic expansion in ε to each of these problems, along with a rescaling of the normal coordinate by ε for the boundary region. To solve the problem order by order, we apply asymptotic matching conditions as ε → 0 in intermediate zones between adjacent regions. The leading order problem gives a simple justification of the convergence of the volume penalty method to the ideal solution. The first order problem demonstrates general O(ε) displacement length error for the volume penalty method. However, a simple correction to the boundary can offset the displacement length and achieve O(ε 2 ) accuracy in velocity and pressure in the fluid. We defer constructive examples of these corrections to section 5. The second order problem demonstrates the emergence of two asymptotic error regimes: intermediate damping 1 > η > Re −1 for which the error is dominated by η, and strong damping η < Re −1 for which the error is dominated by ε, as in fig. 3 . We finally show how the improved flow accuracy extends to the both the force and torque calculations defined earlier.
Fluid problem
In the fluid region Ω + we have Γ = 0 (with at most exponentially small error), and write the velocity and pressure in the fluid as u + and p + . This gives the system,
We then expand the velocity and pressure in the fluid as an asymptotic series:
This sum is in practice truncated at some point, depending on the desired order of expansions. We will only examine up to second order expansions. By assuming ε is asymptotically small, we conclude each order of ε must individually satisfy each equation. This implies all expansions are divergence free
and all higher order expansions satisfy homogeneous boundary conditions
The momentum equations become
and so on for higher orders.
Solid problem
In the solid we have Γ = 1 (again with only exponentially small error). We denote velocity and pressure as u − and p − , and write our equations as,
We similarly expand the velocity and pressure in the solid as an asymptotic series:
and derive divergence-free conditions
Using these constraints in the momentum equations it is possible to then derive
Higher order expansions behave analogously.
Boundary layer problem
The boundary layer ∆Ω exists in an O(ε) region around the true boundary ∂Ω s which divides the fluid and solid regions ( fig. 1 (b) ). The O(ε) size of the boundary domain is motivated by the damping length scale induced by the penalty-viscous balance; As this length scale must be resolved, we will assume the mask function is at most smoothness δ = O(ε) as ε → 0. Excess smoothness δ ε would introduce added error to the problem (as the mask intrudes into the fluid), and waste excess resolution on resolving the mask. In this region the mask function varies between the extremal values and is kept fully in the momentum equations,
As we focus on a boundary layer of size O(ε) around the boundary, we adopt the rescaled normal coordinate ξ,
This implies asymptotic expansions of the scaling factors
We then expand each operator in an asymptotic series. The gradient becomes
The divergence can be written as
The convective derivative becomes
The most complicated is the (divergence free) vector Laplacian.
We then also expand the variables as an asymptotic series
Matching conditions
After deriving each order problem for each region, we must solve them by applying matching boundary conditions. We do this by enforcing asymptotic agreement between adjacent regions in an intermediate buffer zone ξ ∼ ε −1/2 -asymptotically large for the inner problem, but without coordinate singularities (provided ε min i |κ −1 i |), and asymptotically small for the outer problem. This means lim ε→0
Each variable is composed of asymptotic expansions, so we match order by order in ε. However each outer expansion of the fluid or solid variables can be further expanded with Taylor expansions about the true boundary at ∂Ω s . Put together this simplifies the matching conditions to
Zeroth order problem and the tangential boundary layer
We now write the leading order problem for the fluid, solid, and boundary regions, and solve them using matching conditions. We will see that the leading order solution is equivalent to the true solution of the Navier-Stokes equations, justifying the use of the volume penalty method. Fluid problem -As shown, the fluid problem is
Solid problem -The leading order solid problem is
Boundary problem -The leading order boundary problem illustrates the structure of the subsequent orders. The divergence condition reduces to purely the normal direction, and implies the normal velocity is constant. Matching to the solid problem requires this to be zero, giving a no-flux boundary condition for the fluid velocity,
Tangential velocity boundary layer -We now analyze the tangential velocities with the leading order momentum equation, which takes the form
We emphasize the importance of this leading order operator, as it appears with the highest order term in every subsequent order problem, and is key to understanding the behaviour of the volume penalty method. Noting the asymptotic behaviour of the mask function (zero or one), we can infer the asymptotic behaviour of the kernel. The first unphysical solution V is normalized to tend to one as ξ → +∞, and grows exponentially as ξ → −∞, so will not occur in our expansions,
The physical solution U instead decays exponentially as ξ → −∞, and is normalized to have unit gradient as ξ → +∞,
This shift * is key to understanding the volume penalty method, and represents the displacement length of the mask. Example physical solutions for different choices of Γ are shown in section 5, fig. 4 . The solid matching condition tells us that u ⊥0 is some multiple of the U solution.
However the fluid matching condition instead requires asymptoting to a constant in the fluid. The only solution with zero gradient in both limits is the zero solution, implying no-slip boundary conditions at ∂Ω s for the fluid velocities,
This tells us that the leading order problem is equivalent to the incompressible Navier-Stokes equations with no-slip boundaries at σ = 0, validating the convergence of the volume penalty method. We now continue with the next order problem, the leading order error, and show how it can be controlled through judicious choice of Γ.
First order problem and displacement length error
Fluid problem -In the fluid we now have
Solid problem -The solid then gives
Boundary problem -The continuity equation for the boundary problem implies the first order normal velocity is again constant, which is zero by matching with the solid boundary condition
Hence the normal velocity is at most O(ε 2 ) around the boundary. The normal component of the momentum equation simplifies to imply that the leading order behaviour of the pressure is constant
Convergence for general masks * = 0 -The tangential (⊥) component of the momentum equation simplifies to
Matching to the solid problem implies u ⊥1 is some multiple of U
and matching the fluid problem gives us the boundary condition for u + ⊥1 ,
This shift * corresponds to the x-intercept of the asymptotic fluid solution u + 1this is the displacement length of the mask. Importantly it depends only on the choice of mask Γ. In general * will be O(1) (see section 5 for examples), implying the boundary condition u + ⊥ (0) = O(ε), which in turn implies the leading order error will be O(ε) throughout the fluid.
Convergence for optimal masks * = 0 -However, if we choose a mask for which * = 0, we obtain homogenous boundary conditions in the fluid, u + 1 σ=0 = 0 on ∂Ω s , and u + 1 = 0 on ∂Ω.
If the errors u + 1 and p + 1 are initially zero, the homogeneous linear momentum equation implies they will remain so for all time. In reality, any small perturbation will grow over time (according to the Lyapunov time scale of the flow), but this is inherent to the chaotic nature of most fluidflows, and not a limitation of this specific method. The statistical behaviour of the fluid will be accurate to O(ε 2 ) with this correction. We show how to choose a mask with no displacement error in section 5, but first analyze the second order problem, and in doing so find the emergence of two Re dependent asymptotic regimes.
Second order equation and different volume penalty regimes
Fluid problem -The problem in the fluid region is as for the previous order with added convection terms,
For an optimal mask u + 1 is zero, giving a homogeneous linear equation in the fluid. The solid problem -The important difference of the second order problem is that the flow in the solid is non-zero, and forced entirely by the leading order pressure and forcing within the solid,
The boundary problem -The incompressibility equation simplifies since u σ1 = 0,
Using the solution for the first order problem, we find u σ2 is,
We can simplify noting that at the boundary σ = 0 ± ,
where the first equality comes from matching to the solid solution, and the second equality comes from evaluating the normal component of the fluid momentum equation at the solid boundary ∂Ω s (σ = 0). This behaves asymptotically as a constant plus an exponential within the solid, and quadratically within the fluid,
The quadratic behaviour is consistent with the leading order problem, and the linear behaviour matches onto zero for an optimized mask (A σ2 ∝ ). However, the constant behaviour into the fluid depends on the jump in the pressure derivative (and external forcing) across the boundary, which depends on the details of the flow, and cannot be eliminated using a passive mask, so in general B σ2 = O(1). Hence, the boundary condition for normal velocity in the fluid is proportional to the Reynolds number Re. We can also derive an equation for the pressure by taking the divergence of the momentum equation in the boundary region to obtain
at first order. Integration of this equation shows the discontinuity in the normal pressure gradient across the mask boundary. We can then determine the tangential velocity using the tangential momentum equation, which simplifies to
This is solved using variation of parameters (where RHS is the right hand side of the above equation),
Re dependent Volume penalty error regimes -These equations show that the boundary condition for the second order error in the fluid is proportional to the Reynolds number Re. If Re is sufficiently large Re > ε −1 , then the asymptotic separation of the first and second order corrections is no longer valid, and the "second order" time scale error of size O(Re ε 2 ) = O(η) dominates the "first order" length scale error O(ε).
This means volume penalization leads to multiple asymptotic damping regimes, depending on the relative size of the damping time scale η, and the damping length scale ε, illustrated in fig. 3 . If η > 1 (the blue region on the left of the graph), the fluid is damped too slowly, and remains O(1) within the solid, meaning the error is O(1). If ε > 1 (the green region in the bottom-left of the plane), the damping is insufficient to overcome the viscosity of the fluid, leading to O(1) velocity within the solid, and hence O(1) error. Note that this regime can occur even for large η, provided the Reynolds number is sufficiently small Re < η 1. Ignoring these computationally useless regimes of large error, there are two remaining regimes. The intermediate damping regime (gray) occurs when the Reynolds number is large enough to promote the second order system to dominance, meaning η > ε. This regime gives the appearance of O(ε 2 ) convergence even for unoptimized masks, but this is only temporary. Once the damping is sufficiently large η < Re −1 the damping length scale ε always dominates the time scale η. This is the strong damping regime (white), for which it is necessary to apply mask corrections to promote the convergence to O(ε 2 ).
Re dependent Volume penalty cost regimes -We can further analyze the computational cost regimes for large Re by comparing the damping length scale ε and time scale η with the intrinsic Kolmogorov length scale λ and CFL time scale t in three dimensional turbulence. After non-dimensionalizing according to the outer velocity scale U , outer length scale L, kinematic viscosity ν and damping time scale τ , we can express the non-dimensional parameters in terms of η and Re.
We need the numerical grid resolution ∆x and time step size ∆t to resolve the smallest of each time and length scale, ∆x = min(ε, λ) and ∆t = min(η, t).
Given the computational cost C is proportional to the degrees of freedom ∆x −3 ∆t −1 , and a scaling for the damping in terms of the Reynolds number η = Re −α , we find several damping regimes for Re 1,
This implies that arbitrary shaped boundaries using volume penalization can be added to turbulent simulations for no extra cost at an error of Re −1/2 . Beyond this regime α > 1/2, the computational cost scales more aggressively in η. This has given the impression that low Re simulations are more difficult using volume penalization. However, this also implies it is easier to reach the terminal strong damping regime α > 1, beyond which mask corrections of the displacement length can eliminate the leading order error and regain O(ε 2 ) convergence. We therefore extend the practicability of the volume penalty method to low Re. 
Force calculation
For a general mask, the penalty integral can be rewritten using the penalized Navier-Stokes equations
where the non-dimensional fluid stress is
For a mask with compact support Ω + , which is O(ε) larger than Ω s , we can restrict this integral to this region (with exponentially small error for decaying masks such as Γ tanh )
The divergence theorem relates this to the stress along ∂Ω + , plus corrections
We can compare the penalized stress Σ with the true stress Σ 0
We can then relate the true stress on the mask support boundary ∂Ω + to the true stress on the true boundary ∂Ω s by Stokes' theorem with the unpenalized equation for u 0 , p 0
The penalized stress on no-slip boundaries interior to the mask (such as in section 6) and the f volume integral are both O(1) in general, so must be subtracted off (note that f is integrated over exactly Ω s ). The leading stress error Σ − Σ 0 is O(ε) at Ω + for general masks, as both p (table table 1) can also eliminate the displacement length error.
Torque calculations
The torque calculation proceeds similarly. We recover the correct stress at ∂Ω + to O(ε 2 ), and we need to show this is only O(ε 2 ) different from the true stress at ∂Ω s . It does not immediately seem that the divergence theorem can be used because r × (∇ · Σ 0 ) is not a divergence. However it does hold. It relies on the fact that the stress tensor is symmetric, and that the gradient of the coordinate vector is the identity tensor. Then, following the same procedure as for the force calculation, one finds O(ε) accuracy for the torque for general masks, and O(ε 2 ) accuracy for optimal masks.
Choosing optimal masks
We now show how to construct optimal masks for the inner problem of section 4 eq. (86). We first consider the traditional mask, with a discontinuity at the intended solid boundary. This can easily be solved analytically, and reveals a non-zero displacement length. This can be corrected by shifting the mask opposite the displacement length. However, the mask can also be smooth, and infinitely many choices are possible. We first consider a solvable example of the tanh function, common in phase-field modelling. We then derive an efficient calculation for optimal rescalings for general mask functions using a Riccati transform. We finally examine two analytically solvable problems including non-zero pressure gradients (Poiseuille flow), and normal flow and nonlinearity (viscous flow past a stagnation point). The stagnation flow example is particularly important as a minimal example of the Re dependence of different error regimes.
Conventional volume penalization
The conventional form of volume penalization uses a discontinuous step function, centred at ξ = 0,
Enforcing continuity and differentiability at ξ = 0, we solve to find
The solution has a non-zero displacement length * = −1, which implies an O(ε) error in the solution in general. The mask is ε "too small", and must be shifted to offset this error. This is the cause of O(ε) convergence for the traditional volume penalty method. We now need some way to change the mask to eliminate this displacement.
Shifting the mask
The most apparent correction is to simply shift the mask a length = 1 into the fluid ( fig. 4 (a) vs fig. 4 (b) ). By enforcing U = ξ for ξ > , we see the optimum mask (and shift) are given by
giving a penalized velocity u of
This simple refinement eliminates the displacement error. Section 4 implies that this improves the accuracy of the flow variables u + , p + and drag and torque calculations ∆F and ∆T to O(ε 2 ).
Smoothing the mask
The mask does not need to be discontinuous however. We can use a smooth mask function. While this may at first seem inherently less accurate, we show this is not the case. Smoothness in fact improves the numerical convergence of almost all methods when the problem is discretized. By carefully calibrating the smoothness, it is possible to again eliminate the displacement length. We first consider a tanh type profile,
We define transformed coordinates and variables, and a rescaled smoothness
for which the problem becomes
The solution which satisfies U (0) = 0 can be written as a Frobenius series
where here Γ represents the actual Γ function, and 2 F 1 is the hypergeometric function. Considering the behaviour of the function as z → 1 from below, and applying the transformation, we can show that
where γ is the Euler-Mascheroni constant and ψ(n) is the digamma function
.
We can calculate the value of n (and hence δ) for which the constant offset is zero σ(n) = 0, for n ≈ 0.662057 or δ ≈ 2.648228 .
This is the optimal smoothness for a tanh profile which also eliminates the displacement length without requiring an additional shift in the mask.
General corrections via Riccati transform
The previous sections show that there are two simple optimizations available for any mask. We can both shift or smooth the mask boundary to offset the displacement length. But we must do this numerically for a general mask function. In its current form, this would require solving a second order boundary value form. We now apply a Riccati transform to drastically reduce the cost of solving optimal parameters for a given mask function. Any mask function Γ(ξ) can be written as a shifted and scaled δ version of a normalized mask function Γ(ξ) = Γ((ξ − )/δ). We define a scaled coordinate z
Using a Riccati transformation
the first order tangential momentum equation becomes
For a mask compact on the interval ξ ∈ [( −cδ), ( +cδ)] (z ∈ [−c, c]), we recover an exponential solution u(ξ) ∝ e ξ for z < −c. Differentiating, this gives the initial condition for the Riccati equation Figure 5 : We plot the optimum shift * as a function of smoothing δ * for four families of mask function. The limit δ → 0 reproduces the optimum discontinuous shift * = 1, and the zero shift smoothing occurs at the intercept of the curves, and are given in table 1. 3.544030484658485
We can then use the known linear profile at z = c to determine the ideal shift * in terms of smoothing δ. For an ideal shift, the velocity profile is proportional to u(z) = z. Thus, at z = c, we have
This can be rearranged to give the optimal scaled shift as
This can easily be extended to the noncompact smooth functions by choosing c according to cutoff of machine error 10 −16 . This is the (negative) displacement length for a given mask profile.
This transformed system is much easier to solve than the original second order boundary value problem. We solve it numerically using simple Runge-Kutta integrators of the scipy python library.
To illustrate this dependence we plot the optimum (scaled) shift * as a function of smoothing δ for the four representative smooth masks in fig. 5 . The limit δ → 0 reproduces the optimum discontinuous shift * = 1 for all mask types, and as the smoothing increases, the optimum shift decreases.
An important case is the 'zero-shift' optimum mask, for which no shifting is necessary to offset the displacement length. These are visible as the intercepts in fig. 5 , and are given numerically in table 1. This choice is numerically motivated as it balances requirements of resolving the mask and the velocity field. Moving away from the optimum line, the mask is either too 'large' ( > * (δ)), or too small ( < * (δ)).
Poiseuille flow
Planar Poiseuille flow considers steady flow between two stationary walls driven by a constant pressure gradient. The problem reduces to a single equation for the tangential velocity v in terms of the wall-normal direction
A true no-slip wall is modelled by replacing the damping terms with no-slip boundary conditions at x = 0. In the fluid, the flow behaves parabolically, and there is an O(ε 2 ) flow due to pressure within the solid fig. 6 . However, the same leading order O(ε) displacement length occurs for each mask -the leading order boundary layer behaviour is identical to the inner problem.
Applying the optimized masks of section 5 eliminates the dominant O(ε) displacement length error, but an O(ε 2 ) contribution remains due to the pressure driven flow ( fig. 6 (c) ). This problem shows that pressure gradients lead to second order errors. However it lacks interesting geometries, equation nonlinearities, or unsteady behaviour, which all lead to important effects.
Viscous stagnation point flow
Flow about a stagnation point adds two important physical effects to the previous planar problems; flow normal and tangent to a boundary, and equation nonlinearities parameterised by the Reynolds number Re. We can use symmetry to reduce the two dimensional problem to a single third order nonlinear differential equation for the wall-normal velocity u in the wall-normal co-ordinate x. Adding a finite volume penalization boundary, we now solve for the penalized normal velocity u,
We cannot extend our volume penalized region indefinitely, due to the linear pressure driven flow in this region, which causes the velocity at x = 0 to increase as the true boundary is moved further away. We instead enforce no slip boundary conditions on u and u at the nondimensional location x = −1. To compare with the true profile, we replace the damping term with no-slip conditions applied at x = 0. We solve the system numerically using Dedalus section 6 [1] . This simple system reproduces the distinction between normal and tangential velocity errors noted in section 4. Specifically, the combination of zero velocity at the boundary and the incompressibility constraint implies zero gradient in the normal velocity at the boundary -the normal velocity is parabolic near the boundary fig. 6 (b), (d) . Hence the normal velocity is always O(ε 2 ) in the boundary region, whereas the tangential velocity can be O(ε).
Stagnation point flow is also important because it introduces the Reynolds number Re in a maximally simple way. It shows how this additional parameter leads to the emergence of an additional damping regime. As in section 4, we witness the transition from intermediate damping (dominant time scale error η > ε) to strong damping (dominant length scale error ε > η) past η < Re −1 using a plot of the global error E 1 of U as a function of η, for different choices of Re in fig. 7 . For a general mask, this will restrict the convergence to O(ε) for strong damping. However, a mask with zero displacement length will achieve O(ε 2 ) convergence even in asymptotically large damping regimes ( fig. 6 (d) ). In this way, we suggest that the volume penalty method can always achieve O(ε 2 ) convergence, regardless of Re. This peculiar, if fortunate, high Reynolds number behaviour was also observed experimentally by Angot et al. [4] , contradicting the theoretical convergence predicted by Angot [3] (O(ε 1/2 )) and Carbou and Fabrie [10] (O(ε)).
Unsteady 2D Flow Past a Rotating Cylinder
We now examine a realistic flow configuration incorporating a broad range of fluid-dynamic phenomena: 2D incompressible flow past a rotating cylinder at moderate Reynolds number. This system includes damping, viscosity, non-linearity, curvilinear geometries, and unsteady linear and rotational acceleration of the flow and body respectively, leading to non-zero unsteady horizontal drag F x , vertical drag F y , and torque T . We simulate both a true no-slip cylinder and various volume penalized approximations using the open-source spectral PDE solver Dedalus to determine the local and global error of each field as well as the physically relevant drag and torque accuracy. We compare the performance of standard unoptimized masks with optimally shifted and optimally smoothed masks, validate our prescriptions, and apply a simple Richardson extrapolation scheme to further accelerate the convergence of optimized masks to O(ε 4 ) = O(η 2 ) accuracy. The configurations are tested with geometry conforming spectral elements at Re = 200, to examine the mathematical convergence in isolation of numerical error. First we examine the mathematical problem. Figure 7 : Log-log plots of global error E 1 as a function of η = Re ε 2 , for different choices of Re = 1, 10, 10 2 , 10 3 in volume penalized stagnation point flow. Three choices of mask function are shown, being unshifted discontinuous mask Γ 0,0 , optimum shifted discontinuous mask Γ ε,0 , and optimum smoothed mask Γ 0,δ for the compact error function mask. A clear transition between intermediate and strong damping occurs for the unshifted discontinuous mask. The local error behaves similarly for stagnation point flow.
Mathematical problem
We simulate the volume penalized cylinder of unit radius on an annular domain (θ, r) ∈ [0, 2π]× [R 1 , R 2 ]. We do not include the center to avert the coordinate singularity. We then solve the initial value problem with zero initial conditions, and governing equations
This is a slight reformulation of standard incompressible hydrodynamics in polar coordinates. We solve for the radial and polar velocity u and v, and have introduced the variables p and q to write the problem in first order form (as required for Dedalus), which are related to the true pressure P and vorticity ω z by
We also multiply out factors of r −1 to improve the convergence of spectral discretisations of the equations. The outer boundary at r = R 2 applies uniform flow boundary conditions accelerating from rest
where the time-dependent g(t) utilizes the compact mask function Γ [erf;1] to smoothly accelerate from g(0) = 0 to g(∆t) = 1 at ∆t = 4, with steady uniform flow boundary conditions g(t > ∆t) = 1 until the end time t end = 10. The inner coordinate singularity at r = 0 is avoided by prescribing rotating no slip inner boundaries within the mask at r = R 1 = 1/10.
where
where the cylinder angular velocity Ω is sinusoidal. The reference numerical simulation simply replaces the volume penalization with the corresponding rotating no-slip boundary conditions applied at r = 1.
Force calculations -The most physically meaningful metrics of volume penalization accuracy are of force and torque accuracy. The force F 0 and torque T 0 on a no slip boundary are defined by surface integrals of the tangential and normal components of the stress tensor
We note that both the true cylinder and the volume penalized cylinder possess no-slip boundaries (at r = 1 and r = 1/10 respectively), so this calculation is performed for both simulations. The volume penalized force F and torque T calculations involves a volume integral of the damping term, a correction from the stress on the interior no-slip cylinder, and a correction for the rotational acceleration [37, 14] ,
We note that the azimuthal symmetry of the acceleration correction implies it only appears in the torque calculation. Volume penalty parameters-Three different types of penalty mask are chosen, corresponding to the choices • Γ 0,0 : Standard discontinuous mask = 0, δ = 0,
• Γ ε,0 : Shifted discontinuous mask = ε, δ = 0,
• Γ 0,αε : Zero-shift smoothed mask = 0, δ = αε, where the smooth mask function is defined using a compactified error function
We then examine these mask families for η 1 = 10 −2 , η 2 = 10 −3 , and η 3 = 10 −4 .
Numerical method and parameters
The initial value problem is simulated using the Dedalus framework [1] 2 . Dedalus is a generalpurpose framework for solving partial differential equations using spectral methods. Dedalus allows users to construct domains from the direct product of spectral series including Fourier Series, Chebyshev polynomial series, and continuous segments of Chebyshev polynomials (a compound Chebyshev basis), and to enter systems of PDEs in plain text. The terms entered on the left-hand side (LHS) of the equations must be linear and are discretised into sparse and banded matrices acting on the spectral coefficients of the solution. Boundary conditions are enforced at the endpoints of the Chebyshev bases with the use of a preconditioned Chebyshevtau method. The equations can be evolved using a range of mixed implicit-explicit timesteppers, with the LHS terms being integrated implicitly, and the right-hand side (RHS) terms being integrated explicitly. The framework is written in the Python programming language but utilizes compiled libraries for performance and automatically parallelizes the solvers using MPI, enabling for rapid prototyping and comparisons between models as well as efficient simulations at scale. The test and reference solutions use well-resolved conformal cylindrical grids in Dedalus to investigate the mathematical error of the penalized problem for unsteady flow at moderate Reynolds number. The spatial discretisation consists of a Fourier basis using 512 modes for the azimuthal direction and Chebyshev bases in the radial direction. For the reference solution, a single Chebyshev domain is defined for the interval I = [1, R 2 ] and the surface boundary conditions are directly applied at the inner Chebyshev boundary, which coincides with the surface of the cylinder. For the penalized simulations, a compound Chebyshev basis is used with additional segments resolving the transition of the mask and the interior of the cylinder. The compound Chebyshev segments consist of the intervals I 1 = [R 1 , 1+ −δ], I 2 = [1+ −δ, 1+ +δ], and I 3 = [1 + + δ, R 2 ], where R 1 = 0.1 and R 2 = 10. Each interval is discretised using 256 modes, 64 modes, and 256 modes respectively. In the singular case δ = 0 the middle interval is neglected.
The system is timestepped using a third order accurate backward difference scheme. We found other timesteppers (such as Crank-Nicolson Adams-Bashforth or Runge-Kutta schemes) performed poorly with time varying velocity boundary conditions during the acceleration phase t < 4. The backwards difference scheme was validated as converged by observing spectral accuracy (O(10 −10 ) error) for the pressure equation and boundary conditions at all times during the simulation. The penalty term is timestepped explicitly (for accuracy reasons [26] ) with the stability constraint suggesting our choice of timestep 5 × 10 −5 . This system is then timestepped uniformly up to time t = 10 for all simulations. 
Richardson extrapolation
A general technique to accelerate convergence of sequences with known asymptotic behaviour is Richardson extrapolation. Specifically, for a quantity X i , X j derived from simulations with penalty parameters η j and η k we can calculate an extrapolated quantity X ij as Assuming the quantities X i , X j obey identical leading order behaviour proportional to η, the extrapolated sum X ij will subtract out this leading order error. Hence at the small added cost of a lower resolution simulation at larger η, one can achieve O(η 2 ) accuracy in practice. Figure 8 compares the pressure P and vorticity ω z fields for the reference simulation and the volume penalty simulation (2, 2) . Snapshots are shown every two seconds until time t = 10, and a black dot illustrates the oscillation of the cylinder. The pressure color scale is calibrated to the steady state uniform flow after t = 4, and is saturated initially (t = 0, where P = 0) and at the period of maximum acceleration (t = 2), where a large pressure drop of order 20 is induced over the domain. The figures are plotted to a radius of r = 8 to capture the vortex evolution. After t = 4 the outer boundary conditions are steady and higher pressures are visible at the leading edge of the cylinder, with low pressure zones around the vortices and the sides of the cylinder. The pressure varies within the volume penalized cylinder, and so the force on the inner no-slip boundary must be accounted for in the drag calculation. Vortex shedding is observed immediately due to the rotation of the cylinder (in addition to the inherent instability of the von Karman vortex street). No visual difference is observable between the simulations, so a more delicate comparison must be shown. Figure 9 plots the pointwise error u−u 0 in the radial velocity field at the final timestep t = 10 for the different mask choices (Γ 0,0 , Γ ,0 , Γ 0,δ ) and penalty choices η = η 0 , η 1 , η 2 . The colormap range is normalized to half the maximum local error E ∞ to indicate shape, and the numerical value E ∞ is printed below to indicate amplitude. We see optimal adjustments lead to identical spatial profiles of the error (in the two right columns), with the amplitude decreasing as O(η). This is a visual demonstration of the O(η) convergence in the flow for the optimized masks. The error for the standard discontinuous mask lacks this property, varying in both amplitude and pattern with η, implying a different convergence rate (namely as O( √ η) ∝ O(ε)). This is strong empirical evidence for the validity of the asymptotic expansions of section 4. This also motivates investigation of extrapolated calculations in fig. 9 . Two extrapolations were performed for each mask, using consecutive values of η 0 , η 1 , and η 1 , η 2 . No performance improvement is observed for the standard discontinuous mask. This is expected -the leading order O(ε) displacement length implies a standard mask does not possess the O(η) convergence required to apply successful Richardson extrapolation. However marked improvements are observed for extrapolations of the optimized masks. Extrapolation using η 0 = 10 −2 and η −3 1 is able to achieve an accuracy commensurate with η 2 = 10 −4 , and extrapolation using η 1 and η 2 is almost two orders of magnitude more accurate than for η 2 alone. The reduction in E ∞ by two orders of magnitude (from ≈ 3 × 10 −3 to 3 × 10 −5 ) implies O(η 2 ) convergence for Richardson extrapolations of optimal masks. This is a massive performance boost. By running a smaller second simulation in tandem with the first, it is possible to improve the convergence to O(η 2 ) ∝ O(ε 4 ), implying the computational effort to halve the error is only 2 (D+2)/4 in D dimensions -It only takes twice the effort to halve the error in two dimensions, and slightly more than that in three dimensions, vastly more efficient than the 16 and 32 times scaling for the uncorrected volume penalty mask. We note that this extrapolation is here performed as a post-processing procedure, but could equally be calculated during a simulation run. The inherent Lyapunov time scale of chaotic fluid flows would require reinitializing each simulation over this order of time steps to prevent the two simulations drifting out of synchronization.
Summary of errors
We then calculate the global and local error norms at the final timestep for the radial velocity u, the azimuthal velocity v, the true pressure P , and the true vorticity ω z in fig. 10 . Several trends are apparent from this plot. Foremost, we see different performance between the different penalization approaches. The standard discontinuous mask Γ 0,0 (black) performs significantly worse than the optimized masks, tending to the predicted O(η 1/2 ) convergence rate. Optimized masks instead show almost exact O(η) convergence, while the Richardson extrapolated predictions are even more efficient, with O(η 2 ) error (based off the smallest η used). However, for the smallest penalization η 0 = 1 × 10 −2 , we see that all approaches are equally accurate; In the intermediate damping regime, the dominant error is not due to the displacement length (which we are able to correct with optimized masks), but time scale errors due to interior pressure gradients and acceleration of the penalty mask, as seen for stagnation point flow in section 5. Similar behaviour for the global error is observed for the azimuthal velocity v and pressure P .
The differing behaviour of the global E 1 and local E ∞ errors can be interpreted by considering the regularity of the penalized and "ideal" solutions for each variable. A discontinuous mask function implies the velocity is C 1 , and the pressure is C 0 , while a smooth mask function implies smooth solutions. However, the ideal solutions are less regular. The radial velocity has zero value and derivative at the boundary, so is also C 1 differentiable. This can be uniformly approximated by the C 1 or C ∞ volume penalized solution, leading to identical scaling of global E 1 and local E ∞ errors -there is no localization of error.
The reference azimuthal velocity v 0 and pressure p 0 however exhibit a kink at the boundary -they are only C 0 and possess an O(1) jump in the derivative (compare the ideal and penalized velocities in fig. 4 ). This is less regular than the volume penalized solution, hence there must be O(ε) disagreement between the 'ideal' and penalized solutions in the boundary region. We are essentially trying to fit a corner with a smooth function of curvature ε. By calibrating the mask and eliminating the displacement length, it is possible to localize this O(ε) error to the O(ε) boundary region, implying a local error at the boundary of O(ε), but a global error of only O(ε 2 ) for the tangential velocity and pressure.
The derivative (vorticity) is even less regular -it is discontinuous at the boundary. Hence there must be O(1) disagreement in the interior of the mask near the boundary. If extended into the fluid for the optimal masks, this gives O(1) local error E ∞ , but only O(ε) local error (due to displacement length) for the unshifted mask. This implies identical global error scaling of E 1 = O(ε) -the standard mask generates O(ε) error throughout the domain, while the calibrated masks generate O(1) error in the O(ε) boundary region, and O(ε 2 ) error elsewhere.
We finally examine the most physically relevant metrics of accuracy -the drag ∆F and torque ∆T errors. We plot time series of the reference horizontal drag F 0,x , vertical lift F 0,y , and reference torque T 0 are in fig. 11 . Heightened drag is observed during the peak fluid acceleration (t < ∆t = 4), corresponding to the large induced pressure gradient observed at t = 2 in fig. 11 . A significant lift force is also generated during the simulation, as expected from the Magnus effect [30] . Figure 12 compares the time series of the horizontal drag error ∆F x , vertical drag error ∆F y , and torque error ∆T for each choice of mask Γ 0,0 , Γ ,0 and Γ 0,δ and choice of damping η = η 0 , η 1 , η 2 . All the masks improve similarly in the transition from η 1 = 10 −2 to η 2 = 10 −3 , in keeping with the intermediate damping regime. However, after this point, completely different behaviour is apparent. The unshifted discontinuous mask Γ 0,0 shows a transition from O(Re ε 2 ) to O(ε) convergence after η = 10 −2 , whereas the optimized masks each maintain consistent O(η) convergence. The temporal profile of the error is largely identical for the corrected masks, but inconsistent for the unshifted discontinuous mask.
We can also apply the extrapolation procedure to the drag, lift and torque calculations, and we find similar performance improvements. No improvement occurs for the standard mask, while the adjusted masks each achieve much greater accuracy. Decreasing η by a factor of 10 improves the extrapolated error by a factor of 100 -again implying O(η 2 ) error. This is an extraordinary improvement in the accuracy of the volume penalty method, attaining drag errors of order 10 −5 using extrapolation at η = 10 −4 . Figure 8 : Time snapshots of pressure P = p−(u 2 +v 2 )/2, and vorticity ω z = q/r for the reference and (2,2) volume penalty cylinder simulations. The interior black dot shows the orientation of the rotating cylinder. Rotation of the volume penalized cylinder results in non-zero vorticity within the object (column 4). The pressure and vorticity fields are indistinguishable outside the object however. Figure 9 : Error pattern between penalised and reference radial velocities u−u 0 . Plots are made at t = 10 for the three different mask choices, at three choices of η. Each color map is normalized to the maximum error of the velocity field E ∞ . The spatial pattern of the error is almost identical for all optimized masks, and differs only in the magnitude as η is decreased. Two Richardson extrapolated fields are calculated for each mask type, which significantly improve the error for the optimized masks, but fails for the unoptimized mask. Figure 10 : Plots of the global E 1 and local error E ∞ for u, v, P, and ω z as a function of η, for three mask choices (Γ 0,0 (black), Γ ε,0 (blue), Γ 0,δ (red)). Errors were calculated for 1 < r < 10 at t = 10. Extrapolated calculations are dotted. Different convergence behaviours are apparent for different variables and different masks. Figure 12 : Time series of the drag error ∆F x , lift error ∆F y , and torque error ∆T at Re = 200 for standard discontinuous Γ 0,0 , optimal shifted Γ ε,0 , and optimal smooth Γ 0,αε masks for different choices of damping η = 10 −2 , 10 −3 , 10 −4 , and extrapolated errors.
Conclusions
• The volume penalty method approximates Dirichlet boundary conditions using strong linear damping.
• The damping induces a penalization time scale η, and penalization length scale ε, which are related via the Reynolds number η = Re ε 2 .
• The error in the fluid is in general O(ε) due to the displacement length of general mask functions Γ.
• The displacement error can be eliminated by shifting and smoothing the mask near the boundary.
• This calculation can be done once efficiently using a Riccati transformation.
• The time scale error results from pressure gradients within the solid, and is proportional to Re ε 2 = η. This leads to two damping regimes.
• Intermediate damping 1 > η > ε > Re −1 implies the 'second order' time scale error dominates the 'first order' displacement length error, giving heightened convergence.
• For strong damping 1 > Re −1 > ε > η the displacement length error dominates and mask corrections must be used to achieve O(ε 2 ) accuracy.
• The accuracy of the force and torque calculations are proportional to the accuracy of the flow field. Optimized masks allow O(ε 2 ) accurate drag calculations.
• The comparison of the damping length and time scale with the turbulent Kolmogorov length scale and CFL time scale imply multiple regimes for computational cost at large Re.
• η > Re −1/2 implies the turbulence length and time scale are finer than the damping length and time scale. Volume penalized boundaries can be added for no extra computational cost with error η = Re −1/2 .
• Richardson extrapolation can be used on optimized masks to boost error convergence to O(η 2 ).
We discovered these findings using a straightforward multiple scales matched asymptotics procedure based off the signed distance function coordinate system. We first validated these prescriptions in two simple problems with analytic solutions, Poiseuille, and viscous stagnation point flow. Stagnation point flow is a minimal example of the regime splitting at second order. We then verified these findings by simulating accelerating flow past a rotating cylinder at Re = 200.
Further directions
We have now derived the maths necessary to address the asymptotic convergence of similar vector valued equations. We wish to apply these methods to derive higher order accurate models of coupled convection and melting and dissolution using the phase field method [23, 8, 12] . The ultimate goal is a unified set of second-order accurate methods to enforce arbitrary geometry boundary conditions of arbitrary type.
