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Abstract
A perfect one-error-correcting code on a graph is a subset of the vertices so that no two vertices
in the subset are adjacent and each vertex not in the subset is adjacent to exactly one vertex in
the subset. We show that the Towers of Hanoi puzzle denes an innite family of graphs, and
that each such graph supports a perfect one-error-correcting code. We show that these codes are
essentially unique. Our characterization of the codewords as those ternary strings with an even
number of 1's and an even number of 2's, makes generation and decoding computationally easy.
In particular, decoding can be carried out by a two-pass nite state machine. We also show
that determining if a graph can support a perfect one-error-correcting code is an NP-complete
problem. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Error-correcting codes are a valuable tool with applications in areas from commu-
nication to algorithm design. In this paper, we present a non-standard error-correcting
code. Standard codes use Hamming distance and are based on the topology of the
hypercubes. Our codes are based on the Towers of Hanoi (T of H) graphs and use
a distance appropriate to these graphs rather than to the hypercube. As a result, our
codes do not bear the immediate applicability of the standard codes. On the other
hand, our codes are easy to construct, and easy to decode. Further, we have perfect
one-error-correcting codes for every dimension, whereas perfect standard codes only
exist when special relationships hold between the dimension and the size of the code.
Finally, our codes are intuitive in the sense that we can describe them pictorially in
terms of recursively constructed graphs.
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A perfect one-error-correcting code on a graph G = (V; E) is a set of codewords C
so that C V , and so that
(1) 8x; y2C; (x; y) 62E (no two codewords are adjacent) and
(2) 8v2V − C there is exactly one xv 2C so that (v; xv)2E (every non-codeword
is adjacent to exactly one codeword).
For a puzzle like the T of H there is an associated graph in which the vertex set,
V , is the set of legal congurations of the puzzle, and there is an edge (a; b) between
the two vertices a and b exactly when there is a legal move from conguration a to
conguration b. This edge is undirected because each move can be reversed.
In Section 2, we describe the T of H graphs, one for each natural number, and
give a recursive construction of a perfect one-error-correcting code for each of these
graphs. In Section 3, we show that these codes are essentially unique, and char-
acterize the codewords as the ternary strings with an even number of 1's and an
even number of 2's. In Section 4, we show that these codewords are easy to gen-
erate. In Section 5, we show that a ternary string can be decoded to its nearest
codeword by a two-pass nite state machine. In Section 6, we show that determin-
ing if a graph can support a perfect one-error-correcting code is an NP-complete
problem.
2. Constructing the T of H codes
In the T of H there are 3 towers, which we will call 0, 1, and 2, and n disks
which we will call 1; 2; : : : ; n with 1 for the smallest disk and n for the largest disk. A
conguration of the puzzle is specied by an array D where di is the tower (0, 1, or 2)
which contains the ith disk. According to the rules of the puzzle, only the smallest
disk on a tower may be moved, and it can only be placed onto an empty tower or on
top of a larger disk. Because of these rules the D array does specify the conguation
because on any one tower the disks will be arranged from smallest to largest, and
so knowing which disks are on a tower also species the order of the disks on the
tower.
From the T of H puzzle we can dene a graph in which the vertices are the con-
gurations, and in which two vertices are adjacent i the corresponding congura-
tions can be reached from each other by one legal move in the puzzle. For example,
012 represents the conguration in which the smallest disk is on tower 0, the sec-
ond smallest disk in on tower 1, and the largest disk is on tower 2. The vertex 012
is adjacent to the three vertices 112, 212, and 022 because the rst two congura-
tions result from moving the smallest disk from tower 0 to a dierent tower, and
the third conguration results from moving the second smallest disk from tower 1
to tower 2 which is legal because the only disk on tower 2 was the largest disk.
In fact, these are the only vertices adjacent to vertex 012 because the only legal
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moves from this conguration involve moving the smallest disk in two possible ways,
and moving the second largest disk in one possible way. Most vertices are adjacent to
three others, but three special vertices are adjacent to only two other vertices. If a vertex
corresponds to the the conguration d1d2 : : : dn then it is adjacent to d1 + 1 d2 : : : dn
and to d1 + 2 d2 : : : dn where addition is mod 3. If there is a j so that d1 = d2 =
   = dj−1 6= dj then this vertex is also adjacent to d1d2 : : : dj−1bdj : : : dn where bdj
is not equal to either d1 or dj. If d1 = d2 =    = dn, then this vertex is adjacent,
to only two other vertices. Because of their position in our drawings of the graph,
these special vertices, which are only adjacent to two other vertices, are called corner
vertices.
We draw the T of H graphs in levels. The top vertex 00 : : : 0 will be at level 0, and
the two vertices adjacent to it will be at level 1. We can then recursively construct
Hn, the T of H graph for n disks, by the following diagram:
That is, we take three copies of the drawing of Hn−1, and connect them as follows.
The top Hn−1 has two corner vertices in its bottom row. We add an edge connecting
one of these to the top vertex of the lower left Hn−1, and we add an edge connecting
the other of these corner vertices to the top vertex of the bottom right Hn−1. We also
add an edge between the bottom right corner vertex of the lower left Hn−1 and the
bottom left corner vertex of the lower right Hn−1. So if Hn−1 has levels 0 through l,
then Hn will have levels 0 through 2l+ 1.
Although the above diagram captures the topology of the graphs, it does not display
the labeling which we will need in constructing the codes. Let Ln be the labeled graphs,
then:
By this we mean that the labeled graph for n + 1 disks can be constructed from 3
copies of the labeled graph for n disks. By RLn we mean the labeled graph which is
the mirror image of Ln. In Ln, the lower right vertex is labeled 22 : : : 2, and the lower
left vertex is labeled 11 : : : 1. In RLn, the lower right vertex is labeled 11: : : 1, and
the lower left vertex is labeled 22 : : : 2. The top copy, RLn0, looks like RLn, but each
vertex has a 0 appended to its label. Similarly, " RLn1 is a copy of RLn which has
been rotated 120 degrees clockwise and has a 1 appended to each label, and # RLn2
is a copy of RLn which has been rotated 120 degrees counterclockwise and has a 2
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appended to each label. For example,
From these labeled graphs, it is relatively straightforward to construct the codes. Let
Gn be the graph with the same topology as Ln, but with no labels. Instead Gn has a
circle around each vertex which corresponds to a codeword. So by placing Gn on top of
Ln, one can read o the codewords as the labels of the circled vertices. To show how
to construct Gn, we will need another sequence of graphs, which we will call Un. Un,
like Gn, will have the same topology as Ln, and will have circles around vertices which
represent codewords, but Un is only used in constructing Gn, and does not represent
an error-correcting code. The following diagrams indicate the construction:
As in the construction of Ln, the arrows in the construction indicate that the copies of
Un−1 and Gn−1 have to be rotated.
We are now in a position to state and prove the main theorem:
Theorem 1. For every n>0; Gn denes a perfect one-error-correcting code.
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It is easy to follow the construction and show that G0, G1, and G2 do dene perfect
one-error-correcting codes. For larger values of n, an inductive proof is needed and it
will follow from the slightly complicated lemma which follows.
Lemma 2. For each n>2;
in Gn
(a) each uncircled vertex is adjacent to exactly one circled vertex; no circled vertices
are adjacent;
in Un
(b) each noncorner uncircled vertex is adjacent to exactly one circled vertex; no
circled vertices are adjacent;
(c) if n is odd; all three corner vertices are not adjacent to circled vertices.
(d) if n is even; the apex vertex is not adjacent to a circled vertex; and the other
two corner vertices are adjacent to exactly one circled vertex.
Proof. Checking these properties for n = 2 is easy. For larger values of n, we will
work through the four cases of the construction and show that if these properties hold
for n− 1 it will imply that these properties hold for n.
For Gn with n even, each vertex is in a Gn−1 for which (a) holds. The only possible
problem is that some corner vertices of Gn−1 are also attached to a vertex in another
Gn−1, but since none of these vertices are circled, each such vertex is adjacent to only
one circled vertex. So (a) holds for Gn.
For Gn with n odd, (a), (b), and (d) imply that each uncircled vertex is adjacent to
exactly one circled vertex. In particular, (d) implies that the apex vertices of the Un−1's
are not adjacent to a circled vertex within their Un−1, and so these apex vertices are
adjacent to only the circled corner vertices of Gn−1. So (a) holds for Gn.
For Un with n even, the previous argument shows that (b) holds. Condition (c) holds
vacuously. Condition (d) follows from (c) and (a).
For Un with n odd, (b) implies (b) except for the corner vertices of the Un−1's.
Condition (d) implies (b) for the corner vertices of the Un−1's which are attached to
another Un−1. Condition (d) also implies that the corner vertices of Un which were
apex vertices of Un−1 are not adjacent to circled vertices. So condition (c) holds.
Condition (d) holds vacuously.
The theorem now follows because each vertex is either a codeword vertex, or adja-
cent to exactly one codeword vertex, and no two codeword vertices are adjacent.
3. Characterizing the codewords
The previous section gave a method for generating the codewords for perfect one-
error-correcting T of H codes. While this method could be used by hand or embodied in
162 P. Cull, I. Nelson /Discrete Mathematics 208/209 (1999) 157{175
a computer program, we would like a simple description of which vectors are actually
codewords. We start by calculating how many codewords there are.
Let gn be the number of codewords in Gn, and let un be the number of codewords
in Un. The following dierence equations come directly from the construction:
gn =
(
3gn−1 if n is even;
gn−1 + 2un−1 if n is odd;
un =
(
2gn−1 + un−1 if n is even;
3un−1 if n is odd;
g0 = 1; u0 = 0:
Noticing that gn − un = gn−1 − un−1 = 1 for all n, gives gn =3gn−1 − 1+ (−1)n whose
solution is given in the following lemma:
Lemma 3. The number of codewords in the T of H code is
3n + 2 + (−1)n
4
=
(
(3n + 3)=4 n even;
(3n + 1)=4 n odd :
To characterize the codewords as strings over f0; 1; 2g, it will be helpful to dene
#0(string) as the number of 0's in the string, and to similarly dene #1 and #2. Our
characterization theorem is:
Theorem 4. The codewords for the T of H code are those n element strings over
0; 1; 2 which satisfy:
1. if n is even; then #0  #1  #2  0 (mod 2);
2. if n is odd; then #0  1 (mod 2) and #1  #2  0 (mod 2).
We will prove this theorem in three parts. Call strings which satisfy the conditions of
the theorem satisfying strings. First, we show that satisfying strings obey the restrictions
on codewords of a perfect 1-error-correcting code. Next, we count satisfying strings
and show that this count agrees with our count of codewords. Finally, we show that
the T of H graph has a unique perfect 1-error-correcting code which has 00 : : : 0 as a
codeword.
Dene #1 and #2 as the number of 1's and 2's taken mod 2 in the string, and let
#0 be the mod 2 sum of n and the number of 0's in the string. Then a string has
(#0; #1; #2) = (0; 0; 0) i it is a satisfying string. Any move in the T of H puzzle will
move one disk from one tower to another and will change exactly two of the #'s. If a
T of H conguration has a nonsatisfying string, then moving the smaller disk on top
of the two towers whose #'s are 1 to the other such tower is the only move which
will produce a conguration with a satisfying string. So, every non-satisfying string
is adjacent to a unique satisfying string. Further to change from a conguration with
triple (0; 0; 0) to a dierent conguration with triple (0; 0; 0), will take at least three
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moves, because each # has to be changed at least twice, and a move only changes
two of them. Hence, each satisfying string is at distance at least 3 from every other
satisfying string.
Let us now count the number of satisfying strings.
Lemma 5. The number of satisfying strings is (3n+3)=4 when n is even; and (3n+1)=4
when n is odd.
Proof. The trinomial (x+y+z)n will serve as a generating function for all strings over
f0; 1; 2g . When we interpret say x as 0, y as 1, and z as 2, the coecient of xiyjzr
will count the number of strings with i 0's, j 1's, and r 2's. For satisfying strings, we
want j and r to be even, and whether i will be even or odd will be determined by the
parity of n. Let us then dene, S00 to be the number of strings in which the number
of 1's is even and the number of 2's is even, and similarly dene S01, S10, and S11 to
be the number of strings in which the parity of the number of 1's is the rst subscript,
and the parity of the number of 2's is the second subscript. Then using the generating
function, we have
(1 + 1 + 1)n = S00 + S01 + S10 + S11 = 3n;
(1− 1 + 1)n = S00 + S01 − S10 − S11 = 1n;
(1 + 1− 1)n = S00 − S01 + S10 − S11 = 1n;
(1− 1− 1)n = S00 − S01 − S10 + S11 = (−1)n
because when we substitute −1 for y, for example, we get a negative term exactly
when the power of y is odd. Since S00 is the number of satisfying strings, we can
solve this set of equations to obtain the desired formulas.
At this point, we are relatively sure that the satisfying strings characterize the code-
words for the T of H code, because we have shown that the satisfying strings form a
perfect 1-error-correcting code which has the same number of codewords as the T of
H code. Unfortunately, it is perfectly possible that a graph can have several dierent
P-1-eccs, as we will call perfect 1-error-correcting-codes. For example
has 3 dierent P-1-eccs, and
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has 2 dierent P-1-eccs even if we specify that the top vertex must be chosen as a
codeword. Thus we would like to prove that the T of H graph has only one P-1-ecc.
Unfortunately, this claim is false. As the above triangle example shows there are T of
H graphs with several dierent P-1-eccs. Instead, we will show the T of H graph has
only one P-1-ecc in which the top vertex is chosen as a codeword.
In the following, we will refer to the predecessor and the successors of a vertex.
Since we have drawn the T of H graphs using levels, we can dene the predecessor
of a vertex as the unique adjacent vertex in the previous level. (Of course, predecessor
is not dened for the top vertex.) The successors of a vertex are the adjacent vertices
in the next level.
A consistent 3-labeling for a T of H graph is an assignment of a label from fC; B; Rg
to each vertex so that the following restrictions are met:
(a) each triangle of the graph is labeled in one of the following four ways:
(b) the labeling of a successor of a vertex satises succ(C) = R, succ(R) = B,
succ(B)2fR; Cg,
(c) no two vertices labeled C are adjacent,
(d) vertices labeled B in the bottom corners are not adjacent to a C, but every other
B is adjacent to a C,
(e) if the top vertex is labeled R then it is not adjacent to a C, but all other R's are
adjacent to exactly one C.
Lemma 6. A P-1-ecc of Hn induces a consistent 3-labeling of Hn.
Proof. Given the P-1-ecc, label each codeword C, label each successor of a codeword
R, and label each predecessor of a codeword B. Consider the top vertex. Either it is a
codeword, and hence is labeled C, or by the P-1-ecc assumption, it is the predecessor
of a codeword, and hence is labeled B. Now one can label any unlabeled vertices by
proceeding down the T of H graph labeling the successors of R's with B, and labeling
the successors of B's with R. Since each vertex (except the top vertex) has exactly
one predecessor, after this process all vertices will be labeled. Now we have to check
that all the restrictions are satised. For the restrictions in (a), consider the top vertex
of each triangle. If the top vertex is labeled C then the other vertices are successors
of a codeword, and hence are labeled R, giving
If the top vertex is labeled R, then neither of its successors is a C because then the
top vertex would be labeled B instead of R. Further, neither successor is labeled R
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because neither is a successor of a C or of a B. This leaves
as the only possibility. Finally, if the top vertex is a B, its predecessor cannot be a C
and from the P-1-ecc condition, the B vertex must be adjacent to exactly one codeword
so one of its successors is a C, and the other successor is an R. This allows the two
possibilities
and
The restrictions in (b) follow directly from the construction of the labeling. The restric-
tions in (c) follow because in a P-1-ecc no two codewords are adjacent. Restrictions
(d) and (e) follow because from the P-1-ecc each non-codeword is adjacent to exactly
one codeword and so each B or R is adjacent to exactly one C. The exceptions in (d)
and (e) cannot arise. As shown above the top vertex cannot be labeled R. A bottom
corner cannot be labeled B because from (a) it would be in a
triangle and hence would not be adjacent to a codeword as required by the
P-1-ecc.
Next we show that a consistent 3-labeling can only be built from smaller consistent
3-labelings.
Lemma 7. Any consistent 3-labeling of Hn gives a consistent 3-labeling for each of
Hn's constituent Hn−1's.
Proof. Since
the restrictions (a), (b), and (c) for Hn imply the same restrictions on each of the three
Hn−1's. For (d), if any of the three Hn−1's has a B in a bottom corner, then by (a)
this B is part of an
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triangle. and hence is not adjacent to a C in the Hn−1. All other B's are not corner
vertices of either Hn or Hn−1 and by (d) for Hn, these B's are adjacent to a C. For
(e), if any R is a top vertex of an Hn−1 then it is either the top vertex of Hn and so
by (e) for Hn is not adjacent to any C, or it is internal for Hn and hence adjacent to
exactly one C, but by (a) this R is the apex of a
triangle and thus in the Hn−1 it is not adjacent to a C. All other R's are adjacent to
exactly one C by (e) for Hn.
Next we show that only a few consistent 3-labelings of Hn exist.
Lemma 8. For each n>1; there are exactly four possible consistent 3-labelings of
Hn and they have the following forms: for odd n; the corner vertices have one of the
following four patterns:
for even n; the corner vertices have one of the following four patterns:
Proof. For n= 1, Hn is a triangle and so by (a) of the denition the only consistent
3-labelings are exactly the four listed. Of course, (b){(e) are satised by these labeled
triangles. For n> 1, the previous lemma says that consistent 3-labelings can only
be built from smaller consistent 3-labelings. In particular, for even n, the consistent
3-labelings can only be built from the consistent 3-labelings for odd n. Starting with
the pattern
for the top Hn−1 in Hn, the successor restrictions require the lower Hn−1's to be labeled
with patterns
.
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Of the four ways these labelings could be attached together one is ruled out by (c)
no two adjacent C's, and two are ruled out by (e) an R is adjacent to exactly one C.
The remaining possibility is
and this labeling satises (a){(e). This is a consistent 3-labeling for Hn with the pattern
which is one of the listed possibilities for even n. Next if the top vertex is R, the top
Hn−1 has the pattern
and by (d) the bottom B's are not adjacent to a C. To satisfy (d) for Hn, the lower
Hn−1's must have the pattern
.
So the only possibility is
and this inherits the properties (a){(e) from those properties for Hn−1. Thus, we have
one consistent 3-labeling of the pattern
for Hn when n is even, and this is one of the listed possibilities.
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Similarly, if the top vertex of Hn with n even is labeled B, then the possible patterns
for the top Hn−1 are
and
and so the possible patterns for the bottom Hn−1's are
, , and .
But by (d), the B from
that gets connected, must be connected to a C. Hence the possibilities are
These labelings will inherit (a){(e) from those properties for the Hn−1's. So we have
two more consistent 3-labelings for Hn, and they have the patterns
and
which are listed possibilities.
Now for n odd and n> 1, we must start with one of the four even patterns for
Hn−1, and build the possible labelings for Hn. Using the successor rules, the fact that
if a B in a bottom corner is connected it must be connected to a C, and an R cannot
be connected to a C, we nd only the following four possibilities:
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It is easy to check that each of these inherits properties (a){(e) from those properties
for Hn−1's. These labelings have the forms
which are exactly the forms listed for n odd. Finally note that there is exactly one
consistent 3-labeling for each of these patterns. And so the lemma is established.
Finally we are ready for the uniqueness theorem for T of H codes.
Theorem 9. For each n>0; there is a unique (up to rotation by 120◦) perfect 1-error-
correcting code for the Towers of Hanoi graph Hn. If the top vertex is required to
be a codeword; then the code is strictly unique.
Proof. For n=0; Hn is a single vertex, and the code in which this vertex is a codeword
is a unique P-1-ecc. For n>1, by Lemma 6 if there is such a code then there must
be a consistent 3-labeling. By Lemma 8 there are four such labelings for each n. For
even n, three of these labelings cannot give P-1-ecc's because they contain a top R
or a bottom B which is not adjacent to a C. The P-1-ecc is formed by making every
vertex labeled C a codeword, and each vertex labeled R or B a non-codeword. Hence
for even n, the only pattern which gives a P-1-ecc is
and it is easy to check that the code is rotationally symmetric. For odd n, one of the
four labelings contains a bottom B and so cannot give a P-1-ecc. There is only one
labeling which has a C at the top and so is unique. The other two labelings will simply
give rotations of this code.
4. Generation
For a code to be practical there should be a fast method for generating codewords. In
traditional codes, one generates binary vectors with m bits and then by applying a linear
transformation to these vectors, one obtains the codewords of length n. Generating the
binary vectors is easy because they correspond to the numbers from 0 to 2m − 1. So
a reasonable technique for generating codewords would be to generate a very easy to
generate set like consecutive integers and then transform each element of this set into
a codeword.
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For the T of H codes, we can use a slightly dierent technique. Instead of generating
a set which is exactly the same size as the set of codewords, we will generate a larger
set, and discard those elements which are not codewords. This is often called the
generate-and-test method, because we generate an easy to generate set and discard
those elements which fail a test. Of course, the test also has to be easy. Luckily our
characterization theorem gives an easy test: a string over f0; 1; 2g is a codeword exactly
when the number of 1's, and the number of 2's are both even. For our easy to generate
set we can use the integers from 0 to 3n − 1, but we want to think of them as being
represented in base 3 rather than in binary. We can state this as an algorithm.
FOR I = 0 TO 3n − 1
IF #1(I) = #2(I) = 0 (mod 2)
THEN output I in base 3 as a codeword
If it takes time proportional to n to calculate #1, and #2, this algorithm will have
O(n3n) run time. Since there are O(3n) codewords each with n base 3 digits, it must
take at least O(n3n) to write down the codewords. Hence this generation algorithm has
to within a multiplicative constant the best possible run time.
The T of H codewords can also be generated by a recursive algorithm which follows
the structure of the generating graphs. Let us ambiguously use Gn to mean not only the
graph with circled vertices, but also the set of strings which label the circled vertices in
that graph. Consider Gn for n even, the diagram in Section 2 shows how to construct
Gn from Gn−1. In terms of strings we can represent this recursion as
Gn = Gn−1  0 [ T (Gn−1)  1 [ T 2(Gn−1)  2;
where  means concatenation and so Gn−1  0 means add a 0 to the right end of each
string in Gn−1; where [ means set union; and where T is the transformation which
replaces each character in a string by another character following the permutation 0!
1 ! 2 ! 0, so, for example, T would replace each 0 in a string by a 1 and replace
each 1 by a 2; similarly T 2 is the transformation which replaces each character in a
string by another character following the permutation 0! 2! 1! 0; we call this T 2
because it has the same eect as applying T twice. Similarly for n odd,
Un = Un−1  0 [ T (Un−1)  1 [ T 2(Un−1)  2;
Gn = Gn−1  0 [  1(Un−1)  1 [  2(Un−1)  2;
where  1 changes each character by the permutation 2 
 0 and  2 changes each
character by the permutation 1
 0. Finally, for n even
Un = Un−1  0 [  1(Gn−1)  1 [  2(Gn−1)  2:
This recursive generation procedure will also take time proportional to n3n to generate
the codewords of length n. Whether the generate-and-test or the recursive method will
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be faster will depend on details of the computer and programming language being
used.
5. Decoding
Finally, a reasonable code should have a reasonable decoding procedure. That is,
given a string it should be easy to calculate the closest codeword to that string. For
the T of H code, detecting an error is certainly easy, because there is no error exactly
when #1  #2  0 (mod 2). So if at least one of these equalities is violated there
is an error. It is only slightly more dicult to nd where the error occurred and
correct it.
A single error corresponds to a single move in the T of H puzzle. This can involve
either disk 1 or the smallest disk on the two towers which do not contain disk 1. So
for strings, this means nding the rst ternary digit that is in error. But if we know
#0, #1, and #2, we only have to nd the rst location with a digit whose # is 1 and
correct this digit to the other digit whose # is 1.
The decoding can proceed via the following algorithm. The algorithm will compute
#0, #1, and #2 but only #1 and #2 are needed.
INPUT: STRING D = d1d2 : : : dn
#0 = n (mod 2); #1 = #2 = 0
FOR i = 1 TO n
#di = #di + 1 (mod 2)
ENDFOR
IF #1 = 1 and #2 = 1
THEN scan until rst 1 or 2 is found and change it to 2 or 1
IF #1 = 1 and #2 = 0
THEN scan until rst 0 or 1 is found and change it to 1 or 0
IF #1 = 0 and #2 = 1
THEN scan until rst 0 or 2 is found and change it to 2 or 0
Note that #i is only computed mod 2, so a machine with a very limited nite memory
is sucient to do the correction. We summarize this result in the following theorem.
Theorem 10. The Towers of Hanoi code can be decoded by a nite memory machine
which scans the input string twice.
6. NP-completeness
Here we show that deciding if a graph has a perfect 1-error-correcting-code is
NP-complete.
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P-1-ECC: Given a graph G=(V; E) is there a perfect 1-error-correcting code on G?
That is, is there a set of codewords C, so that C V , and so that 8x; y2C; (x; y) 62E
(no two codewords are adjacent.) and 8v2V − C there is exactly one xv 2C so that
(v; xv)2E (every non-codeword is adjacent to exactly one codeword)?
Theorem 11. P-1-ECC is NP-complete.
Proof. Clearly P-1-ECC is in NP. Given G, guess C and then check that no codewords
are adjacent, and that each non-codeword is adjacent to exactly one codeword.
To show that P-1-ECC is complete, we reduce the well-known 3-SAT problem
to P-1-ECC. Recall that in 3-SAT we are given an AND of a number of clauses,
and each clause is the OR of 3 literals, which are complemented or un-
complemented variables. The question is, is there an assignment of true and false
to the variables so that the whole expression evaluates to true? We want to map each
instance, S, of 3-SAT to a graph GS so that GS has a P-1-ecc i S has a satisfying
assignment.
This mapping takes each 3-SAT Boolean expression to a graph. There are many
graphs, including the T of H graphs, which are not the images of any expression. The
fact that this mapping can be computed in polynomial time in the size of S shows
that to determine if a GS has a P-1-ecc is as dicult as determining if an S has a
satisfying assignment. How hard or easy it is to determine if a non-GS has a P-1-ecc
is irrelevant to the NP-completeness of the P-1-ECC problem.
We construct the mapping in two stages. The rst stage constructs a `truth
setting' subgraph for each variable. For each variable x in S, we construct the
subgraph:
Notice that exactly one of the two vertices labeled x and x must be chosen as a
codeword. If neither were chosen then each unlabeled vertex would not be adjacent
to a codeword. If both unlabeled vertices were chosen as codewords, x and x would
each be adjacent to two codewords. If both x and x are chosen as codewords, both
unlabeled vertices would be adjacent to two codewords. Finally, if exactly one of x and
x is chosen as a codeword, all three remaining vertices will be adjacent to a unique
codeword. So nding a P-1-ecc for each of these subgraphs will give a setting for each
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variable: x is `true' when the vertex x is chosen as a codeword, and x is `false' when
x is chosen as a codeword.
The second stage constructs one `truth checking' subgraph for each clause in S.
Assume the clause is (x _ y _ z), we construct the following subgraph in which each
of the vertices labeled x or y or z is identied with the corresponding labeled vertex
in a truth setting subgraph:
Notice that the subgraph is symmetric in the three labeled vertices so we only have
to check that there is a P-1-ecc of the subgraph when at least one of the three labeled
vertices is chosen to be a codeword, that is, when one of the three literals in the clause
is true. Consider the subgraph
If w is chosen as a codeword, then this subgraph is consistent with a P-1-ecc i
codewords indicated by  are chosen in one of two possible ways, i.e.,
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or
If the literal corresponding to w is chosen to be false, then this subgraph is consistent
with a P-1-ecc i the codewords are chosen in the following way:
Now for the clause subgraph, if at least one of the literals is true, the subgraph for
this literal has codewords chosen as
For the other (if any) true literals the subgraph has codewords chosen as
Any false literal has its subgraph with codewords chosen as
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So if there is at least one true literal for the clause, the clause subgraph can have
codewords chosen consistent with a P-1-ecc. Notice, in particular, that the center vertex
is adjacent to exactly one codeword. On the other hand, if all literals are false, the
forced choices on the subgraphs leaves the center vertex nonadjacent to any codeword,
and the center vertex cannot be chosen as a codeword because then three vertices
would be adjacent to the center and also adjacent to another codeword. Hence, the
clause subgraph can have codewords chosen consistent with a P-1-ecc i the clause is
satised by the assignment of truth values to its literals.
The whole graph consists of one truth setting subgraph for each variable, and one
truth checking subgraph for each clause. These subgraphs are connected because ver-
tices with the same label are identied. For example, there is only one vertex labeled
x. This vertex is in the truth setting subgraph for the variable x. This same vertex is
also in each of the truth checking subgraphs for the clauses which contain the literal
x. This whole graph has a P-1-ecc i the original 3-SAT expression can be satised.
Notice that the construction of each subgraph is a purely local construction, so the
transformation from S to GS can be computed using only log jSj space and hence
polynomial time. This gives a log space many-one reduction for 3-SAT to P-1-ECC.
Of course, this is also a polynomial time many-one reduction. (See Garey and Johnson
[2] for further explanation of reductions.)
7. Conclusion
We have shown that a non-standard perfect 1-error-correcting code can be constructed
on the graph given by the Towers of Hanoi puzzle. For more on this puzzle and its
graph see Cull and Ecklund [1]. Unlike standard error-correcting codes, the T of H
graphs have perfect 1-error-correcting codes for every dimension. See MacWilliams
and Sloane [4] and Hill [3] for more on standard error-correcting codes. The general
problem of deciding if a graph has a perfect 1-error-correcting code is NP-complete.
For more on NP-completeness, see Garey and Johnson [2].
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