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Abstract. This paper presents a technique, named stlcg, to compute
the quantitative semantics of Signal Temporal Logic (STL) formulas us-
ing computation graphs. stlcg provides a platform which enables the
incorporation of logical specifications into robotics problems that benefit
from gradient-based solutions. Specifically, STL is a powerful and expres-
sive formal language that can specify spatial and temporal properties of
signals generated by both continuous and hybrid systems. The quanti-
tative semantics of STL provide a robustness metric, i.e., how much a
signal satisfies or violates an STL specification. In this work, we devise
a systematic methodology for translating STL robustness formulas into
computation graphs. With this representation, and by leveraging off-
the-shelf automatic differentiation tools, we are able to back-propagate
through STL robustness formulas and hence enable a natural and easy-
to-use integration with many gradient-based approaches used in robotics.
We demonstrate, through examples stemming from various robotics ap-
plications, that stlcg is versatile, computationally efficient, and capable
of injecting human-domain knowledge into the problem formulation.
Keywords: Signal temporal logic, robustness, computation graph, back-
propagation, logical structure
1 Introduction
Many problems in robotics have solution methods that rely heavily on the avail-
ability of gradients for their computational efficiency. For instance, model pre-
dictive control often relies on solving optimization problems via gradient-based
methods at each iteration, and a core mechanism behind deep learning is the
ability to back-propagate through neural networks in order to perform gradient
descent. On the other hand, introducing logical structure into the problem, such
as through task specifications (e.g., a robot must do task A before it does task
B, or a robot must stay inside a region for ten time steps before moving on)
?
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or encoding human-domain knowledge into the model (e.g., cars must stop at a
stop sign before crossing an intersection) is often desirable as this imposes a nec-
essary requirement for a robot to operate in the environment. However, adding
such discrete notions into the problem causes many gradient-based methods to
become ineffective, and can significantly increase the overall problem complexity
as this may introduce a combinatorial search element to the problem.
Such logical specifications can be expressed using temporal logic, a language
that provides rules and formalisms for representing and reasoning about proposi-
tions qualified in terms of time. More specifically, Signal Temporal Logic (STL)
[1,2] is a temporal logic that is specified over dense-time real-valued signals,
such as time-series data produced from continuous and hybrid systems preva-
lent in many robotics applications. STL provides a concise language to construct
specifications (i.e., formulas) that describe relationships between the spatial and
temporal properties of a signal (e.g., states of a robotic system), and can deter-
mine whether that specification is true or false. Furthermore, STL is equipped
with quantitative semantics which provides the robustness value of the specifi-
cation for a given signal, i.e., a continuous real-value that measures the degree
of satisfaction or violation. Accordingly, STL is attractive in that it can pro-
vide a concise language for logical specifications needed in many problems in the
field of robotics, and also the quantitative properties necessary for many existing
gradient-based methods.
Our work addresses the disconnect between gradient-based techniques and
logical structure by evaluating STL robustness formulas using computation graphs.
The key novelty of this work stems from devising a systematic methodology to
translate STL formulas into the same computational language as gradient-based
methods and thus we are able to bridge together logical structure stemming from
STL with many different types of problems in robotics. We develop a technique
that uses computation graphs to represent STL specifications and thereby (i)
inherit many of the advantages of using computation graphs, such as their com-
putational efficiency, easy access to gradient information, and connections with
deep learning software, and (ii) provide an easy-to-use framework that incorpo-
rates STL formalisms into existing methodologies. This computational paradigm
connects STL (and other similar temporal logic languages) to many other fields
that can benefit from spatial and temporal structure (e.g., deep learning), and
hence provide desired logical structure and robustness to the problem.
Related work: In recent years, STL (and other similar temporal logic lan-
guages such as Metric Temporal Logic (MTL) [3] and Truncated Linear Tem-
poral Logic (TLTL) [4]) has been used in robotics to ensure that the system
satisfies desired logical constraints. Examples include model predictive control
[3,5], stochastic control [6,7,8], and learning-based control [9] problems to ensure
the robot trajectory satisfies a set of specifications. Temporal logic has also been
used in reinforcement learning settings to learn policies that enable the robot
to achieve long-term goals [4,10,11], and for extracting features from time-series
data for behavioral clustering [12,13].
One of the main challenges, however, is in developing a computational frame-
work for STL that is efficient, tractable, and flexible such that it can be easily
integrated within a variety of existing frameworks in robotics. For example,
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model predictive control for continuous time systems with STL specifications
can be reformulated as a Mixed-Integer Linear Program (MILP) [5,6]. These
methods are shown to be successful in some case studies, though a main limi-
tation is that they are difficult to scale to large and complex systems. Solving
MILPs is NP-hard and therefore solution computations do not scale well with
problem size. On the other hand, [3] applies smooth approximations on the ro-
bustness formulas and uses sequential quadratic programming (SQP) to carry
out the optimization. They show that their method outperforms [5] in terms of
computation time, but their formulation is targeted at SQPs only.
In contrast, our proposed computation graph representation of STL robust-
ness formulas, stlcg, is lightweight and agnostic to the application. As a result,
it can be combined with a variety of existing gradient-based methods to provide
desired logical structure without significant compromises to problem tractabil-
ity. With the case studies investigated in this work, we demonstrate how stlcg
can be used to embed logical structure within gradient-based optimization al-
gorithms, such as deep neural networks and trajectory optimization problems,
where the output obeys desired STL specifications. We also show for an es-
tablished class of problems making use of STL that stlcg lends itself readily
to parallelization for computational speed. Further, our technique provides an
alternative approach aimed towards verifying deep neural networks, i.e., quan-
tifying the output space of a network. Current techniques for neural network
verification suffer from scalability issues or are limited to a subset of activation
functions (see [14] for a survey on neural network verification methods). We
envision that by embedding logical structure upstream of the learning process,
we can help improve robustness and regularity of the model, and thus enhance
performance in downstream applications.
Statement of contributions: The contributions of this paper are threefold.
First, we describe the mechanism behind stlcg by detailing the construction of
the computation graph for an arbitrary STL formula. Through this construction,
we prove the correctness of stlcg, and show that it scales at most quadratically
with input length and linearly in formula size. The translation of STL formalisms
into computation graphs allows stlcg to inherit many benefits such as the abil-
ity to back-propagate through the graph to obtain gradient information; this
abstraction also provides computational benefits such as enabling portability
between hardware backends (e.g., CPU and GPU) and batching for scalability.
Second, we open-source our PyTorch implementation of stlcg; it is a toolbox
that makes stlcg easy to combine with many existing frameworks and deep
learning models. Third, we highlight key advantages of stlcg by investigating
a number of diverse example applications in robotics such as motion planning,
logic-based parameter fitting, regression, and intent prediction. We emphasize
stlcg’s computational efficiency and natural ability to embed logical specifica-
tions into the problem formulation to make the output more robust.
Organization: In Section 2, we cover the basic definitions and properties of
STL, and describe the graphical structure of STL formulas. Equipped with the
graphical structure of an STL formula, Section 3 draws connections to compu-
tation graphs and provides details on the technique that underpins stlcg. We
showcase the benefits of stlcg through a variety of case studies in Section 4.
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We finally conclude in Section 5 and propose exciting future research directions
for this work.
2 Preliminaries
In this section, we provide the definitions and syntax for STL, and describe the
underlying graphical structure of the computation graph used to evaluate STL
robustness formulas.
2.1 Signals
STL formulas are interpreted over signals, which we define formally as follows.
Definition 1 (Signal). A signal st0 = (x0, t0), (x1, t1), . . . , (xT , tT ) is an or-
dered (ti−1 < ti) finite sequence of states xi ∈ Rn and their associated times
ti ∈ R. For ease of notation, s (i.e., when the subscript on st is dropped) de-
notes the entire signal.
A signal represents real-valued, discrete-time outputs (i.e., continuous-time
outputs sampled at finite time intervals) from any system of interest, such as a
sequence of robot states, the temperature of a building, or the speed of a vehicle.
In this work, we assume that the signal is sampled at uniform time steps ∆t.
Further, we define a subsignal.
Definition 2 (Subsignal). Given a signal st0 , a subsignal sti is also a signal
where i ≥ 0, ti ≥ t0, and sti = (xi, ti), (xi+1, ti+1), . . . , (xT , tT ).
2.2 Signal Temporal Logic: Syntax and Semantics
STL formulas are defined recursively according to the following grammar [1,2],
φ ::= > | µc | ¬φ | φ ∧ ψ | φU[a,b] ψ. (1)
>means true, µc is a predicate of the form µ(x) > c where c ∈ R and µ : Rn → R
is a differentiable function that maps the state x ∈ Rn to a scalar value, φ and
ψ are STL formulas, and [a, b] ⊆ R≥0 is a time interval. When the time interval
is omitted, the temporal operator is evaluated over the positive ray [0,∞). The
symbols ¬ (negation/not), and ∧ (conjunction/and) are logical connectives, and
U (until) is a temporal operator. Additionally, other commonly used logical
connectives (∨ (disjunction/or) and ⇒ (implies)), and temporal operators (♦
(eventually), and  (always)) can be defined as follows,
φ∨ψ = ¬(¬φ∧¬ψ), φ⇒ ψ = ¬φ∨ψ, ♦[a,b] φ = >U[a,b] φ, [a,b] φ = ¬♦[a,b](¬φ).
A predicate is an STL formula. If φ and ψ are STL formulas, then applying
a logical connective or temporal operator produces another STL formula, i.e,
ϕ = φ ∧ ψ is also an STL formula (see Example 1).
Example 1. Let x ∈ Rn, φ1 = µ1(x) < c1 and φ2 = µ2(x) ≥ c2.3 Then, for a
given signal st, the formula φ3 = φ1 ∧ φ2 is true if both φ1 and φ2 are true.
Similarly, φ4 = [a,b]φ3 is true if φ3 is true over the entire interval [t+ a, t+ b].
3 Equality and the other inequality relations can be derived from the STL grammar
in (1), i.e., µ(x) < c⇔ −µ(x) > −c, and µ(x) = c⇔ ¬(µ(x) < c) ∧ ¬(µ(x) > c).
Back-propagation through STL Specifications 5
We use the notation st |= φ to denote that a signal st satisfies an STL formula
φ according to the formal semantics below. Informally, st |= φU[a,b] ψ if there
is a time t′ ∈ [t + a, t + b] such that φ holds for all time before t′ and ψ holds
at time t′. Also, st |= ♦[a,b] φ if at some time t ∈ [t + a, t + b], φ holds at least
once, and st |= [a,b] φ if φ holds for all t ∈ [t + a, t+ b]. Formally, the Boolean
semantics of a formula (i.e., is the formula true or false) with respect to a signal
st is defined as follows.
st |= µc ⇔ µ(xt) > c
st |= ¬φ ⇔ ¬(st |= φ)
st |= φ ∧ ψ ⇔ (st |= φ) ∧ (st |= ψ)
st |= φ ∨ ψ ⇔ (st |= φ) ∨ (st |= ψ)
st |= φ⇒ ψ ⇔ ¬(st |= φ) ∨ (st |= ψ)
st |= ♦[a,b]φ ⇔ ∃t′ ∈ [t+ a, t+ b] s.t. st′ |= φ
st |= [a,b]φ ⇔ ∀t′ ∈ [t+ a, t+ b] s.t. st′ |= φ
st |= φU[a,b] ψ ⇔ ∃t′ ∈ [t+ a, t+ b] s.t. (st′ |= ψ) ∧ (st |= [0,t′]φ)
Furthermore, STL admits the notion of robustness, that is, it has quantitative
semantics that calculates the degree of satisfaction or violation a signal has for
a given formula. Positive robustness values indicate satisfaction, while negative
robustness values indicate violation. Like Boolean semantics, the quantitative
semantics of a formula with respect to a signal st is defined as follows.
ρ(st,>) = ρmax where ρmax > 0
ρ(st, µc) = µ(xt)− c
ρ(st,¬φ) = −ρ(st, φ)
ρ(st, φ ∧ ψ) = min(ρ(st, φ), ρ(st, ψ))
ρ(st, φ ∨ ψ) = max(ρ(st, φ), ρ(st, ψ))
ρ(st, φ⇒ ψ) = max(−ρ(st, φ), ρ(st, ψ))
ρ(st,♦[a,b]φ) = max
t′∈[t+a,t+b]
ρ(st′ , φ)
ρ(st,[a,b]φ) = min
t′∈[t+a,t+b]
ρ(st′ , φ)
ρ(st, φU[a,b] ψ) = max
t′∈[t+a,t+b]
(min(ρ(st′ , ψ), min
t′′∈[0,t′]
ρ(st′′ , φ)))
Further, we define the robustness trace as a sequence of robustness values of
every subsignal sti of signal st0 , ti ≥ t0.
Definition 3 (Robustness trace). Given a signal st0 and an STL formula φ,
the robustness trace τ(st0 , φ) is a finite sequence of robustness values of φ for
each subsignal of st0 . Specifically, τ(st0 , φ) = ρ(st0 , φ), ρ(st1 , φ), . . . , ρ(stT , φ)
where ti−1 < ti.
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(a) Parse tree T . (b) Computation
graph G.
(c) Visualization of G using
the stlcg toolbox.
Fig. 1: An illustration of a parse tree (left) and a computation graph (middle) for
an STL formula ♦ (φ ∧ ψ) where φ = w ≥ 0.9 and ψ = x ≤ 1.0. On the right
is a visualization generated from the stlcg toolbox. The blue nodes represent
input signals (x and w) into the computation graph, the green nodes represent
parameters of the predicates, and the orange nodes represent STL operations.
2.3 Graphical Structure of STL Formulas
STL formulas are defined recursively according to the grammar in (1). We can
leverage the recursive structure to represent an STL formula with a parse tree
T by identifying its subformulas. A subformula of an STL operator is a for-
mula which the operator is applied to. The operators ∧, ∨, ⇒, and U will have
two corresponding subformulas, while predicates are not defined recursively and
thus have no subformulas. For example, the subformula of φ is φ, and the
subformulas of φ ∧ ψ are φ and ψ. The root node of a parse tree corresponds
to the outermost operator for the formula. This node is connected to the out-
ermost operator of its subformulas, and so forth. Applying this recursion, each
node represents each operation that makes up the STL formula; the outermost
operator is the root node and the innermost operators are the leaf nodes (i.e.,
the leaf nodes represent predicates). An example of a parse tree for the formula
♦ (φ ∧ ψ) is illustrated in Figure 1a.
By flipping the direction of the edges in T , we obtain a directed acyclic graph
G, such as the one shown in Figure 1b. G represents the structure of the STL
computation graph to be detailed in Section 3. At a high level, signals are passed
through the root nodes of G (Gφ and Gψ in Figure 1b) to produce robustness
traces from applying those STL operations. The output robustness traces are
then passed through the next node of the graph (G∧ in Figure 1b) to produce
the robustness trace from applying that STL operation, and so forth.
3 STL Robustness Formulas as Computation Graphs
We first describe how to represent each STL operator as a computation graph,
and then show how to combine them together to form the overall computa-
tion graph CG that computes the robustness trace of any given STL formula.
Further, we provide smooth approximations to the max and min operations in
order to help make the gradients smoother when back-propagating through the
Back-propagation through STL Specifications 7
Fig. 2: A schematic of an unrolled recurrent computation graph for the ♦ (even-
tually) and  (always) temporal operators, differing in the implementation of
the recurrent cells depicted as circles.
graph, and introduce a new robustness formula which addresses some limita-
tions of using the max and min functions. The resulting computational frame-
work, stlcg, is implemented using PyTorch [15] and the code can be found
at https://github.com/StanfordASL/stlcg. Further, this toolbox includes a
graph visualizer, illustrated in Figure 1c, to show the graphical representation
of the STL formula and how it depends on the inputs and parameters from the
predicates.
3.1 Computation Graphs
A computation graph is a directed graph where the nodes correspond to opera-
tions or variables. Variable values are passed through the nodes, and the outputs
can feed into other nodes. When the operations are differentiable, we can back-
propagate through the computation graph and obtain gradients with respect to
any variable inside the computation graph. This is the underlying mechanism
behind automatic differentiation software packages which are designed to make
back-propagation computationally efficient.
3.2 Computation Graphs of STL Operators
First we consider the computation graph of each STL robustness formula given
in Section 2.2 individually. The formulas for the non-temporal operators are rel-
atively straightforward to implement as computation graphs involving simple
mathematical operations, such as subtraction, max, and min (i.e., the operation
is applied over each element of the input robustness trace(s)). To compute ro-
bustness values for the temporal operators, specifically ♦[a,b], [a,b], and U[a,b],
we apply dynamic programming [16] by using a recurrent computation graph,
similar to the structure of a recurrent neural network (RNN) [17]. The com-
plexity of this approach is linear in the length of the signal for ♦ and , and
quadratic for the U operator, and linear in the number of nodes in the parse
tree.
We first consider the ♦ operator, noting that similar constructions apply for
 and U . Let ψ = ♦[a,b]φ; the goal is to construct the computation graph G♦[a,b]
which applies the ♦[a,b] operation over the input signal τ(st0 , φ) (the robustness
trace of the subformula). For ease of notation, we denote ρ(sti , φ) = ρ
φ
i as the
robustness of φ for subsignal sti . To apply the dynamic programming recursion,
the robustness trace is fed into the computation graph backwards in time.
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Figure 2 illustrates the unrolled graphical structure of G♦[a,b] . The ith re-
current node takes in a hidden state hi and an input state ρ
φ
T−i, and produces
an output state oT−i (note the time indices as the input robustness trace is re-
versed). By collecting all the oi’s, the output of the computation graph is the
(backwards) robustness trace of ψ, i.e., τ(st0 , ψ). The output robustness trace is
treated as the input to another computation graph representing the next STL
operator dictated by G.
Before describing the construction of the computation graph CG, we first
define MN ∈ RN×N to be a square matrix with ones on the upper off-diagonal
and BN ∈ RN to be a vector of zeros with a one in the last entry. If x ∈ RN and
u ∈ R, then the operation MNx+BNu removes the first element of x, shifts all
the entries up one index and replaces the last entry with u. We distinguish four
cases depending on the interval attached to the temporal operator.
Case 1: [0,∞). Let the initial hidden state be h0 = ρφT .4 The output state for the
first step is oT = max(h0, ρ
φ
T ), and the next hidden state is defined to be h1 = oT .
Hence the general update step becomes, hi+1 = oT−i, and oT−i = max(hi, ρ
φ
T−i).
By construction, the last step in this dynamic programming step is,
o0 = max(hT , ρ
φ
0 )
o0 = max(h0, ρ
φ
T , ρ
φ
T−1, . . . , ρ
φ
0 )
o0 = ρ(st0 ,♦φ) = ρ(st0 , ψ).
The output states of G♦[0,∞)φ, o0, o1, . . . , oT , is the robustness trace of ψ =
♦[0,∞)φ, and the last output state o0 is ρ(st0 , ψ).
Case 2: [0, b], b <∞. Let the initial hidden state be h0 = (h01 , h02 , . . . , h0N−1),
where h0i = ρ
φ
T , ∀i = 1, ..., N − 1 and N is the number of time steps contained
in the interval [0, b]. The hidden state is designed to keep track of inputs in the
interval (0, b]. The output state for the first step is oT = max(h0, ρ
φ
T ) (the max
operation is over the elements in h0 and ρ
φ
T ), and the next hidden state is defined
to be h1 = MN−1h0 +BN−1ρ
φ
T . Hence the general update step becomes,
hi+1 = MN−1hi +BN−1ρ
φ
T−i, oT−i = max(hi, ρ
φ
T−i).
By construction, o0 corresponds to the definition of ρ(st0 ,♦[0,b]φ), b <∞.
Case 3: [a,∞), a > 0. Let the hidden state be a tuple hi = (ci, di). Let the
initial hidden state be h0 = (ρ
φ
T , d0) where d0 = (d01 , d02 , . . . , d0N−1), d0i =
ρφT , ∀i = 1, ..., N − 1 and N is the number of time steps encompassed in the
interval [0, a]. The output for the first step is oT = max(c0, d01), and the next
hidden state is defined to be h1 = (oT , MN−1d0 + BN−1ρ
φ
T ). Following this
pattern, the general update step becomes,
hi+1 = (oT−i, MN−1di +BN−1ρ
φ
T−i), oT−i = max(ci, di1).
4 This corresponds to padding the input trace with the last value of the robustness
trace. A different value could be chosen instead. This applies to Cases 2-4 as well.
Back-propagation through STL Specifications 9
h0 o5 h1 o4 h2 o3 h3 o2 h4 o1 h5 o0
♦[0,∞)(s > 0) 1 1 1 3 3 3 3 3 3 3 3 3
♦[0,2](s > 0) (1, 1) 1 (1, 1) 3 (1, 3) 3 (3, 2) 3 (2, 1) 2 (1, 1) 1
♦[2,∞)(s > 0) (1,(1,1)) 1 (1,(1,1)) 1 (1,(1,3)) 1 (1,(3,2)) 3 (3,(2,1)) 3 (3,(1,1)) 3
♦[1,3](s > 0) (1, 1, 1) 1 (1, 1, 1) 1 (1, 1, 3) 3 (1, 3, 2) 3 (3, 2, 1) 3 (2, 1, 1) 2
Table 1: Hidden and output states of ♦I(s > 0) for a signal s = 1, 1, 1, 2, 3, 1 and
different intervals I. The signal is fed into the computation graph backwards.
By construction, o0 corresponds to the definition of ρ(st0 ,♦[a,∞)φ), a > 0.
Case 4: [a, b], a > 0, b < ∞. We combine the ideas from Cases 2 and 3. Let
the initial hidden state be h0 = (h01 , h02 , . . . , h0N−1), where h0i = ρ
φ
T , ∀i =
1, ..., N − 1 and N is the number of time steps encompassed in the interval
[0, b]. Let M be the number of time steps encompassed in the [a, b] interval.
The output for the first step is oT = max(h01 , h02 , . . . , h0M ). The next hidden
state is defined to be h1 = MN−1h0 + BN−1ρ
φ
T . Hence the general update step
becomes,
hi+1 = MN−1hi +BN−1ρ
φ
T−i, oT−i = max(hi1 , hi2 , . . . , hiM )
By construction, we are able to compute the robustness trace for the ♦ operator
in linear time. See Example 2 for a concrete example. The computation graph for
 is the same but instead uses the min operation instead of max . For brevity,
we omit the construction of the computation graph for φU[a,b], ψ, but a sketch
of the construction is as follows. It involves iterating over each time step of the
signal and computing the robustness trace of φ for the front section of the
signal, and the robustness trace of ψ for the latter section for each iteration.
The complexity for computing the robustness trace for the U operator grows
quadratically with the length of the signal.
Example 2. Let the values of a signal be s = 1, 1, 1, 2, 3, 1. Then the hidden and
output states for ♦I with different intervals I are given in Table 1.
3.3 Calculating Robustness with Computation Graphs
Given an STL formula φ, we can construct the computation graph correspond-
ing to each operation defining φ. Since by construction, each component takes a
robustness trace as its input, and outputs the robustness trace with the corre-
sponding STL operation applied to it, we can “stack” each computation graph
by following the graphical structure dictated by G for a given formula φ (refer
to Figure 1b). The overall computation graph CG for the STL formula φ, which
we will denote by CGφ, takes a signal st as its input, and outputs the robustness
trace τ(st, φ) as its output. By construction, the robustness trace generated by
the computation graph matches exactly the true robustness trace of the formula,
and thus stlcg is correct by construction (see Theorem 1).
Theorem 1 (Correctness of stlcg). For any STL formula φ and any signal
st, let CGφ be the computation graph produced by stlcg. Then passing a signal
st through CGφ produces the robustness trace τ(st, φ).
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3.4 Smooth Approximations to stlcg
Due to the recursion over max and min operations, there is the potential in
practice for the gradients to vanish. To mitigate this, we can leverage smooth
approximations to the max and min functions. Let x ∈ Rn and w ∈ R≥0, then
the max and min approximations are
m˜ax(x;w) =
∑n
i xi exp(wxi)∑n
j exp(wxj)
, m˜in(x;w) =
∑n
i xi exp(−wxi)∑n
j exp(−wxj)
,
where xi represents the i-th element of x, and w ≥ 0 operates as a scaling
parameter. The approximation approaches the true solution when w →∞ while
w = 0 results in the mean value of the entries of x. The logsumexp max/min
approximation can also be used too. In practice, w can be annealed over gradient-
descent iterations.
Further, max and min are pointwise functions. As a result, the robustness
of an STL formula can be highly sensitive to one single point in the signal,
potentially providing an inadequate robustness metric especially if the signal is
noisy [18], or causing the gradients to accumulate to a single point. We propose
using an integral-based STL robustness formula IM[a,b], a variation on the Always
robustness formula, and it is defined as follows. For a given weighting function
M(t),
ρ(st, IM[a,b]φ) =
t+b∑
τ=t+a
M(τ)ρ(sτ , φ).
The integral robustness formula considers the weighted sum of the input sig-
nal over an interval [a, b]. In contrast to the Always robustness formula which
uses min, a pointwise function, the integral operator can produce a smoother
robustness trace and this behavior is demonstrated in Section 4.1.
4 Case Studies: Using stlcg for Robotics Applications
We demonstrate the versatility and computational advantages of using stlcg
by investigating a number of case studies in this section. In these examples,
we show (i) how our approach can be used to incorporate logical requirements
into motion planning problems (Section 4.1), (ii) the computational efficiency
of stlcg achieved via parallelization and batching (Section 4.2), and (iii) how
we can use stlcg to translate human-domain knowledge into a form that can
be integrated with deep neural networks (Section 4.3). Code can be found at
https://github.com/StanfordASL/stlcg.
4.1 Motion Planning with STL Constraints
Recently, there has been a lot of interest in motion planning with STL constraints
(e.g., [3,5]); the problem of finding a sequence of states and controls that drives a
robot from an initial state to a final state while obeying a set of constraints which
includes STL specifications. For example, while reaching a goal state, a robot
may be required to enter a particular region for three time steps before moving
to its final destination. Rather than reformulating the problem as a MILP to
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(a) Trajectories satisfying φ1 and φ2
which uses the Always operator.
(b) Trajectories satisfying ψ1 and ψ2
which uses the integral operator.
Fig. 3: Motion planning with STL specifications solved using stlcg.
account for STL constraints as done in [5], we consider a simpler approach of
augmenting the loss function with terms that maximize the robustness of the
STL formulas, and enable a higher degree of customization when designing how
the STL specifications are formulated into the problem.
Consider the following motion planning problem illustrated in Figure 3; a
robot must find a sequence of states X = x1:N and controls U = u1:N−1 that
takes it from the yellow circle (position = (-1,-1)) to the yellow star (posi-
tion=(1,1)) while satisfying an STL constraint φ. Assume the robot is a point
mass with state x ∈ R2 and action u ∈ R2. It obeys single integrator dynamics
x˙ = u and has a control constraint ‖u‖2 ≤ umax. We can express the control con-
straint as an STL formula: θ =  ‖u‖2 ≤ umax. This motion planning problem
can be cast as an unconstrained optimization problem,
min
X,U
‖Ez −D‖22 + γ1Jm(ρ(X,φ)) + γ2Jm(ρ(U, θ))
where z = (X,U) is the concatenated vector of states and controls. Since the
dynamics are linear, we can express the dynamics and state constraints across
all time steps in a single linear equation Ez = D. The other function, Jm,
represents the cost on the STL robustness value with margin m. We use Jm(x) =
ReLU(−(x −m)) where ReLU(x) = max(0, x) is the rectified linear unit. This
choice of Jm incentivizes the robustness value to be greater or equal to the
margin m.
We consider four different STL constraints,
φ1 = ♦[0,5]inside B2 ∧ ♦[0,5]inside B3 ∧ ¬ inside C
φ2 = ♦[0,5]inside B1 ∧ ¬inside B3 ∧ ¬ inside C.
ψ1 = ♦ I∆t−1[0,5] inside B2 ∧ ♦ I∆t
−1
[0,5] inside B3 ∧ ¬ inside C
ψ2 = ♦ I∆t−1[0,5] inside B1 ∧ ¬I∆t
−1
inside B3 ∧ ¬ inside C.
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Fig. 4: Computation time of different methods used to solve a pSTL problem.
This was computed using a 3.0GHz octocore AMD Ryzen 1700 CPU and a Titan
X (Pascal) GPU.
φ1 translates to: the robot needs to eventually be inside the red box (B2), and
the green box (B3) for five time steps each, and never enter the blue circular
region (C). Similarly, φ2 translates to: the robot eventually needs to enter the
orange box (B1) for five time steps, and never enter the green box (B3) nor
the blue circular region (C). ψ1 and ψ2 are similar to φ1 and φ2 except that
the integral robustness formula (described in Section 3.4) is used instead of the
Always operator for the box constraints. We initialize the solution with a straight
line connecting the start and end points which violates the STL constraint, and
then apply gradient descent (step size of 0.05) with γ1 = γ2 = 0.3, m = 0.05, and
∆t−1 = 10.1 ; the solutions are illustrated in Figure 3. We see that, as anticipated,
using the integral robustness formula (Figure 3b) results in a smoother trajectory
than using the Always robustness formula (Figure 3a). We also note that the
control constraints were satisfied in all cases.
4.2 Parametric STL for Behavioral Clustering
In this example, we consider parametric STL (pSTL) problems [12,13], and
demonstrate that stlcg has the ability to parallelize the computation. The pSTL
problem is a form of logic-based parameter estimation for time series data. It
involves first proposing an STL template formula where the predicate param-
eter values and/or time intervals are unknown and then solving for parameter
values that best fit a given signal. pSTL is useful for extracting features from
time-series data. These features can then be used for clustering based on their
logical properties. For example, pSTL has been used to cluster human driving
behaviors in the context of autonomous driving applications [12].
The experimental setup for our example is as follows. Given a dataset of
N step responses from randomized second-order systems, we use pSTL to clus-
ter different types of responses, e.g., under-damped, critically damped, or over-
damped. Based on domain-knowledge characterization of these properties, we
design the following pSTL formulas,
φ1 = [50,100] |s− 1| < 1 (final value), φ2 =  s < 2 (peak value).
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For each signal s(j), j = 1, . . . , N , we want to find 1j and 2j (1 and 2 for the
jth signal) that provides the best fit, i.e., robustness equals zero. Using stlcg,
we can batch our computation since each signal is decoupled from one another,
and hence solve for all ij simultaneously.
5 We use gradient descent to solve the
optimization problem for each pSTL formula φi, i = 1, 2, with the following loss
function, minij
∑N
j=1 ReLU(−ρ(s(j), φi)). In contrast, [12] proposes a binary
search approach to solve monotonic pSTL formulas, formulas where the robust-
ness value increases monotonically as the parameters increases (or decreases).
However, this method can only optimize one signal at a time. As φ1 and φ2 are
monotonic pSTL formula, we can compare the average computation time taken
to find a solution to all ij ’s using stlcg
6 with the binary search approach in
[12]. Both approaches converged to the same solution, and the resulting com-
putation times are illustrated in Figure 4. The computation time for the binary
search method increases linearly, while the computation time using stlcg in-
creases at a much lower rate due to batching, but requires some initial overhead
to set up the computation graph. Further, since our stlcg toolbox leverages the
automatic differentiation tool in PyTorch, we can very easily make use of the
GPU, which accelerates the learning process, and provides near constant time
computation for sufficiently large problem sizes.
For cases where the solution has multiple local minima (e.g., non-monotonic
pSTL formulas), we can additionally batch the input with samples from the
parameter space, and anneal w, the scaling parameter for the max and min ap-
proximation over each iteration. The samples will converge to a local minimum,
and, with sufficiently many samples and an adequate annealing schedule, we can
(hopefully) find the global minimum. However, we note that we are currently
not able to optimize time parameters that define an interval as we cannot back-
propagate through those parameters. Future work will investigate how to address
this, potentially leveraging ideas from forget gates in long short-term memory
networks [19].
4.3 Robustness-Aware Neural Networks
In the following examples, we demonstrate how stlcg can be used to make
learning-based models (e.g., deep neural networks) more robust and reflect de-
sired behaviors stemming from human-domain knowledge that can be expressed
as STL specifications.
Model Fitting with Known Structure Consider the problem of using a
neural network to model temporal data such as the (noisy) signal shown in
Figure 5 (left). Suppose that based on domain-knowledge of the problem, we
know that the data must satisfy the STL formula φ = [1,3](s > 0.48 ∧ s <
0.52). Due to the noise in the data, φ is violated. Neural networks are prone
to overfitting and may unintentionally learn this noise. A very simple single
layer neural network fθ was able to memorize the noisy signal, leading to the
5 We can even account for variable signal length by padding the inputs and keeping
track of the signal lengths.
6 The ij ’s are initialized to zero, which gives negative robustness values and hence
results in a non-zero gradient.
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Fig. 5: A simple supervised learning problem without (left) and with (right) STL
regularization. The output is required to satisfy φ = [1,3](s > 0.48 ∧ s < 0.52)
despite the training data being noisy and violating φ.
learned model violating φ (see Figure 5 (left)). To mitigate this, we regularize the
learning processing by augmenting the loss function with a term that penalizes
negative robustness values. Specifically, the loss function becomes
L = L0 + γLρ (2)
where L0 is the original loss function (e.g., reconstruction loss), and, in this
example, Lρ = ReLU(−ρ(fθ(x), φ)) is the robustness loss and γ = 10. The
model with robustness regularization is able to obey φ more robustly as shown
in Figure 5 (right). Note that this does not guarantee that the output will satisfy
φ but rather the resulting model is encouraged to ensure that φ is violated as
little as possible and can be further incentivized by further increasing γ.
Sequence-to-Sequence Prediction We consider a sequence-to-sequence pre-
diction model and demonstrate how regularizing with STL robustness formulas
can result in better long-term prediction performance despite only having ac-
cess to short-term data. Sequence-to-sequence prediction models are often used
in robotics, such as in the context of model-based control where a robot may
predict the future trajectories of other agents in the environment given past tra-
jectories, and use these predictions for decision-making and control [20]. Often
contextual knowledge of the environment is not explicitly labeled in the data,
for instance, cars always drive on the road, and pedestrians do not walk into
walls. Modeling logical formulas as computation graphs provides a natural way,
in terms of language and computation, to incorporate contextual knowledge into
the training process, thereby infusing desirable behaviors into the model which,
as demonstrated through this example, can improve long-term prediction perfor-
mance despite access to only short-term data. We generate a dataset of signals
s by adding noise to the tanh function with random scaling and offset. With the
first 10 time steps as inputs (i.e., trajectory history), we train a long short-term
memory RNN to predict the next 10 time steps (i.e., future trajectory). This is
visualized as the green and blue lines respectively in Figure 6. Suppose, based
on contextual knowledge, we know a priori that the signal will eventually, be-
yond the next ten time steps, be in the interval [0.4, 0.6]. Specifically, the signal
will satisfy φ = ♦[0,5] (s > 0.4 ∧ s < 0.6). We can leverage knowledge of φ
by rolling out the RNN model over a longer horizon, beyond what is provided
in the training data, and apply the robustness loss on the rolled-out signal s(i)
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Fig. 6: Comparison of a sequence-to-sequence prediction model without (left)
and with (right) robustness regularization. With robustness regularization, the
model achieves desired long-term behavior φ = ♦[0,5] (s > 0.4 ∧ s < 0.6)
despite having access to only short-term behaviors during training.
corresponding to the input x(i). We use (2) as the loss function where L0 is the
mean square error reconstruction loss over the first ten predicted time steps,
and Lρ =
∑
i ReLU(−ρ(s(i), φ)) is the total amount of violations over the ex-
tended roll-out. With γ = 0.1, Figure 6 illustrates that with STL robustness
regularization, the RNN model can successfully predict the next ten time steps
and also achieve the desired long-term behavior despite being only trained on
short-horizon data.
5 Future Work and Conclusions
Our proposed technique, stlcg, transcribes STL robustness formulas as compu-
tation graphs. This transcription enables logical specifications to be incorporated
into problems that are amenable to gradient-based solution methods. We show
that we are able to infuse logical structure in a diverse range of robotics appli-
cations such as motion planning, behavior clustering, and deep neural networks
for model fitting and intent prediction. We highlight several directions for fu-
ture work that extend the theory and applications of stlcg as presented in this
paper. The first aims to extend the theory in order to enable optimization over
parameters defining time intervals over which STL temporal operators hold, and
to also extend the language to express properties that cannot be expressed by the
standard STL language. The second involves investigating how stlcg can help
verify and improve the robustness of learning-based components in safety-critical
settings governed by spatio-temporal rules, such as in autonomous driving and
urban air-mobility contexts. The third is to connect supervised structure in-
troduced by logical specifications with unsupervised structure captured in the
latent spaces of deep learning models. This connection may help provide inter-
pretability via the lens of temporal logic into neural networks that are typically
difficult to analyze.
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