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Abstract
This dissertation explores the influence of the environment on the lateral spatial patterning of facies in modern isolated carbonate platforms through six studies. The
first study describes the creation of a database of benthic habitat and bathymetric
maps derived from multispectral satellite imagery and the field data used calibrate
and validate the mapping algorithms. The second study develops and assesses a new
approach for remotely-deriving water depth from multispectral satellite imagery without the need for ground-truth information. The third study identifies a criterion for
distinguishing between facies belts and mosaics and deploys the criterion to investigate the co-occurrence of these arrangements within modern carbonate depositional
systems. The fourth study explores the geologic history of an isolated carbonate platform in the Bahamas, Cay Sal Bank, to understand why the lateral spatial pattering
observed in this site differs from the patterns observed in neighboring platforms. The
fifth study explores the distribution of carbonate facies in relation to wave energy and
water depth for two detached ramps in the Red Sea, Ras Al-Qisbah and Al Wajh.
The last study investigates the recovery of scleractinian communities along the coasts
of two islands in the Galapagos archipelago, Darwin and Wenman (Wolf) Islands,
following a large-scale disturbance. Together, these six studies provide new insight
into the spatial patterning of facies within modern carbonate depositional systems
and the influence of the environment on the observed arrangements.
Keywords: Coral reef, Remote sensing, Carbonate Geology, Seafloor mapping,
Bathymetry
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5.2
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A) The Cay Sal Bank (CSB) is a 6000 sq. km isolated carbonate platform located between south Florida, Cuba, Great Bahama Bank (GBB)
and Little Bahama Bank (LBB). B) Seafloor morphology of CSB based
on National Ocean Service Hydrographic Survey Data. Current vectors
and rates of flow (arrows) generalized from the Florida Straits, South
Florida and Florida Keys Hybrid Coordinate Ocean Model (FKeySHYCOM) - Kourafalou and Kang (2012). . . . . . . . . . . . . . . . .
Locations of seabed video, single-beam bathymetric soundings, and
subbottom profiles superimposed on a grayscale Landsat image of the
Cay Sal Bank. Emergent Cays are labeled. Credit: Landsat courtesy
of U.S. Geological Survey. . . . . . . . . . . . . . . . . . . . . . . . .
Habitat map of Cay Sal Bank created from Worldview-2 satellite imagery and calibrated by field survey. The 11 habitat classes are described in Table 5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . .
Planform width map of the Bahamas carbonate platforms. Hotter
colors demark wider, more laterally expansive, platforms. For instance,
the central axis of the Great Bahama Bank (GBB) is offset from the
bank’s margin by 80 km. The central axis of Little Bahama Bank
(LBB) and Cay Sal Bank (CSB), by contrast, are offset by half that
distance. TOTO = Tongue of the Ocean. Landmasses are colored
black and deep water is colored blue. . . . . . . . . . . . . . . . . . .
A) The six focus areas for which MODIS-Aqua sea-surface temperature
(SST) data were assembled. B) Plot of mean monthly SST for the six
focus areas (circles) ±1 standard deviation (error bars) for the period
Jan. 2002-Dec. 2011. The largest platforms (Great and Little Bahama
Bank) display cooler winter temperatures than the smaller platforms.
Hogsty and the Inaguas, both small platforms, report warmer winters
and cooler summers than the large systems. The platforms with nonaggraded margins (CSB and Cat Island platform) show no difference
in ocean climate to those with aggraded margins. . . . . . . . . . . .
A) 2010 annually averaged surface currents (vectors and color for speed)
for the Cay Sal Bank (CSB) and surrounding waters computed with
the Florida Straits, South Florida and Florida Keys Hybrid Coordinate Ocean Model (FKeyS-HYCOM). The Florida Current (FC) does
not incur onto the platform top of the CSB. B) Seasonally-averaged
winds for the CSB for the year 1975 (upper, dry season: OctoberMarch; lower, wet season: April-September). U.S. Naval Weather Service Command - modified from Goldberg (1983). The CSB sits in the
trade wind belt and winds are principally from the east during most
of the year, with secondary peaks from the northeast during the dry
season and from the southeast during the wet season. . . . . . . . . .
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5.7

Grain-size distribution map for Cay Sal Bank interpolated from 90
surficial sediment samples. The platform-top can be partitioned into
two precincts on the basis of grain-size. The northeastern precinct is
more grainy than the southwestern, a gradient consistent with influence
of prevailing trade winds. . . . . . . . . . . . . . . . . . . . . . . . . .
5.8 Scatterplot of mean grain-size (M) versus sorting (D) calculated following Folk and Ward (1957) for 90 surficial sediment samples. Differences
in these statistical parameters support the partitioning of the Cay Sal
Bank into two precincts. . . . . . . . . . . . . . . . . . . . . . . . . .
5.9 A) Seafloor morphology of Cay Sal Bank based on National Ocean
Service Hydrographic Survey Data showing the position of two downflank subbottom profiles, B normal to the bank’s western margin, and
C normal to the southern margin. Prevailing wind is from the east.
B) Subbottom profile across the western flank of the platform shows
approximately 20m thickness of Holocene sediment overlaying featureless Pleistocene bedrock in the form of a downslope sediment wedge.
There is no indication for up-growth of Holocene reefs from the Pleistocene surface. The declination angle for the flank is 40◦ down to 200m
below present sea level, flattening to 3◦ from 200 m to 300 m depth.
C) Subbottom profile across the southern flank of the platform. As
for B, the Pleistocene bedrock is featureless and the development of
platform-margin reefs is not evidenced. Like B, the flank’s declination
for C is 40◦ down to 200 m below present sea level, but flattening to
only 10◦ at greater depth. We interpret the difference in declination of
the slope beyond 200 m between B and C to be related to the Florida
Current (FC) which interacts only with CSB’s western margin. . . . .
5.10 Sea-surface temperature (SST) satellite data for the Bahamas, acquired
February 23rd 2010. These data have a 1 km 1 km resolution and are
derived from the MODIS-Aqua thermal IR channels. White areas are
cloud contaminated and contain no data. The pattern of SST shows
the cooling of waters atop the Great Bahama Bank (GBB) and Little
Bahama Bank (LBB), the outflow from which has cooled the Tongue
of the Ocean (TOTO). Similar cooling of surface waters, but to a lesser
extent, can be seen atop Cay Sal Bank (CSB). . . . . . . . . . . . . .
5.11 A)Worldview-2 satellite imagery showing the placement of a subbottom
profile across an unfilled karst depression (blue hole). Sediment infill
is asymmetric. The sediment wedge is more substantial on the eastern
(upwind) margin of the sinkhole than the western. B) A similar profile
to A, but this profile bisects a sinkhole that has been completely infilled
by sediment. The buried throat of the depression is colonized by a
dense meadow of seagrass. C) Location of A and B on the platform
top of the Cay Sal Bank. The sinkholes in A and B both have crescentic
platform-top reefs associated with their western margins. . . . . . . .

xiii

141

142

144

147

151

5.12 A), B), and C) Paleogeographic maps depicting the inundation of Cay
Sal Bank (CSB) (top) and Great Bahama Bank (GBB) (bottom) by
Holocene sea-level (SL) rise as tracked by the curve of Toscano and
Macintyre (2003). Rates of sea-level rise (mm yr1 ) taken from Toscano
and Macintyre (2003) from the present to 11,000 yrs BP and from
Alley et al. (2005) from 11,000 yrs BP to 12,000 yrs BP. Bathymetry
for CSB is WV2-derived and for GBB is from Lee et al. (2010), Fig.
1c, Z. P. Leepersonal communication (2012). Sea-level position at each
time step is denoted (11,000, 8000, and 6000 yrs BP). 50% of the CSB
platform-top is flooded by 8000 yrs BP at a rate 5.2-11 mm yr1 which
equals or exceeds the keep-up ability of most Caribbean reefs. The
platform-top of GBB is flooded later and at a slower rate. . . . . . . 154
6.1

6.2

Two conceptual models depicting facies accumulation in the shallow
photic zone. The models show how laterally continuous shore-parallel
belts are promoted when facies are differentiated by water depth. (A)
As shown in the simplified log, lateral migration of these facies belts
should, when Walthers Law applies, generate the kinds of idealized successions of carbonate strata as depicted, for example, by James (1984).
Meanwhile, the consequence of facies substitutability with depth generates sedimentologic heterogeneity and delivers a complex facies mosaic.
(B) In this case, lateral migration of the deep subtidal facies does not
deliver a log from which fluctuations in sea-level can be derived. Note
that in both scenarios, the shallow subtidal beach facies and peritidal mudflats are laterally continuous as their deposition is governed
by the distinct hydrodynamics that governs this zero-depth zone. It
is for this reason, along with their limited diversity, that peritidal and
shallow subtidal carbonate lithofacies reliably record sea-level position.
Results from this study will evidence scenario B to be more realistic
than A and caution on the over interpretation of deep subtidal lithofacies to infer sea-level position in the geological record. . . . . . . . . 159
Location of the two focus areas, Ras Al-Qasabah and Al Wajh, on the
east coast of the Saudi Arabian Red Sea. QuickBird satellite imagery
(DigitalGlobe Inc.) shows extensive coral reefs and associated carbonate sediments (blue to turquoise) rising out of deep water (black).
Emergent sand cays and islands are tan to white. (A) Facies maps
atop gray-scale satellite imagery. (B) Maps compiled by interpretation
of satellite imagery guided by seabed observations (white dots). Note
scale change between focus areas. . . . . . . . . . . . . . . . . . . . . 164
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Bathymetry models for the two focus areas, Ras Al-Qasabah and Al
Wajh, atop gray-scale satellite imagery. (A) Water depth retrieved
from the imagery via spectral modelling calibrated by field-acquired
acoustic depth soundings. Models of significant wave height, Hm0 ,
describe the mean of the 33% highest waves for the period 1999 to
2008 as predicted by the configuration of the coastline, bathymetry,
and regional meteorological conditions (text for details). (B) In the Al
Wajh lagoon, the linear green streaks corresponding to wave heights in
the range of 1.0 to 1.5 m are created by the constructive interference
of swell entering the lagoon through apertures in the reef rim. . . . .
An example using synthetic data to illustrate the behavior of the Shannon evenness index (E) with varying proportions of four classes over
40 depth bins (calculated using successive implementation of Eq. 6.6).
Class 3 accounts for 100% of occupancy at 0 m water depth; there is
therefore no diversity in occupancy and the relationship between depth
and class occurrence is completely deterministic. The situation is the
same for Class 1 at 40 m depth. At 20 m depth, however, there is
25% occupancy for each of the four classes which represents the maximum possible level of diversity between the four classes and therefore
minimum intensity of determinism (E = 0%). . . . . . . . . . . . . .
Ras Al-Qasabah. (A) plots the abundance of facies patches (%) for each
water depth (top) and Shannon evenness (E) characteristics of facies
as related to water depth (bottom). (B) plots the abundance of facies
patches (%) for each significant wave height (top) and E characteristics
of facies as related to wave height (bottom). . . . . . . . . . . . . . .
Al Wajh. (A) plots the abundance of facies patches (%) for each water depth (top) and Shannon evenness (E) characteristics of facies as
related to water depth (bottom). (B) plots the abundance of facies
patches (%) for each significant wave height (top) and E characteristics of facies as related to wave height (bottom). . . . . . . . . . . . .
Cumulative distribution functions for the rock-equivalent Dunham textures mapped in Ras Al-Qasabah (A) and Al Wajh (B). X-axis - log
(facies body area), y-axis log probability of encounter P (X ≥ x).
Straight-line trend throughout each population indicates power-law
relationships, upheld by the statistical test of Clauset et al. (2009).
Median water depth for each facies body is indicated by marker size
and colour. No systematic relationship between depth and body area
is evident. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Cumulative distribution functions for the rock-equivalent Dunham textures mapped in Ras Al-Qasabah (A) and Al Wajh (B). Median significant wave height (Hm0 ) for each facies body is indicated by marker
size and color. As for water depth, no systematic relationship between
wave height and body area is evident. . . . . . . . . . . . . . . . . . .

xv

167

171

172

173

174

175

6.9

(A) plots the cumulative probability (y-axis) that each facies occurs
within a given depth bin or deeper (x-axis) as derived from the facies
and depth maps for Ras Al-Qasabah and Al Wajh. Depth bins are
5 m wide and span the range of 0 to 40 m. (B) highlights the implication of the facies-depth trends identified in (A) for interpreting
two hypothetical subtidal parasequences. Taking an 80% level of confidence (bounded by the horizontal broken lines in A), two possibilities
are presented for the position of sea-level through deposition of the two
parasequences. First, that at the base of the parasequence, the occurrence of wackestone indicates water depths greater than 10 m, which
shallow to less than 20 m for the deposition of the beds of grainstone,
rudstone, and boundstone. Second, and equally probable, both parasequences could have been deposited under a water depth of 10 to 15 m
and a static sea-level (all facies occur within this depth range). Using
the Red Sea data as an analog, with an 80% level of confidence, it cannot be unequivocally stated that the hypothetical subtidal sequences
are upward shallowing. . . . . . . . . . . . . . . . . . . . . . . . . . . 178

7.1

a Galápagos study sites and views of landmarks at northernmost b
Darwin and c Wenman. Wellington Reef location at Darwin is on old
reef framework patch, and coral community study site in Shark Bay is
in protected coral zone. . . . . . . . . . . . . . . . . . . . . . . . . . . 193
Views of Wellington Reef based on bathymetry extraction from WorldView2 satellite imagery. a Location of reef (burgundy) in relation to carbonate sand patches and surrounding basalt substrate types. b Colorcoded carbonate buildups over a 10-20 m depth range between Darwins
Arch and east Darwin shore. Circles on reef denote locations of sampling sites S1-S3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
a Wellington Porites stack at Darwin (14 October 2014, 17 m depth,
courtesy V.W. Brandtneris) about 2 m high; other stacks visible in
background. b Coral community, Shark Bay, Wenman (25 July 2007,
9 m depth, courtesy A. Hearn). . . . . . . . . . . . . . . . . . . . . . 200
Wellington Reef stack heights, a as a proxy for geomorphology, the
sequence of measured stacks (5-10 m apart) illustrates variability in
stack height and overall framework rugosity, b frequency of occurrence,
c versus reef depth. d Wenman coral community colony heights versus
depth. Dashed red lines in c, d denote mean framework heights. . . . 201
Live coral cover over a 30 m depth gradient at Shark Bay (Wenman),
from 1975 and 2012 surveys. Dots denote species presence at <1% cover.202
Size distributions of the linear skeletal growth axes of Porites lobata in
2000 (18 August), 2007, and 2012, Wellington Reef. Gray bars denote
colonies with dead patches. . . . . . . . . . . . . . . . . . . . . . . . . 205
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a Coral cover trajectories on two northern and nine central/southern
Galápagos islands following the 1982/1983 El Nino bleaching/mortality
event. Outward and inward pointing arrows denote increasing and decreasing coral cover, respectively. b Corresponding E. galapagensis
mean densities, from multiple quantitative surveys, 1975-2012. Geographic position of Champion Island offset in a and b. . . . . . . . . . 213
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Chapter 1
Introduction, Objectives, and
Structure
1.1

Impetus

The origins and environmental controls producing complex arrangements in the accumulation of sediments within shallow water carbonate depositional systems, such as
coral reefs, remain poorly understood. This partial understanding, in turn, leads to
uncertainty when trying to extract information about environmental change within
the carbonate rock record. As introduced by Ginsburg (1974), comparative sedimentology investigates the influence of the environment on sediment accumulation
within Modern carbonate systems to better understand the processes that generated
patterns within ancient systems. This strategy can serve to reduce uncertainty in
reconstructions of environmental change. Fundamental to this process is the creation
of sediment accumulation maps from Modern systems that can be associated with
reliable information about the environment. A common approach to the creation of
such maps is to produce classification maps with very-fine spatial resolutions (< 5 m)
from multispectral imagery acquired by satellite-born sensors to delineate different
types of sediment accumulations within a landscape. These data provide quantitative
information on the spatial patterns of sediment accumulation in Modern carbonate
depositional systems, and by associating them with in situ and remotely-sensed information on the environment, the relative contribution of different environments to the
formation of these patterns can be assessed. In this manner, hypotheses about the
expected properties and development of the complex spatial patterns of sediment accumulation can be tested. This also requires a database of detailed maps of carbonate
depositional systems from around the world.
1

A major component of this dissertation is the characterization of tropical carbonate landscapes through the production of benthic habitat and bathymetric maps
to provide a synoptic overview of facies arrangements. Such maps provide the global
database of fine-resolution classification maps needed to understand the relationship
between the spatial patterning of sediment accumulation within modern carbonate
landscapes and the environmental parameters delivering the observed patterns.
1.2

Shallow Marine Carbonate Depositional Systems

By studying modern carbonate depositional systems as analogs for ancient systems,
environmental processes can be linked to the spatial patterning of sediment accumulations (Ginsburg, 1974; Purkis, 2018). These connections, in turn, allow for interpretation of the spatial distribution of sedimentary rocks with specific characteristics
(i.e., facies) within ancient systems to reconstruct environmental change. Carbonate depositional systems are useful for such reconstructions because many carbonate
sediments are autochtonous, meaning they tend to accumulate close to their point
of production. This means that stratigraphic sequences of carbonate facies have the
potential to provide a rich sedimentary record of environmental change over geologic
timescales within an area (Wilson, 1986; Schlager, 2005; Tucker and Wright, 2009).
Biology plays a critical role in the development of shallow-water carbonate
depositional systems. In modern systems, biologic producers of carbonate sediment
include a variety of invertebrates and algae (Wood, 1999; Braithwaite, 2005). Important carbonate producing invertebrates include, but are not limited to, bivalves,
gastropods, cephalopods, brachipods, echinoderms, scleractinians, bryozoans, poriferans, and annelids. Important carbonate producing algae include rhodophytes (e.g.,
Porolithon, Lithothamnion), chlorophytes (e.g., Halimeda, Penicillus), and coccolithophores. Foraminiferans, a protist, are also important carbonate producers. These
organisms and others (e.g., seagrasses, cyanobacteria, microbes, mangroves) also contribute to sediment accumulation by baffling, trapping, and binding loose sediments,
and, in certain cases, mediating the production of carbonate themselves. Thus, the
distribution of carbonate facies within an area is controlled, in part, by the distribution of these organisms which is controlled by the environmental parameters (e.g.,
light availability, hydrodynamic regime, etc.) that enable or inhibit their growth.
Additionally, bioerosion and bioturbation alter and redistribute carbonate sediments.
The key environmental factors influencing the development of shallow-water
carbonate depositional environments (Tucker and Wright, 2009) are water tempera-
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ture, salinity, nutrient supply, turbidity, water depth, and the hydrodynamic regime
(e.g., circulation, wave activity, current strength, turbidity). Temperature and salinity control the distribution of carbonate-producers because the majority of these
organisms can only tolerate a narrow range of these two parameters. For example,
sea surface temperatures 1◦ C above average for periods of 4 to 6 weeks can cause scleractinians to expel their endosymbiotic algae (i.e., zooxanthellae) in a process called
bleaching (Glynn and D’croz, 1990; Jokiel and Coles, 1990). Large-scale bleaching
events have caused extensive mortality within coral reef benthic communities around
the world, with obvious implications for carbonate production (Perry and Morgan,
2017). Turbidity and water depth affect the availability of photosynthetically active
radiation (PAR) used by many shallow-water carbonate producers, and the suspended
sediments and particles within turbid environments can inhibit photosynthesis by algae and zooxanthellae commonly inhabiting carbonate-producing heterotrophs. The
hydrodynamic regime also influences the spatial distribution of organisms. For example, some corals prefer highly turbulent areas while other organisms, such as sea
grasses, prefer low energy environments. Additionally, sediments can be reworked,
sorted, and transported by waves and currents. These environmental parameters are
spatially variable within carbonate depositional systems. There can be, however, a
certain consistency to the lateral distribution of the depositional settings, and this observation led to the development of an idealized framework for the lateral distribution
of carbonate facies, for instance, with regard to water depth and/or hydrodynamic
energy (Figure 1.1).
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Figure 1.1: Overview of the carbonate facies belt model. Adapted from Schlager
(2005) and Wilson (1986), with permission.

1.3

Remote Sensing of Carbonate Landscapes

Carbonate landscapes tend to be extensive in size and to map large areas at a fine
resolution can be challenging. In this dissertation, a remote-sensing approach was
taken because it allows for a synoptic overview of geomorphologic features within a
carbonate landscape at a scale that would be impossible to achieve with fieldwork.
This overview is useful in understanding the geospatial patterning of sediment accumulation within the landscape and can be created for locations where physical access
limited. As summarized by Purkis and Klemas (2011), remote sensing provides information on a subject without direct interaction between the sensor and the subject.
Sensors can be active (i.e., emitting a signal and recording the reflected signal) or
passive (i.e., recording an ambient signal), and imaging sensors can be panchromatic,
multispectral, or hyperspectral. The sensors can also be mounted on different platforms, such as planes or satellites. Each aspect of sensor design has its own benefits
and limitations, and the selection of an appropriate sensor for a project depends on the
mission parameters and goals. For remote carbonate landscapes, passively-acquired
multispectral satellite imagery provides a cost-effective set of spectral observations
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that can be used to characterize the benthic and topographic character of the seabed
(Purkis, 2018). Figure 1.2 provides a diagrammatic overview of the sources of radiance
contributing to the spectral signal observed by a passive, multispectral satellite-based
sensor.

Figure 1.2: Diagrammatic overview of the sources of radiance contributing to the
spectral observations acquired by a passive, multispectral, satellite-based sensor.
Classification of the seafloor in carbonate landscapes from space-borne sensors is possible because different benthic constituents can have different spectral signatures (Hochberg and Atkinson, 2000; Hochberg and Atkinson, 2003; Hochberg
et al., 2003, 2004; Purkis and Pasterkamp, 2004; Purkis, 2005). Additionally, the
reflectance spectrum for a given constituent’s spectrum is geographically invariant
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(Hochberg and Atkinson, 2003). While broadband sensors are limited in the number
of spectral classes they can reliably distinguish (Hochberg et al., 2003), there is often enough spectral information to delineate larger scale geomorphic features within
carbonate landscapes (Purkis et al., 2005).
Seafloor classification techniques traditionally use a pixel-based approach to
image analysis (e.g., Andréfouët et al., 2003); however, object-based image analysis
has become identified as an alternative approach (Phinn et al., 2012; Saul and Purkis,
2015). Under pixel-based approaches, the pixel is the minimum mapping unit, and
classification is based on the spectral information associated with that unit. Objectbased image analysis, in contrast, uses a process called image segmentation to create
polygons (i.e., object) that delineate groups of spectrally-similar, neighboring pixels,
and these objects, rather than the pixels, are the minimum mapping unit used for
either manual or automated classification (Navulur, 2006). The benefit of the latter
approach is that it provides more information (e.g., geometric properties, neighborhood associations) for classification than the former, and it also reduces the total
number of elements to be classified. There are, however, two disadvantages to this
approach. First, the algorithms for image segmentation are very complex, and the
most advanced versions of these algorithms are proprietary and can only be accessed
through licensed software (e.g., eCognition, ENVI, ArcGIS, etc.). Second, the increased information available for classification also means that manually identifying
the most useful properties for classification can be incredibly difficult, and advanced
computational techniques (e.g., classification and regression trees, machine learning,
automated neural networks, etc.) must be employed. In this dissertation, I primarily
employ object-based classification with eCognition using classification and regression
trees.
Water depth within a carbonate landscape can be derived from observations
of remote sensing reflectance at the water’s surface (Lyzenga, 1978, 1985; Clark et al.,
1987; Philpot, 1989; Bierwirth et al., 1993; Sandidge and Holyer, 1998; Lee et al.,
1999; Dierssen et al., 2003; Stumpf et al., 2003; Adler-Golden et al., 2005; Albert and
Gege, 2006; Conger et al., 2006; Lyzenga et al., 2006; McIntyre et al., 2006; Bills et al.,
2007; Mishra et al., 2007; Hogrefe et al., 2008; Brando et al., 2009; Lee et al., 2013;
Garcia et al., 2014; Jay and Guillaume, 2014; Ma et al., 2014; Eugenio et al., 2015;
Pacheco et al., 2015; Kerr and Purkis, 2018). Such derivations are possible because
light attenuates exponentially with increasing water column thickness according to
the Lambert-Beer Law (Figure 1.3; Gordon, 1989). The actual rate of attenuation
within a water body depends on the inherent optical properties (IOPs) and apparent
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optical properties (AOPs) of the water column (Mobley, 1994). The former includes
those properties inherent to the water column itself, such as absorption and scattering,
and the latter are a function of the IOPs and the geometric properties of the ambient
light field (Mobley, 1994). Radiative transfer theory bridges the gap between the two
set of properties and allows for the derivation of water depth from remotely-sensed
imagery (Figure 1.3).

Figure 1.3: Diagram showing how different wavelengths of light within the visible
and near infra-red regions of the electromagnetic spectrum penetrate the water column for the clearest waters. The visible region (400 nm to 700 nm) is important for
two reasons. First, this is the region of photosynthetically active radiation (PAR),
which is used by organisms for photosynthesis, and second, it has the greatest penetration into the water column, which makes it the most useful region for passive
remote sensing of the seafloor.
Techniques for optical derivation of water depth can be physics-based or
statistical in nature. Physics-based approaches are rooted in radiative transfer theory, and they attempt to solve for unknown parameters within the radiative transfer
equations using inversion or optimization (e.g., Lee et al., 1999; Adler-Golden et al.,
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2005; Albert and Gege, 2006; Brando et al., 2009; Lee et al., 2013; Garcia et al.,
2014; Eugenio et al., 2015). These approaches are useful for seafloor mapping when
there is a lack of ground-truth information and when reasonable assumptions about
the properties of the water column can be made. Alternatively, statistical approaches
compare observed remote sensing reflectance to known water depths with a regression
model to estimate prediction coefficients, and these constants are applied scene wide
to predict water depth throughout an image (e.g., Lyzenga, 1985; Clark et al., 1987;
Stumpf et al., 2003; Conger et al., 2006; Lyzenga et al., 2006; Pacheco et al., 2015).
While the latter approaches are easier to implement than the former, they require
ground-truth observations on water depth to allow for tuning of the prediction coefficients. In either case, the result is a digital terrain model (DTM) that captures
seafloor bathymetry which can be used to better understand environmental processes
in these landscapes.
The mapping of seafloor character using remotely-sensed information has
proven useful in understanding the spatial properties of carbonate despositional systems (Purkis, 2018). Using information gathered through remote sensing, researchers
have begun to identify spatial patterns in sedimentary bodies that could be useful
in understanding the sub-surface spatial distribution of carbonate rocks (Purkis and
Riegl, 2006; Purkis et al., 2007; Schlager and Purkis, 2013; Rankey, 2016). For example, it may be possible to predict the number of sedimentary bodies of a given size
(e.g., 100 m2 ) observing the frequency of larger bodies (e.g., 1000 m2 ), however, there
is debate over how to model this relationship between lateral size and frequency of
occurrence.
1.4

The Global Reef Expedition

The opportunity to visit and map a variety of carbonate despositional systems around
the world was provided through the Global Reef Expedition (GRE) orchestrated by
the Khaled bin Sultan Living Oceans Foundation (KBSLOF). From 2011 through
2015, a total of 18 research cruises were conducted to locations in the Atlantic, Pacific,
and Indian Oceans and the Caribbean Sea, Pacific Ocean as part of the GRE. From
2007 to 2009, the KBSLOF conducted four cruises to locations in the Red Sea along
the coast of Saudi Arabia. Seafloor maps were created from very-fine resolution
multispectral satellite imagery to provide a synoptic overview of the distribution of
seafloor features to compliment the information gathered through in situ surveys.
The database of seafloor maps also provides a unique opportunity to investigate the
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spatial patterns of sediment accumulations within carbonate depositional systems
from around the world because the scope, scale, and detail provided by this database
is unprecedented, allowing a further examination of pattern and process in carbonate
landscapes.
1.5

Objectives

The major objectives of this study are five-fold. The first objective is to assemble a
database of benthic habitat and bathymetric maps for carbonate landscapes around
the world that can be used to investigate the environmental controls on the spatial
patterning of sediment accumulations within carbonate depositional systems. To
meet this objective, a methodology for creating seafloor classification maps at a veryfine spatial resolution over large spatial extents using object-based image analysis
was devised. The second objective was to address a known gap in seafloor mapping.
When ground-truth data are lacking, the ability to produce detailed and reliable maps
describing seafloor topography is severely inhibited. To address this issue, a method
for deriving water depth without the need for ground-truth data was developed. The
third objective is to provide a quantitative measure of spatial patterning in carbonate
despositional systems. This is achieved by developing an index based on spatial
correlation and deploying it to the database of seafloor classification maps assembled
in the previous study. The fourth major objective of this study is to use the seafloor
maps to better understand the environmental mechanisms controlling lateral spatial
patterning of facies in carbonate depositional systems. To achieve this objective,
the spatial distributions of carbonate facies within modern systems are compared
with environmental parameters in two investigations. In the first, the geomorphology
of an a large (∼6000 km2 ) isolated carbonate platform is examined to understand
why the lateral distribution of sediments within differ from neighboring platforms.
In the second, the relationship between the lateral distribution of facies with water
depth and wave energy in two detached ramps is examined. The final objective is to
examine the link between environmental conditions, biologic carbonate production,
bioerosion by echinoids, and carbonate framework development in two sites with less
than optimal conditions for carbonate development.

9

1.6
1.6.1

Structure
Chapter 2: Large-scale mapping of carbonate landscapes in five
regions around the world using very-fine resolution multispectral
imagery

Mapping the distribution of sediment accumulations within modern carbonate depositional systems is useful for understanding how the patterns within the rock record
were delivered by the environment. By themselves, such maps can be examined to
identify qualitative and quantitative characteristics that can then be used to understand the spatial properties of facies within the rock record. These maps can also
be combined with additional information about the depositional environment (e.g.,
water depth, wave height, etc.) to understand how these parameters influence the
spatial patterns of sediment accumulations and facies. This chapter describes the
methods used for ground-truth data collection, image processing, seafloor classification, and optical-derivation of water depth in the creation of a global database of
seafloor maps. The resulting database provides a detailed looked at the mapped carbonate landscapes and allows for interrogations into the quantitative properties of
sediment accumulations in these systems and the relationships between these spatial
patterns and the environment.
1.6.2

Chapter 3: An algorithm for optically-deriving water depth from
multispectral imagery in coral reef landscapes in the absence of
ground-truth data

One obstacle to mapping the character of remote carbonate landscapes encountered
during the assembly of the map database in Chapter 2 was the lack of ground-truth
information. The paucity of data is due to difficulty in accessing the remotes regions
of the tropical ocean. This chapter describes an algorithm for deriving water depth
from a multispectral satellite image without the need for in situ measurements of
water depth, bottom reflectance, or properties of the water column associated with
light attenuation. The algorithm is demonstrated using a total of 10 satellite scenes
across 5 sites by comparing in situ water depth observations against predicted water
depths, and a sensitivity analysis shows that the approach is sensitive to change in
light attenuation while being robust to change in bottom reflectance.
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1.6.3

Chapter 4: A quantitative criterion with which to distinguish facies
belts from mosaics in carbonate deposystems

The classic model for the spatial distribution of facies within a carbonate depositional system is a series of shore- or margin-parallel belts with relatively consistent
lithological, biological, and sedimentological properties (Wilson, 1986; Schlager, 2005;
Tucker and Wright, 2009). There exists, however, spatial heterogeneity in the lateral
spatial patterning of carbonate facies that this belt model does not capture (Wright
and Burgess, 2005; Rankey, 2016). Recognition of this limitation led to the development of an alternative, called the facies mosaic model, which describes the spatial
patterning of carbonate facies as non-linear with a level of complexity that may be
indistinguishable from random. This model also contains its own limitations though.
Specifically, the definition of a facies mosaic is vague, and there exists no objective test for discriminating between the two landscape types. The data set of facies
classification maps for sites around the world provides an opportunity to identify a
quantitative index that can be used to distinguish between belt-like and mosaic-like
landscapes. This chapter develops an index based-on variogram analysis that can
achieve such a goal. The results of the study suggest that there is a continuum of
arrangements between belt-like and mosaic-like landscapes with carbonate depositional systems and that there are consistent patterns in the spatial distribution of the
different arrangements between sites.
1.6.4

Chapter 5: Large-scale carbonate platform development of Cay Sal
Bank, Bahamas, and implications for associated reef geomorphology

Cay Sal Bank is a carbonate platform in the Bahamian Archipelago located midway between southern Florida and northern Cuba. Field data and seafloor maps
are combined with numeric modeling to understand how the sedimentology and geomorphology of the platform differs from the neighboring Great Bahamas Bank. A
difference in flooding history is identified as the most likely driver in the differing
development of these two carbonate depositional systems.
1.6.5

Chapter 6: Unravelling the influence of water depth and wave energy on the facies diversity of shelf carbonates

Fundamental to carbonate sequence stratigraphy is the idea that the changes in sediment accumulation observed within the rock record are predominantly due to change
in relative sea-level (Immenhauser, 2009). However, in the zone of maximum car11

bonate production (shallower than 40 m), the strength of this relationship weakens
due to wave-induced erosion and sediment redistribution and the greater diversity of
grain producers. In this study, field data and seafloor classification maps are combined with hydrodynamic modeling to investigate distribution of facies within Ras
Al-Qasabah and Al Wahj in the Red Sea along the eastern coast of Saudi Arabia. The
results demonstrate that, for the shallow photic zone, wave energy and water depth
both exert a strong influence on facies distributions within the two sites. In terms
of interpretation of the carbonate rock record, the results suggest that caution must
be taken when inferring change in relative sea-level from vertical transitions between
carbonate facies because wave energy is also a critical control on patterns of sediment
accumulation.
1.6.6

Chapter 7: Coral reef recovery in the Galápagos Islands: the northernmost islands (Darwin and Wenman)

As of 1975, the coral communities of Darwin and Wenman (or Wolf) Islands in the
northern Galápagos Islands were well developed. This includes Wellington Reef, the
largest known structural reef in the archipelago, which is situated along the western
shelf of Darwin Island. The 1982-1983 El Nino event severely degraded these communities. As of 2012, robust recovery has occurred within the coral communities in
these two locations while communities in the rest of the archipelago have shown no
or limited recovery. The lack of recovery in the latter locations is attributed to high
rates of bioerosion caused by the echinoid Eucidaris galapagensis. The results of this
study demonstrate the influence of biological agents on post-disturbance recovery and
highlights the need for quantification of rates of bioerosion to better understand the
role of this phenomenon in the development of carbonate landscapes.
1.6.7

Chapter 8: Conclusions, Summary, and Future Research

The final chapter summarizes the results of the research presented in Chapters 2
through 7 and discusses the significance and limitations of the work. The overall
conclusions are stated, and future avenues of research are introduced.
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1.7

Statement of contributions

Table 1.1 below presents my contributions for the eight chapters included in this
dissertation. For Chapters 1, 2, 3, 4, and 8, I was the primary author and contributor.
For Chapters 5, 6, and 7, I was a co-author, and the listed proportions represent my
contributions to each.
Table 1.1: Summary of my contributions to the eight chapters of this dissertation.
Chapter
Chapter
Chapter
Chapter
Chapter
Chapter
Chapter
Chapter
Chapter

1
2
3
4
5
6
7
8

Concept
Data
Data
Manuscript Critical
and Design Acquisition Analysis
Drafting
Revision
100%
100%
100%
100%
90%
100%
90%
95%
100%
90%
100%
90%
100%
100%
100%
90%
100%
100%
100%
100%
50%
90%
50%
50%
50%
33%
5%
50%
33%
33%
20%
20%
20%
20%
20%
100%
100%
100%
100%
90%
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Chapter 2
Large-scale mapping of carbonate
landscapes in five regions around
the world using very-fine resolution
multispectral imagery
2.1

Introduction

Carbonates depositional systems change in response to many environment variables.
The spatial distribution and accumulation of sediments within them produces intricate spatial patterns that can be preserved in the geologic record. Several methods
exist for describing the spatial patterning of facies - distinctive sedimentary units
that form under certain conditions of sedimentation - and they include sequence
stratigraphy and classical geologic mapping. Sequence stratigraphy attempts to subdivide and link sedimentary deposits into unconformity bound units on a variety of
scales and explain these stratigraphic units in terms of variations in sediment supply
and variations in the rate of change in accommodation. Classic geologic mapping
describes the both the lateral and vertical distributions of facies based on field observations. Advancements in technology have allowed mapping efforts to take great
strides from classical manually-produced (e.g., hand-drawn) maps to products derived from remotely-sensed techniques (e.g., satellite imagery, SAR, LiDAR, etc).
However, interpretation of the spatial pattering of sediment accumulations within
the maps has largely remained qualitative. Currently, much effort is focused on identifying the quantitative properties of these spatial patterns that would allow for an
understanding of the environmental controls that conspire to deliver the observed
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patterns.
Maps of sediment accumulation within carbonate depositional systems are
useful for two reasons. First, they allow for both qualitative and quantitative analysis
of the spatial patterns of sediment accumulation within modern carbonate depositional systems. For example, Purkis et al. (2015b) used such maps to examine the
size-pattern distribution of geomorphological elements within modern systems. Second, these maps are also useful because they can be combined with other sources of
information to understand the environmental parameters affecting a carbonate system. For example, Rankey (2016) used maps to examine the relationship between
sediment apron width and wind direction.
In this Chapter, I will describe the compilation of a mapping database that
will be used to investigate the lateral distribution of sediment accumulation within
modern shallow-water carbonate depositional systems. While the database includes
maps created prior to the initiation of this project, they are a minor component. The
majority of maps within the database were created for this project, and the information and procedures used for their production is described. This will include a description of the satellite imagery used as the basis for the maps, the pre-preprocessing
of this imagery, the collection of ground-truth data needed to produce the maps, and
the algorithms used for seafloor classification, water-depth derivation, and spatial interpolation of sediment character. The database is used in Chapters 3 through 7 in
one of three different ways. In Chapter 3, the data are used to validate an algorithm
developed to derive water depth from multispectral imagery when ground-truth data
are absent. Chapter 4 develops a quantitative metric, based on spatial heterogeneity, to better understand the continuum of carbonate depositional landscape types.
Chapters 5, 6, and 7 are examples of how the seafloor maps within the database can
be combined with additional information to better understand the influence of environmental parameters on lateral distribution of carbonate sediment accumulation.
2.2
2.2.1

Methods
Sites

A total of 101 sites around the globe were included in a database of seafloor imagery. The sites are located in five geographic regions: Western Atlantic Ocean
and Caribbean Sea (WAOCS), Eastern Pacific Ocean (EPO), Southern Pacific Ocean
(SPO), Western Pacific Ocean (WPO), and the Red Sea (RS). Figure 2.1 shows the
locations of the five regions. Sites in the WAOCS were located within the Bahamian
15

Archipelago, along the Nicaraguan Rise, and in the Lesser Antilles, while the sites in
the EPO were located within the Galápagos Islands. The SPO included sites within
the Tuamotu Archipelago and the Society, Gambier, and Austral Islands of French
Polynesia as well as the Cook Islands. The WPO included sites within Fiji, Tonga,
New Caledonia, and the Solomon Islands, while the RS included sites along the coast
of Saudi Arabia.
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Figure 2.1: A map highlighting the locations and extents of the five regions in which
the sites included in the global database are located.
Western Atlantic Ocean and Caribbean Sea
In the WAOCS, 5 sites in the Bahamas (Andros Island, Cay Sal Bank, Great Inagua,
Hogsty Reef, and Little Inagua), 3 sites along the Nicaraguan Rise (Alice Bank,
Nuevo Bank, and Serranilla Bank), and the islands of St. Kitts & Nevis, as a single
site, were included in the image database (Figure 2.2). For Andros Island and St.
Kitts & Nevis, seafloor maps were in partnership with the Nature Conservancy, and
the seafloor maps for the remaining sites were created in partnership with the Living
Oceans Foundation. Cay Sal Bank in the Bahamas was the subject of the investigation
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presented in Chapter 5.
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Figure 2.2: A map highlighting the locations of the nine sites within the Western
Atlantic Ocean and Caribbean Sea.
Eastern Pacific Ocean
Eight sites in the EPO included in the image database (Figure 2.3) were located in
the Galápagos Islands (Baltra, Darwin, Floreana, Isabella, Marchena, San Cristóbal,
Urvina and Wolf). Benthic habitat and bathymetric maps were created for seven of
the eight sites in partnership with the Living Oceans Foundation. The eighth site,
San Cristóbal, was not mapped due to a lack of ground-truth information. The maps
for Darwin and Wolf were included in the database used in Chapter 7.
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Figure 2.3: A map highlighting the locations of the eight sites within the Eastern
Pacific Ocean.
Southern Pacific Ocean
For the SPO, the database contained imagery for a total of 45 sites (Figures 2.4
through 2.6). Of these sites, benthic habitat and bathymetric maps were created for
29 sites in partnership with the Living Oceans Foundation with 5 sites located in
the Austral Islands (Maria Oeste, Raivavae, Rimatara, Rurutu, and Tubuai), 3 sites
in the Cook Islands (Aitutaki, Palmerston, and Rarotonga), 7 sites in the Gambier
Islands (Mangareva, Maria Est, Matureivavao, Tenararo, Tenarunga, Vahanga, and
Temoe), 8 sites in the Society Islands (Bellingshausen, Huahine, Maiao, Mopelia,
Scilly, Tahaa & Raiatea, Tetiaroa, and Tupai), and 6 sites in Tuamotu Archipelago
(Aratika, Fakarava, Hao, Rangiroa, Raraka, and Toau). The remaining 16 sites, all
in the Tuamotu Archipelago were not mapped due to a lack of ground-truth data.
The mapped sites were included in the global database used in Chapter 4.
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Figure 2.4: A map highlighting the locations of the 16 sites from the Austral, Cook,
and Society islands located within the Southern Pacific Ocean.
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Figure 2.5: A map highlighting the locations of the seven sites from the Gambier
Islands located within the Southern Pacific Ocean.
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Figure 2.6: A map highlighting the locations of the 22 sites from the Tuamotu
Archipelago located within the Southern Pacific Ocean.
Western Pacific Ocean
In the WPO, the image database included imagery for 34 sites (Figures 2.7 and
2.8). This included 11 sites in Fiji (Cicia, Fulaga, Kobara, Mago, Matuka, Moala,
Nayau, Totoya, Tuvuca, Vanua Balavu, and Vanua Vatu), 11 sites in the Solomon
Islands (Arnavon, Gizo, Malakobi, Marovo, Munda, Nono, Reef Islands, Sikiana,
Tinakula, Utuputa, and Vanikoro), 9 sites in New Caledonia (Cook Reef, Gilbert,
Huon, Merite, Pelotas, Pins & Neulka, Portail, Prony Bay, and Suprise), and 3 sites
in Tonga (Haapai, Niautoputapu, and Vavau). Benthic habitat and bathymetric maps
were created in partnership with the Living Oceans Foundation for all sites except
for Nono and Sikiana, where a lack of ground-truth data prohibited map creation.
Other team members created the seafloor maps for these sites using the same or very
similar methods to those described below (e.g., Saul and Purkis, 2015), and they
collected the ground-truth data for Tonga, New Caledonia, and the Solomon Islands.
The mapped sites were included in the global database used in Chapter 4.
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Figure 2.7: A map highlighting the locations of the 14 sites from Fiji and Tonga
located within the Eastern Pacific Ocean.
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Figure 2.8: A map highlighting the locations of the 21 sites from New Caledonia
and the Solomon Islands located within the Eastern Pacific Ocean.
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Red Sea
The image database included imagery for 5 sites in the Red Sea. The sites (Al Wahj,
Farasan Banks, Farasan Islands, Ras Al Qisabah, and Yanbu) were located along
the coast of Saudi Arabia (Figure 2.9). Benthic habitat and bathymetric maps were
created for these sites in partnership with the Living Oceans Foundation from 2006
to 2009. The map creation process was detailed in Bruckner et al. (2013), and the
spatial patterns within the sites were examined in Rowlands et al. (2014). These sites
were included here because they were part of the global database used in Chapter 4,
and two sites (Al Wahj and Ras Al Qisabah) were used in Chapter 6.
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Figure 2.9: A map highlighting the locations of the five sites located within the Red
Sea.
2.2.2

Satellite imagery

Multispectral satellite imagery was the basis for seafloor classification and bathymetric maps (Figure 2.10). WorldView-2 (WV2) was the primary source of imagery for
84 sites. QuickBird (QB), RapidEye (RE), and Ikonos (IK) were the primary image
sources for 15, 1, and 1 sites, respectively. Each sensor provided the traditional red,
blue, green, and near-infrared (NIR) spectral bands. The spatial resolution of imagery ranged from 2 m (WV2) to 30 m (LS8). Images used for mapping were selected
to provide the best view of the seafloor, and as such, they had minimal possible cloud
cover over the observable seafloor and minimal sun-glint. Overlapping images from
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the same sensor were used to fill gaps caused by clouds and their shadows when possible. In rare instances, imagery from multiple sensors was combined to address such
gaps.

Figure 2.10: A true color mosaic of WorldView-2 satellite imagery for Aitutaki
Atoll, Cook Islands.
2.2.3

Image Pre-processing

Prior to map production, images were pre-processed to above-water remote sensing
reflectance. The first step in this process was to convert the image from digital
numbers (DN), the format in which the data were provided by the vendor, to atsensor radiance, Lobs , using the radiometric calibration values provided in the image
metadata. The next step was applying an atmospheric correction, which accounts for
scattering and absorption within the atmosphere, to estimate above-surface remote
sensing reflectance, Rrs . The overall approach of Vermote et al. (1997) was applied
to make this estimation, and it was performed using the equation (Gilabert et al.,
1994; Chavez, 1996)
Rrs =

Lobs − Latm
Tg Tm Ta E cos θ0
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(2.1)

where Latm is the atmospheric path radiance, Tg , Tm , and Ta were the transmittance
functions for gaseous absorption, molecular (Rayleigh) scattering, and aerosol scattering, E was the extraterrestrial irradiance, and θ0 was the solar zenith angle at
the time of image acquisition, as provided by the image metadata. Each parameter
was forward modeled at a 1-nm resolution for using tropical atmosphere profile of
Vermote et al. (1997).
The path radiance, Latm , is the energy scattered towards the sensor by the
molecular and aerosol constituents of the atmosphere. By assuming that only single
scattering occurs, path radiance was modeled as a linear combination of the two
constituents as (Gordon, 1978; Gilabert et al., 1994)
Latm = Lm + La

(2.2)

where Lm is the molecular path radiance and La was the aerosol path radiance. For
the i-th atmospheric component, the path radiance was modeled as (Saunders, 1990;
Gilabert et al., 1994)


ωi Pi E0 cos θ0
Li = Tg,0 Tg,1 (1 − Ti,0 Ti,1 )
4π(cos θ0 + cos θ1 )


(2.3)

where Ti was transmittance by the selected component, ωi was the single-scattering
albedo, Pi was the phase function, and cos θ1 was the satellite zenith angle. In Eq.
2.1, the total path radiance was subtracted from the satellite observed radiance to
remove the effects of atmospheric haze on the satellite observations.
Eqs. 2.1 and 2.3 rely on transmittance by gaseous absorption, molecular
scattering, and aerosol scattering to estimate the values needed for atmospheric correction. Transmittance, T , represents the proportion of solar irradiance that travels
through a medium without being absorbed or scattered. For the i-th component
along the j-th path, transmittance was modeled as (Sturm, 1981; Gilabert et al.,
1994; Gordley et al., 1994)
 −τ 
i
(2.4)
Ti = exp
cos θj
where τi was the optical depth, j = 0 was the Sun-to-surface path, and j = 1 was the
surface-to-satellite path. Thus, Ti represented the proportion able to pass through
the atmosphere unhindered, and 1 − Ti was the proportion lost to a scattering or
absorption.
Optical depth describes light attenuation within the atmosphere. For the
i-th atmospheric constituent, it was modeled according to Beer’s Law as (Gordley

24

et al., 1994; Bodhaine et al., 1999)
τi = µi σi .

(2.5)

where σ was the molecular cross section and µ was the molecular mass along the
selected path. For gaseous optical depth, the cross sections for seven atmospheric
gases were obtained from the HITRAN database (Rothman et al., 2013), and the
molecular mass along the path for each gas was calculated following the LINEPAK
approach (Gordley et al., 1994) for the tropical atmospheric profile of 6SV2 (Vermote
et al., 1997). For molecular (Rayleigh) optical depth, τm , the cross section was calculated using the approach of Thalman et al. (2014), and the recommended method
of Bodhaine et al. (1999) was used to estimate Rayleigh transmittance, Tm . The use
of a standard atmosphere allowed the gaseous and molecular optical thicknesses to
be computed and stored in a look-up-table (LUT) that could be retrieved for the
processing of each satellite scene.
Aerosol optical depth in maritime environments not influenced by continental or desert particles can be stable (Smirnov et al., 2002). A generic spectrum was
generated from observations made by the Aerosol Robotic Network (AERONET;
Holben et al., 1998) acquired by stations in Lanai, Nauru, Midway Island, and American Samoa. The AERONET data provided aerosol optical depth at 12 wavelengths,
and we identified the median observation at each wavelength then used a linear interpolation to generate a 1-nm resolution spectrum from 400 nm to 700 nm.
Eq. 2.3 required an estimate of the the phase function for the selected
component. For molecular scattering, the scattering phase function was calculated
using the classical equation (Gilabert et al., 1994; Schanda, 2012)
Pm = 0.75(1 + cos γ 2 ).

(2.6)

where γ was the scattering angle. In comparison, the aerosol scattering phase function
was asymmetrical with most energy propagating forward rather than backwards. It
was approximated for marine settings using a Two-Term Henyey-Greenstein phase
function as (Aranuvachapun, 1983; Gilabert et al., 1994)
(1 − α)(1 − g22 )
α(1 − g12 )
+
Pa ≈
(1 + g12 − 2g1 cos γ)1.5 (1 + g22 − 2g2 cos γ)1.5

(2.7)

where α = 0.935, g1 = 0.795, and g2 = −0.568. Eqs. 2.6 and 2.7 relied on the scattering angle, which was calculated from the solar and satellite geometries as (Antoine
25

and Morel, 1999)
cos γ = cos θ0 cos θ1 − sin θ0 sin θ1 cos (φ0 − φ1 )

(2.8)

where φ0 and φ1 were the solar and satellite azimuth angles.
Eq. 2.3 required an estimate of the single scattering albedo, ω. This value
represents the proportion of energy that is scattered rather than absorbed during
interactions with molecular and aerosol components of the atmosphere. For molecular
interactions, absorption and scattering was already separated into gaseous absorption
and molecular scattering, respectively, meaning that the single scatter albedo should
equal 100% scattering (i.e., ωm = 1). For simplicity, it was assumed that aerosols do
not absorb light and interactions results in scattering only (i.e., ωa = 1).
2.2.4

Ground-truth database

Ground-truthing is the collection of the field data needed for the creation of detailed
maps from remotely-sensed information. Without ground-truth data, the level of detail provided by benthic habitat maps derived from broad-band multispectral imagery
is limited due to the similarity in spectral signatures for common benthic constituents
. The result is that while a generic description (e.g., coral framework) can be readily
provided, the composition of the benthic community (e.g. massive coral framework
or branching coral framework) cannot be described reliably. Additionally, the lack
of ground-truth information inhibits the optical-derivation of water depth from multispectral satellite imagery using traditional algorithms because they require in situ
information to tune the derivation algorithms and ensure reliable depth predictions.
Similarly, multispectral satellite data do not provide sufficient information on the
properties of sediments (e.g., grain size and source) within a carbonate landscape to
develop a detailed understanding of sediment dynamics within the system. Finally,
the satellite imagery can only provide information on the exposed surfaces of the
carbonate depositional system meaning that sub-surface properties must be sampled
in situ.
For each site visited, ground-truth data were collected to enable the creation
of seafloor maps. For benthic habitat maps, collected ground-truth data included
digital videos and photos that allow for the identification and description of benthic
habitats and the development of the seafloor classification scheme. For bathymetric
maps, ground-truth data included acoustic depth-soundings across a range of depths
and spread throughout the site. Surficial sediment samples and sub-bottom profiles
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were collected to aid in geologic interpretation of the sites. Figure 2.11 shows the
spatial distribution of the ground-truth data collected in Aitutaki, Cook Islands,
which provided a representative example of the spatial distribution of data collected
throughout all of the sites visited during this project. Table 2.1 provides an overview
of the ground-truth database.

Figure 2.11: The location of ground-truth data collected for Aitutaki Atoll, Cook
Islands. The data include drop-cam videos (red dots), single-beam acoustic depth
soundings (yellow line), and surficial sediment samples (green dots).
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Table 2.1: Summary of the ground-truth data and satellite imagery available for the database sorted by country. The satellite
imagery is from either WorldView-2 (WV2), QuickBird (QB), Ikonos (IK), or RapidEye (RE).
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Country

No.
sites

Date
visited

Austral Islands
Bahamas
Cook Islands
Fiji
Galápagos Islands
Gambier Islands
New Caledonia
Nicaraguan Rise
Society Islands
St. Kitts & Nevis
Red Sea
Solomon Islands
Tonga
Tuamotu Archipelago

5
5
3
11
8
8
9
3
8
1
5
11
3
21

2013
2011
2013
2013
2012
2013
2013
2012
2012
2006 to 2009
2014
2013
2012

Total

101
sites

82
sites
mapped

No.
dropcam
videos
341
1055
166
787
266
434
633
242
316
1758
760
524
621

No.
depth
soundings
1,528,585
1,928,148
1,055,627
3,037,823
1,258,413
1,496,437
3,142,899
364,771
2,415,947
2,711,903
3,458,261
1,602,931
3,209,721

No.
No.
sediment sub-bottom
samples
profiles
90
0
148
45
39
0
181
0
27
15
212
9
46
3
41
5
128
21
75
0
62
0
191
0
143
4

7,903
videos

27,211,466
soundings

1309
samples

102
profiles

Image
source

Area
(km2 )

WV2
WV2/RE
WV2
WV2
WV2/QB
WV2
WV2
QB
WV2
IK
QB
WV2
WV2
WV2/QB
WV2: 84
QB: 15
IK: 1
RE: 1

578
9779
406
2273
754
1703
3008
2070
1105
55,117
3689
2212
5946
88,640
km2

Aerial reconnaissance
For most of the research sites, reconnaissance flights were performed using a small
plane (Figure 2.12). During each flight, the plane’s track was recorded using a differential GPS (DGPS) device attached to a laptop, and the path was overlaid on
satellite imagery in real-time using a rugged laptop to allow for real-time tracking of
the plane’s position (Figure 2.13). Digital photos and videos were also captured during the flights to provided visual records of the sites that could be used for reference
during research cruises and helped to inform benthic habitat mapping (Figure 2.14).

Figure 2.12: The GoldenEye seaplane used during aerial reconnaissance flights prior
to research cruises.
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Figure 2.13: A map showing the flight track of the aerial reconnaissance team’s
overflight prior to the Gambier research cruise.

Figure 2.14: An example of the digital photos acquired during the aerial reconnaissance flights. This image, taken on 13 January 2013, shows the lagoon of Maria Est
Atoll, Gambier Islands in French Polynesia.
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Visual records
For each site, a collection of digital videos and photos were obtained to aid in benthic
habitat mapping. These data were critical to the process of benthic habitat mapping
because they provided a starting point for communication between the map producer
and map user (e.g., field researcher). The interaction between the two was necessary
to ensure creation of an accurate, representative model of the seafloor that provided
actionable information for addressing scientific questions. Critical to achieving this
goal was the development of the benthic habitat key, and for this project, the key
for each region was developed through a collaborative process by the map producer,
the ground-truth team, and field researchers that included discussions and writing.
Additionally, the key was updated to include additional habitats that had not been
previously described or observed, and these visual records were critical for documenting the characteristics and locations of these habitats.
A digital video camera with a 50-m optical cable attached to an on-board
laptop (hereto after a dropcam; Figure 2.15) was used to acquire digital videos of the
seafloor for depths ranging from ∼1 m to ∼40 m. Video length ranged from 15 sec to
90 sec depending on seafloor features and working conditions on the water’s surface.
Overlaid on each video are the geographic coordinates, the speed and heading of the
boat, and the time and date of video acquisition (Figure 2.16).
Digital photos were also acquired during each research cruise (Figure 2.17).
These images were acquired by researchers, either snorkeling or scuba diving, using
digital cameras in underwater housings for features where the drop-cam could not be
deployed. The photos also provided additional details about the benthic constituents
of important seafloor features that were not observable in the digital videos.
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Figure 2.15: A digital photo showing how the drop-cam glides over the seafloor
when deployed over the side of a small boat.

Figure 2.16: A single frame from a drop-cam video which records the benthic
community in the eastern lagoon of Nuevo Bank.
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Figure 2.17: An example of the digital photos acquired by divers during a research
cruise to Aratika, French Polynesia, to record the landscapes and benthic communities.
Single-beam acoustic depth soundings
Measurements of water depth were needed to create reliable bathymetric maps. These
data were collected using a single-beam acoustic system, called a Hydrobox (Figure
2.18; SyQwest, Inc), mounted on a small boat. The instrument emitted a 200-kHz
acoustic ping and detected the ping’s echo off the seafloor. By comparing the elapsed
time between emission and detection, the water depth was estimated. The instrument
repeated this process 10 times per second and provided estimates of water depth with
an accuracy of ± 10 cm. The geographic coordinates of each depth sounding were
provided by a DGPS device mounted above the depth sounder. The geolocated depth
soundings were correlated with spectral observations from the multispectral satellite
imagery to tune prediction coefficients in the water depth derivation models.
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Figure 2.18: A digital photo demonstrating how the single-beam acoustic depth
sounder (right) and sub-bottom profiler (left) were deployed over the side of a small
boat.
Surficial sediment samples
For many sites, researchers collected samples of surface sediments throughout sites
to better understand the sedimentology of these locations. The primary approach
to sediment sampling was to lower a Petite Ponar Grabber to the seafloor from a
research boat. This device was lowered to the seafloor by hand where spring-loaded,
self-closing scoops were released to grab at the seafloor to collect a sample of sediment.
A 125-mL plastic bottle was filled with collected sediment. The sample’s geographic
coordinates were recorded using a DGPS device, and the depth of the sample was
estimated from coincident depth soundings.
Additional samples were acquired via SCUBA diving (Figure 2.19). These
samples were collected across a variety of depths by researchers performing benthic
surveys or collecting digital photos of the landscapes. For these samples, digital
photos recorded the surrounding environment and depth of the sample, and their
geographic coordinates were based on the dive site. Maps of sediment distribution
within select sites were created using geospatial interpolation based on the locations
and properties of these sediment samples (e.g., Chapter 5).
After collection, each sample was processed aboard the ship for preservation
and transportation to the lab. For preservation, each sample was rinsed and dried in
a small oven for 24 hours at a temperature of ∼60◦ to inhibit biological activity that
34

could alter the sample and to reduce weight prior to transportation. The samples
were transferred into 125 mL plastic bottles for transport and storage (Figure 2.20).
In the lab, the grain-size analysis was performed for each sample in two ways.
In the first, a Camsizer (Figure 2.21; Retsch and Co. KG) was used to determine the
grain-size distribution. This instrument used digital imaging technology to capture
high resolution gray-scale images of sediment grains as they passed in front of an
illuminated panel (Figure 2.22). The images were analyzed to estimate the size (between 0.3 mm and 30 mm) and shape of the grains, and the results (e.g., probability
distribution function) were provided in a text report. Figure 2.23 shows the grain-size
distributions for 21 sediment samples collected in Hogsty Reef, the Bahamas. This
information was used to estimate the proportion of gravel and sand within the sample
and statistical properties of the grain-size distribution (e.g., skewness, kurtosis, sorting). In the second, the proportional weight of mud, sand, and gravel was estimated
through sieving. This was performed primarily to assess the contribution of mud in
each sample because the Camsizer captures only a portion of these particles.

Figure 2.19: A digital photo demonstrating how a diver collected a surficial sediment
sample in Andros Island, the Bahamas.
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Figure 2.20: A digital photo showing the collection of sediment samples collected
for the global database.

Figure 2.21: Digital photos showing (A) the Camsizer instrument and (B) how
the instrument feeds sediment past high resolution digital cameras to acquire black
and white photos that are used to determine the size and shape of grains within the
sample.
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10 mm
Figure 2.22: An example of the high resolution digital photos collected by the
Camsizer instrument from which the size and shape of sediment grains (black shapes)
within a sample are determined.

Figure 2.23: An example of the grain-size distributions for the 21 sediment samples
collected in Hogsty Reef, the Bahamas, as determined by the Camsizer.
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Subsurface profiles
Information on the internal geometry of the seafloor were acquired for select locations
in research sites using a sub-bottom profiler, called a Stratabox (Figure 2.18; SyQwest,
Inc). This instrument emitted a 3.5 kHz acoustic ping that penetrated up to 40 m
within the seafloor and detected echoes from buried strata. By recording the elapsed
time between emission and detection, the depths of the seafloor and internal strata
were recorded. The location of each ping was recorded using a DGPS mounted above
the transducer. The resulting sub-surface profiles (Figure 2.24) provided information
on sub-surface discontinuities and aided in reconstructing the geologic history of a
site (e.g., Chapter 5).

Figure 2.24: An example of a sub-bottom profile acquired by the StrataBox for a
seagrass-capped blue hole in Cay Sal Bank, the Bahamas.
2.2.5

Seafloor mapping

Benthic habitat maps
Seafloor classification maps delineating benthic habitats were generated from the
atmospherically-corrected imagery using an object-oriented paradigm. Under this
approach, an image was analyzed using objects, which are groups of neighboring
pixels with similar spectral character, rather than individual pixels (Navulur, 2006).
This approach allowed the producer to use attributes besides spectral values, such
as texture, morphology, and shape, to create a classification map. Additionally, the
map producer could control the size of objects and created a hierarchy of features to
improve the extraction of seafloor features.
Excluding the maps from the Red Sea and St. Kitts & Nevis, the eCognition software (Trimble Geospatial) was used for the creation of benthic habitat maps
because it allowed for image segmentation and classification within one program. Im38

age segmentation is the process of creating the objects to be classified. The patented,
proprietary image segmentation routine of eCognition used heuristics and four criteria to generate image objects. Scale, the first criterion, controlled the overall size of
objects with higher (lower) values leading to larger (smaller) objects. Color was the
second criterion, and it determined the overall contribution of spectral values in the
creation of objects. The last two criteria, smoothness and compactness, optimized the
overall shape of objects. The former described how similar an objects border was to
a square, and the latter described how similar the encompassed area was to a circle.
Lower values lessened the control of these parameters resulting in more elongated and
sinuous objects, while higher values produced objects that more closely resemble the
aforementioned shapes. Figure 2.25 shows an example of the image segmentation.
After image segmentation was performed, the resulting objects were classified using classification and regression trees (CART; Breiman et al., 1984; Navulur,
2006; Zuur et al., 2007; Mather and Tso, 2016). This procedure identified dichotomous splits (nodes) based on predictor variables (e.g., spectral values, texture, vegetation indices) that maximized variation between groups and minimized variation
within them. The process is performed sequentially to generate a binary classification
or regression tree. In cases where the dependent variable is categorical, such as the
benthic habitat maps, the result is a binary classification tree. When the dependent
variable is continuous, the result is a binary regression tree.
The initial tree may overfit the data thereby making interpretation of the
tree difficult. A pruning procedure was applied to reduce model complexity. Under
this approach, the tree was evaluated using cross-validation to identify the optimal
number of splits. For the classification trees used in this project, the optimal number
of splits was the fewest splits needed to have the mean of the cross-validations less
than the combination of the mean value of the errors of the cross-validations plus
the standard deviations of the cross-validations. Figure 2.26 provides an example
classification tree.
The process of generating and pruning the classification trees required a set
of training data. For each image, the map producer selected representative samples
from the objects generated through image segmentation. The data were exported
as a *.csv file, and a pruned classification tree was created using the rpart package
(Therneau et al., 2015) in the R statistical suite (R Core Team, 2016). The tree
was imported into eCognition, and the classification was applied to the segmented
image. The resulting benthic habitat map was evaluated by the producer to assess
the efficacy of the classification tree. If the producer was unsatisfied with the result,
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then the training data were updated and a new classification tree was generated. This
iterative process was employed until the benthic habitat map was satisfactory.
Contextual editing was performed to provide more detailed benthic habitat
maps. Due to the broad spectral and spatial resolutions of the multispectral imagery, only a few distinct classes could be delineated reliably using the classification
trees. For example, generic classes, such as coral framework, unconsolidated sediment, and seagrass, were easily distinguished, while more detailed separations (e.g.,
massive coral framework verses branching coral framework) could not be made. The
visual records gathered during the ground-truthing process provided the map producer with the information needed to make such detailed separations. Additionally,
information such as location within a platform or landscape was used to generate
more detailed classifications. For example, coral framework located on the fore-reef
could be distinguished from framework located in the back reef or lagoon to reflect
the different environmental conditions (e.g., hydrodynamics, sediment dynamics) encountered within these zones. Figure 2.27 shows an example of a final benthic habitat
map.

Figure 2.25: An example of the eCognition image segmentation applied to a
WorldView-2 satellite image of Hogsty Reef, the Bahamas, that shows the resulting objects (blue lines), upon which the classification was performed.
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Statement is:
True
False

Band 2 / Band 1 < 1.08

Split

Mean(Band 5) > 10.63%

Mean(Band 7) < -0.69%

Coral

Pavement

Sand

Border length < 35 pixels

Std(Band 3) > 0.43%

Band 2 / Band 7 < 28.21

Band 4 / Band 3 > 0.35

Coral

Class

Sand

Coral

Sand

Band 4 / Band 3 > 0.31

Rubble

Sand

Figure 2.26: An example of a classification tree for the assignment of coral, pavement, rubble, and sand classes (ovals) for Aitutaki Atoll, Cook Islands with each split
(rectangles) along a branch representing a statement that is either true (blue arrows)
or false (red arrows) for the set of image objects. The values for the splits in the
classification tree were estimated using the rpart package (Therneau et al., 2015) in
R using a training set of data extracted from the initial image segmentation which
included band ratios, statistics on reflectance values, and the geometric properties of
the objects.
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Figure 2.27: An example of a benthic habitat map created for Aitutaki Atoll, Cook
Islands, using classification trees applied to segmented imagery.
Bathymetric maps
Maps of seafloor topography, called bathymetric maps, were generated using the
statistical model of Stumpf et al. (2003). This process correlated the ratio of the
blue and green spectral bands of the multispectral satellite imagery to known water
depths (e.g., single-beam acoustic depth soundings) to estimate tuning coefficients.
Their model was expressed as
z = β1

ln M Rrs,i
+ β0
ln M Rrs,j
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(2.9)

where M was a scaling factor equal to 1000, and β0 and β1 were tuning coefficients
estimated though linear regression. Following Stumpf et al. (2003), the blue and
green spectral bands for each image corresponded to bands i and j, respectively. The
model was selected because it reduced the effects of bottom reflectance on water depth
predictions, and implementation was relatively straightforward compared to physicsbased approaches. Figure 2.28a shows an example of the change in the blue/green
band-ratio with increasing water depth, and Figure 2.28b compares the observed
water depths, collected via ground-truthing, with the water depths predicted via
Equation 2.9. Figure 2.29 shows an example of a bathymetric map produced using
this approach.
The approach described above required ground-truth data on water depth,
and a lack of such data prevented the derivation of water depth. When ground-truth
data on water depths were available, the tuning coefficients could be estimated by
fitting a linear regression to known water depths with the band-ratio as the predictor variable. For the sites visited during this project, the known water depths were
the single-beam acoustic depth soundings gathered during ground-truthing. In cases
where these data were not available, a direct comparison was not possible. An alternative approach, detailed in Chapter 3, was developed to address this issue. This
approach forward modeled the water column using radiative transfer equations before
fitting a linear regression to the modeled data to estimate the tuning coefficients.
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Figure 2.28: An example of the observed water depth acquired via ground-truthing
with the band-ratio of a satellite image for Aitutaki, Cook Islands.
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Figure 2.29: An example of a bathymetric map produced for Aitutaki Atoll, Cook
Islands, using the band-ratio approach of Stumpf et al. (2003).
Sediment distribution maps
In sites where sufficient sediment samples were acquired, maps of sediment grain
properties were created via kriging, a technique for geospatial interpolation. The
process used point observations of a phenomenon to predict the expected value of
the phenomenon throughout the rest of an area. For this project, the proportion of
a sediment within a selected grain-size class (e.g., gravel or sediment) was estimated
throughout a site using the grain-size distributions determined by the Camsizer. This
information could then be used to infer a depositional rock type (e.g., Purkis et al.,
2017). Figure 2.30 shows the inferred rock-type for Hogsty Reef, the Bahamas.

44

Figure 2.30: Example of a sediment distribution map.

2.3
2.3.1

Results and Discussion
Overview of the database

The assembled database was unique in size, scope, and detail. The maps covered a
total area of 88,640 km2 and had a spatial resolution from 2 m to 5 m. In comparison,
seafloor maps of coral reef landscapes within US jurisdictions produced by NOAA and
partners from 2000 to 2012 covered an area of 12,100 km2 and has a spatial resolution
of ∼64 m (Monaco et al., 2012), and updated versions will have a resolution of ∼31
m. Another massive mapping project, the Millennium Coral Reef Mapping Project,
mapped the geomorphological features of coral reef landscapes around the world using
Landsat 7 satellite imagery, which provides a spatial resolution of 30 m (Andrefouet
et al., 2006). In both cases, the coarse spatial resolution prohibited detection of small
scale (<30 m in size) features and limited the benthic habitat classes to those that
could be adequately described using this spatial resolution. Due to their finer spatial
resolution and the collection of ground-truth data, the maps within this database
delineated finer scale features and provided more detailed descriptions of the benthic
habitats than those produced by NOAA and partners or those produced during the
Millennium Coral Reef Mapping Project.
2.3.2

Mapping when ground-truth data is absent

A significant problem in mapping remote carbonate depositional systems is the lack of
reliable ground-truth data. For remote sites, the collection of ground-truth informa45

tion is logistically difficult and prohibitively expensive. In the database, 19 sites had
satellite imagery and no ground-truth information, and thus, seafloor maps were not
produced for these sites. This, however, did not mean that maps could not be created.
For example, seafloor classification maps could be generated for these sites; however,
the level of detail provided by these maps is limited in scope. Bathymetric maps,
however, could not be created using traditional approaches because they required in
situ observations on water depth to calibrate the models. Chapter 3 develops an algorithm for the optical derivation of water depth from multispectral satellite imagery
when ground-truth data are absent.
Using seafloor classification maps to understand spatial patterns in landscapes When used in isolation, seafloor classification maps are useful for understanding the lateral spatial patterns within carbonate depositional systems. The classification maps gathered in the database describe the lateral patterns of benthic habitats
within modern systems. Classically, lateral spatial patterns are described qualitatively (e.g., Wilson, 1986; Schlager, 2005), and the resulting description would be
used to interpret the developmental history of the landscape. This approach is, in
large part, due to the fact that such maps were produced manually which limits the
level of detail provided and the fidelity of features delineations within the map. With
advancements in technology, more detailed and more accurate maps can be produced.
For example, the availability of very-fine resolution, remotely-sensed imagery acquired
via satellite allows for meter-scale mapping of sediment accumulations within shallowwater carbonate despositional systems. These maps have, in turn, allowed for more
quantitative analyses of the lateral spatial patterns (e.g., Rankey, 2016), thereby providing new insights into the inherent properties of these landscapes. There remains,
however, much more to be explored in terms of how these patterns can be quantified. Chapter 4 uses the seafloor classification maps within the database to develop a
new tool, called the spatial correlation index (SCI), for quantifying the lateral spatial
patterns in carbonate depositional systems.
2.3.3

Combining seafloor maps with other data to understand the environment

Seafloor maps are also useful tools when seeking to understand the influence of environmental parameters on the development of carbonate depositional landscapes.
While the classification maps can be analyzed to understand the spatial properties
inherent to the system, additional information must be compared with the patterns
to understand the influence of environmental parameters on the observed patterns.
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Bathymetric maps are useful in this regard because water depth is a fundamental
environmental parameter, and these maps serve as a base-layer within hydrodynamic
and environmental models. Furthermore, sediment interpolation maps can provide
information on the character of sediments within a site that cannot be gleaned from
remotely-sensed data. By combining these maps with information on the hydrodynamics, sea-level history, and benthic communities provided by numeric modeling,
outcrop studies, sub-bottom profiles, or in situ surveys, the developmental history
of a carbonate landscape can be described, and by performing such interpretations
in numerous locations, consistent relationships between environment and the lateral
spatial patterning of sediment accumulations can be identified. Insights garnered
in this manner can then be applied to the interpretation of carbonate stratigraphic
sequences and the reconstruction of the geologic histories recorded within them.
Chapters 5, 6, and 7 are examples of how the mapping data have been
combined with additional observations to understand carbonate depositional systems.
In Chapter 5, the geologic history of Cay Sal Bank is explored by combining the
benthic habitat and bathymetric maps with hydrodynamic modeling and sediment
interpolation maps. In Chapter 6, seafloor classification and bathymetric maps are
combined with the modeling of wave height from remotely-sensed data to understand
how wave energy and water depth correspond to the lateral distribution of carbonate
facies. In Chapter 7, a benthic habitat and bathymetric map are combined with in
situ observations to describe the recovery of benthic communities in Darwin, a remote
location within the Galápagos Island over the course of 30 years.
2.3.4

Summary

A database of very-fine resolution (<5m) satellite imagery for 101 sites around the
world was assembled. For 19 sites, the lack of ground-truth data inhibited the creation
of seafloor maps. The inability to create reliable bathymetric maps in the absence of
in situ measurements of water depth prompted the development of an algorithm for
creating these maps under these circumstances (Chapter 3). For 82 sites, ground-truth
data were collected, and seafloor maps were produced. The seafloor classification
maps within the database allowed for the development of a novel index for quantifying
spatial correlation throughout carbonate landscapes (Chapter 4). The database also
provided the information needed for investigations into: (1) the geologic history of a
submerged platform in the Bahamas (Chapter 5); (2) the combined influence of water
depth and wave energy on facies distributions (Chapter 6); and (3) the recovery of
coral communities in the Galápagos islands (Chapter 7).
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Chapter 3
An algorithm for optically-deriving
water depth from multispectral
imagery in coral reef landscapes in
the absence of ground-truth data*
* - published in Kerr and Purkis (2018)
3.1

Introduction

Coupling digital terrain models (DTMs) with benthic habitat classification maps of
coral reefs improves our understanding of the environmental mechanisms controlling
the development of these landscapes (Brock et al., 2006; Brock et al., 2008; Rankey
and Doolittle, 2012; Schlager and Purkis, 2013; Purkis et al., 2014; Wasserman and
Rankey, 2014; Harris et al., 2015; Purkis et al., 2015a; Purkis et al., 2015b; Schlager
and Purkis, 2015). The production of reliable bathymetric maps from multi- and hyperspectral imagery has received much attention (Lyzenga, 1978, 1985; Clark et al.,
1987; Philpot, 1989; Bierwirth et al., 1993; Sandidge and Holyer, 1998; Lee et al.,
1999; Dierssen et al., 2003; Stumpf et al., 2003; Adler-Golden et al., 2005; Albert
and Gege, 2006; Conger et al., 2006; Lyzenga et al., 2006; McIntyre et al., 2006;
Bills et al., 2007; Mishra et al., 2007; Hogrefe et al., 2008; Brando et al., 2009; Lee
et al., 2013; Garcia et al., 2014; Jay and Guillaume, 2014; Ma et al., 2014; Eugenio
et al., 2015; Pacheco et al., 2015); however, there is a lack of DTMs for many remote
coral reef landscapes due to the absence of the field data necessary to calibrate water
depth derivation models. The current study presents a technique for reliably pre48

dicting water depth up to 15 m in tropical carbonate landscapes from multispectral
satellite imagery without in situ measurements of water depth, scattering and attenuation coefficients for the water column, or bottom reflectance spectra in the target
landscape.
For marine areas, subsurface remote sensing reflectance, rrs , is modeled as a
combination of the bottom reflectance, ρb , and subsurface remote sensing reflectance
dp
. By assuming that the downwelling and upwelling diffuse
of optically deep water, rrs
beam attenuation coefficients are equal, rrs can be approximated by (Philpot, 1989;
Bierwirth et al., 1993; Maritorena et al., 1994)
rrs ≈

ρb −2kz
dp
(e
) + rrs
(1 − e−2kz )
π

(3.1)

where z is water depth and k is the diffuse beam attenuation coefficient. The latter
describes the rate of light attenuation in the water column due to total absorption,
at , and total backscattering, bb . This formula forms the basis for many approaches to
derive water depth from a multispectral satellite image (Lyzenga, 1978; Clark et al.,
1987; Philpot, 1989; Bierwirth et al., 1993; Lyzenga et al., 2006; Lee et al., 2013; Jay
and Guillaume, 2014; Eugenio et al., 2015).
Water depth derivation approaches can be grouped into two broad categories. The first group, physics-based approaches, solve for water depth in Eq. 3.1
through inversion of the equation or optimization of forward model inputs, such as
chlorophyll concentration, gelbstoff concentration, spectral shape, backscattering coefficients, and water depth (Lee et al., 1999; Adler-Golden et al., 2005; Albert and
Gege, 2006; Brando et al., 2009; Lee et al., 2013; Garcia et al., 2014; Eugenio et al.,
2015). These approaches are more often applied to hyperspectral data rather than
multispectral data because the former have finer spectral resolution and additional
spectral information, due to the increased number of spectral bands, than the latter.
The strength of the physics-based approaches is that they allow for estimation of
the physical parameters influencing spectral observations without ground-truth data.
However, the complexity of Eq. 3.1 can be problematic for finding solutions because
there exists several unknown parameters for each pixel including the water depth, the
bottom reflectance, the water column reflectance, and the diffuse beam attenuation
coefficient. While reasonable assumptions of values for the latter two parameters
can be made (e.g., Lee et al., 1999), water depth and bottom reflectance still remain
unknown for each pixel, and solving for both parameters simultaneously is difficult
because multiple combinations of the two values can lead to the same remote sensing
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reflectance at the water’s surface (Lyzenga, 1978; Conger et al., 2006; Lyzenga et al.,
2006).
The second group, statistical-based approaches, uses direct observation of
water depth within a site to calibrate the predictor coefficients of statistical models
that relate water depth to spectral observations (Lyzenga, 1985; Clark et al., 1987;
Stumpf et al., 2003; Conger et al., 2006; Lyzenga et al., 2006; Pacheco et al., 2015).
The strengths of these approaches is that they avoid some of the difficulties of solving
for the unknown parameters in Eq. 3.1 through the use of statistical regression, and
their implementation is more straightforward than a physics-based approach (Stumpf
et al., 2003). The primary limitation to these statistical approaches is that field
observations are needed to perform the calibration, and for remote locations, such
data may be unreliable, sparse, or absent.
The goal of this study is to generate DTMs for remote locations where
ground-truth information is absent or limited. To achieve this goal, a hybrid of the
physics- and statistical-based methods is developed by combining a ‘reef-up’ forward
model of the water column (Purkis, 2005) with a statistical regression to calibrate
the predictor coefficients of a well-known model (Stumpf et al., 2003). A comparison
of predicted water depths with ground-truth information for ten satellite scenes over
five sites demonstrates the reliability of the approach in predicting depths up to
15 m and the limitations of water depth predictions for areas deeper than 15 m.
A sensitivity analysis provides information on model robustness to errors in initial
parameterization of chlorophyll concentration and bottom reflectance. The resulting
DTMs improve our ability to map the benthic character of remote marine locations
for depths shallower than 15 m.
3.2
3.2.1

Methods
Overview

The present study uses a combination of satellite imagery, field data, forward modeling, and linear regression to develop a method for water depth derivation and to
perform a sensitivity analysis to assess the robustness of the approach. Figure 3.1
is a flowchart of our approach, and Table 3.1 contains a list of the symbols used in
this study, their definitions, and their units. In the interest of brevity and clarity, we
omit wavelength-dependency in the following equations and provide a brief overview
of the equations used for atmospheric correction and forward modeling within the
water column.
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Raw image
(DN)
radiometric calibration

In situ reflectance library
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At-sensor radiance
(W nm-1 m-2 sr-1)

find median spectra

atmospheric correction

At-surface reflectance
(sr-1)

Generic seafloor reflectance
(sr-1)
forward modeling

air-water interface correction

Modeled band-ratio
(unitless)

Subsurface reflectance
(sr-1)

fit linear model

band math

Observed band-ratio
(unitless)

Tuning coefficients
(m)
apply linear model

Predicted water depth
(m)
calculate root-mean-squared error

Observed water depth
(m)

Accuracy assessment
(m)

Figure 3.1: A flowchart of the approach described in this manuscript. Each box
denotes a product, with units in parentheses, and each arrow represents a productgenerating process.
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Table 3.1: A list of symbols used in this study along with their descriptions and
their units.
Symbol
at
bb
[C]
D
E
k
Latm
Lobs
nw
rrs
dp
rrs
Rrs
Si
tdif
tdir
x
x̄
z
zobs
zpred
β0,1
θ0+
θ1+
θ0−
θ1−
θ0
θt
λ
λc
ρb
ρF

3.2.2

Definition
Total absorption in the water column
Total backscattering in the water column
Chlorophyll concentration
Path elongation factor
Extraterrestrial irradiance
Diffuse beam attenuation coefficient
Atmospheric path radiance
At-sensor radiance
Refractive index of sea water (= 1.34)
Subsurface remote sensing reflectance
Subsurface remote sensing reflectance of optically deep water
Above-surface remote sensing reflectance
Spectral response curve of band i
Diffuse transmittance within the atmosphere
Direct transmittance within the atmosphere
Fine resolution spectral parameter
Band-averaged spectral parameter
Water depth
Observed water depth
Predicted water depth
Tuning coefficients
Above-surface solar zenith angle
Above-surface satellite zenith angle
Subsurface solar zenith angle
Subsurface satellite zenith angle
Incident angle before crossing the air-water interface
Transmission angle after crossing the air-water interface
Wavelength
Central wavelength of a spectral band
Bottom reflectance
Fresnel reflectance

Units
m−1
m−1
mg m−3
W nm−1 m−2
m−1
W nm−1 m−2 sr−1
W nm−1 m−2 sr−1
sr−1
sr−1
sr−1
%
m
m
m
m
rad
rad
rad
rad
rad
rad
nm
nm
-

Study sites

This study uses five sites in the Western Atlantic and Caribbean Sea to investigate
the derivation of water depth from passive multispectral satellite imagery (Table 3.2).
For each site, there are two satellite images from which water depth is derived. The
first is a Landsat-8 satellite image, and the second is a fine spatial resolution image
(≤5 m; Figure 3.2). Additionally, there are ground-truth data on water depths for
each site that allow for an accuracy assessment of water depth predictions.
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Table 3.2: List of sites, their geographic coordinates, the sensors used for satellite
images, the acquisition date of each image, and the solar zenith angle at the time of
acquisition.
Study Site

Latitude

Longitude

Andros Island

23.73◦ N

77.47◦ W

Cay Sal Bank

23.97◦ N

80.00◦ W

Florida Keys

25.05◦ N

80.36◦ W

Great Inagua

21.05◦ N

73.64◦ W

St. Kitts & Nevis

17.31◦ N

62.71◦ W

Sensor
Landsat-8
RapidEye
Landsat-8
WorldView-2
Landsat-8
WorldView-2
Landsat-8
QuickBird
Landsat-8
Ikonos
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Acquisition date
28 Jan 2017
12 Oct 2009
09 Dec 2014
10 Oct 2010
24 Apr 2014
13 Aug 2010
07 Jan 2017
12 May 2011
09 Dec 2014
13 Dec 2003

Solar zenith angle
48.7◦
32.0◦
52.8◦
33.9◦
24.4◦
19.8◦
50.4◦
25.0◦
45.8◦
42.8◦

(b) QuickBird; Great Inagua

(a) WorldView-2;
Florida Keys

1 km
(d) RapidEye; Andros Island

(c) Landsat-8; Cay Sal Bank

(e) Ikonos;
St. Kitts
& Nevis

(f)
Florida Keys
Andros Island
Cay Sal Bank

Great Inagua

St. Kitts
and Nevis

Figure 3.2: Examples from the fine resolution satellite images for (a) the Florida
Keys, (b) Great Inagua, (c) Cay Sal Bank, (d) Andros Island, and (e) St. Kitts and
Nevis with (f) the sites’ locations in the western Atlantic Ocean and the Caribbean
Sea. The Florida Keys example shows the full extent of the image while the other
examples show 10-km by 10-km subsets of the images.
3.2.3

Satellite images

The satellite images in this study are from five space-borne sensors (Table 3.2). The
selected scenes have little to no cloud cover over the marine areas, minimal waveinduced sun-glint at the water’s surface, and optically deep waters (Figure 3.2). Each
image is converted from digital numbers (DN) to at-sensor radiance, Lobs , using the
calibration factors provided by the satellite operator.
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Each sensor has from 4 to 8 spectral bands that observe portions of the
electromagnetic spectrum between 350 nm and 1100 nm (Table 3.3 and Figure 3.3).
Every image includes the traditional blue (∼485 nm), green (∼550 nm), red (∼660
nm), and near-infrared (NIR; ∼830 nm) bands, and three images include additional
bands beyond the traditional set. WorldView-2 includes the coastal (∼425 nm),
yellow (∼605 nm), red-edge (∼725 nm), and NIR-2 (∼950 nm) bands. Landsat-8 and
RapidEye also have a coastal (∼445 nm) and a red-edge (∼710 nm) band, respectively.
The blue and green spectral bands are the primary bands of interest for this study.
Table 3.3: List of satellite sensors and the number of spectral bands between 400 nm
and 1100 nm (excluding the panchromatic band), spatial resolution, and bit depth in
their associated image.
Satellite sensor
Ikonos
Landsat-8 (OLI)
QuickBird
RapidEye
WorldView-2

No. bands
4
5
4
5
8

Spatial resolution
4m
30 m
2.4 m
5m
2m
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Bit depth
11
12
11
12
11

(a) WorldView−2

(b) QuickBird

(c) Landsat−8

(d) RapidEye
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0
300

(e) Ikonos

500

700

900

1100

100

50

0
300

500

700

900

1100
Wavelength (nm)

Figure 3.3: Spectral response curves of the visible and near-infrared bands of (a)
WorldView-2, (b) QuickBird, (c) Landsat-8, (d) RapidEye, and (e) Ikonos.
3.2.4

Atmospheric correction

The approach of Gordon (1997) is applied to account for atmospheric effects on the
satellite observations. The above-water remote sensing reflectance, Rrs , within each
satellite image is estimated from the at-sensor radiance, Lobs using the formula
Rrs =

Lobs − Latm
tdir tdif E cos θ0+
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(3.2)

where Latm is the path radiance, E is the extraterrestrial irradiance, and θ0+ is the
above-water solar zenith angle, and tdir and tdif are the direct and diffuse atmospheric
transmittances, respectively.
3.2.5

Correcting for the air-water interface

Eq. 3.7 models the subsurface remote sensing reflectance, rrs ; however, the atmosphericallycorrected satellite imagery provides above-surface remote sensing reflectance, Rrs . To
account for interactions at the air-water interface and approximate subsurface remote
sensing reflectance, we use the equation (Lee et al., 1998, 1999)
rrs ≈

Rrs
ζ + ΓRrs

(3.3)

where Γ = 1.56. The parameter ζ is a function of viewing geometry estimated by
−
(1 − ρ+
F )(1 − ρF )
ζ=
(nw )2

(3.4)

where nw is the refractive index of sea water equal to 1.34 and the parameters ρ+
F
and ρ−
are
the
respective
Fresnel
reflectances
for
air-water
and
water-air
incident
F
light. When the incident angle, θ0 , is non-normal, the Fresnel reflectance is estimated
(Mobley, 1994) as
1
ρF (θ =
6 0) =
2
0



sin(θ0 − θt )
sin(θ0 + θt )

2

tan(θ0 − θt )
+
tan(θ0 + θt )


2 
(3.5)

where θt is the transmitted angle after accounting for refraction by the interface using
Snell’s law. When the incident angle is normal, the Fresnel reflectance is a function
of the refractive index and estimated as
0



ρF (θ = 0) =

nw − 1
nw + 1

2
(3.6)

which is approximately 0.021 when nw = 1.34.
3.2.6

Forward modeling the water column

The approach of Lee et al. (1999) is used to forward model the subsurface remotesensing reflectance, rrs . For a marine area, this value is approximated using a combination of the bottom reflectance, ρb , and the subsurface remote sensing reflectance
dp
of optically deep water, rrs
, as described in Eq. 3.1. However, that model of the
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phenomenon assumes the upwelling and downwelling attenuation coefficients within
the water column are equal, and it does not explicitly account for path elongation
caused by off-nadir viewing and illumination angles. To account for these effects, Eq.
3.1 is rewritten as (Lee et al., 1999)
 
 

 
 
1
ρb
Dub
1
Duw
dp
rrs ≈ exp −
+
kz + rrs 1 − exp −
+
kz
π
cos θ0− cos θ1−
cos θ0− cos θ1−
(3.7)
where cos θ0− and cos θ1− are the subsurface solar and satellite zenith angles, respectively, and the parameters Dub and Duw are the path elongation factors for the photons
scattered by the seafloor and by the water column, respectively.
The diffuse beam attenuation coefficient, k, in Eq. 3.7 is formally stated as
(Lee et al., 2001)
k = at + b b
(3.8)
where at is total absorption and bb is total backscattering. The two parameters
account for the effects of pure sea water, phytoplankton, gelbstoff, and non-algal suspended particles on light attenuation within the water column (Mobley, 1994). The
bio-optical models of Morel (1991) and Morel (1988) are used to estimate the total
absorption and backscattering within the water column, respectively, as a function
of chlorophyll concentration, [C]. By using this approach, we assume that the sites
contain Case I waters, where the inherent optical properties can be adequately described by phytoplankton. Jerlov (1968) split these waters into Types I, IA, IB, II,
and III, and each of these roughly corresponds to chlorophyll concentrations within
the water column of 0.01, 0.05, 0.1, 0.5, and 2.0 mg m−3 (Morel, 1988). We limit the
potential chlorophyll concentration within the water column for our sensitivity analysis to values less than or equal 1.0 mg m−3 and use a concentration of 0.2 mg m−3 to
demonstrate the performance of the algorithm. Finally, we are able to demonstrate
our approach by assuming Case I waters; however, this assumption also means that
the efficacy of the presented approach in Case 2 waters is not examined.
dp
Subsurface remote sensing reflectance of optically deep water, rrs
, is modeled
using the approach of Lee et al. (1999), which expresses the parameter as a function
of total absorption and total backscattering, such that
dp
rrs


 
0.17bb
bb
= 0.084 +
k
k

(3.9)

where the two constants were estimated from Hydrolight simulations of deep water
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(Lee et al., 1998, 1999).
3.2.7

Depth derivation model

Stumpf et al. (2003) show that water depths, up to a specified limit, can be predicted
from a multispectral satellite image using the ratio of two spectral bands (rrs,i and
rrs,j ). Their model is
ln M rrs,i
z = β1
+ β0
(3.10)
ln M rrs,j
where M is a scaling factor equal to 1000, and β0 and β1 are tuning coefficients.
Following Stumpf et al. (2003), the blue and green spectral bands for each image
correspond to bands i and j, respectively.
The band-ratio approach is selected as the basis for the developed algorithm
for two reasons (Stumpf et al., 2003). First, the model reduces the effects of bottom
reflectance on water depth predictions. Second, only the two tuning coefficients, β0
and β1 , need to be estimated. In the original paper, these two tuning coefficients were
estimated through linear regression of a band-ratio, created from a satellite image,
against a set of observed water depths, which ranged from 0 m to 12 m. In their study,
Stumpf et al. (2003) found that using depths beyond 12 m produced less accurate
water depth predictions. This water depth is related to water clarity in their study
sites, and because our sites have similar water properties to their sites, we use 12 m
as the maximum tuning depth in our fitting of the linear depth prediction model. We
assume that such a set of observations on water depth are unavailable for our sites;
therefore, an alternative method for estimating the constants is required. Notably,
this depth only describes the maximum depth range for statistical fitting and not
necessarily the maximum depth predicted or observed within the scene.
Our approach is to forward model remote sensing reflectance for depths from
0 m to 40 m at a resolution of 1 cm. For demonstration purposes, we use a constant
chlorophyll concentration of 0.2 mg m−3 and the generic mixed spectrum, generated
using the approach in Section 3.2.8. For each image, the metadata provides the necessary information on properties unique to that image (e.g., viewing and illumination
geometries), and the literature provides values for the remaining parameters. For this
study, the two tuning coefficients, β0 and β1 , are estimated by fitting a generalized
linear model in R to the band-ratios (i.e., the independent variable) forward modeled
for depths from 0 m to 12 m (i.e., the dependent variable). The resulting statistical
model provides the tuning coefficients and their standard errors.
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3.2.8

Bottom reflectance, ρb

This study aims to estimate water depth for marine locations where depth data are
limited or absent by modeling remote sensing reflectance using Eq. 3.7, which depends
on a value of bottom reflectance. However, there are likely to be no measurements
of bottom reflectance for a selected site under such circumstances. Previous studies
show that although tropical marine landscapes contain diverse benthic communities,
they can be grouped into fundamental spectral categories which are consistent within
globally distributed sites (Hochberg et al., 2003, 2004). Thus, spectra for one location
can be representative of the spectra for another location.
To generate a generic seafloor spectrum for this study, we use a library of 507
spectra for nine spectral end-members from offshore sites in the South Florida Reef
Tract, the Florida Keys, and Tonga (Figure 3.4). Each raw spectrum was collected
via SCUBA diving using a Divespec underwater spectrometer (Nightsea Ltd.) in
active mode, in which a built-in artificial light source illuminates the target and
records the returned spectral signal. For each end-member spectrum measurement, a
reference spectral measurement using a 99% reflectance spectralon is acquired before
measurement of the end-member spectral signature. During measurement, the head
of the spectrometer probe is placed against each target to exclude ambient light, and
this places the end of the fiber optic cable within the probe approximately 2 cm from
the target. The instrument records the mean of 10 spectral measurements collected
in this manner. The resulting raw spectra cover a range from 400 to 800 nm with a
resolution of <1 nm, and each is interpolated to a 1-nm resolution for wavelengths of
400 nm to 700 nm and assigned a benthic spectral class. In total, the nine benthic endmembers include carbonate sediment (n = 128), scleractinians (n = 72), gorgonians
(n = 17), chlorophytes (n = 48), pheophytes (n = 60), rhodophytes (n = 26), turf
algae (n = 57), seagrass (n = 48), and poriferans (n = 51). These nine end-members
were selected to match the classification scheme of Hochberg et al. (2003); although,
there are some differences in our list of classes. First, we do not split scleractinians
into blue and brown classes because the broad spectral bands of the five sensors in
this study are unable to distinguish between them (Hochberg and Atkinson, 2003).
Additionally, we do not include terrigenous mud or bleached scleractinians because
they were not observed in the field when gathering the field spectra. Finally, we
include poriferans because they represent a substantial portion of the library, and in
some locations, they are important constituents of the benthic community (Diaz and
Rützler, 2001).
We group the nine benthic classes into two spectral classes termed the
60

‘bright’ and ‘dark’ classes (Figure 3.5) due to the limited capability of sensors with
coarse spectral bands to distinguish between spectrally-similar classes. In particular, such sensors can reliably distinguish carbonate sediments from other classes.
They, however, have difficulty separating the macroalgae, scleractinian, and gorgonian
classes because their spectral resolution is too coarse to observe the distinguishing features of their spectra (Hochberg and Atkinson, 2003). Inspection of the seagrass and
poriferan classes shows low reflectance magnitudes in both classes that are similar
to the magnitudes of the macroalgae, scleractinian, and gorgonian classes. Based on
these observations, the bright class (n = 128) consists solely of carbonate sediment,
while the latter spectral class (n = 379) includes the other eight benthic classes.
The generic seafloor spectrum for wavelengths between 400 and 700 nm is an equal
mixture (50%/50%) of the median spectra of the bright and dark spectrum at each
wavelength.
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Figure 3.4: Mean (solid line), median (dashed line), 25% to 75% quantile envelopes
(dark gray), and 5% to 95% quantile envelopes (light gray) of the reflectance spectra
for (a) carbonate sediment, (b) scleractinians, (c) gorgonians, (d) chlorophytes, (e)
pheophytes, (f) rhodophytes, (g) turf algae, (h) seagrass, and (i) poriferans.
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Figure 3.5: Mean (solid line), median (dashed line), 25% to 75% quantile envelopes
(dark gray), and 5% to 95% quantile envelopes (light gray) of the reflectance spectra
for (a) bright and (b) dark spectral classes, and (c) the three generic seafloor spectra
created from the bright and dark classes.
3.2.9

Band averaging

Modeling of the atmospheric and water column optics is performed at a 1-nm spectral
resolution; however, the space-borne sensors that acquired the imagery for this study
make observations at coarser spectral resolutions. The band-averaged value for a

63

parameter, x̄i , is estimated from a hyperspectral parameter, x, by
Pλ2

xSi
x̄i = Pλλ12
λ1 Si

(3.11)

where λ1 = 400 nm, λ2 = 700 nm, and Si is the spectral response curve for band i,
as seen in Figure 3.3.
3.2.10

Field observations of water depth

While the objective of this study is to predict water depth in a tropical marine
landscape in the absence of in situ observations, real-world measurements are needed
to assess the accuracy of the predictions. The observations on water depths for
the Florida Keys scene are estimates of mean sea level (MSL) that were generated
from water depth measurements obtained via the Experimental Advanced Airborne
Research LiDAR (EAARL; Nayegandhi et al., 2009). These data are provided as
georeferenced rasters with a spatial resolution of 1 m2 and a vertical accuracy of 0.20
m. For this project, a set of 200,000 depth values are randomly selected from the
approximately 50.8 million values within the area of interest.
Water depth observations for the Cay Sal Bank, Great Inagua, Andros Island, and St. Kitts and Nevis scenes were gathered using the same approach of Purkis
et al. (2014). Under this approach, a single-beam acoustic depth sounder, HydroBox
(SyQwest, Inc.), mounted to a small boat uses a 210 kHz ping with a beamwidth of 8◦
to measure depths up to 800 m at a resolution of 0.01 m with an accuracy of ±0.5%.
Each acoustic ping is geolocated using an integrated differential global positioning
system (DGPS) mounted above the depth sounder. The in situ depth measurements
for these four sites are corrected to mean sea level (MSL) using the following steps.
First, field measurements are corrected to mean lower-low water (MLLW) using a
spline interpolation for a 31-day set of daily high and low tide predictions from the
nearest station, as provided by the NOAA Tide Predictions website (NOAA, 2017).
The 31-day sample begins at least one week before field measurements were collected,
and the spline allows for an interpolation of the tidal height to the time of depth
sampling. The MSL value for each observation is estimated by adding the mean of
the tide predictions from the 31-day sample to the MLLW values. Prior to the estimation of accuracy, the depth observations are corrected for tidal height at the time
of image acquisition. Table 3.4 provides statistics on the depth observations for each
site.
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Table 3.4: For each of the five sites, the number of depth observations and the
minimum, mean, and maximum observations within the set.
Site
No. observations
Andros Island
355,609
Cay Sal Bank
138,635
Florida Keys
200,000
Great Inagua
321,533
St. Kitts and Nevis
16,410
3.2.11

Depth (m)
Min. Mean Max.
0.08
6.50
30.00
0.49
11.80 29.87
1.07
6.24
16.33
0.23
7.06
29.99
1.01
12.87 29.99

Assessing accuracy

The root-mean-squared-error is an estimate of overall accuracy, and it is our primary
method of assessing model performance. RMSE is calculated as (Brando et al., 2009;
Pacheco et al., 2015)
r Pn
2
i=1 (zobs − zpred )
RMSE =
(3.12)
n
where n is the number of observations, and zobs and zpred are the observed and predicted depths, respectively. We compare the accuracy of predictions made via tuning
with field data with those made via tuning using the forward model to assess the
latter approach.
3.2.12

Sensitivity analysis

Two variables are systematically altered for each scene to assess the robustness of
the model. In the first analysis, chlorophyll concentration in the water column, [C],
includes values of pure water, 0.01 mg m−3 , 0.05 mg m−3 , and the values from 0.1
mg m−3 to 1 mg m−3 in steps of 0.1 mg m−3 . In the second, the values of bottom reflectance, ρb , are mixtures of the dark and bright spectra ranging from 100% dark (0%
bright) to 0% dark (100% bright) at 10% steps (e.g., 90% dark and 10% bright, 80%
dark and 20% bright, etc.). The RMSE of water depth predictions for each analysis
is plotted to assess the change in accuracy with change in the input parameter.
3.3
3.3.1

Results
Bottom reflectance, ρb

The bright and dark spectra have similar overall shapes with minor differences in the
location of reflectance peaks and valleys (Figure 3.5). Both the bright and dark spectra share a valley between 673 nm and 675 nm (ρb = 38% and ρb = 7%, respectively)
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and a peak at 584 nm (ρb = 47% and ρb = 15%, respectively). The two classes differ
in that the bright spectrum has a second peak at 601 nm (ρb = 48%) while the dark
spectrum has an additional valley at 423 nm (ρb = 6%). A generic seafloor spectrum
generated from an equal mixture of the bright and dark spectral classes retains the
shared valley at 673 nm (ρb = 23%) and peak at 585 (ρb = 31%). The additional
valley of the dark class at 415 nm (ρb = 16%) is also present in the generic spectrum.
The valleys observed in these three spectra result from the absorption of light by
chlorophylls.
The band-averaged reflectance for the generic, bright, and dark spectra reflect the overall shape of their full-resolution counterparts (Figure 3.6); however, the
differences in spectral response curves between the sensors lead to differences in the
spectra for each sensor. For four of the five sensors, the band-averaged dark spectrum peaks (ρb = 14%) in the green band (545 nm ≤ λc ≤ 561 nm). The fifth sensor,
RapidEye, instead reaches a peak (ρb = 14%) in the red band (λc = 658). The
band-averaged reflectance for this sensor and Ikonos similarly peak in the red band
(657.5 nm ≤ λc ≤ 665 nm) for both the band-averaged bright (28% ≤ ρb ≤ 31%)
and generic spectra (44% ≤ ρb ≤ 47%). For QuickBird and Landsat-8, the peak for
the generic (ρb = 28%) is in the green band (655 nm ≤ λc ≤ 660 nm). Meanwhile,
while the bright spectrum (ρb = 43%) peaks in the red band (λc = 660 nm) for the
former, it is equal in the green (λc = 561 nm) and red (λc = 655 nm) bands for the
latter. WorldView-2 stands out from the sensor set because the peaks of the generic
(ρb = 30%) and bright (ρb = 47%) spectra occur in the yellow band (λc = 605). The
general pattern is a shift in peak location from shorter to longer wavelengths with an
increasing relative contribution of the bright spectra to the generic spectrum.
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Figure 3.6: The band-averaged bright (blue), dark (red), and 50%/50% bright/dark
mixed (black) spectra for the spectral bands of (a) WorldView-2, (b) QuickBird, (c)
Landsat-8, (d) RapidEye, and (e) Ikonos whose bands centers are between 400 nm
and 700 nm.
3.3.2

Band-averaged diffuse beam attenuation coefficient

The band-averaged beam attenuation coefficients reflect the finer resolution spectral
modeling results (Figure 3.7) and have similar values for the shared bands within the
sensors (Figure 3.7). Overall, maximum and minimum attenuation rates occur in the
red bands (0.38 m−1 ≤ k ≤ 0.45 m−1 ) and blue bands (0.02 m−1 ≤ k ≤ 0.10 m−1 ),
respectively. There are, however, two exceptions to this pattern. First, the green band
has the lowest attenuation rate in Type III waters ([C] = 2 mg m−3 ) for WorldView67

2 and QuickBird (k = 0.10 m−1 for both sensors), and the attenuation rates for the
blue and green bands in RapidEye in Type III waters are equal (k = 0.11 m−1 ).
Second, the coastal bands of WorldView-2 and Landsat-8 have lower attenuation
rates (0.01 m−1 ≤ k ≤ 0.03 m−1 ) than the blue bands in Type I, IA, and IB waters
([C] ≤ 0.1 mg m−3 ).
Change in the band-averaged diffuse beam attenuation rates with increasing chlorophyll concentration follows a similar pattern as the full-resolution values.
Overall, the change in attenuation rates between Type I and III waters for the
red (∆k = 0.05 m−1 in all cases) and green bands (0.04 m−1 ≤ ∆k ≤ 0.06 m−1 )
is lower than the change in blue bands (∆k = 0.09 m−1 in all cases). In comparison, WorldView-2 and Landsat-8 exhibit greater change in their coastal bands
(0.12 m−1 ≤ ∆k ≤ 0.13 m−1 ) than in their blue bands (∆k = 0.09 m−1 in both
cases). Also, change in the attenuation rates between Type I and III waters for the
yellow band of WorldView-2 (∆k = 0.03 m−1 ) is the lowest observed.
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Figure 3.7: The band-averaged beam attenuation coefficients for (a) WorldView-2,
(b) QuickBird, (c) Landsat-8, (d) RapidEye, and (e) Ikonos modeled using chlorophyll
concentrations ([C]) of 0, 0.01, 0.05, 0.1, 0.5, 1.5, and 2.0 mg m−3 .
3.3.3

Forward modeled band-ratios

Bottom reflectance spectrum shows little influence on the forward modeled bandratios (Figure 3.8). The band-ratios of the pure bright, pure dark, and mixed spectra
have a very strong linear relationship with water depth for depths up to 12 m for
all five sensors (R2 ≥ 0.99). Fitted linear models show similar values for their slope
and intercept values within and between sensors. As depth increases, the relationship
becomes non-linear and begins to approach the band-ratio of optically deep water.
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The band-ratios for the three spectra are similar across all depths for the WorldView2 and QuickBird scenes, and up to ∼15 m for the Landsat-8 and Ikonos scenes. For
the latter two scenes, the band-ratios differ from ∼15 m to ∼30 m before becoming
similar again. The modeled band-ratios for the RapidEye scene exhibit a similar
pattern to the Landsat-8 and Ikonos scene; however, the pure dark spectrum differs
from the other two spectra for depths shallower than ∼8 m.
Chlorophyll concentration exhibits a strong influence on forward modeled
band-ratios (Figure 3.9). Specifically, the value of the band-ratio for optically deep
water decreases with increased chlorophyll concentration. The result is that the difference between the modeled value of 0 m and 40 m decreases with increased chlorophyll
concentration. While the modeled values differ, the shape of the relationship between
band-ratio and water depth is similar across all scenarios, including the bottom reflectance scenarios. Similar to those scenarios, the majority of chlorophyll concentration scenarios (91%) demonstrate a very strong linear relationship between band-ratio
and water depth for depths up to 12 m (R2 ≥ 0.90). Of the two remaining scenarios,
the WorldView-2 and QuickBird sensors combined with a chlorophyll concentration
of 2 mg m−3 , have a weak linear relationship (R2 ≥ 0.18), and the RapidEye sensor with the same concentration has a strong relationship (R2 = 0.80). Unlike the
bottom reflectance, the slope of the fitted linear models for all five sensors decreases
as chlorophyll concentration increases from 0 to 2.0 mg m−3 , while the y-intercepts
show very little variation with values ranging from 0.93 and 0.95.
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Figure 3.8: The forward modeled change in the blue/green band-ratio with increasing depth for bright (solid blue line), dark (solid red line), and 50% dark/50% bright
(solid black line) generic spectra and the linear regression (dashed lines) fitted to the
band-ratios for depths from 0 m to 12 m for the (a) WorldView-2, (b) QuickBird, (c)
Landsat-8, (d) RapidEye, and (e) Ikonos sensors using a chlorophyll concentration,
[C], of 0.2 mg m−3 .
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Figure 3.9: The forward modeled change in the blue/green band-ratio with increasing depth for seven different chlorophyll concentrations (solid lines) and the linear
regression (dashed lines) for the (a) WorldView-2, (b) QuickBird, (c) Landsat-8, (d)
RapidEye, and (e) Ikonos sensors using the 50% dark/50% bright generic spectrum.
3.3.4

Predicting water depth

The satellite images in Figure 3.2 contain seafloor features common to coral reef
systems, and the DTMs generated via tuning with forward modeling highlight the
topography in these areas (Figure 3.10). Topographic highs in the Florida Keys,
Great Inagua, and Andros Island scenes include reefs and shallow, near-shore areas,
and their topographic lows include expanses of carbonate sand, seagrass meadows,
and a channel between oceanic waters and lagoonal areas. The Cay Sal Bank scene
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contains similar topographic lows. The topographic highs in this scene, however, are
remnants of aeolian dunes from the Pleistocene that are undergoing erosion. Both the
Great Inagua and St. Kitts and Nevis scenes contain narrow shelves. For the latter
scene, this shelf reflects the volcanic origin of the island, and some offshore features
are visible. In all scenes, the areas of optically deep water appear as large expanses of
nearly homogeneous water depth due to the saturation of the spectral signal by the
water column water. The result is that water depth predictions in these opticallydeep waters are erroneous. Based on the forward-modeling of the band-ratios, as seen
in Figures 3.8 and 3.9, we find a depth value of 15 m provides useful depth limit for
reliable water depth predictions.
Figure 3.11 compares observed water depth to water depths predicted when
using a chlorophyll concentration, [C], of 0.2 mg m−3 and the mixed generic seafloor
spectrum, and Table 3.5 contains the RMSE values for depths less than or equal to
15 m and for depths greater than 15 m. For observed water depths less than or equal
to 15 m, the RMSE values of water depths predicted using the forward model and
the Landsat-8 images range between 1.09 m (Cay Sal Bank) and 2.58 m (St. Kitts
and Nevis), and the RMSE values associated with the high resolution imagery range
from 1.03 m (Florida Keys) to 2.00 m (St. Kitts and Nevis). In comparison, the
RMSE values for the same depth (z ≤ 15 m) made via tuning with field data range
from 0.89 m (Florida Keys) to 2.62 m (St. Kitts and Nevis) and from 1.02 m (Florida
Keys) to 1.95 m (St. Kits and Nevis) for the Landsat-8 images and high resolution
images, respectively.
For both approaches to deriving water depth, the patterns of accuracy across
depths from 0 m to 15 m have similar shapes in all cases and similar magnitudes in
six cases (Figure 3.12). For the Landsat-8 image in the Florida Keys, the predictions
made via forward modeling become substantially less accurate than the predictions
made via field data for depths above 7 m. In St. Kitts and Nevis, predictions made via
field data are substantially more accurate in both the Landsat-8 and Ikonos images
for depths below 10 m. The WorldView-2 scene in Cay Sal Bank and the Landsat-8
image in Great Inagua both show similar patterns for depths below 9 m.
For depths greater than 15 m, there is a drastic reduction in the accuracy
of water depth predictions. While the most accurate predictions for this depth range
are those predicted for the Florida Keys (Table 3.5), the low values are an artifact of
the lack of water depth observations between 17 m and 30 m. In the other sites, the
RMSE values range from 8.39 m (Landsat-8 in Cay Sal Bank) to 23.02 m (Landsat-8
in St. Kitts and Nevis). Figure 3.12 demonstrates the increase in RMSE values as
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depths increase path 15 m for all the examines cases.
The tuning coefficients, β0 and β1 , for water depth prediction in Eq. 3.10
obtained via tuning with forward modeling and with real world observations are
similar for most scenes (Table 3.6). The difference in the magnitudes of the slopes
(β1 ) and intercepts (β1 ) between the two approaches is less than or equal to 3.8 in six
of the ten scenes. The coefficients generated through tuning via forward modeling are
between 0.3% and 6.5% of the values for the other approach in these scenes. Of the
four remaining scenes, two are Landsat-8 images and two are high resolution images.
The differences in coefficients for these four scenes range from 5.9 to 13.6 with relative
differences in coefficients between 12.5% and 18.9%.
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Table 3.5: For each satellite image, the root-mean-squared-error (RMSE) between
water depth observations and their associated predictions obtained with tuning via
field data and with forward modeling using a chlorophyll concentration of 0.2 mg m−3
and the mixed generic spectrum when observed depth is either less than or equal to
15 m or greater than 15 m.

Study Site
Andros Island
Cay Sal Bank
Florida Keys
Great Inagua
St. Kitts & Nevis

Sensor
Landsat-8
RapidEye
Landsat-8
WorldView-2
Landsat-8
WorldView-2
Landsat-8
QuickBird
Landsat-8
Ikonos

Root-mean-squared-error (RMSE)
Field data
Forward modeling
zobs ≤ 15 m zobs > 15 m zobs ≤ 15 m zobs > 15 m
1.24 m
13.32 m
1.32 m
12.82 m
1.44 m
13.45 m
1.43 m
13.19 m
1.09 m
4.03 m
1.20 m
3.65 m
1.19 m
9.39 m
1.29 m
8.77 m
0.89 m
2.43 m
1.21 m
4.43 m
1.02 m
4.02 m
1.03 m
4.27 m
1.66 m
11.72 m
1.75 m
10.94 m
1.28 m
13.14 m
1.55 m
13.48 m
2.62 m
23.02 m
2.58 m
21.87 m
1.95 m
13.69 m
2.00 m
13.03 m
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Figure 3.11: The observed (x -axis) and predicted (y-axis) depth values generated
with tuning via field data (first and third columns) and forward modeling (second
and fourth columns) with a chlorophyll concentration of 0.2 mg m−3 and the mixed
generic spectrum for the Florida Keys (top row), Great Inagua (second row), Cay Sal
Bank (third row), Andros Island (fourth row), and St. Kitts and Nevis (bottom row)
using for Landsat-8 imagery (first and second columns) and fine resolution imagery
(third and fourth columns).
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Figure 3.12: Root-mean-square-error (RMSE) of predicted water depths within 1-m
depth bins generated with tuning via field data (open circles) and forward modeling
(filled circles) with a chlorophyll concentration of 0.2 mg m−3 and the mixed generic
spectrum for the (a,b) Florida Keys, (c,d) Great Inagua, (e,f) Cay Sal Bank, (g,h)
Andros Island, and (i,j) St. Kitts and Nevis using Landsat-8 imagery (first column)
and fine resolution imagery (second column).
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Table 3.6: The prediction coefficients (β0 and β1 ) and their standard error obtained
with tuning via field data and forward modeling with a chlorophyll concentration of
0.2 mg m−3 and the mixed generic spectrum for each satellite image.
Study Site
Andros Island
Cay Sal Bank
Florida Keys
Great Inagua
St. Kitts & Nevis

3.3.5

Sensor
Landsat-8
RapidEye
Landsat-8
WorldView-2
Landsat-8
WorldView-2
Landsat-8
QuickBird
Landsat-8
Ikonos

Field data
β0
β1
−40.2(±0.6)
42.2(±0.5)
−42.9(±0.3)
45.9(±0.3)
−46.9(±1.2)
47.4(±1.0)
−62.6(±0.5)
64.3(±0.5)
−53.9(±0.1)
56.8(±0.1)
−65.1(±0.09) 68.3(±0.08)
−41.1(±0.3)
42.6(±0.2)
−75.3(±0.2)
77.7(±0.2)
−42.2(±1.0)
43.1(±0.9)
−52.6(±0.9)
52.4(±0.8)

Forward modeling
β0
β1
−39.7(±0.1) 42.4(±0.09)
−45.7(±0.1)
48.5(±0.1)
−38.9(±0.1) 41.5(±0.09)
−58.8(±0.1)
62.1(±0.1)
−43.7(±0.1)
46.5(±0.1)
−61.7(±0.1)
65.1(±0.1)
−39.4(±0.1) 42.0(±0.09)
−61.7(±0.1)
65.1(±0.1)
−40.3(±0.1) 42.9(±0.09)
−43.3(±0.08) 45.7(±0.08)

Effects of chlorophyll concentration, [C], on water depth predictions

The accuracy of the water depth predictions for areas shallower than 15 m derived
from the model tuned via radiative transfer equations are sensitive to changes in
chlorophyll concentration for all scenes (Figure 3.13). The water depth predictions
using this model are least accurate at 1 mg m−3 in all 12 cases with RMSE values
ranging from 2.51 m (Landsat-8 in the Florida Keys) to 12.68 m (WorldView-2 in Cay
Sal Bank). The chlorophyll concentration selected for demonstration of the algorithm
([C] = 0.2 mg m−3 ) provides the most accurate water depth predictions for six of the
selected scenes with RMSE values ranging from 1.03 m (WorldView-2 in the Florida
Keys) to 2.0 m (Ikonos in St. Kitts and Nevis). For three scenes, a chlorophyll
concentration of 0.1 mg m−3 provides the most accurate predictions. The RMSE
values for these scenes range from 1.24 m (WorldView-2 in Cay Sal Bank) to 2.49 m
(Landsat-8 in St. Kitts and Nevis), and the difference between these values and the
RMSE values for the demonstration chlorophyll concentration are less than or equal
to 0.10 m. For the final scene, Landsat-8 for the Florida Keys, the most accurate
predictions (RMSE = 0.90 m) are achieved with a chlorophyll concentration of 0.4
mg m−3 , and there is a difference of 0.31 m in the RMSE values for this concentration
and that used for demonstration.
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Figure 3.13: Root-mean-square-error (RMSE) for water depths shallower than 15 m
predicted via tuning with field data (open circles) and tuning with forward modeling
using the generic mixed spectrum and different chlorophyll concentrations (mg m−3 ;
filled circles) for Landsat-8 imagery (left column) and the fine resolution imagery
(right column) for (a,b) the Florida Keys, (c,d) Great Inagua, (e,f) Cay Sal Bank,
(g,h) Andros Island, and (i,j) St. Kitts and Nevis.
3.3.6

Effects of bottom reflectance, ρb , on water depth predictions

The accuracy of water depth predictions for depths shallower than 15 m derived via
the forward model shows little sensitivity to differences in bottom reflectance values
(Figure 3.14). The most accurate predictions (RMSE = 1.43 m) for the RapidEye
image in Andros Island occur when using the 50%/50% dark/bright spectrum. In
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six of the other scenes, the most accurate predictions are made using generic seafloor
spectrum with a generic bright spectrum contribution less than or equal to 40%.
The RMSE values in these cases range from 1.04 m (Landsat-8 in Cay Sal Bank) to
2.49 m (Landsat-8 in St. Kitts and Nevis). The most accurate predictions for three
remaining scenes occur with a bright spectrum contribution greater than or equal to
80% with RMSE values ranging from 1.02 m (WorldView-2 in the Florida Keys) to
1.42 m (QuickBird in Great Inagua). For these nine scenes in which the demonstration
spectrum did not provide the most accurate water depth predictions, the difference
in RMSE values associated with the most accurate and the demonstration spectra is
equal to or less than 0.14 m.
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Figure 3.14: Root-mean-square-error (RMSE) of water depths shallower than 15 m
predicted via tuning with field data (open circles) and tuning with forward modeling
using a constant chlorophyll concentrations (0.2 mg m−3 ) and different mixtures of
the dark and bright generic spectra (filled circles) for Landsat-8 imagery (left column)
and the fine resolution imagery (right column) for (a,b) the Florida Keys, (c,d) Great
Inagua, (e,f) Cay Sal Bank, (g,h) Andros Island, and (i,j) St. Kitts and Nevis.
3.4

Discussion

This study develops an approach for predicting water depth in tropical carbonate
landscapes from a multispectral satellite image without the need for ground-truth
data (Figure 3.1). The approach models the relationship between the ratio of the
blue and green spectral bands (Figure 3.8), as identified in (Stumpf et al., 2003),
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using a forward model of the water column and fits a linear model to estimate the
tuning coefficients (Table 3.6). The accuracy of the resulting predictions (Figures
3.11 and 3.12) shows that our approach can be employed to create DTMs of tropical
carbonate landscapes from multispectral satellite imagery when ground-truth data
are lacking (e.g., Figure 3.10) for areas shallower than 15 m. Beyond this depth,
saturation of the spectral signature by water column reflectance leads to erroneous
water depth predictions.
The accuracy of water depth predictions for depths below 15 m generated by
tuning with the forward model are comparable to the accuracy of those produced via
tuning with field data. The former has RMSE values between 1.03 m and 2.58 m, and
the latter has RMSE values between 0.89 m and 2.62 m (Figure 3.11). Additionally,
our analysis shows that both approaches product similar patterns in accuracy within
this depth range (Figure 3.12). These similarities suggest that the developed approach
provides DTMs for tropical carbonate landscapes for depths shallower than 15 m with
similar reliability to the previously published approach without the need for field data,
thereby, providing a tool for characterizing the seafloor for these locations.
While use of a generic seafloor spectrum is a key component of the developed
approach, our results suggest that our generic spectrum, generated from a combination of bright and dark spectra, provides a suitable input to the forward model. Our
generic seafloor spectra are generated from representative spectra created from a spectral library for common benthic end-members of coral reef landscapes (e.g., Figure
3.4 Hochberg and Atkinson, 2000; Hochberg et al., 2003). This approach is possible
because the shape of the reflectance spectra for these end-members are consistent
regardless of biogeographic origin (Hochberg et al., 2003, 2004). The classes are further grouped into bright and dark classes (Figures 3.5 and 3.6), which reflects the
magnitude of their representative spectra. The forward modeled band-ratios of the
pure bright, the pure dark, and the 50%/50% dark/bright spectra have little variation for depths up to 15 m for two of the five sensors and up to 20 m for two other
sensors (Figure 3.8). While the RapidEye sensor shows substantial variation depths
shallower than 5 m, water depth can be reliably derived from imagery acquired by
this sensor for depths between 5 m and 15 m. While our analysis demonstrates that
the accuracy of depth predictions are insensitive to change in the starting seafloor
spectrum (Figure 3.14), the spectra that provide the most accurate predictions predominately contain a contribution of 50% or less from the bright spectrum. When this
is considered along with the small difference in RMSE values between our 50%/50%
bright/dark spectrum and the most accurate predictions, our generic mixed spectrum
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provides a reasonable input when modeling the band-ratios of the water column for
optically-shallow waters.
The forward modeling of band-ratios demonstrates that a fundamental depth
limit to the band-ratio approach exists. Up to this depth (15 m in our demonstration),
the band-ratios exhibit nearly linear relationship with water depth. Beyond this
depth, the band-ratio deviates from this behavior leading to underestimation of water
depth. Our modeling results shows that bottom reflectance has little influence on
this depth limit (Figure 3.8), while chlorophyll concentration has a strong influence
(Figure 3.9). To address the non-linearity, the model of Stumpf et al. (2003) could be
replaced with a model that reliably captures this phenomenon, if such a model could
be identified. To the best of our knowledge, a model that fits this criteria has not been
identified. We believe that further investigation into the relationship between bandratios and water depth could lead to a more realistic model, which would improve our
ability to map shallow coastal waters. However, even if a better model is identified,
the fundamental limit to water depth derivation from spectral measurements will still
exists due to saturation of the spectral signal by light reflected by the water column.
Modeling the diffuse attenuation coefficient, based on an assumed chlorophyll concentration (Figure 3.7), allows for the derivation of water depth. However,
the reliability of our forward model in representing the water column depends on
the accuracy of the chlorophyll concentration (Figure 3.13). Thus, caution must be
taken with this parameter. In particular, our approach uses bio-optical models that
assume total absorption and total scattering are primarily related to chlorophyll concentration. Additionally, the models assume that the concentrations of chlorophyll
and gelbstoff covary. Using our approach, water depth predictions for areas shallower
than 15 m are similar to those produced via the tuning with field data approach,
which does not rely on these assumptions. This Suggests that the assumption is useful in some cases. In contrast, violation of these assumptions may be contributing to
the worse performance of predictions made by tuning via forward modeling for the
Landsat-8 image of the same site. This suggests that producers must take caution
when implementing this algorithm. Additionally, alternative approaches (e.g., Lee et
al., 1998, 1999, 2001; Garcia et al., 2014) may provide more accurate parameterization of the light attenuation within water column, which could lead to more accurate
water depth predictions. These alternatives, however, will require more inputs (e.g.,
gelbstoff concentration) for which field data are insufficient. In such cases, additional
assumptions about the properties of the water column will be needed, and this could,
in turn, introduce further complexity and error that would affect the accuracy of
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water depth predictions.
The diffuse beam attenuation coefficient, k, is assumed to be spatially invariant, and this represents a limitation to the algorithm and provides an area in
which improvements can be made. We assume spatial homogeneity of this parameter because we are assuming that the field data need to reliably quantify the spatial
distribution of this parameter are absent. The result is that the model may provide erroneous water depth predictions if there is a substantial difference between
the assumed and the actual values. One solution to addressing this is incorporating
remotely-observed values for the diffuse beam attenuation coefficient (Lee et al., 2005;
Barnes et al., 2013; Zhao et al., 2013; McKinna et al., 2015). For example, Barnes
et al. (2013) develops an approach for retrieving water clarity from MODIS data over
optically-shallow waters in the Florida Keys. In theory, the approach could be applied
to any remote carbonate landscape around the world, however, it is limited to depths
greater than 5 m because the contribution of bottom reflectance to the observed signal is very high. This means that there is no direct measurement of the water clarity
for the shallowest areas of these landscapes. Despite this limitation, incorporating
their process into our algorithm could result in more accurate depth predictions for
a substantial portion of the target landscapes.
Our approach to deriving water depth from multispectral satellite imagery
without the need for direct measurement of bottom reflectance, diffuse beam attenuation coefficients, or water depth within a site can be applied to any image acquired
by a multispectral sensor for which the spectral response is known. This includes
historical image archives (e.g., the Landsat program, etc), contemporary sensors not
included in this study (e.g., SPOT, WorldView-3, etc), and future satellite-based
sensors. This versatility implies that there is a broad range of applications for this
approach. For example, it should be possible to produce DTMs for areas shallower
than 15 m for carbonate landscapes from historical archives, which would allow for
the tracking of change in topographic relief over the decades. There is, additionally,
potential to generate DTMs for these shallow areas in near-real time for sites where
field data are lacking, yet topographic data is urgently needed to understand the local
hydrodynamics, such as coastal areas susceptible to tsunamis or storm surge, without
an extensive field campaign.
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Chapter 4
A quantitative criterion with which
to distinguish facies belts from
mosaics in carbonate deposystems
4.1

Introduction

The intricate planform patterning of carbonate facies - depositional units with sedimentological attributes distinct from adjacent features - have traditionally been described as belonging to one of two end-members: facies belts or facies mosaics. The
belt model constitutes the classic textbook arrangement of facies into a series of shoreor margin-parallel belts (Wilson, 1986; Schlager, 2005; Tucker and Wright, 2009). The
belt model has clearly been useful in describing the broad-scale lateral facies successions typically encountered along a depositional timeline. More recent work, however,
indicates that the belt model does not adequately capture the complex patterns that
have been recognized from more recent studies where remote sensing has been used
to map carbonate facies patterns at high spatial resolution (e.g., Rankey, 2002; Gischler and Lomando, 2005; Purkis et al., 2005; Purkis and Kohler, 2008; Rankey and
Reeder, 2010; Rankey et al., 2011; Rankey and Garza-Pérez, 2012; Gischler et al.,
2014; Purkis and Harris, 2016; Rankey, 2016; Purkis and Harris, 2017; Purkis et al.,
2017). Recognizing this disconnect between conceptual model and real-world observation, Wright and Burgess (2005) proposed the mosaic model as an alternative way
to conceptualize the planform arrangement of facies elements. The authors define
a facies mosaic as, an arrangement of lithological elements lacking significant linear
trends in element arrangement, but showing some statistically significant relationship between element size and frequency of occurrence. Using a suite of real-world
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examples, Rankey (2016) evolved the work of Wright and Burgess (2005) and cast
facies belts and mosaics as end-members for the development of carbonate depositional systems, with a spectrum of possible arrangements existing between them. By
understanding this spectrum, a better understanding of stratal heterogeneity might
be gained, which, in turn, might improve the prediction of depositional patterns for
subsurface sequences (Rankey, 2016).
From a conceptual standpoint, one of the primary differences between the
facies belt and facies mosaic models is the lateral continuity of individual facies elements. Within the belt model, the spatial extent of facies elements are more continuous along strike than along dip - meaning that there will be fewer, if any, lateral
transitions between facies in the former orientation than in the latter (e.g., Purkis
and Vlaswinkel, 2012). In comparison, facies elements within the mosaic model frequently succeed one another such that there will be numerous facies transitions, and
their lateral continuity might not be differentiated in the dip versus strike direction
(e.g., Purkis and Vlaswinkel, 2012). In short, the mosaic model implies a greater
amount of spatial disorder in the arrangement of the facies elements than the belt
model, and does not necessarily evoke strong dip-to-strike anisotropy within the arrangement. Such differences between belts and mosaics were implied by Wright and
Burgess (2005), but not stated explicitly. On the basis of the different character of
facies patterning between the two models, we propose an index based on the level of
directional autocorrelation between facies elements as a means to statistically differentiate the occurrence of belts and mosaics. Our geostatistical index serves to expand
the toolset first proposed by Wright and Burgess (2005) and later refined by Rankey
(2016).
Geostatistics provides tools for the analysis of spatial data thereby allowing
for the estimation and modelling of spatial correlation (Bivand et al., 2008). One
of the approaches for achieving this goal is variography. Unlike the transiograms
used in previous studies (e.g., Carle and Fogg, 1997; Purkis et al., 2012b), which
focus on the frequency of transition and the probability of juxtaposition between
facies elements, variography can be used to estimate the strength and direction of
spatial correlation within geologic data (e.g., Koltermann and Gorelick, 1996; Amour
et al., 2013; Coimbra et al., 2015). The experimental variogram is derived from the
observations contained within the map, and it can be interpreted as a reflection of the
spatial correlation within facies maps at discrete lag-distances. In the simplest form,
there is an assumption that there is no directional dependence within the spatial
autocorrelation (i.e., perfect isotropy in the arrangement of facies), and a model
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is fitted to the experimental variogram, which can take one of several forms (e.g.,
spherical, power, exponential, Gaussian, and linear). The fitted model is called the
theoretical variogram. Selection of the best model for the theoretical variogram can
be visual, statistical, or a combination of the two (Oliver and Webster, 2014). Using
the theoretical variogram, a continuous surface is created through the process of
kriging (e.g., Purkis et al., 2017). Variation in the strength and direction of spatial
correlation can also be used to yield synthetic landscapes with a variety of spatial
patterning (e.g., Koltermann and Gorelick, 1996). This application suggests that the
variogram indeed encodes information that is pertinent to recognizing different motifs
of facies arrangement and may therefore be a used to quantitatively identify different
depositional patterns.
This study develops and deploys an index, hereafter termed the spatial correlation index (SCI), to distinguish between facies belts and facies mosaics. The purpose
of the index is to quantify the degree of spatial correlation within the arrangement
of a population of facies elements by leveraging the information contained within
theatrical variograms. Further, thresholds of the index are proposed to distinguish
between belts and mosaics. Because this index is continuous, it further holds the potential to characterize the spectrum of facies arrangements that lie between this pair
of end members. The index is applied to facies maps developed from high-resolution
satellite imagery and calibrated by ground-truth for 36 isolated carbonate platforms
distributed across the Pacific Ocean and Caribbean Sea. Next, the spatial distribution of SCI for three broad facies classes within the sites are compared to visualize the
within-platform spatial distribution of the index. The resulting maps demonstrate
that belt-like, mosaic-like, and intermediate facies arrangements co-occur within the
considered Modern shallow-water carbonate depositional systems, and the spatial
distributions of the different arrangements may be controlled by the interactions of
environmental processes with platform architecture.
4.2
4.2.1

Methods
Sites

This study considers facies maps for 36 modern carbonate platforms (Figure 4.1),
developed in association with the Khaled bin Sultan Living Oceans Foundation.
This organization is a international private-operating foundation that recently completed its Global Reef Expedition, which will shortly release a GIS database for 1,000
reef systems across 17 countries distributed on a global transect around the trop88

ics (https://www.livingoceansfoundation.org/global-reef-expedition/). The 36 platforms are located in the southern Pacific Ocean in the countries of French Polynesia
(n = 20), Fiji (n = 10), Cook Islands (n = 3), Tonga (n = 2), and Solomon Islands
(n = 1).
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Figure 4.1: Maps showing the geographical distribution of the 36 sites used for this
study.
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4.2.2

Facies Maps

Facies maps were generated from benthic habitat maps, which were derived from
WorldView-2 satellite imagery (DigitalGlobe Inc.) and had a spatial resolution of 2
m. The benthic habitat maps were generated through object-orientated classification
refined by manual digitization, as explained by Saul and Purkis (2015) and Phinn
et al. (2012). Under this process, the map producer selected a set of training data,
based on in situ observations of seafloor character obtained via a tethered camera,
digital photos, diver observations, and sieved and sorted surficial sediment samples,
to calibrate a predictive algorithm that was then used to classify to the rest of the
pixels in the remote sensing image.
The benthic habitats were converted in Dunham rock-types facies based on
the inferred substrates, sediment grain sizes, and method of sediment binding. Lokier
and Al Junaibi (2016) found that the Dunham classification (Dunham, 1962), with
modifications by Embry III and Klovan (1971), was widely used in the petrographic
description of carbonate facies from thin sections. The scheme uses the proportion
of different grain-sizes (i.e., mud, sand, and gravel), the type of supporting (e.g.,
matrix- or grain-supported), and the type of organic-binding to identify 10 different rock-types: mudstone, wackestone, packstone, grainstone, floatstone, rudstone,
bafflestone, bindstone, framestone, and boundstone. Lokier and Al Junaibi (2016)
refined this scheme and clarified definitions of the various rock-types to improve clarity and consistency in the classification of thin sections. Their definitions for the
various rock-types provide the information needed to infer Dunham rock-type from
the benthic habitats (Tables 4.1 and 4.2). The resulting facies maps show the spatial
distributions of seven facies classes within the study sites (Figures 4.2, 4.3, and 4.4)
and contain belt-like and mosaic-like arrangements of facies within them (Figure 4.5).
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Table 4.1: The definitions for the seven carbonate facies from Lokier and Al Junaibi
(2016) used in this study.
Facies
Bindstone

Definition
An autochthonous carbonate-dominated rock in which the original components of the supporting matrix were organically-bound
through stabilization of the sediment at the time of deposition.
Boundstone An autochthonous carbonate-dominated rock in which there is any
form of evidence that the original components were organicallybound at the time of deposition; however, the mode of binding is
not identified.
Framestone An autochthonous carbonate-dominated rock supported by a rigid
organic framework developed at the time of deposition.
Grainstone A carbonate-dominated rock that does not contain any carbonate
mud and where less than 10% of the components are larger than 2
mm.
Mudstone A matrix-supported carbonate-dominated rock comprised of more
than 90% carbonate mud (<63 µm) components.
Packstone A carbonate-dominated lithology containing carbonate mud (<63
µm) in a fabric supported by a sand grade (63 µm to 2 mm) grainsize fraction and where less than 10% of the volume is comprised of
grains >2 mm.
Wackestone A carbonate-dominated rock in which the carbonate mud (<63 µm)
component supports a fabric comprising 10% very fine-sand grade (63
µm) or larger grains but where less than 10% of the rock is formed
of grains larger than sand grade (>2 mm).
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Table 4.2: List of the seven facies and two other classes and the benthic habitats
from which they were inferred.
Facies

Benthic habitat
Back reef rubble dominated
Coral rubble
Dense macroalgae on sediment
Bindstone Dense seagrass meadows
Lagoonal floor macroalgae on sediment
Lagoonal sediment apron macroalgae on sediment
Reef-top algal mats
Back reef pavement
Buried lagoonal coral framework
Boundstone
Carbonate blocks
Lagoonal pavement
Deep
Deep lagoonal water
Back reef coral bommies
Back reef coral framework
Coralline algal ridge
Deep fore reef slope
Lagoonal Acropora framework
Lagoonal bommie field
Lagoonal coral framework
Lagoonal floor coral bommies
Framestone
Lagoonal fringing reefs
Lagoonal massive coral framework
Lagoonal patch reefs
Lagoonal pinnacle reefs branching coral dominated
Lagoonal pinnacle reefs calcareous redalgal conglomerate
Lagoonal pinnacle reefs massive coral dominated
Shallow fore reef slope
Shallow fore reef terrace
Back reef sediment dominated
Grainstone Beach sand
Fore reef sand flats
Inland waters
Mangroves
Mudstone
Mud
Mud flats
Packstone Lagoonal sediment apron sediment dominated
Terrestrial vegetation
Terrestrial Unvegetated terrestrial
Urban
Wackestone Lagoonal floor barren
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Figure 4.2: The facies maps for (a) Aitutaki, (b) Aratika, (c) Bellingshausen, (d)
Cicia, (e) Fulaga, (f) Huahine, (g) Kobara, (h) Mago, (i) Maiao, (j) Mangareva, (k)
Maria Est, and (l) Maria Oeste. North is top.
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Figure 4.3: The facies maps for (a) Matuka, (b) Matureivavao, (c) Moala, (d)
Mopelia, (e) Nayau, (f) Niuatoputapu, (g) Palmerston, (h) Raivavae, (i) Raraka, (j)
Rarotonga, (k) Reef Islands, and (l) Rimatara. North is top.
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Figure 4.4: The facies maps for (a) Scilly, (b) Temoe, (c) Tenararo, (d) Tenarunga,
(e) Tetiaroa, (f) Totoya, (g) Tubuai, (h) Tupai, (i) Tuvuca, (j) Vahanga, (k) Vanua
Vatu, and (l) Vavau. North is top.
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Figure 4.5: For Aitutaki Atoll, (a) the satellite image, (b) the facies map, (c) a
belt-like area, and (d) a mosaic-like area.
4.2.3

Variography

Variography was used to assess spatial correlation in facies presence within the facies
maps. To calculate the variance, the presence or absence of a facies encoded for
pixels at different separation (lag) distances were compared. Figure 4.6 illustrates
how, for a selected pixel, all pixels within a selected range of lag-distances are paired
to estimate variance in the presence or absence of facies under isotropy (Figure 4.6a)
and anisotropy (Figure 4.6b). The difference between the isotropic and anisotropic is
that the latter assesses spatial correlation along multiple azimuth angles separately
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instead of in all directions simultaneously. For example, if an azimuth angle of 0◦
(i.e., North-South) was specified, then only those pixels oriented along a generally
north-south axis would used to calculate the directional experimental variogram for
this azimuth. The example presented in Figure 4b shows the point pairs with azimuth
angles between 325◦ and 45◦ are included in the estimate of variance for the northsouth azimuth. For this study, a set of six directional variograms oriented along the
azimuth angles of 0◦ ±15◦ (i.e., north-south), 30◦ ±15◦ , 60◦ ±15◦ , 90◦ ±15◦ (i.e., eastwest), 120◦ ±15◦ , and 150◦ ±15◦ were created. Figure 4.7 contains examples of the
six directional variograms (both experimental and theoretical) calculated for these
six azimuth angles for the two 500-m by 500-m areas shown in Figure 4.5c and d
to demonstrate how the variograms differ when there is anisotropy and isotropy,
respectively, within the landscapes.
Three parameters were estimated for each fitted theoretical variogram (Figure 4.7). The first was the nugget which accounts for the variance in facies presence observed below the first lag-distance. The second parameter, the sill, was the
statistically-expected asymptotic limit of the variance for the variogram. These two
parameters were used to estimate the proportion of the variability in the spatial patterning attributable to randomness, and it was calculated as the ratio of the nugget
to the sill. A high proportion (e.g., >90%) indicated a facies arrangement that was
either random or indistinguishable from random, while a low proportion indicated a
non-random arrangement. While we accounted for the former possibility, all landscapes considered in this study met the criterion for a non-random arrangement. The
last parameter was the range, which was the lag-distance at which two pixels no longer
exhibited spatial autocorrelation, which also corresponds to the distance at which the
difference between the sill and the variogram is negligible. The range value is higher
when there are fewer, more extensive facies elements, such as those in belt-like arrangements, than when there are numerous, less extensive elements, such as those
in mosaic-like arrangements. The nugget, sill, and range were estimated by fitting a
linear model to the experimental variogram using the gstat package (Pebesma, 2004)
within the R statistical environment (R Core Team, 2016).
Variograms could not be fitted when one map class dominated a subset such
that it could be considered homogeneous. This resulted in a lack of variance between
observations in the data and prohibited variogram analysis. For this study, when one
facies occupied 99% of the dataset, the examined area was marked as homogeneous.
Conversely, if a facies occupied less than 1% of the data, the examined area was
marked as empty. A variogram was not created in either situation. When present in
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a site, the spatial distributions of homogeneous areas are reported.

Figure 4.6: A demonstration of the difference for estimating variance associated with
a single point for a lag range of 100 m to 150 m under (a) isotropy and (b) anisotropy
using the belt-like subset from Aitutaki Atoll, Cook Islands shown in Figure 4.5c. In
the isotropic example, all points within the lag range are used for the calculation,
while only points within the lag range and at within a range of azimuth angles (-45◦
to 45◦ ) are used in the anisotropic example. This process is repeated for all pixels, lag
ranges, and azimuth angles within the 500-m by 500-m tiles to create the variograms
in Figure 4.7.
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Figure 4.7: Examples of the directional experimental (circles) and theoretical (sold
line) variograms for one facies (framework) in the belt-like (top) and mosaic-like
(bottom) subsets from Aitutaki Atoll, Cook Islands, as shown in Figure 4.5, for the
six azimuth angles (0◦ , 30◦ , 60◦ , 90◦ , 120◦ , and 150◦ ) used in this study with the
estimated sill (dashed-line), nugget (dotted line), and range (dashed-dotted line) for
each.
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4.2.4

Spatial correlation index (SCI)

The spatial correlation index (SCI) was based on the range parameter of the theoretical variogram. The value was calculated by the equation:
SCI =

range
cutof f

(4.1)

where range in the numerator is the range for the theoretical variogram. The denominator, cutoff, was the maximum distance value used when estimating the experimental
and theoretical variograms. For this study, the cutoff was half of the maximum distance between pixels within the dataset, which is a common practice (Bivand et al.,
2008) to avoid edge effects within the analysis. The index was calculated in this
manner to represent the relative extent of spatial correlation in comparison to the
geospatial window of analysis. An alternative approach would be to use the range
value, and this would provide the real-world spatial scale of the correlation. The
former approach was chosen to acknowledge the fact that the upper limit of the range
would be affected by the limited spatial extent of the data.
The range used in Eq. 4.1 was the median range value for the six directional
variograms. Figure 4.8 shows how this median value decreases with increasing disorder in the landscape. In this example, a belt-like arrangement of three facies was
created on a 250-pixel by 250-pixel landscape with a 2-m spatial resolution resulting
a 500-m by 500-m highly-ordered landscape. A proportion of the pixels within the
landscape was randomly shuffled, and a 3-pixel by 3-pixel mode-filter was applied
to the landscape. In cases when two or more facies shared the distinction of having
the highest frequency, one of them was selected at random. This filtering step was
necessary because random shuffling alone would produce a random landscape with
a high nugget value that would prohibit the calculation and fitting of experimental
and theoretical variograms, respectively. The process was performed 5 times with
each repetition having a different proportion (1%, 40%, 60%, 85%, or 99%) of pixels
being shuffled. The result was a set of five landscapes that showed increasing levels
of disorder as they progressed from a belt-like arrangement of the three facies to a
mosaic-like arrangement (first column of Figure 4.8).
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Figure 4.8: Five synthetic landscapes (first column) with an increasing level of disorder as the shuffled proportion of the landscape increases and directional variograms
of the three facies (second through fourth columns) for six azimuth angles (0◦ , 30◦ ,
60◦ , 90◦ , 120◦ , and 150◦ ). The nugget (horizontal dotted line), sill (dashed line), and
range (vertical dotted line) calculated from each theoretical variogram (red lines) is
shown, and the median range value (blue line) for is plotted.
4.2.5

Deploying the SCI

For each site, a set of 500-m by 500-m tiles was created to map the spatial distribution
of the SCI for each facies (Figure 4.9). For each facies (Figure 4.9a), a binary image
was created (Figure 4.9b), and the SCI within each tile (Figure 4.9c) was calculated.
For these tiles, the cutoff value used in Eq. 4.1 was 353.6 m. A heat-map of the SCI
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was then created with blue representing highly-order, belt-like arrangements and red
representing highly-disorganized, mosaic-like arrangements (Figure 4.9d).

Figure 4.9: An example of how the facies map (a), binary image of the framestone
facies (b), and the set of 500-m by 500-m tiles (c) were used to create a map for the
Spatial Correlation Index (SCI) for framestone (d) at Aitutaki Atoll, Cook Islands.
This process was repeated for each of facies observed within each of the 36 sites.
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4.3
4.3.1

Results
Statistical Distributions across All Sites

Histograms of the SCI for each facies across all sites were skewed towards lower SCI
values, which are more indicative of mosaic-like patterns (Figure 4.10). The peak for
each facies occurs in the bins from 0.00 to 0.20. Framestone and mudstone are the only
facies in which the peak occurs in the 0.00 to 0.05 and 0.15 and 0.20 bins, respectively.
There is a second peak in the histograms within the two bins between 0.90 and
1.00 for six facies with packstone showing no second peak. Five of the facies have
homogenous tiles with wackestone and framestone having the greatest proportions
while grainstone, bindstone, and mudstone have relatively minor proportions.
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Figure 4.10: The statistical distribution of the spatial correlation index (SCI) calculated for each of the seven facies across all 500-m by 500-m tiles within the 36
sites.
4.3.2

Framestone

When examining statistical distributions of the SCI for framestone across all sites,
there were to be three statistical motifs (Figure 4.11). The first was a statistical
distribution dominated by lower SCI values indicative of a mosaic-like arrangement,
and this motif was present in 30 sites. These sites had a variety of geomorphologies
including atolls (e.g., Aratika), barrier-reef systems (e.g., Aitutaki), and fringingreef systems (e.g., Cicia). The second motif was a relatively uniform distribution of
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values, and it was observed in 3 barrier-reef systems (Huahine, Moala, and Totoya).
The third motif was also observed in 3 sites (Maiao, Maria Oeste, and Rimatara), and
it was dominated by higher SCI values indicative of belt-like arrangements. Maiao
and Rimatara are fringing reef systems while Maria Oeste is an atoll whose lagoon is
nearly, completely infilled. Homogenous tiles were present in 7 sites, and in Tubuai
and Raivave, a substantial proportion of the observed tiles were considered to be
homogenous.
Maps of the SCI within each site show some consistencies the spatial distribution of the mosaic-like and belt-like tiles (Figure 4.12). In all sites, lagoons and
similarly sheltered areas were dominated by the mosaic-like tiles. Belt-like tiles were
observed along the platform flanks seaward of the reef crest on fringing and barrier
reefs (e.g., Maiao and Tubuai). They were also present where fringing reefs abutted islands within barrier reef systems (e.g., Tubuai). When present, homogeneous
tiles were located near the belt-like tiles along the platform flank (e.g., Raivavae) or
abutting islands leeward of the barrier reefs (e.g., Mangareva).
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Figure 4.11: The statistical distributions for the spatial correlation index (SCI)
values calculated for the framestone class within the 36 sites.
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Figure 4.12: The spatial distribution of the spatial correlation index (SCI) for
framestone within the 36 sites. North is top.
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4.3.3

Boundstone

Four statistical motifs were observed for boundstone (Figure 4.13). The first motif,
in which mosaic-like values dominate, was observed in 26 sites that included atolls
(e.g., Aratika), barrier-reef systems (e.g., Huahine), and fringing-reef systems (e.g.,
Maiao). The uniform motifs was observed in 5 sites (Fulaga, Matuka, Moala, Totoya,
Tuvuca), which included one atoll and four barrier-reef systems. Four sites (Kobara,
Mago, Reef Islands, and Vanua Vatu), including three fringing-reef systems and an
atoll-like system, had a belt-dominated motif. The fourth motif was observed in a
fringing reef system (Nayau), and this motif has SCi values dominated by mid-range
values.
The boundstone facies was limited to the platform rim for all sites except
for Maria Oeste, where it was present in the lagoon (Figure 4.14). This site differs
from the others because the lagoon has been nearly filled-in resulting in a shallower
lagoon when compared to the other sites. When present, the belt-like tiles tended
to be clustered together. In Maria Est, for example, the western platform flank is
dominated by belt-like tiles while the northern-eastern flank is dominated by mosaiclike tiles. In other sites, the entire platform flank is clearly dominated by belt-like
tiles (e.g., Fulaga).
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Figure 4.13: The statistical distributions for the spatial correlation index (SCI)
values calculated for the boundstone class within the 36 sites.
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Figure 4.14: The spatial distribution of the spatial correlation index (SCI) for
boundstone within the 36 sites. North is top.
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4.3.4

Bindstone

Three motifs were observed for bindstone (Figure 4.15). This included the mosaicdominated, uniform, and belt-dominated motifs, and they were observed in 28 sites,
7 sites (Fulaga, Kobara, Mago, Matuka, Reef Islands, Tuvuca, and Vanua Vatu),
and 1 site (Nayau, a fringing-reef system), respectively. Those sites with a mosaicdominated motif included atolls (e.g., Raraka), barrier-reef systems (e.g., Raivavae),
and fringing-reef systems (e.g., Maiao). The uniform motif was similarly observed in
all three geomorphologies (e.g., Fulaga, Matuka, and Kobara, respectively). Homogenous tiles were observed in a single site (Mago, a fringing-reef system).
The SCI maps showed a non-random spatial distribution of the mosaic- and
belt-like tiles (Figure 4.15). In particular, they were associated with the leeward and
seaward portions of the platform rim, respectively. Patterns in the distribution of the
mosaic- and belt-like tiles varied. For example, the south-western flank of Mopelia
was dominated by belt-like tiles, and mosaic-like tiles dominated the rest of the flank.
This contrasted with Fulaga, where clusters of mosaic- and belt-like tiles are spread
throughout the platform.
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Figure 4.15: The statistical distributions for the spatial correlation index (SCI)
values calculated for the bindstone class within the 36 sites.
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Figure 4.16: The spatial distribution of the spatial correlation index (SCI) for
bindstone within the 36 sites. North is top.
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4.3.5

Grainstone

The mosaic-dominated motif was the predominate statistical motif for grainstone
(Figure 4.17). In several sites (e.g., Fulaga), the observed SCI values were strongly
concentrated near the lowest possible values, while the statistical distributions in
other sites (e.g., Mangareva) covered the spectrum of SCI values yet were clearly
skewed towards the lower, mosaic-like values. Two sites (the atoll Tetiaroa and the
barrier-reef system Tuvuca) did not have this motif, and they displayed the uniform
motif instead. Homogenous tiles were observe in seven sites with two sites (Maiao
and Tetiaroa) having a substantial proportion.
Similar to the previous three facies, the spatial distribution of the mosaiclike and belt-like tiles appeared to be non-random (Figure 4.18). The latter group,
in particular, was clustered within each site. In Maiao, for example, belt-like tiles
are clustered leeward of the fringing reef where this is substantial distance from the
reef crest to land. In the atolls of Bellingshausen and Tetiaroa, the belt-like tiles are
associated with the wider portions of the platform rim. In Huahine, a barrier-reef
system, the belt-like tiles dominated the southern half of the platform rim, and in
Aitutaki, an atoll, the south-western and eastern portions of the rim are dominated
by belt-like tiles.
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Figure 4.17: The statistical distributions for the spatial correlation index (SCI)
values calculated for the grainstone class within the 36 sites.
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Figure 4.18: The spatial distribution of the spatial correlation index (SCI) for
grainstone within the 36 sites. North is top.
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4.3.6

Packstone

The packstone facies was observed in 14 sites. They included atolls (e.g., Bellingshausen) and barrier-reef systems (e.g., Moala). Four motifs were observed for the
statistical distributions of the SCI within these sites (Figure 4.19). The mosaicdominated motif was the most common, and it was observed in 11 sites. The beltdominated, uniform, and mid-range motifs were each observed in a single atoll (Tupai,
Raraka, and Fulaga, respectively.)
(Figure 4.20).

Figure 4.19: The statistical distributions for the spatial correlation index (SCI)
values calculated for the packstone class within the 14 sites in which it was observed.
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Figure 4.20: The spatial distribution of the spatial correlation index (SCI) for
packstone within the 14 sites in which it was observed. North is top.
4.3.7

Wackestone

Wackestone was observed in 29 of the 36 sites, and statistical distributions of the SCI
for these sites had four motifs (Figure 4.21). This group included atolls (e.g., Scilly),
barrier-reef systems (e.g., Raivavae), and fringing-reef systems (e.g., Mago). The
mosaic-dominated motif was the most common motif, and it was observed in 19 sites.
Five sites (Mago, Niuatoputapu, Raraka, Tetiaroa, and Tupai) had a uniform motif,
and four sites (Mopelia, Tenarunga, Totoya, and Tuvuca) had belt-dominated motifs.
The former group contained atolls and fringing reef systems while the latter contained
atolls and barrier-reef systems. The mid-range motif was observed in a single atoll,
Scilly. Homogeneous tiles were present in 10 sites and represented a substantial
proportion of the tiles in seven sites (Aitutaki, Fulaga, Mangareva, Raraka, Totoya,
Tupai, and Tuvuca).
The mosaic- and belt-like tiles do not appear to have a random distribution
(Figure 4.22). In some sites, such as Fulaga, Mangareva, and Tuvuca, the homogeneous and belt-like tiles are located in highly sheltered areas within the lagoons. In
other sites, these types of tiles are located along the transition from the platform rim
into the platform interior in specific locations. In Aitutaki, for example, these tiles
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are clustered in the south-eastern portion of the lagoon, and in Raraka, the clusters
are along the south-western portion of the rim.

Figure 4.21: The statistical distributions for the spatial correlation index (SCI)
values calculated for the wackestone class within the 29 sites in which it was observed.
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Figure 4.22: The spatial distribution of the spatial correlation index (SCI) for
wackestone within the 36 sites. North is top.
4.3.8

Mudstone

Mudstone was observed in 9 sites making it the least common of the seven facies (Figure 4.23). Seven sites, which included atolls, barrier-reef systems, and fringing-reef
systems, had the mosaic-dominated statistical motif, while the remaining two (Maiao and Niuatoputapu) had the belt-dominated motif and were fringing-reef systems.
Belt-like and homogenous tiles were rare with the latter present in two sites (Maiao
and Vavau). When present, they were clustered. Due to the rarity of this class, it is
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difficult to identify spatial patterns that are consistent across sites.

Figure 4.23: The statistical distributions for the spatial correlation index (SCI)
values calculated for the mudstone class within the 9 sites in which it was observed.

Figure 4.24: The spatial distribution of the spatial correlation index (SCI) for
mudstone within the 9 in which it was observed. North is top.
4.4

Discussion

The results of this study suggested that the mosaic versus belt dichotomy of facies arrangements described in the literature does not adequately capture the complexity of
arrangements within the examined modern carbonate systems. They also indicated
co-occur of different facies arrangements within the same platform. This complex
spatial heterogeneity of sedimentary systems and their constituent facies was demonstrated across all sites in Figure 4.10 and at site level in Figures 4.11, 4.13, 4.15,
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4.17, 4.19, 4.21, and 4.23. Facies arrangements were also clustered within each site
and not distributed at random (Figures 4.12, 4.14, 4.16, 4.18, 4.20, 4.22, and 4.24),
which suggested that the occurrence of different arrangements is likely predictable as
it seems to depend on the nature and environments of the sedimentary system under
study. For instance, belt-like tiles for the framestone facies appeared to be strongly
associated with the higher energy environments of the platform flank while mosaiclike tiles for this facies often occurred in sheltered areas with little to no slope. For
the grainstone and wackestone classes, belt-like tiles often seemed to be located along
the transition from platform rim to the lagoon where sediment transported from the
platform flank and rim is often deposited. Also, these results suggested that a greater
variety of facies arrangements may be observed in Modern shallow-water carbonate
depositional systems than may be visible in Ancient systems observed within the rock
record, particularly if outcrop information is limited.
Four motifs for the statistical distributions of SCI for each facies at the
site level were identified: (1) a distribution skewed towards mosaic-like values (e.g.,
SCI < 0.4), (2) a distribution skewed towards belt-like values (e.g., SCI > 0.6),
(3) a nearly uniform distribution, and (4) a distribution dominated by mid-range
values (0.4< SCI < 0.6; Figures 4.11, 4.13, 4.15, 4.17, 4.19, 4.21, and 4.23). The
occurrence of each motif likely reflected the interaction of environmental parameters
and platform architecture. This was supported by the clustering of mosaic-like and
belt-like (including homogeneous) tiles within distinct geomorphological settings, such
as the lagoon or platform edge, in the SCI maps (Figures 4.12, 4.14, 4.16, 4.18,
4.20, 4.22, and 4.24). For example, the first motif was often observed in sites that
contained large extents of low-energy environments with depths between 5 m and
15m. The second motif, however, was observed in sites where these sheltered areas
were nonexistent, limited in extent when present, or above 5 m in depth. The third
and fourth motifs were observed in sites with complex geomorphologies that resulted
in a complicated environmental zonation. This complexity allowed for the occurrence
of the conditions associated with the first two motifs in different locations within the
platform.
The seven mapped facies showed a distribution skewed towards mosaic-like
values (Figure 4.10), possibly reflecting the presence of large expanses of low-energy
environments within the optimal depth range of carbonate production. In the sites
with this motif, the mosaic-like values of the SCI (< 0.4) are often associated with
large, sheltered expanses of seafloor with a low slope angle at depths shallower than
15 m (Figure 4.25a). This type of environment could promote the development of
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a facies mosaic for two reasons. First, these areas occur within the depth range for
maximum carbonate production (5 m to 15 m; Schlager, 2005), leading to high rates
of development for reef elements such as the numerous patch, reticulate, and pinnacle reefs found within these lagoonal areas. Second, because these are low energy
environments, they have a reduced level of wave energy, that would otherwise affect
sediment transport leaving wind-driven surface waves alongside tidally-induced currents to be the dominant hydrodynamic drivers, and thus also drivers of sediment
transport. The result is a lower rate of overall entrainment and removal of the unconsolidated sediments generated by the carbonate-producing benthic communities than
would be observed forward of the reef rim. It is possible that this combination of
a low-energy environment with favorable conditions for carbonate production favors
the development of mosaic-like facies arrangements when the rate of accumulation for
the unconsolidated sediments is lower than the accumulation rate of reef elements.
Under these circumstances, and if sea level were to remain static for a long period,
the facies mosaic would eventually be smothered in its own sediment and become
more homogeneous (i.e. more belt-like; Figure 4.25a). This potential progression is
further evidence that these systems are not necessarily mutually exclusive and that
during certain stages of platform development the motif may shift.
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Figure 4.25: Examples of different landscapes observed within the carbonate platforms observed within this study from (a) Tubuai, (b) Maiao, (c) Scilly, (d) Huahine,
(e) Fulaga, and (f) Niuatoptapu.
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The second motif, in which the statistical distribution was dominated by
belt-like values, reflects either a lack of environmental conditions favoring mosaic
development or a rate of sediment accumulation that outpaces reef development.
This motif was rarely observed. Two of the sites with this motif consisted of central
islands ringed by a fringing reef with a minimal distance between the reef rim and
land. While these areas were sheltered, they were neither expansive nor did they have
depths >5 m, suggesting that a lack of accommodation space inhibited development
of a mosaic-like arrangements (Figure 4.25b). In the other cases, the occurrence of
belt-like facies arrangements was primarily associated with deep central lagoons (>15
m), with expanses of sediment with little to no development of reef elements along the
transition from platform rim to platform interior (Figure 4.25c). Unlike the case of the
reef facies, there existed substantial accommodation space that would allow for the
development of mosaic-like facies arrangements, yet there was a noticeable lack of reef
elements. One explanation for this is that the rate of sediment accumulation outpaced
the rate of development for reef elements. In such a situation, these sediments would
be produced and imported from neighboring areas (e.g., the platform flank or rim)
suggesting the presence of a prolific carbonate production.
The final two motifs, a nearly uniform statistical distribution and a distribution dominated by mid-range values (0.4 < SCI < 0.6), reflect the influence
of platform architecture. Sites with the uniform motif included atolls, barrier reef
systems, and fringing reef systems, while the mid-range motif was observed in only
three sites. In the sites with the uniform motif, both the mosaic-like and belt-like
arrangements co-occur within the sites at relatively similar rates (Figures 4.11, 4.13,
4.15, 4.17, 4.19, 4.21, and 4.23). The clustering of each arrangement within these
sites (Figures 4.12, 4.14, 4.16, 4.18, 4.20, 4.22, and 4.24) indicates the presence of
zonation, which may be due to influence of platform architecture on the hydrodynamic conditions that control sediment transport and promote the development of
carbonate-producing benthic communities. One architectural feature that could promote this motif is an incomplete separation of a barrier reef from a central island
such that the reef sediment apron reaches the island instead of transitioning in a
deep lagoon (Figure 4.25d). Emergent features can also restrict water movement and
lead to higher rates of sediment accumulation within a zone (Figure 4.25e). The sites
with a statistical distribution dominated by mid-range SCI values contain similar
architectural features except they appear to have a smaller extent when compared
to similar features observed in the sites with a uniform-distribution (Figure 4.25f).
In these cases, the overall platform architecture generates zones that promote the
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development of either a belt-like or mosaic-like facies arrangement thereby leading to
a co-occurrence of the two within proximity to each other.
Purdy and Gischler (2005) proposed the degree of atoll lagoon filling to
be limited during icehouse high frequency glacial fluctuations of sea-level. They
reasoned that the carbonate factory is not turned on for a sufficient length of time
to produce enough reef debris to fill the lagoon prior to the factory being switched
off by exposure in the next low stand. Greenhouse time intervals, by contrast, are
characterized by sea-level cycles of both lower frequency and amplitude, and they
therefore offer a greater likelihood of complete lagoon filling to produce flat-topped
banks. The model proposed by Purdy and Gischler (2005) also has relevance to this
study - it can be imagined that unfilled lagoons, with their frequent development of
patch-reef populations and associated facies heterogeneity, are more likely to arise
under icehouse conditions than greenhouse. By extension, it is plausible that for the
case of isolated carbonate platforms and rimmed-shelves, at least, facies mosaics are
more likely to be produced in icehouse conditions, such as the Quaternary, whereas
greenhouse conditions might favor the deposition of facies belts.
The SCI has the potential to be coupled with two additional types of data to
better understand the controls on facies arrangements. First, the index can be paired
with geospatial information on environmental parameters (e.g., waves, water depth,
sediment grain-size) to determine the relative influence of environmental parameters
on the development of the four motifs discussed above. Similar work was performed
in Purkis et al. (2015a), where the presence of carbonate facies was best explained
by the combined influence of water depth and wave height rather than the influence
of either parameter alone. Quantification of the relationship between the SCI and
environmental parameters would prove useful when attempting to understand the
expected spatial distribution of facies arrangements within the carbonate rock record.
Second, the SCI also lends itself to coupling with morphometrics, such as the width of
the sediment apron (Rankey, 2016) or reticulate reefs (Purkis et al., 2015b), to identify
how such metrics can be used to infer the presence of the different motifs observed
in this study. The identification of strong relationship between morphometrics and
facies arrangement could prove useful in understanding the origins of each motif while
also providing a tool for predicting the occurrence of each motif.
The shallow-water carbonate depositional systems examined in this study
are dynamic and respond to changes in the environment. By developing a tool for
distinguishing between mosaic-like and belt-like facies arrangements, this study has
shown that both arrangements, as well as intermediate arrangements, can co-occur
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atop a single platform. Furthermore, four motifs for the statistical distribution of
SCI values within a site were identified, and by combining them with maps of the
spatial distribution of the index, possible explanations for the origin of each motif
were discussed. Because the carbonate rock record is strongly filtered and many details of these systems can be obscured or unpreserved, it can be expected that fossil
facies arrangements may appear different from those visible in the Recent. This disconnect between observations needs to be addressed to ensure reliable interpretations
of geologic history when examining the carbonate rock record.
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Chapter 5
Large-scale carbonate platform
development of Cay Sal Bank,
Bahamas, and implications for
associated reef geomorphology*
* - published in Purkis et al. (2014)
5.1

Introduction

The margins of most carbonate platforms are characterized by platform-edge reefs.
However, the margins of the Cay Sal Bank (CSB) in the Bahamas are not. These
margins lie in water depths of 15 m to 30 m, beneath the zone of maximum carbonate
production (<10 m Schlager, 1981). In contrast to the neighboring Great and Little
Bahama Bank (GBB and LBB), the margins of CSB are non-aggraded (lack platformedge reefs). Neumann (1985) coined the geological term ”give-up” reefs to describe
the scenario where changing environmental conditions, such as the decrease in light
levels due to sea-level rise, serve to turn off carbonate production. Reef building on
the periphery of CSB can be described as either having ”given-up” or in the process
of doing so. The margins of the platform are ”non-aggraded”. Using the terms of
Neumann (1985), the margins of GBB and LBB, in contrast to the CSB, are rimmed
by ”keep-up” reefs that initiated as soon as the platform was flooded and accreted at
a similar rate as sea-level rise. The margins of these platforms are ”aggraded”.
Hypotheses evoking ocean climate and Holocene flooding history have been
proposed to explain why the reefs on the platform-edge of CSB have ”given-up” (e.g.,
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Hine and Steinmetz, 1984). These hypotheses, and others pertaining to hydrodynamics, will be investigated in light of a recent airborne-, satellite-, and field-survey
of the CSB. The dataset consists of sediment samples, acoustic subbottom profiles,
several million bathymetry soundings, and SCUBA observations, all of which have
been assembled in a GIS atop a validated habitat map of the platform derived from
Worldview-2 satellite imagery. Goldberg (1983) was the first to describe the marine
communities of the CSB and theorized the biological impoverishment to be related to
the platforms open and poorly developed reef rim. Hine and Steinmetz (1984) examined the sedimentology of CSB, noted the immature development of normal bank-top
processes and facies, as well as the absence of key modern depositional environments,
and hypothesized the rate of platform inundation by rising Holocene sea level to be
responsible.
The aims of the study are threefold. First, to build upon Goldberg (1983)
and Hine and Steinmetz (1984) and provide new insight into this little studied, but
large, Bahamas isolated carbonate platform. Second, to investigate why CSBs margins are inactive and impoverished, unlike those of nearby GBB. And finally, to examine the intimate connection that is apparent between the configuration of Modern
depositional environments and landforms that can be traced back to the Pleistocene
and Early Holocene when the platform-top was subaerially exposed. The latter is
achievable because the majority of the CSB is covered by little to no sediment.
5.2

Regional Setting

Located between south Florida and Cuba, CSB is a 6,000 km2 isolated carbonate
platform in the territory of the Bahamas (Figure 5.1). Average water depth across
the platform-top is 12 m (but variable), and the CSBs position in the central Florida
Straits, within the path of the Florida Current, is a high energy setting in terms of
oceanic currents, trade winds, and hurricane tracks.
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Figure 5.1: A) The Cay Sal Bank (CSB) is a 6000 sq. km isolated carbonate
platform located between south Florida, Cuba, Great Bahama Bank (GBB) and Little Bahama Bank (LBB). B) Seafloor morphology of CSB based on National Ocean
Service Hydrographic Survey Data. Current vectors and rates of flow (arrows) generalized from the Florida Straits, South Florida and Florida Keys Hybrid Coordinate
Ocean Model (FKeyS-HYCOM) - Kourafalou and Kang (2012).
Holocene sea-level history for the Straits of Florida is well constrained by
Toscano and Macintyre (2003) who present a carefully compiled sea-level curve bracketed between corals and peat. The CSB lies within the overall study area of Toscano
and Macintyre (2003) and rates of Holocene sea-level rise can be inferred from their
data up until 11,000 years BP (before present) and from Alley et al. (2005) from 11,000
- 12,000 years BP. Average subsidence rate of the nearby Great Bahama Bank is in
the range of 0.02 m ka−1 (Pierson, 1982) which can be considered broadly equivalent
to that of the CSB (Hine and Steinmetz, 1984).
5.3

Quantitative Methods

A one month field campaign to study the CSB was conducted in May 2011 aboard the
Motor Yacht Golden Shadow, a 67-meter logistical support vessel. In excess of five
million single-beam depth soundings and approximately 50 km of digital geophysical
profiles were obtained with a 5 kHz SyQwest Stratabox subbottom profiler, all integrated with a Differential Global Positioning System (DGPS) and mounted on a 10
m day boat. All soundings and subbottom profiles were normalized to chart datum
(lowest astronomical tide). Seabed video was collected at 580 sites using a tethered
SeaViewer video camera, also integrated with the DGPS (Figure 5.2).
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Figure 5.2: Locations of seabed video, single-beam bathymetric soundings, and
subbottom profiles superimposed on a grayscale Landsat image of the Cay Sal Bank.
Emergent Cays are labeled. Credit: Landsat courtesy of U.S. Geological Survey.
Digital subbottom profiler data were processed using The Kingdom Suite
(v.7.5) seismic interpretation software. The first stage of processing consisted of
detrending and correcting for geometrical spreading. A ”swell” filter was then applied
(following Haynes et al., 1997) to remove the effects of the ∼0.3 m amplitude waterwave motion present at the time of survey. Application of the filter resulted in a
marked enhancement of the lateral continuity of the subsurface layering. Inspection
of subbottom profiles enabled a description of the morphology and topography of
both the Holocene sediments and the Pleistocene carbonate platform on which they
have been deposited.
Surficial sediment samples (each 500 mL in volume) were collected at 90
stations across the platform-top using a semi-random sampling strategy based on environments determined from the Worldview-2 (WV2) satellite imagery (Figure 5.3).
Sedimentary facies description from the WV2 was paired with grain-size and grainshape analyses of the sediment samples using a Camsizer (Retsch and Co. KG), a
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compact laboratory instrument that utilizes digital imaging technology for the analysis of incoherent materials in the range of 30 µm to 30 mm (4 φ to -4 φ). Ten of the
90 samples were randomly selected and sieved to validate the grain-size distributions
obtained from the Camsizer. No difference was observed between the two methods.
The Camsizer data were interpolated to a 100 x 100 m grid to provide insight into
the distribution of grain-size across the platform-top of CSB.

Figure 5.3: Habitat map of Cay Sal Bank created from Worldview-2 satellite imagery
and calibrated by field survey. The 11 habitat classes are described in Table 5.1.
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Table 5.1: Descriptions of the 11 habitat classes.
Habitat class
Land
Coral framework

Karst depression

Submerged aeolianite

Bare sand
Dense seagrass

Sparse to medium density seagrass

Gorgonian-dominated hardground

Macroalgae-dominated hardground

Medium to dense macroalgae on sand

Pleistocene bedrock with corals

5.3.1

Description
Emergent aeolianite cays and ridges
Areas with coral framework (e.g., Montastraea spp., Porites spp., Agaricia spp.) shallower than 10 m water depth and located in the platforminterior. The class commonly occurs in a leeward association with underand in-filled karst depressions. Live coral cover <15%
Karstic depressions with throats >10 m in width. When under-filled with
sediment, walls are near vertical. Halimeda often abundant in throat. If
depression is in-filled with sediment, dense seagrass meadows may colonize
areas atop the buried depression
Tops of submerged aeoloanite ridges colonized by a veneer of turf algae
with sparse (<5%) invertebrate cover (scleractinians, gorgonians, poriferans). This class occurs when emergent aeolianite deposits are inundated
to form submarine ridges. The ridges mirror platform geometry, run parallel, and in close proximity, to the platform-margin
Unconsolidated rippled sand sheets with little to no growth of invertebrates, seagrasses, or macroalgae. The category occurs at all depths
Sand inhabited by dense (>60% cover) seagrass meadows dominated by
Thalassia testudinum. Other seagrasses (e.g., Syringodium filiforme) and
macroalgae may be admixed, but at low density. The class is found in
the platform-interior and increases in abundance towards the west of the
CSB. Occurrence is between water depths of 2 m and 15 m
Sand with <60% seagrass cover. Dominant species are Thallassia testudinum and Syringodium filiforme. This class is most abundant in the
platform-interior between water depths of 3 m and 15 m
Low rugosity sandy hardgrounds inhabited by dense gorgonian stands
(>10 individuals m−2 ). Abundance increases towards the south of the
CSB, between water depths of 2 m and 10 m
Low rugosity, rubble-dominated hardground inhabited by macro- and
turf-algae with sparse (<5%) invertebrate cover (e.g., scleractinians,
gorgonians, poriferans). This class is encountered in proximity to the
platform-margins in water depths ranging from 5 m to 25 m
Unconsolidated sand with <5% seagrass cover and relatively high (>60%)
macroalgae cover. Located adjacent to the platform-margin and leeward
of the reef crest in water depths >5 m. Macroalgae are typically calcareous
Pleistocene bedrock without sediment cover sparsely colonized by isolated
scleractinian coral colonies (Montastraea spp., Diploria spp., Dendrogyra
cylindrus), gorgonians, poriferans, and macroalgae. The class is associated with the platform-margin and in plan-view adopts spur-and-groove
geometries orientated normal to the margin. The depressions (grooves)
are sand filled. Live coral on the spurs is <20%. The class is restricted
to waters depths >10 m

Satellite Mapping of Seabed Habitats

This study employs DigitalGlobe WV2 satellite data to image the platform-top of
CSB. Comparison of contrast-stretched WV2 images with UKHO nautical charts
and single-beam soundings indicate the deepest areas where seabed character could
be discerned correspond to a water depth of 40 m, which is consistent with visible
light penetration in tropical waters (Bosscher and Schlager, 1993; Purkis et al., 2002;
Purkis and Pasterkamp, 2004). This level of penetration facilitated habitat mapping
to be conducted for the entire platform-top and significant portions of the upper
platforms flanks.
Segmentation of the WV2 into spectral biotopes - interpreted to be distinct
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bodies of uniform benthic character with common spectral properties - was achieved
using a combination of edge-detection, spectral and textural analysis, and manual
editing. On the basis of field observations, 11 classes (Table 5.1) were identified into
which the spectral biotopes were assigned to generate a habitat map (Figure 5.3). This
map was created using the object-based image analysis software eCognition (v.8) and
assessed for accuracy against 200 ground-truth points at which seafloor video had
been collected. These ground-truth points, which had not been used to guide map
creation and thus could be used to quantify error, reveal the habitat map to have an
overall accuracy of 85%. The majority of the inaccuracy of the map occurred between
classes “macroalgae-dominated hardground” and “medium to dense macroalgae on
sand”, undoubtedly due to their spectral similarity.
5.3.2

Satellite Mapping of Bathymetry

Following the ratio-algorithm method of Stumpf et al. (2003), approximately five
million single-beam depth soundings collected in the field were used as training data
to tune the algorithms coefficients and spectral bathymetry was extracted from the
WV2. A digital elevation model (DEM) was constructed for the platform-top of CSB.
This DEM captures seabed topography from the low-water mark to 30 m water depth
and has a spatial resolution of 2-m x 2-m, that of the WV2 imagery from which it
was derived. Vertical resolution of the DEM is 0.01 m. The WV2 and field data
report the majority of the platform-top of CSB to be covered by only a thin veneer of
Holocene sediment. In many places, sediment is absent and the Pleistocene bedrock
surface exposed. For instances when the bedrock was covered, sediment thickness was
quantified by two methods. First, by examination of digital subbottom profiles, and
second, by measurements made on SCUBA using a steel spike hammered into the
seabed until reaching bedrock. With very few exceptions, both methods revealed the
covering of Holocene sediment to be only a veneer of several centimeters thickness.
For this reason, the satellite-derived bathymetry map is also a good representation
of the depth of the Pleistocene bedrock surface below present sea level. Average
platform depth is 12 m and the Pleistocene margins of CSB lie at depths between 15
m and 30 m.
5.3.3

Satellite Sea-Surface Temperature

Sea-surface temperature (SST) satellite data derived from the MODIS (Moderate
Resolution Imaging Spectroradiometer) Aqua thermal IR channels (11-12 micron)
were archived for the broader Bahamas region for the period Jan. 2002 - Dec. 2011
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(Level 2 daily product data, www.oceancolor.gsfc.nasa.gov; website accessed June 1st
2012). These data are acquired daily and have a resolution of 1 km x 1 km. For
the purpose of our analysis we consider monthly averaged composites for the major
Bahamian carbonate platforms; LBB, GBB, CSB, Cat Island platform, Hogsty, and
Great and Little Inagua. Of these six focus areas, all but the CSB and the Cat Island
platform have aggraded platform margins (Hine and Steinmetz, 1984; Dominguez et
al., 1988).
5.3.4

Regional Hydrodynamic Model

A high resolution (1/100◦ or ∼900 m) hydrodynamic model has been developed
around the Florida Keys, encompassing the Florida Straits and South Florida, based
on the Hybrid Coordinate Ocean Model (HYCOM) and, therefore, abbreviated as
FKeyS-HYCOM (Kourafalou and Kang, 2012). The model includes all South Florida
coastal and shelf areas and extends across the Florida Straits to Cuba and the Bahamas. The domain, which encompasses the CSB and surrounding waters, is chosen
to ensure the proper representations of the complex South Florida coastal system, and
accommodate the influence of the strong Loop Current/Florida Current (LC/FC) system and associated eddies. The FKeyS-HYCOM is embedded in a hierarchy of larger
scale models (Gulf of Mexico to North Atlantic Ocean). Therefore, it receives the
appropriate variability of the large-scale regional currents, which are dominated by
the LC/FC system, an integral part of the Gulf Stream. HYCOM is a comprehensive,
three-dimensional hydrodynamic model with data assimilative capabilities, advanced
mixing schemes and a hybrid vertical coordinate system that is flexible in isopycnal, z-level and sigma discretizations. The community available code and details on
model attributes are given at http://hycom.org. Simulations with FKeyS-HYCOM
were used to provide insight into the hydrodynamics of CSB.
5.3.5

Quantifying the Lateral Extent of the Bahamas Carbonate Platforms

Landsat ETM+ images were assembled to cover the extent of the CSB, LBB, and
GBB. From these images, a “width map” was generated which uses color to describe
the minimum distance from any point atop each carbonate platform to the periphery
of that platform (Figure 5.4). This step was accomplished by creating a mosaic of
the Bahamas from the Landsat data and reducing it to a binary representation where
image pixels corresponding to platform-tops were assigned a value of 1, and everything
else as 0. A Euclidean distance transform was then computed on the binary image
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which assigns a number to each pixel that is the distance between that pixel and the
nearest nonzero pixel. This number is equivalent to the minimum distance to the
platform-margin. The purpose of generating the width map is to highlight differences
in the lateral extent of the Bahamas carbonate platforms.

Figure 5.4: Planform width map of the Bahamas carbonate platforms. Hotter colors
demark wider, more laterally expansive, platforms. For instance, the central axis of
the Great Bahama Bank (GBB) is offset from the bank’s margin by 80 km. The
central axis of Little Bahama Bank (LBB) and Cay Sal Bank (CSB), by contrast, are
offset by half that distance. TOTO = Tongue of the Ocean. Landmasses are colored
black and deep water is colored blue.

5.4
5.4.1

Results
Satellite Mapping of Habitats and Bathymetry

The satellite-derived habitat map of the CSB shows the platform-interior to be sandy,
with vast meadows of sparse to medium density seagrass (Figure 5.3, class descriptions in Table 1). Platform-top coral frameworks are confined to the eastern-half
of the platform and are small in size (<500 m diameter). Hardgrounds, dominated
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by gorgonians and macroalgae, become more prevalent as the platform-margin is approached. Karst depressions are frequent atop the platform and attain widths of many
hundred of meters. Space cover by live corals on the platform margins is <20%.
Field observation showed the emergent cays on the platform-top to be built
from a semi-continuous aeolianite ridge that rims the north and east platform-margins.
The ridge can be traced between the numerous emergent cays as a narrow marine
topographic high with several meters of vertical relief and width of ∼100 m. The
Cat Island platform, a windward promontory of the GBB, is similarly rimmed by an
aeolianite ridge (Dominguez et al., 1988). Studies from Cat Island and elsewhere in
the Bahamas report such aeolianites that are exposed at, or above, present sea level
as younger than 500,000 yrs BP (Carew and Mylroie, 1995), with episodes of deposition during sea-level highstands stretching into the Holocene (Halley and Harris,
1979; Kindler and Mazzolini, 2001).
5.4.2

Sea-Surface Temperature

MODIS-Aqua SST satellite data were archived for six focus areas, four with aggraded
margins (LBB, GBB, Hogsty, and the Inaguas) and two with non-aggraded margins
(CSB and the Cat Island platform). This division was made to search for systematic differences in ocean climate for the platforms with aggraded vs. non-aggraded
platform-margins. The objective is to examine whether ocean climate may be a relevant factor to the depauperate development of CSB platform-margin coral reefs.
Daily SST data acquired for the period January 2002-December 2011 were averaged
to monthly composites and graphed (Figure 5.5). Clear trends are evident in the
dataset. The two largest Bahamas platforms, LBB and GBB, have markedly cooler
winter water temperatures than the smaller platforms. The two smallest platforms,
Hogsty and the Inaguas, are 4◦ to 5◦ warmer in the winter than LBB and GBB, but
up to 2◦ cooler in the summer. Importantly, the two platforms with non-aggraded
margins (CSB and the Cat Island platform) show no differences in sea temperature
to the four platforms with aggraded margins.
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Figure 5.5: A) The six focus areas for which MODIS-Aqua sea-surface temperature
(SST) data were assembled. B) Plot of mean monthly SST for the six focus areas
(circles) ±1 standard deviation (error bars) for the period Jan. 2002-Dec. 2011. The
largest platforms (Great and Little Bahama Bank) display cooler winter temperatures
than the smaller platforms. Hogsty and the Inaguas, both small platforms, report
warmer winters and cooler summers than the large systems. The platforms with nonaggraded margins (CSB and Cat Island platform) show no difference in ocean climate
to those with aggraded margins.
5.4.3

Hydrodynamic Modeling

FKeyS-HYCOM was used to compute monthly averaged near-surface currents for
the years 2004-2010 for the CSB and surrounding waters. Though the model revealed
some inter-annual variability, it was minor and the annually averaged results were
sufficient to demonstrate the salient trends. The FKeyS-HYCOM output for 2010
was representative (Figure 5.6A). Here, the northeastward to northward flow of the
Florida Current (FC), a branch of the Gulf Stream, dominates the hydrodynamics of
the area, but remains confined to the deep topography of the Florida Straits and does
not incur onto the platform-top of CSB. Annually averaged near-surface current flow
across the platform-top of CSB is at a rate of only 0.1 m sec−1 , an order of magnitude
slower than the adjacent FC, and in an east-west (westward) direction, suggesting
influence of trade winds (easterlies) that dominate this region (Figure 5.6B).
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Figure 5.6: A) 2010 annually averaged surface currents (vectors and color for speed)
for the Cay Sal Bank (CSB) and surrounding waters computed with the Florida
Straits, South Florida and Florida Keys Hybrid Coordinate Ocean Model (FKeySHYCOM). The Florida Current (FC) does not incur onto the platform top of the
CSB. B) Seasonally-averaged winds for the CSB for the year 1975 (upper, dry season:
October-March; lower, wet season: April-September). U.S. Naval Weather Service
Command - modified from Goldberg (1983). The CSB sits in the trade wind belt and
winds are principally from the east during most of the year, with secondary peaks
from the northeast during the dry season and from the southeast during the wet
season.
5.4.4

Sediment Distributions

The grain-size map interpolated from 90 surficial sediment samples reveals trends in
sediments distribution (Figure 5.7) which are supported by differences in statistical
parameters of grain-size calculated following Folk and Ward (1957, Figure 5.8). Mud
is absent atop CSB. As reported for other incipiently drowned platforms, such as the
Pedro and Serranilla banks (Glaser and Droxler, 1991; Triffleman et al., 1992), mud
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is likely winnowed off-shelf by strong platform-top hydrodynamics. High-resolution
model results from FKeyS-HYCOM do not indicate the FC to influence the platformtop. Instead, an east-to-west current is driven by the easterly trade winds, sustaining
a gradient that is reflected in the distribution of sediments. The CSB can be divided
into two broad precincts based on grain-size. A northeastern precinct covers approximately half of the platform-top and is characterized by sand-sized sediments (0.06
mm - 2 mm, 4 φ - -1 φ), a grainstone in the Dunham classification. By comparison,
a southwestern precinct is composed of grains with up to 50% contribution by gravel
(>2 mm, <-1 φ), a rudstone.

Figure 5.7: Grain-size distribution map for Cay Sal Bank interpolated from 90 surficial sediment samples. The platform-top can be partitioned into two precincts on the
basis of grain-size. The northeastern precinct is more grainy than the southwestern,
a gradient consistent with influence of prevailing trade winds.
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Figure 5.8: Scatterplot of mean grain-size (M) versus sorting (D) calculated following Folk and Ward (1957) for 90 surficial sediment samples. Differences in these
statistical parameters support the partitioning of the Cay Sal Bank into two precincts.
The northeastern and southwestern precincts show differences in mean grainsize and sorting. On the basis of the statistical parameters of Folk and Ward (1957),
the stations in the northeastern precinct span very poorly sorted to moderately sorted,
as compared to those in the southwestern precinct which are less diverse and only
range from poorly to moderately sorted (Figure 5.8). The two precincts can also be
differentiated on the basis of mean grain-size, though some overlap exists because of
the occurrence of pockets of medium sands in the northeastern precinct associated
with the Muertos, Damas and Anguilla Cays, and the Dog Rocks (Figure 5.7). While
the majority of the stations in the northeastern precinct have a mean grain-size equating to coarse sand and gravel, as classified by Folk and Ward (1957), there are several
instances where medium sands were sampled platformward of aeolianite cays in areas
dominated by seagrass.
5.5

Discussion

Subbottom profiles run normal to the platform-margin of CSB indicate sands which
have accumulated on the southern and western flanks to have a maximum thickness
of 20 m and thin platformward. Sediment accumulation on the flanks is in stark
contrast to the platform-top which is largely devoid of sediment. The acoustic reflector
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corresponding to Pleistocene bedrock, which can be traced from the platform-top,
beneath the bank-edge sand body and down the flanks of CSB, shows no evidence of
Holocene reefs (Figure 5.9).
While the easterly trade winds are interpreted to control the distribution of
sediments atop CSB, (Figure 5.7), there is evidence that the FC influences the deep
(>200 m) flanks of the platform. This influence can also be inferred through inspection of the subbottom data. Profiles acquired across the western flank of CSB report
a 40◦ slope angle which persists from the shelf-break down to 300 m water depth,
the profiles end (Figure 5.9B). By contrast, an equivalent profile across the southern
flank shows the same declination down to a depth of 200 m, beyond which the angle
reduces to 10◦ . The reduced slope angle is caused by an extensive sediment wedge
which, on the basis of Hine and Steinmetz (1984), is interpreted to be an accumulation
of periplatform sands (Figure 5.9C). Differences in flank geometry can be explained
by the influence of the FC. We interpret the current to strongly interact with the
western margin of the platform (Figure 5.6A), incising the deep flank, excavating the
periplatform sediment wedge, and hence, steepening the flanks angle of repose.
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Figure 5.9: A) Seafloor morphology of Cay Sal Bank based on National Ocean
Service Hydrographic Survey Data showing the position of two down-flank subbottom
profiles, B normal to the bank’s western margin, and C normal to the southern margin.
Prevailing wind is from the east. B) Subbottom profile across the western flank of
the platform shows approximately 20m thickness of Holocene sediment overlaying
featureless Pleistocene bedrock in the form of a downslope sediment wedge. There
is no indication for up-growth of Holocene reefs from the Pleistocene surface. The
declination angle for the flank is 40◦ down to 200m below present sea level, flattening
to 3◦ from 200 m to 300 m depth. C) Subbottom profile across the southern flank of
the platform. As for B, the Pleistocene bedrock is featureless and the development
of platform-margin reefs is not evidenced. Like B, the flank’s declination for C is 40◦
down to 200 m below present sea level, but flattening to only 10◦ at greater depth.
We interpret the difference in declination of the slope beyond 200 m between B and
C to be related to the Florida Current (FC) which interacts only with CSB’s western
margin.
Seafloor morphology of CSB, based on National Ocean Service Hydrographic
Survey Data, shows the presence of a sediment wedge below 200 m water depth on the
northern and southern margin of CSB, a feature absent from the west (Figure 5.9A).
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Hine and Steinmetz (1984) report the periplatform sediments to contain Halimeda,
molluscs, and non-skeletal components derived from shallow water. On the basis
of the subbottom profiles, it is suggested that the FC remains confined to the deep
topography of the Florida Straits, exerting direct influence only on the western flank of
CSB at water depths exceeding 200 m. This is an important observation. Triffleman
et al. (1992) hypothesized that incursions of the FC atop the CSB may serve to
explain its inability to retain platform-top sediments and accrete at a sufficient rate
to track rising Holocene sea-level. Inspection of flank profiles and results from the
FKeyS-HYCOM would indicate the FC to have little to no influence on the platformtop.
5.5.1

Why Does the Cay Sal Bank Lack Platform-Margin Coral Reefs?

There are several detached platforms in the Caribbean where carbonate accretion is
failing to keep pace with Holocene sea-level rise. Serranilla Bank (1,100 km2 in area)
which is located on the Nicaraguan Rise, like CSB, lacks the extensive development
of platform-top reefs and is barren of sediment (Triffleman et al., 1992). Serranilla
also lacks windward and leeward platform-margin coral reefs and is only framed by
non-aggraded margins that languish in water depths of 30 m - 40 m, well below the
10 m limit of maximum carbonate production (Schlager, 1981). Similarly sized to
Serranilla Bank, the Cat Island platform covers an area of 1,500 km2 and is afforded
no protection by its 20 m - 30 m deep non-aggraded margins (Dominguez et al., 1988).
The CSB is analogous to both Serranilla Bank and the Cat Island platform in terms
of its deep platform-top and margins. Lacking “keep-up” margin reefs, the bank-top
environments of all three sites are exposed to substantial wave and current energy,
akin to open marine conditions, which serve to export any produced sediment offplatform; export-dominated systems as defined by Kleypas et al. (2001). Sediment
loss condemns the platforms to be outpaced by sea-level rise. While for now still
within the photic zone, the platforms are in the process of drowning as carbonate loss
outweighs carbonate production. This morphology is in stark contrast to the adjacent
GBB - a platform accreting at a sufficient pace to remain within the 10 m zone of
maximum carbonate production. Accretion is enabled by shallow, active ”keep-up”
coral reef margins that serve to both produce sediment and prevent its loss into deep
water.
In comparison to Serranilla Bank and the Cat Island platform, CSB is conspicuous in its large size (6,000 km2 ). Grigg and Epp (1989) noted that the depth
of drowned Holocene banks is often negatively correlated with summit area; smaller
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banks are typically deeper. Hine and Steinmetz (1984) suggested that the efficiency
of sediment removal is inversely related to bank size; the smaller the bank, the shorter
the distance from any point on the bank-top to the deep sea. If a true relationship,
the width maps for the Bahamas platforms (Figure 5.4) also portray efficiency of
sediment loss. In the framework of Grigg and Epp (1989), CSB can therefore be
considered as an outlier; it is very large but also unable to keep pace with Holocene
sea-level rise. It is fair to ask why the vast CSB is so different from its neighbors. The
deep platform-top is at least partially drowned, or perhaps even in the early stages
of complete drowning.
5.5.2

Inimical Waters?

One explanation forwarded to explain the lack of platform-edge reefs on carbonate
platforms is the ”inimical bank water” effect (Schlager, 1981). This is the tendency
for shallow bank-top waters to equilibrate rapidly with the atmosphere relative to
the more deeply mixed oceanic waters that front the platform-edge reefs (Neumann,
1985). Bank-top waters are rendered inimical by extreme cooling during the passage
of winter cold fronts. Flushing of the chilled water over platform-margin reefs serves
to retard their development. Ginsburg and Shinn (1964) noted that the major reefs
of south Florida occur seaward of Pleistocene limestone islands and attributed the
scarcity of thriving reefs opposite the large tidal passes of the Florida Keys to be
related to inimical waters moving through the passes. The flushing of plumes as
cold as 16◦ C have been captured by satellite for the middle Florida Keys (Roberts
et al., 1982; Roberts et al., 1992), with reports of a 1977 cold front depressing water
temperatures as low as 9◦ C (Hudson, 1981).
The inimical bank water effect has also been considered in the context of
the GBB (Newell et al., 1959) and evoked to explain the 3 kyr and 4 kyr BP demise
of the Acropora-dominated reefs of the Florida shelf (Lighty et al., 1978; Ginsburg
and Shinn, 1995) and LBB (Lighty et al., 1980). Neumann (1985) described these
reefs to have been ”shot in the back by their own lagoons”. Winter cooling can
be imaged by SST satellites. For instance, a MODIS-Aqua SST image captured in
February 2010, reports patterns in sea temperature consistent with the formation of
inimical waters (Figure 5.10). While the surface of the Florida Straits and Nicholas
Channel have temperatures exceeding 25.5◦ C, the platform-top waters of GBB and
LBB are depressed by several degrees. The image also reports an area of cool water
in the center of CSB and similarly over the Florida Keys island chain and Reef Tract.
Such preferential cooling of shallow areas is typical of winter patterns in coastal and
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shelf seas and particularly pronounced in tropical environments, surrounded by much
warmer open sea waters. We are cognizant that this image represents a snapshot in
time and while it cannot be used to infer SST patterns on Holocene, annual, or interannual time-scales, the data are valuable in demonstrating the potential for winter
cooling of platform-top waters.

Figure 5.10: Sea-surface temperature (SST) satellite data for the Bahamas, acquired
February 23rd 2010. These data have a 1 km 1 km resolution and are derived from
the MODIS-Aqua thermal IR channels. White areas are cloud contaminated and
contain no data. The pattern of SST shows the cooling of waters atop the Great
Bahama Bank (GBB) and Little Bahama Bank (LBB), the outflow from which has
cooled the Tongue of the Ocean (TOTO). Similar cooling of surface waters, but to a
lesser extent, can be seen atop Cay Sal Bank (CSB).
There exists a contradiction, however, in the application of the inimical bank
water effect to explain the depauperate shelf margin of CSB. The maximum distance
from the platform-interior to the margin of CSB, 40 km, is half of that for GBB (80
km; Figure 5.4). Because of the larger area of shallow water, it can be assumed that
the much greater breadth of the GBB would render it considerably more susceptible
to the development of cold inimical waters, as compared to CSB. Counter to this
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observation, the leeward margin of the GBB hosts prominent bank-edge reefs (Hine
and Steinmetz, 1984), whilst CSB, situated just 50 km to the west across the Santaren
Channel, lacks them (Figure 5.9). The evidence for the stunting of platform-margin
reefs by inimical waters is therefore weak.
5.5.3

Ocean Climate?

Beyond inimical winter waters, regional-scale variations in ocean temperature are sufficient to alter growth potential in the dominant species of Caribbean zooanthellate
corals (Houck et al., 1977; Hubbard and Scaturo, 1985), an effect that can deliver differences in aggradation between carbonate platforms over Holocene timescales (Dullo,
2005). For example, present-day latitudinal limits of reef growth can be explained by
the decrease in reef-coral diversity which falls in a marked and tight regression with
decreasing water temperatures along north-south coast lines such as Japan, Australia,
or Florida (Veron and Minchin, 1992; Veron, 1995).
A decade of daily MODIS SST records were assembled for the Caribbean
(Figure 5.5) to investigate the relevance of temperature variation on the lack of
margin-reef development on CSB, versus the reef-rimmed platforms of nearby GBB,
and most drastically, the fully aggraded margins of Hogsty reef atoll located 660 km
to the southeast (Pierson and Shinn, 1985). It is well established that elevated sea
temperatures cause widespread coral bleaching and mortality (Glynn, 1993; Brown,
1997; Hoegh-Guldberg, 1999; Berkelmans, 2002), as equally can low temperatures
Hoegh-Guldberg et al., 2005, particularly so in the Caribbean (Kemp et al., 2011).
The decade of MODIS SST does report pronounced seasonality. However, the data
do not evidence differences in seasonal maximum or minimum temperature between
the Bahamas platforms with aggraded margins (GBB, LBB, Inaguas, and Hogsty)
and non-aggradded margins (CSB and the Cat Island platform; Figure 5.5).
We recognize that the decade-long time series is insufficient to infer regional
temperature trends for the Holocene Caribbean, though two observations suggest
ocean temperature to be unrelated to the regional development, or not, of ”keepup” platform-margin reefs. First, while CSB lacks an aggraded margin, seismic data
from the western (leeward) GBB show 12-15 m high margin reefs buried beneath
thick sand deposits (Hine and Steinmetz, 1984). The maximum distance between
the two platforms of 60 km can be presumed too little for the expression of any
regional differences in ocean temperature. Second, studies of Caribbean paleoclimate
variability during the Holocene indicate a regional and progressive transition from
cool and dry to warm and wet conditions (Peterson et al., 1991; Hodell et al., 1995;
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Kerwin et al., 1999), unaccompanied by hiatus in reef development. On the balance
of these observations, the influence of ocean climate on the absence of reef growth on
CSB is weak.
5.5.4

Hydrodynamics?

Based on flume experiments and theoretical considerations, high water movement may
impede settlement of coral larvae and play a major role in determining the spatial
distribution of corals atop platforms characterized by high rates of flow (Abelson
and Denny, 1997). Located in the central Florida Straits, CSB is an obstacle to the
northerly passage of the FC and causes a diversion of flow to the south of the bank
into the Nicholas and Santaren channels (Leaman et al., 1995; Hamilton et al., 2005,
see also Figure 5.6).
Fast water movement over rough substratum induces accelerating laminar,
thin boundary-layer flows unconducive to the settlement of larvae, even if chemical
and other cues are favorable (Abelson et al., 1994). The hypothesis proposed here
is that the FC exerts a hydrodynamic impediment to reef development atop CSB. If
true, this would offer a plausible explanation for the immature platform-top processes
which stand in stark contrast to the shallower, more active, GBB. The latter platform
is uninfluenced by the FC. To test this hypothesis, we examine regional-scale runs of
FKeyS-HYCOM in combination with our own sedimentologic observations.
Yearly averaged numeric simulations from 2010 using FKeyS-HYCOM indicate that the platform-top of CSB is uninfluenced by the FC (Figure 5.6). Instead,
the current is confined to the deep topography of the Florida Straits, likely obeying
vorticity constraints. Being a yearly average, the simulations lacks the eddy influence
discussed by Kourafalou and Kang (2012), but even on short timescales, model runs
do not indicate sustained incursion of the FC onto the platform-top of CSB. Goldberg
(1983) reports winds for the CSB to be principally from the east during most of the
year (trade winds), shifting to the northeast during winter. This corroborates the
FKeyS-HYCOM annually averaged outputs that show a weak (<0.1 m sec−1 ) easterly current across the platform-top (Figure 5.6). The model predictions are similar
to the reported hydrodynamics of GBB (Smith, 1995; Roth and Reijmer, 2004).
Further insight into the hydrodynamic gradient atop CSB can be gained
from the platforms sedimentology and, in particular, the infill pattern of sinkholes,
locally termed ”blue holes”. Detailed mapping from WV2 satellite imagery, calibrated
by field survey, shows the seafloor of CSB to be riddled with visible and buried karst
topography. The diameters of karst depressions range from 30 m to 500 m (Figure
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5.3). It is apparent that the majority of sinkholes are filled with sediment. However,
as reported by Dodd and Siemers (1971) for the Florida Keys, this karst topography,
developed during the lowered sea level of the Pleistocene, strongly controls Holocene
sediment thickness and present biotic distribution. It is for this reason that buried
sinkholes on CSB can be recognized through examination of the contemporary patterning of seagrass meadows and platform-top patch reefs.
We investigated the geometry of numerous active and buried sinkholes using
subbottom profiles. These data reveal asymmetric infill of sediment into unfilled
sinkholes. Asymmetric patterns of infill provide insight into the direction of sediment
transport. A better developed sediment wedge is routinely found against the eastern
(windward) wall of the depression than the western (leeward) wall, indicating an
east-west transport of sediment across the platform-top (Figure 5.11A). This infill
pattern corroborates the direction of water movement reported by FKeyS-HYCOM
and reinforces the assertion that easterly trade winds exert principle control over
CSBs platform-top hydrodynamics.
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Figure 5.11: A)Worldview-2 satellite imagery showing the placement of a subbottom
profile across an unfilled karst depression (blue hole). Sediment infill is asymmetric.
The sediment wedge is more substantial on the eastern (upwind) margin of the sinkhole than the western. B) A similar profile to A, but this profile bisects a sinkhole
that has been completely infilled by sediment. The buried throat of the depression is
colonized by a dense meadow of seagrass. C) Location of A and B on the platform
top of the Cay Sal Bank. The sinkholes in A and B both have crescentic platform-top
reefs associated with their western margins.
Subbottom profiles acquired over buried sinkholes reveal a circular meadow
of dense Thalassia testudinum seagrass to be diagnostic of an underlying karst depression (Figure 5.11B). Though we lack data to support the hypothesis - it was not
central to our study - the association between seagrass and sinkholes can likely be
explained by the liberation of nutrients as the infilling sediment in the depressions becomes anoxic, or from the passage of anoxic groundwater through the platforms karst
system (Bottrell et al., 1991; Stoessell et al., 1993; Bennett et al., 2000; Schmitter-
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Soto et al., 2002). We propose that the seagrass meadows remain confined to the
throats of the buried sinkholes as the outlying sediments are nutrient limited (Cate,
2010).
Platform-top reefs, like seagrass, also associate with sinkholes (Figure 5.11AB).
Inspection of WV2 imagery shows coral reefs to preferentially develop on the leeward
(western) side of sinkholes. This association is best explained by sinkholes acting as
a trap to the east-west transport of sediment across the platform. A crescentic zone
of reduced sediment stress develops in the lee of the sinkhole which elongates downstream. This zone provides suitable habitat for the development of platform-top reefs
which would otherwise be disadvantaged by sand sheets that drift unencumbered,
because CSB lacks a sheltering reef rim, across the platform-top. Growth is impeded
by sediment that settles on the coral surface (Rogers, 1990; Weber et al., 2006). This
factor clearly favors the leeward edge of sinkholes as a locus of reef development.
When a sinkhole is fully infilled, for the aforementioned reasons pertaining to nutrient availability, seagrass meadows will develop in the buried throat, which in turn,
act as a baffle to water flow, capture sediment, and serve to maintain the leeward
zone of reduced sediment stress. This hypothesis is supported by the observation that
platform-top reefs on the CSB continue to associate with filled sinkholes which have
been colonized by seagrass.
The important observation in the context of this study is that associations
between karst topography and present biota are arranged along an east-west gradient,
as would be expected under influence of the easterly trade winds. The satellite imagery does not provide evidence for north-south gradients as expected by an incursion
of the FC across the platform-top. Our sedimentologic observations therefore support
FKeyS-HYCOM which reports the FC to remain confined to the Florida Straits. By
extension, it is unreasonable to implicate the influence of the FC in the depauperate
development of the CSB reef rim.
5.5.5

Holocene Flooding History?

The zone of maximum carbonate sediment production is at a water depth less than
10 m (Schlager, 1981). At the time of flooding, the extent of the platform shallower
than this depth, and the time it remains there, is important because it controls the
available area of carbonate sediment production which, in turn, dictates the amount
of sediment available for seaward progradation, and importantly for CSB, platform
aggradation (Palmer, 1979; Dominguez et al., 1988; Kim et al., 2012).
The timing of flooding of the CSB is important in understanding the modern
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sedimentologic conditions. Flooding history is reconstructed on the basis of the WV2derived DEM and the Holocene sea-level curve of Toscano and Macintyre (2003,
Figure 5.5) for the Caribbean. We assume negligible tectonic subsidence. Given
that Holocene sediments only form a veneer of a few centimeters over the Pleistocene
bedrock, the satellite-derived DEM can be taken as good representation of the depth
of the Pleistocene bedrock surface below present sea level.
Inundation of CSB was compared to that of GBB. A flooding history for
GBB was constructed using the satellite-derived DEM of Lee et al. (2010, Figure
5.1c) which was cross-checked against literature bathymetry tracks and maps (Boss,
1996; Roth and Reijmer, 2004; Harris et al., 2011). This DEM for GBB is less
reliable than that of CSB for a number of reasons. First, it is constructed from
MERIS data which have a spatial resolution of only 300-m x 300-m (the CSB DEM
is 2-m x 2-m). Second, far fewer depth soundings were used to calibrate the DEM
for GBB (281) versus CSB (>5 million). Lastly, the thickness of Holocene sediment
is better constrained for CSB than for GBB and its DEM more truthfully depicts
the Pleistocene bedrock surface. Despite these limitations, the GBB DEM provides
broad insight into the timing of inundation of the GBB platform-top. For both CSB
and GBB, flooding will be quantified as the percentage of the platform flooded at
three time intervals, in comparison to present-day platform area shallower than 30 m
water depth.
At 11,000 yrs BP, sea level stood at -27 m below present position and 1% of
the CSB platform-top was inundated. The entire platform-top of GBB is emergent
at this time (Figure 5.12A). By 8,000 yrs BP, sea level had risen to -10.5 m below
present position, inundating 50% of the CSB platform-top but only 15% of that
of the GBB (Figure 5.12B). During this time-interval, the rate of sea-level rise was
between 5.2 mm yr−1 and 11 mm yr−1 (Toscano and Macintyre, 2003). The platformmargins of CSB flooded between 9,000 yrs BP and 10,000 yrs BP at a rate of 10 mm
yr−1 , which is in excess of the carbonate production potential (the ”keep-up” rate) of
most Caribbean reefs (Neumann, 1985). Numeric simulations of carbonate platform
evolution report that a platform can even drown during a constant relative sea-level
rise whose rate is less than the keep-up rate of the platform (Kim et al., 2012). By
6,000 yrs BP, sea level had risen to -5.6 m below present level and 99% of the CSB
platform-top was inundated. By comparison, only 70% of GBB was inundated at this
time (Figure 5.12C).
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Figure 5.12: A), B), and C) Paleogeographic maps depicting the inundation of Cay Sal Bank (CSB) (top) and Great Bahama
Bank (GBB) (bottom) by Holocene sea-level (SL) rise as tracked by the curve of Toscano and Macintyre (2003). Rates of
sea-level rise (mm yr1 ) taken from Toscano and Macintyre (2003) from the present to 11,000 yrs BP and from Alley et al. (2005)
from 11,000 yrs BP to 12,000 yrs BP. Bathymetry for CSB is WV2-derived and for GBB is from Lee et al. (2010), Fig. 1c, Z.
P. Leepersonal communication (2012). Sea-level position at each time step is denoted (11,000, 8000, and 6000 yrs BP). 50% of
the CSB platform-top is flooded by 8000 yrs BP at a rate 5.2-11 mm yr1 which equals or exceeds the keep-up ability of most
Caribbean reefs. The platform-top of GBB is flooded later and at a slower rate.

CSB flooded earlier and at relatively higher rates of Holocene sea-level rise
than its neighboring platforms. For instance, the WV2-derived DEM reports more
than 60% of the Pleistocene top of CSB to lie in water depths exceeding 10 m. By
contrast, the GBB DEM reports only 20% of the GBB to lie beneath 10 m water
depth. The majority of the platform-top of GBB would have flooded 1,000 yrs later
than CSB, after the pronounced deceleration of sea-level rise about 7.6 ka, equating to
a near fourfold decrease in the rate of transgression, as measured by the sea-level curve
of Toscano and Macintyre (2003). This slower rate of inundation would have better
allowed depositional environments, shelf-edge coral reefs in particular, to become
established and it is likely for this reason that GBB is reef-rimmed. Conversely,
deeper platforms, including CSB, Serranilla Bank, Cat Island platform, and western
LBB typically lack platform-margin reefs - they have ”given-up” (Wilber, 1981; Hine
and Steinmetz, 1984; Dominguez et al., 1988; Triffleman et al., 1992).
5.6

Conclusions

CSB lacks an actively accreting coral-reefal rim and, for this reason, the platform-top
is exposed to substantial wave and current energy which serves to export any produced
sediment off the platform. Several hypotheses are investigated to explain why CSB is
largely devoid of islands, lacks ”keep-up” platform-margin coral reefs and holds little
sediment on the platform-top, morphologies that contrast with neighboring GBB.
Inspection of regional SST data report CSB to be situated in the same ocean climate
regime as GBB. The Florida Current, a branch of the Gulf Stream that interacts
with the CSB, but not GBB, is found to remain confined to the deep topography
of the Florida Straits, approaching the western CSB margin, but without incurring
onto the platform-top. This observation is corroborated by the patterns of sediment
distribution atop CSB which align east-to-west and are consistent with westward
platform-top currents driven by the easterly trade winds. Analysis of platform-top
bathymetry shows the CSB to have flooded earlier and at relatively higher rates
of Holocene sea-level rise than neighboring platforms. As is supported by numeric
models (Kim et al., 2012), this study selects flooding history as key to explaining why
CSB is unable to keep pace with Holocene sea-level rise.
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Chapter 6
Unravelling the influence of water
depth and wave energy on the
facies diversity of shelf carbonates*
* - published in Purkis et al. (2015a)
6.1

Introduction

It is a long-held tenet in carbonate geology that changes in water depth and hence sealevel can be recognized through analysis of the sedimentary record. Sequence stratigraphy provides the framework for understanding how sedimentary systems evolve
through geological time. One method of reading the sedimentary record is through
examination of lithofacies; rocks characterized by their sedimentary attributes such as
grain-size and sorting, fossil fauna, and bedding structure. Examination of modern
carbonate systems (in particular the Bahamas, eastern Arabian Gulf, and western
Australia) has provided a broad context for the definition of environments of deposition that can be applied to the rock record in order to associate sequences of
lithofacies to palaeo-water depths (Ginsburg, 1956; Fischer, 1964; Laporte, 1967;
Shinn et al., 1969; Logan, 1970; Ginsburg and Hardie, 1975; Liebau, 1984; Immenhauser, 2009). In the so-called T-Factory, because their production is tied to light
and wave energy, carbonate sediments are most effectively produced in shallow water
and it is in this environment of deposition that they predominantly amass (Schlager,
2003). Potential rates of accumulation are typically much greater than the rate of
subsidence of the shelf or platform upon which they are deposited and for this reason,
carbonate accumulations repeatedly build up to sea-level and above. Characteristic
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stacks of peritidal carbonate beds, termed to be shallowing-upward, result. In the
shallow-water sedimentary rock record, occurrences of repetitive shallowing-upward
patterns of lithofacies recurrence are typically assumed to be allocyclic, that is they
are driven by orbital forcing on eustatic sea-level (Fischer, 1964; Goodwin and Anderson, 1985; Grotzinger, 1986; Goldhammer et al., 1987; Strasser, 1988; Eriksson
and Simpson, 1990; Hinnov and Goldhammer, 1991; Osleger, 1991; Strasser et al.,
1999; Schwarzacher, 2000; Meyers, 2008; Eberli, 2013), though the pattern can also
be biogenic in origin over limited scales (Wanless, 1981; Purkis and Riegl, 2005), or
result from autocyclic sediment transport as theorized by Ginsburg (1971).
Autocyclic formation of peritidal carbonate cycles is proposed to arise from
the repeated seaward progradation of shorelines and islands across a platform-top,
driven by the imbalance in size between the large open marine sources of sediment
production and smaller nearshore traps. As the shoreline progrades seaward, the size
of the open marine source area decreases. Eventually, reduced production of sediment no longer exceeds slow continuous subsidence and a new transgression begins
(Ginsburg, 1971). Even in the absence of relative sea-level oscillations, the autocyclic
model advocates processes within a sedimentary system develop cyclic feedback loops
linking sediment production, transportation and deposition and under such auspices,
shoreline progradation might be a cycle producing mechanism. While Pratt and
James (1986) and Satterley (1996) provided outcrop data supporting autocyclicity,
as does Strasser (1988), albeit at a limited scale, and the output of numeric forward
models also backs the plausibility of autocyclicity (Burgess, 2001; Burgess et al., 2001;
Burgess and Wright, 2003; Burgess, 2006), platform-scale evidence of the concept is
scarce in the rock record and it remains challenging to tease apart cyclicity generated by factors internal to the sedimentary system versus those related to sea-level
oscillation (Schwarzacher, 2000; Peterhänsel and Egenhoff, 2008; Eberli, 2013).
Depositional topography and irregularly filled accommodation both enhance
the complexity of the lateral arrangement of coevally-deposited platform-top facies,
as is evident in the satellite imagery for the two focus areas considered in this study.
If variable bathymetry persists through time, as is typical, the lateral facies complexity that exists along single time-lines permeates into cycles that display complex
lateral variability in thickness and frequency, even when forced by the deterministic
pendulum of orbitally driven sea-level fluctuations. Here, depositional topography
prevents every climate cycle from being recognized in the sedimentary record since
all sea-level fluctuations do not necessarily reach the platform-top; so-called missed
beats (Schwarzacher, 2000; Eberli, 2013). For instance, variable numbers of cycles
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will be deposited across the platform-top in cases where some sea-level highstands are
sufficient in magnitude to flood the entire system, but others only flood topographic
lows. Further, sea-level cycles may not be recorded locally if thresholds were too low
to create diagnostic facies changes.
James (1984) deemed the ideal shallowing-upward peritidal carbonate sequence to comprise four units; the basinal unit which is generally thin, records the
initial transgression over pre-existing deposits and so is commonly a high energy deposit. The bulk of the sequence which may be of diverse lithologies consists of normal
marine carbonate. The upper part of the sequence consists of two units: the intertidal
unit within the normal range of tides; the other a supratidal unit, deposited in the
area covered only by abnormal, windblown or storm tides (p. 110). Each of these
idealized units would be identified in the fossil record by the occurrence of lithofacies,
with relative-water-depth-dependent attributes, stacked vertically in a non-random
order. If bounded by flooding surfaces, the stack could be termed a parasequence and
it would be assumed that the lithofacies were deposited in lateral continuity to one
another such that Walthers Law holds true (e.g., Figure 6.1A); a property that can
be harnessed for 3-D reconstruction of carbonate rock bodies (Purkis and Vlaswinkel,
2012; Purkis et al., 2012b). This study was designed to ascertain whether idealized
metre-scale peritidal and subtidal sequences are encountered in two Red Sea focus
areas and if they are, whether the sequences are truly indicative of shallowing-upward
cycles.
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Figure 6.1: Two conceptual models depicting facies accumulation in the shallow
photic zone. The models show how laterally continuous shore-parallel belts are promoted when facies are differentiated by water depth. (A) As shown in the simplified
log, lateral migration of these facies belts should, when Walthers Law applies, generate the kinds of idealized successions of carbonate strata as depicted, for example, by
James (1984). Meanwhile, the consequence of facies substitutability with depth generates sedimentologic heterogeneity and delivers a complex facies mosaic. (B) In this
case, lateral migration of the deep subtidal facies does not deliver a log from which
fluctuations in sea-level can be derived. Note that in both scenarios, the shallow subtidal beach facies and peritidal mudflats are laterally continuous as their deposition
is governed by the distinct hydrodynamics that governs this zero-depth zone. It is
for this reason, along with their limited diversity, that peritidal and shallow subtidal
carbonate lithofacies reliably record sea-level position. Results from this study will
evidence scenario B to be more realistic than A and caution on the over interpretation
of deep subtidal lithofacies to infer sea-level position in the geological record.
As noted by Rankey (2004), at a scale of shelf-to-basin transects, grain-size
trends are clearly related to water depth (bathymetry). Ginsburg (1956) questioned
in Florida Bay, however, the degree to which grain-size-to-depth relationships hold in
the zone of most vigorous carbonate production, which lies between the intertidal and
40 m water depth. Here, in the shallow photic zone, it is reasonable to assume depositional control on facies occurs both from changes in relative sea-level, an allogenic
process, as well as autogenic processes such as the natural redistribution of energy
and sediment that cause the lateral migration of facies, creating a complex mosaic.
Such uncertainties hang question marks over the degree to which systematic fining
and coarsening patterns of carbonate facies in the rock record can be interpreted as
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representing high-frequency metre-scale eustatic sea-level fluctuations. Note that this
paper uses allogenic and autogenic as synonyms to autocyclic and allocyclic. The use
of genic versus cyclic is varied across the literature, though the message is the same.
Wright and Burgess (2005) summarize how the understanding of where and
how carbonate sediments are produced and accumulate has evolved from the rather
unsophisticated concept of direct productivity-depth relationships (i.e., Figure 6.1A),
to an appreciation that carbonate depositional environments host a continuum of
different types of productive sites over wide water depth ranges, each perhaps influenced to some degree by depth, but also by a complex suite of autogenic factors
(i.e., Figure 6.1B). This situation leads to a facies mosaic consisting of elements that
do not neatly stratify by water depth, but instead migrate and succeed one another
on short scales as a consequence of subtle environmental changes that occur much
more rapidly than the generation of accommodation (Diedrich and Wilkinson, 1999;
Wright and Burgess, 2005). Hence, any point atop a carbonate platform is likely to
hold facies from different environments super-imposed and mixed, so-called palimpsest
sediments.
Through a study of the Holocene tidal flats surrounding north-west Andros
Island, Maloof and Grotzinger (2012) considered the control exerted by post-glacial
sea-level rise on the accumulation of peritidal carbonates versus the influence of migrating and avulsing tidal channels. Sea-level oscillation, an allogenic process, was
found to dominate the autogenic (channel migration). While the work of Maloof and
Grotzinger (2012) is informative, it only covers a small geographic area (10 km2 ) and
as reviewed and modelled by Burgess (2006), there likely exist alternative scenarios
where autogenic processes are as, or more, important than allogenic. In these situations, the use of lithofacies to identify shallowing-upward sequences becomes problematic at best, impossible at worse, and the application of sequence stratigraphic
concepts for carbonates in the shallow photic zone may be less reliable than assumed.
By expanding the search below the intertidal into the open marine zone of maximum
carbonate production, this paper will simultaneously investigate the importance of
an allogenic (water depth) and autogenic process (wave height) on the metre-scale
distribution of carbonate facies over an area of 6,000 km2 in the Red Sea.
By simulating carbonate layers using computer-modelled successions generated by non-random sea-level changes, Dexter et al. (2009) explored how a periodic
sea-level signal propagates into the thickness distribution of stacked beds. While it
might be expected that the bed thicknesses deposited under periodic sea-level fluctuations would be deterministic, Dexter et al. (2009) instead show this only to be
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the case when sea-level fluctuations are of particularly high-magnitude. For all other
scenarios, the distributions are difficult to distinguish from random (p. 349). Also using a computer model, Burgess and Pollitt (2012) similarly show how lithofacies with
thicknesses that are inseparable from random can be generated under periodic fluctuations in sea-level. Comparable simulations conducted by Burgess (2006) and Hill
et al. (2012) delivered the same result. The message that can be taken from these
modelling exercises is that shallow-water sequences in the rock record may appear
random, even if deposited under non-random oscillations of sea-level. Through mathematical treatment of real-world data, Wilkinson et al. (1996) was unable to reject
randomness as the most plausible explanation for the stacking patterns of lithofacies
that presumably were laid down under periodic sea-level oscillation, and went as far
as to suggest that meter-scale cyclicity in many if not most epicratonic sequences is
more apparent than real (p. 1065). The results are profound and suggest that the
perceptions of repeated and eustatically driven platform flooding, as would be suggested by sequence statigraphic analysis, may be largely incorrect. Instead, Wilkinson
et al. (1996) postulate that the metre-scale order recognized in peritidal carbonates
is unrelated to changes in water depth and reflects the random migration of various
sedimentary subenvironments over specific platform localities during the long-term
accumulation of peritidal carbonate, a notion supported by Diedrich and Wilkinson
(1999). Under these auspices, the occurrence of different lithofacies is not diagnostic
of palaeo-water depth. While accepting the variability of shifting loci of carbonate
sedimentation and deposition, Osleger (1991), by contrast, assert it to be insufficient
to explain the persistent lateral and vertical rhythmcicity of Cambrian subtidal carbonate cycles that can be correlated from outcrops separated by tens of kilometres.
In Cretaceous outcrops, Strasser (1988) similarly recognized that autogenic processes
occur locally, but deemed them to be overprinted by drops in sea-level that affected
the entire platform. The issue of autogenic versus allogenic control remains divisive.
Though the link to palaeo-water depth is fundamental to the interpretation
of fossil carbonate strata, few studies provide quantitative data on modern facies and
bathymetry. Of the studies that do, all have been conducted at limited spatial scales,
are biased in number towards the tropical Atlantic and yield results varying between
randomness and determinism in the arrangement of lithofacies with respect to depth.
For instance, Rankey (2004) examined 400 km2 of seabed offshore of the Florida Keys
with a depth range of 1 to 9 m and concluded there to be a random arrangement of
facies with depth. Similarly, Wilkinson et al. (1999) concluded a random patterning
for 723,000 km2 of Florida-Bahamas facies in space; depth was not considered, but
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depositional topography in the study area is variable. In the Arabian Gulf, Purkis et
al. (2005) also failed to identify any correlation between facies type and water depth
for a 25 km2 plot in which facies were mapped for depths spanning 5 to 7 m. Neither
was a correlation between facies and depth returned by Purkis et al. (2012a) for a
study covering 9,600 km2 in the Red Sea. In this case though, the facies mapping was
fairly coarse as it was conducted from Landsat which offers pixels of only 900 m2 . In
contrast, by considering 2 km2 of Florida seabed with water depths ranging from 0
to 3 m, Bosence (2008) employed embedded Markov chain analysis to identify that
the relationship of facies to depth is ordered. It should be noted that the Markov
approach of Bosence (2008) is quite different from that of Rankey (2004) and Purkis
et al. (2012b), who employed metrics to estimate the uncertainty in predicting the
abundance of facies elements at different water depths. In a study from the Pacific
covering an area of 65 km2 with water depths spanning 0 to 40 m, Purkis et al. (2012b)
show several facies to inhabit narrow and well-defined depth regimes, sufficient to be
considered non-random, whereas others could not be constrained so precisely.
Despite methodological differences, the status quo on the ordering of facies
to water depth hence falls into three camps; a handful of studies that observe ordering
that is indistinguishable from random (Wilkinson et al., 1996, 1999; Rankey, 2004;
Purkis et al., 2005; Purkis et al., 2012b), two studies that report deterministic ordering
with respect to depth (Bosence, 2008; Maloof and Grotzinger, 2012), and one study
that shows aspects of both randomness and determinism (Purkis and Vlaswinkel,
2012). Interestingly, the two cases which provide evidence for depth-indicative facies
(Bosence, 2008; Maloof and Grotzinger, 2012) come from situations where rates of
sediment accumulation have been sufficiently rapid to build carbonate sequences that
reach sea-level and above.
This study differs from those that have preceded it by covering a large area
(6,000 km2 ), at high spatial resolution (4 m) over a substantial range in water depth
(0 to 40 m). This difference in scope, combined with new statistical assessment,
should provide fresh insight into a classic question in carbonate stratigraphy. The
aims of this study are threefold.
1. To ascertain the degree of facies heterogeneity and substitutability that occurs
within a series of small (1 m) depth ranges in the zone of maximum carbonate
production and across a gradient in hydrodynamic energy.
2. To explore relationships between lateral facies extent, water depth and wave
energy.
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3. To gain insight from the arrangement of facies with respect to water depth and
energy regime in the Modern ocean that is useful for interpreting how lithofacies
in the rock record partition by environment of deposition.
6.2

Focus Areas and Setting

Cutting NNW to SSE across a Precambrian shield, the Red Sea is an active rift
system covering 20◦ of latitude. Rift spreading began in the late Oligocene and the
basin evolved from a series of continental lacustrine depressions into todays 2,200 m
deep marine trough. The clear tropical waters of the Red Sea support vigorous coral
reef growth and associated production of carbonate sediment. Clear waters are also
conducive to the examination of the photic seafloor using satellite remote sensing.
Local fault networks related to the extensional tectonics of the rift basin have been
shown to influence the depositional geometry of coral reefs in the Red Sea (Purkis
et al., 2012a), as has salt diapirism, karst dissolution, and the spatially variable input
of siliciclastic detritus onto the coastal shelf during sea-level lowstands (Purkis et al.,
2010; Rowlands et al., 2014).
This study considers two focus areas separated by 320 km on the Saudi
Arabian coastline of the Red Sea (Figure 6.2A). As for the rest of the basin, these
areas are characterized by an almost uninterrupted belt of fringing reefs, as well
as barrier reefs and atolls (Rowlands et al., 2012). Climate is hyper-arid, though
there have been episodes of palaeo-humidity as recent as the early Holocene, caused,
in the southern Red Sea, by a northward migration of the Indian Ocean Monsoon
(IOM) and in the north, by westerly winter rainfall originating in the Mediterranean
(Arz et al., 2003; Davies, 2006). Quaternary climate fluctuations have been evoked to
explain fine-scale karst control of the patterning of reefal ridges for the two focus areas
(Purkis et al., 2010). Dominant winds blow from the northwest and are channeled
by parallel mountain ranges that line the east and west margins of the Red Sea
rift valley. The two focus areas consist of extensive shore-attached lagoons closed
on their seawards margins by fully aggraded barrier reefs. This rimmed shelf style
of attached carbonate platform is assumed to have developed through large parts
of the geological record with different producers but similar ecological niches and
generally similar facies belts (Tucker, 1990; Handford and Loucks, 1993; Wright and
Burchette, 1996; Pomar, 2001). The area of carbonate deposition for Ras Al-Qasabah
covers ∼1,000 km2 , considerably smaller than that of Al Wajh (∼5,000 km2 ).
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Figure 6.2: Location of the two focus areas, Ras Al-Qasabah and Al Wajh, on
the east coast of the Saudi Arabian Red Sea. QuickBird satellite imagery (DigitalGlobe Inc.) shows extensive coral reefs and associated carbonate sediments (blue to
turquoise) rising out of deep water (black). Emergent sand cays and islands are tan
to white. (A) Facies maps atop gray-scale satellite imagery. (B) Maps compiled by
interpretation of satellite imagery guided by seabed observations (white dots). Note
scale change between focus areas.

6.3
6.3.1

Methods
Facies maps

QuickBird multispectral satellite imagery (DigitalGlobe Inc.) was acquired for both
focus areas concurrent to field visits. QuickBird imagery is composed of pixels with
a 4 m side-length. The instrument collects across three water penetrating spectral
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bands (blue, green and red) and a non-water penetrating infrared band that can be
used to correct for atmospheric and sea-surface effects (such as sun glint). Fieldwork
was spread over four campaigns conducted between 2006 and 2009 aboard the motor
yacht Golden Shadow, a 67-metre logistical support vessel. To aid interpretation of
the satellite imagery, 600 videos of the seabed (200 Ras Al-Qasabah; 400 Al Wajh),
each 30 seconds in duration, were collected with a tethered drop video camera interfaced with a differential GPS system and recorded digitally on a laptop computer.
The tethered video observations were supplemented with snorkel and SCUBA dives,
which were used to characterize the seafloor, including biota, physical and biological
sedimentary structures, sediment type, and other notable features. For each video
and dive observation, the biotic composition of the seafloor was recorded and assigned
to one of four rock-equivalent Dunham textures; wackestone, grainstone, boundstone
or rudstone (Dunham, 1962; Embry III and Klovan, 1971). The facies assignments
were made on the basis of visual examination of the sediment and validated through
the collection of samples at every tenth site. Collected samples were dried, sieved, and
inspected using a stereo binocular microscope. In this way, the reproducibility of the
visual assignment of facies categories was assessed and the replicate analysis showed
the visual and quantitative methods differed in only 3% of cases. The approach was
therefore deemed reliable. A facies map for each focus area was generated by pairing
field observations constrained by differential GPS, with computer and manual interpretation of the QuickBird imagery. The duality that exists between biologic habitats
and depositional facies was recognized (following Rankey, 2004) and it was useful to
cross-validate the evolving facies polygons against the habitat maps generated by
Rowlands et al. (2012) for the same focus areas. The culmination of the mapping
exercise was a matrix composed of 4-m x 4-m pixels with facies assignments encoded
with integer values (Figure 6.2B).
6.3.2

Bathymetry models

Following the ratio-algorithm method of Stumpf et al. (2003), approximately four
million single-beam depth soundings collected in the field (1.5x106 Ras Al-Qasabah;
2.5x106 Al Wajh) were used as training data. Spectral bathymetry was extracted
from the QuickBird imagery. This empirical approach for extracting depth from
satellite data capitalizes on the differential attenuation of blue and green light by
water. Because the green QuickBird band is attenuated more rapidly by water than
the blue, it will always have lower reflectance values over submerged targets. Accordingly, as the image pixel values vary with water depth, the ratio between the blue
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and green bands will also change. As the depth increases, although the reflectance of
both bands decreases, the reflectance of the band with the higher absorption (green)
will decrease proportionally faster than the band with the lower absorption (blue).
Hence, the ratio of the blue to the green band will increase. A ratio transform will
also compensate implicitly for variable bottom type as changing seabed albedo affects
both bands similarly, while changes in water depth affect the high absorption band
more. Since this change in ratio due to depth is much greater than that caused by
changes in bottom albedo (e.g. sand versus coral reef), different bottom albedos at a
constant depth will still have very similar ratios and therefore do not yield erroneous
bathymetry estimates.
A digital elevation model (DEM), which captures seabed topography for
water depths between the intertidal and 40 m, was calculated for each focus area.
Complete attenuation of the QuickBird green channel prevents spectral derivation of
depths ≥30 m. In order to extend the assessment of bathymetry down to 40 m, the
limit to which facies were mapped, depths in the 30 to 40 m depth range were interpolated from a dense network of field-acquired single-beam soundings supplemented
by points digitized from British and Saudi Admiralty charts. The spectrally derived
depths were combined with those interpolated from soundings and charts to yield a
seamless DEM for each focus area covering water depths ≤40 m with a spatial resolution of 4-m x 4-m (Figure 6.3A). Admiralty charts were used to assess the accuracy
of the DEMs and a root mean squared error of 0.1 m was returned for depths ≤30 m.
Accuracy of the 30 to 40 m depth range could not be assessed from Admiralty charts
as they were partially used in the construction of the DEMs and were therefore not
independent.
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Figure 6.3: Bathymetry models for the two focus areas, Ras Al-Qasabah and Al
Wajh, atop gray-scale satellite imagery. (A) Water depth retrieved from the imagery
via spectral modelling calibrated by field-acquired acoustic depth soundings. Models
of significant wave height, Hm0 , describe the mean of the 33% highest waves for the
period 1999 to 2008 as predicted by the configuration of the coastline, bathymetry,
and regional meteorological conditions (text for details). (B) In the Al Wajh lagoon,
the linear green streaks corresponding to wave heights in the range of 1.0 to 1.5 m are
created by the constructive interference of swell entering the lagoon through apertures
in the reef rim.
6.3.3

Wave height models

In a general overview, the main features in shallow-water hydrodynamics are wind
waves, generated by the stress exerted on the ocean surface by the wind. As longperiod ocean swell transits from deep to shallower waters, waves are attenuated by
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energy dissipation through seabed friction. Eventually, the proximity of the seabed
will cause the waves to break, producing a severe increase in the marine turbulence
level and generating different types of currents which may extend beyond the surf
zone. Control by wave exposure on the arrangement of coral frameworks and nonconsolidated sediments have long been recognized in the modern ocean (Sheppard,
1982; Graus and Macintyre, 1989; Chollett and Mumby, 2012) and rock record (Allen,
1979; Sundquist, 1982; Wehrmann et al., 2005; Immenhauser, 2009).
While in situ wave data were unavailable for the two focus areas, wave
exposure can be calculated using cartographic indices within the framework of a GIS
(Ekebom et al., 2003; Chollett and Mumby, 2012). The physical model of Rohweder
et al. (2008) was used, which, on the basis of the configuration of the coastline,
bathymetry, and regional meteorological conditions, delivers a spatially explicit (pixelbased) estimate of wave exposure. Wave height refers to the vertical distance between
the highest and the lowest surface elevation in a wave. The term significant wave
height, Hm0 , refers to the mean of the 33% highest waves (Immenhauser, 2009) and
was calculated for the two focus areas via:
Hm0 = Ĥm0

(Uf )2
g

(6.1)

Where g is the acceleration of gravity (9.82 m sec−1 ) and the friction velocity (Uf )
was computed via:
1
Uf = (Cd ) 2 Uscat
(6.2)
Where the coefficient of drag of wind against the sea surface (Uscat ) is expressed as:
Cd ≈ 0.001(1.1 + (0.035Uscat ))

(6.3)

With Uscat being the adjusted wind speed (m sec−1 ) for the two focus areas as derived
from QuikSCAT satellite scatterometer data for the period 1999 to 2008 downloaded
August 1st 2013 from www.ssmi.com/qscat/. Wind data, originally at 15 km spatial
resolution, were interpolated to 100 m prior to the analyses. The non-dimensional
significant wave height (Ĥm0 ) was computed according to:
1

Ĥm0 = 0.0413(x∆ ) 2
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(6.4)

Where the non-dimensional wind fetch (X ∆ ) is defined as:
X∆ =

(gx)
(Uf )2

(6.5)

x is the pixel-based wind fetch (m) in 36 compass directions calculated following
Chollett and Mumby (2012). In this step, fetch is calculated from a base map for the
Red Sea that captures the position of emergent features as well as submerged areas
that reach within 3 m of the sea surface, as defined by digitized British and Saudi
admiralty charts and manual interpretation of Landsat imagery. The raster layers of
Hm0 were up-scaled to the resolution of the facies and bathymetric maps for the two
focus areas (4-m x 4-m) and have pixel units of metres (Figure 6.3B).
6.3.4

Facies entropy and the Akaike information criterion

The three data layers (facies type, water depth, and wave height) were assembled in a
GIS for statistical treatment. To identify trends, a standard is needed against which
to judge whether the tendency for a particular facies to associate with a water depth
or energy regime (or range in these variables) is greater or less than random. To
this end, Rankey (2004) employed the maximum entropy concept whereby divergence
from a state of disorder is statistically assessed. When considering depth, the endmembers to this approach are perfect determinism - one water depth, one facies - and
randomness, where the depth arrangement of a number of facies exhibits a state of
maximum disorder (water depth and facies are independent). The same principle can
be applied to assess how facies stratify with respect to wave energy. To explore trends
within these data, the Shannon evenness index was used to examine facies diversity
(substitutability) across the range of water depths and wave heights recorded for the
two focus areas (Shannon, 1948; Rankey, 2004).
Described here for water depth ranges, but equally calculated for wave height
ranges, the calculation proceeds as follows. Given a water depth range in which there
exist n possible facies classes, with proportions pi , . . . , pn within that water depth
range, evenness (E) for each water depth is calculated as:
−
E =1−

n
P

pi ln pi

i=1

ln (n)

.

(6.6)

To implement Eq. 6.6, bathymetry was partitioned into 1 m bins spanning
0 to 40 m. Wave height, conversely, was split into 30 bins, each spanning 0.1 m, to
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cover the range of wave heights computed for the two focus areas (0 to 3 m). To
ensure representative sampling, E was not computed for depth or wave height bins
containing fewer than 1,000 observations. E scales from zero to one, with values near
unity showing that a bin of water depth or wave height is not diverse, but instead
dominated by one facies class. In this situation, there is a more deterministic relationship; given a water depth (or wave height), the facies present can be predicted with
confidence (Rankey, 2004). Under such conditions, by looking at a map of facies, a
map of depth could be inferred, or vice versa. E equals zero for the situation where a
depth or wave height bin is occupied by an equal proportion of all four facies classes
(wackestone, grainstone, rudstone and boundstone) - the case of maximum entropy,
and E equals one for which the knowledge of water depth (or wave height) carries
the least predictive power for facies class (see four class example with synthetic data,
Figure 6.4). Between zero and one, E is proportional to the percentage that uncertainty has been reduced from the maximum. For example, as described by Rankey
(2004), “for a given water depth, a value of E = 0.20 means that the observed uncertainty in class occurrence has been reduced 20% relative to the maximum possible
entropy and, conversely, that there is a 20% deterministic or predictable component,
as constrained by water depth”. The relative contribution of the facies classes to
each water depth and wave height bin was computed in order to develop stacked area
graphs. Trends in E with respect to water depth and wave height were evaluated
through scatter plots (Figures 6.5 and 6.6). Size-frequency relationships for facies
bodies and the connection between patch size, water depth, and wave height were
examined using log-log cumulative distribution plots (Figures 6.7 and 6.8).
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Figure 6.4: An example using synthetic data to illustrate the behavior of the Shannon evenness index (E) with varying proportions of four classes over 40 depth bins
(calculated using successive implementation of Eq. 6.6). Class 3 accounts for 100%
of occupancy at 0 m water depth; there is therefore no diversity in occupancy and
the relationship between depth and class occurrence is completely deterministic. The
situation is the same for Class 1 at 40 m depth. At 20 m depth, however, there is 25%
occupancy for each of the four classes which represents the maximum possible level
of diversity between the four classes and therefore minimum intensity of determinism
(E = 0%).
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Figure 6.5: Ras Al-Qasabah. (A) plots the abundance of facies patches (%) for
each water depth (top) and Shannon evenness (E) characteristics of facies as related
to water depth (bottom). (B) plots the abundance of facies patches (%) for each
significant wave height (top) and E characteristics of facies as related to wave height
(bottom).
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Figure 6.6: Al Wajh. (A) plots the abundance of facies patches (%) for each water
depth (top) and Shannon evenness (E) characteristics of facies as related to water
depth (bottom). (B) plots the abundance of facies patches (%) for each significant
wave height (top) and E characteristics of facies as related to wave height (bottom).
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Figure 6.7: Cumulative distribution functions for the rock-equivalent Dunham textures mapped in Ras Al-Qasabah (A) and Al Wajh (B). X-axis - log (facies body
area), y-axis log probability of encounter P (X ≥ x). Straight-line trend throughout
each population indicates power-law relationships, upheld by the statistical test of
Clauset et al. (2009). Median water depth for each facies body is indicated by marker
size and colour. No systematic relationship between depth and body area is evident.
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Figure 6.8: Cumulative distribution functions for the rock-equivalent Dunham textures mapped in Ras Al-Qasabah (A) and Al Wajh (B). Median significant wave
height (Hm0 ) for each facies body is indicated by marker size and color. As for water
depth, no systematic relationship between wave height and body area is evident.
The next tier of the analysis employs an information-theoretic approach
based on the Akaike information criterion (AIC), a measure of the relative goodness
of fit of a statistical model (Akaike, 1992). Like Shannon evenness, the AIC is
grounded in the concept of information entropy, which offers a relative measure of
the information gained as explanatory variables are added to a predictive model.
The approach also allows multiple candidate models to be compared simultaneously.
The AIC is therefore suitable to simultaneously investigate the descriptive power
of multiple models that combine water depth and wave energy to forecast sediment
character.
We employ AIC to rank the ability of four competing candidate models
(Table 6.1) to predict facies category. Each model represents a competing hypothesis
for factors controlling facies occurrence. Since the response variable, facies, is a
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discrete classification, a logistic model (Eq. 6.7) is used to describe the presence or
absence of each facies category at each pixel in the facies map as a function of water
depth (wd) and/or significant wave height (Hm0 ), via:
logit−1 (−x) =

1
1 + exp (−x)

(6.7)

where x is an explanatory variable (e.g. wd, Hm0 , or a combination of the two). For
each model, the AIC weight, wi , is calculated to quantify the evidence supporting each
model as the best of the four proposed (Burnham and Anderson, 2003). The models
were ranked on the basis of wi , which scales 0 - 100%, to identify the combination of
explanatory variables that provides the most reliable prediction of facies category. The
model with the highest wi is considered the best fit. The comparison was performed
using the R statistical program (R Core Team, 2016).
Table 6.1: Definition of the four competing models considered using the Akaike
Information Criterion (AIC).
Model name
Water depth only
Wave height only
Wave depth + wave height
Random

Model
Pr(Yi = 1)
Pr(Yi = 1)
Pr(Yi = 1)
Pr(Yi = 1)

=
=
=
=

logit−1 (β0 + βs sac + βwd wd)
logit−1 (β0 + βs sac + βHm0 Hm0 )
logit−1 (β0 + βs sac + βwd wd + βHm0 Hm0 )
logit−1 (β0 + βs sac)

All four candidate models include a term to account for the fact that the
lateral distribution of facies is spatially autocorrelated. Spatial autocorrelation occurs when an observation at one location either positively or negatively affects the
observation at another point (Legendre, 1993). For instance, adjacent pixels in the
facies map have a higher probability of being classified as a common facies category
than those separated more widely (Purkis and Vlaswinkel, 2012). This phenomenon
must be accounted for to reduce bias within the results. Standard procedure (e.g.,
Augustin et al., 1996) was followed and a correlogram was developed for each facies
category, which plots distance between a pair of pixel coordinates (x-axis) against
correlation (y-axis). An exponential model is fitted to the correlogram and used to
provide a spatial autocorrelation value, sac, for each observation, which is included
in the four candidate models (Table 6.1).
Since the two focus areas provide millions of postings for facies, water depth,
and wave height (Ras Al-Qasabah ≈ 5.2 million, Al Wajh ≈ 30 million), computation
of spatial autocorrelation for every observation was impractically time consuming.
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Therefore, an iterative strategy of sub-setting the data was adopted whereby 10,000
observations were extracted randomly from the full dataset and the model comparison
conducted. This process was repeated 100 times for each focus area.
6.3.5

Is the occurrence of a facies diagnostic of a range of depositional
water depths?

While the facies entropy and AIC calculations describe how facies textures are controlled by depth and waves, it is not permissible to recast the results to inform how
diagnostic the occurrence of a particular facies is for a given water depth (or range
in depths), as would be useful for the interpretation of lithofacies in a stratigraphic
sequence. To access this information, cumulative probability curves for each facies
were calculated for binned depth values using the following routine. First, an equal
number of points (100,000) were randomly selected from the GIS maps of Ras AlQasabah and Al Wajh to yield 200,000 coincident measurements of facies texture and
water depth. Second, the number of occurrences for each facies was tallied for eight
depth bins, each 5 m wide, spanning the range of 0 to 40 m. Third, the occurrence
tallies were assembled into a cumulative probability function for each facies. Forth,
the three-step procedure was repeated 1,000 times and the results were averaged and
graphed (Figure 6.9A). A hypothetical case study was then developed to illustrate
how lithofacies in a subtidal carbonate sequence might be interpreted in light of the
calculated Red Sea facies-depth distributions (Figure 6.9B). The purpose of this hypothetical exercise was to illustrate potential pitfalls in hindcasting palaeo-water depth
from the physical rock record.
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Figure 6.9: (A) plots the cumulative probability (y-axis) that each facies occurs
within a given depth bin or deeper (x-axis) as derived from the facies and depth
maps for Ras Al-Qasabah and Al Wajh. Depth bins are 5 m wide and span the range
of 0 to 40 m. (B) highlights the implication of the facies-depth trends identified in
(A) for interpreting two hypothetical subtidal parasequences. Taking an 80% level
of confidence (bounded by the horizontal broken lines in A), two possibilities are
presented for the position of sea-level through deposition of the two parasequences.
First, that at the base of the parasequence, the occurrence of wackestone indicates
water depths greater than 10 m, which shallow to less than 20 m for the deposition
of the beds of grainstone, rudstone, and boundstone. Second, and equally probable,
both parasequences could have been deposited under a water depth of 10 to 15 m and
a static sea-level (all facies occur within this depth range). Using the Red Sea data
as an analog, with an 80% level of confidence, it cannot be unequivocally stated that
the hypothetical subtidal sequences are upward shallowing.

6.4

Results

Spatial patterns in geomorphology, sedimentology, and hydrodynamics of the focus
areas The lateral relationships between geomorphology, facies, bathymetry, and wave
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height can be explored in the satellite imagery and its derivatives. Water depth maps
show only small portions of each focus area to be fully aggraded to sea-level (2% of
Ras Al-Qasabah is built to the low-tide datum; 20% of Al Wajh). If transferred to the
rock record in their current configuration, both systems would be dominated in area
by subtidal carbonate strata with only rare occurrences of peritidal strata topped
with exposure surfaces.
For both focus areas, facies tend to be more continuous along strike and
more apt to change along dip. The fact that gradients in both water depth and
wave energy are broadly dip-orientated is undoubtedly relevant to this patterning (a
premise explored numerically by Purkis and Vlaswinkel, 2012). Al Wajh possesses
a well-developed reef crest, at or near low-tide sea-level, bordering the shelf margin. Maps of significant wave height show this rimmed platform to be dominated
by low-energy conditions because open-ocean swells rapidly loose energy crossing the
protective reef rim. A grainstone apron is best developed shoreward of the rim and
fine-grained (wackestone) sediments accumulate within the large restricted subtidal
lagoon. Although Ras Al-Qasabah also holds a fully-aggraded reef rim, unlike Al
Wajh, it is offset from the shelf-edge and serves to segregate locally the depositional
system along strike into two halves. Abundant patch reefs (primary boundstone) occupy the sector seaward of the rim and grow to near sea-level, delivering a complex
arrangement of geomorphology and wave regime. Topography is a primary driver of
facies change in this area. As for Al Wajh, the sector shoreward of the rim takes the
form of a >20 m deep lagoon infilled with fine-grained sediments. In Ras Al-Qasabah
as in Al Wajh, it can be assumed that offbank sediment transport is considerably
reduced by the platform-edge reef barrier.
For both focus areas, some broad trends are immediately obvious between
the GIS data layers. For instance, areas mapped as boundstone predominantly correspond to water depths <5 m and display the highest significant wave height, though
there are exceptions. Lagoon floors of both focus areas are wackestone-dominated,
of deep water depth, and by virtue of the shelter provided by the reefal rims that
separate the lagoons from the open ocean, are of low significant wave height. Further
trends and patterns in the data are revealed through statistical examination.
6.5

Facies entropy varies with water depth and wave height

Following Rankey (2004), these data can be examined in terms of facies diversity as a
function of water depth and significant wave height. Clear stratification exists between
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facies occurrence and water depth for Ras Al-Qasabah (Figure 6.5A); grainstone
and boundstone are indicative of water depths <5 m and wackestone dominates the
seafloor at depths >20 m. Relationships between E and depth reveal a more subtle
trend, however. While the deterministic component is high in shallow and deep water,
it is low at intermediate depths. For instance, for depths in the range of 0 to 5 m,
uncertainty in facies character is reduced 80% relative to the situation of maximum
entropy (when all facies have an equal probability of occurrence). The same, or higher,
levels of predictability exist for water depths >25 m. By contrast, for depths in the
range of 5 to 25 m, the deterministic component is <50% (as low as 10% at 12 m
water depth). In other words, with knowledge of depth in the 5 to 25 m range, facies
can only be predicted 50% better than the situation of maximum entropy. At 12 m,
facies can only be predicted 10% better than the equiprobable situation. Following
the reasoning of Rankey (2004), facies deposited at intermediate water depths are
not significantly differentiated or limited, while those deposited in shallow and deep
water, are. This situation is mimicked in Al Wajh where facies diversity is high at
intermediate water depths, but decreases in the shallow and the deep (Figure 6.6A).
The degree of determinism in the depth range of 0 to 5 m for Al Wajh (40%) is half
that of Al-Qasabah, however. This difference in predictability occurs because of the
prevalence of rudstone in the shallow debris apron of Al Wajh that lies shoreward of
the reef rim, along with extensive deposits of grainstone and boundstone.
For Ras Al-Qasabah and Al Wajh, facies diversity with Hm0 follows a different pattern than observed for water depth. At both sites, facies do not behave
conservatively with respect to hydrodynamic energy and the situation of maximum
entropy is approached for all significant wave heights. The deterministic component
is in the realm of 30% for Hm0 spanning 0 to 3 m, and therefore, with knowledge of
wave height, there is a slim chance that the correct facies could be predicted (Figures
6.5B and 6.6B).
It is important to note that the fluctuation of E is dependent on the number
of facies defined and therefore direct comparisons between studies employing the same
metric, but a different number of mapped facies, can be misleading. More defined
facies are likely to deliver less deterministic relationships, because if the sediments
are divided into more categories (for example by further partitioning grainstone on
the basis of the relative abundances of constituent particles), it is more likely that,
for example, in the 0 to 5 m depth range, there will be numerous facies represented.
Also note, however, that in this study and that of Rankey (2004), a small number
of facies categories (4 to 5) are adopted. This number reflects the current ability of
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multispectral satellite remote sensing to discriminate between submerged sediment
types.
6.5.1

AIC model ranking

While Shannon evenness provides insight into trends of facies diversity across the
range of water depths and wave heights recorded for the two focus areas, it is impossible with this index to assess simultaneously the combined effect of the two variables.
Therefore, the AIC was employed to examine whether the combined effects of depth
and wave height better predict facies occurrence.
For Ras Al-Qasabah, in every iteration of the model comparison and for three
of the four facies categories (wackestone, grainstone, and boundstone), the model that
incorporates water depth + wave height is ranked highest based on AIC. The forth
category, rudstone, is best predicted by the water depth + wave height model in 85
of the 100 iterations and by wave height only for the remaining 15 iterations. For this
facies, wave height is the variable common to the selected models, suggesting that
waves are the dominant factor dictating the placement of rudstone in Ras Al-Qasabah.
This said, rudstone is comparatively rare in the focus area (occupying only 30 km2 of
the 900 km2 or 3% of the seabed mapped). Therefore, the model comparison contains
greater uncertainty than the comparisons for the other three, more prevalent, facies
categories. The results for Al Wajh are more straightforward. Here, in every iteration
of the model comparison and for all four facies categories, the model that incorporates
water depth + wave height was ranked highest based on AIC weight (and wi = 100%
in all instances). These results support a single hypothesis for both focus areas; a
combination of water depth and wave height is a better predictor of facies category
than either of the two variables considered individually.
6.5.2

Lateral facies extent is unrelated to water depth and wave height

Trends that might exist between the lateral continuity of sedimentary bodies and
water depth can be investigated through a comparative analysis of the facies and
bathymetry maps. If trends exist, they might offer useful insight into the horizontal extent of lithofacies in the rock record, information that is notoriously hard to
gather because the lateral dimension of buried carbonate systems tends to be vastly
undersampled with respect to the vertical in outcrop and core.
For the two focus areas and for each of the four facies categories (wackestone, grainstone, boundstone and rudstone), each facies polygon was selected in
turn and its area and median water depth extracted. Cumulative distribution func181

tions, colour-coded by water depth, were then generated to simultaneously explore
the size-frequency distribution of the facies bodies and size-to-depth relationships
(Figure 6.7). The relationship between facies extent and significant wave height was
explored in the same way, but with median Hm0 extracted per facies polygon instead
of water depth (Figure 6.8). For Ras Al-Qasabah and Al Wajh, neither was a systematic relationship observed between water depth and lateral facies extent across
the four facies categories, nor between wave height and extent. Interpreted in the
context of the rock record, these results imply that lithofacies do not have a tendency
to become laterally more continuous when deposited in deep or tranquil settings, over
the range of depths and wave heights examined by this study. However, power laws
characterize the size-frequency distributions of facies bodies mapped in both focus
areas, as indicated by near-linear trends and by the test of Clauset et al. (2009).
6.6
6.6.1

Discussion
Shallow water carbonate facies do not precisely record water depth

The sequence stratigraphic concept for carbonates relies on the following assumptions. First, that carbonate facies are controlled by water depth of deposition, and
second, that a water depth history can be inferred from ancient strata because of
this. Third, that apparent trends in water depth derived from such an interpretation
are indicative of sea-level changes and therefore allogenic forcing of carbonate accumulation, and fourth, that this allows identification of cyclicity in carbonate strata
on the scale of a metre to a few metres. Indeed, this concept is partially supported
by the data assembled in the Red Sea; the broad trend for both focus areas when
comparing facies in 5 m water depth with those in 40 m water depth is a transition
in dominance from grainstone and boundstone to wackestone, with increasing depth.
These results suggest that for large excursions of sea-level, such as witnessed during
ice-house settings, it might be anticipated that the depositional consequences will be
recorded as a transition from wackestone to grainstone and boundstone. By contrast,
lower amplitude sea-level fluctuations may remain undetectable based on facies.
When facies entropy with depth is considered statistically, however, the
trend is more complicated. For instance, while the Shannon index reports facies
substitutability to be low at shallow and deep water depths, it is high in the 5 to 25
m depth range, to the point that facies type can only be predicted 50% better than
the situation of maximum entropy; from the perspective of the rock record, poor
odds that a particular facies could be used to infer deposition in this depth range. By
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expanding the analysis to include the lateral distribution of wave height across the
two focus areas, variations in hydrodynamic energy, arguably an autogenic process,
are shown also to hold statistical power for the prediction of facies type, albeit less
power than for depth. These results suggest the depositional texture of the studied
sediments to be simultaneously controlled by an allogenic and an autogenic process
in water depths shallower than 40 m.
6.6.2

Hindcasting palaeo-water depth from the physical rock record can
be challenging for photic zone carbonates

The blend of influence from extra-platform and intra-platform processes was explored
by creating four competing candidate models that were tested for their ability to
describe the presence or absence of the four facies categories at each pixel in the two
facies maps, as a function of water depth and/or significant wave height. The AIC
was used to rank each models ability to predict facies category and it was unanimously
found that the model that simultaneously considered depth and wave height carried
the most predictive power for all facies. The AIC results add further weight to the
dual relevance of both allogenic and autogenic processes in explaining the complex
patchy lateral facies mosaics evident atop modern carbonate platforms (Riegl and
Piller, 1999; Purdy and Gischler, 2003; Purkis et al., 2005; Andréfouët et al., 2009;
Rankey et al., 2009; Reijmer et al., 2009; Purkis and Vlaswinkel, 2012; Gischler et al.,
2013), as well as ancient carbonate platforms (Strasser, 1991; Grötsch and Mercadier,
1999; Strasser et al., 1999; Weber et al., 2003; Fournier et al., 2005; Kenter et al.,
2006; Verwer et al., 2009).
For someone who spends time in coral reef environments, the finding that facies character in modern platform-top carbonates is controlled dually by water depth
and hydrodynamics might not come as much of a surprise. The real relevance of
the study lies instead in the interpretation of subtidal lithofacies in the sedimentary
record, where the complex interactions of the biological and physical components of
a depositional system are erased by fossilization. Despite the loss of these cues, it
remains necessary to solve patterns of water depth from lithofacies textures in order
to reconstruct platform geometry and cyclicity and to place a carbonate system into
a sequence stratigraphic framework. By constructing a test which places facies as
the predictive variable for depth, it is possible to examine the confidence with which
palaeo-water depth can be inferred from examination of ancient strata. On the basis
of the cumulative probability distributions calculated for the two focus areas (Figure
6.9A), with 80% confidence, it can be said that an occurrence of wackestone in the
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facies map coincides with a water depth of 10 m or greater. Conversely, grainstone
and boundstone can be assumed to have been deposited in water depths of 15 m
or shallower, with the same level of confidence. Rudstone appears in water depths
shallower than 25 m in 80% of its occurrence. Using the Red Sea data as an analog, it cannot be unequivocally stated that the hypothetical subtidal sequences are
upward shallowing with an 80% confidence interval (Figure 6.9B). Only with 70%
confidence can it be postured that wackestone was deposited in deeper water than
the grainstone, boundstone, and rudstone. Casting these results in terms of a hypothetical subtidal carbonate sequence, which is a common motif in the geological
record for carbonate platform tops (Markello and Read, 1982; Aigner, 1985; Calvet
and Tucker, 1988; Osleger, 1991), it is possible to emphasize how the mapped facies
are not significantly differentiated or limited by water depth. The implication of the
exercise is that a geologist faced with a metre-scale stack of subtidal lithofacies which
coarsen upwards, cannot confidently infer shallowing. Under such auspices, identification of subtidal metre-scale carbonate cycles in the rock record poses challenges
and appropriate caution should be applied during interpretation. Inferring sea-level
fluctuations from peritidal facies remains a safer proposition because of the existence
of clear sequence boundaries (subtidal facies sub-aerially exposed) and/or intertidal
and supratidal facies, all of which are unequivocal indicators of a relative change in
water depth. On the basis of the work of Wilkinson et al. (1996) and Diedrich and
Wilkinson (1999), however, there remains scope for the misinterpretation of pertidal
sequences.
Deviation from simple depth-controlled facies deposition has been suggested
by many (Osleger, 1991; Strasser, 1991; Wilkinson et al., 1996; Rankey, 2004; Purkis
et al., 2005; Wright and Burgess, 2005), but this paper adds to the discussion in two
ways. First, this study offers numeric insight into the degree to which the elements
of a facies mosaic are depth-dependent. Second, the studys observations are derived
at high resolution (metre-scale) and over a much larger area of seabed than has
been examined previously (6,000 km2 ), while retaining rigorous ground-control on
both facies distribution and bathymetry. While the Red Sea data are informative,
further testing in alternative modern settings is encouraged and it is hoped that this
manuscript will stimulate others to conduct work in the same vein.
This is not to say that this study is without weakness and bias. For instance,
the employed rock-equivalent Dunham textures are insensitive to the full range of sedimentological parameters that can be used to tie facies to specific water depths. The
class grainstone, for example, might be split into multiple subcategories on the ba184

sis of bedforms, sedimentary structures, and the relative abundances of constituent
particles (e.g., Ginsburg, 1956), as well as taphonomical, biological or chemical observations (Immenhauser, 2009). Similarly, boundstone could be further partitioned
by the growth form or species compliment of corals. However, as previously noted,
a more detailed sediment classification is likely to increase the level of facies substitutability with depth. It is also prudent to note that the two Red Sea focus areas,
Ras Al-Qasabah in particular, are topographically more complex than many isolated
platforms and rimmed shelves, though the studys findings are in line with those from
carbonate depositional environments with more modest bathymetric variation (e.g,
Wilkinson and Drummond, 2004). And finally, if results from this study are to be
considered as relevant to interpreting lithofacies arrangements in the rock record, it
must of course be recognized that observations from the modern oceans are not a
priori applicable to fossil ones. This said, while aspects of the biology of carbonate
producers has changed through geological time, the physics of the carbonate system
has not.
6.6.3

Lateral facies extents are unrelated to water depth

Beyond describing how facies type is dependent on water depth and wave energy, this
study also presents findings on the lateral continuity of facies bodies with regard to
these variables. The concept of environments of deposition (EODs) is a useful way to
group cross-platform associations of lithofacies deposited in similar water depths and
hydrodynamic settings (Ginsburg, 1956). The concept is commonly applied as EODs
can typically be recognized in cores, outcrops, and aerial images alike. Systematic
relationships that might exist between lateral continuity of facies belts within an
EOD would be exciting as they could be used to predict facies extent in outcrops and
cores, where one or both of the lateral directions is unsampled, as investigated using
Markov chains by Purkis et al. (2012b). Plots of lateral facies extent versus median
depth and significant wave height for each facies body do not show strong trends
(Figures 6.7 and 6.8), suggesting no tendency for facies bodies to be systematically
larger or smaller in areas of deep water or backwater hydrodynamics. Combining
this observation with the high entropy of facies across the depth and hydrodynamic
gradients recorded in the focus areas (Figure 6.3), the premise of low-energy and highenergy facies also becomes somewhat arbitrary. This observation suggests the kind
of depositional models typically used to describe, synthesize, and predict carbonate
facies heterogeneity in shallow-water systems might be over simplistic.
The lack of relationship between the lateral continuity of facies belts, depth,
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and wave height can possibly be explained by the fact that the majority of the two
mapped depositional systems: (i) have not built to sea-level, and particularly large
areas of under-filled accommodation exist (subtidal deposits dominate over peritidal); and (ii), lie above storm weather wave base. Because the diversity of low-energy
and zero-depth facies is low, lateral continuity of lithofacies is typically highest when
relative water depth increases during flooding of the platform top, establishing lowenergy subtidal conditions across the whole platform and when the accommodation
has filled with tidal flat facies (e.g., Verwer et al., 2009). Though tidal flat sediments
are typically incised by channels, they do not fragment into a complex facies mosaic
(Rankey, 2002; Maloof and Grotzinger, 2012). Given the large extent and zero water
depth of the tidal flat, a relationship between depth and facies type can be anticipated on platforms with filled, or nearly filled, accommodation, though the range
in water depths will be narrow. From the stratigraphic perspective, however, even
if the top of an upward shallowing cycle is homogeneous, this study suggests that
the subtidal strata within the cycle will not be. So, even during catch-up followed
by keep-up accumulation, for example in a low accommodation greenhouse platform
(e.g., Strasser, 1988; Jenkyns and Wilson, 1999; Spengler and Read, 2010), there is
little reason to assume that the historic situation would be radically different from
this modern example.
6.6.4

Facies extents are described by scaling laws

For each facies type in the two focus areas, the existence of a power law reports that
the frequency of occurrence of a body is directly related to its areal extent by an
invariant scale factor (the slope of the distributions in Figures 6.7 and 6.8). Power
law behavior facilitates prediction across scale because an exponential decrease in
probability of encounter for each facies body is coupled to an exponential decrease
in unit area. For instance, knowledge of the number of wackestone bodies in Ras
Al-Qasabah with areas >1 km2 would allow the number of bodies in that seascape
with an area of 100 m2 to be estimated, and so on. Such scale invariance is helpful for
sedimentologists and stratigraphers working with ancient strata in outcrop, core, or
even seismic as the occurrence of small facies bodies, which are typically challenging
to detect, can be indirectly inferred from the frequency of large ones (Purkis et al.,
2007; Harris et al., 2011; Purkis et al., 2012a).
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6.6.5

Wave and tide influence on the arrangement of photic zone carbonates

The term fair weather wave base refers to the depth beneath the waves at which
sufficient water motion exists to agitate the seafloor by everyday wave action. Storm
wave base refers to the depths beneath storm-driven waves and can be much deeper.
The position of the fair weather and storm wave bases might be relevant to the
heterogeneity of a subtidal facies mosaic because, conceptually, the process of wave
sweeping and redistribution of soft seafloor sediment can promote lateral complexity
(e.g., Seguret et al., 2001; Flemming et al., 2005; Eberli, 2013). However, as recognized by Immenhauser (2009), and Peters and Loss (2012), and evident in the wave
height models, the spectrum of wave patterns are intriguingly complex across the
varied depositional topography that typically develops atop carbonate platforms and
therefore, there is no such thing as an average fair weather or storm weather wave
base that can be applied platform-wide, though storm events likely remain relevant
(e.g., Cordier et al., 2012; Madden et al., 2013). According to the calculations of
Clifton and Dingler (1984), the 3 m Hm0 calculated for the exposed ocean facing reef
rims of Ras Al-Qasabah and Al Wajh is sufficient to impart orbital velocities of 1.0
m per sec down to water depths of ∼15 m. Behind the reef rim, where Hm0 is the
range of 1 m, this level of water movement remains at depths of ∼5 m. It should be
noted that Hm0 describes the mean of the 33% highest waves and so wave sweeping
during rare storm events is likely to extend considerably deeper. On the basis of
these values, ∼90% of the mapped seafloor of Ras Al-Qasabah and ∼80% of Al Wajh
is within the range of regular wave agitation. These calculations can be considered
conservative, as both focus areas display deep lagoons which are seawardly rimmed
by an aggraded reef barrier. In Ras Al-Qasabah and Al Wajh, the rim is punctuated
by a small number of channels through which water is exchanged on the changing
tide. This restriction to flow can be anticipated to create complex bottom currents
that further serve to transport sediment, in turn promoting complex lateral facies
patterns, as partly revealed in the models of (Burgess and Wright, 2003) and Hill et
al. (2009). Following the nomenclature of Lagoe (1988), the 40 m depth limit of this
study corresponds to the lower boundary of the inner neritic zone. Deeper seabeds,
such as those in the outer neritic zone extending from 40 m to 150 m water depth,
experience little if any influence from surface waves and currents and therefore can
be predicted to host less complex facies mosaics than witnessed in the inner neritic
zone. As for the case of tidal flats, outer neritic seabeds may well display relationships between the size of facies bodies and water depth and, as recognized by Rankey
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(2004), when depth variations of hundreds of metres are considered, that at a scale
of shelf-to-basin transects, facies and habitats clearly are related to water depth.
While the long-term winnowing effects of tides can be a systematic and
large force in steering facies organization (Immenhauser, 2009), spring and neap tidal
ranges are only 0.5 m and 0.05 m, respectively, in the northern Red Sea (Sheppard
et al., 1992; Sultan et al., 1995). In such a microtidal regime, sediment redistribution
by swell is likely to dominate that occurring due to tides (Cordier et al., 2012) and
strong tidal currents are unlikely to develop beyond those restricted to the narrow
reef passes that connect the lagoons of both Ras Al-Qasabah and Al Wajh to the open
ocean (as captured in the wave height model for Al Wajh, Figure 6.3B) and these are
of limited scale as compared to the extent of the overall depositional system.
The strongest relationship between seabed character and hydrodynamic exposure exists for reef builders who, as recognized by Darwin (1842), despite the continuous damage from breaking waves, grow best on their ocean-facing side and grow
rapidly even though they are bathed in low-nutrient waters of the subtropics. Quantitative field observations and laboratory experiments on reef-building corals offer
two important insights: (i) corals grow faster in strong currents (Sebens et al., 1998;
Schutter et al., 2010) and are more resistant against bleaching and other crises in
high-current settings (Nakamura and Van Woesik, 2001); and (ii) growth is impeded
by sediment that settles on the coral surface (Rogers, 1990) with fine organic-rich sediment appearing to be more damaging than sand (Weber et al., 2006). Both factors
clearly favour the wave-exposed edge position over the protected centre position in
reefs on carbonate platforms (Schlager and Purkis, 2013) and explain why the prevalence of boundstone should be anticipated to increase with increasing wave energy, as
is the case for the two focus areas (Figures 6.5 and 6.6). Though lacking the direct
biotic link to water movement, the lateral variability of sediment types that arise
from differences in rates of grain production and redistribution across hydrodynamic
gradients are well understood (e.g., Piller and Haunold, 1998; Rankey and Reeder,
2011; Gischler et al., 2013). For this reason, it is to be expected that wave height
offers some control on the lateral placement of wackestone, grainstone, and rudstone,
as mapped in the two focus areas and the statistical association with this parameter
is logical.
Comparison of the facies maps with bathymetric models reveal that grain
and mud-dominated textures appear with approximately equal frequency between
water depths of 5 m and 25 m, a range that straddles the zone of maximum carbonate
productivity (<10 m; Schlager, 1981). While the remote sensing data only offer a
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planimetric view at a snapshot in time, it is reasonable to assume that a degree
of facies heterogeneity similar to the lateral will be preserved in the vertical stack of
subtidal carbonate beds that accumulate through time. Because this analyses suggests
that the intrinsic process of wave sweeping and redistribution of sediment may exercise
as strong a control on facies character as water depth, the results support Wilkinson et
al. (1996) and the forward model-based conclusions of Burgess and Wright (2003) and
Burgess (2006) and caution the use of variations in depositional texture of lithofacies
from the physical rock record to hindcast high-frequency sea-level cycles.
6.6.6

Is the allogenic-autogenic distinction useful?

Just as for the blind belief that subtidal facies in carbonate cycles can be precisely tied
to water depths, attempting to pin sediment accumulation in the geological record
to either allogenic or autogenic control is likely an oversimplification. Both processes
yield interrelated and interacting parameters. For instance, allogenic changes in the
position of sea-level not only alter water depth, but also effect a host of other physical
factors relevant to sedimentation in the photic zone, of which some would arguably
be classified as autogenic, including current patterns, water quality, the position on
the platform where waves break, gradients of hydrodynamic exposure, temperature,
chemistry, nutrients and so on. Changes to these physical factors promote different
ecological niches that, in turn, serve to alter the biological workers of the carbonate
factory and the types and quantities of grains that they produce - an autogenic effect.
Therefore, as interpreted by Strasser (1988) in Cretaceous outcrops and modelled by
Burgess and Wright (2003), at any point in time, a platform can consist of a spatially
highly complex mosaic of carbonate factories, each controlled by local autogenic processes that can be overprinted by allogenic changes in sea-level affecting the whole
platform. That is, allogenic controls evoke a host of autogenic processes and therefore
seeking to disentangle their influences is unlikely to yield a satisfactory understanding
of platform-top stratigraphy, begging the question as to how useful these designations
are. While this study shows a high degree of facies substitutability with water depth,
it should not be taken to evidence a lack of allogenic control on the system. Indeed,
in the context of the models proposed by Wright and Burgess (2005), such facies
heterogeneity should be expected in the modern and fossil record alike.
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6.7

Conclusions

The satellite facies and bathymetry maps highlight the lateral heterogeneity of sediment accumulation across the two focus areas and their varied depositional topography. Statistical interrogation reveals the competing extra-platform and intra-platform
controls that combine to deliver this complex lateral facies patterning. On the basis
of AIC analysis, this study does not show facies type to be decoupled from water
depth and hydrodynamics, but it does suggest that facies type cannot be confidently
inferred from either parameter in isolation. By considering curves of cumulative
probability for the occurrence of each facies across binned water depths, the degree
to which palaeo-water depths might be predicted from ancient strata is examined. If
the four facies mapped in this study were stacked in outcrop in such a way as to be
interpreted as coarsening upwards, by standard interpretation, the sequence would
be deemed to have been deposited under a regime of progressively shallowing water
depth. Lacking a cap of peritidal facies, this bedding pattern contains the building
blocks of a subtidal carbonate cycle. However, contrasting this hypothetical stacking
pattern with the statistical distribution of facies by water depth yields little evidence
that the stack shallows upwards. While there are no precise parallels between this
modern study and the rock record, the comparison between the two is interesting and
this hypothetical example highlights the pitfalls of assuming that a sea-level history
can be inferred from ancient strata because subtidal carbonate facies neatly partition
by water depth of deposition. The mapped facies occur in broad and overlapping
depth ranges and under such auspices, difficulties can be anticipated in the unequivocal identification of high-frequency subtidal carbonate cycles. The lateral extents of
the considered facies are unrelated to water depth and wave height, but the plan-view
size of facies bodies is related to their frequency of occurrence by a power-law. The
implication of the latter property being that small facies bodies, which are typically
challenging to detect in fossil settings, can be indirectly inferred from the frequency
of large ones. Such results broaden the perspective of the types of information that
can be reliably extracted from the rock record of carbonates deposited in the shallow
photic zone.
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Chapter 7
Coral reef recovery in the
Galápagos Islands: the
northernmost islands (Darwin and
Wenman)*
* - published in Glynn et al. (2015)
7.1

Introduction

During the past few decades, from the early 1980s, many studies have reported on
global scale decline of coral reefs (e.g. Hoegh-Guldberg, 1999; Wilkinson, 1999; Jackson et al., 2001; Hughes et al., 2003; Pandolfi et al., 2003; Bruno and Selig, 2007;
Wilkinson, 2008; Hoegh-Guldberg, 2012). Loss of living coral cover and degradation
of coral reef formations have occurred in all tropical and subtropical biogeographic
regions, due to multiple causes with coral bleaching (Wellington and Glynn, 2007;
Baker et al., 2008; Van Oppen and Lough, 2009) and diseases (Harvell et al., 1999;
Porter, 2001; Rosenberg and Loya, 2004) among the prominent drivers. Both direct
and indirect effects are contributing to reef decline, with over-fishing, eutrophication,
and storms also exacerbating reef decline. In spite of this precipitous decline, the
majority of monitored coral reefs in all major regions, except for the western Atlantic (Greater Caribbean, Roff and Mumby, 2012) have demonstrated some level of
recovery.
Eastern Pacific coral reefs, particularly at equatorial locations, suffered severe bleaching and high rates of mortality, due chiefly to anomalous high sea temper191

atures that accompanied the 1982-83 El Niño event (Prahl, 1983; Cortés et al., 1984;
Glynn, 1984; Prahl, 1985; Robinson, 1985). Corals in the Galápagos experienced
the highest overall mortality in the equatorial eastern Pacific (EEP). Of 14 surveyed
reefs, mean coral mortality was 97%, and some reefs in the southern-most islands
experienced 100% coral mortality (Glynn et al., 1988). The positive SST anomalies
and rate of temperature increase were the greatest observed in the EEP region. Coral
mortality in the central and southern islands was followed immediately by intense
bioerosion (Glynn, 1984, 1990, 1994), due chiefly to motile, externally grazing sea
urchins (Eucidaris galapagensis) in high abundance. The intensity of sea urchin grazing on dead, algal coated corals resulted in the conversion of reef frameworks into
rubble, rhodolith, and sand sediments (Halfar and Riegl, 2013).
Coral mortality was also high in the northern-most Galápagos, but due to the
remoteness of this area it was not surveyed with regularity (Figure 7.1 a-c). Robinson
(1985) noted that at Wenman in December 1983 at least 90% of corals to 30 m depth
were bleached and covered with algae. Darwin was not re-surveyed until 1992, nine
years after the bleaching disturbance, to depths of 30 m. Much of the reef frame
remained intact (Glynn, 1994). Later investigations showed continuous increases in
coral cover (Glynn et al., 2009). To help evaluate the recovery status of the Darwin
Island reef we here examine (a) temporal changes in live coral cover (1975-2012), (b)
the depth distribution of potential framework structures, (c) the vertical heights and
estimated ages (radiometric C-14 dating) of reef frameworks, and (d) the population
sizes of bioeroding echinoids. The results of this analysis are compared and contrasted
with the lack of reef recovery in the central and southern Galápagos.
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Figure 7.1: a Galápagos study sites and views of landmarks at northernmost b
Darwin and c Wenman. Wellington Reef location at Darwin is on old reef framework
patch, and coral community study site in Shark Bay is in protected coral zone.

7.2
7.2.1

Materials and methods
Oceanographic setting, coral fauna, island study sites

Darwin (Culpepper) and Wenman (Wolf), located astride the Equatorial Front, are
bathed by waters 2-3◦ C warmer on average than the central and southern islands
(Banks, 2002; Fiedler and Talley, 2006). The zooxanthellate coral fauna of the
Galápagos, both the northern and southern islands, is species poor. Hickman Jr
(2008) lists 21 species, and to this may be added Porites evermanni, recently discovered at Darwin (Boulay et al., 2014). Reef building is performed primarily by
Porites lobata, Pavona clavus, Pocillopora elegans, and Pocillopora damicornis. Since
P. lobata and P. evermanni could not be distinguished with confidence in the field, it
is possible that the latter contributes more to coral community cover than reported
here. Other species of Pocillopora, Pavona, Gardineroseris, Psammocora, and Leptoseris are common to rare; Cycloseris and Diaseris do not typically occur in shallow

193

coral communities.
Darwin and Wenman are the northernmost islands in the Galápagos Archipelago
(Figure 7.1 b, c), and have been the subject of a previous study by the authors (Glynn
et al., 2009). The islands have been investigated since 1975, when only briefly described (Glynn and Wellington, 1983), but studied in more detail from 1992 to 2012.
Particular attention is given to the spatial extent and structure of the coral reef at
Darwin, presently the largest, actively accreting reef in the Galápagos. Henceforth
this reef is named Wellington Reef, in honor of Gerard M. Wellington who pioneered
efforts to establish marine protected areas in the Galápagos (Wellington, 1975). The
data series for the present study consists of coral-level (size-distribution, estimation
of live-tissue cover) measurements in 2000, 2007 and 2012, measurements of framework height (1992, 2000, 2006, 2007, 2012) and phototransects from 2007 and 2012.
Comparative observations and data from central (Pinta) and southern island study
sites (Bartolomé, Santa Cruz, Santa Fe, San Cristóbal, Floreana, and Española) are
included from field studies in 1975-76, and over several years to 2012.
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Figure 7.2: Views of Wellington Reef based on bathymetry extraction from
WorldView-2 satellite imagery. a Location of reef (burgundy) in relation to carbonate sand patches and surrounding basalt substrate types. b Color-coded carbonate
buildups over a 10-20 m depth range between Darwins Arch and east Darwin shore.
Circles on reef denote locations of sampling sites S1-S3.
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7.2.2

Reef bathymetry

To describe structural complexity of Wellington Reef, vertical measurements of framework structures were made in situ. A continuous carbonate framework exists, consisting of coral-built towers in various stages of lateral fusion. These towers, referred to
as stacks, are constructed predominantly by Porites lobata with occasional associated
agariciid (Pavona) and pocilloporid species. Heights of 54 stacks between 12 to 16 m
depths were measured in 2012, from their bases (adjacent to the carbonate substrata
from which they arise) to their tops. Some stacks had already been measured in
earlier years (Table 7.1). To obtain a clear overview of the three-dimensional structure, a bathymetric image was produced. Tidally-corrected acoustic depth soundings
were obtained across the reef from which the relationship to RGB pixel-values on a
WorldView II satellite image was determined. Using the derived algorithm, a pseudobathymetry that was subsequently corrected against known depth ground-truthing
points, was obtained across the entire reef. Major habitat types were differentiated
by color-values on the satellite image (Figure 7.2a). At Wenman few continuous incipient frameworks, within which several coral-built structures amalgamate, are present;
framework height measurements refer in most cases to the heights of large individual
coral colonies. A total of 122 of these were sampled over a depth range of 6-34 m.
These corals grow in a habitat characterized by large basalt boulders, derived from
the steep island coastline, on a steeply descending slope. This habitat imposed severe
restrictions on the optical resolution of the isolated corals, and a bathymetric image
of the coral structural contribution to the landscape, comparable to that at Darwin,
could not be achieved from remote-sensing.
Table 7.1: Porites stack heights measured over a 20-yr period in the western/central
sectors of Wellington Reef, Darwin Island.
Sampling year N Mean (±1 SD)
1992
5
2.46 (0.32)
2000
4
3.68 (1.25)
2006
6
2.58 (0.44)
2007
15
1.97 (0.44)
2012
37
2.24 (0.59)
7.2.3

Range
1.8-3.4
2.0-5.0
1.0-4.0
1.4-2.7
1.2-3.7

Radiocarbon dating

In order to determine ages and growth rates of Wellington Reef framework stacks,
coral (Porites) samples were collected at varying distances from the tops to the bases
and subjected to radiocarbon-dating analysis. Dates were calibrated using Calib 6.0
196

software (Stuiver and Reimer, 1993; Stuiver, 2005). No historical reservoir corrections
are available for the Galápagos; therefore, average modern reservoir corrections for
nearby Santiago Island (Taylor and Berger, 1967), were used to calibrate dates for
Darwin. However, since overall oceanographic conditions between Santiago and Darwin may well differ significantly, in particular with reference to frequency and severity
of upwelling, we also report data corrected for the normal tropical ocean reservoir.
Significant differences in biological structure of benthos indicate that Darwin and
Wenman support more tropical biota than the southern islands (Bustamante et al.,
2002; Edgar et al., 2002).
7.2.4

Coral surface cover and condition

Live coral cover was quantified at Darwin on 21-23 May 2007 and 4-8 June 2012
from 15, 10 m-long transects each consisting of 10 photographs (150 total) of 0.25
m2 quadrats laid at predetermined random locations. Three sets of 5 transects,
each perpendicular to the long axis of Wellington reef and separated by 5 m, were
completed at three principal sampling sites (S1-S3, Figure 7.2b) separated by 250 to
300 m. Corals in the photographs were digitized and color coded by genus. From
these images, the areal cover by coral taxa was calculated. Repeat sampling among
years is not based on exact locations, but rather on closest possible proximity to
sampling sites from previous years. It is illegal to affix visible (or any) markers to
coral communities in the Galápagos Marine Reserve.
Coral cover at depth intervals was determined at Shark Bay, Wenman, on
18-19 January 1975, and from 2-5 June 2012. In 1975, coral cover was quantified
from photoquadrats at 5 depths to 30 m (transect site in Glynn and Wellington
(1983), Figure 7.42, Wolf or Wenman). In 2012, haphazard initial dive locations
were spread within a kilometer across Shark Bay. At each location, transects were
laid parallel to the isobath in zones 9-15 m, 16-25 m, and 26-32 m; however, not
all depths were sampled at each location. Details for video transects are in Smith
et al. (2013). Transects were taken at 15 consecutive video still captures and were
approximately 8 m in length. The substrate of each captured image was identified
under 15 randomly placed points (Kohler and Gill, 2006) for abiotic substrate, and
sessile animal and plant species to the highest possible taxonomic resolution. Images
were pooled to provide one estimate of coverage for each substrate category on each
transect. Overall, 34 replicate transects were assessed.
Long-term data on live coral cover in the central and southern Galápagos,
along with sampling site locations, and chain transect and photo-quadrat sampling
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methods, are available in Glynn and Wellington (1983), Glynn (1994), Glynn et al.
(2001), Wellington and Glynn (2007), and Baker et al. (2008).
During the surveys in 2000, 2007, and 2012, heights and diameters of Porites
colonies first encountered on Wellington reef were measured to determine population
size structure of the principal reef-building coral. Percentage estimates of live and
dead surface areas of each colony were also recorded. Dead surfaces were further
classified as old dead (OD), usually highly eroded and overgrown by algae, barnacles,
and other encrusting benthos, and new dead (ND), often with light-colored surfaces
revealing fine skeletal structures and often with filamentous algae or thin crusts of
coralline algae.
7.2.5

Echinoid abundances

At Darwin and Wenman, echinoid abundances were sampled by counting individuals
in 10 x 2 m transects laid across coral frameworks perpendicular to the long axis
(NW/SE) of Wellington reef, and in video transects at Shark Bay, Wenman (as described above). The two species targeted were Eucidaris galapagensis and Diadema
mexicanum, active bioeroders in the eastern Pacific region (Glynn et al., 1988; Eakin,
2001; Alvarado et al., 2012). Other species present in the sampling areas, especially in
the southern islands, were also enumerated during daylight hours. A 0.25 m2 quadrat
was positioned within each of the four quadrants of the 20x1m2 plots sampled. All
visible surfaces were searched, including cavities and the accessible undersides of
colonies (without colony dislodgment). Sampling in the central and southern islands
was mainly with 0.25 and 1.0 m permanently-marked and randomly-placed quadrats
on study reefs established in 1975-1976, and monitored until 2010-2012. All of these
sites were sampled on multiple occasions.
Echinoid counts from visual surveys, however, provide only minimum estimates of true abundances. To obtain a measure of the abundance of cryptic echinoids
associated with massive coral colonies, i.e. individuals not visible from the inspection
of accessible surfaces, counts were performed of all echinoids present on the surfaces
and undersides of upturned colonies. To enumerate cryptic echinoids, each coral
colony was lifted and tilted to allow counts on undersides. All colonies were returned
to natural positions and monitoring of these colonies in subsequent years did not reveal any damage. This sampling was performed at Onslow patch reef on 9 February
1986 and 29 October 1987.
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7.3
7.3.1

Results
Reef structure, coral cover

Wellington Reef is just less than 1 km in length (Figure 7.2a, b).Bathymetric information from satellite imagery and on-site surveys show the irregular surface of the
reef, consisting of numerous coral stacks formed primarily by Porites lobata (Figure
7.3a). There is no shallow reef flat; the shallowest areas are ∼10 m deep, and depth
is highly variable. The reef itself follows the seaward slope of the SE insular shelf
and shows no signs of active accretion at depths >25-30 m. Most stack development
occurs between 12-20 m depth with occasional isolated colonies of Pavona clavus,
Pocillopora spp. and Pavona maldivensis present on the stacks or on more low-lying
reef substrates. Stack heights measured over a 20-year period (some repeatedly, others only in a single sampling period), between 12-16 m depth, demonstrated mean
values from 1.97 (2007) - 3.38 (2000) m (Table 7.1). Modal stack height was ∼2.5 m
(Figure 7.4a, b). Heights represent vertical distance above sediment or firm carbonate
substrata between stacks. Reported heights do not include additional vertical heights
below loose sediments. Probing in basal sediments revealed a sand cover of 0.5-0.8 m
above the limestone basement, which was similar across all survey depths, suggesting
the presence of ∼4 m of coral framework. Stack heights demonstrated a significant
exponential decrease with depth (Figure 7.4c).
The NW half of Wellington reef bears NE to SW oriented channels (Figure
7.2a), filled with coarse, calcareous sand, and highly worn, encrusted, broken branches
of Pocillopora spp. Low lying (0.5-1.5 m high) Porites lobata frameworks are present
at 20-25 m with scattered patches of Pavona varians and Pavona chiriquiensis. Small
P. lobata colonies (< 0.5 m high) are present at the reef base, between 25-30 m depth,
with numerous Tubastrea coccinea present on dead upper surfaces of poritid colonies.
A gently sloping calcareous sand apron, composed of coral rubble and dead Cycloseris
elegans, is present at 30 m and deeper.
The best developed coral community at Wenman is located along the leeward NE shelf at Shark Bay (Baha Tiburón), and is about 1 km in length (Figure
7.1c). Unlike the Darwin reef, which is distant (∼200 m) from the island shoreline,
corals at Wenman occur a few meters from shore, in a boulder field at relatively
shallow depths. Pocillopora elegans, Pocillopora effusus, and Pocillopora eydouxi are
present as isolated colonies on the upper surfaces of basalt boulders at 5-8 m depth.
Porites lobata predominates between 10-20 m, diminishing in abundance to 30 m.
Pavona spp. occur commonly between 15-30 m depth. Maximum framework height
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at Wenman, 3.5-3.8 m, is similar to that of the Wellington reef (Figures 7.3b, 7.4d).
However, the majority of the height measurements were of large individual colonies
of P. lobata, and not multiple fused colonies forming coral frameworks or stacks. A
weak parabolic relationship with depth is evident with large massive colonies present
between 10-25 m depth.
Coral cover on the Wellington reef increased significantly from 2007 to 2012
(Mann Whitney U-test, W = 8283.5, p-value = 7.844e-05, data were non-normal and
heteroscedastic, tested with Fishers F and Fligner-Killeen tests). The increase was
due chiefly to Porites lobata; the overall increase of live coral at the three sampling
sites was from 19.4% to 32.3% over the five year period (Table 7.2).
Photo-quadrat sampling of live coral cover over a depth gradient of 7-30 m
at Shark Bay, Wenman in 1975 revealed mean overall live cover of 14.4% (SD = 8.65)
(Glynn and Wellington, 1983). The same coral community sampled in this study
in 2012, although not the identical site surveyed earlier, demonstrated significantly
higher live cover (mean = 36.94%, SD = 22.31; Mann-Whitney U test, W = 445,
p-value = 0.04, data were non-normal and heteroscedastic, tested with Fishers F and
Fligner-Killeen tests). As in 1975, Pavona clavus and Porites lobata demonstrated the
highest overall live cover, but Pavona gigantea and Pavona varians also contributed
prominently with 7.9% and 5.8% respectively (Figure 7.5).

Figure 7.3: a Wellington Porites stack at Darwin (14 October 2014, 17 m depth,
courtesy V.W. Brandtneris) about 2 m high; other stacks visible in background. b
Coral community, Shark Bay, Wenman (25 July 2007, 9 m depth, courtesy A. Hearn).
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Figure 7.4: Wellington Reef stack heights, a as a proxy for geomorphology, the
sequence of measured stacks (5-10 m apart) illustrates variability in stack height and
overall framework rugosity, b frequency of occurrence, c versus reef depth. d Wenman
coral community colony heights versus depth. Dashed red lines in c, d denote mean
framework heights.

201

ar
d
pl ine
a n ro
ul se
a t ri
a s
Po
ri t
es
lo
ba
ta

gi
ga
nt
ea
vo
na
Pa

G

us

Pa

vo
na

cl

en
si

Pa

v
ch on
i ri a
qu
i

va
vo
na

av

s

ri a

ns

sp
p.
a
Pa

llo
po
r
Po
ci

1975
2012

= present, but <1%
0 10 20 30 40 50

10

Depth (m)
20

30

Figure 7.5: Live coral cover over a 30 m depth gradient at Shark Bay (Wenman),
from 1975 and 2012 surveys. Dots denote species presence at <1% cover.

202

Table 7.2: Comparison of Wellington Reef live coral cover (%±1 SD) of species present in ten 1/4 m2 quadrats in each of five
transects at three sampling sites in 2007 and 2012.
Sample
Site
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S1
T1
T2
T3
T4
T5
S2
T1
T2
T3
T4
T5
S3
T1
T2
T3
T4
T5

Porites lobata
2007
2012
Mean
SD
Mean
SD

Pavona clavus
2007
2012
Mean
SD
Mean
SD

Tubastrea coccinea
2007
2012
Mean
SD
Mean
SD

Pocillopora spp.
2007
2012
Mean
SD
Mean
SD

Mean cover
2007
2012

18.86
20.33
8.61
17.49
15.08

24.73
15.42
18.53
18.64
14.3

30.64
29.25
32.25
39.17
32.32

22.67
24.28
27.79
32.85
29.13

0
0
0
0
0

0
0
0
0
0

0
0
0
0
0

0
0
0
0
0

0.35
0.1
0.86
0.51
0.74

0.4
0.17
0.61
0.61
0.84

0
3.5
0.18
0.13
0.61

0
5.7
0.36
0.17
0.86

0
0
0
0
0

0
0
0
0
0

0.8
0
0
4.83
1.61

0.9
0
0
13.33
3.01

16.58

35.27

13.38
8.63
24.93
33.55
11.51

22.36
8.18
18.66
28.41
14.11

36.27
49.52
42.08
22.76
24.83

40.36
32.04
32.46
22.05
23.02

0
4.73
0
0
0

0
14.95
0
0
0

0
0
0
0
0

0
0
0
0
0

0.86
0.11
0.2
0
0.7

1.89
0.31
0.41
0
0.89

0.59
0.37
0.67
0.81
0.85

1.09
0.44
0.96
1.22
0.95

3.97
0
0
0
0.36

12.57
0
0
0
0.15

0
0
0
8.5
0

0
0
0
14.21
0

20.59

36.08

35.78
7.58
21.05
47.31
18.61

23.77
8.16
17.49
27.74
25.03

0.53
11.77
25.54
18.53
12.68

0.39
17.03
36.45
17.56
14.75

0
0
0
0
0

0
0
0
0
0

5.33
0
0
0
7.97

16
0
0
0
25.21

0.06
0
0.06
0.18
0.03

0.16
0
0.11
0.25
0.07

0.37
0.43
0.31
0.44
0.39

0.75
0.57
0.34
0.53
0.45

0
0
0

0
0
0
0
0

0
0
0
0
0

0
0
0
0
0

21.1

25.59

0

7.3.2

Radiocarbon dating

Radiocarbon dating of 14 poritid samples from the Wellington reef ranged from 305
(±30) yr to a maximum age of 690 (±30) yr (Table 7.3). Four of six samples collected
at the summits of stacks yielded Modern dates as did one sample each half-way down
(0.85 m) a 1.7 m high stack, and at the base of a 1.5 m-high stack. Based on the
ages of 10 samples, the mean growth-rate of frameworks is 0.59 (SD = 0.42) cm/yr,
which is evidence for high growth potential. The maximum calculated rate of 2.4 cm
yr−1 was probably due to colony growth and therefore excluded from this estimate.
However, the ages of three of the stacks tops (315-565 yr) also suggests that little
net framework accumulation has occurred recently, possibly due to bioerosion after
heavy coral mortality. It appears that most of the observed stacks had accumulated
during a period roughly 600-300 years BP, and that not much accretion has occurred
since.
Table 7.3: Ages and growth rates of Porites stacks at Wellington Reef, Darwin
Island.
Stack
level
Top
Middle
Bottom
Top
Middle
Bottom
Top
Middle
Bottom
Top
Bottom
Top
Middle
Bottom
Top
Middle
Bottom
Top
Middle
Bottom

7.3.3

Distance
down stack
(m)
0
0.6
1.2
0
0.9
1.8
0
1.2
2.5
0
1.5
0
1.15
2.3
0
0.85
1.7
0
1.8
0.9

F
Modern

Fm
Error

Age
(yr)

Error
(yr)

Growth rate
(mm yr−1 )

Accretion
(m Ky−1 )

0.9336
0.9306
0.9249
1.076
0.9624
0.93550
1.0327
0.9321
0.9174
1.0638
1.0653
1.0409
0.93830
0.9202
0.932
1.0377
0.9291
0.96140
0.9527
0.92830

0.00310
0.00270
0.00340
0.0041
0.0037
0.00270
0.0039
0.00290
0.0033
0.0049
0.00310
0.0043
0.00290
0.0035
0.0039
0.005
0.0043
0.00300
0.0037
0.00340

550
575
625
>Modern
305
535
>Modern
565
690
>Modern
>Modern
>Modern
510
665
565
>Modern
590
315
390
595

25
25
30

24
12

24
12

3.1
3.9

3.1
3.9

2.2
10.4

2.2
10.4

2.3
7.4

2.3
7.4

1.5

1.5

12
4.4

12
4.4

30
25
25
30

25
30
35
35
25
30
30

Porites condition, size and partial mortality

On the Wellington reef, mean Porites lobata colony sizes, expressed as the heights
of the linear skeletal growth axes, had generally remained the same (Fligner-Killeen
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test for equal variances, p<0.001; Kruskal-Wallis-test for differences among years,
p>0.05) from August 2000 to June 2012 (Figure 7.6; 34.6 ± 36.1, SD, n = 30 in
2000, 54.5 ± 39.1, SD, n = 56 in 2007, 36.4 ± 26.7, SD, n = 61 in 2012). Size
classes recorded in 2007 had been higher (54.5 ± 39.1, SD, n = 53). A marked peak
in the smallest size-class suggests a recruitment pulse, or shrinkage of many colonies
by partial mortality into the smallest size-class, with less mortality in the large size
classes. By 2012, this pulse of smaller colonies had graduated into larger size-classes,
but the high proportion of corals in the smallest size-class was maintained, suggesting
ongoing sexual reproduction of the population. The two colonies in the 91+ cm size
class in 2000 had skeletal growth axes of 150 and 160 cm. In 2007, seven colonies
were sampled in this largest size class, and two of them had growth axes of 170 and
200 cm. In 2012, the largest measured colony was 120 cm.
All but 3 colonies sampled in 2000 contained dead patches, indicative of a
high incidence of partial mortality (Figure 7.6). Only 3 colonies in 2007 showed signs
of partial mortality. Contrasting the relative ages of these scars, in 2000 78.1% of
colonies exhibited old dead patches, and in 2007 no old dead patches were observed.
The three colonies exhibiting partial mortality (new dead) in 2007 represented only
5.7% of the sample. In 2012, the situation was again similar to that observed in 2000,
when most colonies across all size-classes exhibited some signs of previous tissue
necrosis.
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Figure 7.6: Size distributions of the linear skeletal growth axes of Porites lobata in
2000 (18 August), 2007, and 2012, Wellington Reef. Gray bars denote colonies with
dead patches.
7.3.4

Eucidaris, inter-island abundances, erosion potential

Estimates of echinoid abundances varied widely across the Galápagos. Eucidaris galapagensis was ubiquitous, present at all surveyed sites since the mid-1970s (Table 7.4).
It was significantly more abundant in the central/southern (C/S) islands, with an
overall mean density of 18.6 ± 17.7 ind m−2 , than in the northern islands with a mean
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density of 0.9 ± 0.5 ind m−2 (Mann-Whitney U test, p<0.0005). Punta Pitt was the
only southern island site with a mean density (0.3 ind m−2 ) below that of the northern islands. The poritid reef at Bartolomé also demonstrated relatively low Eucidaris
densities, with a mean value of 1.4 ind m−2 . Diadema mexicanum was less common,
but more frequently encountered in the northern than C/S islands. Other echinoid
species, Lytechinus semituberculatus, Tripneustes depressus, and Centrostephanus
coronatus, were more commonly encountered in the C/S islands.
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Table 7.4: Summary of long-term abundance surveys of echinoids across the Galápagos Islands.
Survey
Site

Period

Habitat

Depth
(m)

Species

Mean Density
no. m−2
(range)

No.
surveys

Darwin Is
Wellington reef

1992-2012

Porites reef, intact

12-20

EG
DM

1.3 (1.2-1.5)
0.1 (0.03-0.2)

3

Wenman Is
Shark Bay

2002-2012

Porites/Pavona community, intact

6-40

Pocillopora patch reef, degraded
Porites reef, degraded

2-3
2-4

0.6 (0.3-1.0)
2.2 (0.7-3.7)
24.5 (14.6-34.4)
1.4 (1.3-2.1)

4

1975-2002
1975-2009

EG
DM
EG
EG

2
3
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Pinta Is
Bartolom Is
Sante Cruz Is
Pta. Estrada
Sante Fe Is
NE anchorage

1985-2002

Pavona community, degraded

3-6

EG

10.3 (2.8-21.2)

6

1988-2003

Pocillopora patch reef, degraded

1-3

EG
LS
TD

13.0 (0-26.0)
12.2 (4.6-24.8)
2.2 (1.6-2.9)

5

San Cristóbal Is
Pta. Bassa

1975-2009

Pocillopora patch reef, degraded

2-3

1975-2009

Pocillopora patch reef, degraded

1-3

18.7 (17.2-32.0)
9.4 (4.0-19.1)
0.3 (0.2-0.5)

3

Pta. Pitt
Floreana Is
Devil’s Crown

EG
LS
EG

1975-2009

Pocillopora patch reef, degraded

1-3

1985-2009

Pavona patch reef, degraded

6-10

15.7 (3.9-33.4)
0.9 (0.3-2.4)
1.2 (0.1-2.4)
43.4 (18.0-77.0)
0.2 (0-1)

16

Champion Is

EG
LS
TD
EG
CC

Española Is
Xarifa Is

1975-2009

Pocillopora patch reef, degraded

2-4

EG

3.4 (2.0-4.3)

3

3

7

In communities of massive colonies, such as species of Porites and Pavona,
Eucidaris abundances may be greatly underestimated due to the echinoids cryptic
sheltering behavior. Sampling of all surfaces of Porites lobata and Pavona clavus
at Devils Crown, Floreana, revealed numerous individuals sheltering underneath and
in the eroded cavities of these massive species. The proportion of cryptic echinoids
in 12 colonies sampled ranged from 13.3% - 76.3% of total urchin counts. Overall,
50.6% of all individuals occurred cryptically (Table 7.5). While some were juveniles
or young adults (test diameters < 3 cm) the majority were comparable in size (4.0
- 6.0 cm) to those present on exposed surfaces. Expressed as population densities,
total Eucidaris numbers associated with ∼ 1 m diameter massive corals ranged from
13.1 - 100.0 ind m−2 (Table 7.5). A second census conducted at Devils Crown on
29 October 1987, demonstrated similar results, with 62.7% of all Eucidaris counted
occurring cryptically.
At three sites in the southern Galápagos, Eucidaris mean bioerosion of massive colonies and reef frameworks ranged from 13.6 cm (Pavona clavus) to 25.2 cm
(Porites lobata) and 14.6 - 19.5 cm (Pocillopora spp.) respectively (Table 7.6). This
erosion resulted in cylindrical pits, often with a single cidaroid at the bottom. Estimated mean annual rates of erosion, ∼2 to 4 cm yr−1 , were similar regardless of the
coral species substrate. A diminution in the rate of bioersion with time was apparent
in P. lobata at Devils Crown (4.2 - 1.8 cm yr−1 over 3 years) and the NE anchorage
at Santa Fe (3.6 - 2.0 cm yr−1 over 4 years).
Table 7.5: Comparison of visual surface and non-visual cryptic counts of Eucidaris
galapagensis associated with massive coral colonies.
Coral
Species
Porites lobata
Porites lobata
Porites lobata
Porites lobata
Porites lobata
Porites lobata
Porites lobata
Porites lobata
Porites lobata
Porites lobata
Pavona clavus
Pavona clavus

Colony
diameter (m)
0.7
0.9
1.1
1.5
1.3
0.8
0.7
1.3
0.9
1.3
0.9
1.0

No. Eucaridis
Surface Cryptic
17
20
4
10
33
35
14
5
22
12
17
7
4
8
19
25
24
36
4
13
9
7
21
20
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Percent
Cryptic
54.0
71.4
51.5
13.3
35.2
29.2
66.5
56.8
60.0
76.3
43.8
48.8

No. Eucaridis m−2
Surface
Total
42.5
92.5
10.0
35.0
33.0
68.0
18.3
21.1
16.9
26.1
34.0
48.0
6.7
20.0
14.6
33.8
40.0
100.0
3.1
13.1
15.0
26.7
26.2
51.2

Table 7.6: Eucidaris erosion rates of massive colonies and pocilloporid frameworks
listed chronologically for each survey site.

Location

Date

Species

Floreana Is
Devil’s Crown
Cormorant Bay

18/4/1989
19/4/1989

Devil’s Crown

7/3/1991

PL
PL
PSPP
PL
PC
PL
PSPP
PL

20/3/1992

Sante Fe Is
NE anchorage

7.4

19/6/1988
24/4/1989
20/3/1991
23/3/1992

PL
PL
PL
PL

Mean depth
in carbonate
(cm) (SD)
range

Mean
rate
(cm yr−1 )

(13)
(15)
(28)
(27)
(16)
(27)
(15)
(18)

25.2 (7.2), 15-38
18.7 (9.5), 9-35
14.6 (4.5), 9-24
22.6 (7.1), 11-37
13.6 (2.7), 10-20
16.6 (4.8), 10-30
19.5 (3.4), 15-25
17.7 (6.2), 9-30

4.2
3.1
2.4
2.8
1.7
1.8
2.2
2.0

10 (30)
3 (17)
2 (20)
3 (22)

18.0 (7.5), 9-43
18.7 (7.5), 9-29
20.8 (5.5), 11-29
17.9 (5.6), 9-29

3.6
3.1
2.6
2.0

No.
Colonies
(n)
3
3
5
3
2
3
2
2

Discussion

Wellington reef at Darwin exhibits a unique structure, consisting of numerous discrete
framework stacks of mostly poritid corals. These stacks do not appear to be isolated
remnants of a once continuous reef formation. Three lines of evidence support this
interpretation, (a) the absence of fractured surfaces on the stacks, (b) the absence of
collapsed stacks or erratic framework blocks, and (c) the absence of Porites rubble
piles. Much of the loose rubble associated with the reef is composed of worn and
coralline algal-encrusted pocilloporid branches. The estimated maximum vertical
thickness of the reef, with stack heights of 3 to 4 m, is within the same range of some
Pavona and Porites reefs in the C/S Galápagos before the 1982-83 El Niño event
(Table 24 in Glynn and Wellington (1983)).
Stack growth on Wellington reef was rapid, between ∼700 to 300 yr BP, and
ranged from 0.2-1.2 cm yr−1 . Core-drilling of a poritid fringing reef at Golfo Dulce,
Costa Rica demonstrated most rapid accretion between 1,500-500 yr BP, equivalent
to accumulation rates of 0.50-0.83 mm yr−1 or 0.50-0.83 m Ky−1 (Cortés-Núñez, 1991;
Cortés et al., 1994). Near shore pocilloporid reefs in Panama have also demonstrated
rapid, late Holocene accretion rates (1.2-1.7 m Ky−1 ) from 1500 BP to the present
(Toth et al., 2012). All of the low-end growth rates at Wellington reef, 1.5-4.4 mm
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yr−1 , exceeded those of the Costa Rican reef by factors of 3 to 5. It is not known
if this difference is real or largely a reflection of the different methods employed in
the growth history analysis (i.e. carbonate material obtained from surface sampling
or subsurface drilling). Another explanation might relate to uninterrupted brief periods of accelerated reef frame growth. For example, several pocilloporid framework
accumulation rates determined from samples collected 1.0-2.7 m deep in Panamanian
reefs (Glynn, 1977) overlapped the rates calculated for Wellington reef. Even though
both poritid reefs are located outside the tropical cyclone disturbance zone, the Costa
Rican reef formed in a near-shore, sheltered environment whereas the Darwin reef developed in an oceanic setting on a semi-exposed insular shelf. Among semi-exposed
reefs (not subject to breaking waves), the vertical accretion rate of the Costa Rican
reef was at the low end of reef growth. In comparable settings of Indian Ocean, western and central Pacific regions, Wellington reef rivaled the fastest accreting reefs thus
far reported (Montaggioni, 2005).
With the presently increasing coral cover and abundance of small Porites
colonies surrounding Wellington reef stacks, the prospects for continued reef building
are favorable. Our surface sampling revealed rapid reef accretion over a 400-year
period, which corresponds to favorable conditions evident in late Holocene climatic
reconstructions, namely (i) southerly location of the Inter-Tropical Convergence Zone
(ITCZ), (ii) low El Niño intensity, and (iii) moderate El Niño activity and variability
(Enfield, 1988; Toth et al., 2012). Coral carbonates were present below the sand sediments at the stack bases, but these were not sampled, therefore, the extent and rate of
earlier reef accretion is unknown. Under present-day subtropical, non-upwelling conditions in the northern islands, with relatively low pCO2 (mean=4086=atm) and high
pHT (mean=8.02), reef framework has persisted, which contrasts with the southern
islands that have unfavorable conditions for carbonate preservation (Manzello et al.,
2014).
Aside from incipient and patchy framework development at Wenman, i.e.
3.0-3.8 m-high poritid stacks at 15-16 m depth, this formation is best regarded as
a coral community. Two factors have probably disfavored framework development
at Shark Bay, namely (a) the narrow steep shelf (45-65◦ descending slope), and (b)
frequent rock falls that interfere with coral growth, particularly between the low
intertidal zone and 10 m depth (Glynn and Wellington, 1983). Nonetheless, like
Wellington reef, high coral cover is expected to continue adding to the growth of
this community. Overall high coral cover at Wenman is indicative of recent favorable
conditions supporting different species populations.
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The high incidence of dead patches on Porites lobata colonies at Darwin
in 2012 was likely initiated by cold water stress and bleaching accompanying the
2007 La Niña. Most of the P. lobata colonies with dead patches in August 2000
could have experienced partial mortality during the island-wide El Niño bleaching in
1997-98 (Glynn et al., 2001; Podestá and Glynn, 2001). Only five colonies (9.4%)
revealed dead patches in March 2007, presumably from tissue regrowth and recovery
since the 1998 island-wide bleaching event. A sudden drop in temperature on two
occasions in March and April 2007, from 24-28◦ C to 14-18◦ C over a few days, caused
extensive bleaching of P. lobata (Banks et al., 2009). Symptons of coral illness were
most common in P. lobata in the northern Galápagos in 2007, with discoloration
and thinning of tissues one of the most frequent signs (Vera and Banks, 2009). It
is probable that the high frequency of dead patches observed in 2012 was a result
of thermal shock caused by a rapid transition from moderate El Niño to strong La
Niña conditions in early 2007. Thermal shock, notably from elevated temperatures, is
known to increase the vulnerability of corals to disease (Lesser et al., 2007; Rosenberg
and Kushmaro, 2011). Coral tissues are usually lost from diseased surfaces, creating
dead patches. Such thermal disturbances have a yet unknown effect on long-term
coral calcification and reef accretion in the northern Galápagos.
Since the beginning of quantitative surveys in the mid-1970s (1975-76), Eucidaris galapagensis has been notably more abundant in the C/S Galápagos than
at the northern-most islands of Darwin and Wenman (Glynn and Wellington, 1983;
Glynn, 1984). This pattern, observed in this study and by others (e.g., Edgar et al.,
2002), has continued into the 21st Century. At least two factors in the C/S islands
seem responsible, (a) a diminution of fish and lobster predators of echinoids due to
overfishing (Ruttenberg, 2001; Sonnenholzner et al., 2009; Edgar et al., 2010, 2011),
and (b) high abundance of trophic resources (benthic algae) in response to upwelling
and elevated nutrients (Feldman, 1986; Chavez and Brusca, 1991). Seven of the
nine monitored sites in the C/S islands have demonstrated significant losses of live
coral cover coincident with high abundances of E. galapagensis and intense bioerosion. Coral cover declined to near zero on the Bartolomé poritid reef with much of
the pre-disturbance framework still intact. Eucidaris densities have remained low
(mean = 1.4 ind m−2 ) at this site, as at Wellington reef, but no recovery has occurred
(as of 2009). The low fecundity of Porites lobata in the Galápagos (Glynn et al.,
1994), and the depletion of reproductive source populations after 1983 (Glynn, 1994)
were likely responsible for this lack of recovery. Low abundances of Eucidaris (mean
= 0.3 ind m−2 ) were observed during three surveys at the Punta Pitt pocilloporid
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reef. However, this patch reef was rapidly degraded within 10 years after the 1982-83
bleaching/mortality event. The relatively few Eucidaris observed on this dead reef
were grazing on, and eroding, the algal-encrusted pocilloporid frameworks. Large
numbers of Eucidaris were present in the general area, but not on the reef during the
surveys. We suspect that many echinoids moved from the sampling site beforehand,
thus minimizing estimates of their local abundances.
At monitored sites across the Galápagos, Darwin and Wenman were the only
localities where coral cover increased after the disturbance associated with the 198283 ENSO (Figure 7.7a). While coral cover was also depressed in the northern islands
initially, a significant and continuous upward trend of recovery nonetheless occurred.
The most important coral cover in the southern islands, with slight regeneration,
was observed at Devils Crown, off Floreana. An aggregation of Porites colonies still
persists there (Paul, 2012), but the pre-1982-83 Pocillopora reef has been completely
degraded. Pocillopora sexual recruits appear sporadically at the former reef site only
to die back during periods of ENSO thermal shock (Feingold and Glynn, 2014). Low
recovery of coral cover, and absence of any coral frameworks in the C/S islands, is
mirrored by high densities of Eucidaris galapagensis and severe bioerosion (Figure
7.7b). The intensive grazing and skeletal excavation by E. galapagensis on dead
coral frameworks resulted in their disintegration and disappearance at eight of nine
monitored sites. This protracted erosive effect likely interfered with coral recruitment
as well (Glynn, 1990).
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Figure 7.7: a Coral cover trajectories on two northern and nine central/southern
Galápagos islands following the 1982/1983 El Nino bleaching/mortality event. Outward and inward pointing arrows denote increasing and decreasing coral cover, respectively. b Corresponding E. galapagensis mean densities, from multiple quantitative
surveys, 1975-2012. Geographic position of Champion Island offset in a and b.
In addition, two physical conditions characteristic of the C/S islands upwelling promoting high nutrient concentrations, and low carbonate saturation state
have been demonstrated to depress coral calcification and internal cementation (Manzello
et al., 2008; Manzello, 2010). As a consequence, coral skeletal density is low in the
C/S islands, which increases the fragility and integrity of coral skeletons. This in turn
would exacerbate the degradation of coral structures due to bioerosion.
Information is now available on timelines and processes involved in the recovery of reefs on remote, oceanic islands. Isolation of oceanic reefs from major
human influences vis-à-vis pollution and over-fishing is likely an important factor in
coral community resiliency. This potential advantage, however, needs to be balanced
against coral larval supply and recruitment to distant disturbed communities. Although coral mortality was not quantified in the northern Galápagos following the
1982-83 El Niño bleaching event, it was probably in the same range of 80-98% reported for 14 C/S island coral communities (Robinson, 1985; Glynn et al., 1988).
By 1992, much of Wellington reef framework was still intact, in spite of obvious erosion by Diadema mexicanum, with numerous Porites recruits present on dead corals
(Glynn, 1994). Overall, live coral cover in 2009 was 21%, and this increased to 38%
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by 2012, 29 years after the initial disturbance (Glynn et al., 2009). Recovery of live
coral cover on Cocos Island reefs, ∼700 km NE of Darwin, reached 23% after 20 years
(Guzman and Cortés, 2007). Bioerosion by Diadema mexicanum was intense on some
reefs, causing the degradation of reef frameworks (Guzman and Cortes, 1992; Macintyre et al., 1992). However, Diadema abundances decreased significantly after 1987,
from 11-17 ind m−2 to 0.1-1.4 ind m−2 by 2002, resulting in a greatly diminished
impact on regenerating resident colonies. Five new coral records during the recovery
of Cocos reefs, all central Pacific species, prompted Guzman and Cortés (2007) to
suggest that long-distance dispersal via the North Equatorial Counter Current may
contribute toward reef recovery. Nonetheless, the chief reef-building species present
before the mortality event were the same as those undergoing recovery. Even more
rapid reef recovery was reported at the remote Scott Reef complex in the Indian
Ocean off western Australia (Gilmour et al., 2013). Overall coral cover increased
from 9%, down from ∼50% pre-1998 bleaching, to 44% in just 12 years. This notable
recovery was due to post-disturbance growth of local remnant corals, after increasing
in size and reproductive capacity, thus elevating their contribution to sexual recruitment and community growth. These examples underline the pivotal role of surviving
autochthonous corals, and their importance in reproduction and sexual recruitment.
In summary, persistent grazing of substrates by large populations of Eucidaris interferes with coral settlement, survivorship, and community recovery. Further,
carbonate reef structures are subject to intense bioerosion, thus eliminating suitable firm substrates for coral recolonization. If fishing pressure of macro-invertebrate
predators of sea urchins were reduced, this could result in lower population abundances of Eucidaris and contribute toward the re-establishment of decimated coral
communities and reefs in the central and southern Galápagos Islands. Patterns revealed in this study emphasize the importance of temporal dynamics and spatial
variability in reef carbonate budgets, resilience, and persistence (Perry et al., 2008).
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Chapter 8
Conclusions, Summary, and Future
Research
8.1

Approach and Significance

This dissertation examines the spatial pattering of facies in modern carbonate depositional systems. The relevance of this research lies in the question what is the true
complexity of carbonate landscape patterns, that are often incompletely recorded (or
visible) in Earth History, and how this complexity came to be. In modern systems,
the environmental determinants are much easier to observe. Thus, studies executed in
modern systems have the potential of providing otherwise unobtainable information
to studies in ancient systems.
The worked presented in this dissertation provides four major contributions.
The first of these is a database of benthic habitat and bathymetric maps derived
from very-fine resolution multispectral satellite imagery for sites around the world.
As part of the map production process, an accompanying database of ground-truth
information was collected, consisting of visual records (e.g., digital photos and videos),
single-beam acoustic depth soundings, surficial sediment samples, and sub-bottom
profiles. The two databases combined provide information on benthic character that
can be used a baseline for monitoring ecological change in coral reef landscapes, as
well as a portfolio of calibrated maps describing the lateral arrangement of facies in
a suite of shallow-water carbonate depositional environments.
The second contribution is an algorithm for deriving water depth from spectral observations for remote coral reef landscapes. The isolation of these sites means
it is often logistically or financially infeasible to survey them directly, and the lack
of field surveys reduces the amount of ground-truth information available for imple215

menting traditional methods for optically deriving water depth. A lack of historic
information also means it is difficult, if not impossible, to track changes in water
depth over decades. The approach for depth derivation developed in this manuscript
provides a tool for the creation of digital terrain models for these remote sites and
from historical records. The bathymetric maps produced using this algorithm allow
for: (1) a better understanding of historical change in seafloor topography, (2) identification of future changes in seafloor topography that may result from environmental
changes in climate or from the loss of benthic communities, and (3) investigation
into the relationships between seafloor topography and spatial patterns of sediment
accumulation with modern carbonate depositional systems.
The third contribution that this thesis makes is the development and deployment of the SCI (spatial correlation index) for identifying facies arrangements within
carbonate depositional systems and mapping their spatial distributions within a site.
This work highlighted the insufficiency of the belt/mosaic dichotomy for qualitatively
describing facies arrangements and quantitatively demonstrated the co-occurrence of
multiple arrangements within a site. These findings are important in understanding
the complexity of spatial patterning of Modern carbonate facies as an analog to the
carbonate rock record. The index also provides an avenue for understanding the origins of facies heterogeneity because it can be linked with geospatial information on
the environment, and it can be compared with morphometrics to identity potential
relationships between platform geomorphology and facies arrangements.
The final contribution is insight into the environmental mechanisms controlling the spatial distribution of facies in modern carbonate depositional systems.
Studies of the carbonate depositional systems within the Red Sea, the Bahamas,
and the Galápagos Islands demonstrate the importance of hydrodynamics, sea-level
history, and biology in controlling the spatial patterning of sediment accumulations
within Modern systems. By understanding the influence of these factors, greater insight into the formation of the carbonate rock record is gained and more nuanced
interpretations of the geologic history observed within the record are possible.
8.2

Limitations

The work presented herein quantitatively explore how carbonate depositional systems are arranged, yet they do not fully explore how these arrangements came to be.
Understanding the origins of different facies arrangements is important when trying
to provide a more nuanced and reliable interpretation of the carbonate rock record.
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While the presented work does not create a direct connection between facies arrangement and environmental factors, the tools for doing so were developed through the
course of this research, and this can be addressed in future research.
8.3

Future Research

The work presented herein focus on the quantitative properties of planform facies
arrangements. Moving forward, three steps are clear. First, future studies can connect
the quantitative properties of sediment accumulations with geospatial information
on the environment to assess the relative influence of different parameters on the
formation of different facies arrangements. Second, the relationship between platformscale geomorphologic features and the facies arrangements contained within these
features can be investigated to identify if morphometrics can be used as a proxy for
facies arrangements. Finally, future work can investigate sediment accumulations as
3 dimensional structures instead of the planform (i.e., 2 dimensional) arrangements
presented in this work.
8.4

Conclusions

The investigations detailed in Chapters 2 through 7 meet the five objectives set forth
in Chapter 1. In Chapter 2, the methodology for producing detailed maps of seafloor
character for 101 sites is described, and Chapter 3 describes an algorithm for deriving water depth from satellite imagery when ground-truth data are lacking. Chapter
4 develops the spatial correlation index (SCI) as a tool for distinguishing between
mosaic-like and belt-like facies arrangements observed within facies maps for 36 Modern carbonate depositional systems, while Chapter 5 describes the sedimentology and
geomorphology of Cay Sal Bank, an incipiently drowned platform in the Bahamas.
Chapter 6 investigates the influence of water depth and wave energy on the lateral
distribution of carbonate facies in areas shallower than 40 m within two sites located
along the Saudi coast on the Red Sea, and Chapter 7 assess the recovery of coral
communities in around Darwin and Wolf Islands, the Galápagos Islands, following
degradation caused by the 1982-983 El Nino warming event. The conclusions of these
six chapters are summarized below.
Chapter 2
• A database of ground-truth information containing visual records, acoustic
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depth soundings, surficial sediment samples, and sub-bottom profiles was assembled.
• An efficient classification algorithm that combined spectral and contextual information was developed to section images into geologically relevant classes.
• Maps delineating sedimentologically important seafloor features associated with
different benthic organismal communities, substrates, and/or different sedimentary properties were created.
• Maps of optically-derived bathymetry were created using a standard model for
water depth derivation.
• The maps and ground-truth information within the database provided the information needed to support the investigations detailed in Chapters 3 through
7.
Chapter 3
• A new approach for deriving water depth from multispectral satellite imagery
when ground-truth data are absent or lacking was developed and assessed.
• The effectiveness and flexibility of the approach by deploying the algorithm to
imagery collected by five different sensors in five sites was demonstrated.
• The accuracy of the approach was sensitive to changes in the chlorophyll concentration and robust to changes in bottom reflectance.
• Reliable water depth predictions were limited to depths shallower than 15 m
because the model becomes non-linear at greater depths.
• The algorithm can be used for creating digital terrain models (DTMs) of remote
carbonate platforms from recently collected imagery, future sensors, or historical
image archives.
• The algorithm can be paired with geospatial data to understand the relationships between environmental parameters and the spatial patterning of carbonate
facies.
Chapter 4
• The spatial correlation index (SCI) was developed as a tool for distinguishing
between mosaic-like and belt-like facies arrangements.
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• The study demonstrated that mosaic-like and belt-like arrangements can cooccur within isolated carbonate platforms.
• Four motifs in the statistical distribution of the SCI values were identified: (1)
dominated by mosaic-like values, (2) dominated by belt-like values, (3) uniform
distribution of values, and (4) dominated by mid-range values.
• The spatial distribution of facies arrangements within a site may be explained
by the interaction of sediment transport, benthic community development, hydrodynamics, and overall platform architecture.
Chapter 5
• The relationship between the observed spatial patterning of facies within Cay
Sal Bank and three environmental controls were investigated.
• Regional hydrodynamics and sea surface temperature did not appear to have
an effect on the spatial patterning within the bank.
• Flooding history was identified as the strongest control on landscape development in this carbonate platform.
Chapter 6
• The presence and absence of four facies were compared to the water depth and
significant wave height using a combination of statistical models and information
theory.
• Statistical analysis identified the model with both wave height and water depth
as the best-fit of the competing hypotheses.
• For water depths shallower than 40 m, assuming a direct link between water
depth and facies presence is likely an oversimplification.
• Hydrodynamics were just as important when understanding the depositional
setting under which sediments accumulated to form a given facies.
• Caution must be taken when reconstructing change in the carbonate rock record
to ensure a reliable geological interpretation.
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Chapter 7
• Comparisons of surveys performed before (i.e., 1974) and after (i.e., 2012) a
thermal stress event indicate substantial recovery in the benthic communities
with no loss in coral species.
• In central and southern portions of the Galápagos Islands, recovery was low or
non-existent.
• The low population density and low grazing pressure by the echinoid Eucidaris
galapagensis is identified as a primary factor in the different rates of recovery.
• Rates of bioerosion by echinoids is in important factor in recovery of coral reef
benthic communities following disturbances by El Nino Seasonal Oscillations.
The presented work improves our understanding of carbonate sedimentology in three ways. First, the database of seafloor maps provides an unprecedented
level of description for Modern carbonate depositional systems. Second, mapping of
the spatial patterns for sediment accumulations within carbonate depositional systems has been improved by the development of an algorithm for deriving water depth
without the need for ground-truth data and by the development of the spatial correlation index as a quantitative tool for identifying facies arrangements. Finally,
the influence of the environment on sediment accumulations in Modern systems has
been improved through detailed investigations of platforms from around the world.
With this, the dissertation makes an essentially new contribution by providing novel
scientific findings for the techniques of mapping, deriving bathymetry, quantifying
carbonate landscape pattern and linking such spatial information with environmental
and sedimentological processes. Therewith, these results are immediately applicable
to help quantify and explain facies distribution in modern and ancient systems.
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Lı́nea Base de la Biodiversidad (Danulat E & GJ Edgar, eds.)
Banks, S., M. Vera, and A. Chiriboga (2009). “Establishing reference points to assess
long-term change in zooxanthellate coral communities of the northern Galápagos
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Cortés-Núñez, J. (1991). “Los arrecifes coralinos del Golfo Dulce, Costa Rica: aspectos
geológicos.” In: Revista Geológica de América Central. 13, pp. 15–24.
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Poritidae”. In: Marine Biology 118.2, pp. 191–208.
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Purkis, S. J., B. M. Riegl, and S. Andréfouët (2005). “Remote sensing of geomorphology and facies patterns on a modern carbonate ramp (Arabian Gulf, Dubai,
UAE)”. In: Journal of Sedimentary Research 75.5, pp. 861–876.
Purkis, S. J., G. Rowlands, B. Riegl, and P. Renaud (2010). “The paradox of tropical
karst morphology in the coral reefs of the arid Middle East”. In: Geology 38.3,
pp. 227–230.
R Core Team (2016). R: A Language and Environment for Statistical Computing. R
Foundation for Statistical Computing. Vienna, Austria. url: https://www.Rproject.org/.

241

Rankey, E. C. (2002). “Spatial patterns of sediment accumulation on a Holocene carbonate tidal flat, northwest Andros Island, Bahamas”. In: Journal of Sedimentary
Research 72.5, pp. 591–601.
— (2004). “On the interpretation of shallow shelf carbonate facies and habitats: how
much does water depth matter?” In: Journal of Sedimentary Research 74.1, pp. 2–
6.
— (2016). “On facies belts and facies mosaics: Holocene isolated platforms, South
China Sea”. In: Sedimentology 63.7, pp. 2190–2216.
Rankey, E. C. and D. F. Doolittle (2012). “Geomorphology of carbonate platformmarginal uppermost slopes: Insights from a Holocene analogue, Little Bahama
Bank, Bahamas”. In: Sedimentology 59.7, pp. 2146–2171.
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