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4.3.1 Značilnosti časovnih serij in metod . . . . . . . . . . . . . 39
4.3.2 Zgradba Fbprophet modela . . . . . . . . . . . . . . . . . 41
4.3.2.1 Model trenda . . . . . . . . . . . . . . . . . . . . 43
4.3.2.2 Model sezonskosti ali ciklov . . . . . . . . . . . . 46
4.3.2.3 Model praznikov in posebnih dogodkov . . . . . . 46
4.3.2.4 Nastavljanje modela (izv. model fitting) . . . . . 47
4.3.3 Avtomatska evalvacija napovedi . . . . . . . . . . . . . . . 49
4.3.3.1 Uporaba osnovnih metod za postavitev temeljnih
zahtev . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3.3.2 Modeliranje natančnosti napovedi . . . . . . . . . 50
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4.4.3 Logični operatorji . . . . . . . . . . . . . . . . . . . . . . . 58
4.4.4 Mehki sistem Takagi-Sugeno . . . . . . . . . . . . . . . . . 59
4.4.5 Neuro-mehki modeli Takagi-Sugeno . . . . . . . . . . . . . 60
5 Izvedba nevro-mehkega modela 62
5.1 Uporabljeni podatki . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.1.1 Korelacije - Spearman . . . . . . . . . . . . . . . . . . . . 62
5.1.2 Avtokorelacije - Matlab Autocorrelation function (kraǰse
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4.10 Različne oblike pripadnostnih funkcij [9] . . . . . . . . . . . . . . 58
4.11 Struktura Takagi-Sugeno nevronske mreže [10] . . . . . . . . . . . 61
5.1 Spearmanovi korelacijski koeficienti med zaporedno spremenljivko
in spremenljivko porabe (5.) . . . . . . . . . . . . . . . . . . . . . 64
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5.14 Performanca SC algoritma v različni nastavitvah[11] . . . . . . . . 77
5.15 Primer, ko BP konvergira v globalni minimum, hibridni algoritem
pa divergira (testna in trening napaka sta označeni s krogci in z
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Člen AR(1) modela α
Vrednost vhoda v mehki model B
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Ime veličine Simbol Enota Vrednosti
Ura hh 0 - 23
Mesec mm 1 - 12
Dan dd 1 - 31
Tip dneva DT 0 - 6
Povprečna urna električna moč P kW
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Povzetek
Elektroenergetski sistem je eden največjih sistemov, ki jih je človek izumil. Po-
vezuje različne tipe elektrarn, od nukleark pa do vetrnih, z različnimi porabniki,
od rezidenčnih do industrijskih. S pojavom podmorskih enosmernih visokona-
petostnih kablov (HVDC) bo verjetno v bližnji prihodnosti izpolnjena Teslina
vizija interkontinentalnega električnega omrežja. Navkljub velikosti in s tem re-
lativno veliki zanesljivosti sistema pa se zaradi uvedbe novih tehnologij problem
zanesljivosti povečuje. To dela mojo temo še posebej aktualno.
V grobem deluje električno omrežje 24 ur na dan 365 dni v letu, vendar na
lokalni ravni še vedno pride do izklopov. Delimo jih na nenačrtovane izpade,
planske izklope zaradi vzdrževalnih del in prisilne izklope v primeru redukcij. V
delu se obravnava problem izračuna nedobavljene energije porabniku v primeru
izpada, kar je eden ključnih kazalnikov za oceno zanesljivosti EES. Bolj nazorno
si lahko to predstavljamo, da ǐsčemo najbolǰso aproksimacijo urne porabnikove
moči oziroma diagram porabe v času, ko tega ni bilo na omrežju. To je
pomembno, ker je ta v določenih primerih upravičen do finančne kompenzacije.
Delo opisuje celoten proces razvijanja optimalnega modela za napoved diagrama
porabe, od začetne obdelave podatkov, iskanja korelacij meteoroloških vhodnih
podatkov z električno porabno močjo in avtokorelacij električne porabne moči,
pa do izvedbe mehkih modelov z zakasnjenimi in predčasnimi vhodi za napoved
voznega reda ter primerjave tega modela s konvencionalnimi metodami za
napoved oziroma z novim odprtokodnim modelom napovedovanja časovnih vrst
Fbprophet. Seveda delo vsebuje tudi teoretično ozadje uporabljenih modelov
za napovedovanje in del o zanesljivosti omrežja ter napakah na njem. Rezultati
modela so dosti bolǰsi od običajno uporabljenih aproksimacijskih metod npr.
regresije z večimi spremenljivkami ali drugih modelov za napovedovanje časovnih
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serij in so aplikativni na drugih področjih. Poleg tega predlagan model ni tako
kompleksen, zato so časi računanaja relativno kratki (reda sekund), prav tako
pa dobimo dobre rezultate v majhnih setih podatkov.
Ključne besede: napovedovanje, nevro-mehki modeli, elektroenergetski sistem,
zanesljivost
Abstract
The power system is one of the biggest systems known to man. It connects
different types of Power plants, from Nuclear to Wind, with different types of
consumers, from residential to industrial. With the development of underwater
HVDC cables we are a step closer to Tesla’s dream of an Interconnected World
Power System. Despite its’ size and inherently great reliability, this is becom-
ing a bigger problem with the implementation of new technologies e.g. wind
penetration. This is what makes my thesis very relevant.
In general we can say that the Power System works 24 hours a day 365 days
in a year, but on the local scale we still have occasional interruptions of supply,
broadly we differ in scheduled and unscheduled ones. Power outages effect the
biggest percentage of running business, therefore it is vital to assess this loss of
power. My thesis tries to find a better approximation of the undelivered energy
to the consumers by predicting their equivalent power consumption at the time
of the outage or their typical daily load diagram. This could later be used to
calculate the amount of financial compensation the consumer is entitled to and is
also a key indicator of grid reliability. The thesis contains the whole process when
dealing with similar problems, from initial data structuring and filtering, seeking
strong correlations and auto-correlations between input and output data to the
final implementation of the Adaptive Neuro-Fuzzy Inference System. We also
benchmark it against conventional solutions, specifically to a newly developed
open-source model called Fbprophet to evaluate. The document also contains
some theoretical background in the used models, grid operation, common faults
and grid reliability. The performance of the deployed model is far better than
the conventional ones e.g. multivariate regression or other time series forecasting
models and is applicable in other fields. Also it is not as complex as some models
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can be therefore rather quick in terms of computational time and we also obtain
great results in rather small datasets.
Key words: prediction, neuro-fuzzy modeling, power system, reliability
1 Uvod
Za stabilno obratovanje elektroenergetskega sistema moramo vedno obratovati
v ravnovesju moči. Proizvodnja električne moči, torej izhodne moči elektrarn v
sistemu mora biti enaka moči porabnikov ter izgubni moči na elementih omrežja.
V kolikor ena presega drugo se to takoj začne odražati v spreminjanju frekvence
omrežja, kar pa lahko v najslabšem primer vodi v kaskadno izpadanje agregatov
in posledično, v električni mrk. Takšni dogodki so redki, dogajajo se približno na
deset let. V manǰsem obsegu, torej na nivoju razdelilnih transformatorskih postaj
(kraǰse RTP), so izklopi porabnikov nekaj vsakdanjega, količina nedobavljene
energije na letni ravni pa nam služi za oceno zanesljivosti EES. Poleg ravnovesja
delovnih moči je potrebno zagotavljati tudi kompenzacijo jalove moči v omrežju,
katera ima vpliv na napetostni profil omrežja.
Za zagotavljanje stabilnega obratovanja omrežja imamo sistemskega opera-
terja elektroenergetskega sistema. V Sloveniji je to ELES, ki skrbi za prenosno
omrežje, kar zajema predvsem visokonapetostne vode. Poleg njega imamo še Sis-
temskega operaterja distribucijskega omrežja (kraǰse SODO) in 5 distribucijskih
podjetij, saj so geografsko razdeljena. Slednja skrbijo za srednjenapetostno ter
nizkonapetostno omrežje, ki zajema vse manǰse porabnike. ELES nadzira stanje
v omrežju na nivoju države in tudi čezmejnih prenosnih kapacitet s preračunom
pretokov moči za vse veje omrežja, s tem oceni obremenitve. Za preračun po-
trebuje začetne vhodne podatke, zato, poleg drugih predpostavk za modeliranje
ostalega dela ENTSO-E omrežja, od proizvodnih agregatov in porabnikov vna-
prej zahteva diagrame proizvodnje in porabe. Velik del njegovega dela je čimbolj
natančno napovedovanje celotne porabe in proizvodnje električne moči za Slo-
venijo in sprotno korigiranje odstopanj. To postaja vedno bolj zahtevno, saj se
dandanes ukvarjamo tudi z napovedovanjem proizvodnje zaradi obnovljivih virov
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energije. Ti so odvisni od vremena, ki je stohastične narave, zato se to postopoma
inherentno tudi odraža na proizvodnji. Najbolj volatilna je vetrna energija, saj
je izhodna moč vetrnih elektrarn odvisna od tretje potence hitrosti vetra. Temu
pojavu pravimo penetracija moči vetra (angl. wind power penetration), več o
tem problemu v simulaciji podpoglavja Kazalniki zanesljivosti. To sicer še ni
največja težava, ker je bilo pri napovedovnju vremena veliko napredka s pojavom
super-računalnikov. Prav tako so podatki javno dostopni in tega ne delamo sami,
ampak se s tem ukvarjajo velike ekipe matematikov in fizikov na javnih agenci-
jah, pri nas je to ARSO. Problemi so v nemerljivih človeških faktorjih, ki najbolj
vplivajo na porabo energije. Te lahko najlažje popǐsemo, če združujemo podobne
dneve oziroma celo ure podobnih dnevov. Več specifičnih modelov bomo nare-
dili, bolj bodo ti natančni (npr. za porabo ob 12h na praznično sredo), vendar
vseeno ne smemo pretiravati zaradi omejene učne množice, nepraktičnosti takega
programa ter dolgotrajne izdelave. Pri tovrstnem napovedovanju veliko pripo-
more ekspertno znanje oziroma izkušnje nekoga, ki se na dnevni bazi ukvarja z
dotičnim problemom.
Kot je že napisano v povzetku, delo obravnava problem izračuna nedoba-
vljene energije porabniku v primeru izpada. Čeprav na nivoju tehnike naredimo
vse, da bi te dogodke preprečili, se vseeno dogajajo. Glavni vzroki so zunanji
dejavniki, od flore in favne pa do ekstremnih vremenskih pojavov, več o tem v
podpoglavju Vzroki in zmanǰsevanje napak. Ker hočemo nedobavljeno energijo
karseda natančno oceniti, si bomo za vhode dovolili tudi urne moči po dogodku,
saj predpostavimo, da se poračun stroškov nedobavljene energije opravlja post
festum. Prav tako se bo aproksimacija v obeh modelih, t.j. nevro-mehkem in
fbprophet modelu izvajala na intervalu 24 ur, saj po preteklih kazalnikih zane-
sljivosti [7, stran 464-467] predpostavimo, da ga izpadi ne presegajo. Prav tako
pa se po ustaljeni praksi dela z dnevnimi diagrami porabe in proizvodnje, ki jim
v žargonu rečemo tudi vozni redi.
V prvem poglavju bom podrobno predstavil problem, uporabljene podatke in
zadane cilje. V četrtem poglavju je matematično ozadje metod, ki smo jih pri-
merjali z našo. Motivacija za izbiro primerjave ravno teh metod je citat: ”Due
to the propagation of forecasting errors from explanatory variables, a time series
model may give more accurate forecasts”[12, 3.3.2]. V splošnem se uporablja
mnogo metod za napovedovanje, ki jih v grobem delimo na univariantne metode
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ali tudi modele časovnih serij (angl. time series models), regresijske modele in
mešane modele. Glavna razlika je, da imajo prvi za vhodne spremenljivke le
preǰsnje vrednosti izhodne spremenljivke, drugi imajo prediktorje oziroma raz-
lagalne spremenljivke(angl. explanatory variables), ki imajo močno korelacijo z
izhodno spremenljivko, tretji pa imajo vhode obeh tipov. Citat sicer pravi, da je
razlog za večje negotovosti regresijskih modelov napaka napovedanih razlagalnih
spremenljivk, s čimer cilja na meteorološko napovedane podatke. S citatom se ne
strinjam, saj nam razlagalni regresorji, kot sta npr. temperatura in sevanje, dajo
dodatno informacijo o procesu in imajo pogosto močne korelacije v dotičnem pro-
blemu. Napovedovanje vremena je prav tako izredno napredovalo, če pa gledamo
konkretno naš primer, kjer napovedujemo post festum, lahko uporabimo meritve
meteoroloških postaj.
Lahko bi rekli, da sem namenoma izbral metodi za primerjavo, ki predstavljata
dva različna pristopa k reševanju problema. Prvi se ne ukvarja z fizikalno naravo
problema, ampak striktno rešuje problem najbolǰse aproksimacije časovne vrste,
kjer so edino ozadje navade ljudi. Lahko bi mu rekli matematično-ekonomski pri-
stop, ki je realiziran z fbprophet modelom v programskem jeziku Python. Podpo-
glavje Fbprophet, ki vsebuje osnovne infomacije o razvoju in arhitekturi modela
je v celoti povzeto in prevedeno po članku razvojnih inženirjev v Facebooku [13].
Drugi pristop vsebuje tudi vremenske razlagalne regresorje, za vhode pa ima tudi
pretekle in prihodnje vrednosti izhodne spremenljivke, a le tiste z visoko avto-
korelacijo. Temu pristopu bom rekel kar inženirski, saj se bolj poglobi v naravo
problema, kar tudi dokazano rezultira v bolǰsi natančnosti. Izveden je v program-
skemu paketu Matlab in uporablja ANFIS model. Izvedba obeh modelov je bolj




2.1 Podatki in njihovo obvladovanje
Potrebno je povedati, da je obvladovanje podatkov zelo velik in pomemben del, ki
nas uvede v reševanje problema. Tudi struktura programa bo bolj preprosta, če
bodo podatki smiselno urejeni. Podatki so na primer lahko predhodno sortirani v
podskupine dnevov v tednu, če nam bo to olaǰsalo pisanje kode za izbiro podatkov
za treniranje in testiranje modela. Že iz tega je razvidno, da je možnih več
različnih pristopov k istem problemu.
Veliko je vredno tudi, če program optimiziramo tako, da lahko ažurno prido-
bivamo sveže podatke iz spletnih virov. Pogosto je razlog za izbiro preprosteǰsega
modela za napoved časovnih serij ravno ta, ker avtomatizacija pridobivanja do-
datnih regresorjev zahteva nekaj dodatnega časa za izvedbo in ni tako preprosta,
kot se zdi. V mojem primeru sem imel dva seta podatkov, v prvem so bile urne
porabe električne energije za celo leto 2017 naključnih odjemalcev v EES, dru-
gega pa sem pridobil iz ARSO-a in je vseboval meteorološke meritve na pol ure za
isto leto, podrobneje bodo tipi meritev predstavljeni kasneje. Oba seta podatkov
sta bila v formatu .csv (comma separated values), ki je standard za strukturira-
nje podatkov. Že iz imena je razvidno, da so stolpci ločeni z vejicami. Tako je
podatke najlažje urediti v Excelu in jih nato prenesti v Matlab.
Po uvozu se prvega seta podatkov ni spreminjalo, torej tistega z urnimi po-
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rabami in s tipom dneva. Ta je imel vrednosti od 0 do 6, kjer je bila nedelja
označena s 6. Nato smo kreirali še binarno spremenljivko praznik z vrednostjo
1, ko ta nastopi in obratno. V Matlabu je to potrebno storiti ročno oziroma je
potrebno napisati vsaj dve zanki, kar bi bilo zelo zamudno pri določevanju pra-
znikov, ki niso fiksirani na datum, npr. velike noči za večletno obdobje. Tu, kot
zanimivnost, prednjači Python s knjižnico holidays, kjer v funkciji samo določǐs
državo in leto, za katero prazniki te zanimajo in dobǐs set podatkov oblike Data-
frame z datumi in imeni praznikov, kar pohitri postopek.
Vse podatke smo preverili za manjkajoče vrednosti. Kjerkoli bi namreč manj-
kal podatek, se bi to v Matlab uvozilo kot NaN (angl. Not a Number), s katerim
ni mogoče računati. Slučajno smo imeli srečo, da so bili naši podatki brez manj-
kajočih vrednosti.
Slika 2.1: Diagram poteka od pridobitve podatkov do rezultatov
10 Problem kratkoročnega napovedovanja porabe električne energije
Podobno nam velike probleme lahko delajo slabi vzorci (angl. outliers), saj se
bo še tako dober model slabo obnašal, če ga bomo trenirali na slabih podatkih.
Tu sem za razpoznavo uporabil metodo, ki je opisana v članku [1]. Gledali smo,
kdaj drseče povprečje s časovnim oknom štirih tednov zaide iz 99 procentnega
območja zaupanja (angl. confidence interval), torej dveh standardnih deviacij.
Lokacije slabega podatka smo označili v vektor z binarnimi stanji.
Slika 2.2: Določanje slabih podatkov[1]
Nato se je podatke zapisalo v nov vektor zgolj zaradi preglednosti in zamenjalo
slabe podatke z NaN-i preko preverjanja pogoja binarnega vektorja. NaN-e smo
potem s pomočjo vgrajene Matlabove funkcije fillmissing nadomestili z uporabo
kubične interpolacije, ker se je izkazala za najbolj primerno v našem primeru.
Pojav se je večinoma zgodil na dnevnem maksimumu in ker smo hoteli ohraniti
obliko, je bila kubična interpolacija najbolǰsa. Z na primer linearno bi popolnoma
porezali vrhove. Problem nastane tudi pri prestavitvi ure iz zimskega na poletni
čas in obratno, ko nam enkrat manjka ena ura v dnevu, drugič pa imamo dva
podatka za isto uro. Vrednosti nadomestimo z aritmetično sredino ali preǰsnjo
vrednostjo.
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Slika 2.3: Primer, ki kaže primernost kubične interpolacije
Slika 2.3 kaže enega od primerov, kjer se pojavi slab podatek in ga nadome-
stimo z interpolacijo z odsečnim kubičnim zlikom, ki ohranja obliko (angl. shape-
preserving piecewise cubic spline interpolation). Slab podatek funkciji določimo
z že omenjenim binarnim vektorjem, kjer so s postavljenimi biti označeni slabi
podatki. Z modro je označena prvotna serija, z oranžno pa popravljena.
2.2 Podroben opis problema
V osnovi gre za problem izračuna nedobavljene energije porabnikom. Trenutno se
to računa precej poenostavljeno, pogleda se le zadnjo meritev moči pred izpadom
in se jo pomnoži z dolžino izpada. Zelo lahko pridemo do spoznanja, da je tak
način izračuna lahko čisto sprejemljiv za kratke izpade npr. enourne, vendar pa z
podalǰsevanjem časa izpada hitro narašča. Zato je veliko bolje, če se oceno naredi
preko napovedi dnevnega diagrama. Jaz bom predstavil dva načina za izračun
le-tega.
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Če na primer pride do izpada sredi dneva, bodo zaradi vršne odjemne moči
porabniki prekomerno finančno kompenzirani, v primeru izpada ob začetku dneva
pa bodo prejeli nezadostno nadomestilo. Ob predpostavki, da večji delež izpadov
nastane ob večji obremenitvi omrežja, torej večjih pretokih moči, je operaterju v
interesu izbolǰsati način izračuna, da v prihodnje ne bo imel nesmiselnih dodatnih
stroškov zaradi velike računske napake. Slika 2.4 dokazuje, da bi se lahko sprija-
znili le z izračuni pri izpadih dolgih do dveh ur, če uporabljamo staro metodo.
Slika 2.4: Kumulativna procentualna napaka za zgornji primer
Vidimo sicer, da se v nekem trenutku napaka skompenzira, vendar glede na
to, da je pojav napake in njeno trajanje zelo naključno, je to irelevantno. Prav
tako so izpadi dalǰsi od nekaj ur zelo redki, to lahko potrdi statistika oziroma
indeks CAIDI ali SAIDI (povprečni vidni mrtvi čas odjemalca in čas odprave
napake za časovno obdobje, ponavadi je to 1 leto) iz vira [7]. Potreba po novi,
splošni metodi izračuna je jasna, graf na sliki 2.4 to pokaže. Formula 2.1 izračuna
kumulativno procentualno napako za t ur, kjer je z PL označena aproksimacija z
zadnjo znano vrednostjo, Pi pa je dejanska urna moč. To je le ena od številnih
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Cilj magistrskega dela je aplikacija novih metod na področju mehke logike za
napoved dnevnega diagrama porabe in njena uporaba za izračun nedobavljene
energije porabnikom. Poleg tega želimo pokazati superiornost te metode v pri-
merjavi z noveǰso metodo za analizo časovnih serij. Želimo tudi pokazati, koliko
bo model izbolǰsal natančnost izračuna nedobavljene energije. Kar se tiče na-
tančnosti napovedovanja dnevnega diagrama, bo vse bolǰse od deset procentne
napake že uspeh glede na naravo problema.
3 Obratovanje elektroenergetskega
sistema
3.0.1 Kazalniki zanesljivosti - LOLP, LOLE, EENS
Kot smo v zgornjih poglavjih pojasnili, moramo imeti v elektroenergetskem sis-
temu vedno rezerve moči za regulacijo frekvence in napetosti. Pri načrtovanju
sistema moramo predvideti porabe skozi dalǰse časovno obdobje in ga sproti nad-
grajevati, da instalirana moč agregatov zadosti potrebam v konicah. Seveda je
potrebno upoštevati tudi letne remonte agregatov in ostala vzdrževalna dela na
omrežju, zato je samo omrežje običajno predimenzionirano.
Za dobro načrtovanje se opravi tudi številne simulacije izpadov posameznih
agregatov, da se oceni tveganje nezadoščanja porabi. V uporabi so številne me-
tode in z njimi kazalniki. Predstavil bom le eno in jo uporabil na konkretnem
aktualnem primeru, da dobimo občutek, kako se izvajajo tovrstne simulacije. S
primerom tudi pokažemo, da je pretiran slepi entuziazem do novih tehnologij
lahko škodljiv. Primer bo ocenjen s kazalcem verjetnosti izgube napajanja LOLP
(angl. Loss of Load Probability) oziroma z zelo podobnim kazalcem LOLE (angl.
Loss of Load Expectation), kasneje pa tudi z EENS (angl. Electric Energy not
Supplied), kjer s podatkom VOLL (angl. Value of Lost Load) lahko ocenimo
finančne posledice izpadov.
Najprej moram pojasniti označevanje stanj agregatov v vektor S. Zaradi
kompleksnosti računanja imamo le binarni stanji, z 1 označimo aktiven agregat,
ki deluje na svoji nazivni moči, z 0 pa neaktiven. Že to predstavlja velik računski
zalogaj, saj je potrebno preračunati 2n scenarijev. Pri velikem številu agregatov
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tovrstni problemi kličejo po uporabi GPU-ja (ang. graphics processing unit)
za operacije. Zahtevneǰse simulacije se prav tako vse več izvajajo z najemom
procesorske moči. Imamo tudi dva vektorja z verjetnostmi aktivnosti oziroma
neaktivnosti agregata, to sta A (angl. Availability) in U (angl. Unavailability).
Predpostavil sem, da je A vetrnih elektrarn kar enak faktorju kapacitete (angl.
Capacity Factor), ki se izračuna po formuli 3.1., kar se tudi dejansko uporablja
za obnovljive vire. Podatek sem dobil pri AEMO-u (angl. Australian Energy
Market Operator). Vektor U je 1-A, torej verjetnost, ko agregat ni aktiven.
Vse uporabljene vetrne elekrarne so na obali (angl. Onshore) in so navedene na
tabeli slike 3.1 skupaj z nazivnimi močmi. Verjetnosti aktivnosti posameznega
konvencialnega vira pa se določi po enačbi 3.2, kjer je td srednji čas delovanja in















Večina termoelektrarn ima vrednosti tega faktorja med 70% in 90%. Noveǰse
elektrarne imajo seveda tudi vǐsje vrednosti, posebej tiste s plinskimi turbinami,
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kjer je razpon vrednosti med 80 in celo 95% [7]. Faktorje sem za potrebe te si-
mulacije izbral sam, za bloka stareǰse termoelektrarne na premog 70 in za noveǰse
plinske elektrarne 90%. Faktorji kapacitete so enaki za vse vetrne elektrarne, da
poenostavimo primer, ampak ta poenostavitev ni daleč od realnih razmer. Za-
prto (angl. OCGT) in odprto zančne plinske turbine (angl. CCGT) so agregirane,
kar tudi ne predstavlja prehude poenostavitve, le zmanǰsa kompleksnost izračuna
(manj možnih stanj). Torrens island sta bloka omenjene termoelektrarne, kot
Tesla pa sem označil 100 MW inštalacijo baterij, ki naj bi pomagale pri regulaciji
frekvence zaradi ukinjanja konvencionalnih virov. Ker ima inštalacija omejeno
kapaciteto (v 2017 je bilo to 127MWh), je njen faktor razpoloženosti enak fak-
torju kapacitete, ki je bil pridobljen pri AEMO-u. Celoten seznam uporabljenih
agregatov v simulaciji je na sliki 3.2, kjer imamo navedena imena agregatov (izv.
Unit name), njihove nazivne moči (izv. Installed Power), faktorje kapacitete (izv.
Capacity Factors) oziroma razpoloženosti za konvencionalne vire ter tip primarne
energije (izv. energy type).
Slika 3.2: Seznam uporabljenih elektrarn in njihovi faktorji kapacitet[2][3]
Ker hočemo narediti grobo oceno letnih stroškov, naredimo urejen diagram
porabe za eno leto, po konvenciji se tudi kazalce računa za tako obdobje. Porabo
za enoletno obdobje smo dobili pri AEMO-u[4]. Zdaj imamo vse vhodne podatke
za izračun kazalcev.
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Slika 3.3: Poraba električne energije v zvezni državi Južna Avstralija[4]
Slika 3.4: Urejen diagram porabe v zvezni državi Južna Avstralija[4]
Urejen diagram porabe dobimo tako, da celotno porabo za eno leto razvrstimo
od največje moči porabe do najmanǰse, imamo več kot 16000 vzorcev, ker smo
imeli meritev na vsake pol ure. Nato se za vsako od možnih 2n stanj izračuna
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verjetnost stanja, ki je zmožek verjetnosti stanja posameznega agregata, kjer se








Enačba 3.3 bolj natančno opisuje izračun skupne verjetnosti stanja agregatov,
kjer i označuje indeks enega od 2n možnih stanj in n število agregatov. S je vektor
binarnih stanj agregatov, katerega funkcijo smo že pojasnili na začetku poglavja.
A je vektor faktorjev razpoloženosti agregatov, ki niso OVE. Vektor binarnih
stanj se negira, da se upošteva tudi verjetnost neaktivnih agregatov. Nato se za
vsako stanje izračuna agregirano proizvodnjo električne moči in poǐsče njej enako
porabo na urejenem diagramu porabe. Prisotnost OVE se modelira s tem, da
celotni urejeni diagram porabe zmanǰsamo za vsoto produktov nominalnih moči
OVE in njihovih faktorjev kapacitete.
Slika 3.5: Iskanje časa trajanja izpada na urejenem diagramu porabe [5]
Agregirana moč proizvodnje za posamezno stanje je označena s Pag, kjer sledi
še indeks stanja. Predpostavimo, da bo presečǐsče obeh moči določalo predvi-
den čas trajanja izpada stanja, če ga pomnožimo z njegovo verjetnostjo. Če to

















LOLP dobimo z normiranjem na letne ure in izrazbo v procentih. Za primer
zvezne države Južne Avstralije je z uporštevanimi predpostavkami LOLP∼= 6, 9%
in LOLE∼= 602 h/leto. Vsakemu je lahko jasno, da tak sistem ni sposoben delovati
otočno, v interkonekciji pa je preveč odvisen od ostalih. Jasno je, da v stabilnem,
velikem ter dobro povezanem sistemu lahko delujemo tudi s takšnimi anomalijami,
ampak sistem ne bi deloval, če bi bila takšna praksa prisotna povsod in sočasno.
Zato je nujno sodelovanje stroke in politike pri uvedbi tovrstnih rešitev, kar ne
velja za naš primer. Bil je posledica politike, ki je bila pretirano naklonjena OVE.
Da bi za slehernika še bolj nazorno ilustrirali stanje, smo izračunali tudi EENS,





P (t)− P (ti)
]︂
dt (3.6)
V teoriji bi manjko energije za vsako stanje izračunali z integralom 3.6, vendar
imamo v praksi opravka z numeričnimi podatki, ki bi jih potem morali opisati
s primerno matematično funkcijo, ki bi bila integrabilna. To poenostavimo s
seštevanjem razlike moči porabe in proizvodnje do točke enakosti ter množenjem
z 1/2, saj imamo polurne podatke za moč in tako dobimo energijo.
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Slika 3.6: Izračun manjka energije zaradi izpada [5]
EENS nato izračunamo tako, da seštejemo vse zmnožke manjka energije in









S podatkom za VOLL = 9000 [$/MWh], ki je povprečje za gospodinjske odje-
malce za celotni ENTSO-E[14] sem preračunal celotne letne stroške za regulacijo,
jih normiral na prebivalca oziroma na BDP. Tu lahko rečemo, da je VOLL v
Avstraliji verjetno še večji, glede na deleže tipov proizvodnjih agregatov bi bil
bližje Nemčiji ali Danski, ki sta na evropskem vrhu. To so rezultati upoštevajoč
BDP= 90 · 109[$] [15] in število prebivalcev SA 1,677 miljona:
EENS ∼= 0, 93 [TWh]
Cash = EENS · VOLL = 0, 93[TWh] ∗ 9000[$/MWh] ∼= 8, 35 · 109 [$]
Cashpreb = Cash/štpreb ∼= 4, 98 · 103 [$]
BDP% = Cash/BDP ∼= 9, 3 [%]
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Predstavljajmo si, da bi porabili izračunan strošek za regulacijo frekvence. Za
problem, ki je znan samo stroki, javnost bi bila ogorčena. Zavedati se moramo
sicer poenostavitev, ki smo jih napravili, kar verjetno pomeni, da smo strošek
precenili. Vendar pa karkoli nad 1% BDP-ja že predstavlja enormne vložke. Mi-
slim, da bi se šele na tej točki začelo razmǐsljati, ali je res smiselno tako skrajno
ukinjanje konvencionalnih virov.
Treba je tudi poudariti, da so bili deleži kumulativne instalirane moči glede
tip energije takrat takšni, kot so prikazani na sliki 3.7. Še bolj zaskrbljujoče je,
da se navkljub posledicam še vedno planira zaustavitev največjih plinskih agre-
gatov in instalacijo še 3,3 GW vetrnih ter malo manj kot GW sončnih elektrarn.
Tako bo delež vetrnih elektrarn (tudi vetrna penetracija) presegel 50% celotne
instalirane moči v omrežju. Kakšne posledice bo to imelo, je težko napovedati,
vendar zagotovo ne dobrih.
Slika 3.7: Inštalirana moč po različnih tipih vira energije za časa dogodkov [4]
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3.1 Vrste okvar na elementih EES, posledice in ukrepi za
zmanǰsevanje
3.1.1 Splošno
Začnimo na splošno o okvarah (izv. faults). Posledice okvar so nenapovedane pre-
kinitve, padci napetosti, lahko povzročijo celo požare ter smrtne žrtve. Veliko se
da postoriti s preventivnimi ukrepi kot so obrezovanje drevja, namestitev prenape-
tostnih odvodnikov in zaščite za oziroma pred živalmi ter z rednim vzdrževanjem.
Vseh okvar se seveda ne da preprečiti, ampak z ustrezno vzdrževalno prakso in
z upoštevanjem standardov na tem področju, jih lahko minimiziramo oziroma
zmanǰsamo njihove posledice, ko nastopijo. Nadaljnje se bomo posvetili različnim
tipom okvar, kaj so vzroki za njihov pojav in kako jih locirati ter zmanǰsati. Naj-
prej pa si poglejmo, kaj sploh je okvara oziroma poglejmo nekaj standardov, da
bo bolj jasno, o čem bo tekla beseda. Ena od definicij okvare je (ANSI/IEEE
Std. 100-1992), da je to fizično stanje, ki povzroči, da naprava, komponenta ali
element ne deluje, kot je pričakovano; na primer kratek stik ali prekinitev toko-
kroga. Okvara tudi skoraj vedno pomeni kratek stik med faznimi prevodnimi deli
ali med njimi in zemljo. V zgornjem standardu pǐse, da se termin okvara pogosto
uporablja kot sinonim za kratek stik. Ta je definiran kot neobičajna povezava
(lahko je oblok) z relativno nizko impedanco, ki je narejena namenoma ali ne
namenoma med točkama različnega potenciala. Ko nastopi kratek stik, celotna
njegova pot eksplodira v obloku oziroma plazovitem toku elektronov, posledice
pa so izpadi odjemalcev, sesedanje napetosti, prav tako pa se pozna tudi na ka-
kovosti električne energije. Različne motnje lahko močno vplivajo na delovanje
elektronskih naprav in tudi večjih strojev. V skrajnih primerih kratkih stikov so
ogrožena tudi življenja vzdrževalnih ekip omrežja. Tu pomagajo posebna uspo-
sabljanja in vodenje evidence lokacij, kjer se obloki pogosteje pojavljajo, da se
minimizira ogrožanje ekip.[7]
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Slika 3.8: Primer obloka[6]
3.1.2 Delitev okvar
V najbolj splošnem lahko okvare delimo na kratkotrajne in trajne. Slednja na-
stane, ko so na omrežju trajne poškodbe. To vključuje dotrajanje izolacije, pre-
kinitev vodnikov in odpoved opreme, kot so kondenzatorji in transformatorji.
Na kabliranem omrežju so tako praktično vse okvare trajne, ker večino opreme
odpove v primeru kratkega stika. V distribucijskem omrežju trajne okvare pona-
vadi povzročijo prekinitev za določeno število odjemalcev. Za prekinitev okvare
mora zaščita (varovalka, odklopnik) prekiniti tokokrog, koordinacija zaščite mora
biti izvedena tako, da je okvara izolirana in da je prizadetih čim manj odjemal-
cev. Kratkotrajne okvare ne pustijo trajne škode na katerikoli omrežni opremi in
predstavljajo od 50 do 90 procentov vseh okvar na daljnovodnih sistemih. V pri-
meru okvare, prekinitve in ponovnega vklopa po časovnem zamiku sistem v večini
primerov deluje normalno. Vzroki za kratkotrajne okvare so atmosferske razelek-
tritve oziroma strele, v vetru nihajoči fazni vodniki, ki se staknejo, veje in živali,
ki povzročijo kratek stik ter nečistoče na izolatorskih verigah. Ker kratkotrajne
okvare predstavljajo večinski delež vseh, se na nadzemnih vodih univerzalno iz-
vede le ponovni vklop. Problem je, če se kratkotrajnih okvar ne zazna oziroma ne
odklopi, saj po nekem času vseeno lahko poškodujejo izolacijo, vodnike ali drugo
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opremo. Najbolj pogosto se to zgodi na varovalkah. Okvare pogosto nastopijo, ko
je napetost blizu amplitudne vrednosti, saj takrat električno polje hitreje preseže
prebojno trdnost pa naj bo to pri okvari v izolaciji ali pa pri kratkem stiku zaradi
zunanjega dejavnika, slika 3.9 iz študije Electric Power Reasearch Institute-a (v
nadaljevanju EPRI) dokazuje to trditev[7]. Predstavlja odstotek okvar v odvi-
snosti od trenutka, ki je definiran s kotom napetostnega signala, 90°predstavlja
trenutek, ko ima napetost amplitudno vrednost.
Slika 3.9: Odstotek okvar glede na kot napetostnega signala ob času okvare[7]
Nekatere okvare pa ne sledijo temu vzorcu. Okvare ob strelah zaradi sto-
hastične narave pojava nastopijo v naključnem trenutku, je pa sicer res, da pri
napetosti blizu 0 do nje včasih sploh ne pride. Isto velja za okvare, kjer imamo
opravka z dvo ali trofaznim stikom, saj je zaradi trofaznega sistema kakšna nape-
tost lahko 0, ampak je razlika potenciala zaradi faznih kotov še vedno za
√
3-krat
večja od fazne amplitudne vrednosti. Velikost toka okvare omejuje le impedanca
sistema in dodatna impedanca okvare, ki pa se razlikuje glede na primer. Tovrstne
izračune se izvaja z uporabo analize simetričnih komponent.
3.1.2.1 Prenapetosti
Prenapetosti delimo na zunanje in notranje glede na naravo nastanka. Kaj pa
sploh je prenapetost? To je močan napetostni impulz, ki ga superponiramo ob-
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stoječi nazivni vrednosti napetosti. Najbolj značilne prenapetosti so tipa zunanjih
in so atmosferske razelektritve oziroma strele. Impulz ima značilno strmo čelo in
eksponentno upadajoč hrbet ter traja nekaj sto mikrosekund. Podoben preizkus
se uporablja tudi za testiranje opreme. Najhuǰsa škoda se zgodi, če strela udari
direktno v fazni vodnik, saj večina opreme ne zdrži tako visoke napetosti. Ta
dogodek je pri nas redek, ker so vodi ravno zato zaščiteni z zaščitno vrvjo. Prav
tako imamo na Elektroinštitutu Milan Vidmar že nekaj let delujoč sistem SCA-
LAR, ki avtomatsko beleži lokacije strel in statistično obdeluje podatke, da se
predele, kjer so strele bolj pogoste, bolje varuje. Kljub temu da strela večinoma
zadane zaščitno vrv, pa še ne pomeni, da to popolnoma zaščiti vod. V primerih
zelo močnih udarov se lahko potencial stebra zelo povǐsa in zaradi indukcije dvi-
gne tudi napetost faznega vodnika, ki potem prebije. V takih primerih sta možna
le dva scenarija, ali zaščita izklopi okvaro ali pa je potrebna zamenjava katerega
od elementov. Najbolje zaščiteni od njih so seveda transformatorji zaradi visoke
cene in dolge življenjske dobe. Varujemo jih s prenapetostnimi odvodniki, ki so
dandanes izvedeni s pomočjo varistorjev oziroma napetostno odvisnih uporov. V
principu deluje tako, da se njegova upornost zmanǰsa pri visoki napetosti, zato se
prevodna pot okvare zaključi preko njega. Če ga namestimo v bližino transfor-
matorja, nam odvodnik prepreči, da bi na transformatorju prǐslo do preboja na
navitju. Novi materiali omogočajo odvesti tudi tokove najmočneǰsih strel. Po-
znamo še prenapetosti notranjega tipa, te pa nadaljnje razdelimo še na stikalne in
časne. Prve so posledica hitrih obremenitev ali razbremenitev omrežja z kombi-
nacijo induktivnega in kapacitivnega bremena, v vseh primerih imamo neke vrste
nihajni krog. Ta pojav traja nekaj milisekund. Časne prenapetosti so najdalj
trajajoče in lahko trajajo od nekaj milisekund do tudi ene ure. Imamo tri pojave,
ki jih povzročijo, to so Ferrantijev pojav, feroresonanca in razni kratki stiki. Fer-
rantijev pojav se zgodi, ko imamo na omrežju podobremenjen dolg vod, ki ima
zaradi kapacitivnega značaja na koncu vǐsjo napetost kot na začetku. Problem je
bil kar aktualen na Hrvaškem, kjer so bili določeni dolgi vodi ponoči podobreme-
njeni. Rešitev je samo izklop ali obremenitev. Pojav feroresonance se običajno
zgodi, ko generatorji pridejo v nasičenje in pride do nihanja med obratovalnimi
točkami zaradi različnih karakterjev bremen. Prav tako pa pride do prenapetosti
med kratkimi stiki, ko se dvigne napetost na neprizadetih fazah.[16]
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3.1.2.2 Pretrg vodnika ali kabla
Ta okvara je lahko zelo podobna zemeljskemu stiku, ker se tu tok okvare prav
tako delno zaključi preko zemlje oziroma njene upornosti. V radialnem omrežju to
pomeni izpad ene faze oziroma, da je breme nesimetrično napajano, kar pa slabo
vpliva na trifazna bremena. Na ta pojav so najbolj občutljivi trofazni motorji,
v katerih se pojavi proti sučno polje, ki poveča izgube in popači motorski navor.
Posledica tega je, da se motor začne pregrevati, zato ga je treba izklopiti iz
omrežja, da se ne povzroči intenzivnega staranja izolacije. Ponavadi ima stroj
posebno zaščitno napravo, ki poskrbi za odklop. Kot smo že prej omenili, so
toki pri tovrstnih okvarah v rangu bremenskih, zato jih zaščita lahko ne zazna.
Pretrgani vodnik je lahko v določenih primerih še nekaj časa po pretrgu pod
napetostjo, zato je situacija lahko nevarna za vse v okolici [17]. Do tovrstnih
okvar pride zaradi dotrajane izolacije na kablih, še bolj ponavljajoče pa so fizične
poškodbe zaradi vremenskih pojavov kot so žled, hudourniki in zemeljski plazovi.
Tudi živali, večinoma glodalci, pogosto pripomorejo k načenjanju kabelskih vodov.
Slika 3.10: Podgana in načet kabel[8]
3.1.2.3 Preobremenitve
Naš elektroenergetski sistem je dobro odporen na nadobremenitve, na splošno
velja, da je evropsko grajeno omrežje močno predimenzionirano napram omrežju
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v ZDA ali na Japonskem. Velik del omrežja bi lahko bil rahlo preobremenjen ves
čas glede na to, da večino omrežja predstavljajo nadzemni vodi, katerih hlajenje
ni taka težava. Nadzemni vod lahko kratkotrajno obremenǐs do relativno visoke
temperature, kar lahko kratkotrajno reši problem žleda. Večji problem so naprave,
kjer so dimenzije manǰse in je zadostno hlajenje težje zagotoviti ali pa so sistemi
vrtoglavih cen. Tu kot najbolj občutljiv element spet omenimo transformator,
kateremu vsaka minuta na nadtemperaturni obremenitvi rahlo skraǰsa življenjsko
dobo. Pregrevanje namreč slabo vpliva na prebojno trdnost transformatorskega
olja in stara papirno izolacijo med ovoji. Zaradi teh težav se transformatorje redno
diagnosticira, v kakšnem stanju je njihovo olje in papir. Prav na Elektroinštitutu
Milan Vidmar imajo dva neodvisna licencirana postopka za določanje ustreznosti
transformatorskega olja, meritve izvajajo za transformatorje iz celotne Evrope.
3.1.2.4 Delne razelektritve v kablih
Že iz samega imena je razvidno, da se delne razelektritve dogajajo postopoma.
Izolacijo postopoma načenjajo manǰsi preboji, ki se po navadi začnejo na mestih,
kjer izolator ni tak, kot bi moral biti, prebojna trdnost je tam manǰsa. V trdnih
snoveh so to odprtinice oziroma zračni žepi, v tekočih dielektrikih je to prevelika
prisotnost plinov, to posebno velja za transformatorsko olje, v plinih pa je to
na ostrih robovih prevodnikov, kjer vemo, da je električno polje največje. Ko se
enkrat preboji začnejo, jih je težko preprečiti. Poimenovanje pojava z imenom
elektro-kemično drevo pomaga pri predstavi, kako proces poteka. Nadaljujejo se
in postopoma uničijo celoten material, kar privede do trajnega kratkega stika.
Zaradi splošne naklonjenosti javnosti do kabliranja omrežja, navkljub večkratni
vǐsji ceni, je kvaliteta kablov postala primarna stvar in z njo tudi odkrivanje
okvar v njih. Diagnostične metode so opazovanje odmeva signala na koncu in
na vmesnih točkah, dielektrična spektroskopija in tudi IR skeniranje. Vidimo,
da tudi tu nastanejo dodatni problemi in stroški napram nadzemnim povezavam,
kjer so popravila relativno preprosta.
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3.1.2.5 Padanje frekvence in napetosti
Kvaliteta električne energije je vitalnega pomena za vse naprave na trenutnem
EES. Ob začetku elektrifikacije so bila bremena večinoma le žarnice, od tod (in
tudi od izvedbe sinhronskih generatorjev) je prǐslo teh 50 Hz, katerih migetanje
je moralo biti hitreǰse od zaznave človeškega očesa. Če je frekvenca malo narasla
ali padla, je redko kdo občutil posledice. Dandanes pa so bremena bolj kom-
pleksna, čedalje manj robustna, torej delujoča v vedno bolj eksaktnih pogojih.
Frekvenca omrežja lahko odstopa le v določenih minimalnih mejah in prav tako
napetost. Od nje so najbolj odvisni motorji, katerih izkoristki padajo, če niso
obremenjeni nazivno. Frekvenca pa je lahko vzrok izpadanja generatorjev, kar
lahko po domino efektu hitro vodi v razpad sistema. Prav tako vodi v pregrevanje
transformatorjev, kar smo že omenili.[5]
3.1.2.6 Okvare na transformatorju
Še bolj podrobno si poglejmo možne okvare na najbolj občutljivem elementu v
EES. Najprej omenimo okvare na navitjih, tu poznamo stik med navitjem in
zemljo, medovojni stik ter medfazni. Okvarni tok navitje-zemlja je odvisen od
ozemljitvene impedance, uhajoče reaktance transformatorja, lokacije okvare in
vezave navitij. Tako so na primer tokovi večji za vezavo zvezda (impedance v
trikotu so večje), prav tako pa je tok večji za okvare, ki so bližje zvezdǐsču. Ne
smemo pozabiti, da je tok okvare odvisen tudi od karakteristike vira, ki napaja
transformator, vendar v energetiki ponavadi vir modeliramo s togo mrežo. To je
idealiziran vir, čigar napetost se ne seseda zaradi obremenitve. Medovojni stik
je na zunaj težko zaznati, saj se kratkotrajno poveča le na parih kratkostičenih
ovojih, na ven pa bodo razmere ostale podobne nazivnim. Kratek stik med dvema
faznima navitjema je redek pojav, posledice pa so podobne tistim pri stiku fa-
znega navitja z zemljo. Omeniti moramo še okvare na jedru, kjer lahko zaradi
dotrajane izolacije in vrtinčnih tokov hitro pride do uničenja navitij. Do podob-
nih posledic pride tudi pri okvarah na transformatorskem kotlu, ki je zadolžen za
hlajenje. Do njih lahko pride v primeru puščanja/razpok na njem ali pa zaradi
na primer preveč vlažnega transformatorskega olja. Nepisano pravilo pravi, da
obratovanje na 10 stopinj vǐsji temperaturi od nazivne skraǰsa življenjsko dobo
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za pol. Na transformatorju lahko pride do težav tudi zaradi zunanjih faktorjev,
to so vsi, ki smo jih že našteli. Posledice, ki jih občuti omrežje zaradi okvar
transformatorjev so večinoma prekinitve, saj je manǰse energetske transforma-
torje potrebno zamenjati in odpeljati v popravilo. Pri večjih takih težav ni, saj
so običajno v parih, vendar to pomeni, da bo eden nadobremenjen, kar pa ni
dobro za njegovo življenjsko dobo. To se večinoma ne dogaja, saj so največji
transformatorji ščiteni na več nivojih, so vendarle najdražji elementi na omrežju
(če elektrarn ne štejemo).
Slika 3.11: Prečni transformator v Divači-lastna fotografija
3.1.2.7 Okvare na visokonapetostnih odklopnikih
Odklopniki so naprave, ki prekinjajo tokokroge. Na visoki napetosti se jih za
primer uporablja na povezavah med transformatorji in vodi v stikalǐsčih. Ker
gre za mehansko ločevanje kontaktov pri napetostih do nekaj 100 kilovoltov, se
pogosto uporablja GIS (gas-insulated switchgear) izvedbe, kjer se je za izolator
dolgo uporabljal SF6. Tega postopoma umikajo iz uporabe, saj je hudo strupen,
zdaj uporabljajo dušik. V poenostavljenem principu, sistem med razklenjevanjem
kontaktov vbrizgava hladen plin pod pritiskom, da pogasi goreč oblok. Okvare, ki
se tu zgodijo imajo vzroke v odpovedi mehanizma za razmik, šob oziroma cisterne
s plinom, slabem stiku kontaktov in napačnih vrednosti na kontrolnih napravah.
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Posledice takih okvar so poškodbe vzdrževalcev, izpust strupenih plinov in požari.
Tiste, ki jih občutimo mi, so prekinjen odjem in nezmožnost odklopitve vseh
okvar, ki se lahko zgodijo na tistem odseku omrežja.[18]
Slika 3.12: Dve različni izvedbi odklopnika. vir: Siemens
3.1.2.8 Okvare na izolatorskih verigah
Kot na zelo pomemben element na EES, ne smemo pozabiti na izolatorske verige.
Na te naletimo bodisi pri vsakem vpenjanju vodnika na steber bodisi med faznimi
vodniki. Njihova funkcija je, da podalǰsajo pot polja od faze proti zemlji in tako
preprečujejo morebitne preboje. Okvare, ki se dogajajo na njih so, da pride do
prebijanja, ker se pot skraǰsa zaradi nabiranja nečistoč ali ledu, vzroki so tudi
ptičji iztrebki, pesek, sol ali smog.
3.1.3 Vzroki in zmanǰsevanje okvar
Z identifikacijo vzrokov okvar naredimo levji delež. V večini primerov je nato
le še vprašanje rednega vzdrževanja in upoštevanja direktiv ter okvare bomo
minimizirali do meje naših sposobnosti. Primer najbolj generalnih ukrepov:
• obrezovanje dreves,
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Slika 3.13: Izolatorske verige in vzdrževalec. Vir:PPC Insulators
• zaščita pred živalmi,
• prenapetostni odvodniki,
• IR skeniranje za okvarami,
• identifikacija in zamenjava slabo delujočih naprav,
• planiranje omrežja glede na okolje (SCALAR).
Tu so še primeri vidnih razlogov za okvare, ki bi jih operativne ekipe morale
opaziti:
• zastarela oprema,
• nezaščitene zbiralke ali zaključki kablov,
• slabi razmiki na odklopnikih,
• poškodovane izolatorske verige,
• poškodovani vodniki,
• nevarna drevesa.
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Slika 3.14: Vzroki okvar na omrežju [7]
Statistika ne laže. Iz podatkov iz slike 3.14[7] vidimo, da je odpoved opreme
redek razlog za prekinitve odjema oziroma predstavlja majhen delež vseh okvar na
omrežju. Največji delež vzrokov predstavljajo zunanji vzroki, to so strele, živali
in drevesa. Glede strel je največ kar lahko storimo, da ob načrtovanju omrežja
sledimo statistični podatkom programov podobnim SCALAR-ju in da ščitimo
vode z zaščitnimi vrvmi in prenapetostnimi odvodniki, to je v večini primerov
že storjeno. Mislim, da je največ manevrskega prostora pri zaščiti omrežja proti
živalim, ker se pogosto na to gleda kot na samo dodaten strošek, ki bi racionaliziral
poslovanje. Podobno je z urejanjem dreves, ko so podjetja v privatni lasti. Veliko
naredimo na tem področju že, če identificiramo žival, ki nam dela težave. Če je
to na primer veverica, je rešitev tu že z obrezovanjem dreves.
Slika 3.15: Motnje zaradi vegetacije v odvisnosti od let od zadnjega čǐsčenja [7]
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Graf na sliki 3.15 kaže, da imajo najpojavneǰse okvare zaradi dreves razlog v
malomarnosti [7]. Na področju tehnike je potrebno strogo slediti standardom in
neupoštevanje se tudi ustrezno sankcionira, kjer pa ni točne zakonodaje, se vedno
poskuša kaj privarčevati. Vendar na dolgi rok se taka logika ne obnese, ker se
v najslabšem primeru ogrozi človeška življenja. Velik del okvar povzročijo tudi
vremenski pojavi. Medfazne kratke stike na primer v večini primerov povzroči
veter. V tem primeru se z beleženjem okvar ugotovi mesta, kjer se to redno do-
gaja. Rešitev je izolatorska veriga na mestu, kjer se vodniki pogosteje staknejo.
Podobno rešimo probleme s strelami, le da tam namestimo dodatne prenapeto-
stne odvodnike. Glede pojavov, kot so žled, se že pri načrtovanju in izgradnji
vzame večjo nosilnost daljnovodnih stebrov. Prav tako se vlaga dodaten denar za
izbolǰsanje vremenske napovedi, da se v primeru žleda kratkotrajno poveča moč
na prizadetih vodih.
4 Načini napovedovanja
Predstavil bom načine napovedovanja, ki so najbolj pogosti na področju, zadnja
dva sta bila uporabljena za zadan problem. Namenoma sem izbral metode, ki
se razlikujejo po načinu gledanja na problem. V grobem jih delimo na modele
časovnih serij, razlagalne in mešane, o tem sem že govoril v uvodu. Zastopan bo
vsak od teh tipov modelov.
Konvencionalne metode Z besedo konvecionalno označujem metode za na-
poved časovnih serij in statistične metode, saj so najbolj pogosto v uporabi. Sem
spadajo npr. preproste metode drsečega povprečja, ARIMA, TBATS, naivne me-
tode, eksponentno glajenje ipd. Skupno jim je, da so hitre za implementacijo in
se ne poglabljajo v sam proces. V podsekciji bom predstavil dve splošni, pogosto
uporabljeni metodi, nato pa podrobno obravnaval eno noveǰsih metod, ki z adi-
tivno dekompozicijo združuje lastnosti posameznih metod, kar naj bi se kazalo v
njeni superiornosti pred ostalimi.
4.1 Linearna regresija
En najbolj pogostih načinov modeliranja podatkov nasploh je linearna
regresija[5][19]. Spada pod razlagalne metode napovedovanja, saj uporabi neod-
visne vhodne spremenljivke za izračun izhodne. V našem primeru so vhodi npr.
sončno sevanje, temperatura, padavine, izhod pa je električna moč porabnikov. Še
bolj splošno spada pod ekstrapolacijske metode, saj ne ǐsče funkcije vhodnih spre-
menljivk, ki bi potekala skozi izhodne vrednosti, vendar ǐsče najbolǰse prileganje
z minimiziranjem vsote kvadratov odstopanj oziroma bolj znano, po metodi naj-
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manǰsih kvadratov. Išče torej najbolj primerne koeficiente ali regresorje v enačbi
modela, ki ga izberemo. Enačba 4.1 je najbolj preprost matrični zapis, kjer je
Y matrika izhodnih vrednosti, R je matrika regresorjev in X matrika vhodnih
spremenljivk.


















Sledi bolj nazoren matrični zapis modela, kjer sta X1n in X2n npr. urna tem-
peratura in urno sevanje, ki lahko načeloma nastopata tudi na vǐsji stopnji, R1 je
prosti člen ali šum, Yn pa je urna električna poraba. Minimizacija poteka po na-
slednjem postopku. Optimalni regresor, ki minimizira vsoto kvadratov odstopanj,
se definira kot




Nato lahko zapǐsemo kriterijsko oziroma funkcijo pogreška L v matrični obliki,
ki je odvisna od regresorjev.
L(R) = ||XR−Y||2 = (XR−Y)T(XR−Y) (4.3)
Če hočemo poiskati minimum kriterijske funkcije, ki je odvisna le od regre-
sorjev, jo moramo odvajati po R in iskati ničle. Zaradi konveksnosti smo lahko






= −2YTX+ 2RTXTX = 0
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Z uporabo osnovnih pravil linearne algebre v nekaj korakih, ki jih bomo izpu-
stili, pridemo do končnega izraza za izračun optimalnih regresorjev.
R = (XTX)−1XTY (4.4)
Če je matrika X polnega ranga, je kar to rešitev problema in sicer s pseudo-
inverzom. Če X ni invertabilna, si lahko pomagamo z LU razcepom ali dekom-
pozicijo Cholesky. To so računske podrobnosti v katere se nebom spuščal, saj ne
sledijo osrednji ideji. Ko na tak ali drugačen način izračunamo inverz matrike X,
imamo v osnovi rešen problem, saj po množenju z matriko izhodnih vrednosti Y
dobimo regresorje, preko katerih lahko nato izračunamo izhod za poljubne vhodne
spremenljivke. Taki modeli so zelo preprosti, vendar so lahko zelo efektivni, če se
jih trenira in uporabi na primernem setu podatkov. Pogosto so bolj učinkoviti na
srednji ali dolgi rok, zato tudi mogoče ne najbolj primerni za naš problem. Ena
od opcij bi bila večja utežitev podatkov bližje napovednem horizontu. Podobno
dosežemo tudi z uporabo nadgrajene metode uteženih najmanǰsih kvadratov (izv.
Weighted Least Squares ali kraǰse WLS), kjer se meritvam dodeli uteži recipročne
kvadratu variance in s tem določimo njihovo pomembnost [1]. Seveda obstaja več
verzij takih metod, vendar osnovna ideja ostaja enaka.
4.2 ARMA in ARIMA
Druga zelo pogosta metoda, ki se uporablja za napoved časovnih serij je ARMA
(izv. Auto-Regressive Moving Average) in njena nagradnja ARIMA[12]. Ker
strogo spada med modele časovnih serij, so njeni vhodi izključno zakasnele vre-
dnosti časovne serije same, ne uporablja nobene zunanje vhodne spremenljivke








ψjϵt−j + c (4.5)
Definicija je možna ob predpostavki o stabilnosti in enoznačni definiranosti.
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AR(v) del modela je zapisan s prvo sumacijo, z drugo pa je zapisan MA(q) del,
kjer člen ϵt predstavlja beli šum. To so vsi ostanki napovedi časovne vrste, ki so
medseboj neodvisni, c pa je splošna konstanta. AR in MA delu modela pripadata
karakteristična polinoma ϕ(z) in ψ(z), kjer je z(xt−1) = xt oziroma operator
premika.
Vsakega procesa ni možno popisati z ARMA modelom. Spodaj sledijo nujni
pogoji karakterističnih polinomov ϕ(z) = 1−ϕ1z− ...−ϕpzv in ψ(z) = 1−ψ1z−
...− ψqzq za doseganje kriterija stabilnosti in enoznačne definiranosti:
• vse ničle ζ karakterističnega AR polinoma ϕ so |ζ| > 1;
• vse ničle ζ karakterističnega MA polinoma ψ so |ζ| > 1;
• polinoma ϕ in ψ nimata skupnih ničel.
Prvi pogoj zagotavlja stabilnost, prav tako pa MA del nanj ne vpliva. Drugi
pogoj zagotavlja unikatnost MA dela, zadnji pogoj pa unikatnost celotnega mo-
dela
Za identifikacijo primernega ARMA(v, q) modela raziskovalci ponavadi upo-
rabijo naslednji postopek:
• izberejo več ARMA(v, q) modelov za večji razpon vrednosti zamikov 0 ≤
v ≤ V in ≤ q ≤ Q; število izbranih modelov je (V + 1)(Q+ 1);
• primerjaj modele glede na enega od informacijskih kriterijev, najbolj znana
sta Akaike in Bayesov; izberemo model z najnižjo vrednostjo, saj je najmanj
kompleksen;
• stestiramo izbrani model na podatkih;
• če se izbrani model ne obnaša kot željeno, ga zavržemo in poskusimo model
z večjim p ali q parametrom.
Če proces popisovanja ni stacionaren, se uporabi ARIMA model. To samo
pomeni, da preden začnemo s izbiranjem ARMA modela, časovno vrsto naredimo
stacionarno s pomočjo operacije diference. Diferenco prvega reda izračunamo kot
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Xt = ∆Yt = Yt − Yt−1 (4.6)
drugega reda pa
Xt = ∆
2Yt = Yt − 2Yt−1 + Yt−2. (4.7)
Časovno vrsto diferenciramo tolikokrat, da je stacionarna. To postane, ko
so avtokorelacije vrste blizu 0. Nato postopamo enako kot pri ARMA modelu.
Ker so časovne serije pogosto nestacionarne, je uporaba ARIMA modelov bolj
pogosta.
4.3 Fbprophet-odprtokodni model za napovedovanje
Fbprophet je odprtokodni model za napovedovanje, ki je bil razvit v Facebooku
za potrebe napovedovanja rasti uporabnikov in objav, kar je ključno za ustrezno
nadgrajevanje infrastrukture. Cilj je bil razvoj nove metode, ki je prijazna upo-
rabniku ter omogoča hitro gradnjo kvalitetnih modelov tudi ne tako izkušenemu
uporabniku. Manjko dobrih podatkovnih znanstvenikov (angl. data scientist) je
razlog, da potrebe po dobrih modelih napovedi zato pogosto prehitevajo njihovo
izvedbo. To je bila glavna motivacija za razvoj Fbprophet modela. Razvoj je šel
v sledenju dvema glavnima smernicama:
1) možnost čimvečje uporabe med ljudmi brez podlage v metodah za obrav-
navo časovnih serij;
2) možnost uporabe na velikem naboru problemov s specifičnimi lastnostmi.
Zadnje pravilo, ki so mu sledili, se odraža v pristopu analitik-v-zanki (izv.
analyst-in-the-loop approach). Pri velikem številu generiranih napovedi ni po-
membna samo avtomatizirana evalvacija rezultatov, temveč tudi povratna infor-
macija človeka (angl. human feedback) oziroma analitika, ki je odločujoča pri
detekciji večjih napak modela. Princip dobro predstavi naslednja shema:
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Slika 4.1: Shema razvijanja modelov po principu analyst-in-the-loop
Računalnik nam preračuna kazalnike uspešnosti napovedi npr. MAPE (angl.
Mean Absolute Percentage Error), analitik pa samo vizualno preuči rezultate.
Tu so mu v pomoč zelo intuitivni grafični vmesniki (angl. Graphical User In-
terface, kasneje GUI). Proces se začne z modeliranjem časovne serije, kjer imajo
uglaševalni parametri enoznačno interpretacijo. Na delih, kjer model deluje ne-
zadostno, vskoči analitik, ki vizualno preuči odzive in ukrepa z nastavljanjem
parametrov ali z nadgrajevanjem strukture modela. Proces se ponavlja, dokler
ne dosežemo zadostne natančnosti. Prav tako imamo identifikacijo slabih napo-
vedi. Tako analitik bolje razume, če model ne deluje optimalno in lahko lažje
nastavi parametre.
4.3.1 Značilnosti časovnih serij in metod
V praksi poznamo številne raznolike probleme v predikciji, a so jim kljub temu
skupne nekatere značilnosti. Na spodnji sliki imamo reprezentativno časovno
serijo za Facebook, ki predstavlja število ustvarjenih strani dogodkov. Vidni so
številni sezonski vplivi v predstavljeni časovni seriji, predvsem tedenski in letni
cikli (izv. weekly and yearly seasonality) ter izrazit upad ob koncu leta. Ti
vplivi so zelo pogosti v časovnih serijah, ki opisujejo družbene pojave in jih lahko
vnaprej predvidimo. Viden je izrazit trend naraščanja proti koncu, kar nakazuje
vpliv posodobitev ali sprememb na trgu. Kot v vsakem realnem setu podatkov
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so tudi tu prisotni skrajni podatki ali osamelci (angl. outliers).
Slika 4.2: Dnevno število ustvarjenih dogodkov glede na čas in tip dneva
Ta časovna serija dobro prikaže na težave, na katere naletimo pri napovedova-
nju časovnih serij s povsem avtomatiziranimi metodami. Na sliki 4.3 jih imamo
predstavljenih več vzporedno, vse so del forecast paketa za R. Napovedi so na-
rejene na treh mestih časovnega intervala, kjer se seveda uporabi le podatke do
mesta napovedi. Uporabljene metode so auto.arima in ets, oba samodejno izbe-
reta najbolǰsi ARIMA oziroma model eksponentnega glajenja iz nabora tovrstnih
modelov, snaive, ki preko naključnega hoda da konstantno napoved s tedenskim
ciklom ter tbats, ki generira istoimenski model s tedenskim in letnim ciklom. Vse
omenjene metode se v splošnem ne obnašajo dobro pri napovedovanju te časovne
serije. Avtomatska ARIMA metoda je preveč občutljiva na spremembe trenda
pri koncu učnega seta podatkov, kar rezultira v velikih napakah, prav tako pa ne
prepozna cikliranja. Modela eksponentnega glajenja in naključnega hoda s cikli
uspeta zajeti tedensko cikliranje, a jima to ne uspe pri dolgoročnih cikliranjih
(izv. longer-term seasonality). Vse metode pretirano reagirajo na upad na koncu
leta, ker ne zmodelirajo dobro letnega cikliranja.
V primeru slabe napovedi seveda hočemo nastaviti parametre modela za kon-
kretni primer (izv. tune the parameters). Nastavljanje parametrov naštetih me-
tod zahteva globlje razumevanje delovanja modelov časovnih serij. Za primer,
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ključni vhodni parametri avtomatizirane ARIMA-e so največji red diferencira-
nja, avtoregresijski členi in členi drsečega povprečja. Skoraj vsak analitik bo
znal parametre sicer nastaviti, da se bo izognil napakam v obnašanju iz slike 4.3,
vendar pa je to že področje ekspertnega znanja, ki je težko skalabilno. To je
motivacija za uvedbo novega modela.
Slika 4.3: Napovedi z različnimi avtomatiziranimi metodami iz paketa forecast
za R
4.3.2 Zgradba Fbprophet modela
Model uporablja aditivno dekompozicijo s tremi glavnimi komponentami: tren-
dno, sezonsko in praznično. Zapǐsemo ga z enačbo 4.8:
y(t) = g(t) + s(t) + h(t) + ϵt (4.8)
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V enačbi 4.8 g(t) predstavlja neperiodične spremembe vrednosti, s(t) pred-
stavlja periodične spremembe (tedensko in letno cikliranje ali sezonskost), h(t)
pa opǐse vpliv praznikov, ki nastopijo ob nerednih terminih in trajajo en ali več
dni. Člen napake ϵt predstavlja kakršnekoli izredne spremembe, ki jih model ne
popǐse, kasneje predpostavimo njegovo normalno distribucijo.
Ta definicija je podobna generalnem aditivnem modelu (tudi GAM), redu re-
gresijskih modelov z možnimi nelinearnimi gladilnimi členi (izv. non-linear smo-
others) apliciranimi na regresorje. Prophet v osnovi uporablja le čas za regresor,
vendar omogoča vključitev številnih linernih in nelinearnih funkcij časa po kom-
ponentah. Cikličnost se modelira kot aditivno komponento, kar je isti pricip kot
pri modelu eksponentnega glajenja. V primeru multiplikativne sezonskosti, kjer
sezonski efekt množi člen trenda g(t), se to doseže z logaritemsko transformacijo.
Tip GAM formulacije ima prednosti zaradi lahke dekompozicije in doda nove
komponente v npr. primeru identifikacije nove cikličnosti oziroma sezonskosti.
Prav tako hitro nastavi parametre za doseg najbolǰsega prileganja, naj si bo to
s pomočjo retrogradnega (izv. backfitting) algoritma ali pa bolj preferiranega
L-BFGS. Slednji namreč omogoča interaktivno spreminjanje parametrov modela.
Medtem ko izgubimo določene inferenčne prednosti uporabe generativnega
modela kot je na primer ARIMA, nam naša oblika prinese številne praktične
predosti:
− fleksibilnost: Zlahkoma modeliramo sezonskost s številnimi periodami in
pustimo analitiku predpostavke glede trendov;
− za razliko od ARIMA modelov, ne potrebujemo ekvidistančnih razmakov
podatkov, tako da ne potrebujemo interpolirati manjkajočih vrednosti, ki
so nastale zaradi izločanja osamelcev (izv. outliers);
− hitro določanje optimalne aproksimacije oziroma prileganja, kar omogoča
interaktivno spreminjanje parametrov modela;
− enostavno razumljivi parametri, ki se spremenijo glede na predpostavke
analitika; izkušeni lahko zlahka razširijo model.
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4.3.2.1 Model trenda
Implementirali so dva tipa modela trenda: modela rasti z nasičenjem in odsečno
linearni model.
Nelinearni, rast z nasičenjem Za napoved rasti je jedro modela spreminjanje
prebivalcev skozi čas in v prihodnje. Modeliranje rasti je pogosto podobno rasti
populacij v naravnih ekosistemih, kjer nelinearna rast pride v nasičenje pri nosilni
zmogljivosti. V primeru Facebooka je to število ljudi z dostopom do interneta na
določenem območju. Takšno rast ponavadi modeliramo z logističnim modelom





kjer je C nosilna zmogljivost, k faktor rasti inm parameter odmika (izv. offset
parameter). Ta osnovna oblika ne uspe popisati dveh lastnosti rasti Facebookovih
časovnih serij. Prvič, nosilna zmogljivost ni nikoli konstantna - število internetnih
priključkov se iz dan v dan veča in s tem tudi meja nasičenja, zato nadomestimo
konstantno zmogljivost C s časovno odvisno zmogljivostjo C(t). Drugič, tudi
faktor rasti ni konstanten, saj posodobitve močno vplivajo na hitrost rasti v
regiji, zato model vključuje variabilni faktor rasti, da najde najbolǰsi približek
historičnim podatkom.
Spremembe trenda v modelu rasti se eksplicitno določi s točkami spremembe
(izv. changepoints), kjer se faktor rasti lahko spreminja. Naj bo G točk spre-
membe ob časih tj, j = 1, ..., G. Definiramo vektor popravkov rasti δ ∈ RG, kjer
je δj popravek rasti ob času tj. Faktor rasti ob času t je torej seštevek začetnega
faktorja rasti k in vseh popravkov rasti do tiste točke: k+
∑︁
j:t>tj
δj. Lepše je to
predstavljeno, če definiramo vektor e(t) ∈ {0, 1}G tako da je:
ej(t) =
⎧⎨⎩1, t ≥ tj,0, ostalo. (4.10)
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Faktor rasti v času t je torej k+e(t)Tδ. Ko je faktor k posodobljen, je potrebno
posodobiti tudi parameter odmikam, da povežemo konca obeh odsekov. Pravilno






















Zelo pomemben med parametri je C(t), torej prenosna zmogljivost sistema v
vsakem trenutku. Analitiki imajo občutek in podatke o velikosti trga ter nastavijo
parameter glede na izkušnje. Včasih uporabijo tudi odprte baze podatkov, kot
na primer napoved demografije Svetovne banke (izv. World Bank).
Linearni trend s točkami spremembe Za probleme, ki ne izkazujejo rasti z
mejo nasičenja, uporabljamo preprost model z odsekoma konstantnim faktorjem
rasti, ki pa sicer pogosto pride prav. Struktura modela je naslednja:
g(t) = (k + e(t)Tδ)t+ (m+ e(t)Tγ), (4.13)
kjer so parametri isti kot prej, le γj je enak −tjδj, da ohranimo zveznost
funkcije.
Avtomatska selekcija točk spremembe Točke spremembe trenda tj so lahko
določene s strani analitika glede na na primer datume posodobitev ali podobnih
dogodkov, ki vplivajo na trend, lahko pa so določene avtomatsko iz seta po-
datkov. Avtomatska selekcija se glede na zgornji dve notaciji izvede z uporabo
predpostavke o majhni varianci δ (izv. sparse prior).
Pogosto določimo veliko točk spremembe trenda (npr. eno na mesec za ne-
kajletni opazovani interval) in uporabimo predpostavko δj ∼ Laplace(0, τ). Tako
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parameter τ direktno nadzira dinamiko modela s spreminjanjem faktorja rasti.
Pomembno je, da ta poseg na spremembe rasti δ nima vpliva na začetni faktor
rasti k, saj se pri majhnih τ (τ −→ 0) model reducira na običajni (neodsekoma)
logistični ali model linearne rasti.
Negotovost napovedi trenda Ko pridemo v napovedni horizont (izv. forecast
horizon), to je čez zadnji podatek v setu, bo imel trend konstantni faktor. Nego-
tovost ocenimo tako, da raztegnemo generativni model. Ta predpostavi G točk
spremembe čez interval točk Υ, kjer ima vsaka popravek rasti δj ∼ Laplace(0, τ).
Prihodnje popravke rasti simuliramo, ti imitirajo pretekle tako, da τ zamenjamo
z varianco predpostavljeno iz seta podatkov. V popolnem Bayesovem modelu
lahko to naredimo z a-priori predpostavko o funkciji porazdelitve gostote verje-
tnosti, da dobimo τ , lahko pa uporabimo metodo maksimalne podobnosti (izv.




j=1 |δj|. Točke spremembe trenda v napovednem horizontu so naključno
izbrane tako, da je njihova povprečna frekvenca enaka tisti v setu podatkov:
∀j > Υ,
⎧⎨⎩δj = 0 z verjetnostjo Υ−GG ,δj ∼ Laplace(0, λ) z verjetnostjo GΥ . (4.14)
Tako merimo negotovost v napovedanem trendu s predpostavko, da bodo ve-
likosti sprememb in njihova povprečna frekvenca v napovednem horizontu enaka
kot v setu podatkov. Ko enkrat določimo λ iz podatkov, uporabimo zgornjo dis-
kretizacijo δ v generativnem modelu in dobimo simulirane prihodnje trende ter
glede na te izračunamo intervale negotovosti.
Predpostavka o velikosti in frekvenci spreminjanja trenda v prihodnosti je zelo
točna, zato ne pričakujemo, da bodo intervali negotovosti eksaktnih razponov. Ni
pa za dvomiti, da so dobri kazalniki negotovosti in (še posebej) dober kazalnik
pretreniranosti (izv. overfitting). S povečevanjem τ model pridobi na fleksibilno-
sti prilagajanja setu podatkov, zato bo napaka na podatkih za treniranje modela
(izv. training data) manǰsa. Pomeni pa tudi, da bodo intervali negotovosti na
napovednem horizontu širši.
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4.3.2.2 Model sezonskosti ali ciklov
Za zagotavljanje fleksibilnega modela periodičnih pojavov se zanašamo na Fouri-
erevo vrsto. Naj bo O perioda, ki jo pričakujemo od časovne serije (npr. O = 7
za tedenske cikle, če skaliramo t na dneve). Predpostavljeno gladke efekte ci-
klov modeliramo z enačbo (standarno Fourierovo serijo - člen za zlivanje lahko
















Določanje ciklov zahteva izračun 2N parametrov Ψ = [x1, y1, ..., xN , yN ]
T. To
je izvedeno s sestavo matrike vektorjev ciklov za vsako vrednost t v setu podatkov














Komponenta ciklov je potem
s(t) = χ(t)Ψ. (4.17)
V tem generativnem modelu uporabimo Ψ ∼ Normal(0, σ2), da predhodno
zgladimo vplive ciklov. Skraǰsevanje serije z N aplicira nizkopasovni filter, tako
povečevanjeN pomeni bolǰse prileganje vzorcem ciklov, vendar se poveča možnost
pretreniranja modela. Za letne in tedenske vzorce smo oprazili, da najbolje de-
lujeta N = 10 in N = 3 pri večini problemov. Izbiro teh parametrov je mogoče
avtomatizirati z uporabo postopka kot npr. AIC (izv. Akaike information crite-
rion).
4.3.2.3 Model praznikov in posebnih dogodkov
Prazniki in posebni dogodki predstavljajo velike, do mere predvidljive perturba-
cije v številnih časovnih serijah v praksi. Pogosto so aperiodične narave, tako jih
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nemoremo modelirati s pomočjo zglajenih ciklov. Na primer, zahvalni dan (izv.
Thanksgiving) pade vsakoletno na četrti četrtek v novembru. Seveda jih je zato
težko avtomatizirano določiti. Podobno je tudi drugje po svetu, ko so prazniki
določeni na lunin koledar npr. velika noč.
S tem namenom so analitikom dovolili, da sprotno sestavljajo sezname prete-
klih in bodočih dogodkov, ki jih identificiramo z enoznačnimi imeni. Vključujejo
stolpec z definirano državo dogodka, da imamo sezname državnospecifičnih ter
globalno prisotnih dogodkov. Za predstavljen problem je uporabljena unija glo-
balnih in dogodkov v ZDA.
Vključitev seznama dogodkov n v model je samoumevno s predpostavko, da
so njihovi vplivi neodvisni. Za vsak dogodek i, naj bo Di set preteklih in bodočih
datumov dogodka. Dodamo še indikator, ki določa, če je trenutek t med dogod-
kom i in vsakemu dogodku določimo še parameter κi, ki je povezan s spremembo
v napovedi.
To je izvedeno podobno kot pri modelu ciklov z generiranjem matrike regre-
sorjev
Z(t) = [1(t ∈ D1), ..., 1(t ∈ Dn)], (4.18)
izhod modela je definiran kot
h(t) = Z(t)κ. (4.19)
Kot pri modelu ciklov, predhodno uporabimo glajenje κ ∼ Normal(0, ν2).
Pomembno je vključiti vplive v dnevih okoli posebnega dneva, kot na primer
celotni konec tedna za Zahvalni dan. V ta namen ima model dodatne parametre
za dneve blizu posebnega dneva, v osnovi jih obravnava enako kot praznike same.
4.3.2.4 Nastavljanje modela (izv. model fitting)
Ko so vse lastnosti ciklov, posebnih dnevov in indikacije točk spremembe trenda
zapisane, se lahko celoten model popǐse s parimi vrsticami Stan kode (vsestranski
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verjetnostni programski jezik za inferenčne statistične modele, poimenovan v čast
pionirju Monte Carlo metode) [20].
Slika 4.4: Stan koda za popis modela
Za nastavljanje modela uporabimo že omenjen L-BFGS algoritem (že vgrajen
v Stan kodi) za iskanje največje a-posterione ocene (t.j. maksimum pogojne funk-
cije gostote verjetnosti), vendar lahko prav tako izvedemo popolno posteriorno
inferenco, da vključimo negotovost parametrov v negotovosti napovedi.
Na sliki 4.6 imamo napoved Prophet modela na isti časovni seriji Facebook
dogodkov kot na sliki 4.3. Napovedi so izvedene na istih treh datumih, model pa
uporablja le predhodne podatke. Iz slike je razvidno, da ta model lahko zmodelira
tedenske in letne cikle ter za razliko od ostalih metod ne odreagira pretirano
na upad konec leta. Na prvem mestu napovedi Prophet preveč upošteva letno
cikliranje zaradi majhnega učnega seta, pri tretjem mestu napovedi pa model še
ni predvidel spremembe trenda. Na sliki 4.7 imamo napoved, ki vsebuje tudi
zadnje tri mesece podatkov in zazna spremembo trenda.
Pomembna prednost modela z aditivno dekompozicijo je, da imamo možnost
pregleda nad posameznimi komponentami napovedi. Na sliki 4.8 imamo grafe,
ki predstavljajo komponento trenda, tedenskega in letnega cikla za zadnjo na-
poved na sliki 4.6. To analitikom omogoča dober vpogled v problem, ne samo
produciranje napovedi.
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Slika 4.5: Napoved Prophet modela za isto območje kot na sliki 4.3
Parametra v Stan kodi tau in sigma spreminjata stopnjo regularizacije na
točkah spremembe trenda in tudi na ciklih. Regularizacija je pomembna za oboje,
tako se izognemo pretreniranosti modela, vendar je pogosto premalo učnih podat-
kov za izbiro regularizacijskih parametrov preko navzkrižnega preverjanja. Pogo-
sto nastavimo privzete vrednosti (izv. default values), ki so primerne za tovrstne
probleme, ter jih kasneje po potrebi optimiramo po principu analitik-v-zanki.
Slika 4.6: Napoved Prophet modela z vključitvijo zadnjih mesecev
4.3.3 Avtomatska evalvacija napovedi
4.3.3.1 Uporaba osnovnih metod za postavitev temeljnih zahtev
Ko ocenjujemo natančnost katerekoli metode za napovedovanje, je pomembno,
da jo primerjamo s setom osnovnih oziroma standardnih metod. Priporočljiva
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Slika 4.7: Dekompozicija napovedi Prophet modela
je uporaba preprostih metod, ki postavijo močne domneve o procesu, vendar
lahko hkrati postavijo dobre napovedi v praksi. Dognano je bilo, da je smiselna
primerjava z najbolj preprostimi modeli (zadnja vrednost in povprečje vzorca)
kot tudi z metodami, ki so opisane v sekciji 4.1.1.
4.3.3.2 Modeliranje natančnosti napovedi
Napovedi so narejene za določen napovedni horizont, ki ga označimo s H. Hori-
zont je število dni v prihodnosti, za katere nas zanima napoved - tipično 30, 90,
180 ali 365 v Facebookovih aplikacijah. Tako za vsako napoved z dnevnim opazo-
vanjem postavimo H predvidenih vrednosti prihodnjih stanj in vsaka od njih bo
imela nekaj napake. Nujna je določba cilja napovedovanja za primerjavo metod
in spremljanje učinkovitosti. Ključno je razumevanje, kako podvrženi napakam
so napovedni postopki, da se uporabniki odločijo, ali jim zaupajo ali ne.
Naj bo ˆ︁y(t|tf ) napoved v času t, ki je narejena z uporabo podatkov do časa tf
in d(y, y′) metrika razdalje kot je povprečna absolutna napaka, d(y, y′) = |y− y′|.
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Funkcije razdalje mora biti izbrana glede na specifiko problema. De Gooijer
Hyndman (2006) sta naredila pregled številnih metrik za oceno napak - v praksi se
pogosto uporablja povprečna absolutna procentualna napaka (izv. mean absolute
percentage error tudi MAPE) zaradi lahke interpretacije. Empirično natančnost
napovedi na o(0, H] periodah pred časom tf definiramo kot:
Ω(tf , o) = d(ˆ︁y(tf + o|tf ), y(tf + o)). (4.20)
Da ocenimo natančnosti in kako se spreminja s o, se pogosto določi para-
metrični model za člen napake (izv. error term) ter oceni njegove parametre iz
podatkov. Za primer, če bi uporabljali model AR(1), y(t) = α+ βy(t− 1)+ θ(t),
predpostavimo θ(t) ∼ Normal(0, σ2θ) in poskušamo oceniti člen variance σ2θ iz
podatkov. Potem se pričakovanja postavi z uporabo poljubne metrike razdalje
skozi simulacije ali pa z uporabo analitičnega izraza za pričakovano vsoto napak.
Problem je, da ti pristopi dajejo pravilne približke napak, če smo izbrali primeren
model glede na proces - pogoj, ki redko uspe v praksi.
Ravno zato je favoriziran neparametrični pristop za estimacijo napak, saj
je aplikabilen na vseh vrstah modelov. Pristop je podoben uporabi navzkrižne
validacije (izv. cross-validation) za oceno skrajnih vzorcev za modele, ki pred-
videvajo glede na porazdelitev neodvisnih in identično porazdeljenih naključnih
spremenljivk (izv. Independent and identically distributed random variables ali
tudi i.d.d.). Za dani set historičnih napovedi lahko postavimo model pričakovane
napake, ki bi jo naredili za različne napovedne horizonte o:
ξ(h) = E[Ω(tf , o)]. (4.21)
Ta model naj bi bil fleksibilen, vendar lahko vseeno postavimo določene pre-
proste predpostavke. Prvič, funkcija naj bo lokalno gladka v o, saj pričakujemo,
da bodo napake zaporednih dni relativno podobne. Drugič, lahko postavimo
predpostavko, da se funkcija šibko povečuje z o, čeprav to ne velja vedno. V pra-
ksi uporabljamo lokalno regresijo (kombinacijo drsečega povprečja in polinomske
regresije) ali monotono oziroma izotono regresijo kot fleksibilen neparametričen
model krivulj napake.
52 Načini napovedovanja
Da lahko zgeneriramo historične napake napovedi za optimalno prilagoditev
modela (izv. model fitting), uporabimo postopek, ki smo ga poimenovali simuli-
rane historične napovedi (izv. simulated historical forecasts ali SHF).
4.3.3.3 Simulirane historične napovedi
Radi bi optimalno nastavili model pričakovane napake za izbiro in evalvacijo mo-
dela. Problem je pri uporabi metode, kot je navzkrižna validacija, saj opazovani
podatki niso zamenljivi, naključno razdeljevanje (izv. random partitioning) ni
možno.
Uporabljamo SHF s produciranjem K napovedi na različnih odsekih v podat-
kovni zgodovini, kjer horizonti ležijo v podatkovnem obsegu, da lahko ocenimo
celotno napako. Ta postopek temelji na klasičnem postopku evalvacije drsečega
izvora (izv. rolling origin), z razliko uporabe le parih odsekov kot pa vsakega da-
tuma historičnimi podatki. Glavna prednost uporabe manǰsega števila datumov
je redukcija računskega časa in manǰse število koreliranih meritev natančnosti.
SHF-ji simulirajo napake, ki bi jih naredili, če bi metodo uporabili na tistih
točkah v preteklosti. Napovedi na slikah 4.3 in 4.6 so primeri SHF-ov. Prednosti
te metode so preprostost, lahka je za predstavo analitikom in nosilcem odločanja
ter relativno nesporna za vpogled v napake napovedi. Kljub temu sta prisotna
dva problema, na katera je potrebno misliti ob uporabi SHF.
Prvi je, da se korelacija približkov napak povečuje s povečevanjem simuliranih
napovedi. V skrajnem primeru simulacije napovedi za vsak dan v zgodovini
se napovedi verjetno ne bodo spremenile po dodajanju informacij za en dan in
tudi napake bodo skoraj identične. Na drugi strani pa v kolikor naredimo malo
število simulacij, imamo manj informacij o napakah, ki služijo selekciji modela.
Po načelih heurističnih kompromisov naredimo za napovedni horizontH ponavadi
simulirano napoved na periodo H/2. Kljub temu da korelirani približki napak ne
vpeljejo pristranskosti (izv. bias) v oceno natančnosti modela, prinesejo manj
uporabnih informacij in upočasnjujejo evalvacijo modela.
Drugi je, da lahko metode za napovedovanje pri večji količini podatkov delu-
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Slika 4.8: MAPE za različne modele v odvisnosti od dolžine horizonta; Prophet
prednjači pred avtomatiziranimi metodami
jejo bolǰse ali slabše. Dalǰsa zgodovina lahko vodi v slabše rezultate, če se uporabi
napačen tip modela in ta prekomerno posnema zgodovino, za primer dajmo model
vzorčnega povprečja (izv. sample mean) za modeliranje časovne serije z očitnim
trendom.
Slika 4.8 prikazuje približke funkcije ξ(o) oziroma pričakovan MAPE čez na-
povedni interval z uporabo LOESS za časovne serije iz slik 4.3 in 4.6. Približek
je bil narejen z uporabo devetih simuliranih napovednih datumov, torej na vsako
četrtletje začenši po prvem letu. Model Prophet ima nižjo napako napovedi od
ostalih čez vse napovedne horizonte. Ti rezultati so bili pridobljeni s privzetimi
parametri, tako da bi nadaljnje spreminjanje lahko obrodilo še bolǰse rezultate.
4.3.3.4 Identifikacija večjih napak napovedi
Ko pride do večjega števila napovedi, hitro več ni možno ročno pregledati vseh,
zato je pomembna avtomatska identifikacija problematičnih. Obstajajo številni
načini, kako lahko SHF-e uporabimo za identifikacijo problemov napovedi.
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− Če ima model velike napake napram temeljnim zahtevam, je možno, da je
napačno nastavljen. Analitiki vskočijo s spremembo trenda in cikličnosti.
− Velike napake vseh metod na določenem datumu skoraj zagotovo pome-
nijo, da so to osameli podatki (izv. outliers). Te analitiki identificirajo in
odstranijo, saj so redki in relativno očitni.
− Če se je napaka SHF-a radikalno povečala od enega odseka do drugega, to
lahko pomeni spremembo v procesu. Dodajanje točk spremembe trenda ali
modeliranje različnih faz posamično lahko reši ta problem.
Obstajajo problemi, ki se jih neda enostavno rešiti, ampak večino videnih v
praksi se da rešiti z dodajanjem točk spremembe trenda ali z odstranjevanjem
osamelcev. Te z lahkoto identificiramo in odpravimo takoj, ko je bila napoved
pripravljena za pregled in je grafično predstavljena.
4.3.4 Zaključek - Fbprophet
Glavni problem napovedovanja velikih obsegov je, da morajo analitiki z različnim
predznanjem narediti več napovedi, kot jih lahko naredijo ročno. Prvi del napove-
dnega sistema je novi model, ki je bil razvit po številnih ponovitvah in na različnih
tipih podatkov znotraj Facebooka. Model je preprostega tipa modularne regre-
sije, ki deluje dobro že pri privzetih nastavitvah in omogoča lahke popravke, če so
ti potrebni. Drugi del je sistem za merjenje natančnosti napovedi in označevanje
mest, ki morajo biti ročno pregledana, da se model postopoma izbolǰsa. To je
ključno orodje, ki signalizira analitikom, ko so popravki nujni ali ko bi bil bolj
primeren kak drug tip modela. Preprost, nastavljiv model in skalabilen sistem za
spremljanje natančnosti skupaj poskrbita za produkcijo velikega števila napovedi
na različnih časovnih vrstah - kar poznamo pod terminom napovedovanje velikega
obsega. To podpoglavje (4.3) je v celoti povzeto oziroma prevedeno po viru [13].
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4.4 Mehka logika
V tem poglavju se bo grobo obravnavalo teoretično ozadje mehkih modelov. Prav
tako se po kasneje naredil poudarek na lokalno lineanih neuro-mehkih modelih,
saj smo te uporabili za osnovni problem tega dela.
4.4.1 Osnove mehke logike
Mehko logiko (izv. Fuzzy logic) je prvič predstavil dr. Lofti Zadeh iz Univerze
Berkeley in sicer leta 1965 v članku Fuzzy Sets. Za razliko od klasične ali Boole
logike, ki jo razširja, ne presoja absolutno, torej pravilno, nepravilno ali 1 in 0,
ampak določi realno vrednost na intervalu med 0 in 1 na podlagi stopnje resnice
(izv. degrees of truth). To je imelo velik vpliv na razvoj umetne inteligence, saj je
ta način bližje človekovem razmǐsljanju. Človeški možgani namreč skozi celoten
življenjski cikel zbirajo dražljaje oziroma podatke, ki jih približno vrednotijo v
parcialne resnice in nato zapǐsejo v obliki pravil oziroma vǐsjih resnic. Na podo-
ben princip je bil vpeljan način zapisa znanja v obliki pravil aproksimativnega
sklepanja (izv. approximate reasoning), s temelji v mehki logiki.
Najprej bomo predstavili osnovne pojme tega področja, ki so ključni za upo-
rabo in razumevanje mehkih modelov. Za ponazoritev bomo uporabili preproste
lingvistične primere, kjer se bodo za zapis uporabljali angleški logični operatorji,
saj so uveljavljen standard na področju.
Za ponazoritev vzamimo vsakdanji primer. Z mehko logiko zapisujemo pra-
vila, ki so skupki znanja, relacij in sklepov. Spodaj imamo izposojen Matlabov
primer dajalca napitnine (izv. tipper), ki vǐsino napitnine oceni glede na po-
strežbo in na okus hrane, vse vrednosti so opisne oz. lingvistične. Primer pravila
je
IF postrežba = slaba OR hrana = povprečna THEN napitnina = skopa,
kjer so členi notacije sledeči:
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Slika 4.9: Pripadnostne funkcije za oba vhoda modela
IF−THEN logična struktura pravil,
postrežba, hrana, napitnina lingvistična spremenljivka,
slaba, povprečna, skopa lingvisticni izrazi ali oznake,
OR logični operator, v tem primeru: disjunkcija,
postrežba = slaba, hrana = povprečna lingvistična izjava,
postrežba = slaba OR hrana = povprečna premisa, vzročni del pravila,
napitnina = skopa posledica, konsekvenca, posledični del pravila.
Lažja se lingvistični spremenljivki postrežba in hrana predstavljamo kot
vhode modela, izhod modela pa je lingvistična spremeljivka napitnina. Celotni
nabor pravil (izv. complete set of rules) lahko zapǐsemo s pomočjo vseh kombi-
nacij vhodnih spremenljivk in pripadajočimi izhodi, v našem primer jih je sicer
manj:
R1 : IF postrežba = slaba OR hrana = povprečna THEN napitnina = skopa,
R2 : IF postrežba = dobra THEN napitnina = srednja,
R3 : IF postrežba = odlična OR hrana = okusna THEN napitnina = velikodušna.
Celotno število pravil je odvisno od števila možnih vrednosti vhodov oziroma
resolucije mehkih lingvističnih spremenljivk. Temu pravimo tudi granulacija in
od nje je odvisna preciznost mehkega modela. Dokazano je bilo, da mehki model
4.4 Mehka logika 57
aproksimira poljubne vhodno-izhodne relacije do zahtevane preciznosti s pomočjo
povečevanja granulacije. Zaradi te lastnosti so mehki modeli pojmovani kot uni-
verzalni aproksimatorji. V naslednjih podpoglavjih vzamemo pod drobnogled
posamezne dele mehkih pravil[10].
4.4.2 Pripadnostne funkcije
Lingvistične spremenljivke se izrazi s pomočjo mehkih množic, čemur potem pra-
vimo mehka pravila. Spet bomo konkretni z zgornjim primerom, kjer sta lingvi-
stični vhodni spremenljivki hrana in postrežba opisno določeni z lingvističnimi
oznakami povprečna in okusna ter slaba,dobra in odlična. Vsaka od oznak
ima svojo pripadnostno funkcijo (izv. membership function), na sliki 4.10 dejanski
primer njihovih oblik. Pripadnostne funkcije nam podajajo stopnjo pripadnosti
(izv. degree of membership) ocen hrane in postrežbe oznakam oziroma njiho-
vim mehkim množicam. Tako pripada ocena postrežbe 4 oznaki slaba s stopnjo
slabih 0.2, oznaki dobra pa pripada s stopnjo skoraj 0.4. Preračunu iz dejanske
vrednosti vhodne spremenljivke v stopnje pripadnosti oznakam rečemo mehčanje
(izv. fuzzyfication). Mogoče to ni najbolj očitno iz našega primera, vendar so pri-
padnostne funkcije ponavadi odvisne od ene spremenljivke, v našem primeru sta
to posamezni kvantitativni oceni hrane in postrežbe, bolj nazoren bi bil mogoče
primer, kjer so spremenljivke fizikalne količine. Po konvenciji se to označuje kot
µi(hrana) oziroma µi(postrežba), kjer i predstavljajo različne lingvistične oznake
npr. slaba, dobra, odlična. V sistemih mehke logike je tako delovanje ločeno
na posamezne vhode, medsebojne relacije pa potem zapǐsemo z uporabo logičnih
operatorjev OR in AND v nabor pravil.
Prvi korak v mehkih sistemih je mehčanje, torej določitev stopenj pripadnosti
lingvističnim oznakam, kar je nelinearna transformacija, kjer se lahko izgubi delež
informacij. Kot primer lahko na sliki 4.10 levo vidimo, da za oceno hrane med
3 in 7 dobimo enako vrednost stopnje pripadnosti. Na sliki tudi vidimo, da so
pripadnostne funkcije pogosto normirane, saj je to lažje za razumevanje.
Pripadnostne funkcije so različnih oblik, na sliki 4.10 imamo primere trape-
znih in Gaussovih, imamo pa tudi trikotne, Bellove, Sigmoid itd. Trikotne in
trapezne oziroma odsekoma linearne so problematične zaradi nezvezne odvedlji-
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vosti, kar lahko predstavlja probleme pri učenju na podatkih. Prav tako imajo že
omenjeno pomankljivost izgube deleža informacij na intervalih, kjer je prvi odvod
enak 0. Tako se pri uporabi na dejanskih podatkih zanašamo predvsem na normi-
rane zvezno odvedljive funkcije, torej ostale prej omenjene. Včasih potrebujemo
tudi pravokotne pripadnostne funkcije, ko imamo lingvistične spremenljivke, ki
rabijo binarno prezentacijo. Če je ta definirana samo v eni točki, imamo posebno
pripadnostno funkcijo poimenovano singleton. Te imajo vrednost 1 za določeno
vrednost neodvisne spremenljivke, za ostale vrednosti pa imajo vrednost 0. Pri-
mer tega so na primer prehodi agregatnih stanj, ki se zgodijo pri točno določeni
temperaturi (privzamemo konstanten tlak). Po izračunu stopenj pripadnosti za
vse lingvistične oznake se izvedejo logične operacije po naboru pravil (OR in
AND).
Slika 4.10: Različne oblike pripadnostnih funkcij [9]
4.4.3 Logični operatorji
Logični operatorji v mehki logiki so le razširitev običajnih logičnih operatorjev.
Negacija lingvistične oznake hrana = okusna je tako kar razlika logične vredno-
sti 1 in pripadnostne funkcije oznake. Konjunkcijo (AND) se izvede na več
različnih načinov, imenovanih t − norme. Najbolj osnovni sta minimiziranje in
produkt. Tudi disjunkcijo (OR) lahko izvedemo na več načinov, ki jih imenu-
jemo s − norme. Tu sta najbolj osnovni maksimiranje in omejena vsota (izv.
bounded sum). V problemih klasifikacije se pogosto uporablja min in max ope-
ratorja, dočimer se za aproksimacijske probleme pa se zaradi zvezne odvedljivosti
in gladkosti. Načeloma se vse t − norme in s − norme lahko izvajajo na po-
ljubnem številu lingvističnih izjav s postavljanjem prioritet oziroma gnezdenjem,
kar se izvede s postavljanjem oklepajev pred prioritiziranimi deli. V sistemih
z mehkimi-nevronskimi mrežami, kar je tudi naš, se dostikrat vse izjave sestavi
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samo z AND operatorji, ker se z njimi lahko izrazi vse relacije med vhodnimi
in izhodnimi spremenljivkami. Po popisu relacij se izračuna vse operacije, da
dobimo vrednosti izpolnjenosti pravil. Pomembno je, da v pravilih zajamemo
celotni vhodni prostor in se izognemo primerom, ko ni aktivirano nobeno pravilo.
Sledi akumulacija oziroma sestavljanje posamičnih prispevkov pravil, da dobimo
izhodno mehko množico sistema. To preko procesa ostrenja (izv. defuzzification)
pretvorimo v dejansko izhodno funkcijo.
4.4.4 Mehki sistem Takagi-Sugeno
Poznamo tri tipe mehkih sistemov: Mamdani oziroma lingvistični, poseben, ki
je bolj znan kot singleton ter Takagi-Sugeno. Koraki v procesu teh sistemov so
znani in so naslednji:
mehčanje −→ agregacija −→ aktivacija −→ akumulacija −→ ostrenje.
Razlika med naštetimi tipi sistemov pride v zadnjih dveh korakih procesa. V
Mamdami sistemu se namreč ostrenje izvede preko metode težǐsča, dočimer se
v singleton sistemu poenostavi v uteženo vsoto zaradi trivialnih pripadnostnih
funkcij. Singleton je tudi poseben primer Takagi-Sugeno sistema, ki ga bomo po-
drobno predstavili, ker smo ga uporabili. Za razliko od Mamdami sistema, ki je
uporaben v MISO (izv. Multiple Input and Single Output) in MIMO (izv. Mul-
tiple Input and Multiple Output) sistemih, je ta uporaben samo v MISO, vendar
pa je bolǰsi v primerih aproksimacije. Mamdani pa prednjači pri klasifikaciji.
Sistem Takagi-Sugeno se zapǐse s pravili naslednje oblike:
Ri : IF x1 = Bi1 AND...AND xn = Bin THEN y = fi(x1, x2, ..., xn).
To je razširitev posebnih mehkih sistemov, vendar pa izhodne funkcije fi ne
moremo zapisati na enak način. Lingvistično predstavljiv je le vzročni del pravil v
Takagi-Sugeno sistemih, njihova moč pa se pokaže pri aproksimaciji dinamičnih
sistemov, tam tudi prednjači v smislu interpretacije rezultatov.
V primeru izbire trivialne funkcije fi v obliki konstant ali singletonov, do-
bimo posebni mehki sistem, ki ga imenujemo tudi Takagi-Sugeno ničtega reda,
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po ničtem redu v Taylorjevi vrsti. Bolj pogosto se uporablja Takagi-Sugeno pr-
vega reda, kar pomeni, da je izhod linearna kombinacija vhodov:
y = wi0 + wi1x1 + wi2x2 + ...+ winxn. (4.22)
Izhod iz sistema se tako izračuna z izrazom




kar je tudi bolj splošni zapis za posebni sistem. Tam se izraz poenostavi na
uteženo vsoto, ker je imenovalec enak 1 zaradi normiranosti pripadnostnih funkcij
na 1 ter kompletnosti pravil. Zaradi odličnih performans ter interpretabilnosti se
Takagi-Sugeno sistemi zelo veliko uporabljajo na širokem spektru problemov in
so predmet številnih študij.
4.4.5 Neuro-mehki modeli Takagi-Sugeno
Dozdaj smo nasplošno predstavili teorijo v ozadju mehkih modelov, zdaj pa si
bomo podrobno pogledali modele v ozadju Matlabovega ANFIS sistema, ki smo
ga uporabili na našem problemu. Obdelali bomo bolj strukturo mreže, saj se
bomo delitve prostora ter optimizacije dotaknili kasneje v poglavju Fino nasta-
vljanje.
Na sliki 4.12 imamo strukturo mreže lokalno linearnih neuro-mehkih modelov
(kraǰse LLM), kjer posamezen nevron izvede en LLM in veljavnostno funkcijo, ki
določa območje njegovega delovanja. Te so normirane tako, da je njihova vsota
za vse linearne kombinacije enaka 1. Posledica tega je pomembna ter pomeni, da
je vsota prispevkov LLM-jev vedno enaka 1.
Izhodni LLM-ji vsebujejo še en prosti konstantni člen, kar pomeni, da so afini,
vendar jih v literaturi pogosto imenujejo kar linearni. Izraz za vzročni del pravila
za i-ti LLM oziroma nevron je
ˆ︁yi = wi0 + wi1x1 + wi2x2 + ...+ winxn, (4.24)
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izhod celotnega LLM-ja pa
ˆ︁y = n∑︂
i=1
(wi0 + wi1x1 + wi2x2 + ...+ winxn)Φi(x), (4.25)
kjer je Φi veljavnostna funkcija nevrona wij pa linearni parametri mreže. Iz-
hod modela je tako utežena vsota, kjer so veljavnostne funkcije uteži odvisne od
delovne točke. Te so običajno normirane Gaussove funkcije ni pa nujno. Možna
je izbira Bellovih, Sigmoid in drugih, več kasneje v Fino nastavljanje.
Slika 4.11: Struktura Takagi-Sugeno nevronske mreže [10]
5 Izvedba nevro-mehkega modela
To poglavje zajema večino programerskega dela, od analize podatkov do finega
nastavljanja (izv. fine tuning) nevro-mehkega modela. Najprej bomo natančno
predstavili delovni podatkovni set in kako smo izbrali relevantne vhode za model,
nato bomo predstavili arhitekturo modela ter nazadnje proces finega nastavljanja.
5.1 Uporabljeni podatki
Seznam vseh veličin, ki smo jih uporabili za izvedbo modela, je v drugi tabeli
uporabljenih simbolov, to je na strani xvii pred povzetkom. Vsi podatki so bili
zapisani v matriko s stolpci, ki so bili razvrščeni po istem vrstnem redu, vsak
stolpec je vseboval podatke za vsako uro leta 2017, torej 8760 vzorcev. Večino
smo pridobili s strani ARSO-a, le povprečno urno električno moč s strani ELES-a.
Kot smo pojasnili v poglavju Podatki in njihovo obvladovanje, je bilo potrebno
oba ta seta predpripraviti, česar ne bomo ponavljali. Ampak tudi od te faze
naprej, se ni takoj uporabilo vseh podatkov na voljo, vendar je bila potrebna
analiza za izbiro optimalnih vhodov modela. To smo storili s pomočjo iskanja
največjih korelacij med veličinami ter avtokorelacij porabe električne moči same.
5.1.1 Korelacije - Spearman
Za analizo vhodno-izhodnih relacij smo uporabili Spearmanov korelacijski
koeficient[21] razvrščenih spremenljivk ρ. Razlog za izbiro je bil, da za razliko od
ostalih metod e.g. Pearson, preučuje monotone relacije med spremenljivkami, ki
so lahko linearne ali ne, kar je bolj primerno za naš problem, saj proces opazo-
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vanja ni linearen (kar je že bilo poudarjeno). V primeru, kjer ni ponavljajočih
vrednosti v podatkovnem setu, dobimo idealen Spearmanov koeficient vrednosti
1 ali -1, ko je vsaka od spremenjivk perfektna monotona funkcija druge. Prav
tako je metoda primerna za uporabo na zveznih in diskretnih vrednostih, kar ni
zanemarljiva prednost, saj smo imeli nemalo spremeljivk slednjega tipa. Še ena
dobra lastnost je, da je ta metoda relativno neobčutljiva na osamele podatke, saj
jih omeji na skrajne vrednosti ranga.
Spearmanov korelacijski koeficient je definiran enako kot Pearsonov, le da
izvorne podatke (izv. raw scores) nadomestimo z mestom v urejenem vrstnem





kjer ρ označuje Pearsonov korelacijski koeficient apliciran na rangirane spre-
menljivke, cov(rgx, rgy) je kovarianca med rangiranima spremenljivkama ter σrgx
in σrgy standardni deviaciji rangiranih spremenljivk. Če in samo če so vsi η rangi








kjer je ∆rgi = rg(Xi) − rg(Yi) razlika med rangoma opazovanega para spre-
meljivk, η pa je število vseh opazovanih parov.V kolikor imamo opravka s po-
navljajočimi vrednostmi, se tem dodeli delne racionalnoštevilske range glede na
povprečje njihovih pozicij v razvrščeni vrsti, kar je tudi ekvivalent poprečenja čez
vse možne permutacije. Splošna formula 5.1 je bolj prikladna tudi zaradi možne
uporabe na normiranih rangih [21].
Graf na sliki 5.1 predstavlja koeficiente med spremenljivkami in spremeljivko
porabe. Na začetku smo celo izvedli izračun celotne korelacijske matrike, vendar
je hitro postalo jasno, da medsebojne korelacije med vhodi ne bodo pomembne,
prav tako pa nočemo nepotrebnega preračunavanja recipročnih korelacij in av-
tokorelacij. Na mestu 5 je avtokorelacija porabe, zato je ta logično vrednosti
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1, kar bi lahko tudi izpustili iz prikaza, vendar je glede na tabelaričen prikaz
mogoče bolj pregledno. Na prvi pogled je vidno, da ni nekega posebno močnega
vpliva nobenega od vhodov, kar je tudi vodilo v kombiniran pristop z uporabo
zakasnjenih vrednosti izhoda in maksimalno koreliranega vremensko vplivanega
vhoda. Največjo korelacijo ima poraba sicer z urno spremeljivko, ampak to smo
bolj elegantno rešili z izdelavo oziroma treniranjem modela na istih urah vseh
dnevov podobnega tipa, o tem več kasneje v poglavju Struktura modela.
Slika 5.1: Spearmanovi korelacijski koeficienti med zaporedno spremenljivko in
spremenljivko porabe (5.)
Najbolj relevantna oziroma prominentna je povezava s temperaturo, kar je ja-
sno tudi iz številnih študij po svetu [22][23], saj ta vpliva na navade ljudi kot tudi
na vklope različnih tipov grelcev, od toplotnih črpalk in plinskih peči do navadnih
električnih grel (pog. kalorifer). Nekateri analitiki (npr. iz vira [24]) uporabljajo
tudi prirejene vrednosti temperature, bodisi zglajene s členom 1. reda (za mi-
miko termodinamičnih procesov ohlajanja in segrevanja) bodisi poprečenjem. To
v našem primeru ni dajalo bolǰsih rezultatov, več o tem v poglavju Struktura
modela. Druga najbolj prominenta je povezava s sončnim sevanjem, kar direktno
vpliva na manǰsi odjem moči, saj se na mestu porablja moč generirana iz sončnih
panelov, če so ti prisotni, indirektno pa vpliva na spremembo navad ljudi, ker se
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ti na sončen dan odločijo za dnevne izlete, to bolj velja za vikende.
Slika 5.2: Povprečna dnevna poraba v odvisnosti povprečne dnevne temperature
Če primerjamo grafa, lahko vidimo veliko manǰsi raztros pri grafu v odvi-
snosti od temperature, skupno obema pa je podobna aproksimacijska funkcija.
Kasneje bomo ugotovili, da daje bolǰse rezultate uporaba samo temperature za
vhod modela.
Slika 5.3: Povprečna dnevna poraba v odvisnosti od dnevnega povprečja sončnega
sevanja
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5.1.2 Avtokorelacije - Matlab Autocorrelation function (kraǰse ACF)
Glede na preǰsnje ugotovitve smo hitro dognali, da bodo zakasnjeni oziroma
predčasni izhodi kot vhodi pripomogli k bolǰsem napovedovanju modela. Za ana-
lizo avtokorelacij časovne vrste smo uporabili Matlabovo metodo autocorr za
univariantne stohastične časovne vrste, katere rezultati so vidni na sliki 5.4. Ta v
primeru polno opazovane vrste (izv. fully observed series), t.j. brez neštevilskih
vrednosti, uporablja algoritem za izračun ACF preko Fourierjeve transformacije v
frekvenčni domeni in potem pretvori to v časovni prostor preko njenega inverza.
Če so neštevilske vrednosti prisotne v podatkih, se križni produkt v spodnih
formuli izvede samo na členih, kjer dejansko obstaja. Posledično je dejanska ve-
likost vzorca potem naključno število. ACF meri korelacijo med yt in yt+i, kjer
je i = 0, ..., n in yt spremenljivka stohastičnega procesa. Po [25] je avtokorelacija





t=1 (yt − ȳ)(yt+i − ȳ)∑︁T
t=1(yt − ȳ)2
, (5.3)
kjer je imenovalec varianca vzorca časovne serije. Če je I zakasnitev, od
katere naprej je efektivni ACF enak 0, potem je ocenjena standardna napaka
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Slika 5.4: Avtokorelacijski koeficient v odvisnosti od zakasnitve vzorca
Rezultati kažejo pričakovano, močne avtokorelacije so z zakasnitvami
večkratnikov 24 ur in najbolj neposrednih zakasnitev. Torej enako velja za
predčasne člene istih večkratnikov. Pri izdelavi modela se bomo omejili na upo-
rabo le členov, ki niso v istem dnevu, saj imata enourni zamik in 24 urni zamik
(izv. lag) izhoda zelo primerjivi vrednosti avtokorelacije, poleg tega pa se je
struktura s prihodnjimi in predhodnjimi vrednostmi dveh zamikov z maksimal-
nima vrednostima avtokorelacijskega koeficienta, t. j. zamik 24h in 48h, izkazala
za bolj natančno po preizkusu. Drug model je bil zgrajen tako, da se je prva ura
izpada napovedovala z uporabo predhodnje vrednosti, ostale pa ne. Prav tako
smo stestirali model, ki je napovedoval naslednje ure glede na preǰsnjo napoved
in to iz obeh smeri, nato pa jih je združil z uporabo različnih uteži. Več o tem
bom napisal kasneje v poglavju Struktura modela, kjer bom nazorno prikazal
različne pristope s pseudokodo in diagrami, vendar nobena od variant, ki so se
zdele elegantne na prvi pogled, se ni izkazala za bolǰso. Ta odstavek je delno
povzet oziroma preveden po Matlabovi dokumentaciji o ACF [26].
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5.2 Struktura modela
Glede na zgornje ugotovitve in začetne analize smo prǐsli do idej, kako zasnovati
naš model. Zdaj nam je že znano, da bodo vhodi ena vremenska spremenljiva, t. j.
trenutna temperatura, in dve zakasnjeni ter dve predčasni vrednosti izhoda, ki je
poraba električne moči. Poglejmo si spodnji dve sliki, ki ponazarjata standardno
obliko dnevne porabe.
Slika 5.5: Povprečna poraba v odvisnosti od ure v dnevu
Slika 5.5 kaže, da je smotrno model trenirati za vsako uro posebej, saj to
ključno vpliva na porabo, kar je vidno tudi iz korelacijskega koeficienta na sliki
5.1, ki je približno enak tistemu od spremenljivke urne temperature. Slika 5.6
kaže, da je smiselno ločiti napovedovanje vikenda oziroma celo vseh dnevov v
tednu, saj so tudi tam prisotne minimalne razlike. Slika 5.7 pa prikazuje nujnost
po ločitvi napovedovanja posebnih dni, saj je poraba takrat občutno manǰsa (to
sicer ne velja za nedeljo).
Na paličnem diagramu slike 5.7 so dnevi v tednu označeni s števili od 0 do
6, posebni dan pa je označen z bitno spremenljivko po dogovoru. Tu je vredno
omeniti, da v našem primeru nismo imeli dovolǰsnjega števila vzorcev praznikov,
saj smo imeli podatkov le za eno leto, poleg tega jih je relativno veliko padlo na
vikend. Modeliranje praznikov se je tako izvedlo posebej za tiste, ki so padli med
5.2 Struktura modela 69
Slika 5.6: Povprečna urna poraba za različne dneve
tednom. Ostali, ki so padli na vikend, so se obravnavali kot navaden vikend dan,
kar je ubistvu smotrno. Naredil sem tudi model za ujeti delavnik, ker takrat pride
do posebnega pojava, saj nekatera podjetja razglasijo kolektivni dopust, nekatera
pa normalno obratujejo, zato pride do nepričakovanih odstopanj, vendar pa nam
tu še bolj primanjkuje podatkov, zato se model ne obnaša dobro.
Od tu naprej bom kronološko opisal, kako smo prǐsli do končne strukture
modela, ker se mi zdi to najbolj smiselno, saj so empirične ugotovitve in rezultati
vodili njegovo preobrazbo. Shematike arhitekture modelov in pseudokoda bo
pripomogla, da si bo bralec bolje predstavljal delovanje posameznega modela, saj
si sam ne predstavljam, da bi slednje razumel zgolj iz opisa.
Začeli smo z modelom strukture, ki ga prikazuje shematika slike 5.8. Ta seveda
ni uporaben v praksi, saj imaš prva dva vhoda na razpolago le pri napovedi
prve izpadle ure, ko boš model uporabil za dejanski problem, zato smo ga hitro
spremenili. Model te strukture se je tako uporabljal samo za prvo izpadlo uro
(na sliki 5.9 označena s križcem), vmesne ure (označene s krogci) so imele za
vhoda moči P(t-24) in P(t-48), zadnja izpadla ura (označena s kvadratom) pa je
za vhode moči uporabljala P(t+1) ter P(t+2).
Tak princip modeliranja je že uporaben v praksi, vendar se je izkazal za skoraj
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Slika 5.7: Povprečna dnevna poraba v odvisnosti različnih tipov dni
Slika 5.8: Vhodno-izhodna shema modela
dvakrat manj natančnega od bolj preprostega modela, kjer so se vse ure napo-
vedovale kot vmesne, zato smo se seveda odločili za tega. Nato smo se posvetili
’drobovju’ modela, t.j. mehkemu inferenčnemu sistemu (izv. Fuzzy Inference
System ali kraǰse FIS), bolj natančno pripradnostnim funkcijam. Po privzetih
nastavitvah nam Matlab pripadnost vhodom opǐse z Gaussovo porazdelitvijo, kar
ni optimalno. Najprej smo poskusili z Bellovo funkcijo, ki ima en dodaten para-
meter (3 za razliko od 2) in s tem eno prostostno stopnjo več, kar je izbolǰsalo
rezultate. Še bolje je delovala uporaba razlike dveh Sigmoid funkcij (dsigmf v
Matlab notaciji, ki ima skupno 4 parametre), saj imamo tako še eno prosto-
stno stopnjo več. Računsko je sicer bolj zahtevno, preračunski čas je bil dalǰsi.
Število prostostnih stopenj pa ne razloži, zakaj se te pripadnostne funkcije bolǰse
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Slika 5.9: Grafična ponazoritev napovedi-zalivanje luknje v diagramu porabe
obnašajo kot pripadnostne funkcije oblike Pi (izv. Pi-shaped membership func-
tion ali kraǰse pimf v Matlab notaciji). Tu je po mojem mnenju razlog v odsečni
(izv. piecewise function) definiciji Pi funkcije, ki enostavno ni tako prikladna za
dotični primer. Pripadnost vhodu temperature se očitno bolje popǐse s funkci-
jami, ki bazirajo na eksponentni in ne na kvadratični funkciji. Tu so rezultati
finalne strukture za mesec december s spreminjanjem pripadnostnih funkcij, ki
dokazujejo superiornost razlike Sigmoid pripadnostnih funkcij za naš primer, do-
dana je še trikotna pripadnostna funkcija trimf, ki jasno kaže, kako hudo vpliva
izbira teh na učinkovitost predikcije modela.
Slika 5.10: Rezultati različnih izbir pripadnostnih funkcij
Po mojem mnenju je odločitev za uporabo dsigmf smotrna, saj je ubistvu
računski čas vseh naštetih kratek v primerjavi s kasneje predstavljeno implemen-
tacijo fbprophet modela in se tudi bistveno ne razlikuje, če izvzamemo trimf,
hkrati pa ima še 5% nižji MAPE od že odlične gbellmf oblike.
Na tej točki smo optimirali uporabo pripadnostnih funkcij v FIS-u in šli pre-
verjati hipotezo, da se glajenje temperaturnega vhoda lahko izkazuje v bolǰsem
napovedovanju porabe. Spodaj je pseudokoda dveh preprostih zank, ki jo je
ovrgla za naš primer.
72 Izvedba nevro-mehkega modela
for okno:=1:72 do
Tsmooth := smooth(T, okno,
′ moving′)









Prva zanka v vsaki iteraciji zgenerira vrsto drsečega povprečja in izračuna
njeno Spearmanovo korelacijo z izhodno spremenjivko, torej porabo in jo zapǐse
v vektor. Nato poǐsčemo maksimum tega vektorja in ga zapǐsemo v novo spre-
menljivko, katero potem uporabimo, da najdemo indeks, ki pomeni okno drsečega
povprečja z največjo korelacijo, kar se izvrši v drugi for zanki. V našem primeru
je bila korelacija največja ravno pri oknu ena, torej z izhodǐsčnim temperaturnim
vhodom.
Nato se je porodila ideja o strukturi modela, ki ima dva FIS podmodela,
enega s zakasnjenimi vhodi in napoveduje naprej ter enega s predhodnimi vhodi
in napoveduje nazaj. Ideja je bila, da se seveda natančnost napovedi poslabšuje
z oddaljevanjem od napovednega horizonta, zato se združi oba izhoda modelov z
utežmi, ki ponazarjajo pomembnost napovedi. Za model, ki napoveduje naprej,
smo jih tako določili ekvidistančno od 1 proti 0 in enako za drug model (utež 1 je
imela ura najbližje horizontu). Izkazalo se je, da vǐsanje kompleksnosti modela v
tem primeru ni dajalo bolǰsih rezultatov. Na istem setu podatkov z delitvijo učni-
testni podatki (izv. train-test split) 70/30 je bolj preprost model z vhodi P(t±24),
P(t±48) in T(t) dosegel MAPE 3,01%, prej opisan model pa šele 5,48. Isti model
z vsemi utežmi 0,5 pa 5,23. To nakazuje, da bi morali narediti še pametni model
za določitev uteži, ker nastavljanje s predpostavko o pomembnosti napovedi ni
tako trivialno ter ne daje bolǰsih rezultatov od navadnega poprečenja. S tem se
nadaljnje nismo ukvarjali in lahko kasneje omenimo kot možnost za nadgradnjo
oziroma nadaljnje raziskave.
Izdelali smo tudi model, kjer smo uporabili idejo o nadomestnih obremenilnih
diagramih (kraǰse NOD). Podatke smo grupirali v podsete po dnevih, kjer smo
moč porabe normirali glede na maksimalno dnevno vrednost. Ideja je bila, da bi
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potem napovedovali maksimalno dnevno moč porabe iz povprečne dnevne tem-
perature ter preko nje in NOD-jev izračunali preostale urne moči porabe. Ideja ni
bila slaba, podobne pricipe uporabljajo trgovci z električno energijo, da ocenijo
količino energije, ki jo potrebujejo njihove stranke. Vendar je ta princip preve-
lika simplifikacija tega kompleksnega problema, saj smo vzeli le mediano istih
ur podobnih dni, kar izvzame vpliv trenda. Edino kar še vpliva na napoved je
povprečna temperatura. Logično je, da so bili rezultati več kot dvakrat slabši,
MAPE je bil okrog 8%. To pa je še vseeno bolǰse od fbpropheta, torej princip
vseeno ni tako slab. Slika 5.11 prikazuje strukturo tega modela.
Slika 5.11: Shematika modela z NOD-i
Tu bom navedel še pseudokodo finalnega modela oziroma bolj natančno ti-
stega, ki je dajal najbolǰse rezultate. Train1 in train2 za seta podatkov za učno
fazo modela, test pa je set podatkov za testno fazo modela ter se kronološko
nahaja med obema učnima setoma. Koda vsebuje le proces nabiranja podatkov,
treniranje in testiranje modela, spremenljivka ind je pridobljena predhodno ter
vsebuje indeksa dveh največjih avtokorelacij. Takšno kodo smo uporabili za na-
poved navadnih delovnih dni, vendar se je za praznike in vikende uporabilo isto,
le s spremembo pogoja v if stavkih ter z drugim obsegom spremenljivke dan. V
naslednjem poglavju (Fino nastavljanje) se bo obravnavalo finese, ki pa vseeno










case 1, 2, ..., 11
mTest := podatki(start indeks test : konc indeks test, :)
mTrain1 := podatki(1 : start indeks test− 1, :)
mTrain2 := podatki(konc indeks test+ 1 : end, :)− −
end switch
for dan := 0 : 4 do
for ura:=0:23 do
[n,m] := size(mTrain1)
j:=0 for i:=49:n-48 do
if pogoj ura, dan, nepraznik then








if pogoj ura, dan,nepraznik then







in fis := genfis1(trnData,[1 1 1 1 2],’dsigmf’)
out fis:=anfis(trnData,in fis,4)
ym := evalfis(u,out fis)





if pogoj ura, dan,nepraznik then




















end for mesec =0
Za praznike se je uporabljal zelo podoben model, le da ni bilo delitve na
mesece. Testni in trening set smo ročno izbrali, ker je bilo hitreje, kot da bi
avtomatizirali. Trening set je zajemal vse leto brez praznikov in njihove okolice
±48h, testni set pa seveda ravno izvzeto. Model je iz trening seta izbral vikende,
saj ima praznik značilnosti teh, da pa bi trenirali na praznikih, pa imamo premalo
podatkov. Imamo le podatke za eno leto, to je 13 praznikov, od tega nimamo
praznika na petek in soboto. Več o odzivanju bom napisal v poglavju Rezultati.
5.3 Fino nastavljanje
V veliko pomoč pri finem nastavljanju nam je Matlabov grafični vmesnik (kasneje
GUI) imenovan Neuro-fuzzy designer, saj lahko v njem izbiramo različne konfi-
guracije FIS-ov, načine rojenja, različne optimizacijske metode in število sistem-
skih dob izvedbe treniranja (izv. epochs). Vse parametre lahko spreminjamo in
spremljamo odziv modela, torej spreminjanje napake pri treniranju in testiranju.
Tovrstni GUI-ji nam olaǰsajo delo, saj priprava kode za tovrstno dinamično na-
stavljanje terja kar nekaj časa, nasploh pa nam bolj pregledno predstavijo razlike
med odzivanjem različih konfiguracij. Vsakega dognanja ne bom dokumentiral z
gradivom, saj posnetki niso zelo pregledni, hkrati pa vzamejo veliko prostora.
Preko GUI-ja se lažje opazi efekt pretreniranja mrež, kar je včasih težko za-
znati. Tu je zelo pomembna nastavitev števila sistemskih dob treniranja modela
ter delitev na učni in testni set. Spodaj imamo primer, ko je število dob preveliko,
kar bo vplivalo na učinkovitost modela.
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Slika 5.12: Splošen primer prevelikega števila dob pri treniranju
Na sliki 5.12 se mogoče ne vidi najbolj dobro, posnetek je narejen direktno
iz GUI-ja, kjer pa se na žalost ne da spreminjati velikosti pisav ipd., vendar graf
predstavlja spreminjanje RMSE v odvisnosti od števila sistemskih dob za trening
modela. Vidi se, da trening napaka od neke točke dalje, približno od 130. dobe, ne
pada več, testna napaka pa naraste. V nekaterih primerih tovrstno pretreniranje
povzroči tudi slabše odzivanje modela, testna napaka začne naraščati čez vse
meje. Sami takega obnašanja nismo opazili (kar težko razložimo kot le zaradi
uporabe drugačnih pripadnostnih funkcij ali narave problema), v našem primeru
se proces le izvaja brez učinka, vidno na sliki 5.13. Tako početje pa je nedvomno
nesmiselno, saj porabimo veliko procesorskega časa za nič. Brez uporabe GUI-ja
tega verjetno nebi opazili, kar definitivno upraviči njegovo uporabo.
Slika 5.13: Naš primer treniranja modela
Preko vmesnika smo takoj opazili, kako bolǰse rezultate daje uporaba linearnih
pripadnostnih funkcije za izhod za razliko od konstantnih (izv. singleton), kar
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potrjuje splošne izkušnje ekspertov na področju, npr. vir [27]. Podobno sem
zasledil tudi na QA straneh ResearchGate-a in je čisto logično, saj je v enem
primeru izhod linearna kombinacija vhodov, v drugem pa ubistvu le uteženo
povprečje. Po drugi strani pa sem ugotovil, da je za naš primer bolj primerno
deljenje prostora vhodov načina mreže (izv. Grid Input Space Partitioning) kot
redukcijsko rojenje (izv. subtractive clustering), podvrstna metode razpršene
delitve prostora (izv. Scatter Partitioning Method). To je očitno zelo odvisno
od primera do primera (različni tipi problemov in kriteriji ocenjevanja), prvi
vir[11] je na primer primerjal metodo mrežnega particioniranja, redukcijskega
rojenja, metodo mehkega c-povprečenja (izv. Fuzzy C-means ali kraǰse FCM) in
kontekstno osnovano metodo mehkega c-povprečenja (izv. context-based fuzzy
C-means ali kraǰse CFCM) ter v splošnem dokazal superiornost CFCM oziroma
nekje tudi SC. Študija pa tudi dokazuje, da učinkovitost slednje zelo varira od
nastavitev (radij rojev, število pravil), kjer je potrebno biti pazljiv, prav tako pa ni
nekih pravil, kako jih nastaviti. Prav tako je v uvodu študije omenjeno, da metode
razpršene delitve pridejo do izraza pri večjem številu vhodov, saj pri mrežnem
particioniranju število pravil eksponentno narašča. Vsak vhod je razdeljen na
dve pripadnostni funkciji, tako imamo skupno 2n pravil, če z n označimo število
vhodov. Jasno je, da je pravil hitro preveč oziroma dobimo prekompliciran model,
ki je ali procesno zahteven ali pa pretreniran. Slednje pomeni slabo odzivanje pri
dejanski uporabi. Slika 5.14 iz študije to dokazuje.
Slika 5.14: Performanca SC algoritma v različni nastavitvah[11]
V drugem viru [28] je redukcijsko rojenje predstavljeno kot optimizacija pro-
cesnega časa, redko pa tudi bolǰsih performanc. V tej študiji nadgradijo omenjen
algoritem z izračunom uteženih povrečij centrov rojev, zato se tudi novi algoritem
imenuje redukcijsko rojenje uteženih povprečij (izv. Weighted Mean Subtractive
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Clustering ali kraǰse WMSC). Algoritmi v ozadju vseh naštetih metod so bolj
podrobno opisani v obeh delih, sam ne vidim smisla vključevanja pseudokode
in formul, ker bi samo to verjetno zneslo še dodatnih 10 strani. Želel sem le
dokazati, da je naše dognanje glede mrežnega particioniranja možno razlagati za-
radi manǰsega števila vhodnih spremenljivk ter zahtevnega nastavljanja metod
razpršenega rojenja.
Preko vmesnika se dobro vidi tudi razliko med optimizacijskima meto-
dama za treniranje FIS modela. Na voljo sta metoda vzvratnega gibanja (izv.
backpropagation tudi backprop ali kraǰse BP) in hibridna metoda. Prva je v
splošnem razširjena gradienta metoda, ki preračuna gradient kriterijske funk-
cije z upoštevanjem uteži nevronske mreže. To stori retrogradno oziroma od
zadnje plasti nevronske mreže do prve s pomočjo verižnega pravila (izv. chain
rule)[Leibniz], zato je tudi tako poimenovana. Je relativno efektivna (počasi,
vendar vedno konvergira), izogne se preračunu vmesnih členov verižnega pravila
z vzvratnim gibanjem, njen problem pa je, da ne najde nujno globalnega mi-
nimuma kriterijske funkcije, saj je nič ne spravi iz lokalnega minimuma, če tja
zaide [29]. To je huda pomanjkljivost pri reševanju tovrstnih problemov z večimi
spremenljivkami. Druga metoda je hibridna, združuje metodo vzvratnega giba-
nja in najmanǰsih kvadratov ter je voljo ravno s tem namenom, da lažje najde
globalni minimum kriterijske funkcije. Je pa res, da zato tudi lažje divergira, zato
je pri treniranju potrebno biti previden. Primera na slikah 5.15 in 5.16 kažeta
na prednosti in slabosti obeh algoritmov. Na tem področju trenutno prevladajo
genetski, evolucijski algoritmi in optimizacija rojev delcev (izv. Particle Swarm
Optimization ali kraǰse PSO), ki lažje uidejo lokalnim minimumom.
Eno od dognanj, ki smo jih dobili, je tudi povezano z razmerjem trening-
testni set podatkov. Večina literature na tem področju (primer članek[30]) kon-
vencionalno uporablja razmerje 70/30. Večinoma se to dela zaradi nevarnosti
pretreniranja modela. Pri nas ni te težave, saj podatke grupiramo po istih tem-
poralnih kategorijah, katere imajo svoj podmodel. Ti so tako po eni strani zelo
pretrenirani, vendar so potem tudi uporabljeni na specifičnih podatkih, tako da
so anomalije redke, model kot celota pa ni pretreniran. V našem primeru torej
velja že dognanje Rogerja Cotesa iz leta 1722 oziroma v začetku razvoja regre-
sijske analize in metode najmanǰsih kvadratov, ki se glasi, da se napaka manǰsa
s povečevanjem opazovanj [19]. Laplace je tu prispeval največ, saj je določil
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Slika 5.15: Primer, ko BP konvergira v globalni minimum, hibridni algoritem pa
divergira (testna in trening napaka sta označeni s krogci in z zvezdicami)
funkcijo gostote verjetnosti (izv. probability density), ki modelira porazdelitev
napake, Legendre in še posebej Gauss pa si delita zasluge za iznajdbo metode
najmanǰsih kvadratov, slednji pa je formulacijo porazdelitve spremenil v danes
poznano normalno oziroma Gaussovo distribucijo. Ko imamo opravka s podatki,
je ta pogosta predpostavka o porazdelitvi napake, ne drži vedno nujno, vendar v
našem primeru očitno velja, saj se napovedovanje izbolǰsa s povečanjem razmerja
trening-testni set. Na koncu smo izbrali, da se model testira na podobnih urah
enega mesca, trenira pa se na vseh ostalih, tako je razmerje ponavadi približno
okoli 90/10.
Tu bom pokazal še finalno zgradbo modela, to bi lahko umestil v preǰsnje
poglavje, vendar bi rad pokazal razlike med dvema verzijama modela, ki sem jih
naredil, te pa so takšne, da kontekstualno bolj spadajo v to poglavje. Gre namreč
za samo strukturo nevronskih mrež in uporabo pripadnostnih funkcij. Spodaj
bom pripel nekaj posnetkov zaslona iz Neuro-fuzzy Designer GUI-ja, finalni model
(tisti, katerega pseudokodo smo navedli prej v poglavju) bo vedno na desni strani,
bolj generalen model pa na levi. Ta podatkov ne grupira v podsete, ampak
uporablja celotni set, torej eno leto, z razmerjem trening-testni set 70/30. Prva
primerjava vzame pod drobnogled pripadnostne funkcije za temperaturni vhod.
Kljub temu, da finalni model uporablja bolj kompleksne funkcije, t. j. razlika
sigmoid funkcij - dsigmf, je zaradi segmentacije problema računska kompleksnost
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Slika 5.16: Primer, ko BP konvergira v lokalni minimum, hibridni algoritem pa
je takoj v bližini globalnega, točno ga najde po približno 430 dobah
ne samo na nivoju podmodelov, ampak tudi v celoti manǰsa, saj se ta hitro poveča
s številom pripadnostnih funkcij. Treniranje levega modela je zato zelo počasno,
možno je, da bi se s podalǰsanjem dob treninga izbolǰsalo njegovo odzivanje,
vendar enostavno traja predolgo.
Slika 5.17: Pripadnostne funkcije za temperaturni vhod
Na sliki 5.17 vidimo, da razdelitev problema na podprobleme privede do pre-
5.3 Fino nastavljanje 81
prosteǰsega popisa temperaturnega vhoda. Jasno je, da je to tudi posledica
manǰsega razpona vrednosti, kar izhaja iz manǰsega seta podatkov, konkretno
le 24. ura v petek. Na sliki 5.18 vidi na eni strani kompliciranost (ogromen
nabor pravil) in na drugi strani specializiranost (2 pravili) modela.
Slika 5.18: Nabor pravil
Slika 5.19 mogoče to še bolj nazorno prikazuje. Ima pa vsak od teh dveh
modelov svoje prednosti in slabosti. Prvi je manj natančen (MAPE okoli 6%), je
pa bolj generalen in ga uporabǐs brez večjih manipulacij s podatki. Drugi je zelo
natančen (MAPE približno 3,6%), vendar pa vseeno potrebuješ več
Slika 5.19: Sloji in struktura mreže
časa za uporabo in razumevanje delovanja, kaj šele za modifikacije.
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Na sliki 5.20 vidimo še ponazoritev vhodno-izhodne funkcije. Na prvi pogled
bi rekli, da se tudi tu vidi večja kompleksnost prvega modela, vendar ubistvu
to ni tako lahko trditi, saj ima drugi model 5 vhodov, kar pa je težko predsta-
viti v trodimenzionalnem svetu. Za primerjavo smo na obeh prikazih izbrali en
močnostni in temperaturni vhod ter izhod modela.
Slika 5.20: Grafični prikaz vhodno-izhodne funkcije
6 Rezultati in diskusija
Tu bomo predstavili razultate študije, metode za ocenjevanje, primerjavi z dvema
modeloma in njune nastavitve ter potencialne izbolǰsave končnega modela ozi-
roma izhodǐsča za nadaljnje raziskovanje.
6.1 Način evalvacije
Uporabljal bom 3 različne načine evalvacije. Razloga za to sta reprezentativnost
rezultatov in možnost primerjave pricipov oziroma modelov. Prvi način je MAPE
(dalǰse Mean Absolute Percentage Error), ki skoraj že v imenu nosi formulo.
Razlog za uporabo slednjega je razširjenost na področju podatkovnih znanosti












kjer Pt predstavlja dejansko vrednost električne moči ter Mt (M kot izv. Mo-
deled) njeno napovedano urno vrednost. Prednost kazalnika je enostavna inter-
pretabilnost, poznanost mej kvalitetne napovedi ter seveda formulacija v obliki
razmerja, saj številske vrednosti napake bolj malo povejo o kvaliteti napovedi.
Za primer lahko vzamemo dve identični časovni seriji, le da ena skalirana verzija
druge. Vsaka ima svoj model napovedi, vsak od njiju napove z enako povprečno
efektivno napako (izv. Root Mean Squared Error ali kraǰse RMSE), katere for-
mule zaradi široke razpoznanosti ne bom navajal. Da si bomo še bolj plastično
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predstavljali recimo, da je vrednosti 4, prva serija oscilira okoli vrednosti 4, druga
pa okoli 80. Takoj nam je jasno, da prvi model ni uporaben, drugi pa je soliden,
vendar tega z izbranim kazalcem ne moremo dokazati. To nam kaže potrebo po
kazalnikih tipa MAPE. Seveda ima tudi ta svoje slabosti, ena od njih je, da slabše
penalizira napovedi nad dejansko vrednostjo kot tiste pod njo. Eden od načinov
za odpravitev te slabosti je logaritmiranje razmerja Mt/Pt. Mi bomo zaradi tega
v problem dodatno uvedli lastno metriko, ki bo bolje opisala kvantitativna odsto-
panja v plus in minus. Tega bomo rabili za primerjavo ANFIS modela in modela,
ki ga domnevno uporablja ELES, kjer nam bo pomembna kumulativna pre ali





zato bodo pozitivne vrednosti pomenile količino neplačanih nedobavljenih
kWh energije, negativne pa preplačanih. Ta preprosta metrika je zato za naš
problem zelo pomembna, ker je pomembno, če se pozitivne in negativne napake
kompenzirajo ali samo akumulirajo.
Zadnji kazalnik bo standardna deviacija MAPE-ja, saj nas zanima tudi kam
oziroma koliko stran od prave vrednosti pade večina napovedi znotraj dneva,
meseca ali na splošno. Lahko bi trdili, da je to en od bolǰsih pokazateljev, ali je






(MAPEt −MAPE)2 , (6.3)
kjer jeMAPEt urni MAPE pogrešek,MAPE pa je povprečni dnevni MAPE,
če nas zanima standardni odklon MAPE-ja na nivoju dneva. Kasneje ga bomo




Na sliki 6.2 imamo histogram porazdelitve MAPE napake za vse tipe dnevov
izvzemši praznike, torej so rezultati testa na vseh dnevih v tednu za vse mesece
leta 2017. Na oko lahko ocenimo skupno povprečje, ki natančno znaša 4,12%. Kot
zanimivost lahko tudi povem, da porazdelitev najbolje spominja na logaritemsko-
logistično (izv. log-logistic distribution), in sicer se prilega z varianco 0,92, kar
smo izvedeli preko uporabo Matlabove aplikacije Distribution fitting tool. V
splošnem lahko že tu rečemo, da so rezultati zelo dobri, na tem področju se to
ponavadi pravi za vse napovedi z natančnostjo pod 5%. Sledijo prikazi, ki bodo
bolj natančno pokazali, kje model deluje bolje.
Slika 6.1: Porazdelitev MAPE
Slika 6.2 na naslednji strani jasno prikazuje, da model veliko bolje napoveduje
dni sredi tedna, saj se takrat obnašanje ljudi bolj predvidljivo oziroma ustaljeno.
Ponedeljek, petek in nedelja odstopajo v negativnem smislu ravno zaradi teh
razlogov. Malo smo presenečeni edino nad tem, da je sobota napovedana tako
dobro, ker bi po eni strani mislili, da je takrat obnašanje ljudi bolj nepredvidljivo
zaradi dnevnih izletov in ker je so v nedeljo ljudje pregovorno bolj doma. Vseeno
pa je to samo povprečje procentualnega odstopanja, standardna deviacija tega
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Slika 6.2: MAPE za različne navadne dneve
bo bolǰsi pokazatelj, da to res drži. To vidimo iz slike 6.3, kjer je tudi odklon
večji, kjer je povprečni MAPE večji. Vidimo, da odkloni niso veliki, kar nam dosti
pove o natančnosti modela. Model bi lahko namreč imel zelo dober povprečen
MAPE, ampak bi to lahko pomenilo enkrat relativno veliko napako
Slika 6.3: STD za različne navadne dneve
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in enkrat zelo malo. Histogram na sliki 6.3 tako dokazuje dobre performance
modela. Na sliki 6.4 imamo še MAPE in STD po mesecih. Vidimo, da je model
na splošno slabše delal v prehodnjem obdobju ter še posebej slabo v mesecu avgu-
stu. Slabše odzivanje v prehodnih mesecih lahko razlagamo z bolj spremeljivim
vremenom in posledično z odzivanjem ljudi, mesec avgust pa lahko razlagamo
s kolektivnimi dopusti ipd. STD zgornje opazke še bolj potrdi, saj je izrazito
majhen sredi in na koncu leta.
Slika 6.4: MAPE za navadne dneve po mescih
Slika 6.5: STD za navadne dneve po mescih
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Slika 6.6: MAPE in STD za praznike
Največji problem so nam seveda delali prazniki, saj nimamo zadosti velikega
vzorca, nimamo niti enega praznika na petek in na soboto. Rezultati so sicer bolǰsi
od Propheta, vendar še zdaleč ne tako dobri kot pri navadnih dnevih. Tu najbolje
napovemo nedeljo, ker smo učili na navadnih dnevih ravno zaradi premajhnega
nabora praznikov, kar smo že opisali na koncu poglavja Struktura modela. Razlog
za to je, da sta praznična in navadna nedelja jasno zelo podobni. Prazniki
Slika 6.7: MAPE za mesec april
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negativno vplivajo tudi na napovedi navadnih dnevov, kar lahko vidimo na
histogramu slike 6.7. V aprilu imamo dva praznika, 17.4.2017 je Velikonočni
ponedeljek in 27.4., ki je dan upora proti okupatorju ter je tistega leta padel na
četrtek. To se odrazi na slabi napovedi nedelje in petka, ker je bil takrat verjetno
kolektivni dopust v določenih podjetjih. Poleg tega je bil tisti celoten teden prost
za osnovno in srednješolce, posledično si tudi veliko družin vzame dopust, kar
vpliva na kakovost napovedi takrat.
Slika 6.8: Vpliv 27.4 na naslednji dan - petek
Slika 6.9: Primer najslabše (7.8.2017) in najbolǰse napovedanega navadnega dneva
(18.10.2017)
90 Rezultati in diskusija
Na sliki 6.9 sta primera z MAPE-jem 12,21 oziroma 1,46, kar sta najslabša in
najbolǰsa napoved navadnega dne. Razlog za slabo napoved najprej omenjenega
je mesec avgust in to, da je to ponedeljek. Razlog za dobro napoved drugega
je, da je to sreda ter da je na koncu prehodnega obdobja, kjer se vreme začne
ustaljevati.
Na sliki 6.10 sta primera z MAPE-jem 17,53 oziroma 7,97. Vidimo, da model
v obeh primerih dobro oceni obliko dnevnega diagrama, vendar preceni porabo.
Razlog ni tip dneva, ker oba padeta na torek, vendar pa različna meseca in dejstvo,
da drugi primer sledi prazniku preǰsnji dan ter da imajo tudi sledeči dnevi bolj
karakteristiko praznika. Dejstvo pa je, da je potrebno model praznikov nadgraditi,
še posebej pa je potreben večji set za trening.
Slika 6.10: Primer slabše (15.8.2017) in bolǰse napovedanega posebnega dneva
(26.12.2017)
6.3 Primerjava: ANFIS vs Fbprophet
Najprej je mogoče še potrebno predstaviti konfiguracijo Fbprophet modela, saj
smo dosedaj le predstavili nastavljive parametre in teorijo v ozadju. Del pro-
grama zajema predpripravo podatkov, saj model zahteva točno določen format
za delovanje. Konkretno je to format DataFrame iz knjižnice pandas, ta ima
tudi vgrajeno funkcijo za branje Excel dokumentov. Tu velja omeniti, da se
lahko veliko časa zapravi s tovrstnimi manipulacijami s podatki ali s pretvorbo
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v prave podatkovne tipe (izv. datatype) npr. format časovne znamke (izv. ti-
mestamp) oziroma datum-čas (izv. datetime). Po drugi strani ima Python svoje
prednosti v številnih knjižnicah in objektnem tipu programiranja, saj je potrebno
redkokatero funkcijo spisati na lastne roke. Vendar pa je potrebno priznati, da
potrebujemo nekaj časa, da se navadimo na sintakso objektnega programskega
jezika ter segmentacijo kode z leveli odmikov (izv. levels of indentation). Številni
so tu mnenja, da kasneje to močno pospeši pisanje kode, vendar se vsaj meni zdi
bolj nepregledno. Vseeno so mi ljubši oklepaji in da zanke zaključujemo z ’end’.
Največja prednost, ki jo vidim pri Pythonu, je odprtokodnost. Ta ustvarja sve-
tovno skupnost programerjev, ki širijo njegovo uporabo na vsa področja. Tako
boš na forumih hitro našel rešitev za svoj problem, prav tako pa orodje pri-
merljivo Matlabu in to brezplačno. Tudi grafični vmesniki in urejevalniki kode
so z leti močno napredovali, urejevalnik kode Spyder npr. je bil ustvarjen, ker
so hoteli posnemati ravno okolje Matlaba, ki je očitno priraslo k srcu mnogim
uporabnikom.
K programu spada tudi del, ki skrbi za avtomatizacijo napovedi za vse dni
v letu. Ta služi za izbiro testnega seta, ki je en dan, vse ostalo pa je trening
set. Pseudokode ne bom navajal, vse skupaj je zgrajeno iz dveh for zank, ki
skrbita, da gremo povrsti po dnevih in mesecih, potem imamo še eno for zanko
s pogojema, ki skrbi, da ima dan res pravilne ure, v primeru prestavljanja ure
ali manjkajočih podatkov zavrže uro naslednjega dneva. Na koncu imamo še for
zanko, ki iz trening seta izbrǐse trenutni testi set. Do tu je dejansko težji del
kode, saj sledi le inicializacija modela, treniranje, testiranje in izračun kazalnikov
napovedi ter izris grafov. Tu so nastavitve parametrov direktno iz programa, saj
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Nastavitve verjetno niso optimalne, saj je to le model za primerjavo, vendar
verjamem, da so tudi dosti težko bolje nastavljene. Uporabili smo namreč naša
predhodnja dognanja o avtokorelacijah vrste in dodali smo posebne dneve (ni
v tem delu kode), k temu se še vrnem kasneje. Poizkušal sem tudi izbolǰsati
odzivanje s spreminjanjem parametra ’changepoint range’ in reda Fourierjevih
vrst, vendar to ni prineslo pretiranih sprememb. Kar bi lahko izbolǰsalo delovanje,
je dodatni regresor temperature, vendar ravno to razliko med modeloma hočemo
ohraniti, saj se princip modeliranja poglablja v fizikalno ozadje problema.
Gremo kar na rezultate napovedi oziroma primerjavo, navedel bom iste kate-
gorije evalvacije, vendar ne bom ponavljal preǰsnjih rezultatov. Bralec lahko sam
primerja dejanske številke, jaz pa bom le opisno komentiral izrazite razlike.
Slika 6.11: Histogram porazdelitve MAPE za navadne dneve
Že iz porazdelitve se vidi večji razpon vrednosti ter vǐsje povprečje, ki na-
tančno znaša 7,16%, to je dobre 3% slabše od mehkega modela. Tudi slednji
najbolj ustreza logaritemsko-logistična porazdelitev z varianco 2,86.
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Slika 6.12: MAPE za različne navadne dneve
V splošnem vidimo, da so razlike MAPE po dnevih večje. Ponedeljek in nede-
lja izrazito izstopata v negativnem smislu, zanimivo pa je, da je sreda napovedana
slabše kot torek in četrtek ter celo petek. STD kaže podobno sliko, le da so razlike
manǰse. To pomeni, da se model vsaj predvidljivo zmoti. So pa tudi tu vrednosti
približno dvakrat vǐsje kot pri mehkem modelu.
Slika 6.13: STD za različne navadne dneve
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Slika 6.14: MAPE za navadne dneve po mesecih
Vidimo podobne rezultate kot pri mehkem modelu, bolje se napove zimo in
poletje kot prehodno obdobje. Anomaliji sta avgust, ki je tudi v mehkem modelu
slab, zato to ni presenečenje, in december.
Slika 6.15: STD za navadne dneve po mesecih
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Tega lahko razlagamo s tem, da model pričakuje rast, bodisi logistično ali
linearno. V našem primeru to očitno poslabša rezultate, ni očitnega drugega
razloga. To nam dokazuje tudi STD, ki bi bil decembra nižji, če nebi bilo toliko
praznikov, ki seveda vplivajo na napoved navadnih dni.
Slika 6.16: MAPE in STD za praznike
Tudi pri praznikih je mehki model prednjačil, tam je MAPE večinoma pod
10%, tu je večinoma nad. Torek je izrazito slab, ker jih je poleg ponedeljkov
največ (4) ter, ker je med njimi že zloglasno težak za napoved 15.8. z MAPE-
jem slabih 35%. Rezultati pri sredi kažejo, da se model predvidljivo enako zmoti,
zato pride do slabega MAPE-ja. Če ga vzamemo pod drobnogled, vidimo, da mo-
del vedno veliko preceni porabo ob prazničnih sredah, kar bi se moralo drugače
zmodelirati. Vendar trenutno ne vidim možnosti za to znotraj spreminjanja pa-
rametrov. Tu je na mestu omeniti, kako preprosto je v model dodati praznike.
Zaradi odprtokodnosti modela so uporabniki sami sproti dodajali praznike po
državah. Tako uporabǐs sintakso spodaj in imaš vse državne praznike (tudi za
Slovenijo!) v setu, ki ga dodaš v model. S parametroma ’window’ definiraš vpliv
praznika nazaj in naprej, jaz sem v tem primeru hotel, da ima praznik vpliv na









Slika 6.17: Set slovenskih državnih praznikov, ki so tudi prosti dnevi
Sledijo še vizualizacije napovedi najbolǰsih in najslabših navadnih ter posebnih
dni. Te je potrebno pokazati, saj se takoj vidi razlika med modeloma. Ta je veliko
bolj gladek zaradi zgradbe iz Fourierjeve vrste, vendar je ravno to njegova hiba,
saj nemore slediti volatilni seriji. Mehki model tako veliko bolje posname obliko,
vendar pa oba modela precenita porabo, ko se huje motita. Najslabše napovedan
navadni dan je nedelja pred Marijinim vnebovzetjem, verjetno je slaba napoved
povezana s tem. Najbolǰsi je torek, 25.7.2017, predstavljam si, da je razlog v
stabilnem vremenu in v predvidljivih vzorcih obnašanja.Najslabše napovedan po-
sebni dan je že omenjeno Marijino vnebovzetje, ki je bilo slabo napovedano tudi
z mehkim modelom, tako da vremenske razmere verjetno niso razlog. Najbolje
napovedan posebni dan pa je dan samostojnosti in enotnosti, saj je božič en dan
prej in je njegov vpliv specificiran. Na koncu prilagam še prikaz posameznih
komponent modela (slika 6.20), kjer se vidi tudi vpliv praznikov.
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Slika 6.18: Primer najslabše (13.8.2017) in najbolǰse napovedanega navadnega
dneva (25.7.2017)
Slika 6.19: Primer najslabše (15.8.2017) in najbolǰse napovedanega posebnega
dneva (26.12.2017)
Slika 6.20: Dekompozicija modela
98 Rezultati in diskusija
6.4 Primerjava: ANFIS vs ELES
Sledijo še rezultati za model zadnje vrednosti oziroma domnevni ELES-ov model
za oceno nedobavljene energije. Deluje zelo preprosto in sicer tako, da vzame za-
dnjo znano vrednost porabe, v našem primeru bo to vedno poraba ob 23h preǰsnji
dan, in jo uporabi kot napoved za vse preostale ure. Navkljub temu, kako primi-
tivno se nam to lahko zdi, rezultati niso tako slabi, kot bi pričakovali. To seveda
ne pomeni, da pride blizu prej obravnavanima modeloma, fbprophet doseže več
kot dvakrat bolǰse rezultate, mehki modeli pa štirikrat bolǰse (tolikokrat manǰsi
je povprečni MAPE).
Slika 6.21: Porazdelitev MAPE
Imam tudi vse ostale rezultate, ki sem jih uporabil pri predstavitvi ostalih
modelov, vendar se mi jih vseh ne zdi smiselno predstavljati, saj ne kažejo nič
vrednega omembe. Zdi pa se mi zanimivo predstaviti rezultate napovedi prazni-
kov, saj je povprečni MAPE pri torkih in sredah bolǰsi kot pri fbprophet modelu.
Tudi skupni povprečni MAPE je bolǰsi (13,50%) kot pri fbprophet-u (15,05%),
pri mehkem modelu je bolǰsi. To le dokazuje, kako problematični za napoved so
prazniki in da smo z mehkim modelom opravili solidno delo, kaj šele bi bilo, če
bi imeli večji nabor podatkov. Zanimivo naključje je, da je najbolǰse napovedani
praznik ravno 15.8., saj je ravno ta najslabše napovedan s strani ostalih dveh
modelov, MAPE pri temu modelu pa je 11,15%. To dejstvo nakazuje, da je pri
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anomalijah v volatilnih serijah oziroma manjku podatkov včasih smiselno uvesti
simplistične rešitve. Slika 6.24 kaže porazdelitev povprečne MAPE napake za vse
praznike in dokazuje mnogobolj zgoščeno porazdelitev za razliko od fbprophet-a,
kjer so določeni prazniki napovedani dosti bolje, določeni pa tudi dosti slabše. V
skrajnih primerih je tako implementacija takih modelov lahko smotrna, saj se bo
za npr. naš primer konstantno motil med 10 in 20%.
Slika 6.22: Povprečni MAPE in STD praznikov po dnevih tedna
Slika 6.23: Prikaz najslabše (27.4.) in najbolǰse (15.8.) napovedanega praznika
Zadnja, in med bolj pomembnimi primerjavami, je primerjava kumulativne
napake za mehki in model zadnje vrednosti, ker ta ovrže ali potrdi smotrnost
implementacije novega modela za oceno količine nedobavljene energije. Pozi-
tivne vrednosti kumulativne napake pomenijo, da napoved podceni porabo in vice
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Slika 6.24: Porazdelitev poprečnega dnevnega MAPE-ja
versa, definicija je v poglavju Načini evalvacije. Na slikah 6.25 in 6.26 so rezultati
napovedi izraženi s pomočjo kumulativne napake v odvisnosti od dnevnov v tednu
in mesecev. Za obe prvi dve primerjavi lahko rečemo, da je napaka pri mehkem
modelu večinoma nižja za eno dekado in se samokompenzira za razliko od mo-
dela zadnje vrednosti. Kot smo že napisali v poglavju Načini evalvacije, so enote
kumulativne napake kar podcenjene ali precenjene kWh. Najbolj pomembna pri-
merjava je zadnja, saj pokaže samokompenzacijo oziroma akumulacijo napake na
dalǰsem časovnem intervalu.
Slika 6.25: Kumulativna dnevna napaka po dnevih za model zadnje vrednosti in
mehki model
Pri modelu zadnje vrednosti gre za slednje in to v škodo odjemalcev glede
na definicijo kriterija. Treba je seveda upoštevati začetno predpostavko, da bi
6.4 Primerjava: ANFIS vs ELES 101
bilo tako, če bi porabniki izpadali za dnevne intervale in to vsak dan, torej zelo
teoretski scenarij.Zato mogoče ni sama zase relevantna kvantitativna letna ocena
napake, je pa relevantna za primerjavo obeh modelov. Kaže razliko dveh dekad
v prednost mehkemu modelu upoštevajoč predpostavke, še bolj pomembno pa
je, da se napake konstantno ne akumulirajo. Tako se porabnikov ne oškoduje,
ampak se neporavnana nadomestila sčasoma skompenzirajo.
Slika 6.26: Kumulativna dnevna napaka po mesecih za model zadnje vrednosti
in mehki model
Slika 6.27: Kumulativna mesečna napaka kumulativno za model zadnje vrednosti
in mehki model
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6.5 Slabosti, možne izbolǰsave
Kot je bilo že omenjeno, so največje pomanjkljivosti mehkega modela pri napo-
vedovanju praznikov, ker ni bilo zadosti vzorcev, da bi učili model na dejanskih
praznikih. V kolikor bi podatke dejansko imeli, bi verjetno izvedli isti model, ki
bi se treniral na praznikih in verjetno tudi vikendih skupaj, odvisno kaj bi dajalo
bolǰse rezultate. Možne izbolǰsave bi bile tudi v implementaciji drugačnega algo-
ritma za iskanje minimuma kriterijske funkcije, saj določeni noveǰsi algoritmi ne
zaidejo tako pogosto v lokalni minimum, kar je lahko problem pri uporabljenem.
Prav tako bi bile možne izbolǰsave pri deljenju prostora vhodov, kjer obstaja
ogromno število metod rojenja, ki jih je možno bolj fino nastaviti, a na žalost tu
spet preidemo v poskušanje, kateri parametri dajejo najbolǰse rezultate. Možne
izbolǰsave so tudi v principu prečǐsčevanja in iskanju izvenležnih podatkov, kjer bi
se lahko najprej modeliralo celotno serijo z istim modelom, nato zavrglo podatke,
kjer so bili rezultati najslabši, in jih nadomestilo z napovedmi ter uporabilo novo
serijo za ponovno treniranje modela. Prav tako bi se lahko uporabilo ekspertno
znanje, t. j. znanje strokovnjaka s prakso na tem področju, kar bi bilo potrebno
nekako vključiti v model. Možne izbolǰsave zajemajo tudi izdelavo grafičnega
umesnika, delovanje v realnem času, kar bi skoraj zagotovo zahtevalo prepis kode
v drug programski jezik.
7 Zaključek
Za konec lahko rečemo, da je cilj naloge izpolnjen. Dokazali smo, da so mehki mo-
deli in poglobljen pristop k problemu bolj uspešni pri napovedovanju te časovne
vrste kot površinski pristop, ki modelira brez razumevanja fizikalnega ozadja.
Prav tako smo dokazali, da za dalǰse časovne intervale model zadnje vrednosti ne
daje zadovoljivih rezultatov ter, da bi bila implementacija našega modela smi-
selna za izračun nedobavljene energije. Med potekom dela, sem bolj poglobljeno
spoznal programski jezik Python, kar štejem definitivno za pozitivno, hkrati pa
sem utrdil svoje prepričanje o elegantnosti in intuitivnosti Matlaba. Tekoma sem
tudi sam spoznal že znani rek v Data Science-u, da pri reševanju takšnih proble-
mov porabimo 90% časa za razumevanje, pripravo in čǐsčenje podatkov, 10% pa
dejansko programiramo model ter se ukvarjamo z vizualizacijo rezultatov. Nav-
kljub zadovoljstvu z dobljenimi rezultati se zavedam, da so možne še številne
izbolǰsave od GUI-ja do drugačnih optimizacijskih algoritmov, kar sem zapisal v
preǰsnjem poglavju.
Tovrstni problemi so na prioritetni listi v tem desetletju na področju energe-
tike zaradi razvoja pametnih omrežij (izv. smart grids), zato nam dela zagotovo
ne bo manjkalo. Tu bom citiral prof. Rafaela Mihaliča, drugače hudega na-
sprotnika alternativnim virom energije, ki je pogosto rekel, da če ti niso dobri
za stabilnost elektroenergetskega sistema, pa so odlični za generiranje številnih
novih problemov in s tem služb za mlade generacije elektroinženirjev. Šalo na
stran, za boj proti podnebnim spremembam bomo potrebovali celotno paleto
različnih tehnologij, ki se bodo morale dopolnjevati oziroma harmonično delovati
znotraj takšnih ali drugačnih oblik omrežij. Alternativni viri so tako na nek način
popestrili področje, kjer so največji preboji stari dobrih 100 let.
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