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We consider the problem of determining a radially symmetric potential in the
three-dimensional Schro¨dinger equation from eigenvalues associated with two dif-
ferent angular-momentum quantum numbers. This leads to a singular eigenvalue
problem for which there are no known general uniqueness results for the most rea-
sonable conjectures. We are able to give strong evidence for uniqueness in some
cases and we discuss a computational solution method together with some sup-
porting analysis. One application we have in mind is the determination of certain
physical parameters in the standard model of the sun constructed from eigenvalue
data.  2001 Elsevier Science
1. INTRODUCTION
Consider the eigenvalue problem in the unit ball of 3,
− U + qXU = λU X < 1 UX = 0 X = 1 (1.1)
with a central potential qX = qX. By looking for solutions in the
separated form
Ur θφ = ψr
r
Yml θφ (1.2)
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in which X = r θφ are spherical coordinates in 3 and Yml are spherical
harmonics, we get the ordinary differential equation for ψ,
ψ′′ +
(
λ− qr − ll + 1
r2
)
ψ = 0 0 < r < 1 (1.3)
ψ1 = 0 (1.4)
for l = 0 1 2     supplemented by the regularity condition
ψr = Or r → 0 (1.5)
For ﬁxed l, the problem in (1.3)–(1.5) has a countable sequence of eigen-
values, which we denote by λl n, n = 1 2    . In this paper we are inter-
ested in the inverse spectral problem of reconstructing the potential qr
from knowledge of the eigenvalues λl n. We expect that the problem would
be highly overdetermined in this form (although we know of no proof that
this is the case), so instead we will actually seek to recover the potential
from certain subsets of the eigenvalues. When norming constant informa-
tion is available, some uniqueness results have been proved in [GR, C]. The
uniqueness result of [NSU] may also be specialized to the case of a radial
potential.
The primary problem of interest in this paper is the case when the spec-
tral data consists of two sequences of eigenvalues 	λlj n
∞n=1 for two distinct
choices of angular order l1 l2. Some progress toward a uniqueness proof
for this situation may be found in Corollary 1.2 of Carlson and Shubin
[CS], in which it is established that the corresponding isospectral set, i.e.,
the set of potentials sharing such data, is locally of ﬁnite dimension, under
the additional assumption that l2 − l1 is an odd integer. On the other hand,
the set of potentials sharing the eigenvalues for any single value of l will
be locally of inﬁnite dimension ([PT, GR, C]). See also [H] for a related
inverse spectral problem in which eigenvalues for two angular orders are
used in a somewhat different way.
In this paper we focus on several issues related to the results in [CS]:
• Can we make any more precise statements about the local dimension
of the isospectral set; for example, is it ever zero?
• What can be said in the case that l2 − l1 is even?
• Are there computational methods which can be developed?
Our main results may be summarized as follows: We explain how, in
a suitable linearized sense, uniqueness for the inverse spectral problem
is equivalent to showing that a certain collection of functions depending
on l1 l2 (see (2.17) or (4.3) below) is complete in L20 1. We then
proceed to prove the required completeness property for several speciﬁc
small integer choices of l1 l2, when linearization is done with respect to
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q = 0. The simplest case of even l2 − l1, namely l1 = 0 l2 = 2, is included.
We have been unable to give a proof which is valid for an arbitrary pair
l1 l2, although it is likely that our approach can be made to work for some
other special cases. The main technical tool is the exploitation of a class
of linear integral operators which essentially map squared eigenfunctions
for one l value to those for another l value. Properties of these operators
are developed in Section 3. If uniqueness cannot be proved, it may still be
of interest to estimate the dimension of the solution set, and this may also
be done using properties of these operators, but we will not pursue that
direction here. Finally, we brieﬂy indicate how these results can be applied
to the problem of a numerical solution of the inverse spectral problem.
We conclude this introduction by mentioning one other very interest-
ing and closely related problem which has partly motivated this work, the
problem of determining coefﬁcients which characterize the interior of the
sun from observations of its oscillations. These are the natural frequencies
	λl n
 coming from an equation
ψ′′ +
(
λ
c2r −Qr l λ −
ll + 1
r2
)
ψ = 0 (1.6)
modeling normal modes of acoustic vibrations; see e.g. [G]. Two funda-
mental quantities are the propagation speed for acoustic waves cr and
the density ρr. In (1.6) ψ is the radial part of the wave function and
Q has the form Qr l λ = ll+1
λ
C1ρ c + C2ρ. Thus Q is ultimately a
functional of c ρ only, but in the most general form has a reciprocal depen-
dence on λ. It may be reasonable for certain purposes to set the term C1
equal to zero, giving a more conventional type of equation of the form
ψ′′ +
(
λ
c2r − qr −
ll + 1
r2
)
ψ = 0 (1.7)
The simplest case is when c is known and constant (but a travel-time trans-
formation could be used if c was known and not constant) and we have to
determine q (and hence ρr) from spectral data; that is, we have Eq. (1.3).
There is a large amount of data available ([GO]) consisting of λl n for
l n up to about (1000, 30). The effective accuracy of the data decreases
with increasing values of l and also for very small values of l. No other
spectral information of sufﬁcient accuracy seems readily available. We are
therefore forced to consider using multiple values of l in order to obtain
reconstructions.
2. THE FORWARD MAP AND ITS DERIVATIVE
First let us recall some well-known results about (1.3) with l = 0 (e.g., [B,
PT]). If we deﬁne the map q → λnq, the nth eigenvalue of (1.3) subject
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to the Dirichlet boundary conditions ψ0 = ψ1 = 0, then λnq = λnqˆ
implies that
∫ 1
0
qˆx − qxψnxψˆnxdx = 0 (2.1)
where ψn ψˆn are eigenfunctions for q qˆ. If ζ = qˆ − q then in the limit as
ζ → 0 we get
∫ 1
0
ζxψ2nxdx = 0 (2.2)
or, what amounts to the same thing, the Frechet derivative of λnq is (with
ψn now normalized in L20 1)
Dqλnqζ =
∫ 1
0
ζxψ2nxdx (2.3)
See e.g. Theorem 2.3 of [PT].
From the eigenvalue asymptotics
λnq = nπ2 +
∫ 1
0
qxdx+ an 	an
 ∈ l2 (2.4)
we obtain the additional orthogonality relationship that if λnq = λnq +
ζ for all n then
∫ 1
0
ζxdx = 0 (2.5)
The well-known theorem ([B; PT, Theorem 3.3]) that a symmetric function
q is uniquely determined by 	λnq
∞n=1 may be thought of as the fact that
the set of functioins 	1 ψ2n
 is complete in the even subspace of L20 1.
If we add a second spectral sequence µnq, the nth eigenvalue of (1.3)
with boundary conditions ψ0 = 0 ψ′1 + hψ1 = 0 and eigenfunction
φn, we get a second set of orthogonality relationships,
∫ 1
0
ζxφ2nxdx = 0 (2.6)
and it can be shown that
	1 ψ2nφ2n
∞n=1 (2.7)
is complete in all of L20 1; i.e., a linearized uniqueness result holds
for the problem of determining q ∈ L20 1 from the eigenvalue data
	λnq µnq
∞n=1. Of course, one knows in this case ([B]) that unique-
ness holds globally, not just in the linearized sense.
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In [GR] a similar fact is derived and used in the singular case l = 1;
namely, if λ1 nq denotes the nth eigenvalue of (1.3)–(1.5), then
Dqλ1 nqζ =
∫ 1
0
ζxψ21 nxdx (2.8)
where again ψ1 n is the nth normalized eigenfunction. Clearly we expect
that for any l, if we deﬁne λl nq to be nth eigenvalue of (1.3)–(1.5) with
normalized eigenfunction ψl n, then
Dqλl nqζ =
∫ 1
0
ζxψ2l nxdx (2.9)
Now let  denote some subset of the indices l n. The condition
λl nq = λl nqˆ for all l n ∈  implies, in the limit of small ζ = qˆ − q,
that ζ is orthogonal to the subspace of L20 1 spanned by 	ψ2l n
l n∈ .
In the best case this subspace is all of L20 1, in which case we have
a uniqueness result for the linearized inverse spectral problem. A more
general formulation of the linearized inverse spectral problem is as follows:
Problem. Find the subspace of L20 1 spanned by 	ψ2l n
ln∈ .
Although not stated in quite these terms, the principal result of [CS]
amounts to the statement that this subspace always has ﬁnite codimension
in the case that  =  l1 l2 = 	l n n = 1 2     l = l1 or l2
 if l1 − l2 is
odd.
Asymptotics of the eigenvalues are (see [GR] for l = 1, [CS] or [AS,
9.5.12] for the speciﬁc case of q = 0)
λl n =
(
n+ l
2
)2
π2 +
∫ 1
0
qxdx− ll+ 1+ rl n
∞∑
n=1
r2l n <∞ (2.10)
or, for later reference,
√
λl n =
(
n+ l
2
)
π +
∫ 1
0 qxdx− ll + 1
2n+ lπ + βl n
∞∑
n=1
nβ2l n <∞
(2.11)
So again the mean value
∫ 1
0 qxdx is determined by the eigenvalue
sequence for any one l value. If the spectral data contains all of the eigen-
values for any ﬁxed l value then we should really look at the span of
	1 ψ2l n
l n∈ .
For technical convenience, we will actually work with a somewhat differ-
ent mapping, deﬁned as follows. For given q there exists a solution (see the
proof of Proposition 2.1 below) "1x λ q of (1.3) satisfying the normal-
ization condition
lim
x→0
"1x λ q
xl+1
= 1 (2.12)
radially symmetric potential reconstruction 359
Now set
F qµl n = 	"11 µl n q
ln∈  (2.13)
Given spectral data 	λl n l n ∈  
, the inverse spectral problem is then
equivalent to that of solving
F q λl n = 0 (2.14)
All further considerations in this paper are restricted to the case of small
potentials, i.e., linearization of F at q = 0. The following is proved in
Appendix A.
Proposition 2.1. If λl n 0 denotes the eigenvalue of (1.3)–(1.5) when q ≡
0 then
DqF 0 λl n 0ζ =
{
cl n
∫ 1
0
x2j2l
(√
λl n 0x
)
ζxdx
}
l n∈ 
(2.15)
for some cl n = 0.
Here jl yl are the spherical Bessel functions with standard normaliza-
tions ([AS]). The exact value of cl n may be found in the proof. We see
therefore that invertibility of this linear operator is again equivalent to a
certain completeness result. In fact, it is not hard to check that when q ≡ 0
we have ψl nx = Cxjl
√
λl n 0x, so that (not surprisingly) uniqueness
holds for DqF 0 λl n 0ζ = 0 exactly if it holds for the system
Dqλnl0ζ = 0 l n ∈   (2.16)
Specializing to the case  =  l1 l2 and taking into account the earlier
remarks about including the condition that ζ have zero mean, we pro-
pose the following conjecture, whose veriﬁcation would immediately imply
a uniqueness result for the inverse spectral problem linearized at q = 0 in
either of the formulations discussed above. (For notational convenience we
deﬁne φlx = xjlx.)
Conjecture. For any nonnegative integers l1 and l2 the set of functions{
1 φl1
(√
λl1 n 0x
)
 φl2
(√
λl2 n 0x
)}
(2.17)
is complete in L20 1.
This paper does not contain a proof of this conjecture, but we will make
some progress toward its resolution. The precise results we prove below
actually pertain to the case when λl n 0 is replaced with n+ l2 2π2, i.e., the
leading term in its asymptotic expansion. Thus these are not strictly results
about the linearization of F , but instead ones which we believe reveal
the essential structure of the problem and which furthermore seem quite
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adequate for computational purposes. In some cases we will also discuss
perturbation arguments which may then be used to draw conclusions about
the span of the functions (2.17).
The factor l/2 in the leading term of the asymptotic expansion (2.11) will
be critical in providing new information as we change the value of l. It will
also be a source of difﬁculty since it means that certain low frequencies are
omitted from the information in the case l > 0. It is precisely this factor
that will limit us from obtaining the complete proof to the above conjecture.
3. SOME IMPORTANT OPERATORS AND
THEIR PROPERTIES
Our general strategy involves the exploitation of a family of linear opera-
tors Tl which have the special property that T
∗
l cos 2
√
λx = 2φl
√
λx −
1; i.e., it essentially maps squared eigenfunctions for l = 0 to those for l > 0.
In the case l = 1, these operators were used in connection with a some-
what different inverse spectral problem in [GR]; they also played a role in
the analysis of [CS]. By means of these operators, a set of orthogonality
relations for ζ with respect to the functions φl
√
λx can be transformed
into orthogonality relations for Tlζ with respect to cos 2
√
λx. The more
transparent nature of these latter conditions will allow us, in some cases,
to conclude the desired completeness property.
The proofs of all results stated in this section may be found in
Appendix B.
Lemma 3.1. For each positive integer l, deﬁne the operator Sl L20 1 →
L20 1 by
Slf x = f x − 4lx2l−1
∫ 1
x
f s
s2l
ds (3.1)
We then have the following properties:
(i) The adjoint of Sl is
S∗l gx = gx − 4lx−2l
∫ x
0
s2l−1gsds (3.2)
(ii) The family Sl pairwise commutes: Sl1Sl2 = Sl2Sl1 for any l1 l2.
(iii) Sl is bounded on L20 1.
(iv) Sl is one to one and
Sl
−1g = gx − 4lx−2l−1
∫ 1
x
s2lgsds (3.3)
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(v) The function 	x2l
 is the only element in the null space of S∗l , and
for ψ ∈ L20 1 and n = 0 1    ,
∫ 1
0
xnSlψxdx =
n− 2l
n+ 2l
∫ 1
0
xnψxdx (3.4)
(vi) The functions φl satisfy
φl = −S∗l φl−1 (3.5)
(vii) If g = Slf  then f and g are related by the equation
f 2lx + 4l
x
f 2l−1x = g2lx (3.6)
In particular, note Property (vi) which allows us to step from squares of
eigenfunctions corresponding to a given l to those corresponding to l − 1.
By chaining together these step operators we should be able to achieve our
aim of transferring information about inner products with the squares of
eigenfunctions to inner products with those of l = 0. This is made precise
by the following lemma.
Lemma 3.2. For each l = 1 2    deﬁne the operators Tl by
Tl = −1l−1SlSl−1 · · ·S1 (3.7)
Then Tl is a bounded, one-to-one linear operator on L20 1 such that∫ 1
0
2φl
√
λx − 1ζxdx =
∫ 1
0
cos2
√
λxTlζxdx (3.8)
for any ζ ∈ L20 1 and λ ≥ 0. That is, the adjoint operators satisfy
T∗l cos 2
√
λx = 2φl
√
λx − 1. The null space of T∗l is the span of the
functions 	x2 x4     x2l
.
It is straightforward to compute explicit expressions for the operators Tl
using (3.7); for example,
T2ζx = −ζx − 12x
∫ 1
x
ζt
t2
dt + 24x3
∫ 1
x
ζt
t4
dt
T3ζx = ζx − 24x
∫ 1
x
ζt
t2
dt + 120x3
∫ 1
x
ζt
t4
dt (3.9)
− 120x5
∫ 1
x
ζt
t6
dt
As a ﬁnal preparation for our approach, we state two more results which
will be fundamental later on. Since we now have a means of relating the
functions φl
√
λx back to cos 2√λx, parity issues will come back into play.
Throughout this paper we will use the terms even and odd functions on the
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interval [0, 1]. By these we simply mean functions obeying the relations
f 1 − x = f x and f 1 − x = −f x respectively. A function f x is
said to have deﬁnite parity if it is either an even or an odd function on [0,
1]. We denote by Pe and Po the projection operators in L20 1 onto the
subspaces of even and odd functions, respectively.
Lemma 3.3. Suppose that f g∈C∞0 1 have deﬁnite parity. If Sl+m · · ·
Slf  = g for some l and m, then f and g and all their derivatives must vanish
at x = 0 1.
Lemma 3.4. Suppose that f g ∈ L20 1 have deﬁnite parity. If Sl+m · · ·
Slf  = g for some l and m = 0 1, then f = g = 0.
4. OUTLINE OF THE GENERAL STRATEGY
As indicated in the Introduction we are interested in the inverse problem
of recovering the potential q ∈ L20 1 from eigenvalue data 	λl n
l n∈ 
where the index set
 =  l1 l2 = 	l n l = l1 l2 n = 1 2   
 (4.1)
for two distinct nonnegative integers l1 l2. The related linear problem,
according to the dicussion of Section 2, is to show that the set of func-
tions
{
1 φl
(√
λl n 0x
)}
l n∈ l1 l2
(4.2)
is complete in L20 1. We will actually make the further approximation√
λl n 0 ≈ n+ l2 π from (2.12) and seek instead to prove that the set
-l1 l2 =
{
1 φl
((
n+ l
2
)
πx
)}
l n∈ l1 l2
(4.3)
is complete.
Let us consider the case where the spectral data consist of the eigenvalues
from the values l = 0 and l = 1. The assumption that ζ is orthogonal to the
set -0 1 implies that
∫ 1
0 cos2nπtζtdt = 0 and
∫ 1
0 φ1n+ 12 πtζtdt =
0. The ﬁrst of these shows that ζ is odd, while the second leads, using
Lemma 3.1, to the condition
∫ 1
0
cos2n+ 1πxT1ζxdx = 0 n = 1 2     (4.4)
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From this we see that T1ζ must be a linear combination of cos πx and
an even function,
T1ζ = ζx − 4x
∫ 1
x
ζs
s2
ds = χx + / cosπx
/ ∈  χx = χ1− x
(4.5)
We must show that the only odd solution of (4.5) is ζ = 0.
In the case where we have data from l = 1 and l = 2 we no longer have
the parity assumption on ζ, but instead we have the two equations
T1ζ = ζx − 4x
∫ 1
x
ζs
s2
ds = χex + /1 cosπx
and
T2ζ = ζx + 12x
∫ 1
x
ζt
t2
dt − 24x3
∫ 1
x
ζt
t4
dt
= χox + /0 + /2 cos2πx (4.6)
where /i ∈  for i = 0 1 2, χe is even, and χo is odd.
The general picture is now evident; we obtain pairs of equations of the
form
Tlζx =


χex +
l∑
k=1
k odd
/k coskπx if l is odd
χox +
l∑
k=0
k even
/k coskπx if l is even,
(4.7)
where /k ∈  for k = 0 1     l, χe is even, and χo is odd.
If we have spectral information for the two values l1 < l2 then we can
express this with two equations
Tl1ζ = f Tl2 ζ = g (4.8)
or by
Sl2 · · ·Sl1+1f  = g (4.9)
an equation containing two functions χ of known parity and a total of at
most l1 + l2 + 3/2 unknown constants /k.
The ﬁrst step is to show that in each equation or pair of equations that all
of the constants /k = 0. If we are able to reduce to the homogeneous case
then (4.9) becomes an equation of the type studied in Lemmas 3.3 and 3.4,
mapping functions of deﬁnite parity to functions of deﬁnite parity. When
Lemma 3.4 is applicable, i.e., if l2 − l1 = 1 2, we conclude that ζ = 0. In
any case, the use of Lemma 3.4 immediately tells us that the dimension of
the orthogonal complement of -l1 l2 is ﬁnite and in fact is at most equal to
the sum of the number of unknown parameters, that is, l1 + l2 + 3/2.
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5. UNIQUENESS FOR THE CASE l = 0 1
Our aim is to shown that the only odd solution of (4.5) is ζ = 0. We give
two quite different proofs of this since the ideas will be of value when we
consider higher values of l.
Proof. The ﬁrst idea is to differentiate (4.5) twice to get
ζ ′′x + 4
x
ζ ′x = χ′′x − /π2 cos πx (5.1)
We may eliminate the χ term by projecting this equation onto the subspace
of odd functions in L20 1, giving
ζ ′′x +
(
2
x
− 2
1− x
)
ζ ′x = −/π2 cos πx (5.2)
The solution of (5.2) may be found explicitly. Integrating once gives
x21− x2ζ ′x = −/π2
∫ x
0
s21− s2 cos πsds + C (5.3)
In order that ζ ∈ L20 1 we must have C = 0. Integrating a second time
leads to
ζx = −/π2
∫ x
1
2
∫ ξ
0
s21− s2
ξ21− ξ2 cosπsds dξ + C (5.4)
where in this case C = 0 because of ∫ 10 ζxdx = 0.
Return now to Eq. (4.5) and evaluate at x = 0 and x = 1 (using the fact
that limx→0 x
∫ 1
x ζs/s2ds = ζ0) to give ζ1 = χ1 − / and −3ζ0 =
χ0 + /. Since ζ is odd and χ is even, this pair of equations implies that
ζ0 = −/ and of course we must have ζ 12  = 0. If / > 0 we then must have
ζ ′ > 0 at some point of 0 12 , which is inconsistent with (5.3). Similarly,
/ < 0 is impossible, so we conclude that ζ ≡ 0.
Proof. For a second proof, we denote by R the operator R = PoT1Po
(recall that Po is the projection onto the odd subspace of L20 1). If a
nontrivial solution ζ of the basic equation (4.5) exists then it also satisﬁes
Rζ = / cosπx. We proceed to derive a contradiction by proving that cosπx
cannot be in the range of R. To do this, it is enough to show that there
exists a g in the null space of R∗ such that
∫ 1
0 gx cosπxds = 0. We have
R∗ = PoT∗1Po, hence R∗g = 0 is equivalent to an equation
gx − 2
x2
∫ x
0
sgsds + 21− x2
∫ 1−x
0
sgsds = 0 gx = −g1− x
(5.5)
radially symmetric potential reconstruction 365
We seek a power series solution of (5.5), gx =∑ cnx− 12 2n+1. A recur-
sion relation for the coefﬁcients may be derived and analytically solved to
give cn = −4nn+ 1/4n2 − 1. The resulting series can be summed explic-
itly to give
gx = 34
(
x− 12
)− 186x2 − 6x+ 1 ln
( x
1− x
)
 (5.6)
Since the singularity is logarithmic at x = 0 1 g ∈ L20 1 and is also
an admissible solution of (5.5). Finally, to show that g and cosπx are not
orthogonal we consider the sum
∫ 1
0
gx cosπxdx = −
∞∑
n=0
4nn+ 1
4n2 − 1
∫ 1
0
x− 12 2n+1 cosπxdx (5.7)
The n = 0 term is −2/π2 while for n ≥ 1 the term may be estimated, after
an obvious change of variables and using  sin x ≤ x, as
n+ 1
24n2 − 1
∫ 1
0
x2n+1 sin
πx
2
dx ≤ πn+ 1
44n2 − 12n+ 3  (5.8)
Since
∑∞
n=1n + 1/4n2 − 12n + 3 = 524 , we ﬁnd
∫ 1
0 gx cosπxdx ≤
5π
96 − 2/π2 < 0. This shows that / = 0, and now Lemma 3.4 shows that the
only solution to T1ζ = χ is that ζ is zero.
We have therefore proven the following.
Proposition 5.1. The set -0 1 is complete in L20 1. In particular, the
operator (2.15) with  =  0 1 and λl n 0 replaced with n+ l2 2π2 is one to
one on 	ζ ∈ L20 1 ∫ 10 ζ = 0
.
From the above argument we also obtain
Corollary 5.2. The functions 	Poφ1n + 12 πx
∞n=1 are linearly inde-
pendent, and in consequence the functions in -0 1 are a basis of L20 1.
Proof. From Lemma 3.2 we obtain T∗1cos 2
√
λx = 2φ1
√
λx − 1.
Hence the equation
∑∞
n=1 cnPoφ1n + 12 πx = 0 is equivalent to
PoT
∗
1 
∑∞
n=1 cn cos2n + 1πx = 0. Since the sum is already odd, it
must be in the null space of R∗, and so by the above discussion
∞∑
n=1
cn cos2n+ 1πx = Cgx (5.9)
for some constant C where g is the function in (5.6). On the other hand,
such a representation is impossible unless C = 0 since we have shown that g
is not orthogonal to cosπx. Thus we must also have cn = 0 for n = 1 2    .
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It remains to show that the functions -0 1 are linearly independent. If
∞∑
n=1
cnφ1
((
n+ 12
)
πx
)+ d0 +
∞∑
n=1
dnφ0nπx = 0 (5.10)
then by applying Po to both sides, recalling that φ0nπx = sin2 nπx is
even, we ﬁnd that Po
∑∞
n=1 cnφ1n+ 12 πx = 0. Hence, as above, cn = 0
and subsequently dn = 0 for each n = 0 1    .
As remarked earlier, Proposition 5.1 does not correspond precisely to
uniqueness for the linearized problem of interest, due to the fact that λl n 0
in (2.15) has been replaced by n+ l2 2π2, the leading term in its asymptotic
expansion. We might also wish to have the same conclusion when λl n 0 is
replaced with λl n, the prescribed eigenvalue data. Assuming as always that
q is a small potential, these sequences will not differ much from each other,
so that it is natural to try a perturbation argument.
First, one may check that φ′l ≤ Cl where for example C0 = 1 C1 ≈ 103.
Then∥∥φl((n+ l2 )πx)−φl(√µl nx)
∥∥
L201 ≤ Cl
∣∣(n+ l2 )−√µl n
∣∣ (5.11)
From this it follows from the Krein–Rutman–Milman Theorem ([Y, p. 39])
that there exists /0 > 0 such that the set 	1 φl n√µl nx
n≥1, for l = 0 1,
is complete in L20 1 provided that
∞∑
n=1
√µ0 n − nπ + ∣∣√µ1 n − (n+ 12 )π
∣∣ < /0 (5.12)
It remains of interest to see if a perturbation argument can be applied
in the case µl n = λl n 0, and in this case (5.12) will not be applicable,
because according to (2.11) the differences appearing in the sum decay
only like On−1. Set
fnx= 2φ0nπx − 1 gnx = 2φ1n+ 12 πx − 1
hnx= 2φ1
√
λ1 n 0x − 1
(5.13)
We know that 	1 fn gn
 is complete, and we wish to deduce the same thing
about 	1 fn hn
 (recall that λ0 n 0 = nπ). According to the Paley–Wiener
Theorem ([Y, p. 38]), the answer is afﬁrmative provided that there exists
L ∈ 0 1 such that∥∥∥∥
N∑
n=1
cngn − hn
∥∥∥∥
L201
≤ L
∥∥∥∥d0 +
N∑
n=1
dnfn + cngn
∥∥∥∥
L201
(5.14)
for any ﬁnite choice of scalars c1     cn. Equivalently, we can show
that the sequence 	h˜n
 spans the odd subspace of L20 1 where
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h˜n = Pohn is the odd projection of hn, and for this it sufﬁces to show that
∑Nn=1 cng˜n − h˜nL201 ≤ L∑Nn=1 cng˜nL201 for some L ∈ 0 1, any
scalars c1     cN , and g˜n = Pogn.
Now for any ﬁxed N it is not hard to check that the maximum value of
the quotient ∥∥∑N
n=1 cng˜n − h˜n
∥∥2
L201∥∥∑N
n=1 cng˜n
∥∥2
L201
(5.15)
is the magnitude of the largest eigenvalue of B−1A (or of the generalized
eigenvalue of Ac = λBc), where AB are the Gram matrices with entries
anm =
∫ 1
0 g˜n − h˜ng˜m − h˜mdx bnm =
∫ 1
0 g˜ng˜m dx. These are completely
explicit integrals which may be computed with high accuracy. If we denote
by L2N this maximum value for various values of N , then we found LN ≈
01963 02052 02094 02114 for N = 5 10 20 40, and extrapolating N →
∞ gives L ≈ 0213. Thus, although we cannot quite regard it as a theorem,
it seems quite clear that for l = 0 1 	1 φl√µlj nx
n≥1 is complete for
the choice µl n = λl n 0, and in fact a much larger variation of µl n from
the base value n+ l2 2π2 can be allowed without losing completeness.
6. UNIQUENESS FOR THE CASE l = 0 2
Next we consider the case when the two indices are l1 = 0 l2 = 2.
Proposition 6.1. The set -0 2 is complete in L20 1. In particular, the
operator (2.15) with  =  0 2 and λl n 0 replaced with n+ l2 2π2 is one to
one on 	ζ ∈ L20 1 ∫ 10 ζ = 0
.
Proof. Suppose that ζ ∈ L20 1 is orthogonal to -0 2 = 	1 φ0nπx
φ2n + 1πx
, n = 1 2    . Then, as before, ζ must be odd and, by
Lemma 3.2, T2ζ must be orthogonal to cos 2n+ 1πx for n = 1 2    .
Thus T2ζ must be a linear combination of an odd function, a constant,
and cos 2πx; that is,
ζx + 12x
∫ 1
x
ζt
t2
dt − 24x3
∫ 1
x
ζt
t4
dt = χx + /0 + /2 cos 2πx (6.1)
where χx = −χ1− x and /0 and /2 are real constants.
From (6.1) and the fact that T∗21 = −1, it immediately follows that
/0 = T2ζ 1 = ζT∗21 = −ζ 1 = 0. Taking limits in (6.1) gives
5ζ0 = χ0 + /2 ζ1 = χ1 + /2 ζ ′0 = ζ ′1 = 0 (6.2)
from which we conclude that ζ0 = −ζ1 = /2/2 and consequently that∫ 1
0 ζ
′xdx = −/2.
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Suppose that a nontrivial solution triple ζ χ /2 of (6.1) exists. If we
differentiate four times, we obtain
ζ ′′′′ + 12ζ
′′′
x
+ 24ζ
′′
x2
− 24ζ
′
x3
= χ′′′′ + 2π4/2 cos 2πx (6.3)
Since ζ ′′′′ χ′′′′ are also odd, we may project this equation onto the subspace
of even functions to eliminate χ. If we again set yx = ζ ′x then the result
is
x21− x2y ′′ + 6x− 6x2 − 2y = 43/2π4x31− x3 cos 2πx (6.4)
with
y0 = y1 = 0
∫ 1
0
yxdx = −/2 (6.5)
Again, since (6.4) is a linear equation, we may assume that /2 > 0. Equa-
tion (6.5) shows that y must have a negative minimum at some x0 in  12  1.
But at such a point (6.4) implies that 6x − 6x2 − 2yx − 43π4x31 −
x3 cos 2πx ≤ 0, so that
yx ≥ 4/2π
4x31− x3 cos2πx
36x− 6x2 − 2 (6.6)
at x = x0. But minimizing the right-hand side of this over  12  1 gives
yx ≥ c0 where c0 ≈ −018/2, which contradicts (6.5). This shows that
yx = 0 and so ζ is a constant. The condition ∫ 10 ζxdx = 0 then shows
that ζ = 0.
7. UNIQUENESS FOR OTHER l VALUES
We will obtain a completeness result in several more cases, but ﬁrst we
derive some general formulas. First consider the case where l1 = l and
l2 = l+ 1. The parity of l makes some difference, so consider ﬁrst the case
when it is odd. The equations coming from (4.7) are
Tlζx= f x = χex +
l∑
k=1
k odd
/k coskπx
Tl+1ζx= gx = χox +
l+1∑
k=0
k even
/k coskπx
(7.1)
where /k ∈  for k = 0 1     l+ 1 χe is even, and χo is odd. On account
of Lemma 3.4 it is sufﬁcient to show that /k = 0 for k = 0 1     l + 1.
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Our primary tools in this task are Eq. (3.4) and the information on the
nullspaces of Tl as provided in Lemma 3.2.
Since T∗l+11 = −1 and ζ has mean value zero, /0 = −Tl+1ζ 1 =
− ζ T∗l+11 = ζ 1 = 0, and similarly f 1 = g 1 = 0. Clearly
Sl+1 f x = gx; by Lemma 3.2 we have the orthogonality conditions
f x2n = 0 n = 0     l g x2n = 0 n = 0     l + 1 (7.2)
and from (34) we have the coupling equations between f and g,
x2n−1 g = x2n−1Sl+1f  =
2n− l − 3
2n+ l + 1x
2n−1 f  (7.3)
The decompositions
x2n−1 =
n∑
j=1
anj
(
x− 1
2
)2j
+
n∑
j=0
bnjx
2j
=
n∑
j=1
cnj
(
x− 1
2
)2j−1
+
n−1∑
j=0
dnjx
2j (7.4)
for values of anj bnj cnj , and dnj that can be recursively computed, are easily
veriﬁed. Deﬁne In k =
∫ 1
0 x− 12 n coskπxdx. For each value of n 1 ≤ n ≤
l + 1, we have
∫ 1
0
x2n−1f xdx =
n∑
j=1
cnj
∫ 1
0
(
x− 1
2
)2j−1
f xdx+
n−1∑
j=0
dnj
∫ 1
0
x2jf xdx
=
n∑
j=1
cnj
∫ 1
0
(
x− 1
2
)2j−1
χexdx+
l∑
k=1
k odd
/k
n∑
j=1
cnjI2j−1 k
=
l∑
k=1
k odd
/k
n∑
j=1
cnjI2j−1 k (7.5)
∫ 1
0
x2n−1gxdx =
n∑
j=1
anj
∫ 1
0
(
x− 1
2
)2j
gxdx+
n∑
j=0
bnj
∫ 1
0
x2jgxdx
=
n∑
j=1
anj
∫ 1
0
(
x− 1
2
)2j
χoxdx+
l+1∑
k=2
k even
/k
n∑
j=1
anjI2j k
=
l+1∑
k=2
k even
/k
n∑
j=1
anjI2j k (7.6)
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Set Ank =
∑n
j=1 anjI2j k and Cnk =
∑n
j=1 cnjI2j−1 k so that from (7.3) we
have the l + 1 × l + 1 system for the 	/k
l+1k=1.
l+1∑
k=2
k even
Ank/k−
2n−l−3
2n+l+1
l∑
k=1
k odd
Cnk/k=0 n=1l+1 (7.7)
We have not been able to show that the system of equations (7.7) is uniquely
invertible for all l, although one can check this for any speciﬁc value.
For l = 1 we obtain the equation /0 = 0 and the pair 12/1 + 5/2 = 0 and
16/1 + 7/2 = 0, from which it readily follows that /1 = /2 = 0. For the case
l = 3, then in (7.7) we obtain a 4× 4 homogeneous system for /1 · · · /4, and
one can verify that the determinant of the coefﬁcient matrix is nonzero.
(After a calculation using symbolic manipulation we found that the deter-
minant of the coefﬁcient matrix is 78365/13343616π20.) Thus uniqueness
also holds in this case.
The case when l is even is slightly more difﬁcult for although we still
have the conditions (7.2) we must exchange the roles of f and g in (7.5)
and (7.6), and then (7.6) is only valid as stated for n ≤ l. This means
that the corresponding system (7.7) is underdetermined, providing only l
equations for the l + 1 unknowns /1     /l+1 (/0 = 0 as always). We can,
however, attempt to obtain one further relation by ﬁnding an element v in
the nullspace of PoSl+1Po as we did in (5.6). If such a v can be found then
it follows from (7.1) with odd and even reversed that it must be orthogonal
to
ψx =
l+1∑
k=1
k odd
/k coskπx +
l∑
k=2
k even
/kPoSl+1coskπx (7.8)
providing an additional homogeneous linear equation for /1 · · · /l+1. Again,
we have no general argument that this linear system is nonsingular.
In the case l = 2, for example, the two equations we get from (7.7) are
252/1 + 45/2 + 28/3 = 0 12/1 −
1
4
/2 +
4
27
/3 = 0 (7.9)
By using the form of the solution in (5.6) as a guide, we can verify that the
function
vx =
(
z3 − 9
22
z2 + 1
22
z − 1
924
)
log
(
x
1− x
)
+
(
x− 1
2
)(
z2 − 8
33
z + 7
660
)
 z = x1− x (7.10)
is an element in the null space of PoSl+1Po. The condition
∫ 1
0 vxψxdx =
0 is, by direct calculation, equivalent to
I1/1 + I2/2 + I3/3 = 0 (7.11)
where I1 ≈ 0047356 I2 ≈ −0000689, and I3 ≈ −0073139.
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It is easily veriﬁed that /1 = /2 = /3 = 0 is the only solution to (7.9) and
(7.11).
We can summarize our ﬁndings on the conjecture in
Proposition 7.1. For the case l l + 1 for l = 0 1 2 3, the sets -l l+1
are complete in L20 1. In particular, the operator (2.15) with  =  l l+1 and
λl n 0 replaced with n+ l2 2π2 is one to one on 	ζ ∈ L20 1
∫ 1
0 ζ = 0
.
We now brieﬂy consider the case l2 − l1 = 2 for there is considerable
overlap with the previous situation. If we assume l is odd then (7.1) becomes
Tlζx=f x = χex +
l∑
k=1
k odd
/k coskπx
Tl+2ζx=gx = χ˜ex +
l+2∑
k=1
k odd
/˜k coskπx
(7.12)
where χe and χ˜ex are even. There is an obvious reversal of parities in
these quantities if l is even. There are a total of l + 2 constants /k /˜k in
these equations and thus the maximum dimension of the nullspace is l+ 2.
Of course there are constraints similar to (7.2) and (7.3) from which we
can obtain relations between the values of /k and /˜k and thus reduce the
dimension of this null space.
We considered the 0 2 case in the previous section and for the (1, 3)
case we can argue as follows. The relevant equations are
S3S2f =g f x = χex + /1 cosπx
gx=χ˜ex + η1 cosπx+ η3 cosπx
(7.13)
The orthogonality relations (7.2) are
f 1 = f x2 = 0 g 1 = g x2 = g x4 = g x6 = 0 (7.14)
If we use χ to denote either χe or χ˜e then
∫ 1
0 χxdx = 0 and since χ
is even,
∫ 1
0 xχxdx =
∫ 1
0 x − 12 χxdx = 0. Thus (3.4) with n = 1 gives
x cosπxη1 + x cos 3πxη3 = 37x cosπx/1 or
η1 +
1
9
η3 −
3
7
/1 = 0 (7.15)
From (7.5) we obtain x3 χ = 32 x2 χ which, in view of the orthog-
onality relations, is equal to − 32 x2 cosπx/1 in the case of χe and
− 32 x2 cosπxη1 + x2 cos 3πxη3 in the case of χ˜e. Using (3.4) with
n = 3 gives g x3 = 121f x3 and combining these relations we obtain
η1 +
1
81
η3 −
1
21
/1 = 0 (7.16)
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The homogeneous equations (7.15) and (7.16) are of course insufﬁcient to
show that /1 η1, and η3 are all zero. A third equation would have to be
provided by one of the approaches used for the 0 1 and 0 2 cases.
8. NUMERICAL EXAMPLES
We now describe a computational method for the inverse spectral prob-
lem, based on the analysis of the earlier sections. The speciﬁc approach is
very much analogous to that used for the regular inverse Sturm–Liouville
problem in [LPR]. We do not claim that it is a practical method in the sim-
ple form presented here (among other things, a practical method should
use more than two l values), but it is a reasonable indication that it may
be possible to develop a constructive method based on properties of the
linearized mappings we have been studying. Furthermore, we can easily
illustrate some expected ill-posedness in the numerical examples.
Let us suppose that data consisting of a ﬁnite set of eigenvalues 	λl n

are given for l n ∈  = 	l n l = l1 l2 1 ≤ n ≤ N
. As discussed
in Section 2, we may then seek to solve the inverse spectral problem by
obtaining an approximate solution of
F q λl n = 0 (8.1)
where F is deﬁned in (2.13).
Of course the solution will no longer be unique, so we will seek the
unknown q in a ﬁnite-dimensional set, assuming in particular that it is rep-
resentable by the basis expansion
qx =
M∑
m=1
cmvmx (8.2)
for some set of basis functions 	vmx
Mm=1 ∈ L20 1. Since by preliminary
calculation we reduce to the case that
∫ 1
0 qxdx = 0, it is natural to choose
the basis functions with this property also. Clearly we should take M ≤ 2N
and we may regard F as a function of c1     cM when convenient to do
so. Let  be a 2N ×M matrix approximating DqF qk λl n. We seek to
solve the equation (8.1) by some form of Newton iteration,
δq = F qk λl n qk+1 = qk − δq (8.3)
The speciﬁc approximation we will use is
 = DqF 0 λl n 0 (8.4)
for which an explicit expression is given in (2.15). We might also replace
λl n 0 in (2.15) with either the exact eigenvalue λl n or by the leading term
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in the eigenvalue asymptotics, namely n+ l2 2π2, and the end result would
be virtually the same. If M < 2Nδq is understood to be the solution of the
above system in a suitable least-square sense. As in the regular Sturm–
Liouville inverse problem, there is little computational advantage to using
a full Newton scheme ([RS]).
Evaluation of the nonlinear forward map requires the computation of the
solution "1x λ q of (1.3) as described in Section 2. The most convenient
way to do this is by using the transformation ψx = xl+1yx leading to
the integral equation
yx = 1+ 1
2l + 1
∫ x
0
t1− t/x2l+1qt − λytdt (8.5)
on which is easily solved by standard numerical schemes for yx. We use
this form to evaluate the map F in our numerical reconstructions. In the
examples below, a numerical solution of (8.5) was accomplished by using
Simpson’s rule with the 3/8 rule for the endpoint panels.
Computing the increment δq then requires the solution of a linear system
with coefﬁcient matrix . Although the analysis of the preceding sections
proves or suggests that  will be nonsingular, in practice it is always rather
ill-conditioned, so that some regularization will always be necessary.
Assuming the eigenvalue data is of high accuracy, we can invert (8.3)
using a singular value decomposition provided that 2N ≥ M . If M is sufﬁ-
ciently small then we are effectively regularizing by spectral cutoff and no
further regularization is required. With increasing error in the data we can
simply delete all singular values of  less than a certain amount (depending
on the noise level) and this in effect automatically reduces the basis size N
to accommodate the additional error. An alternative is Tikhonov regular-
ization in which δq is obtained by solving ∗+ αEδq = ∗F qk λl n.
Here α is a regularization parameter to be chosen with respect to the esti-
mated noise level (more noise requires a larger α) and E is a matrix that
depends on the structure of the function q to be recovered. Typically one
takes E to be the identity, although other choices are possible [K].
As usual in methods relying on a basis representation for the unknown,
there are some ad hoc elements about the choice of the basis and some
expectation that the condition numbers of the resulting matrix  will
depend on the choice. When we used either a trigonometric basis set or a
spline basis we noted that the singular values of the matrix  decreased
more rapidly with larger values of l. This is to be expected since from (2.12)
the kernel depends on the term xl, and indeed the decay of the singular
values of  is much more rapid than in the regular inverse Sturm–Liouville
problem. The usual “folk theorem” here is that the optimal choice from
the point of view of best conditioning of the inversion process is to use
eigenfunctions of the underlying differential operator. For the regular
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FIG. 1. Reconstructions with 5% error in rn l .
inverse Sturm–Liouville problem this amounts to choosing a trigonomet-
ric basis set (solutions of the base equation −u′′ = λu) ([RS]). In the
singular case this would involve using a basis set consisting of spherical
Bessel functions with the order dictated by the values of l being used. The
gain here is in general illusionary; a basis set consisting of the constant
function and spherical Bessel functions of order l (where l is the highest
of the orders used) will give a poor representation for any function with
features near the origin. This just illustrates the point that in computing
an “effective potential” ll + 1/x2 + qx from (1.3), the known singular
term dominates the unknown part near the origin.
The ﬁgures show numerical reconstructions using the above techniques.
In each case synthetic numerically-generated data λn l were obtained using
an eigenvalue solver adapted for the singular case [BEZ], and a certain
level of uniformly random noise was added. Just how this noise was added
makes a considerable difference to the inversion process.
In reconstructions in Fig. 1 we subtracted the leading terms of the asymp-
totic expansion n+ l2 2π2 − ll+ 1 as indicated by (2.11). To the remain-
der we added 5% random error, effectively, to the sequence rl n. It could
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FIG. 2. Reconstructions with 0.5% error in λn l .
be argued that the “true data” are the eigenvalues themselves and that this
construct is artiﬁcial. Indeed, we are in actuality removing a substantial part
of the ill-conditioning in the problem by ensuring that the dominant term,
as distinct from the term holding information about the unknown potential,
is error free. A similar situation holds in the non singular case; see [RS].
A cosine basis, vnx = cosn − 1πx, was used and we took N = M =
10. Regularization was by the Tikhonov method and the ﬁgures show the
reconstructions using four pairs of l values. With this noise level, effective
numerical convergence was obtained with about six iterations in each case.
The general features we point out are that in general smaller l values give
better reconstructions and this is particularly noticeable near the endpoint
x = 0; this is exactly as should be expected from the above discussion.
The ﬁgures shown were taken from the median values (as measured by the
difference in the L2 norm of q) of the results of 10 experiments each with
a different random vector added to the residual part rl n of the eigenvalue
sequences.
The two reconstructions in Fig. 2 consider the l = 0 1 case except that
the noise is now added directly to the eigenvalues themselves. The level
of error was 0.5%, this being the maximum level for which we could reli-
ably obtain reconstructions. The ﬁgure on the left uses data consisting of
only the ﬁrst 5 eigenvalues in each sequence; that on the right uses the
ﬁrst 10 eigenvalues, as in Fig. 1. Fewer data here give a superior recon-
struction since an error / in λ5 l is approximately 5 + l/22π2/ and this
is in effect the error transferred to the information-holding term r5 l. For
the same percentage error in λ10 l, considerably more error is transferred
to the corresponding term r10 l. Clearly, as more eigenvalues are included
in this process the farther removed from an l2 sequence the information-
holding term rn l will appear. This effect will become more marked with
higher values of l.
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APPENDIX A: PROOF OF PROPOSITION 2.1
First note that the general solution of (1.3) when q ≡ 0 is
ψx = xC1jl
√
λx + C2yl
√
λx (A.1)
The spherical Bessel functions have small x behavior,
jlx=
xl
2l + 1!! +Ox
l+2
ylx=−2l − 1!!x−l−1 +Ox−l+1 x→ 0
(A.2)
where 2n+ 1!! = 1 · 3 · 5 · · · 2n+ 1. To satisfy (1.5) we must have C2 =
0, and so by Eq. (1.4) the eigenvalues are characterized as the positive
solutions of jl
√
λ = 0; i.e., jl
√
λl n 0 = 0.
Now for any q we can choose a fundamental set of solutions "1 =
"1x λ q"2 = "2x λ q of (1.3) with the normalizations
lim
x→0
"1x λ q
xl+1
= 1 lim
x→0
"2x λ ql = 1 (A.3)
In particular, we then have
"1x λ 0 =
2l + 1!!xjl
√
λx
λ
l
2
"2x λ 0 = −
λ
l+1
2 xyl
√
λx
2l − 1!! (A.4)
and
"11 λl nq = 0 l = 0 1 2     n = 1 2     (A.5)
Deﬁne wx λ q = Dq"1ζx λ q = ddt"1x λ q+ tζt=0, so that
w′′ +
(
λ− ll + 1
x2
− q
)
w = "1ζ 0 < x < 1 (A.6)
lim
x→0
wx λ q
xl+1
= 0 (A.7)
Specializing to the case q = 0 and using (A.4) give
w′′ +
(
λ− ll + 1
x2
)
w = 2l + 1!!xjl
√
λxζx
λ
l
2
 (A.8)
We claim that
w1 λ 0 = 2l + 1!!
λ
l−1
2
∫ 1
0
x2jl
√
λxyl
√
λjl
√
λx
−jl
√
λyl
√
λxζxdx (A.9)
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To see this, we make use of the fundamental set 	"1x λ 0"2×
x λ 0
 to represent the solution w. The identity jlxy ′lx − j′lxylx =
x−2 ([AS]) shows that the Wronskian is W "1"2x = −2l + 1 for
q = 0 and any λ. Substituting wx = a1x"1x λ 0 + a2x"2x λ 0,
the usual variation-of-parameters technique leads to
a′1x = −
"1x λ 0"2x λ 0ζx
W "1"2x
= −
√
λx2jl
√
λxyl
√
λxζx (A.10)
and
a′2x =
"21x λ 0ζx
W "1"2x
= −2l + 1!!
2x2j2l 
√
λxζx
2l + 1λl  (A.11)
The asymptotic behaviors a′1x = Ox and a′2x = Ox2l+2 as x → 0
show that a1 a2 are continuous on 0 1. The condition (A.7) can then only
be satisﬁed if a10 = a20 = 0. Thus we obtain a11 a21 by integration
of (A.10) and (A.11). Then w1 λ 0 = a11"11 λ 0+ a21"21 λ 0
yields (A.9) after substitution of (A.4) and some algebraic simpliﬁcation.
Finally, substitute λ = λl n 0 to get (2.15) with
cl n =
2l + 1!!yl
√
λl n 0
λ
l−n/2
l n 0
 (A.12)
which must be nonzero since jl
√
λl n 0 = 0 and jl yl cannot simultane-
ously vanish.
APPENDIX B: PROOFS OF LEMMAS 3.1–3.4
Proof of Lemma 3.1. Parts (i) and (ii) are easily veriﬁed by direct com-
putation. For part (iii), if we deﬁne the function h and the operator
 by h = g = x−2l ∫ x0 s2l−1gsds, then since x−2l ∫ x0 s2l−1gsds ≤
x−1
∫ x
0 gsds, it follows that g ≤ x−1
∫ x
0 gsds2 and the Hardy
inequality applied to the last term gives g2 ≤ 2g2. This is sufﬁ-
cient for our present purposes, although the estimate is far from the best
possible. It can be improved to  ≤ 2/4l − 1. For α > − 12  xα is an
eigenfunction of  with eigenvalue 1/2l + α. Therefore we must have
 = 2/4l − 1, showing that this estimate on  is sharp. It follows
that S∗l = I− 4l is a bounded operator and hence Sl is also bounded.
To prove (iv), suppose that Slf  = h. Setting f˜ x = x−2lf x and
h˜x = x−2lhx we obtain f˜ 1 = h˜1 and the equation xh˜ − f˜  +
4l
∫ 1
x f˜ sds = 0. Differentiating gives xf˜ ′x + 4l + 1f˜ x = xh˜′x +
h˜x or f˜ 1 − x4l+1f˜ = ∫ 1x s4l+1h˜′sds+ ∫ 1x s4lh˜sds. Integrating by parts
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gives x4l+1f˜ x − x4l+1h˜x = 4l ∫ 1x s4lh˜sds or by converting to the orig-
inal functions x2l+1f x = x2l+1hx + 4l ∫ 1x s2lhsds. From this it follows
that if h = 0 then f = 0. This shows that Sl is one to one and also
veriﬁes (3.3).
For part (v), direct computation shows that S∗l xn = n− 2l/n+ 2lxn
for each n > − 12 . This veriﬁes (3.4) and also shows that x2l is in the
null space of S∗l . Suppose that gx is also in the null space so that
hx = x2l−1gx satisﬁes hx = 4l/x ∫ x0 hsds. From this it fol-
lows that h′x = 4l−1
x
hx. The general solution of this equation is
hx = Cx4l−1. Thus gx = Cx2l. This shows the null space of S∗l consists
of exactly the function x2l.
Next, the spherical Bessel functions obey the recursion relations ([AS,
10.1])
xjl = l − 1jl−1 − xj′l−1 xjl−1 = l + 1jl + xj′l  (B.1)
Inserting these two relations into the identity xjljl−1 = xjljl−1 gives
jl−1l − 1jl−1 − xj′l−1 = jll + 1jl + xj′l (B.2)
from which we obtain xjlj′l + jl−1j′l−1 + l + 1j2l = l − 1j2l−1. This last
equation can be written in the form
x2l+22jlj′l + 2jl−1j′l−1 + 2l + 2x2l+1j2l + j2l−1 = 4lx2l+1j2l−1 (B.3)
or equivalently as x2l+1j2l + j2l−1′ = 4lx2l+1j2l−1. We integrate this to
obtain
x2l+2j2l + j2l−1 = 4l
∫ x
0
s2l+1j2l−1sds (B.4)
From the deﬁnition of S∗l and φl = x2j2l the above equation is equivalent
to
x2lφl +φl−1 = 4l
∫ x
0
s2l−1φl−1sds (B.5)
This is precisely the statement that φl = −S∗l φl−1, which shows (vi).
To show the ﬁnal part we differentiate Slf  = g once to obtain
f ′x + 4l
x
f x − 4l2l − 1x2l−2
∫ 1
x
f s
s2l
ds = g′x (B.6)
Eliminating the integral term between this and the original equation gives
the relation
xf ′x + 2l + 1f x = xg′x − 2l − 1gx (B.7)
and after differentiating k− 1 times we obtain
xf kx + 2l + kf k−1x = xgkx − 2l − kgk−1x (B.8)
In particular, taking k = 2l gives (3.6).
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Proof of Lemma 3.2. For f ∈ L20 1 and µ > 0 we deﬁne fµx =
f µx. Then by a simple change of variables in (3.2) we see that S∗l f µx.
This shows that (3.5) can be written as φl
√
λx = −S∗l φl−1
√
λx. Then
from (3.7) we get φl
√
λx = −T∗l φ0
√
λx, and by putting this together
with the fact that S∗l 1 = −1 we get (3.8). The boundedness and one-to-
one property of Tl follows directly from (3.7) and Lemma 3.1. Since T
∗
l
is the product of S∗l · · ·S∗2S∗1, we also note that the null space of T∗l is of
dimension at most l. Since each monomial xn is an eigenfunction of every
operator S∗l we see that this is also true of T
∗
l and indeed T
∗
l will annihilate
every function that each of S∗1S
∗
2    S
∗
l does. This is precisely the set
	x2 x4     x2l
.
Proof of Lemma 3.3. We write g0 = f g1 = Slf  gj+1 = Sl+jgj, and
so g = gm = Sl+mgm−1. From g1 = Slg0 it follows that g1 and hence by
extension gj ∈ C∞0 1. The continuity of the derivatives at x = 0 will in
fact follow from the results below.
From (B.7) with l replaced with l + j we obtain
xg′jx + 2l + 2j + 1gjx = xg′j+1x − 2l + 2j − 1gj+1x (B.9)
and after differentiating k− 1 times we obtain for each j the formula
xg
k
j x + 2l + 2j + kgk−1j x
= xgkj+1x − 2l + 2j − kgk−1j+1 x (B.10)
First note that g11 = f 1, and by taking limits as x → 0 in g1 =
Slf  we see that limx→0 g10 = − 2l+12l−1f 0, and so g1 extends to be con-
tinuous on 0 1. Continuing in this manner we have g1 = f 1 and
g0 = −1m 2l+2m+12l−1 f 0. The only circumstances in which these pair of
equations can hold under the assumption of parity on f and g are for
f 0 = g0 = f 1 = g1 = 0. In addition, each intermediate function
extends to be continuous on 0 1 and must also satisfy gj0 = gj1 = 0.
Suppose that for some k gk−1j 0 = gk−1j 1 = 0 for j = 0    m.
From repeatedly differentiating gj+1 = Sl+jgj it follows that for each
j g
k
j 1 = gkj+11, and taking limits in (B.10) we must have gkj 0 =
2l+2j+k+1
2l+2j−k−1g
k
j+10. Together these last two equations imply that gk1 =
f k1 and gk0 = −1m 2l+2m+k+12l−k−1 f k0. The parity conditions on f
and g now imply that gk0 = f k0 = 0 and gk1 = f k1 = 0. The
conclusion now follows by induction.
Proof of Lemma 3.4. For the case m = 0 if f and g have the same parity
then it follows by projecting (3.6) onto the subspace of opposite parity that
f 2l−1x = 0. In this situation f is a polynomial and the facts that f and
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hence g equal 0 follow from Lemma 3.3. If f and g have opposite parity
then we set Y x = f 2l−1x, and so from (3.6) we get
Y ′x + 4l
x
Y x = g2lx (B.11)
Projecting onto the subspace of L20 1 with opposite parity to g then
yields
Y ′x +
(
2l
x
− 2l
1− x
)
Y x = 0 (B.12)
The general solution of (B.12) can be computed; it is Y x = Cx1−x−2l
for some constant C. In order for f ∈ L2 C must be zero and thus f must
be a polynomial of degree p ≤ 2l − 2, and the conclusion again follows
from Lemma 3.3.
For the case m = 1, by applying (3.6) successively with l and l + 1 we
obtain
g2l+2 = f 2l+2 + 42l + 1
(
1
x
f 2l+1 + 2l
x2
f 2l − 2l
x3
f 2l−1
)
 (B.13)
The case of interest is when f and g share the same parity, and if we project
this equation onto the subspace of L20 1 of opposite parity to f and set
Y x = f 2l−1x we get
Y ′′x + 2l 1− 2x
x1− xY
′x − 2l3x
2 − 3x+ 1
x21− x2 Y x = 0 (B.14)
Equation (B.14) has x = 0 1 as regular singular points, and we may com-
pute that the roots of the corresponding indicial equation are −2l and 1.
Since these differ by an integer, there exists a fundamental set 	Y1 Y2
 in
which Y1x = Ox and Y2x = CY1x log x + Ox−2l as x → 0. The
solution Y2 cannot correspond to f ∈ L20 1 and so must be excluded. It
follows immediately that Y x ≡ 0 since otherwise Y must have a positive
maximum or negative minimum at a point x0 ∈ 0 1 and (B.14) eval-
uated at x = x0 would give a contradiction, since 3x2 − 3x + 1 > 0 on
(0,1). Thus f g are polynomials, with all derivatives vanishing at x = 0 1
by Lemma 3.3, and so f g ≡ 0. (One could also argue directly that f g
must have analytic extensions to an open interval containing 0 1 so that
the conclusion would again follow from Lemma 3.3.)
The case when m = 1 and f g have opposite parity is not needed in what
follows, so we just sketch the argument. Projecting (B.13) onto the subspace
of opposite parity from g, we get a third-order ODE for Y = f 2l−1, which
is again regular singular at x = 0 1. Checking the indicial equation for pos-
sible behaviors at the endpoints we ﬁnd the roots 1−4l−4l+ 2. The latter
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two possibilities must be excluded as too singular, so that the only admis-
sible solution of Y x is Ox at x = 0, and similarly at x = 1. Thus f g
must have analytic extensions to an open interval containing 0 1 and so
are zero by Lemma 3.3.
Remark. We can extend part of this argument to higher values of m.
In general we obtain Y x = f 2l−1x as the solution of an equation with
regular singular points at x = 0 1 and we can compute the roots of the
corresponding indicial equation. The roots turn out to be positive odd inte-
ger powers plus complex roots with real part −2l. Speciﬁcally, there are m
roots with real part −2l plus m − 1 roots 1 3 5    in the case that m is
odd and m− 1 roots with real part −2l plus m− 1 roots 1 3 5    in the
case that m is even. However, at present we are unable to show that all
solutions which are not regular at x = 0 1 must be excluded.
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