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Tikhonov ﬁlterAbstract Noises always disturb the control effect of an environment test especially in multi-input
multi-output (MIMO) systems. If the frequency response function matrices are ill-conditioned, the
noises in the driving forces will be ampliﬁed and the response spectral lines may awfully exceed their
tolerances. Most of the major biases between the response spectra and the reference spectra are pro-
duced by the ampliﬁed noises. However, ordinary control algorithms can hardly reduce the level of
noises. The inﬂuences of the noises on both the auto- and cross-power spectra are analyzed in this
paper. As a conventional frequency domain method on the inverse problem, the Tikhonov ﬁlter is
adopted in the environment test to suppress the exceeding spectral lines. By altering regularization
parameters gradually, the auto-power spectra can be improved in a closed control loop. Instead of
using the traditional way of selecting regularization parameters, we observe the coherence change to
estimate noise eliminations. Incidentally, the requirement of coherence control can be realized. The
errors of the phase are then studied and a phase control algorithm is introduced at the end as a sup-
plement of cross-power spectra control. The Tikhonov ﬁlter and the proposed phase control algo-
rithm are tested numerically and experimentally. The results show that the noises in the vicinity of
lightly damped resonant peaks are more stubborn. The response spectra are able to be greatly
improved by the combination of these two methods.
 2016 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is
an open access article under theCCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Vibration environment tests are performed to ensure that a
device can withstand the vibrations encountered during its ser-
vice lifetime in its environment. Several conventional vibration
tests are used for simulating an environment: random, shock,
swept sine wave, or their combinations. Among these environ-
ments, random loads are the most common forces that prod-
ucts may endure.1,2 Traditionally, a random environment test
is conducted with only one exciter. However, there are circum-
stances which cannot be simulated properly with this manner.doi.org/
2 S. Cui et al.It is pointed out in the MIL-STD-810G that the most practical
environment endured by a materiel should be reproduced with
multiple exciters. Therefore, the multi-exciter-test (MET)
method has been involved in the MIL-STD-810G since 2008.
In an environment test, two disturbances are able to com-
promise the quality of the test: inaccurate measurements of fre-
quency response function matrices (FRFMs) and ill-condition
of the FRFMs. The former errors are usually caused by low-
level noises or lack of high enough measuring accuracy when
some resonances are lightly damped.3 A number of control
algorithms4–6 have been developed to eliminate biases between
the references and the response spectra caused by this kind of
errors in multi-input multi-output (MIMO) environment tests.
The latter kind is also noise-related. In an MET, FRFMs are
used to generate dynamic forces by an inverse operation. Once
they are severely ill-conditioned at some frequencies, the noises
in the driving forces will be ampliﬁed to unacceptable levels.
The ampliﬁcation of noises is often marked as an inverse prob-
lem. Unlike the errors brought by inaccurate FRFMs, the
ampliﬁed noises in the driving forces will produce exceeding
spectral lines in the response spectra, which cannot be sup-
pressed by the above-mentioned algorithms. These high-level
noise components in the response spectra may eventually result
in a test failure. Many papers have studied the inverse problem
in different frameworks. We can distinguish two main cate-
gories: one considering physical means and the other using
mathematical tools.
Early works tend to reveal the reason of inverse difﬁculty
through physical phenomena. Fabunmi7,8 investigated the
modes participating in FRFMs, and found that at a given fre-
quency, the number of orthogonal modes had a direct relation-
ship with the condition of the FRFMs. In the vicinity of lightly
damped frequencies, only one mode dominated the FRFMs.
Thus, the FRFMs are ill-conditioned severely. Lee and Park9
proposed a two-step method to stabilize the inversion in the
domain of force identiﬁcation. The ﬁrst is to improve the condi-
tion of FRFMs by a proper selection of measurement positions
to avoid the smallest singular values. The second is to modify
the structures by attaching dampers. Their suggestions are con-
structive. A damped structure has less acute resonant peaks at
which FRFMs contain themost errors. However, in an environ-
ment test, the modiﬁcations on a product’s structure violate the
intention of the test. Even if the inverse problem can be solved
easily, the test article is not the original one and we still have no
idea of the operating condition of the unmodiﬁed product.
Chiementin et al.10,11 explained the relations between modal
analysis and the determinant of FRFMs. They proposed an
experimental approach by placing sensors in well-conditioned
areas. Although their achievements are thorough and contribu-
tive, the method is not developed for environment tests either.
The most widely adopted mathematical tools on the inverse
problem are frequency domain methods. Ill-conditioned singu-
lar values are altered by different algorithms in the frequency
domain. The ﬁrst kind tends to cancel some singular values.
Powell and Seering12 suggested to reject the lowest singular val-
ues which were considered as noises by them. The method pro-
posed by Romano and Lopez13 was not so radical. Their idea
was to abandon the singular values lower than 10% of the high-
est singular values. Thite and Thompson14 rejected singular val-
ues according to the errors in both FRFMs and responses. ThePlease cite this article in press as: Cui S et al. Multi-input multi-output random vib
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son and Yoon15,16 adopted singular values discarding and the
Tikhonove ﬁlter as well within the framework of force identiﬁ-
cation. The threshold selection criterion is also presented in
their papers. Hansen17 proposed the well-known L-curve prin-
ciple, which was very helpful to choose the optimal regulariza-
tion parameters. Recently, Jia et al.18 performed an
experimental study based on a weighted regularization method.
Although a lot of methods and principles have been developed,
few of them have been developed for environment tests.
In an environment test, the inverse problem has been
noticed since Smallwood et al.5,19–24 built the foundation of
this domain. Smallwood was inclined to correct FRFMs
before a test. The earliest method of generating pseudo-
inverse of ill-conditioned FRFMs by Smallwood20 is to
remove the offending row and column from FRFMs, invert
the reduced matrix, and expand and insert a row and a column
or zero back. In 1993, Smallwood and Paez23 suggested using
singular value decomposition (SVD) to eliminate meaningless
small singular values. When Smallwood proposed his random
control algorithm in 1999,5 a further emphasis was made that
great care must be taken at frequencies where FRFMs were ill-
conditioned. However, no concrete method or related experi-
ment was described in that paper. Generally, his idea was
nothing different from singular values discarding.12–14 In fact,
a simple rejection of singular values has a number of incidental
defects no matter how accurate the thresholds are. Afterwards,
Underwood et al.25,26 also made some progresses on this prob-
lem. Underwood and Keller25 managed to conduct a closed-
loop control which updated FRFMs every loop rather than
only correcting the FRFMs at the beginning of a test to allevi-
ate ill conditioning. In 2002, Underwood26 summarized the
singular problem of MIMO random environment tests. A con-
trol algorithm, which is known as adaptive control algorithm,
was published in the meantime. The algorithm is alleged to be
capable of updating FRFMs to reduce noises and achieve the
goal of control. Details of this algorithm are covered by
patented rights. Thus, developing an algorithm which can give
consideration to both ill conditioning and control necessity is
still a good option.
The following section provides a brief overview of the the-
ory on MIMO random vibration tests and the inverse problem
in environment tests. The details can be obtained in works of
Smallwood et al.19–242. Theory on MIMO environment tests and inverse problem
2.1. Driving signal generation
The conﬁguration of an environment test is shown in Fig. 1.
The frequency response function matrix G of the under-test
system is initially measured, and the original L is calculated
from the reference spectrum R. The driving spectrum D is
obtained with a random phase matrix P. The driving signal
x in the time domain is then generated by inverse fast Fourier
transformation (IFFT) and time domain randomization. The
response signal y is measured and the power spectrum matrix
Syy is calculated. Syy is compared with the reference spectrum
R and a corrected new Lnew is obtained by the control algo-ration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
Fig. 1 Block diagram of an MIMO random vibration test.
Multi-input multi-output random vibration control using Tikhonov ﬁlter 3rithm. After that, the driving spectrum D is updated and a new
driving signal x is generated. The process is continued until the
end of the test.
According to Fig. 1, the control target of an n-input n-
output random vibration environment test is to keep the power
spectrum of the response be identical to the reference spectrum
R, i.e.,
Syy ¼ R ð1Þ
where the diagonal elements of Syy and R are auto-power spec-
tra and the off-diagonal elements are cross-power spectra.
In order to achieve Eq. (1), the corresponding drive spec-
trum should be23
D ¼ ALP ð2Þ
where A is the Moore-Penrose pseudo-inverse of G
A ¼ Gþ ð3Þ
L in Eq. (2) is the lower triangular matrix of the Cholesky
decomposition of the reference matrix
R ¼ LLH ð4Þ
where the superscript ‘‘H” denotes the operation of conjugate
transpose. P is an accessional random phase matrix whose off-
diagonal elements are zeros and diagonal elements are exp(ihi)
(i= 1, 2, . . ., n), in which hi denotes the phase angle with a uni-
form distribution in the interval ½p; p and i equals to ﬃﬃﬃﬃﬃﬃ1p .
Theoretically, the response of the system in the frequency
domain can be expressed as
Y ¼ GALP ð5Þ
Then the response spectrum matrix should be
Syy ¼ YYH ¼ GALPPHLHAHGH ð6Þ
Since the matrix A is the inverse of the system G, the
response Y is
Y ¼ LP ð7Þ
Then Syy can be simpliﬁed to be
Syy ¼ LPPHLH ¼ LLH ¼ R ð8Þ
Unfortunately, the matrix A could never be the real inverse
of the system G, which is obvious because of noise and some
other errors. It can be written as
GA ¼ Iþ E ð9ÞPlease cite this article in press as: Cui S et al. Multi-input multi-output random vib
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Substituting Eq. (9) into Eq. (6), the real response spectrum is
Syy ¼ ðIþ EÞLPPHLHðIþ EÞH ¼ ðIþ EÞRðIþ EÞH–R ð10Þ
That is why one needs a control algorithm. Most of the
available control algorithms, such as Smallwood’s algorithm5
and the matrix power control algorithm,6 are devoted to elim-
inate this kind of errors. However, there exist other errors
which are more complicated and difﬁcult to be controlled by
these kinds of algorithms.
2.2. Inverse problem in environment test
Considering all kinds of noises, we write the real response spec-
trum Syy as
Syy ¼ Rþ Sn ð11Þ
where Sn is the power spectrum produced by all kinds of noises
and the noises in the environment test always take effect in the
form of a spectrum. Assuming that Ly comes from the Cho-
lesky decomposition of Syy, it can be expressed as
Ly ¼ Lþ Ln ð12Þ
where Ln is also the noise component. Substituting Eq. (12)
into Eq. (2), the real driving spectrum will be
Dreal ¼ AðLþ LnÞP ¼ ALPþ ALnP ¼ DþDn ð13Þ
In Eq. (13), Dreal is the real driving spectrum applied to the
test specimen and Dn comes from the noises. Generally, the
level of Dn is too low to contribute remarkable responses.
However, when the system G is ill-conditioned at some fre-
quencies, it will be different. Let the SVD of G be
G ¼ UdiagðriÞVH ð14Þ
where ri is the ith singular value (i= 1, 2, . . ., n), and vi and ui
are the column vectors of V and U, respectively. Then, Eq. (13)
can be written as
Dreal ¼ G1ðLþ LnÞP ¼ Dþ
Xn
i¼1
r1i ðuHi LnÞvi ¼ DþDn ð15Þ
It is more obvious that when any singular value of G
approaches zero, the components caused by the noises in the
driving spectrum will become unexpectedly large.ration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
4 S. Cui et al.2.3. Tikhonov filter
The Tikhonov ﬁlter is a typical method on regularizing singu-
lar values and has been widely adopted in force identiﬁcation.
The function of the ﬁlter is
waðr2Þ ¼ r
2
r2 þ a ð16Þ
The regularized driving forces will be
Fa ¼ Vdiag r
2
i
r2i þ a
r1i
 
UHYa ¼ Vdiag rir2i þ a
 
UHYa ð17Þ
where Fa is the regularized driving loads and Ya is the mea-
sured responses. In this equation, the regularized singular val-
ues are
ri
r2i þ a
¼ 1
ri þ a=ri < r
1
i ð18Þ
Choosing proper regularization parameters a, the singular
values can be decreased and the noises contained in Ya will
be reduced. We assume that
a ¼ kr2i ð19Þ
Eq. (16) can be turned into
waðr2i Þ ¼
r2i
r2i þ kr2i
¼ 1
1þ k ð20Þ
The curve of the function with k changing is shown in
Fig. 2. It can be obtained that when k is less than 103, the ﬁl-
ter is invalid, and when k is over 103, the corresponding singu-
lar values are totally eliminated.
A lot of principles have been developed for regularization
parameters selection. The most widely used principle is to eval-
uate the errors brought by this regularization. According to
Vogel’s work27, the representation of Morozov’s discrepancy
principle is
ea ¼ kGFa  Y0k ð21Þ
where Y0 is the non-regularized responses. Along with the
change of a, the error ea reaches its minimum and the regular-
ization parameters are the best ones. More details can be
obtained in Ref. 27.Fig. 2 Curve of Tikhonov ﬁlter function waðr2Þ as k changes.
Please cite this article in press as: Cui S et al. Multi-input multi-output random vib
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Under most circumstances, ampliﬁed noises caused by ill con-
ditioning are the main reason that the identiﬁed forces do not
match their origins in the domain of input estimation. This
inverse difﬁculty in force identiﬁcation is actually an ill-posed
problem in which there are less equations than unknown vari-
ables. The Tikhonov ﬁlter is one of the widely used methods
which can stabilize the ill-posed problem. However, some dif-
ferences are noteworthy when we decide to adopt the ﬁlter in
MIMO power-spectra regeneration. Firstly, the Tikhonov ﬁlter
involved in least square schemes28 for force reconstruction
requires corresponding methods, such as the L-curve principle,
to determine the optimal regularization parameters. In MIMO
vibration control, we have our own thresholds, namely ±3 dB
tolerances, to estimate the quality of response spectra. Some-
times we don’t have to ﬁnd the optimal regularization parame-
ters if the response spectra have been adjusted properly in terms
of the MIL-STD-810G. Secondly, cross properties are seldom
considered as a problem in force identiﬁcation while we moni-
tor coherence and phase in theMIMO environment test to eval-
uate the condition of cross-power spectra. Moreover, cross-
power spectra can hardly be controlled only using singular
value modiﬁcation methods.
We adopt the Tikhonov ﬁlter in this section to eliminate
noises in auto-power spectra and propose a criteria to select
regularization parameters based on environment control.
Afterwards, a phase control algorithm is recommended to
reduce the errors brought by inaccurate measurement of the
phase of FRFMs.
3.1. Auto-power spectra control
The regularization parameters’ selection described in Sec-
tion 2.3 is developed for force identiﬁcation and the idea of
adopting the Tikhonov ﬁlter has not been used in environment
tests before.
The noises in the response spectra originate from two
sources. One is the native noises in the measurement channels.
Their levels are low and can hardly be reduced. The other is the
components produced by the ampliﬁed noises in the driving
forces. These noise components in the response spectra have
a relatively high level and the corresponding response spectra
may exceed their tolerances because of these high-level noises.
Therefore, the selection of ill-conditioned frequencies is in
terms of auto-power spectra tolerances. Assuming that the sys-
tem has n inputs and n outputs. The method is
Aa ¼ ðGHGþ aIÞ1GH; if Syy;ii P toli ði ¼ 1; 2; . . . ; nÞ ð22Þ
where Aa is the regularized impedance matrix, Syy,ii is the ith
auto-power spectrum, and toli is the upper tolerance of the
ith auto-power spectrum.
The initial parameter a0 is related to the smallest singular
values rn. Usually, the smallest singular values take the respon-
sibility of amplifying the noises. The regularization should
start with rn. It has been mentioned in Section 2.3 that the ini-
tial multiple of the ﬁlter function is 0.001, and thus we set a0 as
below:
ai ¼ bai1 i ¼ 1; 2; . . .
a0 ¼ 103r2n

ð23Þration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
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initial parameter is 103r2n. At the beginning, only the smallest
singular value rn is altered. When a is over 10
3r2n1, r
2
n1 is
going to be changed. If the auto-power spectra do not drop
below the upper tolerances, the rest of singular values will be
altered in this manner. As a result, for n-input and n-output
systems, the multiple b should be
b ¼ r2j1=rj2
 1=e
2 6 j 6 n ð24Þ
where e is the expected times of the control loop. For a simpler
situation, in which there are only two inputs and two outputs,
the multiple b should be
b ¼ r21=r22
 	1=e ¼ j2=eðGÞ ð25Þ
where jðGÞ denotes the condition number of the FRFMs.
When the system is ill-conditioned, the multiple b is relatively
large.
3.2. Coherence control
The tolerances of cross-power spectra are deﬁned in terms of
coherence and phase. The ordinary coherence equation
between two noise-free signals is
cij ¼
EðSyy;ijÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EðSyy;iiÞEðSyy;jjÞ
p ð26Þ
where EðÞ denotes the expected value, Syy,ij denotes the mag-
nitude of the cross-power spectrum between the ith and jth sig-
nals, and Syy,ii and Syy,jj are the auto-power spectrum of the ith
and jth signals, respectively. We can obtain from Eq. (26) that
the coherence control is highly related with the control of the
auto-power spectra. We assume that Yi and Yj are the true
response signals in the frequency domain, and Ni and Nj are
the related noises mixed in the responses. These noises are usu-
ally independent on response signals and each other. Then,
E Snoisyyy;ij
 
¼ E ðYi þNiÞ Yj þNj
 	H 
¼ E YiYHj
 
þ E YiNHj
 
þ E NiYHj
 
þ E NiNHj
 
¼ E YiYHj
 
¼ E Syy;ij
 	 ð27Þ
E Snoisyyy;ii
 
¼ E ðYi þNiÞðYi þNiÞH
 
¼ E YiYHi
 	þ E YiNHi 	þ E NiYHi 	þ E NiNHi 	
¼ E YiYHi
 	þ E NiNHi 	 ¼ E Syy;ii 	þ E Sn;iið Þ ð28Þ
E Snoisyyy;jj
 
¼ E ðYj þNjÞðYj þNjÞH
 
¼ E YjYHj
 
þ E YjNHj
 
þ E NjYHj
 
þ E NjNHj
 
¼ E YjYHj
 
þ E NjNHj
 
¼ E Syy;jj
 	þ EðSn;jjÞ ð29Þ
Substituting the above three equations into Eq. (26), the
noisy coherence is
cnoisyij ¼
EðSyy;ijÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðEðSyy;iiÞ þ EðSn;iiÞÞðEðSyy;jjÞ þ EðSn;jjÞÞp ð30ÞPlease cite this article in press as: Cui S et al. Multi-input multi-output random vib
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power spectra of any control point are able to be polluted by
independent noises, thus making the acquired auto-power
spectra abnormal. This noisy auto-power spectra can eventu-
ally inﬂuence the coherence. Eq. (30) indicates that a noisy
coherence will be smaller than the true coherence because of
the enlarged denominator in the equation compared with
Eq. (26). Especially, the level of Sn in Eq. (30) can be extreme
if the corresponding FRFMs are severely ill-conditioned,
which makes the acquired coherence worse. It is worth
mentioning that the auto-power spectra may exceed their
tolerances for reasons not involving the noise problem. We
assume that the true response signals Yi and Yj are turned to
be tiYi and tjYj, where ti and tj are multiples caused by some
other disturbances such as inaccurate measurement. Then,
E Sdisturbedyy;ij
 
¼ E ðtiYiÞðtjYjÞH
 
¼ titjE YiYHj
 
¼ titjE Syy;ij
 	
ð31Þ
E Sdisturbedyy;ii
 
¼ E ðtiYiÞðtiYiÞH
 
¼ titiE YiYHi
 	 ¼ t2i E Syy;ii 	
ð32Þ
E Sdisturbedyy;jj
 
¼ E ðtjYjÞðtjYjÞH
 
¼ tjtjE YjYHj
 
¼ t2j E Syy;jj
 	
ð33Þ
Substituting the above three equations into Eq. (26), the
disturbed coherence is
cdisturbedij ¼
titjE Syy;ij
 	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t2i E Syy;ii
 	
t2j E Syy;jj
 	q ¼ E Syy;ij
 	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E Syy;ii
 	
E Syy;jj
 	q ¼ cij
ð34Þ
Eq. (34) shows that disturbances without noise involved can
hardly affect the accurate identiﬁcation of the coherence. The
conclusion tells that we could use the coherence as a noise indi-
cator to observe the noise level in the auto-power spectra.
Equally, we could also suppress the abnormal auto-power
spectra to control the coherence. If the noises in the auto-
power spectra are ﬁltered out, the coherence will be highly
improved. The level of Sn remained after ﬁltering is related
to the quality of coherence control and we certainly hope it will
be as small as possible.
In Section 3.1, the thresholds of the Tikhonov ﬁlter are cho-
sen to be the upper tolerances for the auto-power spectra in
Eq. (22). According to the MIL-STD-810G, the tolerances
for the auto-power spectra are ±3 dB for f 6 500 Hz and
±6 dB for f > 500 Hz while the tolerances for an ordinary
coherence in the range of 0:707 6 c < 1 are ±0.1. The toler-
ances for the auto-power spectra are preliminarily set to be
±3 dB in the whole control bandwidth in this method. Mean-
while, the Tikhonov ﬁlter will be applied until the auto-power
spectra drop below the +3 dB tolerances. However, the coher-
ence might not be controlled when the abnormal auto-power
spectra are just suppressed below ±3 dB. We assume that an
auto-power spectrum near +3 dB at an ill-conditioned fre-
quency is
Snoisyyy;ii  tolþ3dB;i  2Syy;ii ð35Þration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
Table 1 Parameters of cantilever beam example.
Parameters Value
Elastic modulus (GPa) 206
Density (kg/m3) 7820
Length (m) 1.5
Width (m) 0.06
Height (m) 0.02
Sampling frequency (Hz) 5120
Sampling number 4096
Rayleigh damping coeﬃcient a ðC ¼ aMþ fKÞ 0.001
Rayleigh damping coeﬃcient f ðC ¼ aMþ fKÞ 104
Notes: C is the dmaping matrix,M is the mass matrix, and K is the
stiffness matrix.
Fig. 4 Auto-power spectral densities (APSDs) of reference at
control points 1 and 2.
Fig. 3 Diagram of simulation of cantilever beam.
6 S. Cui et al.Therefore, the noisy coherence will be
cnoisyij 
EðSyy;ijÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eð2Syy;iiÞEð2Syy;jjÞ
p ¼ 0:5cij ð36Þ
If the coherence is in the range of 0:707 6 c < 1, the
+3 dB tolerance for the auto-power spectra cannot make the
coherence inside the ±0.1 boundaries.
For a better control on the coherence, the tolerances for
auto-power spectra should be lowered down gradually to ﬁlter
more noises as far as the coherence is controlled properly.
3.3. Phase control
With the application of the Tikhonov ﬁlter, the auto-power
spectra and coherence are able to be controlled. The regular-
ization on the singular values is to reduce the magnitude of
the noises. This noise magnitude decreasing will help reduce
the noise inﬂuence on the phase. We can obviously observe a
phase improvement after the application of the Tikhonov ﬁlter
in the simulation and experiment section.
The major bias in the phase comes from noise disturbances
and inaccuratemeasurement of FRFMs. If the coherence is con-
trolled inside its tolerances, we believe that the noises in the
response signals have been reduced to their minimum. Under
most conditions, the phase may not stay inside its tolerances
after the coherence is controlled.We still need to develop a phase
control algorithm to ﬁnish the cross-power spectra control.
We assume that ui and uj are the phase biases of the
response signals Yi and Yj brought by inaccurate measurement
of FRFMs. The response signals polluted by the phase biases
are
Ypollutedi ¼ Yi expðiuiÞ
Ypollutedj ¼ Yj expðiujÞ
(
ð37Þ
Then the polluted response spectra will be
Spollutedyy ¼
            
   YiYHi    YiYHj expðiðuiujÞÞ   
              
   YjYHi expðiðujuiÞÞ    YjYHj   
              
2
6666664
3
7777775
ð38Þ
It can be seen from Eq. (38) that the difference between ui
and uj can inﬂuence the phase of the cross-power spectra.
Meanwhile, the auto-power spectra and coherence will not
be affected. Thus, we develop a phase control algorithm as
below:Please cite this article in press as: Cui S et al. Multi-input multi-output random vibration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
10.1016/j.cja.2016.10.016
Fig. 5 Deﬁnitions of coherence and phase.
Fig. 6 Singular values of frequency response function matrices
(FRFMs).
Fig. 7 Condition numbers of FRFMs.
Fig. 8 Auto- and cross-power spectral densitiesof cantilever
beam.
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D ¼ diagðexpðiu11Þ; expðiu12Þ;    ; expðiu1nÞÞ
(
ð39Þ
where u1n can be determined by the difference between the
phase and its reference of Syy,1n. It is worth mentioning that
u11 is zero. Thus, the correction on the phase of Syy,1n will be
ucorrection1n ¼ u11  u1n ¼ u1n
u1n ¼ ureal1n  ureference1n
(
ð40Þ
where u1n is the difference between the real phase and its ref-
erence of Syy,1n. When D is obtained by this manner, a more
general phase of Syy,ij can be corrected consequently as
ucorrectionij ¼ u1i  u1j ð41Þ
Moreover, Eq. (39) can be simpliﬁed. With the application
of Cholesky decomposition, Eq. (39) can be transformed toration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
Fig. 9 Controlled auto-power spectra, coherence, and phase of
cantilever beam using Smallwood’s algorithm.
Fig. 10 Controlled auto-power spectra, coherence, and phase of
cantilever beam using matrix power algorithm.
Table 2 Multiple b at ill-conditioned frequencies.
Frequency (Hz) Multiple b
28.75 1.32
8 S. Cui et al.Lcorrectedy L
corrected
y
 H
¼ DLpollutedy Lpollutedy
 H
DH
) Lcorrectedy ¼ DLpollutedy ð42Þ
30.00 1.59
31.25 2.73
32.50 1.99
33.75 1.81
45.00 2.45
46.25 2.81
47.50 2.404. Numerical applications
We use the ﬁnite element method in this simulation. As we can
see from Fig. 3, the model of a cantilever beam consists of 5
plane beam elements whose node has one translational free-
dom and one rotational freedom. Two control points are
located at positions where the beam is excited. Parameters
for the example are listed in Table 1. The references for
auto- and cross-power spectral densities are deﬁned respec-
tively in Figs. 4 and 5. The alarm boundary tolerances of the
auto-power spectral density are ±3 dB and the abort bound-Please cite this article in press as: Cui S et al. Multi-input multi-output random vib
10.1016/j.cja.2016.10.016ary tolerances are ±6 dB. The tolerances for the coherence is
±0.1. The phase boundaries are ±20.
Here we use the noise model asration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
Fig. 11 Auto-power spectra, coherence, and phase of cantilever
beam when tolerances of noise ﬁltering are +3 dB boundaries.
Table 3 Finial regularization parameters of Tikhonov ﬁlter in
numerical example.
Frequency (Hz) Regularization parameters 103r21
28.75 5.04  107 1.16  106
30.00 2.99  107 1.91  106
31.25 1.54  107 3.14  106
32.50 1.60  107 5.13  106
33.75 1.40  107 8.32  106
45.00 1.59  103 3.90  103
46.25 4.96  102 1.84  102
47.50 1.83  103 4.41  103
Fig. 12 Auto-power spectra, coherence, and phase of cantilever
beam when tolerances of noise ﬁltering are 0.8tol+3dB.
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where yiðxÞ refers to the simulated frequency domain acceler-
ation of the ith channel, ynoisyi ðxÞ is the noised yiðxÞ, and
DyiðxÞ is the magnitude Gaussian noise with a mean equal
to unity and a standard deviation equal to 0.05. In addition,
Dui is a phase Gaussian noise with a mean equal to zero and
a standard deviation equal to 5.
As shown in Fig. 6, the second singular values of FRFMs
are extremely small compared with the ﬁrst singular values
in the frequency bands around 30 Hz and 50 Hz. We can also
see from Fig. 7 that the FRFMs are ill-conditioned at these fre-
quencies. It is very likely that exceeding spectral lines will
occur at these points. Fig. 8 displays auto- and cross-power
spectral densities. Clearly, both auto- and cross-power spectra
have some abnormal spectral lines at the frequencies where ill-
conditioning occurs.Please cite this article in press as: Cui S et al. Multi-input multi-output random vibration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
10.1016/j.cja.2016.10.016
Fig. 13 Auto-power spectra, coherence, and phase of cantilever
beam after application of phase control algorithm.
Fig. 14 Under-test beam.
Fig. 15 Other test equipment.
Fig. 16 APSDs of reference at control point 1 and point 2 in
experiment.
10 S. Cui et al.4.1. Control process using traditional control algorithms
Traditionally, we tend to use control algorithms to suppress
abnormal spectral lines of responses. Most of biases betweenPlease cite this article in press as: Cui S et al. Multi-input multi-output random vib
10.1016/j.cja.2016.10.016response spectra and reference spectra are able to be effectively
reduced to a satisﬁed level except those caused by ill-
conditioning. We take advantage of two typical control algo-
rithms in this part to demonstrate the application effects.
Smallwood’s algorithm5 is carried out at ﬁrst. Fig. 9 shows
the response spectra controlled by this algorithm at the second
control loop. Once the algorithm is applied, both auto- and
cross-power spectra are quickly divergent.
Then we use another algorithm to test its reaction on ill-
conditioned spectra lines. In fact, Cui et al.6 has already
noticed the instability of Smallwood’s algorithm and devel-
oped a matrix power algorithm. We choose the power of the
algorithm to be 0.8 in this simulation. Fig. 10 depicts the
response spectra at the tenth control loop. Compared with
those in Fig. 8, the response spectra have been improved a
lot. However, the control process is ineffective on speed and
it might take another ten more control loops to achieve a sat-
isfactory result.ration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
Fig. 17 Coherence and phase deﬁnitions in experiment.
Fig. 18 Condition number of under-test beam.
Fig. 19 Auto-power spectra, coherence, and phase of cantilever
beam in experiment.
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We set the expected number of control loops to be ten and take
the preliminary tolerances of the auto-power spectra to be
+3 dB boundary. The multiple b is calculated in terms of
Eq. (25) as listed in Table 2.
Fig. 11 demonstrates the response spectra after 10 control
loops. We can see from the ﬁgure that the auto-power spectra
have been suppressed below the +3 dB boundary. According
to the MIL-STD-810G, the auto-power spectra are satisfac-
tory. Although the coherence and phase have been improved
through this ﬁltering, they still exceed their lower tolerances
at some frequencies. The tolerances for the auto-power spectra
are going to be lowered down asPlease cite this article in press as: Cui S et al. Multi-input multi-output random vib
10.1016/j.cja.2016.10.016Aa ¼ ðGHGþ aIÞ1GH if Syy;ii P 0:8tolþ3dB;i ði ¼ 1; 2;    ; nÞ
ð44Þ
Then, we update the tolerances in Eq. (44). When conduct-
ing a further noise ﬁltering, the number of control loops
should be set as large as we can. Thus the multiple b can be
as small as possible so as to prevent excessive singular value
regularization, in which the spectral lines may exceed their
3 dB tolerances and the coherence may lose control again.
The coherence can be seen as the noise indicator. The ±0.1
boundaries for the coherence are quite strict tolerances. As a
result, when the coherence is controlled inside the ±0.1
boundaries, we think that the noises have been totally ﬁltered
out. The ﬁnal regularization parameters are given in Table 3.
From Table 3, we could ﬁnd that the regularization param-
eters from 28.75 Hz to 33.75 Hz are smaller than the 103r21
values while these parameters at the other frequencies are moreration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
Fig. 20 Controlled auto-power spectra, coherence, and phase of
cantilever beam using matrix power algorithm in experiment. Fig. 21 Auto-power spectra, coherence, and phase of cantilever
beam when tolerances of noise ﬁltering are +3 dB boundaries in
experiment.
12 S. Cui et al.close to the 103r21 values. The values of 10
3r21 are important
thresholds of singular values regularization. When parameters
are equal or greater than the thresholds, the ﬁrst singular val-
ues are changed. In fact, the FRFMs of the simulation model
in this section are representative. The ill conditioning of the
FRFMs around 30 Hz are caused by extremely small second
singular values. On the contrary, the FRFMs around 45 Hz
are ill-conditioned because of extraordinary great ﬁrst singular
values. We can see from Fig. 6 about the corresponding valley
and peak of singular values. The ill conditioning only related
to small singular values is easy to be handled. The exceeding
spectral lines induced by this category can be rapidly sup-
pressed, but it takes time to stabilize the ill-conditioned prob-
lems related to extremely great ﬁrst singular values, which are
often in the vicinity of lightly damped resonant peaks. A lot of
errors exist around lightly damped resonances. These errors
bring control difﬁculties frequently. In this simulation, thePlease cite this article in press as: Cui S et al. Multi-input multi-output random vib
10.1016/j.cja.2016.10.016exceeding spectral lines around 45 Hz are stubborn and are
the last to be suppressed. Fig. 12 shows the result of the
second-stage noise ﬁltering. Compared with those in Fig. 11,
the auto-power spectra at ill-conditioned frequencies are fur-
ther lowered down and the coherence is controlled properly.
However, the phase is not obviously improved at this time.
This phenomenon is common especially in a ﬁeld test. Actu-
ally, the phase is more affected by the inaccurate measurement
of FRFMs. Through noise ﬁltering, the inﬂuence of noises on
the phase can be reduced to their minimum but the phase can-
not be totally controlled.
Adopting the newly developed phase control algorithm, the
phase is able to be adjusted properly as shown in Fig. 13. It is
worth stressing that the algorithm is better to be applied after
noise ﬁltering. Noise components can hardly be controlled by a
regular control algorithm.ration control using Tikhonov filter, Chin J Aeronaut (2016), http://dx.doi.org/
Fig. 22 Auto-power spectra, coherence, and phase of cantilever
beam when tolerances of noise ﬁltering are 0:7tolþ3dB in
experiment.
Table 4 Final regularization parameters of experiment.
Frequency (Hz) Regularization parameters 103r21
1460.0 4.37  103 5.30  102
1462.5 4.14  103 5.45  102
1465.0 5.28  103 5.65  102
1735.0 9.07  101 3.55  101
1737.5 1.14 3.76  101
1740.0 5.73 3.87  101
1742.5 4.27 3.76  101
1745.0 5.89 3.58  101
Fig. 23 Singular values of under-test item.
Fig. 24 Auto-power spectra, coherence, and phase of cantilever
beam after application of phase control algorithm in experiment.
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5.1. Parameter setting
We can see from Fig. 14 that a typical MET with two exciters
and two control points was conducted on a cantilever beam.
Two exciters vibrate vertically and two sensors are located
on the beam to catch the accelerations. A digital signal ana-
lyzer VXI, two power ampliﬁers, and a personal computer
are also used in the system as shown in Fig. 15. The control
software is written in MATLAB. The sampling frequency is
5120 Hz, the control frequency band is 20–2000 Hz, and the
frequency resolution is 2.5 Hz.
The two auto-power spectral densities of the reference are
indicated in Fig. 16 and its cross-power spectral densities are
deﬁned in Fig. 17. We set ±3 dB as the alarm boundaries
and ±6 dB as the abort boundaries for the auto-power spec-
tra. The tolerances for the coherence is ±0.1. The phase
boundaries are ±20.
Fig. 18 shows the curve of the condition number of the
under-test beam. We can see that ill conditioning happens in
the frequencies around 1400 Hz and 1700 Hz. The levels of
condition numbers around these two frequencies are extremely
high. Fig. 19 demonstrates the original response spectra.
Unlike the response spectra in the numerical study, the noise
distribution in the ﬁeld test is more complicated and the spec-
tral lines may exceed the +3 dB limits at some relatively well-
conditioned frequencies. The most major bias between the ref-
erence and the response spectra occurs in the frequencies
around 1700 Hz and the corresponding condition number is
almost over 1500.
5.2. Control process using matrix power algorithm
Since Smallwood’s algorithm is potentially unstable, we do not
adopt the method in the experiment for safety. The response
spectra are controlled with the matrix power algorithm. In
the ﬁeld test, we ﬁnd that the abnormal spectral lines are much
more stubborn than those in the simulation. The over-range
response spectra around 1700 Hz can hardly be lowered down
any more at the point shown in Fig. 20, while the exceeding
spectral lines at other frequencies are controlled properly.
The uncontrollable issue happens when the ill conditioning
at some frequencies is severe. We can ﬁnd from Fig. 18 that
the condition numbers around 1700 Hz have already been over
1000 which are extreme compared with those at the other
frequencies.
5.3. Noise filtering and phase control
Then we set +3 dB as the preliminary tolerances for noise ﬁl-
tering. Fig. 21 shows the result of the ﬁrst-stage ﬁltering. The
former exceeding spectral lines of the auto-power spectra are
near but below the +3 dB boundaries. The coherence and
phase are improved, more or less.
We set the tolerance of second-stage noise ﬁltering to be
0:7tolþ3dB. The result is illustrated in Fig. 22. In Fig. 22(b),
the coherence has been inside its tolerances. In this experiment,
there are over 30 frequency points at which the FRFMs are cor-
rected using the Tikhonov ﬁlter. Part of typical regularizationPlease cite this article in press as: Cui S et al. Multi-input multi-output random vib
10.1016/j.cja.2016.10.016parameters of the noise ﬁltering are listed in Table 4. Combin-
ing with Fig. 23, we may ﬁgure that the singular values around
1450 Hz and 1740 Hz are different from the ill-conditioned sin-
gular values in the simulation. The minimum second singular
values are located near the maximum ﬁrst singular values.
The corresponding regularization parameters in Table 4 show
that the ﬁrst singular values are changed largely around
1740 Hz, where there is a high resonant peak.
After noise ﬁltering, the phase control algorithm is applied
and the result is demonstrated in Fig. 24. The exceeding phase
has been controlled as expected. The auto-power spectra and
coherence are not affected by this algorithm. The phase con-
trol algorithm can be combined with any other control algo-
rithms to enhance their ability of controlling the phase.
6. Conclusions
In this work, the Tikhonov ﬁlter was studied and used in an
MIMO environment test to eliminate noise components of
the response spectra. The inﬂuences of the noises on both the
auto- and cross-power spectra are introduced. We can conclude
from the results that the control of the coherence is highly
related with the noises in the auto-power spectra. The tradi-
tional tolerances for the auto-power spectra cannot satisfy the
demand of coherence control. Based on that, a further noise ﬁl-
tering is suggested by lowering down the tolerances of the auto-
power spectra. After the coherence is controlled properly, a
phase control algorithm is put forward to ﬁnish the cross-
power spectra control. Both the numerical study and the exper-
imental application verify the whole procedure can solve the
noise disturbance and control the response spectra.
From the results of the simulation and the experiment, we
can see that the exceeding spectral lines of the auto-power
spectra in the lightly damped resonances are more stubborn.
The ﬁrst singular values are ﬁxed to suppress these spectral
lines. Although a number of works has concentrated on the
relations between damping and ill conditioning, the problem
is worth a further study in the framework of an MIMO envi-
ronment test.
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