Abstract. In this paper, we give a new realization of crystal bases for finitedimensional irreducible modules over classical Lie algebras. The basis vectors are parameterized by certain Young walls lying between highest weight and lowest weight vectors.
Introduction
The classical Lie algebras and their representations have been the fundamental algebraic structure behind many branches of mathematics and mathematical physics. Throughout the past 100 years, it has been discovered that the representation theory of classical Lie algebras has a close connection with the combinatorics of Young tableaux and symmetric functions. (See, for example, [1] , [15] .) As can be found in [9] , [16] , this connection can be explained in a beautiful manner using the crystal basis theory for quantum groups, and one can derive many new and interesting results in combinatorial representation theory.
The quantum groups are deformations of the universal enveloping algebras of Kac-Moody algebras, and the crystal bases can be viewed as bases at q = 0 for the integrable modules over quantum groups in the category O int . The crystal bases are given a structure of colored oriented graphs, called the crystal graphs, which reflect the combinatorial structure of integrable modules in the category O int . Moreover, they have many nice combinatorial features; for instance, they have a remarkably simple behavior with respect to taking the tensor product.
For classical Lie algebras, Kashiwara and Nakashima gave an explicit realization of crystal bases for finite-dimensional irreducible modules [9] . In their work, crystal bases were characterized as the sets of semistandard Young tableaux with given shapes satisfying certain additional conditions. Motivated by their work, Kang and Misra discovered a Young tableaux realization of crystal bases for finite-dimensional irreducible modules over the exceptional Lie algebra G 2 [5] . In [12] , Littelmann gave another description of crystal bases for finite-dimensional simple Lie algebras using the Lakshmibai-Seshadri monomial theory. His approach was generalized (by himself) to the path model theory for all symmetrizable Kac-Moody algebras [13] ,
Quantum groups and Young walls
The basic notions on quantum groups and crystal bases may be found in [2] , [6] , [7] . In this section, we mostly explain the basic combinatorics of Young walls which were introduced in [2] , [3] .
Let us fix basic notation:
g : Kac-Moody algebra of finite classical type. U q (g) : quantum classical algebra.
g : Kac-Moody algebra of affine type. U q ( g) : quantum affine algebra.
I : index set for simple roots of finite or affine Kac-Moody algebra. The Young walls are built of colored blocks with three different shapes:
With these colored blocks, we build the walls of thickness less than or equal to 1 unit which extend infinitely to the left. Given a dominant integral weight Λ of level 1 for the affine Lie algebra g, we fix a frame called the ground-state wall of weight Λ, and build the walls on this frame. For each type of quantum affine algebras, we use different sets of colored blocks and ground-state walls, whose description can be found in [2] , [3] . The rules for building the walls are given as follows:
(1) The walls must be built on top of the ground-state wall.
(2) The colored blocks should be stacked in the patterns given in [2] , [3] . (3) No block can be placed on top of a column of half-unit thickness. (4) Except for the right-most column, there should be no free space to the right of any block.
By (4), the heights of the columns are weakly decreasing as we go from right to left. For this reason, the walls built by the above rules will be called the Young walls.
In the following example, for the affine Lie algebra B
n , we will illustrate the colored blocks, the ground-state wall, and the pattern for building the walls. For convenience, we will use the following notation: 
n+1 (n ≥ 2) and B (1) n (n ≥ 3), a Young wall is said to be proper if none of the full columns have the same height.
(c) For the quantum affine algebras of type A (1) n (n ≥ 1), every Young wall is defined to be proper. Let δ be the null root for the quantum affine algebra U q ( g) and write
n , 2δ = a 0 α 0 + a 1 α 1 + · · · + a n α n for g = D (2) n+1 . The part of a column consisting of a 0 -many 0-blocks, a 1 -many 1-blocks, · · · , a nmany n-blocks in some cyclic order is called a δ-column. Definition 1.3. (a) A column in a proper Young wall is said to contain a removable δ if we can remove a δ-column from Y and still obtain a proper Young wall.
(b) A proper Young wall is said to be reduced if none of its columns contain a removable δ.
Let F(Λ) be the set of all proper Young walls and let Y(Λ) denote the set of all reduced proper Young walls. Then we can define a crystal structure on F(Λ) so that it may become a crystal graph for some integrable U q ( g)-module in the category O int [3] , [4] . In this case, the set Y(Λ) becomes a connected component in the crystal graph F(Λ) and is isomorphic to the crystal graph B(Λ) for the basic representation V (Λ) of the quantum affine algebra U q ( g). We briefly explain the crystal structure of F(Λ). The main point is how to define the action of Kashiwara operatorsẽ i andf i (i = 0, 1, · · · , n) on proper Young walls. 
Moreover, there exists a crystal isomorphism
where u Λ is the highest weight vector in B(Λ).
Realization of crystal bases
In this section, we will state the main result of this paper -a new realization of crystal bases for finite-dimensional irreducible modules over classical Lie algebras.
Let us explain the main idea of our approach. Let g be a classical Lie algebra lying inside an affine Lie algebra g so that the Dynkin diagram of g can be obtained by removing the 0-node from the Dynkin diagram of g. In this paper, we will focus on the following pairs of a classical Lie algebra and an affine Lie algebra:
n .
Fix such a pair g ⊂ g and let Λ be a dominant integral weight of level 1 for the affine Lie algebra g. Then by Theorem 1.5, the crystal graph B(Λ) is realized as the set Y(Λ) of all reduced proper Young walls built on the ground-state wall Y Λ . If we remove all the 0-arrows in Y(Λ), then it is decomposed into a disjoint union of infinitely many connected components, each of which is isomorphic to the crystal graph B(λ) for some dominant integral weight λ for g.
Conversely, any crystal graph B(λ) for g arises in this way. That is, given a dominant integral weight λ for g, there is a dominant integral weight Λ of level 1 for g such that B(λ) appears as a connected component in B(Λ) without 0-arrows. More precisely, we denote by λ i (i = 1, · · · , n) and Λ i (i = 0, 1, · · · , n) the fundamental weights for the quantum classical Lie algebras and the quantum affine algebras, respectively, and define the linear functionals ω i by 1) g = A n , C n :
2) g = B n :
Then for each dominant integral weight λ for g, we may take the level 1 dominant integral weight Λ for g as follows:
Now, we need to identify the highest weight vector u λ for B(λ) with some reduced proper Young wall in Y(Λ) which is annihilated by allẽ i for i = 1, · · · , n. However, given a dominant integral weight λ for g, there are infinitely many such Young walls in Y(Λ). Equivalently, given λ, there are infinitely many connected components of Y(Λ) without 0-arrows that are isomorphic to B(λ). Thus the main task is to characterize these connected components. Among these, we choose the characterization of B(λ) corresponding to the connected components having the least number of blocks.
Given a dominant integral weight λ for g, we describe an algorithm for constructing the highest weight vector H λ and lowest weight vector L λ inside Y(Λ). For our convenience, we will focus on the case of g = B n because this case contains all the characteristics of the remaining cases. If λ = ω i (i = 1, · · · , n), let H ωi denote the Young wall (see Figure 1 ). Then it is easy to verify thatẽ j H ωi = 0 for all j = 1, · · · , n. That is, H ωi is a highest weight vector of weight ω i . For the lowest weight vector, we denote by L ωi the Young wall given in Figure 2 . Here, H ωi is denoted by the dark and bold-faced lines. Note thatf j L ωi = 0 for all j = 1, · · · , n. Thus L ωi is a lowest weight vector of weight −ω i . In Theorem 2.3, Theorem 2.8, Theorem 2.9 and Theorem 2.16, we will show that L ωi is in fact the lowest weight vector for the crystal graph B(ω i ); i.e., L ωi and H ωi are connected by Kashiwara operators.
If λ = λ n , then the highest weight vector H λn and the lowest weight vector L λn for B(λ n ) are given by and .
Here, H λn is denoted by the dark and bold-faced lines.
Suppose λ has the form Figure 3 .
We define H λ (resp. L λ ) to be the Young wall obtained by attaching
On the other hand, suppose λ has the form Figure 4) .
We define H λ (resp. L λ ) to be the Young wall obtained by attaching We now begin to characterize the crystal graph B(λ) inside Y(Λ). Let F (λ) denote the set of all reduced proper Young walls lying between H λ and L λ . To describe B(λ) inside F (λ), we need some additional conditions. For this purpose, we need to introduce some notation. Fix a dominant integral weight λ as follows:
For each Y ∈ F (λ), we denote by Figure 5 . Moreover, we denote by 
reading from top to bottom,
Similarly, we define With this notation, we are ready to give an explicit description of the crystal graph B(λ) over g = A n .
Theorem 2.3. Let λ ∈ P
+ be a dominant integral weight and write
Then there exists an isomorphism of
where u λ is the highest weight vector in B(λ).
Example 2.4. Let g = A 4 and λ = ω 2 + ω 3 . For each Young wall given in Figure  6 , the shaded part represents Y ω2 and Y ω3 , respectively. Hence, by Theorem 2.3, the first Young wall belongs to Y (λ), but the second one does not.
Next, we will consider the case when g = C n or B n . Consider Y ωi k for k = 1, · · · , t. Suppose that Y ωi k contains a row consisting of n-blocks, which will be called the n-row, as is shown in Figure 7 . We will denote by Y
) the part of Y consisting of the blocks lying above (resp. below) the n-row and below L ωi k (resp. above H ωi k ). We also denote by |Y 
constituting this right isosceles triangle. λn) ) are of the same size with each base of length i. Now, for each Y ∈ F (λ), set
and denote by |Y λn) ) with respect to the upper n-row and shifting the blocks to the right as much as possible. We define L
(a; p, q)) to be the right isosceles triangle formed by an a-block in the q-th column, an (a + p − q − 1)-block in the q-th column and an (a + p − q − 1)-block in the (p − 1)-th column in Y ωi k (resp. Y ωi k+1 ). Then the wall obtained by reflecting L
(a; p, q)) with respect to the n-row will be denoted by L
(a, p, q) in a similar way, and for each Y ∈ F (λ), set (2.5) Now, we are ready to give an explicit description of the crystal graph B(λ) over g = C n and B n .
Theorem 2.8. Let λ ∈ P
+ be a dominant integral weight for g = C n , and write
We define Y (λ) to be the set of all reduced proper Young walls in F (λ) satisfying the following conditions:
Then there is an isomorphism of
Theorem 2.9. Let λ ∈ P + be a dominant integral weight for g = B n , and write
We define Y (λ) to be the set of all reduced proper Young walls in F (λ) satisfying the following conditions:
(Y1) For each k = 1, · · · , t, we have Y + ωi k ⊂ |Y − ωi k |. (Y2) For each k = 1, · · · , t − 1, we have Y ωi k ⊂ Y ωi k+1 in Y ωi k +ωi k+1 and Y ωi t ⊂ Y λn in Y ωi t +λn . (Y3) For each k = 1, · · · , t − 1, we have |Y − (ωi k ,ωi k+1 ) | ⊂ Y + (ωi k ,ωi k+1 ) , |Y − (ωi t ,λn) | ⊂ Y + (ωi t ,λn) . (Y4) For each k = 1, · · · , t − 1, if Y ωi k +ωi k+1 or Y ωi t +λn satisfies (C1), then we have Y + ωi k (a; p, q) ⊂ |Y − ωi k (a; p, q)|, Y + ωi k+1 (a; p, q) ⊂ |Y − ωi k+1 (a; p, q)|, Y + ωi t (a; p, q) ⊂ |Y − ωi t (a; p, q)|.
Then there is an isomorphism of crystal graphs for
, the set of all reduced proper Young walls lying between H λn and L λn .
Example 2.11. Let g = C 3 and λ = ω 2 + ω 3 . Then, in Figure 11 , the first Young wall belongs to Y (λ) but the second one and the third one do not. The second one does not satisfy (Y1) and the third one does not satisfy (Y2). Here, in the second Young wall, the shaded parts represent L ± ω3 , and in the third Young wall, the shaded parts represent L ω2 and L ω3 . 
As we can see from Figure 13 , shaded parts in Figure 15 represent L ωi k (n − 1, n; p, q) and L ωi k+1 (n − 1, n; p, q). Here, α and β are n or n − 1 in the hypothesis.
We define
and let |Y ωi k (n − 1, n; p, q)| be the wall obtained by reflecting Y ωi k (n − 1, n; p, q) with respect to the (n − 1, n)-arrow and shifting the blocks to the right as much as possible and let Y t ωi k+1
(n − 1, n; p, q) be the wall obtained by shifting the blocks of Y ωi k+1 (n − 1, n; p, q) to the right as much as possible. Here, the shaded parts represent L ω5 (7, 8; 3, 4) and L ω6 (7, 8; 3, 4) .
Theorem 2.16. Let λ ∈ P
+ be a dominant integral weight for g = D n and write
Define Y (λ) to be the set of all reduced proper Young walls in F (λ) satisfying the following conditions:
(n − 1, n; p, q),
where u λ is the highest weight vector in B(λ). 
, and L ω3 (3, 4; 1, 2) and L λ4 (3, 4; 1, 2) in the second, third, fourth and fifth Young walls, respectively. 
The proof of the main theorem
In this section, we will give a proof of our main theorems. In fact, we will only prove the case g = B n because the remaining cases can be proved in a similar manner. Observe that it suffices to prove the following statements:
(1) For all i = 1, · · · , n, we havẽ
The proof of Theorem 2.9. We first prove the statement ( , where an i-block can be added to getf i Y such that (f i Y )
Since Y is proper, we have Figure 20 . On the one hand, in the case of (a),f i Y must have the form shown in Figure 21 because Y satisfies (Y4). Thenf i would have acted on , not on , which is a contradiction.
On the other hand, in the case of (b), observe that, by adding an i-block to Y , f i Y can have the configuration (C1) with a = i or a = i + 1, which is shown in , not on , which is a contradiction. In the second case, since Y satisfies (Y1) and (Y2), we can observe that Y must have the form shown in Figure 24 , where s ≤ t < p, q < u < r and i < k < j. That is, Y also has the configuration (C1) and does not satisfy (Y4), which is a contradiction. In case (ii) of Figure 22 , we note that the top of the (q − 1)-th column in Y ωi k+1 (or Y λn ) must be an i-block by the tensor product rule for the Kashiwara operators. Then we know that Y also has a configuration (C1) (see Figure 25) .
But, since Y satisfies the condition (Y4), adding an i-block to Y ωi k does not create a Young wall which violates the condition (Y4); i.e., the second case does not occur.
Similarly 
