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Abstract
We consider incorporating topic information into message-
response matching to boost responses with rich content in
retrieval-based chatbots. To this end, we propose a topic-
aware convolutional neural tensor network (TACNTN). In
TACNTN, matching between a message and a response is
not only conducted between a message vector and a response
vector generated by convolutional neural networks, but also
leverages extra topic information encoded in two topic vec-
tors. The two topic vectors are linear combinations of topic
words of the message and the response respectively, where
the topic words are obtained from a pre-trained LDA model
and their weights are determined by themselves as well as the
message vector and the response vector. The message vector,
the response vector, and the two topic vectors are fed to neu-
ral tensors to calculate a matching score. Empirical study on
a public data set and a human annotated data set shows that
TACNTN can significantly outperform state-of-the-art meth-
ods for message-response matching.
Introduction
Human-computer conversation is a challenging task in AI
and NLP. Existing conversation systems include task ori-
ented dialog systems and non task oriented chatbots. The
former aims to help people complete specific tasks such as
ordering and tutoring, while the latter focuses on talking
like a human and engaging in social conversations regarding
a wide range of issues within open domains (Perez-Marin
2011). Although previous research on conversation focused
on dialog systems, recently, with the large amount of con-
versation data available on the Internet, chatbots are draw-
ing more and more attention in both academia and industry.
The key problem for building a chatbot is how to reply to a
message with a proper (human-like and natural) response.
Existing methods are either retrieval-based or generation-
based. Retrieval-based methods (Ji, Lu, and Li 2014) re-
trieve response candidates from a pre-built index, rank the
candidates, and select a reply from the top ranked ones,
while generation-based methods (Shang, Lu, and Li 2015;
Vinyals and Le 2015) leverage natural language generation
∗The work was done when the first author was an intern in Mi-
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Table 1: A good response to a message
Message : Is the new Batman movie worth watching?
Response : I swear you won’t regret watching it. We fi-
nally get Batman as a fully rendered character. The film
shows the variables he must contend with in his role as a
protector of Gotham.
(NLG) techniques to respond to a message. In this work,
we study response selection for retrieval-based chatbots in a
single turn scenario, because retrieval-based methods can al-
ways return fluent responses (Ji, Lu, and Li 2014) and single
turn is the basis of conversation in a chatbot.
The key to the success of response selection lies in accu-
rately matching input messages with proper responses. The
matching scores can be either individually used to rank re-
sponse candidates, or used as features in a learning to rank
architecture. In general, matching algorithms have to over-
come semantic gaps between two objects (Hu et al. 2014).
In the scenario of message-response matching, the problem
becomes more serious, as proper responses could contain
much more information than the messages. Table 1 gives an
example1. The response not only answers the message, but
also brings in new content (e.g., the character of Batman)
into the conversation. The content represents topics to talk
about the movie (e.g., “character”). Such responses can fa-
cilitate the chatbot to engage its users, because they could
arouse more discussions (e.g., discussions about “character
of Batman”) and keep the conversation going. In practice,
however, selecting such responses from others is difficult,
because the extra content makes the semantic gap between
messages and responses even bigger.
In this paper, we study the problem of message-response
matching. Particularly, we aim to improve the matching be-
tween messages and responses with rich content. Inspired
by the example in Table 1, our idea is that since people
bring topics into responses to enrich their content, we should
match messages and responses not only by themselves, but
also by their topics. Topics represent a kind of prior knowl-
edge, and in matching, only those related to messages and
responses are useful. Based on this idea, we propose a topic-
1It is translated from Chinese.
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aware convolutional neural tensor network (TACNTN) in or-
der to incorporate topic information into message-response
matching. TACNTN embeds a message, a response, and
their related topic information into a vector space, and ex-
ploits all the vectors for matching by neural tensors. The
message vector and the response vector are generated by
a siamese convolutional neural network (CNN), while the
topic vectors come from two topic embedding layers, one for
the message and the other for the response. The two layers
acquire topic words of the message and the response from a
Twitter LDA model (Zhao et al. 2011) which is pre-trained
using large scale social media data outside the conversa-
tion data. The topic words of the message hint the match-
ing model topics that could be used in the response, and
the topic words of the response indicate the model if the
response and the message are in the same topics. The two
layers then calculate a weight for each topic word accord-
ing to the message vector and the response vector. A large
weight means a topic word is relevant to the message or to
the response, and the word is more useful in matching. Fi-
nally, the two layers form topic vectors by a weighted aver-
age of the embedding of the topic words. The final matching
is conducted in message-response, message-response topic,
and message topic-response, and realized by neural tensors
which model the relationships between the two objects in the
three pairs. TACNTN can enjoy both the powerful match-
ing capability of CNN with neural tensors and extra topic
information provided by a state-of-the-art topic model. It
extends the convolutional neural tensor network (Qiu and
Huang 2015) proposed for community question answering
by the topic embedding layers for message-response match-
ing in chatbots. With the extra topic information, responses
with rich content could be boosted in ranking. We conducted
empirical study on a public English data set and a human an-
notated Chinese data set. Evaluation results show that TAC-
NTN can significantly outperform state-of-the-art methods
for message-response matching.
Our contributions in this paper are three-folds: 1) proposal
of incorporating topic information into message-response
matching. 2) proposal of a topic-aware convolutional neural
tensor network for matching with topics. 3) empirical verifi-
cation of the effectiveness of the proposed method on public
and annotated data.
Related Work
Early work on chatbots (Weizenbaum 1966) relied on hand-
crafted templates or heuristic rules to do response gen-
eration, which requires huge effort but can only generate
limited responses. Recently, researchers begin to develop
data driven approaches (Ritter, Cherry, and Dolan 2011;
Stent and Bangalore 2014). Among the effort, retrieval based
methods select a proper response by matching message-
response pairs (Hu et al. 2014; Wang et al. 2015; Lu and
Li 2013), and generation based methods employ statistical
machine translation techniques (Ritter, Cherry, and Dolan
2011) or the sequence to sequence framework (Shang, Lu,
and Li 2015; Serban et al. 2016; Vinyals and Le 2015;
Li et al. 2015; Li et al. 2016) to generate responses. On
top of these work, conversation history is further consid-
ered to support multi-turn conversation (Lowe et al. 2015;
Sordoni et al. 2015). In this work, we study response selec-
tion in single-turn conversation for building a retrieval based
chatbot. We propose a new message-response matching
method that can incorporate topic information into match-
ing.
Convolutional neural networks (CNNs) (Collobert et al.
2011) have been proven effective in many NLP tasks such as
text classification (Kim 2014), entity disambiguation (Sun et
al. 2015), answer selection (Yang, Yih, and Meek 2015), tag
recommendation (Weston, Chopra, and Adams 2014), web
search (Shen et al. 2014), sentiment classification (dos San-
tos and Gatti 2014), sequence prediction (Li and Liu 2015)
and sentence matching (Hu et al. 2014). In sentence match-
ing, recent progress includes MultiGranCNN proposed by
Yin et al. (Yin and Schu¨tze 2015) who match a pair of sen-
tences on multiple granularity, and the work of Pang et al.
(2016) in which a CNN architecture in image recognition
is employed for sentence matching. In this work, we study
message-response matching which is a special case of sen-
tence matching but important for building retrieval-based
chatbots. We extend the convolutional neural tensor network
(Qiu and Huang 2015; Socher et al. 2013) by topic embed-
ding layers which enable us to leverage extra topic informa-
tion in matching to boost responses with rich content.
Problem Formalization
Suppose that we have a data set D = {(yi,mi, ri)}Ni=1,
where mi and ri represent an input message and a response
candidate respectively, and yi ∈ {0, 1} denotes a class label.
yi = 1 means ri is a proper response for mi, otherwise yi =
0. Each mi in D corresponds to a topic word set Wm,i =
{wm,i,1, . . . , wm,i,n}, and each ri in D has a Wr,i =
{wr,i,1, . . . , wr,i,n} as topic words. Our goal is to learn a
matching model g(·, ·) with D and {∪Ni=1Wm,i,∪Ni=1Wr,i}.
For any message-response pair (m, r), g(m, r) returns a
matching score which can be utilized to rank response can-
didates for m.
To learn g(·, ·), we need to answer two questions: 1) how
to obtain topic words, and 2) how to incorporate topic words
into matching. In the following sections, we first present our
method on topic word generation, then we elaborate on our
matching model and learning approach.
Topic Word Generation
We employ a Twitter LDA model (Zhao et al. 2011), which
is the state-of-the-art topic model for short texts, to gener-
ate topic words for messages and responses. Twitter LDA
assumes that each piece of text (a message or a response)
corresponds to one topic, and each word in the text is either
a background word or a topic word under the topic of the
text. Figure 1 shows the graphical model of Twitter LDA.
We estimate the parameters of Twitter LDA using a col-
lapsed Gibbs sampling algorithm (Zhao et al. 2011). After
that, we use them to assign a topic to each mi and ri in D.
To obtain the topic word sets, we define the salience of a
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Figure 1: Graphical model of Twitter LDA
word w regarding to a topic t as
s(w, t) =
ctw
cw
· ctw, (1)
where ctw is the number of times that word w is assigned a
topic t in the training data and cw is the number of times that
w is determined as a topic word in the training data. Equa-
tion (1) means that the salience of a word regarding to a topic
is determined by the frequency of the word under the topic
(i.e., ctw) and the probability of the word only belonging to
the topic (i.e., c
t
w
cw
). c
t
w
cw
plays a similar role to IDF in infor-
mation retrieval, and is capable of reducing the importance
of common words like ”yes” and ”cause” to topic t. With
Equation (1), we select top n words regarding to the topic of
mi and the topic of ri to form the topic word set Wm,i and
Wr,i respectively.
In our experiments, we trained Twitter LDA models using
large scale questions from Yahoo! Answers and posts from
Sina Weibo. The data provides topic knowledge apart from
that in message-response pairs to the learning of message-
response matching. The process is similar to how people
learn to respond in conversation: they become aware of what
can be talked about from Internet, especially from social me-
dia, and converse with others based on what they learned.
Note that in addition to LDA, one can employ other tech-
niques like tag recommendation (Wu et al. 2016) or keyword
extraction (Wu et al. 2015) to generate topic words. One can
also get topic words from other resources like wikipedia and
other web documents. We leave the discussion of these ex-
tensions as our future work.
Topic-aware Convolutional Neural Tensor
Network
We propose a topic-aware convolutional neural tensor net-
work (TACNTN) to leverage the topic words obtained from
Twitter LDA in message-response matching. Figure 2 gives
the architecture of our model. Given a message m and a re-
sponse r, our model embeds them into a vector space by a
siamese neural network that consists of two convolutional
neural networks (CNNs) with shared weight. For each sen-
tence (either m or r), CNN first looks up a word embed-
ding table and forms a sentence matrix S = [v1, v2, . . . , vs]
as input, where vj ∈ Rd is the embedding of the j-
th word and s in the maximum length of the sentence.
Note that if the length of a sentence does not reach s,
we put all-zero padding vectors after the last word of the
sentence until s. CNN then alternates 1D convolution op-
erations and 1D max-pooling operations, and transforms
the message matrix and the response matrix to a mes-
sage vector ~m and a response vector ~r respectively. Let
z(l,f) =
[
z
(l,f)
1 , z
(l,f)
2 , . . . , z
(l,f)
s(l,f)
]
denotes the output of
the l-th layer under the f -th feature map (among Fl of
them), where z(l,f)j ∈ Rd
(l,f)
and z(0,f) = S. In convo-
lution, CNN slides a window with width k(l,f)1 on z
(l,f)
and splits z(l,f) into several segments. For the i-th segment
z
(l,f)
i =
[
z
(l,f)
i , . . . , z
(l,f)
i+k
(l,f)
1
]
, the output of convolution is
z
(l+1,f)
i = σ
(
z
(l,f)
i W
(l,f) + b(l,f)
)
, (2)
where W(l,f) ∈ Rk(l,f) and b(l,f) ∈ Rd(l,f) are parameters,
and σ(·) is an activation function. In max-pooling, the output
of convolution is shrunk in order to enhance robustness. Let
k
(l,f)
2 denote the width of the window for max-pooling, then
the output of max-pooling is
z
(l+1,f)
i = max
(
z
(l,f)
i . . . z
(l,f)
i+k
(l,f)
2
)
, (3)
where max(·) is an element-wise operator over vectors.
CNN obtains ~m ∈ Rn and ~r ∈ Rn by concatenating the
vectors from the final layer.
To leverage the topic words for matching, TACNTN uti-
lizes topic embedding layers to transform the topic words
to two topic vectors, one for m and the other for r. Given
Wm = {wm,1, . . . , wm,n} as the topic word set for m, we
construct a matrix Tm = [em,1, . . . , em,n]
> by looking up
a word embedding table for each word in Wm. We then cal-
culate weights of the topic words by
ωm = Tm ·A · ~m, (4)
where A ∈ Rd×n is a linear transformation learned from
training data, and ∀j, ωm,j ∈ ωm is the weight for the j-th
word in Wm. We scale ωm,j to [0, 1] by
αm,j =
exp (ωm,j)∑n
p=1 exp (ωm,p)
. (5)
Finally, we form a topic vector ~tm by a linear combination
of the topic words:
~tm =
n∑
j=1
αm,jem,j . (6)
Following the same technique, we have a topic vector ~tr
for response r. From Equation (4), (5), and (6), we can see
that the more important a topic word is, the more contri-
butions it will make to the topic vector. The importance of
topic words are determined by both themselves and the mes-
sage (or the response). The idea here is inspired by the at-
tention mechanism proposed for machine translation (Bah-
danau, Cho, and Bengio 2014). We borrow the idea of the
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Figure 2: The architecture of our model
attention mechanism here, because it well models the ineuiq-
valent contribution of topic words in matching. Topic words
that are more relevant to the message or to the response are
more useful in matching.
We calculate a matching score for (m, r) by neural tensor
networks (NTNs) (Socher et al. 2013; Qiu and Huang 2015).
The advantage of NTN is that it enables us to build a match-
ing function in a bottom-up way, that is we can first model
relationships between message-response, message-response
topic, and message topic-response, then synthesize these
sub-matching elements to a final matching score. Specifi-
cally, given ~m and ~r, a neural tensor s(~m,~r) is defined as
s(~m,~r) = f
(
~mᵀM[1:h]~r +V [~mᵀ, ~rᵀ]ᵀ + b
)
, (7)
where f(·) is a nonlinear function, andM[1:h] ∈ Rn×h×n is
a tensor. The result of the bilinear tensor product ~mM[1:h]~r
is a vector ~v ∈ Rh with each entry a matching of m and r
parameterized by a slice k of M, k = 1, 2...h. V ∈ Rh×2n
and b ∈ Rh are the other two parameters. We employ
three such neural tensors and let them individually oper-
ate on (~m,~r),
(
~m,~tr
)
, and
(
~r,~tm
)
, resulting in three vec-
tors s(~m,~r), s(~m,~tr), and s(~r,~tm). Each vector models the
matching between the two objects from multiple perspec-
tives parameterized by the slices of the tensor. With these
vectors, we define g(m, r) as
g(m, r) = h
(
wᵀ
[
s(~m,~r), s(~r,~tm), s(~m,~tr)
]
+ b2
)
,
(8)
where h is a softmax function, and w and b2 are param-
eters. We extend the convolutional neural tensor network
(CNTN) proposed for community question answering (Qiu
and Huang 2015) by topic embedding layers and apply the
new model to the problem of message-response matching.
The model inherits the matching power from CNTN, and
naturally incorporates extra topic information into matching.
Note that in TACNTN, topic learning and matching are
conducted in two steps. This is because by this means we can
leverage data other than message-response pairs for match-
ing. For example, we can estimate topic words from ques-
tions in Yahoo! Answers and use them in message-response
matching. These data provides extra topic information other
than that in message-response pairs. Our model explicitly
utilizes such information as prior, and that is why we call
it “topic-aware”. This is more close to how people learn to
respond in conversation: before conversation, they have al-
ready had some knowledge learned from other places (e.g.,
social media) in their mind.
We learn g(·, ·) by minimizing cross entropy (Levin and
Fleisher 1988) with D. Let Θ denote the parameters in our
model. Our objective function L(D; Θ) is given by
− 1
N
N∑
i=1
[yi log (g(mi, ri)) + (1− yi) log (1− g(mi, ri))] .
(9)
We optimize the objective function using back-propagation
and the parameters are updated by stochastic gradient de-
scent with Adam algorithm (Kingma and Ba 2014) control-
ling the learning rate. As regularization, we employ early-
stopping (Lawrence and Giles 2000) as it is enough to pre-
vent over-fitting on large scale training data (1 million in-
stances). We set the initial training rate and the batch size as
0.01 and 200 respectively.
We implement TACNTN using Theano. In the implemen-
tation, we only use one convolution layer and one max-
pooling layer, because we find that the performance of the
model does not get better with the number of layers in-
creased. We use ReLU (Dahl, Sainath, and Hinton 2013) as
the activation function σ(·) and Tanh as the activation func-
tion f(·) in neural tensors. The code is shared at https:
//github.com/MarkWuNLP/TACNTN.
Experiment
We tested our model on a public English data set and an in-
house Chinese data set.
Experiment Setup
The English data set is the Ubuntu Corpus (Lowe et al.
2015) which consists of a large number of human-human
dialogues about Ubuntu-related technique support collected
from Ubuntu chat rooms. Each dialogue contains at least
3 turns, and we only kept the last turn as we focus on
Table 2: Evaluation results on the Ubuntu data and the Tieba data
Ubuntu data Tieba data
R2@1 R5@1 R10@1 R10@2 R10@5 MAP MRR P@1
Random 0.500 0.200 0.100 0.200 0.500 0.642 0.695 0.524
Cosine 0.681 0.470 0.383 0.482 0.686 0.597 0.662 0.553
Translation 0.721 0.502 0.393 0.507 0.727 0.710 0.760 0.658
DeepMatchtopic 0.593 0.345 0.248 0.376 0.693 0.677 0.725 0.594
MLP 0.651 0.362 0.256 0.380 0.703 0.653 0.712 0.550
CNTN 0.743 0.489 0.349 0.512 0.797 0.731 0.797 0.670
LSTM 0.725 0.494 0.361 0.529 0.801 0.732 0.797 0.670
Arc1 0.665 0.372 0.221 0.360 0.684 0.698 0.771 0.640
Arc2 0.736 0.508 0.380 0.534 0.777 0.708 0.783 0.660
TACNTN 0.759 0.520 0.382 0.544 0.809 0.749 0.804 0.688
single-turn conversation in this work. We used the data pre-
processed by Xu et al. (Xu et al. 2016)2, in which all urls and
numbers were replaced by “ url ” and “ number ” respec-
tively to alleviate the sparsity issue. The training set con-
tains 1 million message-response pairs with a ratio 1 : 1
between positive and negative responses, and both the vali-
dation set and the test set have 0.5 million message-response
pairs with a ratio 1 : 9 between positive and negative re-
sponses. All the negative responses are randomly sampled
rather than labeled by human annotators. We built the Chi-
nese data set from Baidu Tieba which is the largest Chinese
forum allowing users to post and comment to others’ posts.
We first crawled 0.6 million text post-comment pairs as pos-
itive message-response pairs (i.e., an (m, r) with a y = 1).
Then, for each post, we randomly sampled another com-
ment from the 0.6 million data to create a negative message-
response pair. The two sets together form a training set with
1.2 million instances. Following the same procedure, we
built a validation set with 50, 000 instances apart from those
in training. To construct a test set, we simulated the process
of a retrieval-based chatbot: we first indexed the 0.6 million
post-comment pairs by an open source Lucene.Net3. Then,
we crawled another 400 posts that are in the training set and
the validation set as test messages. For each test message,
we retrieved several similar posts from the index, and col-
lected all the responses associated with the similar posts as
candidates. We recruited three human labelers to judge if a
candidate is a proper response to a test message. A proper
response means the response can naturally reply to the mes-
sage without any contextual information. Each candidate re-
sponse received three labels and the majority of the labels
was taken as the final decision. After removing messages
without any proper responses (i.e., two or more labels are
0), we obtained 328 test messages with 3, 418 responses. On
average, each test message has 10.4 labeled responses, and
the ratio between positive and negative responses is 3:2.
For the English data, we crawled 8 million questions (ti-
tle and body) from the “Computers & Internet” category in
Yahoo! Answers, and utilized these data to train the Twit-
ter LDA model. Word embedding tables were initialized us-
ing the public word vectors available at http://nlp.
2https://www.dropbox.com/s/
2fdn26rj6h9bpvl/ubuntudata.zip?dl=0
3http://lucenenet.apache.org
stanford.edu/projects/glove (trained on Twit-
ter). For the Chinese data, we trained the Twitter LDA model
and the word vectors for initializing embedding tables using
30 million posts crawled from Sina Weibo. In both data, the
dimension of word vectors is 100.
On the Ubuntu data, we followed Lowe et al. (Lowe et
al. 2015) and employed recall at position k in n candidates
(Rn@k) as evaluation metrics, while on the human anno-
tated Chinese data, we employed mean average precision
(MAP) (Baeza-Yates, Ribeiro-Neto, and others 1999), mean
reciprocal rank (MRR) (Voorhees and others 1999), and pre-
cision at position 1 (P@1) as evaluation metrics.
Baseline
We considered the following models as baselines:
Cosine: we calculated cosine similarity between a mes-
sage and a response using their tf-idf weighted vectors.
Translation model: we learned word-to-word trans-
lation probabilities using GIZA++4 by regarding mes-
sages in training sets as a source language and their
positive responses as a target language. Following (Ji,
Lu, and Li 2014), we used translation probability
p(response|message) as a matching score.
Multi-layer perceptron (MLP): a message and a re-
sponse were represented as vectors by averaging their word
vectors. The two vectors were fed to a two-layer feedforward
neural network to calculate a matching score. MLP shared
the embedding tables with our model. The first hidden layer
has 100 nodes, and the second hidden layer has 2 nodes.
DeepMatchtopic: the matching model proposed in (Lu
and Li 2013) which only used topic information to match
a message and a response.
LSTM: the best performing model in (Lowe et al. 2015).
A message and a response are separately fed to a LSTM
network and matching score is calculated with the output
vectors of the LSTM networks.
CNNs: the CNN models proposed by Hu et al. (2014),
namely Arc1 and Arc2. The number of feature maps and the
width of windows are the same as our model.
CNTN: the convolution neural tensor network (Qiu and
Huang 2015) proposed for community question answering.
4http://www.statmt.org/moses/giza/GIZA++.html
Table 3: Variants of TACNTN
Ubuntu data
Exp Avg Msg Res Full
R2@1 0.750 0.755 0.754 0.749 0.759
R5@1 0.499 0.508 0.498 0.498 0.520
R10@1 0.364 0.373 0.357 0.362 0.382
R10@2 0.528 0.538 0.528 0.538 0.544
R10@5 0.792 0.811 0.804 0.805 0.809
Tieba data
Exp Avg Msg Res Full
MAP 0.734 0.744 0.744 0.732 0.749
MRR 0.802 0.798 0.799 0.800 0.804
P@1 0.671 0.677 0.677 0.679 0.688
Parameter Tuning
We tuned parameters according to R2@1 in the Ubuntu
data and P@1 in the Tieba data. For Twitter LDA, we set
α = 1/T , β = 0.01, γ = 0.01 in the Dirichlet priors.
We tuned the number of topics (i.e. T ) in {20, 50, 100, 200}
and the maximum iteration number of Gibbs sampling in
{100, 200, . . . , 1000}. The best combination for both data
sets is (200, 1000). The number of topic words was tuned in
{10, 20, . . . , 100} and set as 50 finally. In CNN based mod-
els, we set the maximum sentence length (i.e., s) as 20. We
tuned the number of feature maps in {10, 50, 100, 200} and
found that 50 is the best choice. We tuned the window size
in {1, 2, 3, 4} and set it as 3 for convolution and pooling lay-
ers. We varied the number of slices in neural tensors (i.e.,h)
in {1, 2, . . . 10} and set it as 8.
Evaluation Results
Table 2 reports evaluation results on the English data and the
Chinese data. We can see that on most metrics, our method
performs better than baselines, and the improvement is sta-
tistically significant (t-test with p-value ≤ 0.01).
Both DeepMatchtopic and MLP perform badly, indicating
that we cannot simply rely on topics and word embeddings
to match messages and responses. Among CNN based mod-
els, Arc1 is the worst. This is consistent with the conclusions
drawn by the existing work. Our model consistently outper-
forms all baseline methods on both data sets. The result ver-
ified the effectiveness of the topic information in message-
response matching.
In the Ubuntu data, all models became worse when the
number of candidates (i.e., n in Rn@k) increased and better
when k increased. This is because a test message only has
one positive response. Obviously, ranking the only positive
one to the top becomes more difficult when more negative
competitors come in, but things become easier when we al-
low the positive one to be ranked at lower positions.
Discussions
We first examine if the topic information can improve the
matching between messages and responses with rich con-
tent. Table 4(a) gives a detailed analysis of the example in
Table 1 which is from Tieba data. The best performing base-
line CNTN failed on this case because of the high asymme-
Table 4: Analysis of TACNTN
(a) A case study
Message Is the new Batman movie worth watch-ing?
Message topic
words and weights
movie: 0.198 , character: 0.187, plot
:0.087
Response
I swear you won’t regret watching it.
We finally get Batman as a fully ren-
dered character. The film shows the
variables he must contend with in his
role as a protector of Gotham.
Response topic
words and weights
movie: 0.405, character: 0.217 , hero:
0.184
CNTN 0.447
TACNTN 0.959
Label Relevant
(b) Quantitative analysis
Response Length <10 ≥ 10
CNTN on Ubuntu 0.673 0.702
TACNTN on
Ubuntu 0.675 0.723
CNTN on Tieba 0.586 0.589
TACNTN on Tieba 0.588 0.612
try between the message and the response on the informa-
tion they contain. On the other hand, message topics like
“character” matched the content of the response, and re-
sponse topics indicated that the message and the response
are in the same topics. With these signals, our model suc-
cessfully overcame the semantic gap between the message
and the response. We also compared our model with CNTN
on short (less than 10 words) and long (more than or equal to
10 words) responses. Table 4(b) reports classification accu-
racy on the two data sets. We use classification accuracy be-
cause we make comparison in terms of different responses.
We can see that almost all improvement of our model came
from long responses. Since long responses contain rich con-
tent, the results provided quantitative evidence to our claim
that we can improve the matching between messages and
responses with rich content using topic information.
Finally, we compared TACNTN with several variants in-
cluding TACNTNexp in which we expand the message and
the response with their topic words and conduct matching
using CNTN on the expanded texts, TACNTNavg in which
the topic vectors are not learned with the message vector
and the response vector but average of the embedding of the
topic words, TACNTNmsg in which only message topics are
considered, and TACNTNres in which only response top-
ics are considered. The four variants are denoted as Exp,
Avg, Msg and Res respectively. Table 3 shows that 1) uti-
lizing topic information in a straightforward way (i.e., ex-
pansion) does not help too much; 2) learning topic vectors
with the message vector and the response vector is helpful
to matching as they may help filter noise in the topic words,
and that is why TACNTN outperforms TACNTNavg; 3) both
the message topic vector and the response topic vector are
useful, and we cannot leave either of them out.
Conclusion
This paper proposed a TACNTN model that can lever-
age topic information in message-response matching for
retrieval-based chatbots. Experimental results show that our
model can significantly outperform state-of-the-art match-
ing models on public and human annotated data sets.
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