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Два фундаментальных качества производимых
вычислений составляют доктрину всей вычисли
тельной математики – это точность и быстродей
ствие расчетов [1]. Если быстродействие может быть
увеличено, в том числе, за счет технических реше
ний, то точность вычислений повышается, главным
образом, за счет применения математических.
В настоящей работе описан математический
аппарат, позволяющий получить для плоских задач
динамики вязкой жидкости решения высокого по
рядка точности в областях сложной геометрии при
решении их методом спектральных разложений
искомых функций на каждом из элементов не
структурированной сетки, накрывающей исход
ную область. Преимущества такого метода очевид
ны: на достаточно грубой сетке можно получать ре
шения с заданным порядком точности.
Высокоточные решения могут иметь самостоя
тельное значение, если интересуют тонкие эффек
ты, сопровождающие исследуемый процесс или же
они могут применяться как тестовые результаты
при построении алгоритмов метода конечных раз
ностей.
Принцип, лежащий в основе всех сеточных ме
тодов, заключается в сведении исходных диффе
ренциальных уравнений в частных производных к
системе алгебраических уравнений, которые могут
быть решены известными методами. Однако в
спектральных методах [2–4] процедура, реализую
щая эти принципы, аналогична используемой в
аналитических методах решения линейных диффе
ренциальных уравнений в частных производных.
Спектральный метод
Как и в методе Галеркина, в спектральном мето
де приближенное решение исходного нелинейного
дифференциального оператора G(u)=f находится в
виде комбинации по линейно независимой систе
ме элементов {i}, называемой базисом в простран
стве искомых функций или координатной систе
мой В качестве элементов i использу
ются ортогональные функции, являющиеся соб
ственными функциями задачи Штурма–Лиувилля
на единичном отрезке [5].
Таким образом, используя спектральное разло
жение, для достаточно гладких функций можно по
лучить экспоненциальную скорость сходимости
приближенного решения к точному. В этом и со
стоит основное преимущество спектрального ме
тода: очень точные приближенные решения могут
быть получены при небольшом числе слагаемых,
входящих в PNhu, причём ошибка аппроксимации
будет уменьшаться экспоненциально с ростом N.
Таким образом, определив коэффициенты прибли
женного разложения ci, можно получить значения
искомой функции в любой точке области с задан
ным порядком точности.
Известно также, что экспоненциальная ско
рость сходимости приближенного решения к точ
ному достигается лишь в том случае, когда базис
ные функции удовлетворяют граничным условиям
[2]. В данной работе применили универсальный ал
горитм аппроксимации ненулевых граничных
условий [6] и показали, что возможно использовать
его без потери точности для решения задач дина
мики вязкой жидкости.
В настоящей работе в качестве базисных функ
ций использовали интерполяционные многочле
ны, представляющие комбинации полиномов Ле
жандра и их производных.
Несжимаемые вязкие течения. 
Математическая постановка задачи
Уравнения, описывающие двумерные стацио
нарные несжимаемые ламинарные течения, имеют
вид [2]:
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(1)
Уравнения (1) можно переписать в координа
тном виде:
Здесь j – индекс суммирования; Re=UL/v – чи
сло Рейнольдса; U, L – характерная скорость и ха
рактерный линейный размер;  – кинематическая
вязкость; u=(u1,u2) – векторная функция, предста
вляющая скорость жидкости в плоском сечении;
p – скалярная функция давления жидкости.
Метод проекций
Для численного решения ур. (1) применяли ме
тод установления совместно с широко известным
методом проекций [2]. Суть метода состоит в сле
дующем:
1. Находим промежуточное значение для скоро
сти из уравнения
(2)
2. Производим расчет давления по формуле
(3)
3. Вычисляем значение скорости для временного
слоя n+1:
(4)
где u~ – промежуточное решение.
Шаги 1–3 выполняются до установления реше
ния.
Дискретизация уравнений Навье–Стокса 
методом спектральных элементов
Пусть x=(x1,x2,...,xm)
mи m. Рассмотрим проблему построения реше
ния ур. (2) методом взвешенных невязок [4]:
(5)
Здесь f=unun; u – одна из компонент скорости;
vL2() – некоторая произвольная функция. Ко
второму слагаемому из левой части ур. (5) приме
ним формулу Грина:
(6)
Здесь n=(n1,n2,...,nm) нормаль к поверхности 	.
В результате задача (2) переформулирована для
пространства функций Соболева:
Формулу (5) с учётом (6) можно преобразовать
следующим образом:
(7)
Рассмотрим различные типы областей m.
Наипростейший случай – это кубическая область

–
=(–1;1)mm. Поскольку необходимо получить
метод, позволяющий аппроксимировать решение с
высоким порядком точности, то и интегралы, вхо
дящие в формулу (7), необходимо вычислить с вы
соким порядком точности. Для этого используем
квадратурные формулы Гаусса. В нашем случае ин
терполяционная формула может быть рассмотрена
в виде прямого произведения одномерных базис
ных функций:
(8)
На элементе рассмотрим тестовые функции вида:
(9)
Для простоты, предположим, что заданы гра
ничные условия Дирихле. В таком случае нет
необходимости производить расчёт интеграла 
Конкретную реализацию граничных
условий рассмотрим более подробно ниже.
Подставим (8) и (9) в ур. (7). Рассмотрим второе
слагаемое, стоящее в левой части ур. (7). Тогда, с
учётом того, что область интегрирования

–
=[–1;1]mm , получим:
(10)
Далее, выражение (10) может быть переписано как:
(11)
В итоге получаем:
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Воспользуемся квадратурными формулами Гаусса:
(12)
Используя ортогональность интерполяционных
функций и формулу (12), выражение (11) примет вид:
(13)
Проинтегрируем выражение 
с использованием квадратурных интегральных
формул Гаусса:
здесь j – веса квадратур, xkj – нули исходных ин
терполяционных функций.
Распишем первое слагаемое, входящее в левую
часть формулы (7):
Аналогичным образом аппроксимируется пра
вая часть формулы (7).
Используя полученные аппроксимации ур. (7) и
меняя индексы q1=1,...,N; qm=1,...,N получим ма
трицу системы и вектор правой части.
Остановимся подробнее на методе аппроксима
ции граничных условий. В настоящей работе была
использована технология метода конечных эл
ементов, применяемого для решения задач с нену
левыми граничными условиями. Полагались неиз
вестными все точки расчётной области, включая
граничные. В случае граничных условий Дирихле
нет надобности производить расчёт интеграла 
поскольку значения искомой функции
определены в точках границы. Фиксируя индекс qi,
можно получить строку коэффициентов спек
трального разложения для нахождения узловых
значений зависимой функции, в том числе и в точ
ках границы. В случае граничных условий Дирихле
для граничной точки, соответствующей индексу qi,
получаем строку матрицы, состоящую из одного
ненулевого элемента, равного единице и располо
женного на диагонали матрицы. В правую часть за
писываем значения функции на границе.
Для внутренней точки, соответствующей ин
дексу qi, получаем строку коэффициентов, где чи
сло ненулевых элементов в строке равно Nm, где
N – степень полинома; m – размерность задачи.
Коэффициенты разложения определяются форму
лой (13). Если какаялибо точка u~p1,...,pm попадает на
границу, то, в случае граничных условий Дирихле,
переносим значение функции в этой точке с соот
ветствующим спектральным коэффициентом в
правую часть. Таким образом, достигаем согласо
ванности интерполяционных функций и гранич
ных условий.
В случае граничных условий Неймана, для каж
дой граничной точки, соответствующей индексу qi,
получаем строку матрицы, состоящую из спек
тральных коэффициентов, определяемых форму
лой (13), к этим коэффициентам необходимо доба
вить вклады от расчёта интеграла Так 
как производная является заданной, то произ
вести расчёт вышеупомянутого интеграла не пред
ставляет трудностей. Далее, для каждой внутрен
ней точки, соответствующей фиксированному ин
дексу, вновь получаем строку матрицы, состоящую
из спектральных коэффициентов, определяемых
формулой (13).
Таким образом, получаем согласованность ин
терполяционных функций и граничных условий.
Данный подход позволяет получать решения высо
кого порядка точности для граничных условий лю
бого типа, кроме того, обработка граничных усло
вий становится универсальной.
Для аппроксимаций ур. (3), (4) используем тех
нологию, аналогичную описанной для аппрокси
мации ур. (2).
Необходимо отметить тот факт, что интерполя
ционные функции являются ортогональными на
интервале 
–
=[–1;1]mm. Следовательно, если
область интегрирования отлична от единичного
куба, необходимо найти преобразование коорди
нат, преобразующее исходную область к единично
му кубу. Поскольку в качестве сеточных элементов
имеем четырехугольники, то преобразовать сеточ
ный элемент к единичному квадрату не составляет
сложности.
Методы решения систем линейных 
алгебраических уравнений
В результате дискретизации ур. (2)–(4) получим
системы линейных алгебраических уравнений. Из
вестно, что матрицы в таких системах являются
разреженными. Запишем систему линейных алге
браических уравнений в виде Ax=b, где A – разре
женная матрица; x – вектор неизвестных; b – век
тор правой части.
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Для расчета таких систем применили методы
сопряженных градиентов (BICGStab) и обобщен
ных невязок (GMRES) совместно с неполной
LUфакторизацией [7]. Для разреженных матриц
используется неполное разложение ILU c исключе
нием элементов, принадлежащих определенному
множеству. В методе ILU(0) в качестве такого мно
жества берется множество пар индексов, соответ
ствующих нулевым элементам матрицы A. Полу
ченное разложение является предобуславливаю
щей матрицей к исходной матрице системы:
U–1L–1Ax=U–1L–1b.
Данную систему можно быстро решить методом
BICGStab [7]. Применение метода BICGStab с пре
добуславливателем, полученным разложением
ILU(0), позволяет существенно сократить число
итераций в расчете систем линейных уравнений.
Наряду с методом BICGStab для решения си
стем линейных уравнений применили также метод
GMRES c неполной LUфакторизацией [7].
Результаты сравнений эффективности различ
ных итерационных методов приведены ниже.
Результаты расчетов
Сопоставление результатов 
с известным аналитическим решением
Для того, чтобы показать спектральную ско
рость сходимости численного алгоритма, рассмо
трим течение Коважного [8]. Численное решение
было найдено в области прямоугольной формы
[–0,5;1][–0,5;1,5]. Граничные условия задавали
согласно аналитическим формулам. Расчеты ве
лись для Re=40 на сетке, состоящей из 81 конечно
го элемента. Невязка уравнения неразрывности и
относительные погрешности для компонент ско
ростей и давления приведены на рис. 1.
В табл. 1 приведены результаты сравнения эф
фективности применения различных итерационных
методов для расчета систем линейных алгебраиче
ских уравнений, получающихся при дискретизации
ур. (2)–(4). Следует отметить, что временные затра
ты на одну итерацию методом GMRES превосходи
ли на 30 % временные затраты на одну итерацию ме
тодом сопряженных градиентов. Одна итерация ме
тодом Гаусса–Зейделя примерно в 4 раза быстрее
итерации метода сопряженных градиентов. Из та
блицы 1 видно, что наиболее эффективен метод
GMRES совместно с неполной LUфакторизацией.
Таблица 1. Оценка эффективности применения различных
итерационных методов для расчета систем линей&
ных уравнений, получающихся при дискретиза&
ции ур. (2) методом спектральных элементов
Расчет течения в плоской каверне
Рассмотрим двумерную полость, представляю
щую собой область квадратной формы с длиной
грани l=1. Нижняя и боковые грани являются твер
дыми стенками, верхняя грань является подвиж
ной стенкой, перемещающейся с постоянной ско
ростью. Граничные условия для данной задачи за
давались следующим образом: u=0 на твердых не
подвижных стенках; u1=1, u2=0 на подвижной стен
ке; 	p/	n=0 на всех границах.
Рассмотрим результаты расчетов минимального
значения функции тока !min для течения при
Re=400. В настоящей работе было получено
!min=–0,111; значение работы [9] !min=–0,11068;
для [10] !min=–0,114; для [11] !min=–0,108. Сравне
ние с данными других авторов показывает досто
верность данного подхода к аппроксимации ура
внений Навье–Стокса.
На рис. 2 приведены линии тока для Re=400 и
Re=2000.
На рис. 3 представлен профиль продольной
компоненты скорости при Re=100.
Степень
полинома
Число итераций, необходимое 
для сходимости метода
Гаусса–
Зейделя
BICGStab
BICGStab+
+ILU(0)
GMRES
GMRES+
+ILU(0)
3 650 420 120 250 48
5 2100 1150 350 440 110
7 6700 1620 510 580 156
9 21000 2350 740 890 241
11 37400 4300 1050 1100 357
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Рис. 1. Относительные погрешности расчетов для компонент скоростей, давления и невязка для уравнения неразрывности
Стационарное течение за уступом
Рассмотрим область, представляющую собой
канал с уступом. Пусть L и D – длина и диаметр ка
нала за уступом, d – диаметр входного сечения, а
также высота уступа, рис. 4.
Граничные условия задаются следующим обра
зом. На входе течение считается установившимся,
поэтому первая компонента скорости имеет пара
болический профиль, а вторая компонента скоро
сти тождественно равна нулю. Проинтегрировав
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Рис. 2. Линии тока в каверне при Re=400 (слева) и Re=2000 (справа)
Рис. 3. Двумерное распределение продольной компоненты скорости при Re=100. " – метод спектральных элементов;  – ре&
зультаты [12]
Рис. 4. Область расчета стационарного потока за уступом
L
2d
y
x
d
L + d 
D
уравнение Пуассона для продольной компоненты
скорости по диаметру входного сечения, в предпо
ложении, что отсутствуют продольные изменения
рассматриваемой величины, получим граничное
условие для первой компоненты скорости:
где 	P/	x – заданный и постоянный градиент да
вления; Re=2(Ud/v) – число Рейнольдса; U – сред
няя скорость течения на входе; l1,l2 – пределы инте
грирования входного сечения в направлении y. Гра
ничное условие на входе для второй компоненты
скорости: u2(0,y)=0. Граничные условия для давле
ния на входе:
где a – некоторая положительная константа.
На выходе течение также считается установив
шимся, граничные условия задаются по формулам:
На твердых стенках для скорости ставится усло
вие прилипания, а также однородные условия Ней
мана для давления:
В работе были проведены расчеты течения за
уступом для различных чисел Рейнольдса, табл. 2.
Степень полинома равнялась 3, а число конечных
элементов не превышало 3000.
Таблица 2. Зависимость длины большого вихря l за уступом
от числа Re
За уступом формируется глобальный вихрь,
продольный размер которого увеличивается с ро
стом числа Re.
Выводы
Предложен алгоритм, использующий неструк
турированные сетки, преобразования координат и
спектральные разложения искомых функций, ко
торый позволяет получать высокоточные решения
нелинейных эллиптических задач с нелинейно
стью типа конвективного члена, характерной для
уравнений Навье–Стокса. Для решения системы
линейных алгебраических уравнений рекомендует
ся использовать метод обобщенных невязок совме
стно с неполной LUфакторизацией. Метод позво
ляет достичь наивысшей скорости расчета по срав
нению с общепринятым методом сопряженных
градиентов и методом Гаусса–Зейделя. Описан так
же универсальный алгоритм аппроксимации нео
днородных граничных условий Дирихле и Неймана
методом спектральных элементов, не приводящий
к потере точности.
Работа выполнена при финансовой поддержке гранта
РФФИ № 080100484а.
Источник информации
Re
100 200 300 400
Настоящая работа 5,0 7,9 9,85 10,9
[9] 5,1 7,2 9,5 10,49
[10] – – 9,08 10,04
[13] 5,0 8,5 – –
[14] 5,0 8,2 10,1 14,8
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