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ABSTRACT 
The positive semidefinite and Euclidean distance mat~x completion problems 
have received a lot of attention in the literature. Results have been obtained for these 
two problems that are very similar in their formulations. Although there is a strong 
relationship between positive semidefinite matrices and Euclidean distance matrices, 
it was not clear (as noted by Johnson et al.) how to link the two completion problems. 
The purpose of this note is twofold. First, we show how the results for the Euclidean 
distance matrix completion problem can be derived from the corresponding results for 
the positive semidefinite completion problem, using a functional transform introduced 
by Schoenberg. Second, we introduce a new set of necessary conditions that are 
stronger than some previously known ones and we identify the graphs for which these 
conditions uffice for ensuring completability. © 1998 Elsevier Science Inc. 
I. INTRODUCTION 
A partial (symmetric) matrix I A = (aij) is a matrix whose entries are 
specified only on a subset of the positions, but in such a way that aj~ is 
sr~ecified and eaual  to a.. whenever a.. is snecified The ,ositive semidefinite 
Y ~ J j  ~J J r  " Y J " 
completion problem (PSD completion problem, for short) can be formulated 
~AII matrices here are assumed to have real entries and to be symmetric. 
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as follows: Given a partial symmetric matrix A, can the unspecified entries of 
A be chosen in such a way that the resulting matrix is positive semidefinite? 
Similarly, the Eucl idean distance matr ix completion problem (EDM comple- 
tion problem, for short) asks whether a given partial symmetric matrix can be 
completed to a Euclidean distance matrix. 
We recall that an n × n matrix X is said to be posit ive semidefinite if 
xrxx  >~0 for all x ~ ~" and that an n ×n matrix D =(d~j) is called a 
Euclidean distance matrix if there exist vectors u l . . . . .  u,, ~ ~r,, (for some 
m/> 1) such that d~j = (llu~ - @12) 2 for all i , j  = 1 . . . . .  n. [Here, ]]x]]2 
:= a/E!" l(x~) s denotes the Euclidean norm of x ~ ~' . ]  We let PSD, and 
EDM, denote, respectively, the sets of positive semidefinite matrices and 
Euclidean distance matrices of size n × n. 
For the EDM eompletion problem, one may obviously consider only 
partial matrices whose diagonal entries are all specified and equal to 0. For 
the PSD completion problem, it can be easily observed that one ean restrict 
oneself to the ease of partial matrices whose diagonal entries are all specified 
and equal to 1. Thus we consider the set 
:=  VSD,, (x  = = = 1 . . . . .  n ) ,  
called an ell iptope in [13]; matrices in ~',, are known as correlation matrices 
(cf. [10, 14, 15]). 
The PSD and EDM completion problems can then be reformulated in
the following way. Let G = (V,,, E) be a graph with node set V,, := {1 . . . . .  n} 
and edge set E. We let ~(G) [EDM(G)] denote the projection of ~, [of 
EDM,,] on the subspaee ~E indexed by the edge set of G. Therefore, the 
sets ~(K , )  and ~,, are in one-to-one correspondence, as well as the sets 
EDM(K,,) and EDM,. Then, the PSD [EDM] completion problem amounts 
to deciding whether a given vector x ~ R w belongs to the projection g~(G) 
[EDM(G)], the edge set of G representing the set of specified positions. 
Two sets of necessary conditions for membership n ~'(G) and in EDM(G) 
have been introduced in the literature. Moreover, the classes of graphs for 
which these necessary conditions are also sufficient have been identified. 
Interestingly, the classes of graphs turn out to be identical in both eases. Yet, 
it was not clear how to derive the set of results concerning one completion 
problem from the corresponding results for the other. One first purpose of 
this note is to show that the results concerning the EDM completion problem 
can be derived from those concerning the PSD completion problem. The 
main tool for establishing this link is a functional transform introduced by 
Schoenberg [17]. Sehoenberg showed how the sets EDM, and ~,, are linked 
via this transformation; we observe here that this connection extends to the 
projections EDM(G) and g'(G). 
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We also introduce a new set of necessary conditions (the so-called cut 
conditions) for the PSD and EDM completion problems. It turns out 
however that, although these new conditions are stronger than some previ- 
ously known ones, they do not permit us to characterize the elliptope or the 
Euclidean distance matrix cone for larger classes of graphs (see Theo- 
rem 4.2). 
The paper is organized as follows. In Section 2 we introduce some tools 
permitting us to relate positive semidefinite matrices and Euclidean distance 
matrices. In Section 3, after recalling some necessary conditions for the two 
completion problems, we show how the results for the EDM completion 
problem can be derived from those for the PSD completion problem. We 
present in Section 4 new necessary eondit ionsI the cut conditions (PSD3) 
and (EDM3)- -and study the corresponding classes of graphs. 
Some Definitions about Graphs 
In what follows we set V n :={1 . . . . .  n} and E, :={/ j l l  ~<i < j  ~<n}. 
Hence, K,~ = (V,,, E,,) is the complete graph on n nodes. Let G = (V n, E) 
be a graph, where E _c E,. Its suspension graph VG is defined as the graph 
with node set V,,+j :=V,, U{n + i} and with edge set E (VG) :=EU 
{(i, n + 1) 1i ~ Vn}. 
Let G = (V,,, E) be a graph. Given a subset U c V,, G[U] denotes the 
subgraph of G induced by U, with node set U and with edge set {uv ~ E [ 
u, v ~ U}. One says that U is a clique in G when G[U] is a complete graph. 
Let C be a circuit in G; an edge e E E is called a chord of C if it joins two 
nodes of C that are not consecutive on the circuit C. Then G is said to be 
chordal if every circuit of length >~4 in G has a chord. Let C n_l be a 
circuit on n - 1 nodes; then W,~ := VC,_ 1 denotes the wheel on n nodes, 
obtained by adding a new node (the center of the wheel) adjacent o all 
nodes on the circuit. 
Splitting a node u (of degree >/2) in G means replacing u by two 
adjacent nodes u' and u" and replacing every edge uv in an arbitrary 
manner, either by u'v or by u"v (but in such a way that each of u' and u" is 
adjacent o at least one node). Figure l(a), (b) show the wheel on seven 
nodes and a splitting of it, while (c) shows the graph V~ 4 obtained by splitting 
one node inW 4 =K 4. 
Finally, we introduce three classes of graphs that will play an important 
role in this paper. The class ~,,h consists of all chordal graphs; the class ~'~, 
consists of the graphs that do not contain K 4 or  a splitting of K 4 as a 
subgraph; and the class ~ewh consists of the graphs that do not contain a 
wheel W, (n >~5) or a splitting of a wheel W, (n >i 4) as an induced 
subgraph. 
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(a) (b) (c) 
FIG. 1. (a) The wheel W7; (b) splitting node u in WT; (c) the graph W4. 
2. TOOLS 
EDM and PSD Matrices 
We recall here a well-known correspondence between PSD and EDM 
matrices. For convenience, we present it in the general setting of graphs. Let 
G = (V,,, E) be a graph, and let VG be its suspension graph. One can define 
a one-to-one linear correspondence s c between the spaces ~ ~(vc) and ~ ~: u v,, 
in the following manner: For d ~ N E(v(;), p ~ ~uv, , ,  one has p = sO(d) if 
Pii = di , ,+ 1 for i ~ V,, 
1 p,j = 7(d i , , ,+,  + d j , .+ l  - d , j )  for /j ~E .  
(2.1) 
[Here, we identify a pair (i, i) with an element i ~ V,,.] Then, 
d ~ EDM(~TG) ¢* ~(d)  
can be completed to a positive semidefinite matrix. (9..2) 
In the case of the complete graph G = K,~, we obtain the well-known 
correspondence of Schoenberg [16, 17] between matrices in EDM,.+I  and 
PSD,. Namely, 
D ~ EDM,+ l '~" P ~ PSD, ,  (2.3) 
where D is an (n + 1) × (n + 1) symmetric matrix with an all-zero diagonal 
and P is the n × n symmetric matrix whose entries are given by (2.1). 
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The Schoenberg Transform 
Given h > 0, we consider the function 
F :~+~ ~+,  
t exp( - ;u ) ,  
called the Schoenberg transform. As observed by Schoenberg [17], it permits 
to make another link between the cone EDM n and the cone PSD n or, more 
precisely, its subset g~,. We use the following notation: For a matrix D = (d 0 ,  
F(D) denotes the matrix (F(dO).  
LEMMA 2.4 [17]. Let D be an n x n symmetric matrix with an all-zero 
diagonal. The following assertions are equivalent: 
(i) D ~ EDM,,.  
(ii) ex29( - AD) E ~ for all h > O. 
(iii) The matrix 1 - exp( -AD)  := (1 - exp(-Adij))i'~j=l belongs to 
EDM,, for all A > O. 
COROLLARY 2.5. Let G = (V,,, E) be a graph and let d ~ ~E. The 
following assertions are equivalent: 
(i) d ~ EDM(G) .  
(ii) exp( - Ad) ~ ~(G)  for all A > O. 
(iii) 1 - exp( -  Ad) ~ EDM(G) for  all A > O. 
Proof. (i) ~ (ii) follows from the corresponding implication in Lemma 
2.4 and taking projections. The implication (ii) ~ (iii) follows from the "it" 
part in (2.2). 
( i i i )~( i ) :  Assume that 1 -  exp( -Ad)  E EDM(G)  for all A > 0. We 
show that d ~ EDM(G) .  Since the set EDM(G)  is a cone, it can be 
expressed as 
EDM(G)  = {x ~ ff~Elvrx <<. 0 Vv ~ 7/}, 
for some 7 /~ ~E. We show that vrd <~ 0 for every vector v ~ ~7-. By 
assumption, 
- .< O. 
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Expanding in series the exponential function, we obtain: 
vr[1 - exp( -Ad) ]  = Y'. t)e[1 -- exp( - ) tde)  ] 
eEE 
) e~E p>~l P! ~P(de)P 
E (--1)P--lt~p( E t)e(de)Pl 
p>~l P! Xe~E " 
<~0. 
Dividing by A and then letting A ~ 0 yields the desired inequality: 
EeEEt)ede <~ O. • 
3. RESULTS FOR THE TWO COMPLETION PROBLEMS 
3.1. Necessary Conditions 
We present here some known necessary conditions for membership in 
g'(G) and in EDM(G). Let G = (V,,, E) be a graph, and let K be a clique in 
G. For a vector x ~ R E, x K denotes its projection on the subspace indexed 
by the edges in K; that is, x K = (xij)ij ~ E, i,j~ K" A first obvious necessary 
condition can be derived by noting that every principal submatrix of a positive 
semidefinite matrix (or of a Euclidean distance matrix) remains positive 
semidefinite (a Euclidean distance matrix). In other words, 
x K ~ g~(K) for every clique K in G, (PSD1) 
d K ~ EDM(K)  for every clique K in G (EDM1) 
are, respectively, necessary conditions for x ~ g'(G) and d ~ EDM(G). 
(Here, we use the same letter K for denoting a clique as a node set or as a 
graph.) 
We need a definition in order to formulate the other type of necessary 
condition. Let K, = (V,,, E,,) be the complete graph on n nodes. The 
polyhedra 
MET(K,,) := {x ~ N~" x i j -x~k -x jk  <~ OVi , j , k  ~ V,,}, 
METe(K , , )  := MET(K , )  N {x ~ NE"lxij + xik + xjk <~ 2 V i , j , k  ~ V,} 
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are called, respectively, the metric cone and metric polytope of K,. For a 
graph G = (V,, E), MET(G) and MET°(G)  are defined, 2 respectively, as 
the projection of MET(K,) and MET [] (K,)  on the subspace R ~. Necessary 
conditions for membership n $'(G) and in EDM(G) can then be formulated 
in terms of the metric cone and polytope. Namely, 
1 
-- arccos x ~ MET = (G),  (PSD2) 
~-  ~ MET(G) (EDM2) 
are, respectively, necessary conditions for x ~ ~(G) and d ~ EDM(G); this 
is obvious for (EDM2) and (PSD2) was formulated in Barrett, Johnson, and 
Tarazaga [6]. 
In fact, the conditions (PSD2) and (EDM2) suffice for the description of 
~(K  3) and EDM(Ka) , respectively. Assertion (i) in the following lemma is a 
classical geometrical fact (already formulated, e.g., by Blmnenthal [7]), and 
(ii) is observed in Johnson, Jones, and Kroschel [11]. 
LEMMA 3.1. 
(i) ~'(K 3) = {x ~ [ -1 ,  11 e3 ] (1/Tr)arecos x ~ METD(K3)}. 
(ii) EDM(K 3) = {d ~ I~+ v'~ ]v~-~ Met(K3)}. 
3.2. Linking the Conditions (PSD2) and (EDM2) 
We establish ere an intermediary result 3 which will enable us later to 
make a connection between the two necessary conditions (PSD2) and 
(EDM2). 
LEMMA 3.2. Let G = (V,,, E) be a graph and d ~ ~.  Then, 
1 
fd- ~ MET(G) = --arccos(e -xd) ~ MET°(G)  f , ra l l  A > O. 
77" 
Proof. Note first that it suffices to show the result in the case when 
G = K, (as the general result will then follow by taking projections). Next, 
observe that it suffices to show the result in the case n = 3 [as MET(K,) and 
2 Explicit linear inequality descriptions for these polyhedra can be found in Barahcma [3]. 
3This result holds, in fact, as an equivalence, but we will need here only the present 
implication. 
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MET [] (K,)  are defined by inequalities that involve only three points]. Now, 
we have: Vrd-~ MET(K 3) ¢~ d ~ EDM(K.2) [by Lemma 3.1(ii)]; d 
EDM(K 3) ¢~ exp(-Ad) ~ g~(K 3) for all A > 0 (by Corollary 2.5); finally, 
exp(-Ad) ~ g~(Kz) ,~, (1/Tr)arccos(e -*a) ~ METe(K3) [by Lemma 
3.1(01. • 
3.3. Results 
Let ~'1 [if2, ~'12] denote the class of graphs G for which the condition 
(PSD1) [the condition (PSD2), the two conditions (PSD1) and (PSD2) taken 
together] is sufficient for the description of ~(G). In other words, G ~ ffl if 
and only if 
,g'(G) = {x ~ ~elx K ~ g'(K) VK clique in G}; 
G ~ ~'2 if mad only if 
g'(G) = x ~ [ -1 ,  areeosx ~ MET [](G) ; 
and G E c~12 if and only if 
g~(G) = (xE[ -1 ,1]e lxK~g~(K)VKcl iqueinG,  KI
1 ) 
>_-4,--arceosx ~ METe(G)  . 
71" 
Similarly, let ~'~ [~'~, ~'12] denote the class of graphs G for which the 
condition (EDM1) [the condition (EDM2), the two conditions (EDM1) and 
(EDM2) taken together] suffices for the description of EDM(G). 
The classes ~'1, ~'2, and ~12 have been characterized, respectively, in 
Grone, Johnson, S~, and Wolkowicz [9], Laurent [12], and Barrett, Johnson, 
and Loewy [5]. The classes ~'1 and .~ are characterized, respectively', in
Bakonyi and Johnson [2] and Johnson, Jones, and Kroschel [11]. 
It turns out that ~'1 = ~"1, ~'12 = ~"12" One can also identify the class ~ 
(using the same techniques as in [12]) and show that ~'2 = ~'2. 
Our objective here is to supply an easy argument for showing the 
inclusions ~'1 __c .~i, ~2 G ~,  and ~'r2 c ~"12- As the reverse inclusions are 
easy to verify, this implies that the description of each class ~i' follows from 
that of G. 
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For showing the inclusion ~ ___ ff[, it is not important o know which 
graphs belong to ~.  We use here the results from Corollary 2.5 on the 
Schoenberg transform and Lemma 3.2. 
PROPOSITION 3.3. ffl c ~'l, fie c ~'~, and ~ c ~"i2. 
Proof. Let G ~ ~ and let d ~ ~E such that d K ~ EDM(K) for every 
clique K in G; we show that d~ EDM(G). For A > 0, set x(A):= 
exp(-Ad) ~ ~+E. Then, by Corollary 2.5, x(A)~ ~ g°(K) for every clique K 
in G [as d K ~ EDM(K)]. This implies that x(A) ~ go(G), since G ~ b°l. 
Therefore, using again Corollary 2.5, we obtain that d ~ EDM(G). This 
shows that G ~ ~.  
Suppose now that G ~ ~.  Let d e ~+~ such that vYd e MET(G); we 
show that d ~ EDM(G). Then, by Lemma 3.2, (1/~r)arccos(e ,,~) 
MET [](G) for all a>0.  Hence, e *a~g(G)  for every a>0,  since 
G ~ ~'.2- This implies that d ~ EDM(G), using again Corollary 2.5. 
The inclusion ~ _c ~2 follows by combining the above arguments. • 
In order to show the reverse inclusions ff~ c_ if1, ~',~ _c ~'2, ~°'12 _c ~'12, we 
need to know the explicit description of the classes ~'1, ff~2, and ffl2. We 
recall that the classes ~'ch, ~'K~, ~'wh ave been defined in the Introduction. It
is shown in [9], [12], [5], respectively, that 
~'1 = -Vch, a'2 = aK , ,  ~'1,2 = ~'wh. 
t r c • The two inclusions ~'z - ~'K , Gl2 ffw~, wall follow fi'om (4.1) and Theorem 
4.2 in Section 4, and the inclusion ff'l c ~',.h is given in Lemma 3.4(i) below. 
Therefore, as we just saw, the description of class ~"l follows from that of 
~'1. In fact, Lemma 3.4 shows that the description of ~'1 also follows from 
that of ~'~. In other words, the two theorems from [9] and [2] concerning the 
PSD and EDM completion problems for chordal graphs are equivalent. 
LEMMA 3 .4 .  
(i) [9, 2] -~'t, ~"l __c_ ~'eh. 
(ii) If ,gOch ___ "~'1, then Yffch C ffl- 
Proof. (i): Let G = (V, E) be a nonchordal graph, and let C = 
(V(C), E(C)) be a chordless circuit of length /> 4 in G. For the inclusion 
ffl >>> ~ch, we exhibit a vector x ~ R E satisfying (PSD1) and such that 
x ~ go(G). Namely, define x ~ R E by setting x e := 1 for all edges e ~ E(C) 
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except x~,,-'= -1  for one edge e 0 E E(C), and x~ := 0 for all remaining 
edges. For the inclusion ~'~ _ ~'ch, we define a vector d ~ R E satisfying 
(EDM1) and such that d ff EDM(G) by setting d~ := 0 for all edges 
e ~ E(C) except d~0 := 1 for one edge e 0 in C; d e := 1 for every edge e 
joining a node of C to a node of V \  V(C); and d e := 0 for every edge e 
joining two nodes of V \ V(C). 
(ii): Let G = (V,, E) be a chordal graph; we show that G ~ ~'l" For this, 
let x ~ NE such that x K ~ g'(K) for every clique K in G. Consider the 
suspension graph VG and the vector d ~ R ~(w) defined in the following 
manner: d~,,+ 1:= 1 for every i ~ V,, and d~j := 2(1 - x 0 for all /j ~ E. 
Then, by (2.2), d w E EDM(VK) for every clique K in G. Observe now that 
VG ~ ~'~, as VG remains a chordal graph. Therefore, d ~ EDM(VG), which 
implies that x E g'(G). • 
Finally, observe that the above reasoning does not extend to the other 
classes. For instance, it is not clear whether the description of the class ~'2 
can be derived from that of the class ~'~, the reason for that being that the 
graph property in question is not preserved by taking graph suspensions. 
Indeed, the suspension graph VG may contain a splitting of K 4 as a subgraph 
even if G itself does not. 
4. FURTHER NECESSARY CONDITIONS 
We formulate here further necessary conditions for membership n g'(G) 
and EDM(G). For this we need a definition. Let G = (V,, E) be a graph, 
and let S _ V, be a subset of the nodes. The cut ~c(S) consists of the edges 
e ~ E having one end node in S and the other one in V, \ S. Then, CUT(G) 
and CUT c (G) denote the cone and polytope generated by the cuts of G; 
' that is, 
CUT(G) := (Y'~s_cv,,AsXadS)AsGOforallS~V,,} ' 
CUTn(G) := { y'~scv.AsX%(s) As>~Of°ra l lSC-V"and~'As=l}  " s  
[Here, X a~(s) ~ {0, 1} ~ is the incidence vector of the cut cSc(S).] CUT(G) is 
called the cut cone of G, and CUT [] (G) its cut polytope. Clearly, CUT(G) 
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and CUT D (G) are, respectively, the projection of CUT(K, )  and CUT II1 (K , )  
on the subspace indexed by the edge set of G, (See, e.g., [8] for a survey on 
these polyhedra.) Necessary conditions for membership in g'(G) and 
EDM(G) can be formulated in terms of CUT(G) and CUT [] (G). Namely, 
1 
- -  arccos x ~ CUT [] (G) ,  (PSD3) 
71" 
~-  ~ CUT(G)  (EDM3) 
are, respectively, necessary conditions for x ~ g'(G) and d ~ EDM(G). The 
condition (PSD3) was formulated in [12]. That (EDM3) is indeed a necessary 
condition for membership in EDM(G) relies on a well-known connection 
between 11- and/z-spaces, as we now explain. First, observe that it suffices to 
consider the case when G = K, is a complete graph (as the general result 
will follow by taking projections). So let us consider d ~ EDM(K,) ;  that is, 
is/2-embeddable [by the definition of EDM(Kn)]. This implies 4 that v~- 
is l l-embeddable mad therefore 5 that v~- ~ CUT(K,) .  
The conditions (PSD3) and (EDM3) are respectively stronger than the 
conditions (PSD2) and (EDM2), because the following inclusions 6 hold: 
CUT(G)  c MET(G) ,  CUTD(G)  _ MET[] (G) .  
(Again, it suffices to check it for the complete graph, which is easy.) 
Hence, arises the question of characterizing the graphs for which these 
new stronger conditions are sufficient. Let ~'3 [~'~] denote the class of graphs 
G for which (PSD3) [(EDM3)] suffices for ensuring membership in ~(G)  
[EDM(G)]. Similarly, let ~'a3 [ff'13] consist of the graphs G for which the two 
conditions (PSD1) and (PSD3) [(EDM1) and (EDM3)] together suffice for 
ensuring membership in E"(G) [EDM(G)]. Clearly, 
c _c - c (4.1) 
4It is a classical result in analysis that, for a distance d, d is /~-embeddable ~ d is 
li-embeddable; s e, e.g., [19]. 
5We use here the well-known fact that the set of ll-embeddable distances on an n-element 
set is a cone whose extreme rays are generated by the cuts of K,,; in other words, d is 
/l-embeddable if and only if d ~ CUT(K,) (see [1] or [8]). 
6The class of graphs for which equali~ " holds has been identified in [4, 18l. Namely, 
CUT(G) = MET(G) or, equivalently, CUT [] (G) = MET [] (G) if and only if G does not admit 
K 5 as a minor. 
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In fact, as we see below, these inclusions hold at equality. In other words, 
even though the cut condition (PSD3) [or (EDM3)] is stronger than the 
metric condition (PSD3) [or (EDM2)], it suffices for ensuring membership n
the elliptope (or the Euclidean distance matrix cone) for the same class of 
graphs. Namely, 
THEOREM 4.2. "~2 = "~3 ( = q~K, ), V~t2 = "~t3 ( = ~K4 ), ~712 = "~13 (= ~wh), 
.rid ~'~ = ~[z (= ~,~h). 
Before giving the proof, let us remark that we now have to treat the two 
classes ~'13 and £e'13 separately. Indeed, we do not know whether the 
analogue of Lemma 3.2 holds if one replaces the metric polyhedra by the cut 
polyhedra. Thus we do not have "for free" the inclusion ~'13 G ~'la. We start 
with a preliminary lemma. 
LEMMA 4.3. Let W, := VC be a wheel on n nodes, with center u o and 
circuit C. Consider the vector d indexed by the edge set of W~ and defined by 
d(uo, u) := 1 for each node u of C, d(u, v) := 4 for each edge nv of C. Then 
d ~ EDM(W,,) ¢0 n is odd. 
Proof. Let x be the vector indexed by the edge set of C and taking 
value -1  on every edge. Then, by (2.2), d ~ EDM(W,) if and only if 
x ~ ~(C). The latter holds if and only if (1/rr)arccos x ~ METD(C), that 
is, if and only if C has even length. • 
Proof of Theorem 4.2. The inclusion ~3 c ~'K, is proved in [12], and the 
inclusion ff~ _ ffK4 can be easily verified using the same techniques. 
The inclusion ~'la - ~wh relies on the following claims: (i) the wheel W~ 
(n >~ 5) and the graph W 4 [recall Figure l(c)] do not belong to ff13; (ii) the 
class ffJ3 is preserved under the operations of taking induced subgraphs and 
(iii) contracting edges. Assertion (i) follows from the fact that W,, (n ~> 5), 
"~V4 ~ ffa (as they contain a splitting of K 4) and that these graphs have no 
clique of size 4. We leave the verification of (iii) to the reader, and we now 
check (ii). For this let G =(V ,E)  be a graph in ffl3 and let H := G[U] 
(U c V) be an induced snbgraph of G. We show that H ~ ~'13. Let x be a 
vector indexed by the edge set of H satisfying (PSD1) and (PSD3); we show 
that x ~ g'(H). For this we extend x to a vector y indexed by the edge set 
of G by' setting y,,~ := 0 for an edge uv ~ E with u ~ U, v ~ V \  U, and 
y,, ~ := 1 for an edge uv ~ E contained in V \ U. It is clear that y satisfies 
(PSD1). By assumption, a := (1/rr)arceos x ~ CUTD(H); we verify that 
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b :-- (1/~')arceos y ~ CUTe(C) .  Indeed, say a = 32s~_v)tsSn(S) where A s 
>~ 0, •sAs 1. Then b = 1 = 7~]s ~_ u)ts [8c(S) + 8c(U \ S)], which shows that 
b ~ CUTD(G). Hence,' y satisfies (PSD3). Therefore, y ~ g'(G), which 
implies that x ~ g'(H). 
We now show the inclusion ~"13 c ~'wh" Let G = (V, E) be a graph in 
ff'la and let H := G[U] be an induced subgraph of G. Suppose in a first step 
that H is a wheel W, := VC (n ~> 5) with center u 0. Consider the vector d 
indexed by the edge set of G and defined in the following manner: d takes 
value 4 on every edge of the circuit C except value 0 on one edge if n is odd; 
d takes value 1 on every edge joining the center u 0 of the wheel to a node of 
C; d takes value 1 on an edge between a node of C and a node outside the 
wheel; d takes value 0 on every remaining edge (i.e., an edge joining u 0 to a 
node outside the wheel or an edge joining two nodes outside the wheel). 
Then d satisfies (EDM1) and d ff EDM(G) (by Lemma 4.3). Moreover d 
satisfies (EDM3), i.e., Vrd-~ CUT(G). Indeed, say C is the circuit 
(U 1 . . . . .  Un_l) .  Then ~-= E~'-l~ac(U,) if n is even, and fd- = 6c({u ~, u,,_ l}) 
+ Ei'__-~Sc(Ui) f n is odd and (u 1, u,_ 1) is the edge of C on which d takes 
value 0. Finally, if H is a splitting of a wheel W,, (n ~ 4), extend the above 
vector d by assigning value 0 to every new edge created uring the splitting 
process. This concludes the proof. • 
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