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Information causality states that the information obtainable by a receiver cannot be greater than
the communication bits from a sender, even if they utilize no-signaling resources. This physical
principle successfully explains some boundaries between quantum and postquantum nonlocal corre-
lations, where the obtainable information reaches the maximum limit. We show that no-signaling
resources of pure partially entangled states produce randomness (or noise) in the communication
bits, and achievement of the maximum limit is impossible, i.e., the information causality principle is
insufficient for the full identification of the quantum boundaries already for bipartite settings. The
nonlocality inequalities such as so-called the Tsirelson inequality are extended to show how such
randomness affects the strength of nonlocal correlations. As a result, a relation followed by most of
quantum correlations in the simplest Bell scenario is revealed. The extended inequalities reflect the
cryptographic principle such that a completely scrambled message cannot carry information.
I. INTRODUCTION
It was shown by Bell that the nonlocal correlations pre-
dicted by quantum mechanics are inconsistent with local
realism [1]. The nonlocal correlations do not contradict
the no-signaling principle that prohibits instantaneous
communication. However, it was found that the set of
quantum correlations is strictly smaller than the set of
no-signaling correlations [2, 3]. Concretely, a particular
type of the Bell inequality, the Clauser-Horne-Shimony-
Holt (CHSH) inequality [4], was shown to be violated up
to 4 in general no-signaling correlations [3], while from
the Tsirelson inequality [2] the violation is bounded by
2
√
2 in quantum correlations. Since then, many efforts
have been made to search for a simple physical principle
to close this discrepancy. See [5–7] for a good review.
Information causality (IC) [8] is such a physical prin-
ciple. Consider two remote parties, Alice and Bob, who
share no-signaling nonlocal resources such as entangled
states. When Alice sends a message to Bob, IC states
that the total information obtainable by Bob cannot be
greater than the number of the message bits even if they
utilize the no-signaling resources [8]. A powerful nec-
essary condition for respecting the IC principle was de-
rived by considering an explicit communication proto-
col [8]. The condition, called the IC inequality here-
after, successfully explains the Tsirelson inequality, and
even explains some curved boundaries between quantum
and postquantum correlations [8, 9]. At those quantum
boundaries, the protocol achieves the maximum limit of
the obtainable information (the number of the message
bits). It is then expected that, for every quantum bound-
ary, there exists a protocol for which the maximum limit
is achieved.
Apart from searching for physical principles, the iden-
tification of the quantum boundaries is originally a diffi-
cult problem. Indeed, the analytical necessary and suffi-
cient criterion for the identification has not been given yet
even in the simplest Bell scenario, although the Tsirelson-
Landau-Masanes (TLM) criterion [10–12] is known for a
case of unbiased marginal probabilities (explain later).
In this paper, we show that pure partially entangled
states, which were shown to give rise to boundary corre-
lations [13–16], produce randomness in the message, and
achievement of the maximum limit is impossible no mat-
ter what protocol is executed. Hence, the IC principle
is insufficient for the full identification of the quantum
boundaries already for bipartite settings (similar results
have been obtained in multipartite settings [17, 18]). We
extend the nonlocality inequalities to include the effects
of the randomness. As a result, a relation followed by
most of quantum correlations, including both cases of
unbiased and biased marginals, is revealed. Moreover,
we show that the derived inequalities reflect the crypto-
graphic principle such that a completely scrambled mes-
sage cannot carry information [19]. The inequalities re-
flecting the cryptographic principle contain a quantity
defined in quantum mechanics, and the principle cannot
immediately exclude postquantum correlations by itself,
but tells us a way to determine the quantum boundaries.
Note that a similar principle for a different type of ran-
domness was considered in [20].
Let us here show a simple example to clarify what
we mean by randomness. Consider the simplest Bell
scenario, where Alice is given a random bit x and per-
forms the measurement on the partially entangled state√
2/3|00〉+
√
1/3|11〉 in the basis |0〉/|1〉 for x = 0 or
(|0〉 ± |1〉)/√2 for x = 1, and obtains the outcome a.
Suppose that Bob somehow knows that x was 1. How-
ever, he still cannot determine the value of a completely,
because his local state is
√
2/3|0〉+
√
1/3|1〉 for a = 0
or
√
2/3|0〉−
√
1/3|1〉 for a = 1, which are nonorthog-
onal. This means that a has some uncertainty indeter-
minable for Bob, and the uncertainty acts as randomness
(or noise) if a is used for the transmission of the infor-
mation of x (the details are discussed in Sec. IV). As
a result, the obtainable information of Bob is reduced.
This affects the quantum bound of the CHSH inequal-
ity, and the violation is reduced to 2
√
17/9 [see Eq. (2)
below] from the maximum value of 2
√
2.
2This paper is organized as follows. In Sec. II, we ex-
tend the Tsirelson inequality, the IC inequality, and the
Landau inequality (of the TLM criterion) by including
the state-dependent quantity measuring the orthogonal-
ity between Bob’s local states, because nonorthogonality
is key to the randomness as in the above example. In
Sec. III, we discuss the tightness of the derived Landau-
type inequality, and show that the inequality is widely
saturated for both boundary and non-boundary corre-
lations even in the case of biased marginals. We then
discuss the information theoretical aspects of the derived
IC-type inequality in Sec. IV, where the connection to
the cryptographic principle and the insufficiency of the
IC principle are shown. In Sec. V, we show an example
of how to determine the quantum boundaries under the
cryptographic principle. A summary is given in Sec. VI.
II. BOUNDS ON NONLOCALITY
To begin with, let us derive the inequalities discussed in
this paper. The derivation is surprisingly simple. Con-
sider the simplest Bell scenario, where Alice and Bob
share a quantum state, Alice (Bob) performs a measure-
ment depending on a given bit x (y) to obtain the out-
come bit a (b). Their shared state is a pure or mixed
state denoted by ρ. We use the shorthand notation 〈· · · 〉
for trρ · · · . Without loss of generality, we can assume
that they perform projective measurements, because no
assumption is made about the system dimension. The
observable of Alice (Bob), denoted by Ax (By), then sat-
isfies A2x = B
2
x = I with I being the identity operator.
The projector of the measurement for Alice’s outcome a
is given by Pa|x = (I + (−1)aAx)/2, and for Bob’s out-
come b by Qb|y=(I + (−1)bBy)/2. Let us then consider
the weighted CHSH expression [21] of the form:
B =
∑
y
tysx(−1)xy〈Ax⊗By〉 =
∑
y
tyEy, (1)
where ty and sx are real non-negative parameters, and
Ey ≡ s0〈A0⊗By〉 + s1(−1)y〈A1⊗By〉 is introduced for
later convenience. If we define Xx≡ t0B0+(−1)xt1B1, it
can be seen that X20+X
2
1 =2(t
2
0+t
2
1)I, and we obtain the
Tsirelson-type inequality as follows:
B =
∑
x
sx
√
〈I⊗X2x〉
〈Ax⊗Xx〉√
〈I⊗X2x〉
≤
∑
x
sx
√
〈I⊗X2x〉D˜x
≤
√
2(t20 + t
2
1)(s
2
0D˜
2
0 + s
2
1D˜
2
1), (2)
where we used
∑
x〈I⊗X2x〉=2(t20+t21) as a constraint in
the last inequality. The quantity D˜x is defined by
D˜x ≡ max
X
〈Ax⊗X〉√
〈I⊗X2〉 = maxX
trX(ρ0|x − ρ1|x)√
trX2(ρ0|x + ρ1|x)
, (3)
where the maximization is taken over all Hermitian op-
erators X , and ρa|x=trA(Pa|x⊗I)ρ is Bob’s subnormal-
ized state when Alice is given x and her outcome is a.
The quantity D˜x is quite analogous to the generalized
trace distance D¯x = tr|ρ0|x − ρ1|x| (the extension of the
trace distance to subnormalized states). Indeed, both
agree with each other for the case of pure states. For
the other general cases, D˜x ≥ D¯x. See Appendix A for
the proofs of those properties. It is obvious from the
definition of Eq. (3) that D˜x ≤ 1, because it is the in-
ner product of the two normalized states (Ax⊗I)|ψ〉 and
(I⊗X)|ψ〉/
√
〈ψ|I⊗X2|ψ〉 (consider a purification |ψ〉 if
ρ is a mixed state), and the inner product is ensured to
be real [10, 22]. Note that a different type of quantum
bounds using the trace distance was shown in [23]. Since
the envelope of the boundaries of Eq. (2) in the (E0, E1)-
space is a quarter-circle, considering the symmetry with
respect to By→−By and putting s0=s1=1/2, we have
the IC-type inequality:
E20 + E
2
1 ≤
D˜20 + D˜
2
1
2
. (4)
Note that E0 and E1 coincides with EI and EII in [8],
respectively.
In the same technique as above, a tighter quantum
bound is obtained by considering more general weight
parameters as follows:
∑
xy
sxuxy(−1)xy〈Ax ⊗By〉 ≤
[∑
xy
u2xy
] 1
2
[∑
x
s2xD˜
2
x
] 1
2 ,
(5)
where sx and uxy are real parameters satisfying u00u01=
u10u11. When D˜0, D˜1 > 0, the necessary and sufficient
condition for the above inequality is given by
∣∣∣C˜00C˜01 − C˜10C˜11
∣∣∣ ≤ (1− C˜200) 12 (1− C˜201) 12
+ (1− C˜210)
1
2 (1− C˜211)
1
2 , (6)
where C˜xy≡〈Ax ⊗By〉/D˜x≡Cxy/D˜x. The derivation is
given in Appendix B. This is an extension of the Landau
inequality [11]. The Landau inequality is a representa-
tion of the TLM criterion, and hence is necessary and
sufficient so that a given set of the conditional proba-
bilities {p(ab|xy)} (or a given set of {Cxy}) is quantum
realizable in the case of unbiased marginals such that
p(a|x) = p(b|y) = 1/2. It is known that the Navascue´s-
Pironio-Ac´ın (NPA) inequality [24, 25] gives a tighter
bound than the Landau inequality for the case of bi-
ased marginals. It is also possible to extend the NPA
inequality to include D˜x as shown in Appendix B.
The above inequalities all represent the effects of the
nonorthogonality between Bob’s local states for a=0 and
1. Indeed, when ρ0|x and ρ1|x are orthogonal for both
x = 0 and 1, we have D˜0= D˜1=1, and those reproduce
the inequalities known so far. Note that D˜x = 1 if and
only if D¯x=1 (see Appendix A) and so also in the case of
trρ0|x=0 or trρ1|x=0. This is included in the orthogonal
case throughout this paper.
3III. TIGHTNESS OF BOUNDS
The inequalities derived in Sec. II must hold for all
physical realizations (by projective measurements). A
nonlocal correlation is generally identified by the set of
conditional probabilities {p(ab|xy)}, and the left-hand
side of e.g., Eq. (5) is determined by {p(ab|xy)} only
(for a fixed weight). On the other hand, the right-hand
side is monotonically increasing with respect to D˜x. It
is then found that, if a set {p(ab|xy)} saturates the Lan-
dau inequality [i.e., the equality of Eq. (5) holds with
D˜0 = D˜1 = 1 by appropriately chosen weight parame-
ters], the realization that produces the same {p(ab|xy)}
but with D˜x < 1 is not allowed. Namely, we have the
following:
Lemma 1. For every correlation that saturates the
Landau inequality, there is no realization such that Bob’s
subnormalized states ρ0|x and ρ1|x are nonorthogonal.
The same holds for Alice’s states.
Note that this is the case of the NPA inequality by
Eq. (B2). Note further that Lemma 1 is consistent with
the fact that the nonclassical boundary correlations with
unbiased marginals are all used for the self-testing of the
maximally entangled state of two qubits, i.e., solely real-
ized by the maximally entangled state [26], because every
boundary correlation with unbiased marginals is given by
the saturation of the Landau inequality.
In the case of the Landau-type inequality Eq. (6) that
includes D˜x, the saturation does not necessarily imply
that the correlation is located at a boundary. Rather,
the inequality is widely saturated even for non-boundary
correlations. To see this, let us consider the completely
random correlation I given by p(ab|xy) = 1/4 (∀a, b, x, y),
which is realized by the maximally mixed state of two
qubits ρAB=
1
4IA⊗IB , where Cxy=0 and D˜x=0. Then,
if Eq. (6) is saturated for a correlation p by some real-
ization, it is also done for q of the form
q=λp + (1− λ)I, (7)
where 0≤ λ≤ 1. This is because, when p is realized by
ρpAB, q is realized by the shared state of
ρpAB ⊗ (14IA⊗ IB)⊗
[
λ|00〉〈00|+(1− λ)|11〉〈11|]
AB
(8)
such that Alice and Bob switch their measured states
(and the corresponding measurements) between ρpAB and
1
4 (IA⊗IB) according to the shared randomness produced
by λ|00〉〈00|+(1−λ)|11〉〈11|, and it is found from the closed
form of D˜x (see Appendix A) that D˜x for q and p are
related through D˜qx=λD˜
p
x+(1− λ)D˜Ix=λD˜px , and hence
C˜qxy= C˜
p
xy holds. This implies that, if Eq. (6) is saturated
for every boundary of the set of quantum correlations, the
inequality is saturated for all correlations inside the set.
This is indeed the case of unbiased marginals, because
the inequality is saturated for every boundary with D˜0=
D˜1=1, and we obtain the following:
Lemma 2. For every correlation with unbiased
marginals, there always exists a realization such that the
equality holds in Eq. (6).
An important observation is that the inequality is sat-
urated even for the case of biased marginals. A two-qubit
realization to give the maximal violation of the Bell ex-
pression β〈A0〉+α〈A0B0〉+α〈A0B1〉+ 〈A1B0〉−〈A1B1〉
was shown in [14], where the partially entangled state
|ψ〉 = cos θ|00〉 + sin θ|11〉 produces the boundary cor-
relations with biased marginals. In this realization, we
have D˜0 = 1 and D˜1 = sin 2θ irrespective of α, C˜00 =
C˜01=
α√
sin2 2θ+α2
, C˜10=−C˜11= sin 2θ√
sin2 2θ+α2
, and Eq. (6)
is saturated for a whole range of α and sin 2θ.
It is known that any extremal nonclassical correlation
in the simplest Bell scenario has a two-qubit realization,
where projective measurements of rank 1 are performed
on a pure entangled state [27]. For such extremal real-
izations, by applying appropriate local unitary transfor-
mations, Alice and Bob’s observables are written as
Ax = cos θ
A
x σ1+sin θ
A
x σ3, By = cos θ
B
y σ1+sin θ
B
y σ3, (9)
where (σ1, σ3, σ3) are the Pauli matrices. Moreover, ρ=
|ψ〉〈ψ| is chosen to be real symmetric, and let us express
trA(Ax⊗I)|ψ〉〈ψ| = αBx I + βBx (cosφBx σ1 + sinφBx σ3),
trB(I⊗By)|ψ〉〈ψ| = αAy I + βAy (cosφAy σ1 + sinφAy σ3).(10)
As shown in Appendix C, the necessary and sufficient
condition for the saturation of Eq. (6) is given by
sin(φB0 −θB0 ) sin(φB0 −θB1 ) sin(φB1 −θB0 ) sin(φB1 −θB1 ) ≤ 0.
(11)
Similarly, for the counterpart inequality on Alice’s side,
sin(φA0 −θA0 ) sin(φA0 −θA1 ) sin(φA1 −θA0 ) sin(φA1 −θA1 ) ≤ 0.
(12)
We have performed the Monte Carlo calculations, where
a two-qubit realization to give the maximal violation of
a randomly generated Bell expression is obtained. The
numerical results suggest that Eq. (11) and (12) are si-
multaneously satisfied for all nonclassical extremal cor-
relations, and hence support the following conjecture:
Conjecture 1. For every extremal correlation, there
always exists a realization such that the equality holds in
Eq. (6) and in the counterpart inequality on Alice’s side.
In this way, most of correlations including the case
of biased marginals appear to obey a simple and unified
rule, which is revealed by considering the nonorthogonal-
ity between local states. Note that, when the real sym-
metric ρ is maximally entangled, Eq. (11) and (12), which
specify a geometric relation between angles (see [26]), are
necessary and sufficient for the extremality of the gener-
ated correlation with unbiased marginals. When the real
symmetric ρ is chosen to be pure and partially entan-
gled, do those provide a simple necessary and sufficient
condition for the extremality also in the case of biased
marginals? This is an intriguing open problem.
4IV. INFORMATION THEORETICAL ASPECTS
To discuss the information theoretical aspects of the
IC-type inequality Eq. (4), let us introduce a communi-
cation protocol. A nonlocal game known as the inner
product game has been studied in connection to commu-
nication complexity [28, 29]. The protocol we consider is
its communication version shown in Fig. 1, where Alice
and Bob is given a random n-bit string ~x=(x1, · · · , xn)
and ~y = (y1, · · · , yn) generated with the probability s~x
and t~y, respectively. Alice (Bob) outputs a bit ap (bp)
utilizing shared quantum states, and she sends the mes-
sage m to Bob that is ap scrambled by an independent
random bit r such asm = ap⊕r. The purpose of this pro-
tocol is that Bob obtains the value of (~x · ~y) ⊕ r, where
~x · ~y =∑i xiyi mod 2. The task is nontrivial even for
~y = (0, · · · , 0) due to the scrambling by r. A more im-
portant role of r becomes clear later. Let A~x (B~y) be
the observable of Alice (Bob) to obtain ap (bp), and the
projector of Alice (Bob) be Pap|~x (Qbp|~y). Then, Bob’s
success probability for a given ~y averaged over ~x is
p~y =
∑
~x
s~x
∑
apbp
〈Pap|~x ⊗Qbp|~y〉δ~x·~y=ap⊕bp
=
1
2
(
1 +
∑
~x
s~x〈A~x ⊗ (−1)~x·~yB~y〉
)
. (13)
Concerning the quantum bound of the bias E~y≡2p~y−1,
the discussion runs in parallel with Sec. II. Indeed,∑
~xX
2
~x = 2
n
∑
~y t
2
~yI holds for X~x ≡
∑
~y t~y(−1)~x·~yB~y,
hence
∑
~y t~yE~y ≤ (2n
∑
~x~y t
2
~ys
2
~xD˜
2
~x)
1
2 , and we have∑
~y E
2
~y ≤ 2n
∑
~x s
2
~xD˜
2
~x. Let us now assume that Alice
and Bob utilize the n identical “quantum boxes”, each of
which accepts inputs (x, y) and produces outputs (a, b)
according to {p(ab|xy)}, and assume that ap (bp) is the
parity bit of Alice’s (Bob’s) outputs from the n boxes
as shown in Fig. 1. Under those assumptions, B~y must
have a tensor product form such as B~y=By1 ⊗By2⊗· · · ,
which implies that the maximization operator X in D˜~x
also has a tensor product form. It is then found that
∑
~y
E2~y ≤
(D˜20 + D˜21
2
)n
(14)
must hold in this protocol for s~x = 1/2
n, whose right-
hand side is the n-th power of the right-hand side of Eq.
(4).
In the general setting of communication, where Alice
is given ~x and sends the bit string ~m to Bob as a mes-
sage, the information obtainable by Bob is characterized
by the mutual information I(~x : ~mρB), where ρB is the
state of Bob’s half of no-signaling resources. Using the
no-signaling condition and the information-theoretical re-
lations respected by quantum mechanics, it was shown
that [8, 30, 31]
I(~x : ~mρB) = I(~m : ~xρB)− I(~m : ρB)
x1
x2
a1
a2
x3
a3
m=a1⊕a2⊕a3⊕r to Bob
y1
b1
y2
b2
y3
b3
r
FIG. 1: The case of n=3 is shown. The parity bit of all the
outputs of the n boxes is scrambled by a random bit r and is
sent to Bob as a message.
≤ H(~m)−H(~m|~xρB) ≤ H(~m). (15)
Since the entropy H(~m) cannot exceed the number of
bits in ~m, the IC principle is derived. The left-hand
side of Eq. (14), where the 2n variables Bob tries to ob-
tain are pair-wise independent [31–33], generally corre-
sponds to the term I(~x : ~mρB). To investigate the origin
of the right-hand side of Eq. (14), let us focus on the term
H(~m|~xρB) omitted in the derivation of the IC principle
(also in a generalization of the IC inequality [34]).
In the protocol of Fig. 1, since Alice is given ~x and r,
the relation corresponding to Eq. (15) is
I(~xr : mρB) = H(m)−H(m|~xrρB) = 1−H(ap|~xρB),
(16)
where we took into account I(m : ρB) = 0 and used
H(m|~xrρB) = H(ap|~xρB) because the conditional en-
tropy H(X |Y ) ≡ H(XY )−H(Y ) means the remaining
uncertainty of X after knowing Y (in the classical vari-
able case). Let us then evaluate 1−H(ap|~xρB) in quan-
tum mechanics. Considering the individual measurement
strategy for boxes, the optimal success probability of
guessing Alice’s outcome a of a single box for the input
x is given by (1+D¯x)/2, which is an operational meaning
of the generalized trace distance. As shown in Appendix
D, the result of the evaluation in the n→∞ limit is then
1−H(ap|~xρB) = 1
2 ln 2
(D¯20 + D¯21
2
)n
, (17)
which appears to well correspond to the right-hand side
of Eq. (14) (although there is a slight difference between
D˜x and D¯x in the case of mixed states).
In this way, it is found that the inequalities discussed in
this paper represent the effects of the nonzero H(~m|~xρB)
in Eq. (15). For the nonzeroness, it is crucial whether
or not Bob can completely determine Alice’s outcome
(abstractly denoted by ~a hereafter) from the type of her
measurement ~x and his local state ρB. If he cannot do
this, it implies H(~a|~xρB)>0 and results in H(~m|~xρB)>0
when ~m is constructed from ~a and ~x. In this situation,
~a appears to have some randomness and be scrambling
5the information of ~x encoded in ~m from the viewpoint of
Bob. This can occur not only when quantum resources
are mixed states, but also pure states. Indeed, quantum
correlations, which can be realized by partially entan-
gled states (whose Schmidt coefficients are nondegener-
ate so that the Schmidt basis is unique), inevitably show
H(~a|~xρB) > 0, because Alice’s measurements are non-
commuting [35] and the basis of at least one measure-
ment differs from the Schmidt basis. As a result, Bob’s
local states for different values of ~a become nonorthogo-
nal, and he cannot completely determine ~a. It is a pe-
culiar feature of quantum mechanics that there exist the
extremal correlations that are realized by partially en-
tangled states [13–16] and show H(~a|~xρB)> 0, because
every extremal correlation of both sets of classical and
general no-signaling correlations (local deterministic cor-
relations [5] and the Popescu-Rohrlich type boxes [3, 36])
does not show H(~a|~xρB)>0.
The randomness discussed above inevitably reduces
the information obtainable by Bob. Indeed, it is clear
from Eq. (15) that, for a quantum correlation that shows
nonzero H(~a|~xρB), any protocol whose ~m contains the
information of ~a and H(~m|~xρB) > 0 cannot achieve
I(~x : ~mρB) = H(~m) (the achievement is possible when
~m does not contain the information of ~a, but in that
case the quantum correlation is not used by the pro-
tocol). This include the case of the extremal corre-
lations realized by partially entangled states discussed
above. For those nonlocal correlations, the strength
is constrained by a principle other than the IC prin-
ciple. To investigate what the principle is, let us con-
sider the protocol of Fig. 1 again. The point is that the
message m is completely scrambled by r. As a result,
I(~x : mρB) = 0 must hold by the cryptographic principle
(or the principle of the information theoretic security),
which states that a completely scrambled message (i.e.,
scrambled by independent random bits with the same
number of the message bits) cannot carry information
[19]. This cryptographic principle is derived in the same
way as in [8] using the chain rule of mutual information
[I(A : B|C) = I(A : BC) − I(A : C)] and the exchange
symmetry [I(A :B|C) = I(B :A|C)] as
I(~x : mρB) = I(~x : ρB|m) + I(~x : m)
= I(ρB : ~xm)− I(ρB : m) = 0, (18)
where we used I(~xm : ρB) = 0 by the no-signaling condi-
tion and used I(m :~x)=I(m :ρB)=0 by the independence
of r. From this cryptographic principle, Eq. (16) is also
obtained as
0 = I(~x : mρB) = I(mρB : ~xr)− I(mρB : r|~x)
= I(~xr : mρB)− I(r : ~xmρB)
= I(~xr : mρB)− I(m : ~xrρB)
= I(~xr : mρB)− 1 +H(ap|~xρB), (19)
where the independence of r was again used. From this,
it is found that I(~xr : mρB) > 1 − H(ap|~xρB) implies
I(~x :mρB)>0; the transmission of information of ~xr be-
0
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FIG. 2: The variation of D˜0 and D˜1 as a function of λ in
the correlation space of λp+ (1− λ)I, where p is a boundary
correlation.
yond 1 −H(ap|~xρB) implies that the completely scram-
bled message m would carry information of ~x. Namely,
the strength of the nonlocal correlation is constrained so
that the violation of the cryptographic principle does not
occur. The inequalities derived in this paper represent
the effects of nonzero H(ap|~xρB), and those can be said
to be cryptographic quantum bounds on nonlocality.
V. BOUNDARY CONDITION
The information theoretical relation representing the
cryptographic principle is an equality such as Eq. (19),
which is consistent with the fact that the equality of Eq.
(6) widely holds not only for boundary correlations but
also for non-boundary correlations. However, this is an
undesirable property for the purpose of identifying the
quantum boundaries. Nevertheless, the cryptographic
bounds tell us a way to determine the boundaries. The
two-qubit realization shown in [14] and discussed in Sec.
III again gives an informative example. Consider the
boundary correlation that maximally violates the Bell ex-
pression 2√
3
〈A0〉+ 〈A0B0〉+ 〈A0B1〉+ 〈A1B0〉 − 〈A1B1〉,
where |ψ〉=
√
2/3|00〉+
√
1/3|11〉, 〈A0〉=1/3, 〈A1〉= 0,
〈B0〉 = 〈B1〉 = 1/
√
17, 〈A0B0〉 = 〈A0B1〉 = 3/
√
17,
〈A1B0〉=−〈A1B1〉=8/
√
17/3, D˜0 =1, and D˜1 =
√
8/3.
This is the same as the simple example shown in Sec.
I. For this boundary correlation, the IC inequality is
not saturated as E20 +E
2
1 = 17/18 < 1, while the cryp-
tographic bound of the IC-type Eq. (4) is saturated as
(D˜20+D˜
2
1)/2=17/18. Note that, since the left-hand side
is the same for both inequalities, the saturation of the
IC-type inequality implies that the protocol used for the
derivation of the IC inequality in [8] is already optimal
for maximizing the left-hand side.
Let us then consider the correlation of the form Eq. (7)
with p being the boundary correlation. As discussed in
Sec. III, D˜0 and D˜1 of q that saturate Eq. (6) vary lin-
early with λ as schematically shown in Fig. 2. It is then
found that the quantum boundary is determined such
that D˜0 reaches the maximum limit of 1. Indeed, if D˜0
6only takes 1 over all possible realizations of a correlation,
the correlation must be located at a boundary, because,
if q with λ=λ0> 1 is quantum realizable, p has a real-
ization with D˜0=1/λ0<1, which causes a contradiction.
This is indeed the case of p because the realization was
shown to be unique up to local unitary transformations
[14].
In this way, D˜0 and D˜1, which must not exceed 1, in-
dividually set a limit to determine the quantum bound-
aries. Every boundary in the case of unbiased marginals
can be identified in such a way by Lemma 1. This is the
case of local deterministic correlations also, where either
trρ0|x = 0 or trρ1|x = 0 holds and there is no realization
with D˜x< 1. Unfortunately, however, the results of the
Monte Carlo calculations indicate that both D˜0 and D˜1
(and Alice’s counterparts) are generally less than 1 for
extremal correlations with biased marginals, i.e., most
are determined by another limit, in spite that the equal-
ity of Eq. (6) is respected. What is the principle to fully
identify the boundaries? This still remains open.
VI. SUMMARY
To conclude, we obtained the nonlocality inequalities
in the simplest Bell scenario, which must be respected
by quantum mechanics and include the effects of the
randomness produced in the message when quantum re-
sources such as partially entangled states and mixed
states are used for communication. The randomness orig-
inates from the nonorthogonality of receiver’s states and
the effects enter the inequalities through the trace dis-
tancelike quantity, which is hence close to the bias of the
optimal success probability of guessing the sender’s mea-
surement outcome, when assuming that a receiver knows
the type of the measurement. The obtained inequali-
ties reflect the constraint by the cryptographic principle.
This is due to the fact that the randomness reduces the
information obtainable by a receiver, and the transmis-
sion of information beyond the reduction implies that a
completely scrambled message would carry information.
Introducing the cryptographic principle to nonlocality
inequalities leads to two effects. First, the inequalities
come to be saturated inside the set of quantum corre-
lations. Indeed, the obtained Landau-type inequality is
saturated for all (boundary and non-boundary) correla-
tions with unbiased marginals. We conjecture that the
inequality is saturated for every extremal correlation even
with biased marginals, i.e., most of nonlocal correlations
in the simplest Bell scenario obey a simple and unified
rule. Second, the maximum limit of one message bit set
by the information causality principle splits into the two
trace distancelike quantities, which must not exceed 1
and individually set a limit to determine the quantum
boundaries. Namely, the maximalness of the orthogonal-
ity (or vanishment of the above mentioned randomness)
play an important role in determining some of the quan-
tum boundaries.
Acknowledgments
This work was supported by JSPS KAKENHI Grant
No. 24540405.
Appendix A: Properties of D˜
Some properties of the trace distancelike quantity
D˜(ρ, σ) = max
X
trX(ρ− σ)√
trX2(ρ+ σ)
, (A1)
between subnormalized ρ and σ are proved here. With-
out loss of generality, we can assume tr(ρ + σ)= 1, oth-
erwise renormalize ρ and σ. Since the maximization is
taken over all Hermitian operators X , the constraint of
trX2(ρ + σ) = 1 does not alter the optimization result,
and hence let us maximize
trX(ρ− σ) − l(trX2(ρ+ σ)− 1), (A2)
where l is the Lagrange multiplier. The extremal condi-
tion with respect to the small deviation of X→X+∆X ,
where ∆X is any Hermitian operator, is given by
Y ≡ ρ− σ − l(ρ+ σ)X − lX(ρ+ σ) = 0. (A3)
In the case of pure states, let ρ = p|0〉〈0| and σ = (1 −
p)|φ〉〈φ| where |φ〉 = cosφ|0〉 + sinφ|1〉, and let X =(
a b
b c
)
. From 〈1|Y |1〉 = 0 and 〈φ⊥|Y |φ⊥〉 = 0, where
|φ⊥〉 = sinφ|0〉 − cosφ|1〉, we have a + c = 0 and hence
X2=(a2 + b2)I = I so that trX2(ρ+ σ)=1. Since
D¯(ρ, σ) ≡ tr|ρ− σ| = max
X2=I
trX(ρ− σ), (A4)
we have D˜(ρ, σ) = D¯(ρ, σ) in the case of pure states. In
the other general cases, D˜(ρ, σ)≥D¯(ρ, σ) is obvious.
Moreover, let ρ−σ=Q−S where Q and S are positive
operators with orthogonal support. Since |ρ−σ|≤ ρ+σ,
tr(Q+S) = tr|ρ− σ|, and D˜(ρ, σ) = 1 if ρ and σ are
orthogonal, we have
D˜(ρ, σ) ≤ max
X
trX(ρ− σ)√
trX2|ρ− σ| = maxX
trX(Q− S)√
trX2(Q+ S)
=
√
tr(Q+ S) =
√
D¯(ρ, σ). (A5)
Therefore, D¯(ρ, σ) ≤ D˜(ρ, σ) ≤
√
D¯(ρ, σ), and hence
D˜(ρ, σ)=1 if and only if D¯(ρ, σ)=1.
The optimization with respect to X in Eq. (A1) can be
performed analytically as follows. Let |i〉 be the eigen-
state of ρ+ σ, i.e., (ρ + σ)|i〉 = λi|i〉, and xij ≡ 〈i|X |j〉.
We then have
trX2(ρ+ σ) =
∑
i
λi(xii)
2 +
∑
j>i
(λi + λj)|xij |2
7=
∑
i
(x′ii)
2 +
∑
j>i
|x′ij |2 = 1, (A6)
where x′ii ≡
√
λixii and x
′
ij ≡
√
λi+λjxij for i 6= j.
Moreover, using aij = 〈i|ρ− σ|j〉, we have
trX(ρ− σ) =
∑
i
xiiaii +
∑
j>i
(xija
∗
ij + x
∗
ijaij)
=
∑
i
x′iiaii√
λi
+
∑
j>i
x′ija
∗
ij + x
′∗
ijaij√
λi + λj
.(A7)
Since D˜(ρ, σ) is given by the maximum of Eq. (A7) under
the constraint of Eq. (A6), we have
D˜(ρ, σ) =
(∑
i
(aii)
2
λi
+
∑
j>i
4|aij |2
λi + λj
) 1
2 =
(∑
ij
2|aij |2
λi + λj
) 1
2 .
Appendix B: Landau-type inequality
In the CHSH expression with general weight param-
eters, if we define Xx = ux0B0+(−1)xux1B1, we have
X20 +X
2
1 =
∑
xy u
2
xyI by virtue of u00u01 = u10u11, and
hence obtain Eq. (5). When D˜0, D˜1>0, we have∑
x
(
ux0C˜x0 + (−1)xux1C˜x1
)2 ≤∑
xy
u2xy. (B1)
Noticing C˜2xy ≤ 1 and using vxy ≡ uxy(1−C˜2xy)
1
2 , this is
rewritten as
(C˜00C˜01−C˜10C˜11)v00v01 ≤ (1−C˜200)
1
2 (1−C˜201)
1
2
∑
xy
1
2v
2
xy.
Since u00u01=u10u11, it can be seen that
(1−C˜200)
1
2 (1−C˜201)
1
2
∑
xy
1
2v
2
xy
≥ (1−C˜200)
1
2 (1−C˜201)
1
2 (|v00v01|+ |v10v11|)
= [(1−C˜200)
1
2 (1−C˜201)
1
2 + (1−C˜210)
1
2 (1−C˜211)
1
2 ]|v00v01|,
and we obtain Eq. (6). In the case of D˜x0 =0 for either
x0 = 0 or 1, Cx0y = 0 holds because D˜x0 ≥ |Cx0y| by
definition, and we have Eq. (6) in which C˜x00= C˜x01=0.
Similarly, for a tilted CHSH expression, we have
∑
xy
sxuxy(−1)xy〈(Ax+ǫxI)⊗By〉
≤ [∑
xy
u2xy
] 1
2
[∑
x
s2x(D˜
ǫ
x)
2)
] 1
2 , (B2)
where u00u01=u10u11 again, ǫx is real, and
D˜ǫx≡max
X
trX [(1 + ǫx)ρ0|x − (1− ǫx)ρ1|x]√
trX2(ρ0|x + ρ1|x)
. (B3)
In the same way as Appendix A, it is not difficult to
see (D˜ǫx)
2 = D˜2x+2ǫx〈Ax〉+ ǫ2x. When D˜20 > 〈A0〉2 and
D˜21>〈A1〉2, the necessary and sufficient condition of Eq.
(B2) is again Eq. (6) but with
C˜xy ≡ Cxy − 〈Ax〉〈By〉
(D˜2x − 〈Ax〉2)
1
2 (1 − 〈By〉2) 12
. (B4)
This is an extension of the NPA inequality [24, 25].
Appendix C: Extremal correlation
Under the parametrization of Eq. (9), the expecta-
tion of the Bell expression
∑
abxy Vabxyp(ab|xy) with
p(ab|xy)=〈ψ|Pa|x⊗Qb|y|ψ〉 is maximized when ρ= |ψ〉〈ψ|
is real symmetric. A necessary and sufficient condition
for the saturation of Eq. (6) is that it is possible to as-
sign nontrivial values to uxy such that Eq. (5) is sat-
urated (and u00u01 = u10u11). This is possible only
when Xx =
∑
y(−1)xyuxyBy agrees with the operator
of maximizing D˜x. Note that ρ is pure and the pro-
jector is rank 1, ρa|x is also pure and D˜x = D¯x. Since
the operator of maximizing D˜x is then unique up to
the normalization, we have Xx ∝ cosφBx σ1 + sinφBx σ3
hence
∑
y(−1)xyuxy sin(φBx − θBy ) = 0. In order that
u00u01=u10u11, − sin(φB1−θB0 ) sin(φB0−θB0 )u200=sin(φB0−
θB1 ) sin(φ
B
1 −θB1 )u211 and − sin(φB0 −θB1 ) sin(φB1 −θB1 )u201=
sin(φB1 −θB0 ) sin(φB0 −θB0 )u210 must hold, and we obtain
Eq. (11). Since there are no other constraints for uxy, we
can assign nontrivial values to uxy if Eq. (11) is satisfied.
Appendix D: Evaluation of 1−H(ap|~xρB)
Let us denote Bob’s guess for the parity bit ap (for a
given ~x) under the individual measurement strategy for
boxes by bp, the conditional probability by Pap|bp , and
the other probabilities similarly. Let us then evaluate
the leading term of H(ap|bp) given by
H(ap|bp) = Pbp=0h(P0|0) + Pbp=1h(P1|1)
≈1− 1
2 ln 2
[
Pbp=0(2P0|0 − 1)2 + Pbp=1(2P1|1 − 1)2
]
=1− 1
2 ln 2
[ (Pap=bp − Pap=1)2
Pbp=0
+
(Pap=bp − Pap=0)2
Pbp=1
]
,
for k≫ 1 and n−k≫ 1 with k being the number of 0
in a given ~x (see also [37]). Since the optimal success
probability of guessing a for a single box is (1+D¯x)/2,
the optimal probability for ap is given by Pap=bp =(1 +
D¯k0D¯
n−k
1 )/2. Using Alice’s marginals p(a|x) of a single
box, we have
Pap=0 =
1
2
[
1 + (2p(0|0)− 1)k (2p(0|1)− 1)n−k ]. (D1)
Suppose that ρ0|x and ρ1|x are nonorthogonal. Moreover,
sup(ρ0|x) and sup(ρ1|x) are not identical in general. This
implies |2p(0|x)− 1| < D¯x < 1, and hence the leading
8term comes from D¯k0D¯
n−k
1 . As a result, since H(ap|bp) ≈
1− D¯2k0 D¯2(n−k)1 /(2 ln 2), we have
1−H(ap|~xρB) = 1− 1
2n
∑
~x
H(ap|bp)
≈ 1
2 ln 2
1
2n
n∑
k=0
(
n
k
)
D¯2k0 D¯
2(n−k)
1 =
1
2 ln 2
(D¯20 + D¯21
2
)n
.
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