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Abstract Image registration plays an increasingly important role in many fields such
as biomedical or mechanical engineering. Generally speaking, it consists in deform-
ing a (moving) source image to match a (fixed) template image. Many approaches
have been proposed over the years; if new model-free machine learning-based ap-
proaches are now beginning to provide robust and accurate results, extracting motion
from images is still most commonly based on combining some statistical analysis of
the images intensity and some model of the underlying deformation as initial guess
or regularizer. These approaches may be efficient even for complex type of motion;
however, any artifact in the source image (e.g., partial voluming, local decrease of
signal-to-noise ratio or even local signal void), drastically deteriorates the registra-
tion. This paper introduces a novel approach of extracting motion from biomedical
image series, based on a model of the imaging modality. It is, to a large extent,
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independent of the type of model and image data–the pre-requisite is to incorporate
biomechanical constraints into the motion of the object (organ) of interest and being
able to generate data corresponding to the real image, i.e., having an imaging model
at hand. We will illustrate the method with examples of synthetically generated 2D
tagged magnetic resonance images.
1 Introduction
Image registration plays an increasingly important role inmanyfields such as biomed-
ical (Wang and Amini, 2012; Tobon-Gomez et al., 2013) or mechanical (Bornert
et al., 2012; Sutton and Hild, 2015) engineering. Taking cardiology as an example,
the heart represents a particular organ in the field of medical imaging since (i) a
large number of modalities and image types have been developed and the process of
combining them –in which registration represents a crucial step– may maximize the
amount of information for diagnostic purposes with possible outcomes in long-term
management of patients’ therapy (Helsen et al., 2018; Rutz et al., 2017); and (ii)
the heart is a moving organ and registering a motion series of images allows to
extract its functional characteristics (Wang and Amini, 2012; Tobon-Gomez et al.,
2013). While (i) is expected to play an increasing role in the near future when a
comprehensive information across medical fields will be sought for, (ii) is already
a very active topic nowadays, aiming at an accurate and reproducible description
of heart function. It is connecting the communities of imaging, image processing,
biomedical andmechanical engineering and statistical methods. Image-basedmotion
data are paramount, for instance, in designing personalized biomechanical cardiac
models (Smith et al., 2011; Krishnamurthy et al., 2013; Finsberg et al., 2018), which
could be used for augmented diagnosis (Chabiniok et al., 2012; Xi et al., 2016) and
treatments (Sermesant et al., 2012; Rausch et al., 2017).
Generally speaking, image registration consists in deforming a (moving) source
image tomatch a (fixed) template image.Although newmodel-freemachine learning-
based approaches are now beginning to provide robust and accurate results (Suine-
siaputra et al., 2015; Qin et al., 2018), extracting motion from images is still most
commonly based on combining some statistical analysis of the images intensity and
some model of the underlying deformation as initial guess or regularizer (Shi et
al., 2012; Bornert et al., 2012; Tobon-Gomez et al., 2013). These approaches may
be efficient even for complex type of motion; however, any artifact in the source
image (e.g., partial voluming, local decrease of signal-to-noise ratio or even local
signal void), drastically deteriorates the registration. Mathematical, geometrical or
mechanical regularization can help to alleviate the issue (Christensen, Rabbitt, and
Miller, 1996; Veress, Gullberg, and Weiss, 2005; Genet, C. T. Stoeck, et al., 2016).
However, it is intrinsic to the intensity-based approach, and problems remain. For in-
stance, radial strains are systematically underestimated in 3D tagging cardiac images
(Tobon-Gomez et al., 2013; Genet, C. Stoeck, et al., 2018).
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This paper introduces a novel approach of extracting motion from biomedical
image series, based on a model of the imaging modality. It is, to a large extent,
independent of the type of image –the only pre-requisite is to be able to generate a
realistic image associated to a given shape of the considered object, i.e., having an
imaging model at hand. We will illustrate the method with examples of synthetically
generated tagged magnetic resonance images.
2 Methods
2.1 Problem setting












where 0 &  are the image domains at t0 & t, which are usually identical. The
domains occupied by the body B at t0 & t are denoted Ω0 & Ω, respectively. The









where X & x denote the position of a given material point in the reference and
deformed configurations. Equivalently, the problem can be formulated in terms of















Because of intrinsic ill-posedness, it is formulated as a minimization problem:







whereΨcor is the “correlation energy”, or image similaritymetric, which is in general
not quadratic, but which we assume convex, at least in the neighborhood of the
solution. Many approaches have been proposed to regularize this ill-posed problem
(Christensen, Rabbitt, and Miller, 1996; Veress, Gullberg, and Weiss, 2005; Mansi
et al., 2011; Wang and Amini, 2012; Tobon-Gomez et al., 2013), which will not be
discussed in details here. Specifically, details on the equilibrium gap regularization,
an efficient mechanistic approach, can be found in (Claire, Hild, and Roux, 2004;
Genet, C. Stoeck, et al., 2018; Lee and Genet, 2019).
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2.2 Intensity-based approaches




















) )2 dΩ0. (5)
The main drawback of this method is that it consists in mapping both images
directly, so that any artifact in the images, especially partial voluming, will pollute
the correlation. Here we propose to circumvent this problem by using, besides the
geometrical model of the object to track, a model of the imaging process. Thus we
can generate synthetic images from the model at every time step, and look for the
mapping that best matches the synthetic and acquired images.
2.3 Proposed approach
2.3.1 Imaging model












1 if X ∈ Ω0
0 otherwise
∀X ∈ 0, (6)
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where k and X0 are tagging pattern parameters. Tagged images are usually combined














|sin (πXi/s)| ∀X ∈ 0, (8)
where s is the tag line distance and n the image dimension.
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Remark 1 For cine-like images, since they do not require to follow material points
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However, it is not possible for tagging-like images, as the mapping is required to
track material points.
Because MR has limited bandwidth, the frequency content of actual images is
only sampled within a box window, which means, in space, that they are convoluted































where ∆ denotes the image resolution.
2.3.2 Correlation energy
We now seek the mapping that best matches the generated and actual images, which











































d ∀X ∈ Ω0. (14)
Remark 2 In case the effect of image resolution is neglected, i.e., the convolution



















Four sets of synthetic images were generated in order to test the proposed method,
representing both rigid (translation & rotation) and non-rigid (compression & shear)
transformations of a simple square object. All sequences were 2D, 100x100 pixels,
30 frames long. Tagging magnetic resonance image model (8) was used, with s = 10
pixels. For all transformations, a noise-free image was generated (i.e., SNR = +∞),
as well as noisy images, by adding zero-mean gaussian noise with various standard
deviations: 0.1 (i.e., SNR = 10), 0.2 (SNR = 5) & 0.3 (SNR = 3). In a first step, well
resolved images were used, such that the effect of image resolution and discretization
can be neglected, and expression (15) can be used.
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All sets of images were registered. Details on the solution procedure can be found
in (Genet, C. Stoeck, et al., 2018), and the code can be found at https://gitlab.
inria.fr/mgenet/dolfin_dic. Figures 1, 2, 3 & 4 show the registration results,
in the form of the warped mesh on top of the synthetic images (with various levels
of noise). The quality of the registration is clearly seen, except for the rotation
case (Figure 2) where one node ends up outside the image. Note that this could be
alleviated by using some proper mechanical regularization in order to filter out the
non physical deformation patterns (Genet, C. Stoeck, et al., 2018; Berberoglu et al.,
2019). In other cases, even for quite noisy images (as illustrated in Figure 3), the
registration is almost perfect.
Fig. 1 Registration results on the translation case, for the noise-free images.
Fig. 2 Registration results on the rotation case, for the SNR = 5 images. The registration fails at
one node, which could be prevented by using proper mechanical regularization.
This is better quantified in Figure 5, which shows, for all tested transformations
and SNR, the normalized root mean square displacement error:
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Fig. 3 Registration results on the compression case, for the SNR = 3 images.





















where Uref is the exact solution used to generate the synthetic images. A similar
trend is found in Figure 6, which shows the impact of SNR on the normalized root
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Fig. 6 Impact of SNR on the registration, in terms of normalized root mean square image similarity
error.
4 Conclusion & Perspectives
A novel image registration method has been introduced, which uses a model of the
imaging device itself. Formulated and solved using the finite element method, it
can naturally be used in conjunction with existing mechanics-based regularization
approaches. It was tested on simple rigid and non-rigid transformations, and was
shown to perform well on all of them.
The set of testing sequences will be extended in the future, notably to include the
impact of image resolution. More complicated shapes and transformation will be
tested as well. In fine, the method will be tested on real images, and could alleviate
the image resolution-induced underestimation of radial strain classically found in
3D tagged magnetic resonance images.
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