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Inverse moving source problem for fractional
diffusion(-wave) equations: Determination of profiles
Yikan Liu†,∗ Guanghui Hu‡ Masahiro Yamamoto⋆
Abstract This paper is concerned with the determination of moving source profile func-
tions arising from time-fractional diffusion(-wave) equations, if the sources are supposed
to move along given straight lines. If the time-fractional order satisfies 0 < α ≤ 1, we
prove uniqueness in recovering a single moving source profile from suitably chosen volume
observations over a finite time interval. If 1 < α ≤ 2, unique identification of two source
profiles with distinct moving directions is verified.
Keywords Inverse moving source problem, Fractional diffusion(-wave) equation,
Unique continuation property, Uniqueness
AMS Subject Classifications 35R11, 35R30, 35B60
1 Introduction
Let 0 < α ≤ 2, T > 0 and Ω ⊂ Rd (d = 1, 2, . . .) be a bounded domain with a smooth
boundary ∂Ω. Consider the initial-boundary value problem for a (time-fractional) evolution
equation 

(∂αt −△)u = F in Ω× (0, T ),
∂kt u = 0 (k = 0, . . . , ⌈α⌉ − 1) in Ω× {0},
u = 0 on ∂Ω× (0, T ),
(1.1)
where △ :=∑dj=1 ∂2∂x2j denotes the usual Laplacian in space and ⌈ · ⌉ is the ceiling function. The
notation ∂αt stands for the Caputo derivative in time, which will be defined precisely in Section
2. The equation (1.1) is called a (time-fractional) diffusion wave equation when α ∈ (0, 1],
whereas is called a (time-fractional) diffusion-wave equation when α ∈ (1, 2].
In this paper, the source term F in (1.1) is assumed to take the form
F (x, t) :=
{
f(x− pt), 0 < α ≤ 1,
f(x− pt) + g(x− qt), 1 < α ≤ 2, (1.2)
where p, q ∈ Rd are constant vectors and f, g are compactly supported in Bδ0 := {x ∈ Rd; |x| <
δ0} for some δ0 > 0, whose regularity will be specified later in Section 2. Then for 0 < α ≤ 1, the
Manuscript last updated: February 4, 2020.
†Research Center of Mathematics for Social Creativity, Research Institute for Electronic Science, Hokkaido
University, N12W7, Kita-Ward, Sapporo 060-0812, Japan.
‡Beijing Computational Science Research Center, Building 9, East Zone, ZPark II, No. 10 Xibeiwang East
Road, Haidian District, Beijing 100093, China.
⋆Graduate School of Mathematical Sciences, The University of Tokyo, 3-8-1 Komaba, Meguro-ku, Tokyo
153-8914, Japan; Honorary Member of Academy of Romanian Scientists, Splaiul Independentei Street, No.
54, 050094 Bucharest, Romania; Research Center of Nonlinear Problems of Mathematical Physics, Peoples’
Friendship University of Russia (RUDN University), 6 Miklukho-Maklaya Street, Moscow 117198, Russian
Federation.
∗Corresponding author. E-mail: ykliu@es.hokudai.ac.jp
2 Y. Liu, G. Hu and M. Yamamoto
function F describes a radiating source which moves along the direction p with the source profile
function f and the velocity |p|. For 1 < α ≤ 2, the function F models two radiating sources
moving along the directions p, q whose profiles and velocities are f, g and |p|, |q|, respectively.
Throughout this paper, it is supposed that |p|, |q| < c0 and that Bc0T+δ0 ⊂ Ω. In other words,
the function F ( · , t) is supported in Ω for any t ∈ (0, T ), which implies that the moving sources
under consideration will not move beyond Ω for any t ∈ (0, T ). Note that in the case α = 2, the
problem (1.1) models the acoustic wave propagation in a homogeneous isotropic background
medium with the normalized wave velocity c ≡ 1.
In this paper, we consider the following inverse problem on determining one or two moving
source profiles.
Problem 1.1 (Inverse moving source problem) Let u be the solution to (1.1)–(1.2), and
ω ⊂ Ω be a suitably chosen nonempty subdomain of Ω. Provided that p, q ∈ Rd are known
constant vectors such that p 6= q, determine one source profile f in the case of 0 < α ≤ 1 or
two source profiles f, g in the case of 1 < α ≤ 2 in (1.2) by the partial interior observation of
u in ω × (0, T ).
Problem 1.1 with 1 < α ≤ 2 requires the simultaneous determination of f and g, which
definitely includes the case of determining a single source profile. In this paper, we are concerned
with the uniqueness issue of Problem 1.1. Due to the linearity of the problem, we assume
additionally
u = 0 in ω × (0, T ). (1.3)
Then it suffices to verify f = g ≡ 0 in Bδ0 .
In the past two decades, time-fractional evolution equations represented by (1.1) with
α ∈ (0, 1) ∪ (1, 2) have gathered increasing popularity among researchers from multiple dis-
ciplines owing to their outstanding flexibility in modeling various nonlocal phenomena. Math-
ematically, a series of fundamental and important results about time-fractional evolution equa-
tions, featured by well-posedness, asymptotic behavior, time-analyticity etc. of solutions, have
been established in recent years; see [1–5] as a rather partial list. Along with the completeness
of theories for forward problems, inverse problems for time-fractional evolution equations have
also been studied intensively from both theoretical and numerical aspects, and we refer to the
review articles [6–8] as well as the references therein. Due to the practical significance, a lot
of works have been devoted to inverse source problems for time-fractional diffusion equations,
among which the majority assume that the inhomogeneous term takes the form of (partial)
separated variables. We refer e.g. to [4,9,10] and [11,12] for the determination of temporal and
spatial components, respectively. It reveals that the treatments for the above inverse problems
relies heavily on some properties of forward problems, and mostly it is technically difficult to
obtain stability results because of the non-locality of time-fractional derivatives.
As a special branch of inverse source problems, there are several papers on inverse moving
source problems, most of which are concerned with determining moving orbits in hyperbolic
equations. In [13, 14], algebraic procedures were applied to identify moving point or dipole
sources. In [15], the authors considered inverse problems arising from the Maxwell system (that
is, α = 2) for recovering moving source profile resp. orbit from boundary surface data, if a priori
information on the source orbit resp. profile is available. In our previous work [16], stability
and uniqueness for fractional diffusion(-wave) equations (0 < α ≤ 2) in determining the moving
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orbit were derived using observation data at multiple interior points, provided that the moving
source profile is given. Unlike the above mentioned problems, in this paper we deal with the
moving source taking the form of (1.2), where the a priori information of p and q means that
we know moving orbits (directions) of the sources. The aim of this paper is to identify one or
two unknown moving source profiles which do not change in the time variable. To the best of
our knowledge, there seems no literature in this respect for time-fractional evolution equations.
The remaining part of this paper is organized as follows. In the next Section 2, we first
fix notations and terminology for our fractional equations, and then state well-posedness and
regularity results (Lemma 2.2) of the forward problem (1.1)–(1.2) together with a unique con-
tinuation property for fractional equations with 1 < α < 2 (Lemma 2.3). Our main uniqueness
results for Problem 1.1 will be presented in Theorem 2.4. Section 3 is devoted to the proofs
of Lemmas 2.2–2.3. The proof of Theorem 2.4 will be carried out in Section 4. Finally, some
concluding remarks are given in Section 5.
2 Preliminaries and main results
To start with, we recall the Riemann-Liouville integral operator for β ∈ [0, 1]:
Jβh(t) :=


h(t), β = 0,
1
Γ(β)
∫ t
0
h(τ)
(t− τ)1−β dτ, 0 < β ≤ 1,
h ∈ C[0,∞),
where Γ( · ) is the Gamma function. Then for β > 0, the Caputo derivative ∂βt and the Riemann-
Liouville derivative Dβt can be formally defined as
∂βt = J
⌈β⌉−β ◦ d
⌈β⌉
dt⌈β⌉
, Dαt =
d⌈β⌉
dt⌈β⌉
◦ J⌈β⌉−β ,
where ◦ denotes the composition. Then by direct calculations, we know
Lemma 2.1 Let h ∈ C∞[0,∞). Then
(a) For 0 < α < 1, we have ∂αt h = D
α
t h if h(0) = 0.
(b) For 1 < α < 2, we have Dαt h = ∂tJ
2−α∂th if h(0) = 0, and ∂tJ
2−α∂th = ∂
α
t h if
h′(0) = 0.
For the solution expression, we invoke the familiar Mittag-Leffler function
Eα,β(z) :=
∞∑
k=0
zk
Γ(αk + β)
, z ∈ C, α > 0, β ∈ R,
which satisfies the frequently used estimate (e.g., Podlubny [17, Theorem 1.5]):
|Eα,β(−η)| ≤ C
1 + η
, η ≥ 0, 0 < α < 2, β > 0. (2.1)
Let L2(Ω) denote the usual L2-space in Ω equipped with the inner product ( · , · ), and
let H10 (Ω), H
2(Ω) etc. be the standard L2-based Sobolev spaces (e.g., Adams [18]). Fixing
the domain of −△ as D(−△) := H2(Ω) ∩ H10 (Ω), we know that there exists an eigensystem
{(λn, ϕn)}∞n=1 of −△ with the homogeneous Dirichlet boundary condition such that
−△ϕn = λnϕn, 0 < λ1 ≤ λ2 ≤ · · · , λn →∞ as n→∞,
4 Y. Liu, G. Hu and M. Yamamoto
and {ϕn} forms a complete orthonormal system of L2(Ω). As usual, we can introduce the
fractional power (−△)γ for γ ≥ 0 as
D((−△)γ) :=
{
h ∈ L2(Ω);
∞∑
n=1
|λγn(h, ϕn)|2 <∞
}
, (−△)γh :=
∞∑
n=1
λγn(h, ϕn)ϕn.
Then D((−△)γ) is a Hilbert space equipped with the norm
‖h‖D((−△)γ) :=
(
∞∑
n=1
|λγn(h, ϕn)|2
) 1
2
, h ∈ D((−△)γ).
Furthermore, there holds D((−△)γ) ⊂ H2γ(Ω) for γ ≥ 0 and especially D((−△) 12 ) = H10 (Ω).
Finally, for a Banach space X and 1 ≤ p ≤ ∞, we say that Ψ ∈ Lp(0, T ;X) if
‖Ψ‖Lp(0,T ;X) :=


(∫ T
0
‖Ψ( · , t)‖pX
) 1
p
if 1 ≤ p <∞
ess sup
0<t<T
‖Ψ( · , t)‖X if p =∞


<∞.
Throughout this paper, we assume f, g ∈ D((−△) ⌈α⌉2 ) for the source profiles in (1.2), i.e.,
f ∈ H10 (Ω) when 0 < α ≤ 1 and f, g ∈ H2(Ω) ∩ H10 (Ω) when 1 < α ≤ 2. For later use, we
collect the well-posedness and regularity results of problem (1.1)–(1.2) in the following lemma.
Lemma 2.2 Let f, g ∈ D((−△) ⌈α⌉2 ), fix ε ∈ (0, 1] arbitrarily for 0 < α < 2 and fix ε = 12
for α = 2. Then the following statements hold true.
(a) There exists a unique solution u ∈ L∞(0, T ;D((−△) ⌈α⌉2 +1−ε)) to (1.1)–(1.2) such that
u( · , t) −→ 0 in D((−△) ⌈α⌉2 +1−ε) as t→ 0.
(b) If 0 < α ≤ 1, then ∂tu ∈ L1(0, T ;D((−△)1−ε)).
(c) If 1 < α ≤ 2, then ∂tu ∈ L∞(0, T ;D((−△)2− 1α−ε)), ∂2t u ∈ L1(0, T ;D((−△)
3
2
− 1α−ε))
and ∂tu( · , t) −→ 0 in D((−△)2− 1α−ε) as t→ 0.
To conclude the uniqueness for Problem 1.1, we need the following vanishing property of
the homogeneous problem.
Lemma 2.3 Let ω ⊂ Ω be an arbitrary nonempty subdomain and w satisfy


(∂αt u−△)w = 0 in Ω× (0, T ),{
w = a if 0 < α ≤ 1,
w = a, ∂tw = b if 1 < α < 2
in Ω× {0},
w = 0 on ∂Ω× (0, T ),
where a ∈ L2(Ω) and b ∈ D((−△)− 1α ). Then w = 0 in ω × (0, T ) implies a = b ≡ 0 in Ω.
Considering the consistency, we postpone the proofs of the above two lemmas concerning
the forward problems in Section 3. Below state the main results in this paper.
Theorem 2.4 Let 0 < α ≤ 2, f, g ∈ D((−△) ⌈α⌉2 ) and u be the solution to (1.1)–(1.2).
(a) In the case of 0 < α ≤ 1, we further assume ∂ω ⊃ ∂Ω if α 6= 1. Then (1.3) implies
f ≡ 0 in Ω.
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(b) In the case of 1 < α ≤ 2, we assume ∂ω ⊃ ∂Ω and additionally require
T > 2 inf
y 6∈Ω
sup
x∈Ω
|x− y| if α = 2. (2.2)
Then (1.3) implies f = g ≡ 0 in Ω.
Remark 2.5 (i) By examining the proofs of the above theorem in Section 4, it turns
out that we can consider more general formulations than that in (1.1). For instance,
instead of −△ in the governing equation, our argument works for the elliptic operator
−∑dj,k=1 ajk∂j∂k + c, where (ajk)1≤j,k≤d is a constant, symmetric and strictly positive
definite matrix, and c ≥ 0 is a constant scalar. However, in this paper we choose to treat
the simplest model equation in order to focus on the main topic.
(ii) In the case α = 2, the condition (2.2) and the relation Bc0T+δ0 ⊂ Ω can be both satisfied if
the sources do not move too fast in comparison with the wave velocity, or equivalently, c0
is sufficiently small if the wave speed of the background medium has been normalized to
be one. For 0 < α < 2, we can regard the propagation speed as infinite and no conditions
for the observation time are necessary. In this sense, the case of α = 2 is exceptional.
3 Proofs of Lemmas 2.2–2.3
Proof of Lemma 2.2. First, by the regularity assumption on f, g and the definition (1.2) of F , it
follows from the continuity of translation that F ∈ ⋂⌈α⌉k=0 Ck([0, T ];D((−△) ⌈α⌉−k2 )). Due to the
essential difference in the solution properties, we divide the proofs into the cases of 0 < α < 2
and α = 2 separately.
Case 1 For 0 < α < 2, we fix ε ∈ (0, 1] arbitrarily. In principle, the argument follows the
same line as that in Sakamoto and Yamamoto [2] and Li, Liu and Yamamoto [19] especially in
the case of 0 < α < 1. For the sake of self-containedness, we still give a proof here.
According to [2], we can formally write the solution to (1.1)–(1.2) as
u( · , t) =
∫ t
0
U(τ)F ( · , t − τ) dτ, U(t)h := tα−1
∞∑
n=1
Eα,α(−λntα)(h, ϕn)ϕn. (3.1)
For h ∈ D((−△)β) with some β ≥ 0 and 0 ≤ γ < 1, by (2.1) we can estimate
‖U(t)h‖2D((−△)β+γ) = t2(α−1)
∞∑
n=1
|λγnEα,α(−λntα)|2|λβn(h, ϕn)|2
≤ (C tα−1)2
∞∑
n=1
(
(λnt
α)γ
1 + λntα
t−αγ
)2
|λβn(h, ϕn)|2
≤
(
C‖h‖D((−△)β)tα(1−γ)−1
)2
, t > 0. (3.2)
(a) Taking β = ⌈α⌉2 and γ = 1 − ε in (3.2), we employ Minkowski’s inequality for integrals
to estimate
‖u( · , t)‖D((−△)⌈α⌉/2+1−ε) =
∥∥∥∥
∫ t
0
U(τ)F ( · , t− τ) dτ
∥∥∥∥
D((−△)⌈α⌉/2+1−ε)
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≤
∫ t
0
‖U(τ)F ( · , t− τ)‖D((−△)⌈α⌉/2+1−ε) dτ
≤ C
∫ t
0
‖F ( · , t− τ)‖D((−△)⌈α⌉/2)ταε−1 dτ ≤
C
ε
‖f‖D((−△)⌈α⌉/2)tαε,
which implies (a) immediately.
(b) For 0 < α ≤ 1, we formally take time derivative in (3.1) to deduce
∂tu( · , t) = U(t)F ( · , 0) +
∫ t
0
U(τ)∂tF ( · , t− τ) dτ.
Then taking β = 0 and γ = 1− ε in (3.2) yields
‖∂tu( · , t)‖D((−△)1−ε) ≤ ‖U(t)F ( · , 0)‖D((−△)1−ε) +
∫ t
0
‖U(τ)∂tF ( · , t− τ)‖D((−△)1−ε) dτ
≤ ‖F ( · , 0)‖L2(Ω)tαε−1 + C
∫ t
0
‖∂tF ( · , t− τ)‖L2(Ω)ταε−1 dτ
≤ C‖f‖L2(Ω)tαε−1 +
C
ε
‖f‖D((−△)1/2)tαε,
which implies ∂tu ∈ L1(0, T ;D((−△)1−ε)).
(c) For 1 < α < 2, we utilize an alternative expression u( · , t) = ∫ t
0
U(t − τ)F ( · , τ) dτ
of (3.1). By ddt (t
α−1Eα,α(−λntα)) = tα−2Eα,α−1(−λntα), we formally differentiate the above
equality to write
∂tu( · , t) = lim
τ→0
U(τ)F ( · , t) +
∫ t
0
V (τ)F ( · , t − τ) dτ, (3.3)
where
V (t)h := tα−2
∞∑
n=1
Eα,α−1(−λntα)(h, ϕn)ϕn.
For h ∈ D((−△)β) with some β ≥ 0, a similar argument as that for (3.2) yields
‖V (t)h‖2D((−△)β+1−1/α−ε) = t2(α−2)
∞∑
n=1
∣∣∣λ1− 1α−εn Eα,α−1(−λntα)∣∣∣2 |λβn(h, ϕn)|2
≤ (C tα−2)2
∞∑
n=1
(
(λnt
α)1−
1
α−ε
1 + λntα
t−α(1−
1
α−ε)
)2
|λβn(h, ϕn)|2
≤ (C‖h‖D((−△)β)tαε−1)2 . (3.4)
Since F ∈ C([0, T ];D(−△)), we take β = 1, γ = 1− 1α−ε in (3.2) and β = 1 in (3.4) to estimate
‖∂tu( · , t)‖D((−△)2−1/α−ε) ≤ lim
τ→0
‖U(τ)F ( · , t)‖D((−△)2−1/α−ε)
+
∫ t
0
‖V (τ)F ( · , t − τ)‖D((−△)2−1/α−ε) dτ
≤ C‖F ( · , t)‖D(−△) lim
τ→0
ταε + C
∫ t
0
‖F ( · , t− τ)‖D(−△)ταε−1 dτ
≤ C
ε
‖F‖C([0,T ];D(−△)),
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which indicates ∂tu ∈ L∞(0, T ;D((−△)2− 1α−ε)). Finally, within D((−△)2− 1α−ε), we further
differentiate (3.3) to deduce
∂2t u( · , t) = V (t)F ( · , 0) +
∫ t
0
V (τ)∂tF ( · , t− τ) dτ.
Now taking β = 12 in (3.4), we have
‖∂2t u( · , t)‖D((−△)3/2−1/α−ε) ≤ ‖V (t)F ( · , 0)‖D((−△)3/2−1/α−ε)
+
∫ t
0
‖V (τ)∂tF ( · , t− τ)‖D((−△)3/2−1/α−ε) dτ
≤ C‖F ( · , 0)‖D((−△)1/2)tαε−1 +
C
ε
‖∂tF‖C([0,T ];D((−△)1/2))tαε,
which completes the proof of (c).
Case 2 For α = 2, one can take advantage of the standard theory on hyperbolic equations
e.g. in [20, 21] to conclude u ∈ ⋂3k=0 Ck([0, T ];H3−k(Ω)), which implies the desired results
automatically.
Proof of Lemma 2.3. For α = 1, Lemma 2.3 states the well-known unique continuation property
for parabolic equations (see e.g. [22]). In the case of 0 < α < 1, Lemma 2.3 reduces to a direct
corollary of [12, Theorem 2.5]. Hence, in the sequel it suffices to deal with the case of 1 < α < 2.
By Sakamoto and Yamamoto [2, Theorem 2.3], we know
w ∈ C([0, T ];L2(Ω)) ∩ C((0, T ];H2(Ω) ∩H10 (Ω)),
which can be represented as
w( · , t) =
∞∑
n=1
{(a, ϕn)Eα,1(−λntα) + (b, ϕn) t Eα,2(−λntα)}ϕn. (3.5)
Moreover, w : (0, T ] −→ L2(Ω) can be analytically extended to (0,∞). Without fear of confu-
sion, we still denote this extension by w. Especially, the condition w = 0 in ω × (0, T ) is also
extended to w = 0 in ω × (0,∞).
Similarly to the proof of [2, Theorem 4.4], we attempt to take the Laplace transform of w
with respect to t. By the estimate (see [2, Theorem 2.3])
‖w( · , t)‖L2(Ω) ≤ C
(‖a‖L2(Ω) + ‖b‖D((−△)−1/α)) , ∀ t > 0,
we see that for any fixed z ∈ C satisfying Re z > 0, the function e−ztw( · , t) is integrable with
respect to t ∈ (0,∞) in L2(Ω). Employing (3.5) and the formula (see Podlubny [17, §1.2.2])
∫ ∞
0
e−ztt⌈α⌉−1Eα,⌈α⌉(−λntα) dt =
zα−⌈α⌉
zα + λn
, Re z > 0,
we apply the Lebesgue dominated convergence theorem for vector-valued functions to deduce
∫ ∞
0
e−ztw( · , t) dt = zα−2
∞∑
n=1
(a, ϕn)z + (b, ϕn)
zα + λn
ϕn in Ω, Re z > 0.
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Then w = 0 in ω × (0,∞) implies
0 =
∞∑
n=1
(a, ϕn)z + (b, ϕn)
zα + λn
ϕn in ω, Re z > 0. (3.6)
Since zα = exp(α log z) is not well-defined on the negative real axis, we should cut off this
branch and consider U := {z ∈ C; −π < arg z < π}. In U , we know that the algebraic
equation zα + λn = 0 with λn > 0 has two distinct roots z
±
n := λ
1
α
n exp(±i πα ). Since a ∈ L2(Ω)
and b ∈ D((−△)− 1α ), we can analytically continue both sides of (3.6) in z, so that (3.6) holds
true for z ∈ U \ {z±n }∞n=1.
To proceed, we shall take into consideration the multiplicity of the eigenvalues of −△ and
rearrange its eigensystem {(λn, ϕn)} as follows. By {µℓ}∞ℓ=1 we denote the distinct eigenvalues
of −△, and by {ψℓ,j}mℓj=1 we denote the orthonormal basis of ker(△+ µℓ) which coincides with
those in the original eigenfunctions. Then (3.6) can be rewritten as
∞∑
ℓ=1
wℓ,z(x)
zα + µℓ
= 0, x ∈ ω, z ∈ U \ {z±ℓ }∞ℓ=1, (3.7)
where
wℓ,z(x) :=
mℓ∑
j=1
{(a, ψℓ,j)z + (b, ψℓ,j)}ψℓ,j(x).
For any fixed ℓ = 1, 2, . . ., we pass z → z±ℓ in (3.7) to obtain
lim
z→z±ℓ
wℓ,z(x)
zα + µℓ
= − lim
z→z±ℓ
∞∑
k=1
k 6=ℓ
wk,z(x)
zα + µk
=
∞∑
k=1
k 6=ℓ
wk,z±ℓ
(x)
µℓ − µk .
Obviously, the right hand side of the above identity is bounded in L2(ω). Multiplying zα + µℓ
to both sides of this identity and passing z → z±ℓ , we obtain
lim
z→z±ℓ
wℓ,z(x) = wℓ,z±ℓ
(x) = 0, x ∈ ω.
Meanwhile, since w±ℓ := wℓ,z±ℓ
satisfy the elliptic equation (△ + µℓ)w±ℓ = 0 in Ω, the unique
continuation for elliptic equations (e.g., Isakov [21]) implies w±ℓ ≡ 0 in Ω for each ℓ = 1, 2, . . ..
By the definition of w±ℓ and the linear independency of {ψℓ,j}mℓj=1, we see that
(a, ψℓ,j)z
±
ℓ + (b, ψℓ,j) = 0, 1 ≤ j ≤ mℓ, ℓ = 1, 2, . . . .
Since z±ℓ 6∈ R are complex conjugate of each other, finally we obtain
(a, ψℓ,j) = (b, ψℓ,j) = 0, 1 ≤ j ≤ mℓ, ℓ = 1, 2, . . .
and hence a = b ≡ 0 in Ω due to the completeness of the Dirichlet eigenfunctions.
Remark 3.1 The proof of Lemma 2.3 for α ∈ (1, 2) relies heavily on the analyticity of
the solution in the time variable, which applies to the scalar wave equation (α = 2) when the
dynamical measurement data over (0,∞) are available; see [23, Theorem 2.1 and Corollary 2.3]
where the data are measured on a closed surface. In Subsection 4.3 below, we shall present a
proof for the wave equation using the data over a finite time period (0, T ).
Inverse Moving Source Problem for Fractional Evolution Equations 9
4 Proof of Theorem 2.4
This section is denoted to the proof of the main theorem of this paper concerning the
uniqueness for Problem 1.1. The key idea originates from the straightforward observation
(∂t + p · ∇)f(x− pt) = (∂t + p · ∇)(∂t + q · ∇)(f(x− pt) + g(x− qt)) = 0, (4.1)
which suggests the introduction of the following auxiliary functions
v :=
{
J1−α(∂t + p · ∇)u, 0 < α ≤ 1,
J2−α(∂t + p · ∇)(∂t + q · ∇)u, 1 < α ≤ 2.
(4.2)
In such a manner, we can derive a homogeneous equation for v from (1.1)–(1.2), so that Problem
1.1 is reduced to an inverse problem on determining initial values. To clarify the argument, we
deal with the cases of 0 < α ≤ 1, 1 < α < 2 and α = 2 separately.
4.1 Case of 0 < α ≤ 1
First we derive the governing equation for v1 := (∂t + p · ∇)u. By Lemma 2.2, we know
v1 ∈ L1(0, T ;D((−△)1−ε)) for any ε ∈ (0, 1]. Then by the governing equation in (1.1) and the
definitions of ∂αt and D
α
t , we utilize (4.1) to formally calculate
0 = (∂t + p · ∇)F = (∂t + p · ∇)(∂αt −△)u
= (∂tJ
1−α)∂tu+ ∂
α
t (p · ∇u)−△(∂tu+ p · ∇u)
= Dαt (∂t + p · ∇)u−△(∂t + p · ∇)u = (Dαt −△)v1,
where we used Lemma 2.1(a) and p · ∇u = 0 in Ω × {0} to replace ∂αt (p · ∇u) = Dαt (p · ∇u).
On the other hand, it follows from Lemma 2.2(a) that we can pass t→ 0 in (1.1) to obtain
lim
t→0
J1−α∂tu( · , t) = lim
t→0
∂αt u( · , t) = lim
t→0
(△u+ F )( · , t) = f in D((−△) 12−ε).
Meanwhile, the weak singularity of J1−α implies J1−α(p · ∇u) −→ 0 in D((−△)1−ε) as t→ 0.
Therefore, we obtain
lim
t→0
J1−αv1( · , t) = lim
t→0
J1−α∂tu( · , t) + lim
t→0
J1−α(p · ∇u)( · , t) = f in D((−△) 12−ε).
Finally, by (1.3) we have v1 = 0 in ω×(0, T ). Consequently, it reveals that v1 satisfies an initial-
boundary value problem for a time-fractional diffusion equation with the Riemann-Liouville
derivative 

(Dαt −△)v1 = 0 in Ω× (0, T ),
J1−αv1 = f in Ω× {0},
v1 = p · ∇u on ∂Ω× (0, T )
with the additional information v1 = 0 in ω × (0, T ). If α = 1, then Dαt reduces to the usual
first order derivative ∂t in time. Then the unique continuation of parabolic equations (e.g. [22])
immediately implies v1 ≡ 0 in Ω× (0, T ) and thus f ≡ 0 in Ω as the initial value.
In the case of 0 < α < 1, owing to the assumption ∂ω ⊃ ∂Ω we have v1 = p · ∇u = 0 on
∂Ω× (0, T ). By further introducing v := J1−αv1, it is readily seen that
0 = J1−α(Dαt −△)v1 = ∂αt (J1−αv1)−△(J1−αv1) = (∂αt −△)v in Ω× (0, T ).
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In other words, v satisfies 

(∂αt −△)v = 0 in Ω× (0, T ),
v = f in Ω× {0},
v = 0 on ∂Ω× (0, T ).
Again, we have v = 0 in ω × (0, T ) by (1.3). Then the proof is completed by applying Lemma
2.3.
Remark 4.1 For α = 1, the assumption ∂ω ⊃ ∂Ω is not necessary because the unique
continuation for parabolic equations holds regardless of the boundary condition.
4.2 Case of 1 < α < 2
In a parallel manner to the case 0 < α ≤ 1, we introduce the auxiliary functions
v1 := (∂t + q · ∇)u, v2 := (∂t + p · ∇)v1 = (∂t + p · ∇)(∂t + q · ∇)u.
By Lemma 2.2, we know v2 ∈ L1(0, T ;D((−△) 32− 1α−ε)) for any ε ∈ (0, 1]. Similarly as before,
we shall derive the governing equation for v2. Since ∂t(q · ∇u) = 0 in Ω × {0}, we have
∂αt (q · ∇u) = (∂tJ2−α∂t)(q · ∇u) by Lemma 2.1(b). Then
(∂t + q · ∇)(∂αt −△)u = (∂tJ2−α∂t)∂tu+ (∂tJ2−α∂t)(q · ∇u)−△(∂tu+ q · ∇u)
= (∂tJ
2−α∂t −△)(∂tu+ q · ∇u) = (∂tJ2−α∂t −△)v1. (4.3)
Further, by v1 = 0 in Ω×{0}, Lemma 2.1(b) implies ∂tJ2−α∂tv1 = Dαt v1. Then it follows from
(4.1) and (4.3) that
0 = (∂t + p · ∇)(∂t + q · ∇)F = (∂t + p · ∇)(∂t + q · ∇)(∂αt −△)u
= (∂t + p · ∇)(∂tJ2−α∂t −△)v1 = Dαt (∂tv1 + p · ∇v1)−△(∂tv1 + p · ∇v1) = (Dαt −△)v2.
Next, we turn to the initial condition of v2, which involves J
2−αv2 and D
α−1
t v2. By the
definition of v2 and repeated uses of Lemma 2.1(b), we see
J2−αv2 = ∂
α
t u+ J
2−α((p+ q) · ∇∂tu) + J2−α(p · ∇(q · ∇u)),
Dα−1t v2 = ∂tJ
2−αv2 = ∂t(∂
α
t u) + (p+ q) · (∂tJ2−α∂tu) + ∂tJ2−α(p · ∇(q · u))
= ∂t(∂
α
t u) + (p− q) · ∇(∂αt u) + J2−α(p · ∇(q · ∂tu)).
(4.4)
Again by Lemma 2.2, we employ the governing equation of (1.1) and pass t→ 0 to find
lim
t→0
∂αt u( · , t) = lim
t→0
(△u+ F )( · , t) = f + g in D((−△)1−ε),
lim
t→0
∂t(∂
α
t u)( · , t) = lim
t→0
(△∂tu+ ∂tF )( · , t) = −p · ∇f − q · ∇g in D((−△)1− 1α−ε).
(4.5)
On the other hand, the weak singularity of J2−α and Lemma 2.2 guarantee
J2−αu( · , t) −→ 0 in D((−△)2−ε),
J2−α∂tu( · , t) −→ 0 in D((−△)2− 1α−ε)
as t→ 0. (4.6)
Applying (4.5) and (4.6) and passing t→ 0 in (4.4), we obtain
lim
t→0
J2−αv2( · , t) = f + g in D((−△) 32− 1α−ε),
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lim
t→0
Dα−1t v2( · , t) = −p · ∇f − q · ∇g + (p+ q) · ∇(f + g)
= q · ∇f + p · ∇g in D((−△)1− 1α−ε).
In conclusion, again it turns out that v2 satisfies the following initial-boundary value problem

(Dαt −△)v2 = 0 in Q,
J2−αv2 = f + g, D
α−1
t v2 = q · ∇f + p · ∇g in Ω× {0},
v2 = 0 on ∂Ω× (0, T ).
with the additional information v2 = 0 in ω × (0, T ) from (1.3). Similarly to the case of
0 < α < 1, we further introduce v := J2−αv2. Then it is readily seen that v satisfies

(∂αt −△)v = 0 in Ω× (0, T ),
v = f + g, ∂tv = q · ∇f + p · ∇g in Ω× {0},
v = 0 on ∂Ω× (0, T ).
(4.7)
with v = 0 in ω×(0, T ). Taking advantage of Lemma 2.3, we conclude f+g = q ·∇f+p·∇g ≡ 0
in Ω. Plugging g = −f in q · ∇f + p · ∇g = 0 yields (p− q) · ∇f = 0 in Ω, which means that
f is a constant along the direction p − q. Since we assumed f ∈ H10 (Ω), it should vanish on
the boundary, which indicates the vanishing of this constant. In other words, we arrived at
f = g ≡ 0 in Ω.
4.3 Case of α = 2
Identically parallel to the case of 1 < α < 2, we can introduce v := (∂t + p · ∇)(∂t + q · ∇)u
and verify that v satisfies (see (4.7))

(∂2t −△)v = 0 in Ω× (0, T ),
v = h0, ∂tv = h1 in Ω× {0},
v = 0 in ω × (0, T )
with
h0 := f + g ∈ H10 (Ω), h1 := q · ∇f + p · ∇g ∈ L2(Ω).
Below we shall prove that, under the conditions in Theorem 2.4(b), there exists a constant
C = C(Ω, T, ω) such that
‖h0‖H1
0
(Ω) + ‖h1‖L2(Ω) ≤ C‖v‖H1(0,T ;L2(ω)). (4.8)
This stability estimate implies that h0 = h1 ≡ 0 in Ω and, by arguing similarly to the case
α ∈ (1, 2), the relation f = g ≡ 0.
The proof of the inequality (4.8) can be proceeded using standard Carleman estimates for
hyperbolic equations, which will be presented below for having a self-contained paper. Introduce
the energy function
E(t) :=
∫
Ω
(|∂tv(x, t)|2 + |∇v(x, t)|2)dx, t ∈ (0, T ).
It is easy to prove that E(t) = E(0) ≡ ‖∇h0‖2L2(Ω) + ‖h1‖2L2(Ω) for all t > 0, which is exactly
the law of conservation of energy. By the assumption (2.2), we can always find some x0 /∈ Ω
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such that T > 2max
x∈Ω |x−x0|. Define the weight function ϕ(x, t) with a parameter λ > 0 as
ϕ(x, t) := eλψ(x,t), ψ(x, t) := |x− x0|2 − β
(
t− T
2
)2
, 0 < β < 1.
Then there exists a constant λ0 > 0 such that for all λ > λ0, there exist s0 = s0(λ) > 0 and a
constant C = C(s0, λ0,Ω, T,x0, ω) > 0 such that
C
∫ T
0
∫
Ω
s
(|∂tw|2 + |∇w|2 + s2w2) e2sϕ dxdt
≤ C
∫ T
0
∫
Ω
|G|2 e2sϕ dxdt+ C
∫ T
0
∫
ω
s
(|∂tw|2 + s2w2) e2sϕ dxdt (4.9)
for all s > s0(λ), where w ∈ H1(Ω×(0, T )) satisfies the homogeneous Neumann boundary value
problem 

(∂2t −△)w = G in Ω× (0, T ),
w = ∂tw = 0 in Ω× {0, T },
∂νw = 0 on ∂Ω× (0, T ),
G ∈ L2(Ω× (0, T )). (4.10)
The above Carleman estimate is basically the same as that in [24, Proposition 2.1] up to a
translation of the time interval from [−T, T ] to [0, T ].
By the selection of x0 /∈ Ω, there exists β ∈ (0, 1) such that
√
β T > 2max
x∈Ω |x − x0|.
Moreover, by the definition of ψ, there exists δ ∈ (0, T/8) such that
ψ ≥ δ in Ω×
[
T
2
− δ, T
2
+ δ
]
, ψ ≤ −δ in Ω× ([0, 2δ] ∪ [T − 2δ, T ]). (4.11)
In fact, this can be achieved by selecting a sufficiently small δ > 0 such that
δ(βδ + 1) ≤ min
x∈Ω
|x− x0|2, δ(1 + 2β(T − 2δ)) ≤ βT
2
4
−max
x∈Ω
|x− x0|2.
Let µ ∈ C∞0 [0, T ] be a cutoff function satisfying
0 ≤ µ ≤ 1, µ = 0 on [0, δ] ∪ [T − δ, T ], µ = 1 on [2δ, T − 2δ]
and introduce w := µ v in (4.10). Direct calculations show that the right hand side of (4.10)
takes the form
G(x, t) =
{
2(∂tµ)(∂tv) + (∂
2
t µ)v in Ω× ([0, 2δ] ∪ [T − 2δ, T ]),
0 if otherwise.
In Ω × [T/2 − δ, T/2 + δ], there holds w ≡ v and ψ ≥ δ. Hence, setting µ+ := eλδ, we can
estimate the left hand side of (4.9) from below as
2δs e2sµ+E(0) = s e2sµ+
∫ T/2+δ
T/2−δ
∫
Ω
(|∂tv|2 + |∇v|2)dxdt
= s e2sµ+
∫ T/2+δ
T/2−δ
∫
Ω
(|∂tw|2 + |∇w|2) dxdt
≤
∫ T/2+δ
T/2−δ
∫
Ω
s
(|∂tw|2 + |∇w|2 + s2w2) e2sϕ dxdt
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≤
∫ T
0
∫
Ω
s
(|∂tw|2 + |∇w|2 + s2w2) e2sϕ dxdt
for all s ≥ s0. On the other hand, setting µ− := e−λδ and using the second relation in (4.11),
we obtain∫ T
0
∫
Ω
|G|2 e2sϕ dxdt =
(∫ 2δ
δ
+
∫ T−δ
T−2δ
)∫
Ω
∣∣2(∂tµ)(∂tv) + (∂2t µ)v∣∣2 e2sϕ dxdt
≤ C e2sµ−
(∫ 2δ
δ
+
∫ T−δ
T−2δ
)∫
Ω
(|∂tv|2 + |v|2)dxdt
≤ 2Cδ e2sµ−E(0).
Similarly, the second term on the right hand side of (4.9) can be dominated by
∫ T
0
∫
ω
s
(|∂tw|2 + s2w2) e2sϕ dxdt ≤ C
∫ T
0
∫
ω
s
(|∂tv|2 + s2v2) e2sϕ dxdt
≤ C eCs‖v‖2H1(0,T ;L2(ω)).
The above three inequalities, together with the Carleman estimate (4.9) for w, yield
2δ
(
s e2sµ+ − C e2sµ−)E(0) ≤ C eCs‖v‖2H1(0,T ;L2(ω)), ∀ s ≥ s0,
where C > 0 is a constant independent of s. Since µ+ > µ−, choosing s > s0 sufficiently large
leads to
E(0) ≤ C(s)‖v‖2H1(0,T ;L2(ω)),
which, together with the Poincare´ inequality, implies the relation (4.8). The proof of Theorem
2.4 in the case α = 2 is thus finished.
5 Concluding remarks
In this paper, we investigated an inverse moving source problem on determining source
profiles in (time-fractional) evolution equations, provided that the sources move along given
constant vectors. Under some assumptions on the observation subdomain ω and the observation
time T , we proved the unique determination of at most ⌈α⌉ unknown profiles, where α ∈
(0, 2] is fractional derivative order. The key to the proof turns out to be a reduction to an
inverse problem for initial conditions by introducing auxiliary functions (4.2). Then for the
homogeneous problems, we employ a vanishing property for 0 < α < 2 and a Carleman estimate
argument for α = 2 to conclude the uniqueness.
We close this paper by mentioning several possible future topics on inverse moving source
problems. In this work, the unknown sources are assumed to move along straight lines, which
seems unrealistic in most situations. Therefore, it is preferable to remove this assumption and
consider general given orbits. Similarly, the observation subdomain ω is assumed to cover the
whole boundary, which also looks restrictive. We shall attempt to relax this condition by seeking
new vanishing property which does not require homogeneous boundary conditions. Meanwhile,
another related issue is to study the same problem by using partial boundary Cauchy data.
Finally, in the light of practical applications, it is necessary to develop corresponding numerical
methods and perform numerical verifications.
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