In this work a new representation of the multistationarity region of reaction networks is introduced using the polynomial superlevel sets. The advantages of using the polynomial superlevel set representation to the former existing representations such as CAD, the finite and the grid representations are discussed. And finally the algorithms to compute this new representation are provided. The results are given in a general mathematical formalism of parametric system of equations and therefore can be used in other applied areas.
Introduction
Many questions in the application can be modeled by a parametric polynomial system, and therefore to answer them, one needs to explore the properties of these systems. One such case is when one wants to study the multistationarity behavior of a chemical reaction network. Variables in a chemical reaction network are the concentration of the species, which vary as time goes on. Hence we have a dynamical system which is of polynomial type when the kinetics is assumed to follow the mass action rules. The equilibriums of this dynamical system, therefore, are solutions to a system of the polynomial equations. However, the coefficients of the terms in the polynomials in our system involve some parameters. These parameters are usually the rates under which a reaction occurs and the total amounts (can be thought of dependency on the initial concentration of the species). These variables and parameters can only attain nonnegative real values. A network is called multistationary if there exists a choice of parameters for which the network has more than one equilibrium. There are many algorithms developed for answering the yes/no question of multistationarity [6, 8-11, 14, 19, 21] . The input of these algorithms is a reaction network and the output is the confirmation or rejection of the possibility of exhibiting multistationary behavior. Nevertheless, more importantly, it is to determine the parameters where the network has this behavior. Unfortunately, there is less success in this direction.
Reviewing the state of the art in the literature, we see that in some works, one is only focused on a specific reaction network and do heuristic manual calculations to find a suitable parameter [3, 12] . In some other works the system of equations for finding equilibriums are solved for many random points from the parameter space. This is one way to approximate the region where the network is multistationary. Recently in [20, Paper III] a new approach to get a description of the multistationarity region is proposed. In this method one does not need to solve the system of equations to count the number of equilibriums. Instead one computes an integral to get the expected number of equilibriums when the parameters are equipped by a random distribution. Therefore by choosing the uniform distribution and computing the average number of equilibriums on subhyperrectangles of the parameter space, one can approximate the multistationarity region as union of subhyperrectangles. However, looking at a list of hyperrectangles, one may not get much information about the geometry of this region such as connectedness or convexivity.
In this work, we propose using the polynomial superlevel sets to approximate the union of these hyperrectangles as a set that can be described by the help of one polynomial. Polynomial superlevel sets are already employed to approximate semialgebraic sets in the literature and used in control and robust filtering contexts, see [4, 5] . The polynomial superlevel set representation can be a more compact representation of the region instead of listing many hyperrectangles, which each are described as a Cartesian product of intervals. Not only that, to check if a point belongs to the region, one can easily just evaluate the polynomial in this point and check if the answer is greater than or equal to 1. There are many other things which one can do with the polynomial superlevel set description of the region more comfortable than by the union of hyperrectangles. These will be explored in Section 4.
The organization of this paper is as follows. The mathematical framework of reaction networks and definition of the multistationarity region is given in Section 2. Section 3 contains the notations regarding parametric functions and definitions of the finite and the grid representations of the multistationarity region. In section 4 we define polynomial superlevel sets formally and describe how one can algorithmically find a polynomial superlevel set representation of a set using the finite and the grid representations. We use it to find the polynomial superlevel set representation of the multistationarity region of a reaction network. Moreover, finally, in Section 5, we discuss methods that sometimes can speed up computation of the polynomial superlevel set representation by the help of bisecting algorithms and whenever possible, algorithms of computing expected number of solutions independently of solving the system itself.
Notations.
Cardinal of a set A is denoted by #(A). Let x ∈ Z and n ∈ Z − {0}. In this paper we define x modulo n to be n instead of 0 whenever x is a multiple of n. For a function f : A 1 → A 2 and a point u ∈ A 2 , the level set of f is denoted by L u (f ) and is defined as {x ∈ A 1 | f (x) = u}. For two points a = (a 1 , · · · , a n ) and b = (b 1 , · · · , b n ) in R n , the notation [a, b] is used to show the hyperractangle n i=1 [a i , b i ]. For a subset S of a hyperrectangle B ⊆ R n , let Vol(S) denote the normalized volume of S with respect to B, i.e.
When a random vector X = (X 1 , · · · , X n ) is distributed by a uniform distribution on a set S ⊆ R n , we write X ∼ U (S). If X is distributed by a normal distribution with mean µ ∈ R n and variance σ 2 ∈ R >0 , then we write X ∼ N (µ, σ 2 ) and we mean X 1 , · · · , X n are identically and independently distributed by N (µ i , σ 2 ). The expectation of g(X) when X is distributed by a probability distribution q is denoted by E g(X) | X ∼ q .
Multistationarity region of chemical reaction networks
In this section, we introduce the concepts of reaction network theory that are needed throughout the paper with the help of a simple gene regulatory network. One can think of a gene as a unit encoding information for the synthesis of a product such as a protein.
First, a group of DNA binding proteins called transcription factors bind a region of the gene called promoter. Now an enzyme called RNA polymerase starts reading the gene and produces an RNA until it arrives in the terminator region of the gene. Until here is called the transcription step. After transcription got completed, the resulted RNA leaves the nucleus (in eukaryotes) and reaches ribosomes. In ribosomes, the second step, called translation, gets started. Ribosomes assemble a protein from amino acids using the manual guide written in the RNA. A gene encoding a protein recipe is said to be expressed when it gets transcribed to an RNA, and the RNA translated to the protein. A gene is not always expressed in a constant rate. There might be proteins that bind the transcription factors or the promoter region and, as a result, inhibits the RNA polymerase starting the transcription process. On the other hand, there might be other proteins in which their binding to the transcription factors or the promoter region enhances the transcription. Consider a simple example from [16, Figure 2 ], depicted here in Figure 1a . There are three genes with proteins A, B, and C as their final products. Denote their concentrations at time t by [A](t), [B](t) and [C](t) respectively. The concentration of these proteins will not remain constant all the time, and therefore we have an ODE describing the variation of the concentrations as time goes on, see Figure 1b . Each protein is degraded with a firstorder kinetic with the reaction rate constant k A,d , k B,d and k C,d correspondingly. Protein A activates the expression of the second gene with a Michaelis-Menten kinetics with the maximum rate k B,max and the Michaelis constant k −1 B,A . The third gene gets activated by both proteins A and B together with product of two Michaelis-Menten kinetics, with maximum rate k C,max and Michaelis constants k −1 A,C and k −1 B,C . The first gene gets expressed by the rate k A,max in the absence of protein C, and protein C has an inhibitory effect on the expression of the first gene captured by the denominator (1 + k C,A [C](t)) in the rate expression. A solution to the system obtained by letting d[X i ](t) dt = 0 (here X i 's are A, B and C) is called an equilibrium of the ODE system. Since the concentration of the proteins can only be nonnegative real numbers, the complex or negative real solutions are ignored. Sometimes we may only consider the positive solutions, for example, if a total consumption of a protein is not possible or of interest. Therefore by steady states we mean positive solutions to the system of equations d[X i ](t) dt = 0. The equations in this system are called the steady state equations. Now we are ready to define a reaction network formally. A reaction network or a network for short is an ordered pair, N = (S, R) where S and R are two finite sets called the set of species and the set of reactions. In our example, S = {A, B, C} and R contains six reactions; three gene expressions and three protein degradation. To each network, an ODE is attached with a concentration of the species as its variables and the constants of the reaction rate expressions as its parameters. In our example, we have 3 variables and 10 parameters. To fix the notation assume S = {X 1 , · · · , X n } and there are r constants involved in the reaction rate expressions. Then we use x i instead of [X i ](t) and k i for the i-th parameter. Denote by f i,k (x) the i-th steady state equation where x = (x 1 , · · · , x n ) and k = (k 1 , · · · , k r ).
The network in Figure 1a is an open network because of the presence of the degradation reactions. A network can also be fully or partially conserved. Consider the simple single reaction network depicted in Figure 2a . It's easy to see that x 1 + 2x 3 = T 1 , x 1 + 2x 4 = T 2 and x 2 + 2x 3 = T 3 for real numbers T 1 , T 2 and T 3 determined by the initial conditions of the ODE system. Therefore three of the linearly redundant steady state equations can be replaced by these three linear invariants which are called conservation laws in CRN (Chemical Reaction Network theory). The linear subspcae determined by the conservation laws is called the stoichiometric compatibility class. One should note that the trajectories of the ODE system are confined to stoichiometric compatibility classes. In this case one only care about the steady states in one stoichiometric compatibility class. i) One may also consider non-linear invariants such as first integrals as defined in [18, Definition 11] .
ii) Note that we are not concerned with the choice of the kinetics such as mass-action, Michaelis-Menten, Hill function, power-law kinetics and s-systems, or the form of the steady state equations such as polynomial or rational functions. Therefore the results of this paper will remain valid and practical for a general reaction network.
To answer the question of whether a network is multistationary or not one can use one of many algorithms available in the literature, see [14] and [21] for a few examples. However, to partition the parameter space to two subsets, one consisting of the choices of parameters for which f k (x) has more than one solution and the other comprising those parameter choices for which f k (x) has at most one solution is a more laborious task. Definition 2.3. Consider a reaction network with the setting and notation of Definition
is called the multistationarity region of the network.
The region B in Definition 2.3 is usually a hyperrectangle made by the inequality restrictions of the form k i,min < k i < k i,max for the parameters. For example the rate of expression of a gene can not be any arbitrary positive number or the constant of conservation laws may be limited from the above due to the limitation of the materials in the lab.
Parametric system of equations
Let f k : R n → R m be a parametric function with B ⊆ R r as its parameter region and u a point in R m . For each choice of the parameters k ∈ B, the system f k (x) = u is a nonparametric system of equations. One can solve this system and look at the cardinal of the solution set. For different choices of k , this number can be different. Therefore we define
m and A and B are semialgebraic sets one can use Cylindrical Algebraic Decomposition (CAD). CAD decomposes B to a finite number of connected sets called cells. Each cell has intersection with only one L i (Φ u f ) and therefore L i (Φ u f ) can be expressed as union of finite number of cells with exact description of their boundaries. The problem with this method is that the number of cells grows doubly exponential on the total number of variables and parameters of f k (x). This makes CAD impractical for studying parametric systems of polynomial equations with more than a few variables and parameters. Another approach adopted by scientists is to solve the system f k (x) = u for many choices of k ∈ B. Mathematically speaking, B is replaced by a finite set. Then each L i (Φ u f ) is expressed as a subset of this finite set. This approach hereafter is referred as the finite representation approach.
Since we are motivated from the application, we should note that in a lab, it is usually not possible to design the experiment so that the parameter values are exactly the numbers that we decide. Therefore when the experiment is designed to have k = k , what hapeens is that k is a point in a neighborhood of k and not necessarily k itself. This can happen for example because of errors coming from the measurement tools or the noise from the environment or any other reason depending on the context. In such cases picking up a point close to the boundaries of L i (Φ u f ) can led to a different result than what the experimentalist expects to see. A different discretization of B can be done using a grid instead of a finite subset. For example if B is a hyperrectangle [a, b] then a grid on B is achieved by dividing B along each axis to equal parts. Then for each subhyperrectangles of B in this grid we assign the average of the number of solutions of f k (x) = u for several choices of k coming from the subhyperrectangle. This approach hereafter is referred as the grid representation approach. See Figure 4 to compare the three approaches visually. Figure 3b . This network has one conservation law x 1 + x 4 = k 8 . Therefore we consider the system of equations obtained by the first three steady state equations in the ODE system and the conservation law to study the multistationarity of this network. We fix the values of all parameters other than k 3 and k 8 to the values given at [22, Figure 4 ] which are listed below. k 1 = 2.81, k 2 = 1, k 4 = 0.98, k 5 = 2.76, k 6 = 1.55, k 7 = 46.9.
(1)
Using the "RootFinding[Parametric]" package of Maple [13] we get the exact description of the multistationarity region of the network in the hyperrectangle made by the constraints 0.0005 < k 3 < 0.001 and 0 < k 8 < 2. This algorithm uses CAD. The result is depicted in Figure 4a . A finite representation of the same area is found by solving the system of the equations for 1000 points (k 3 , k 8 ) uniformly sampled from [(0.0005, 0), (0.001, 2)]. We wrote a code in Matlab to do this and it takes 365 seconds. See Figure 4b .
A grid representation also is given by dividing [(0.0005, 0), (0.001, 2)] to 100 equal subrectangles and then solving the system for 10 points (k 3 , k 8 ) uniformly sampled from each subrectangles. Then the subrectangles are colored with respect to the average number of solutions. This computation also was done by Matlab and took 362 seconds. See Figure  4c . Figure 3 : A bistable autoregulatory motif presented in [22, Figure 3B ]. (a) X is a gene, P is a protein that can form a dimer P P and then binding to X. The gene X will get expressed and produce P in both forms X and XP P . And finally there is a degradation of P . (b) The ODE system of the gene regulatory network in part (a). The variables x 1 , x 2 , x 3 and x 4 are standing for the concentration of the species X, P , P P and XP P respectively.
Polynomial superlevel set representation
We open this section with formally defining a polynomial superlevel set. 
When u = 1 we drop the subindex and only write U (f ). Naturally, a polynomial superlevel set is a superlevel set of a polynomial.
Polynomial sublevel sets are defined similarly as in Definition 4.1 with the only difference of the direction of the inequality. However, in this paper, we only focus on superlevel sets. For d ∈ Z ≥0 let P d denote the set of polynomials of degree at most d. A sum of squares (SOS) polynomial of degree 2d is a polynomial p ∈ P d that there exist p 1 , · · · , p m ∈ P d such that p = m i=1 p 2 i . Denote the set of SOS polynomials of degree at most 2d with Σ 2d . 
Then there exists a polynomial p d ∈ S d such that
Furthermore lim d→∞ Vol(U (p d ) − K) = 0.
Given a pair (B, K) where B ⊆ R n is a compact set and K ⊆ B a closed set and d ∈ N, the superlevel set U (p) with p being the polynomial p d ∈ S d found in Theorem 4.2 is called the PSS representation of K ⊆ B of degree d. When K is a semialgebraic set, one can find p d numerically using a minimization problem subject to some positivity constraints [4, Equation 13 ]
Using a similar optimization problem it is possible to find the PSS representation of K ⊆ B. Let d ∈ N, the goal is to find the coefficients of a polynomial of degree d such that B p(x)dx becomes minimum subject to some conditions. Before presenting the constraints, let us look at the target function. A polynomial p(x) of degree d can be written as α∈N n d c α x α . Where N n d is the set of α = (α 1 , · · · , α n ) ∈ Z n ≥0 such that n i=1 α i = d. Now the integral can be simplified as in below.
Since B x α dx are constant real numbers independent of the coefficients of the polynomial, the target function is a linear function on the coefficients of p(x) which are the main variables of the optimization problem. Now looking at the constraints. First of all p(x) has to be nonnegative on B. This can be enforced by letting
where r = d 2 the largest integer less than or equal to d 2 . Secondly we need p(x) ≥ 1 on K or in another word p(x) − 1 ≥ 0 on K. This holds if and only if p(x) − 1 ≥ 0 on each K i . Therefore for every i = 1, · · · , m one more constraints of the shape (2) has to be added.
Recall Definition 2.3. The multistationarity region of a network is in fact a superlevel set, U 2 (Φ 0 f ). The goal is to find a PSS representation of the set U 2 (Φ 0 f ). One way to accomplish this goal is to find a grid representation of B and then using the above mentioned SOS optimization problem. The following example illustrates this idea. Figure 5a . We use YALMIP and SeDuMi packages of Matlab [7, 17, 23] to solve the SOS optimization discussed before this example. To report the computation time we add the two times reported in the output of YALMIP which includes the "yalmiptime" and "solvertime". It takes about 1 second to get the coefficients of the polynomial p of the PSS representation of degree 2. Figure 5a shows the plot of U (p). Unfortunately for some reason possibly the numerical issues, the combination of YALMIP and SeDuMi does not give a better approximation of p for the PSS representation of this example for higher degrees. After running the codes for d = 4, 6, 8, where d is degree of p, Matlab plots the same figure as Figure 5a .
Consider another gene regulatory example from [20, Chapter 2]. To avoid lengthening the text, we only bring the system of equations needed to study the multistationarity of the network in equation (3).
Fix all parameters other than k 7 and k 8 to the following values coming from equation 
We reproduced the grid representation of the multistationarity region of this network by Matlab, see Figure 5b . From the total 100 subrectangles of the grid, on 27 of them the average number of steady states is greater than 2. Using YALMIP and SeDuMi it took between 3 and 17 seconds to get the polynomial of the PSS representation of degree 2, 4 and 6 represented in Figure 5c , 5d and 5e respectively. Luckily for this example, the PSS approximation of degree 4 gets better than of degree 2 via the code that we wrote. But for of degree 6 only a slightly change happens at the bottom of the plot. 
In the PSS representation we have K U (p) where p is a polynomial of degree d. (1) , · · · , a (m) } a finite set. Let d ∈ N, the goal is to find the coefficients of a polynomial of degree d such that B p(x)dx becomes minimum subject to some conditions. We already saw that the target function is linear. The constraint p ≥ 1 on K can be enforced by p(a (i) ) ≥ 1 for every i, which are linear constraints. The positivity of p on B can be enforced by equation (2) or by adding enough more number of random points from B and putting the constraints p(a) > 0. The later idea makes the question to be solvable by any common linear programming tool. However here we still use the equation (2) . The following example illustrates how to find the PSS representation via a finite representation. Figure 4b . To find the PSS representation of this set, we let B = [(0, 0), (0.1, 0.1)] and K to be the set of points for which the system f k (x) = 0 had more than one positive solution. There are 1000 points from which 114 of them are parameter choices where the network has three steady states. Using YALMIP package of Matlab, it takes between 1 and 2 seconds to get the coefficients of the polynomial p of the PSS representation of degree 2, 6 and 10. Figure 6 shows the plot of U (p). In contrast to of SPP via grid, SPP via finite gets improved for this example using Matlab, YALMIP and SeDuMi as we increase d the degree of p. In the finite representation we have {a (1) , · · · , a (m) } ⊆ K. In the PSS representation we have K U (p) where p is a polynomial of degree d. 2-To test if a point k ∈ B belongs to K, using the finite representation is not a straightforward task. However, using the SPP representation one needs to verify only one condition of the evaluation form, p(k ) ≥ 1.
3-To compute the distance of a point k ∈ B to the boundaries of K, using the finite representation, if k ∈ K, one should compute the distance of k from each point in the finite representation of K and then take the minimum. However using the SPP representation, whether k ∈ K or not, one just need to find the distance of k from the algebraic set defined by p(k) = 0.
Bisect search
If one needs to solve the system in random points and take average in order to get the grid representation, then using the finite representation and then getting the PSS representation from the finite representation is a better and faster idea. But in some cases it is possible to compute the average number of the solutions without solving the system. One such cases is introduced in [20] . Instead of solving the system for many points, it is enough to compute one integral called Kac-Rice integral. In this situation if the computation of the integral is possible and faster than solving the system for many random points, then the grid representation can be preferred to the finite representation. However using a grid still needs a computation per each subhyperrectangle of the grid. This number can grow by the number of parameters. If B ⊆ R n and we divide it along each axis to m equal parts, then the number of subhyperrectangles in the grid becomes m n . In this section we introduce different decomposition which usually contains less number of subhyperrectangles (not necessarily of equal volume). Let simplify the question. There is a hyperrectangle B ⊆ R r and a function g : B → Z ≥0 ∪ {∞} which in our case is Φ 0 f associated to a parametric function f k (x). Let B be the set containing all subhyperrectangles of B. The goal is to express L i (g) or U 2 (g) as union of subhyperrectangles of B. One of the common shapes of multistationary networks are bistable networks with folding type of bifurcation. In our settings these networks have one steady state for some choices of parameters and three 1 steady states for some other choices of the parameters and for a zero measure set of parameters in the boundary of the two regions it has two steady states. The networks in Examples 3.1 and 4.3 are examples of such networks. In such cases Φ 0 f almost always takes one of the two values 1 or 3. Going back to our question, motivated from application, assume Im(g) = {n 1 , n 2 } where n 1 n 2 . In this case for each K ∈ B one of the followings occurs.
This can happen if and only if for almost every k ∈ K, g(k) = n 1 .
ii) E g(k) | k ∼ U (K) = n 2 This can happen if and only if for almost every k ∈ K, g(k) = n 2 .
iii) E g(k) | k ∼ U (K) = α, n 1 α n 2 . This can happen if and only if K ∩ L n 1 (g) and K ∩ L n 2 (g) both are nonempty and of non-zero measure.
The proof is straighforward by notting that
then if the answer is n 1 concluding that almost the whole B is subset of L n 1 (g). If the answer is n 2 , concluding that the whole B is subset of L n 2 (g). Otherwise dividing B along only one axis to two equal subhyperrectangles. Continue in this fashion until each subhyperrectangle is inside L n 1 (g) or L n 2 (g) or a termination condition on the length of the edges of the subhyperrectangles happen. When the termination condition on the edges is obtained, put the subhyperrectangle in L n i (g) if E(g(k)) on this subhyperrectangle is closer to n i . We refer to this approach as the two-value bisect search hereafter.
Algorithm 5.1.
K n 2 ,i , ∀i, j : K n i ,j ∈ B and the minimum of the length of the edges of K n i ,j > .
Procedure:
1. If S = ∅, choose the first element of S and call its first element by K and its second element by i and remove (K, i) from S. Otherwise terminate the algorithm.
3. If α = n 1 , add K to L 1 . If α = n 2 , add K to L 2 . Otherwise define β to be the minimum of the length of the edges of K.
4.
If β ≤ then add K to L 1 if α ≤ n 1 +n 2 2 and add K to L 2 if α > n 1 +n 2 2 . Otherwise define K 1 and K 2 by dividing K along the i-th axis to two equal subhyperrectangles. Replace i by (i + 1) mod n and add (K 1 , i) and (K 2 , i) to S. Return to step 1.
If the length of edges of B are of different scales, then it is better to replace the termination condition with the following.
Note that we are not going to explain how to use the Kac-Rice integral in CRN framework as it is the topic of another research paper and was introduced for the first time in [20] . The Kac-Rice integral existed already in the literature [1, 2, 15] before being used in CRN, the new thing in [20] is the suggestion of using it for answering several different questions in CRN and presenting an explicit formula to compute this integral when applied in a CRN framework. Here we assume the existence of a method capable of computing E Φ 0 f (k) | k ∼ q where q is a distribution on K and then find a representation using two-valued bisect search and afterwards a PSS representation. To illustrate this method we use the example 2.1 of [20, Paper III] for which the Kac-Rice integral is already written there. Figures 7d-7f . As it can be seen, by decreasing the of the termination condition, the approximation gets improved. Furthermore using the Kac-Rice integral given in [20, Paper III] it takes 2.39, 6.88 and 14.61 seconds for our code written in Julia to compute the approximations in Figures 7d, 7e and 7f respectively, while solving the system in 1000 points to get the finite 2 representation takes 111.70 seconds. Figure 7g shows the PSS approximation of degree 4 achieved from Figure 7f . To avoid numerical/software issues of finding PSS representation via a union of rectangles as happened in Example 4.3, one can generate random points from rectangles and find the PSS representation from this finite approximation. Adding the time of using Kac-Rice integral, two-valued bisect search, generating random point and computing PSS representation, all together for this example is still very less than finding a grid representation by solving the system in many points. The result is shown in Figures 7h and 7i .
Remark 5.3. The reader should note that having less number of hyperrectangles in the representation obtained by the two-valued bisect search does not guarantee a faster speed than a grid search algorithm. Consider the setting in Algorithm 5.1. Assume length of all edges of B ⊆ R n are the same and equal to 2 m . Let = 1 and assume E g(k) | k ∼ U (K) is not getting enough close to n 1 or n 2 for any K in the process of this Algorithm. Then the total number of expectations that are needed to be computed until the termination of this Algorithm is equal to mn i=0 2 i . On the other hand in a grid search by dividing B along each axis to 2 m equal parts, the number of needed expectations to be computed is 2 mn . Now consider a more general case where Im(g) = {n 1 , · · · , n s } ⊆ Z ≥0 . In this case we can not judge about K ∩ L n i (g) just by looking at E g(k) | k ∼ U (K) . For example if Im(g) = {1, 3, 5} and we receive E g(k) | k ∼ U (K) = 3, it is not clear that K is almost subset of L 3 (g) or almost half of it is inside L 1 (g) and the other half in L 5 (g). So now the goal is to find a way to figure out how to decide when to add K to L i when E g(k) | k ∼ U (K) = i and when to not add it to L i and instead bisecting it to two subhyperrectangles in Algorithm 5.1.
Note that E g(k) | k ∼ U (K) = n 1 Vol K ∩ L n 1 (g) + · · · + n s Vol K ∩ L ns (g) .
Assume {n α 1 , · · · , n αt } ⊆ {n 1 , · · · , n s } such that Vol K∩L i (g) = 0 only for i ∈ {n α 1 , · · · , n αt }.
In that case for any distribution on K which has the same zero measure sets as the Lebesgue's measure we have K∩L i (g) q(x)dx = 0 ; i ∈ {n α 1 , · · · , n αt },
∈ R >0 is a constant number for a fixed probability density function q.
Denote this constant by β q,i when i ∈ {n α 1 , · · · , n αt } and let β q,i = 0 if i ∈ {n α 1 , · · · , n αt }.
Returning to our goal assume E g(k) | k ∼ U (K) = n i for some i ∈ {1, · · · , s}. If for every j = i, Vol K ∩ L n j (g) = 0, then for any other distribution q on K we have β q,i = 1 and β q,j = 0 for j = i. Therefore E g(k) | k ∼ q = n i . Now again assume that {n α 1 , · · · , n αt } ⊆ {n 1 , · · · , n s } such that Vol K ∩ L i (g) = 0 only for i ∈ {n α 1 , · · · , n αt }. This time let t ≥ 2. Define the following two sets.
T 1 = {(x 1 , · · · , x t ) ∈ (0, 1) t | x 1 + · · · + x t = 1}, T 2 = {(x 1 , · · · , x t ) ∈ (0, 1) t | x 1 + · · · + x t = 1, n α 1 x 1 + · · · + n αt x t = 0}. (i) Figure 7 : Using Kac-Rice integral and two-valued bisect search to get the PSS representation of the multistationarity region of a reaction network presented in (a). This network has two conservation laws, therefore two of the six steady state equations are replaced by these linear invariants. The system of equations for studying multistationarity is given in part Note that T 2 is a set of one dimension lower than dimension of T 1 . By varying q one can attain any point in T 1 by β q,αn 1 Vol(K), · · · , β q,αn t Vol(K) and E g(k) | k ∼ q = n i if and only if this point belongs to T 2 . Therefore by probability one for randomly chosen distribution q, we will not get E g(k) | k ∼ q = n i . Hence we proved the following lemma.
Lemma 5.4. Let B ⊆ R r be a hyperrectangle and g : B → {n 1 , · · · , n s } ⊆ Z ≥0 . Assume that E g(k) | k ∼ U (B) = n i for some i ∈ {1, · · · , s}. Then with probability one we have that B is almost subset of L n i (g) if and only if E g(k) | k ∼ q = n i for a randomly chosen distribution q on B with the same zero measure sets as the Lebesgue's measure.
Noting that in [20, Paper III] it is mentioned that the Kac-Rice integral can also be used to compute the expected number of steady states when the parameters are equipped by normal distributions we get the following algorithm which we call it two-step bisect search.
Algorithm 5.5.
Input: B = [a, b] ⊆ R r , g : B → {n 1 , · · · , n s } ⊆ Z ≥0 , n 1 · · · n s , ∈ R >0 .
Output: L n 1 (g) ∪ m 1 i=1 K n 1 ,i , · · · , L ns (g) ∪ ms i=1 K ns,i , ∀i, j : K n i ,j ∈ B and the minimum of the length of the edges of K n i ,j > .
Procedure:
Initializing step: L 1 = {}, · · · , L s = {}, S = {(B, 1)}.
The version number of the software, packages and programming languages used for the computations reported in this paper are listed below. 
