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Inhaltsangabe
Die zukünftige Elektronik steht vor einem Übergang von der konventionellen Technologie mit
dem Fortschritt, der von Moores Gesetz vorhergesagt wird, zu einer Quantentechnologie, in
der Quantentunneln und Kohärenter ballistischer Transport bedeutende Rollen spielen werden.
Diese Arbeit konzentriert sich auf vier wichtige Bereiche der Quantentechnologie, die als Grund-
kern vonQuantentschaltkreisen angesehenwerden können. Wir beginnenmit einer alternativen
Methode zum Maßschneidern der Potentiallandschaft in zweidimensionalen Elektronensyste-
men, eingebettet in GaAs/AlGaAs-Heterostrukturen im ersten Kapitel. Wir präsentieren eine
Charakterisierung dieser Methode anhand von Feld-Effekt, Hall-Effekt und Aharonov-Bohm-
Messungen, um elektrostatische, dynamische und kohärente Eigenschaften zu untersuchen und
auch eine allgemeine Tauglichkeit unserer Methode für zukünftige Quantenanwendungen zu
zeigen. Im zweiten Kapitel untersuchen wir die Optimierung des ballistischen Elektronen-
transports zwischen zwei entfernten Quantenpunktkontakten. Wir präsentieren eine Technik
zur Messung der Winkelverteilung von Elektronen, die von einem Quantenpunktkontakt emit-
tiert werden, indem wir sie mit einem externen Magnetfeld ablenken. Sodann demonstrieren
wir, dass die emittierten Elektronen mit Hilfe einer elektrostatischen Linse effektiv auf einen
zweiten Quantenpunktkontakt fokussiert werden können. Im zweiten Kapitel zeigen wir auch
die Verstärkung der Kopplung zwischen zwei entfernten Quantenpunktkontakten auf Basis der
elektrostatischen Fokussierung ballistischer Elektronen. Unsere Beobachtungen sprechen für
eine Elektronendynamik gemäß einem Gaußschen Strahloptikmodell beschrieben mit Hermite-
Funktionen. Dies führt zu deutlichen Korrekturen verglichen zu den üblichen Modellen, die
Elektronen als ebene Wellen beschreiben. Im dritten Kapitel diskutieren wir die kohärente Kop-
plung eines Quantenpunktkontaktes mit einem offenen hemisphärischen Resonator. Wir stellen
ein Verfahren zur Bestimmung der Elektronenphasen-Kohärenzlänge unter der Annahnme von
Gauß-Hermit-Moden sowohl des Quantenpunktkontakts als auch des Resonators vor. Das letzte
Experiment verwirklicht schließlich eine Lissajous-Schaukel-Ratsche, die eine gerichtete Bewe-
gung von Elektronen erzeugt und die Zeitumkehrsymmetrie auf dem Chip bricht, realisiert in
einem in eine Halbleiter-Heterostruktur eingebetteten Quantenpunkt. Zum Abschluss der Ar-





Future electronics faces a transition from conventional technology with progress predicted by
Moore’s law to a quantum technology where quantum tunneling or coherent ballistic transport
plays a significant role. This thesis concentrates on several applications of quantum technology.
We start with demonstrating an alternative method for engineering the potential landscape in
two-dimensional electron systems embedded in GaAs/AlGaAs heterostructures in the first chap-
ter. We present a characterization of this design using field effect, Hall effect, and Aharonov-
Bohm measurements to study electrostatic, dynamic and coherence properties and also show
the general feasibility of our approach for future quantum applications. In the second chapter,
we examine optimization of the electron transport between two distant quantum point contacts.
We present a technique to measure the angular distribution of electrons emitted from a quan-
tum point contact by deflecting it with an external magnetic field. In the second chapter, we
also demonstrate coupling enhancement between two distant quantum point contacts by elec-
trostatic focusing of ballistic electrons. Our observations favor electron dynamics according to a
Gaussian beam optics model assuming Hermite functions rather than the frequently used plane
electron wave model. In the third chapter, we discuss the coherent coupling of a quantum point
contact with an open hemispherical resonator. We present a method to determine the electron
phase coherence length based on Gaussian-Hermite modes of both quantum point contact and
a cavity. Finally, the last chapter introduces a Lissajous rocking ratchet realized in the quantum
dot embedded in the semiconductor heterostructure. It creates directed motion of electrons and
breaks time-reversal symmetry on-chip. At the end of the thesis, we discuss results of performed
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Modern electronics emphasizes miniaturization. Perhaps the most remarkable technological
progress has come from reductions in the size of transistors, thereby increasing the number
of transistors per chip. This number is predicted by the eponymous Moore’s law [1] to double
in about 18 months. However recently transistor technology approaches characteristic device
sizes comparable to that of molecules, and correct description of the carrier dynamics requires
the inclusion of quantum mechanical effects. Nowadays quantum tunneling is widely used in
tunnel field-effect transistors (FET) or tunneling diodes as well as in the floating gate operation
in the flash memory technology [2]. In today’s processor technology tunneling causes unwanted
leakage currents, the main dissipation process and the limiting factor for the processor frequency
[3]. Due to this limitation, industrial companies cannot fulfill Moore’s law anymore without en-
hancing device and calculation complexity [4]. Future technology will make use out of quantum
effects without paying the price of the complexity increase. The quantum technology increases
the level of control on the carrier transport and acts as a fundamental basis for applications in
fast and high-performance devices.
Usage of ballistic electron transport facilitates further electronic device optimization. Bal-
listic transport of electrons was first demonstrated in semiconductor structures with the de-
velopment of molecular beam epitaxy (MBE) [5] over lengths of the order of micrometers at
temperatures of liquid Helium. Recently ballistic electron effects were also observed at room
temperatures [6]. We can treat ballistic electrons as quantum-mechanical waves, which can re-
flect, refract and scatter during propagation and thus are similar to electromagnetic waves [7]. To
study the coherent properties of ballistic electrons, we can assume interference and diffraction
experiments. Here we aim at the fundamental understanding of ballistic and quantum effects to
lay the grounds for future devices realizations.
In the thesis, we discuss the role of electron quantum coherence, ballistic electron trans-
port, and tunneling properties as well as production methods of nanoelectrical devices in the
agenda of the quantum technology. We show experiments based on mesoscopic devices in a
two-dimensional electron system (2DES) embedded in GaAs/AlGaAs heterostructures at cryo-
genic temperatures T < 4K. The focus is enhancing control of electron dynamics in mesoscopic
devices fabricated in GaAs/AlGaAs heterostructures.
We organize the thesis as follows: in the first chapter, we show an alternative method of
creating potential landscapes via carrier repopulation of a depleted 2DES. We start with a dis-
cussion of the electrical field effect, followed by the sample fabrication process. Next, we discuss
electron scattering mechanisms in a 2DES and characterization examples of the created struc-
tures via our alternative method. At the end of the chapter, we focus on electron dephasing in
a GaAs/AlGaAs 2DES. In the second chapter, we discuss transport through two serial quantum
point contacts (QPCs) with the coupling by ballistic electrons being enhanced by electrostatic
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focusing. We model our multiterminal system using the Büttiker approach. In the first series of
measurements, we explore the lateral distribution of electrons emitted by a QPC using a mag-
netic deflection experiment. We present a semi-analytical model and discuss our results in the
following sections. In the second series of experiments, we study electron focusing by an elec-
trostatic lens and demonstrate coupling enhancement between two distant QPCs. We compare
two different models: geometrical optics and Gaussian beam optics to explain our experimental
results. In the third chapter, we show the coherent coupling of a QPC with an open hemispheri-
cal resonator. We present a method to determine the electron phase coherence length based on
Gaussian-Hermite modes of both QPC and a cavity. In the fourth chapter, we realize a Lissajous
rocking ratchet based on driving a quantum dot (QD) with two independent forces. We start
by discussing how to break the time-reversal symmetry in mesoscopic solid-state devices and
highlight the examples of a rectifier, a pump, and a ratchet. In the next section, we concentrate
on the case of a ratchet realized in a single QD, present its characterization and discuss electron
transport through the ac driven QD. We offer the theoretical model based on a master equation
approach and focus on the symmetry properties of the Lissajous rocking ratchet in the following
sections. At the end of the chapter, we briefly explain a few alternative implementations of the
Lissajous ratchet and its possible applications. The thesis closes with a summary and outlook.
Chapter 1
Mesoscopic Field-Effect Devices in
Depleted Two-Dimensional Electron
Systems
In this thesis, we use samples based on a two-dimensional electron system contained in a GaAs/Al-
GaAs heterostructure. This chapter describes the formation of a 2DES, its physical properties and the
techniques to further confine the electrons. In brief, we present an alternative method for engineering
the potential landscape in a 2DES based on the electric field effect. We experimentally study the elec-
tronic properties of mesoscopic samples created with our design, including the tunability of carrier
density, mobility, and phase coherence and give a short theoretical discussion for each of them. We
submitted the results of this chapter to Physical Review Applied [8].
1.1 2DES fundamentals and electrical field effect
To create a 2DES, we can use a heterostructure containing layers of different materials with dif-
ferent bandgaps. Each layer of the heterostructure is a thin epitaxial film produced for different
materials with MBE. One way to achieve high-quality crystals is utilizing materials of the same
lattice structure and similar lattice constants during the growth procedure. A good choice is
GaAs/AlxGa1−xAs, 0 < x < 1 with different ratios of aluminum and gallium that offers concen-
tration combinations with the desired properties [9]. In Fig. 1.1(a) we show an example of a
δ-doped GaAs/AlGaAs based heterostructure with a schematic profile of the conduction band.
The different bandgaps of GaAs and AlGaAs result in a triangular potential well with the first
subband energy below the Fermi energy. Charge carriers from the dopants populate the energy
states in the potential well that confines carriers in two dimensions [10].
One can further constrain electrons in one or zero dimensions in a controlled manner by
creating potential barriers in a 2DES. The electric field effect is a powerful tool for this task. When
used with multiple individual gates it provides full tunability while being compatible with high
mobility wafers. Alternative methods for structuring a 2DES include etching [11–13] and surface
oxidation techniques [14, 15]. While they ensure additional possibilities in combination with in-
plane side gates [16] or metal gates [17], etching and oxidation techniques alone lack tunability.
More importantly, they are restricted to wafers with a shallow 2DES causing a close proximity of
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Figure 1.1: a) Sketch of the conduction band in different layers (marked with colour) of a GaAs/AlGaAs
heterostructure. b) Electrical field effect sketch in the sample containing a 2DES (blue hori-
zontal line) and surface metal gate (yellow). At the bottomwe illustrate the resulting potential
profile, when negative voltage is applied to the gate.
surface states and doping atoms limiting the carrier mobility [18] and the electrostatic stability
at the nanoscale (related with the 1/f spectrum of charge noise [19–21]). Applications based
on the quantum mechanical coherence of localized carriers require superior control and stability
favoring the field effect.
A straightforward and the most common approach to shape potential landscapes by the
field effect, starting from an extended 2DES, is based on the controlled local depletion of the
2DES beneath individual surface gates by applying negative voltages Vg to them [see Fig. 1.1(b)].
This approach works perfectly for relatively small structures with simple topology such as few
coupled quantum dots [22, 23] or quantum point contacts. However, an individually tunable
one-dimensional array of N quantum dots requires at least ∼ 2N metal gates, while even more
gates are needed for a two-dimensional array or for increased tunability. Failure of a single gate
would alter the current path and typically make the entire device useless. Furthermore, non-
trivial topologies such as an Aharonov-Bohm ring, allowing carriers to move in a circle around
a depleted center, require voltage biasing of a center gate without depleting the surrounding
carriers. This has been achieved by implementation of three-dimensional air bridges [24, 25].
However, the fabrication of air bridges is rather complex and limited to relatively big structures.
In a different approach PMMA had been used to locally reduce the electric field beneath a global
top gate and thereby define AB rings with limited tunability [26, 27].
By locally diffusing in layers of AuGe we contact the 2DES in order to apply source-drain
bias V across the barrier. In case of a single barrier separating source and drain contacts it shifts
the chemical potentials µL,µR of the Fermi seas on both sides of the barrier in respect to each
other and a tunnelling current can flow [lower panel of Fig. 1.1(b)]. This example describes a
typical transport measurement scheme in a FET, where a full range of parameters such as barrier
height, gate shape or coupling parameters for complex multigate structures are encoded in the
measured current and can be probed for different combinations of source-drain and gate voltages.
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1.2 Lithography techniques
We use optical and electron beam lithography (EBL) to pattern mesoscopic structures on the
surface of a heterostructure. In this section, we describe the fabrication process, while we list
the specific fabrication parameters in the Appendix (A.1). We cut an approximately 5x5 mm2










Figure 1.2: Sketch of the lithography process with positive resist. Step 1) The sample (grey) is spin-coated
with a photo- or electron-sensitive resist (red). Step 2) The resist is locally exposed (blue areas)
to either ultraviolet light through a mask or to a positioned electron beam. Step 3): During
development, the exposed parts of the resist are dissolved. Step 4a) For metal deposition, the
metal (yellow) is evaporated and deposited on the resist and sample surface. Step 4b) The
surface areas of the wafer are etched where the resist was removed. Step 5a) The resist is
removed, and the desired structure remains. Step 5b) The resist with metal on top is removed
by a lift-off process, and the metal deposited on the wafer surface remains.
sized piece out of the wafer and clean it to improve surface quality. There are five main steps of
production from the bare wafer to the finished sample including a nanostructure. All of these
steps involve separate lithography processes during which we write a pattern into a resist layer
on top of the sample surface. Steps divide into coarse and fine structures lithography. For coarse
structures, UV photolithography based is used as a conventional method while for fine structures
electron beam lithography (EBL) based on Raith E-line device is employed. The minimum size of
structures we build is limited by the wavelength of the radiation for the photolithography and
by the resist resolution for the EBL.
We sketch the lithography process in Fig. 1.2, for a detailed description the reader is advised
to reference [28]. After spin-coating, the positive resist is exposed through a shadow mask or by
scanning exposed areas with an electron beam to pattern the desired structures. Then the resist
is dissolved at the exposed areas with a development chemical. In the next step either metal (e.g.,
Ti/Au) is deposited on the structured surface or it is etched away with diluted sulfate acid, see
appendix (A.1) for details. In the following, lift-off process removes the resist at the patterned
locations. The periphery of a final sample design is shown in Fig. 1.3. First so-called mesa layer
(“table” in Spanish) is defined. We etch away GaAs/AlGaAs layers beyond the depth of the 2DES
and leave the mesa area (illustrated in Fig. 1.3 with blue color) unchanged.
We create ohmic contacts to the 2DES by evaporating layers of AuGe/Ni/AuGe locally onto
the wafer surface. Then the wafer is heated for approximately 140s at 480◦C to diffuse in Ge
which moves much faster than Au or Ni into the AlGaAs layers. Ni acts as a diffusion barrier and
is used to control exact timing of the diffusion process. Another role of Ni is also an adhesion
material, to improve the adhesion of AuGe on GaAs. Au and Ni stay on the wafer surface, which
then allows subsequent contacting with the bond wire. Contacts consist of rectangular pads with







Figure 1.3: a) Microscope image of the finished chip layout. The central area framed by a blue square
contains the nanostructure. b) Optical lithography layout of a typical sample.
diffusion [28]. The contact optimization resulted in minimum 250Ohm resistance of each Ohmic
contact. Finally, we define golden gates in the last step of the optical lithography. The gates,
shown in Fig. 1.3, consist of a 5nm titan adhesion layer at the interface to the sample surface and
a 35nm golden layer. We use them to connect later to the nanostructures fabricated via electron
beam lithography. In a side project performed by Sebastian Konrad in his bachelor thesis, we have
studied the high-frequency properties of this gates through crosstalk and impedance matching
[29].
The nanostructure itself is too small for optical lithography and is fabricated by EBL at the
last step. We take particular care at the dose test of the desired designs and the writing order of
the design elements in the EBL machine (with the details in the master thesis by Hannes Seeger
[30]). In Fig. 1.3(a) the blue square contains the fabricated nanostructure. An extra fabrication
step, a global top gate is built on top of the nanostructure, to tune the carrier concentration
beneath it. For this purpose, an isolating layer that electrically separates the top gate and previ-
ously defined nanostructures is needed. We fabricate this layer by crosslinking the poly(methyl
methacrylate) (PMMA) resist. When exposed to a very high dose, the molecular chains of PMMA
crosslink among each other by secondary electrons and become insoluble in the used chemicals
[31]. Production steps of the top gate are similar to the one described in Fig. 1.2 and listed in in
the Appendix (A.1).
1.3 Sample design
In this section we probe an alternative method to define complex nanoelectronic circuits based
on the field effect, offering full tunability of high-quality devices. Compared to common strate-
gies our method simplifies the production of ring topologies and offers the prospect of scalability
while limiting the danger of general failure. Our idea, sketched in Fig. 1.4(a), is based on glob-
ally depleting the 2DES using a single top gate while we place nanoscale screen gates between
the top gate and the 2DES to locally shield the effect of the top gate and thereby regain free
carriers. We electrically isolate the top gate from the screen gates using an about 100nm thick
layer of cross-linked PMMA [31, 32]. In our sample the 2DES at the interface between AlGaAs
and GaAs is separated from the surface by 5 nm of GaAs (capping layer) followed by 70 nm of





























Figure 1.4: a) Effect of a screen gate: the top gate (gray) is biased at Vt = −1V, the screen gate at Vs =
0.1V and the 2DES (light blue) is grounded. The dark blue regions are fully depleted. The
electrostatic potential (shown as equally spaced equipotential lines, arrows indicate the field
strength) has been calculated by self-consistently solving the Poisson equation using ǫ = 2
for cross-linked PMMA and ǫ = 12.8 for AlGaAs. For the calculation, we considered charges
on the gates and in the 2DES but neglected the effect of positively charged doping ions which
are immobile at cryogenic temperatures. b) False-colored optical microscope image of a Hall
bar sample. Yellow color indicates the screen gate (s) covering 2DES while the top gate (t) is
shown in gray.
homogeneously Si-doped Al0.36Ga0.64As and 35 nm of undoped Al0.36Ga0.64As [33]. Details of
the heterostructure can be found in the Appendix (A.1). The carrier density and the detailed
geometry of the confinement potential depend on the electric field at the 2DES and can be fine-
tuned by adjusting the individual gate voltages. In Fig. 1.4(a) we sketch the screening effect on a
grounded 2DES for an example of a positively charged screen gate beneath a negatively charged
top gate. Global top gates had been used previously for various purposes including the decrease
of telegraph noise [20] or for accumulation of carriers in undoped quantum wells [34, 35]. In
these examples gates on the GaAs surface are used to locally deplete the 2DES while in our case
carriers accumulate beneath the screen gate.
In Fig. 1.4(b) we display a scanning gate microscope (SEM) image of an actual Hall bar
sample. The top gate (t) is shown in light grey and the screen gate (s) colored yellow; the isolating
cross-linked PMMA manifests itself as a squared slightly darker region extending across most
of the image. By charging the top gate negatively with respect to the grounded 2DES and a
grounded back gate at the bottom of the 540µm thick wafer we deplete the 2DES beneath the
top gate where the screen gate doesn’t shield it. Below the top gate the shape of the screen gate
corresponds to the approximate form of the 2DES beneath. The screen gate in Fig. 1.4(b) defines
a Hall-bar with the source (S) and drain (D) and four side contacts used as voltage probes (1,2,3,4).
The top gate includes a large center square and six arms which electrically isolate the conducting
leads in the periphery of the Hall-bar. In our Hall-bar the free carriers are located directly beneath
a metal gate, which results in two critical differences to traditional devices: the direct vicinity
of metal can reduce the disorder potential as charged defects are partially screened by electron
rearrangement at the metal surface. At the same time, the metal will tend to screen the electron-
electron interaction in the 2DES below. In this chapter, we do not explore this reduced Coulomb
interaction but instead, demonstrate the general feasibility of our method.
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1.4 Field effect characterization
For the characterizationmeasurements, we place the sample in a vacuum tube filledwith Helium-
gas as a thermal bath. We suspended the tube in liquid Helium-4 at the base temperature of
T = 4.2K. The sample was mounted on a chip carrier while the whole system had an option of
applying magnetic fields along the tube axis. We sketch the electrical circuit diagram of the mea-
surement setup in Fig. 1.5. We used Yokogawa 7651 to apply gate voltages and a combination of
Figure 1.5: Electrical circuit diagram of the measurement setup with the SEM photo of the sample in the
center. Contacts 1,2,3,4 are left floated, while we applied voltage across the SD contacts, and
measure the current at contact D. We also applied voltages Vs and Vt to the screen gate and
the top gate.
current preamplifier DL Instruments 1211 and multimeter Agilent 34411A to detect source-drain
current. We didn’t apply electric filtering for the hall-bar measurements in the next sections,
see [36] for details of the measurement setup. We summarize the setup parameters for wiring in
Table (1.1) For a first characterization of our device we present in Fig. 1.6 the current flowing be-
Component Resistance (Ω) Capacitance to ground (F)
Double shielded coax ≃ 1 > 100p
Manganin twisted pairs > 50 > 500p∑
> 51 > 600p
Table 1.1: Resistances and capacitances in the electrical wiring.
tween source and drain contacts (while the side contacts are left floating, see Fig. 1.5) in response
to a source-drain voltage ofVSD = 0.84mV as a function of both top gate and screen gate voltages
Vt and Vs. The lines of constant current display a kink at Vt ≡ V dt = −1.48V, marked by a dashed
horizontal line in panels a) and b), indicating complete depletion of the 2DES for Vt < V
d
t . The
almost constant slopes of the lines of constant current for Vt < V
d
t suggest a constant ratio of the
capacitances between the Hall bar and the two respective gates, Cs/Ct = dVt/dVs which we plot
in Fig. 1.6(d) versus Vs. This coupling ratio takes the large value of Cs/Ct ≃ 75 at Vs ≃ −200mV
near depletion where it indicates an efficient screening of the top gate by the screen gate. The
gradual increase to Cs/Ct ≃ 45 at Vs ≃ 300mV indicates a growing influence of the top gate at
more positive Vs. It suggests that the Hall bar becomes wider at more positive Vs while the po-
tential profile at the Hall bar edges steepens. Consequently, the combination of top- and screen
gate voltages can be used to tune the Hall-bar edges and the shape and stability of quantum Hall
edge states [37]. Reliable predictions could be achieved employing a Poison-Schrödinger solver
9 Mesoscopic Field-Effect Devices in Depleted Two-Dimensional Electron Systems




































































Figure 1.6: a) Current I through the Hall bar at VSD = 0.84mV (gray scale and lines of constant current at
an interval of 0.2µV) as a function of top gate Vt (y-axis) and screen gate Vs (x-axis) voltages.
The horizontal dashed line at Vt ≡ V dt = −1.48V indicates the onset of depletion of the 2DES
below the top gate away from the screen gate. b) and c) Vertical and horizontal cuts I(Vt)
and I(Vs) from panel a (fixed voltages Vs and Vt, respectively, are indicated by color coded
arrows). d) The slope dVt/dVs of the constant current lines versus Vs at Vt = −2.5V. Vertical
dashed lines indicate intersections with constant current lines in panel a.
such as nextnano3 [38], while breakdown measurements of the quantum Hall effect would pro-
vide an experimental test [37]. Both ideas go beyond the scope of the chapter but are topics for
the future.
From measured ratios of capacitances we can quantify the shielding of the top gate by




t being the capacitance between
the top gate and the 2DES without screen gate in between. For a first estimate we compare
the depletion voltages of the respective gates Cs/C
0
t ≃ V dt /V ds ≃ 1.48/0.2 ≃ 7.4. For an al-
ternative estimation of Cs/C
0
t we determine the carrier density of the 2DES at grounded gates,
Vt = Vs = 0, based on Hall measurements to be n
0
s ≃ 1.45 × 1011 cm−2. Using a plate capaci-
tor model accounting for two dielectric layers of equal thickness, PMMA and AlGaAs, we then
find the dielectric constant ǫPMMA ≃ 2.0 where we used the literature value ǫAlGaAs = 12.8
and the measured depletion voltage V dt = −1.48V. Our plate capacitor model then predicts
Cs/C
0
t ≃ 1 + ǫALGaAs/ǫPMMA ≃ 7.4 in excellent agreement with our first estimate. As a result,






≃ 75/7.4 ≃ 10.1 at Vs = −0.2V, i.e. the screen gate reduces
the coupling of the top gate to the 2DES roughly by one order of magnitude. Clearly, this result
depends on the geometry details and the applied voltages.
1.5 Electron transport in 2DES
We aim at evaluating the quality of the 2DES in nano circuits createdwith ourmethod and discuss
the electron dynamics in the 2DES. Transport in mesoscopic systems can be classified in different
regimes by comparing the device sizes with characteristic scattering lengthscales [39]. We start
with the single particle scattering time τs that is a measure of how long an electron remains in
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whereWkk′ represents the probability matrix element of the system to transform from momen-
tum state k to k′ . For a degenerate Fermi liquid the single particle scattering length ls can
be defined as ls = vFτs, where vF is the Fermi velocity. The momentum scattering time τm








Figure 1.7: Sketch of ballistic
and diffusive transport in meso-
scopic systems with width W
and length L. Red line represent
electron trajectories and black
line defines the channel.





dk′Wkk′ (1− cosθkk′ ) (1.2)
where θkk′ is the angle between the electron momentum be-
fore and after a scattering event. The integral is weighted by
(1 − cosθkk′ ), since large-angle scattering events are more prob-
able to randomize the direction of motion. In a typical remotely-
doped GaAs/AlGaAs heterostructures the majority of scattering
happens from ionized impurities spatially separated from the
2DES. As a result scattering is dominated by small-angle scatter-
ing, and τm >> τs [40].
The mean free path lm is the average distance an electron travels before its initial momen-
tum is destroyed lm = vFτm. By comparing lm with the dimensions L,W of the sample sketched in
Fig. 1.7 different transport regimes can be determined. For the case that the elastic mean free path
lm is smaller than the dimensions L,W of the sample (lm << L,W ), the carriers exhibit diffusive
transport. For the case lm > L,W we assume that electrons propagate balistically.
1.5.1 The Drude model
We can describe the diffusive regime for L,W >> lm using the Drude model [10]. In the presence
of an in-plane electrical field electrons acquire an average drift velocity:
vdrift = −µE, (1.3)
where the electron mobility is µ = eτmm , m represent the effective electron mass in GaAs (m =
0.067me) and e is the elementary charge. The resistivity ρ, may be expressed as




by using the Einstein relation −ensvdrift = σE, where σ is the conductivity.
1.5.2 Hall measurements: carrier density and mobility
For our device we first measure carrier density and mobility based on the Hall-bar introduced
above. As reference we use the “nominal” mobility and carrier density averaged over the wafer
measured directly after growth at the cryogenic temperature of T = 4K using the Van-der-Pauw
method [41]. They are µ = 0.7 × 106 cm2V−1s−1 and ns = 2.27 × 1011 cm−2, corresponding to
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a mean free path of lm = 5.5µm. In our actual sample we determine the carrier density (aver-
aged over the width of the Hall bar) by measuring the classical Hall voltage VH ∝ 1/ns [10] and
the mobility by measuring the longitudinal resistivity in the limit of tiny magnetic fields B→ 0
(R13 = R24 ∝ ρ0 ∝ (nsµ)−1), both at T ≃ 4.2K. We sketch the electrical circuit diagram of the
measurement setup in Fig. 1.8(.) For all the measurements we keep the source-drain current con-
Figure 1.8: Electrical circuit diagram of the measurement setup. In a Hall measurement current is applied
between source (S) and drain (D) contacts and voltage is detected at the probes numbered 1,
2, 3, and 4. Magnetic field B is applied out-of-plane of the sample.
stant with a current source Keithley 6221 andmeasure voltages with Agilent 34411Amultimeters.




















































Figure 1.9: Hall measurements: Electron carrier density ns in panel a) and mobility µ of the 2DES in panel
b) versus screen gate voltage Vs for various top gate voltages Vt < V
d
t . The inset presents the
actually measured longitudinal resistance R13(Vs) at B→ 0mT.
as a function of screen gate voltage Vs and for various top gate voltages Vt < V
d
t , i.e. where the
2DES beyond the Hall-bar is fully depleted and the Hall-bar is well defined. Both, the carrier
density and mobility depend only little on the top gate voltage but are widely tunable by varying
the screen gate voltage. For Vs < 100mV we observe a linear decrease of both, ns and µ, with
decreasingVs indicating an approximately constant capacitanceCs between 2DES and the screen
gate and a resistivity ρ0 ∝ n−2s (equivalent to µ ∝ ns). We note, that gate voltage independent
capacitances (as ourCs) between gates and the 2DES are not guaranteed as this property depends
on the wafer material. Leveling of mobility µ at Vs > 0.1V while ns still increases we can explain
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assuming that larger ns no longer enhance screening of electrical field or that mobility is limited
by the screening independent of carrier scattering. In our sample, at Vs = 0 carrier density and
mobility are reduced by approximately a factor of two compared to the “nominal” values of the
pristine wafer. However, the “nominal” values can be recovered by applying positive Vs. This
result suggests, that wafers with a higher doping level could be advantageous for applications
requiring a high mobility or a highly tunable carrier density.
1.6 Electron dephasing in mesoscopic systems
We also probe dephasing properties of electrons in a 2DES defined with our method. The related
time-scale, phase coherence time τφ determines how long a charge carrier may travel before
losing its phase memory [42].
In the diffusive transport regime [43] the phase coherence time τφ depends on the corre-









For the ballistic transport regime we can assume lφ = vFτφ .
1.6.0.1 Aharonov-Bohm effect and dephasing in quasi-1D channels
We employ magnetoconductance fluctuations in a ring geometry for estimating phase-coherent
properties of the 2DES [43]. We illustrate the principal setup in Fig. 1.10, where a ring






Figure 1.10: Sketch of the
Aharonov-Bohm ring with per-
pendicular magnetic field B ap-
plied. Electron trajectories are
shown in red.
The two alternative electron pathways through the ring, as
sketched in Fig. 1.10 with red lines give rise to the electron in-
terference at the crossover point with phase difference






where ~A is vector potential, ~k is the electron wavevector and
~Ad~r = ~B~S is magnetic flux through the ring. The first term
δϕes =
∮
~kd~r sums up all phase shifts related to the existence of
multiple paths (as for universal conductance fluctuations [44–46])
or geometry (such as the electrostatic phase shift due to geometri-
cal asymmetry or electron wavevector between the left and right
arms of the ring [47]). The second term (ne/~)
∮
~Ad~r represents
the magnetic phase is 2πn times the number of enclosed mag-
netic flux quanta, where n corresponds to the interference of the trajectories that make n half-
revolutions around the ring. Assuming equal transmission amplitudes t0 for both branches we
can calculate current through the ring
I ∝ |(t1 + t2)|2 ∝ 2t20(1 + cos(δφ)) , (1.8)
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where t1,2 = t0exp(−iφ1,2) is transmission of the arm of the ring. The current oscillations phe-
nomenon has been proposed in 1959 by Aharonov and Bohm and is called Aharonov-Bohm ef-
fect [48]. Sharvin and Sharvin made the first observation of the effect in a solid in a long metal
cylinder[49]. In the ring geometry, it was investigated by Webb et al. [50]. The Aharonov-Bohm









where I is the current averaged over B, v = I0/I the visibility of the AB oscillations with ampli-
tude I0.
Our method introduced above offers a straightforward way to fabricate conducting path-
ways with a ring topology. In Fig. 1.11 we present a photograph of a sample containing seven
quasi-one-dimensional Aharonov-Bohm (AB) rings of various sizes and shapes in a parallel con-
figuration connected to two-dimensional leads. We canmeasure the conductance of an individual
ring by depleting the 2DES below the top gate and below all ring-shaped screen gates beside the
one of theAB-ring of interest. To explore the phase coherence of the carriers, we here concentrate
on the smallest ring (rightmost in Fig. 1.11) which we also present as a scanning-electron micro-
scope picture in Fig. 1.12(b). We also show the electrical circuitry of the measurement setup in
Figure 1.11: False-colored optical microscope image of the Aharonov-Bohm sample with seven individ-
ual AB rings and electrical circuit diagram of the measurement setup. We colorize the screen
gates in yellow and the top gate in gray. Unused AB rings are depleted by applying suffi-
ciently negative Vs(not shown in the sketch). We used filtering sketched in the insets for
both gate wires (g-filter) and source-drain wires (sd-filter), where resistances and capati-
cantes of the circuitry can be found in tables (1.2) and (1.3). Details of the setup and filtering
are discussed in master thesis by Bachsoliani [36].
Fig. 1.11. The setup parameters for wiring and filtering for gate wires and for source-drain wires
are listed in tables (1.2) and (1.3). In Fig. 1.12(a) we present an example of AB oscillations, mea-
sured in a dilution refrigerator Oxford Instruments Kelvinox at a lattice temperature of 25mK.
Here we plot the current I flowing through the smallest ring in response to a source-drain volt-
age of V = 0.1mV versus the perpendicular magnetic field B. The measured period of the AB
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Component Resistance (Ω) Capacitance to ground (F)
Double shielded coax ≃ 1 ≃ 100p
Low temperature sd filtering 1k 500p
Cu coax sd wires < 200 250p
Filter box sd wires 2.2k 1.8n
Double shielded coax ≃ 1 100p∑
(sd wires) ≃ 3.4k ≃ 3.31n
Table 1.2: Resistances and capacitances in the source-drain wires for AB-experiment.
Component Resistance (Ω) Capacitance to ground (F)
Double shielded coax ≃ 1 ≃ 100p
Room-temperature gate filtering wires 100k 1µ
Cu/NbTi loom gate wires < 10 300p
Low-temperature gate filtering 330k 230n
Double shielded coax ≃ 1 100p∑
(gates) ≃ 432k ≃ 1.2µ
Table 1.3: Resistances and capacitances in the gate wires for AB-experiment.
oscillation in Fig. 1.12(a) of δB ≃ 7.9mT corresponds to the enclosed area of S = h/eB ≃ 0.5µm2,
coinciding with the area framed by the dashed line in Fig. 1.12(b). In order to observe the AB-
oscillations shown in Fig. 1.12(a) it was necessary to almost completely deplete the carriers in
the AB-ring by applying Vs close to the depletion voltage V
d
s . This hints at a channel width
so wide that it allows for multiple paths (in each arm) contributing with individual phases to
the conductance which effectively reduces the visibility of the AB-oscillations [51]. As a rule
of thumb, for our geometry an enclosed area difference of about 1% would suffice to generate
a phase shift of π at B ≃ 200mT. The almost depleted ring sufficiently reduces the number of
possible paths to reach a visibility of few percent. Taking the Hall-bar measurements above as
a reference for the applied gate voltages we expect a carrier density of ∼ 8 × 109 cm−2 and a
mean free path in the order of 1µm which is the same order of magnitude as the arm length of
our AB-ring of L ≃ 1.5µm. However, screening is reduced along the almost depleted AB-ring,
such that the mean-free-path is likely shorter. Hence, we conclude that the electron dynamics
in our AB-ring is located somewhere between the quasi-ballistic and the diffusive regime. One
way to reach the ballistic regime in future devices will be to further reduce the intrinsic channel
width such that quasi-one-dimensional channels can be realized at relatively large carrier den-
sities. A further reduction of the screen gate width by a factor of four is easily achievable by
electron-beam-lithography.
In Fig. 1.13(a) we present AB-oscillations of the current I − I as a function of B and Vs
while in panel b we show an exemplary depletion curve plotting the current I(Vs) averaged
over B. The latter strongly oscillates as observed for Coulomb blockade oscillations, the current
becomes small but stays finite in the Coulomb valleys. Such behavior can be explained assuming
two quantum dots in parallel [52], i.e., one dot in each arm of the AB-ring as indicated in the
inset. The exact position of the quantum dots is thereby unknown. The overall resistance of R ≃
120kΩ≫ h/e2 at the two distinct current maxima below Vs−V ds = 10mV is in agreement with
the assumption of two parallel dots giving rise to well-established Coulomb blockade oscillations.
The two-terminal AB-oscillations in Fig. 1.13(a) feature (i) continuous phase shifts at finite B,
confirming the contribution of multiple paths in each arm, and (ii) phase jumps as a function of
15 Mesoscopic Field-Effect Devices in Depleted Two-Dimensional Electron Systems














































Figure 1.12: a) Measured current I − I as a function of perpendicular magnetic field B for three values
of Vs − V ds near depletion and Vt = −3V. (At V ds the carriers beneath the screen gate are
depleted.) The bath temperature is T = 25mK and the source-drain voltage V = 0.1mV.
b) Scanning electron microscope image of the measured AB-ring. The screen gate is shown
in yellow. The dashed white line embraces the area of S = 0.5µm2 corresponding to the
measured magnetic field period of δB = 7.9mT, see main text. The white double arrow
indicates an error in S of ±0.1µm2 corresponding to a maximum error in δB of ±1.5mT.
This value reflects the experimental uncertainty in the tilt angle between the 2DES and the
magnetic field of ±1◦ (B is the field component perpendicular to the 2DES).
Vs. Both observations confirm the existence of quantum dots in the arms of the AB-ring (phase
jumps have been previously observed for one dot in one arm) [53, 54]. Note that our ring is too
small to explain the observed phase jumps employing the electrostatic AB-effect [47].
In the following we will discuss the dephasing as a function of temperature and source-
drain voltage. In an ideal two-terminal AB-ring composed of one-dimensional arms dephasing
by energy broadening is absent at modest energies. The reason is phase rigidity [54–58] allow-
ing only phase shifts by multiples of π which would require either very different arm length
or an unreasonably large energy window. Such an ideal AB-ring would be a perfect device to
study the electron-electron interaction [59–61] remaining as possible dephasing process. How-
ever, realistic AB-rings as ours host multiple paths compromising the phase rigidity such that
the temperature or source-drain voltage dependence of the dephasing at relatively small ener-
gies is dominated by energy broadening [62–65]. The measured temperature and source-drain
voltage dependence of the visibility are presented in Fig. 1.14 for Vs − V ds = 15mV where the
two-terminal resistance is ≃ 60kΩ, compare Fig. 1.13(b). Having already established the exis-
tence of two parallel quantum dots we now consider two scenarios, namely either ballistic or
diffusive transport between the quantum dots. Searching for an answer we fit the measured data
in Fig. 1.14 for two idealistic models. The first one assumes diffusive transport in an AB-ring
with quasi-one-dimensional arms for which the temperature dependence of the visibility has
been obtained from the weak localization theory [66]














with τφ = α(kBT )
−2/3 [67]. This equation takes into account thermal broadening (square root
term) and decoherence by scattering of electrons (exponential term). Here ETh = ~de/L
2 is
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Figure 1.13: a) Current oscillations I − I as a function of screen gate voltage and magnetic field at Vt =
−3V. b) Coulomb blockade oscillations in I(Vs) (averaged over B). Two individual Coulomb
blockade maxima are indicated with CB. The bath temperature was T = 25mK and the
source-drain voltage V = 0.1mV. The data shown in Fig. 1.12a are plots along the horizontal
dashed lines.
the Thouless energy. The according to voltage dependence of the visibility derived from non-
equilibrium dephasing models is [68, 69]














with τφ = β(eκV )
−2/3 [70, 71]. The prefactor κ = 0.52 takes into account that part of the source-
drain voltage V drops in the leads of the AB-ring. The red solid lines in Fig. 1.14 are fits to the
respective temperature and voltage dependences given by Eq. (1.10) and Eq. (1.11). The diffu-
sive model describes the measured data well for high energies but drastically overestimates the
visibility at low T or V . This deviation can be explained with the approximations done in as-
suming V = 0 for fitting the T -dependence and T = 0 for fitting the V -dependence. The actual
fit-parameters are listed in the caption of Fig. 1.14.
In our second idealistic scenario we assume ballistic transport through the AB-ring. Be-
cause the dwell time ≃ L/vF of an electron moving ballistically through the AB-ring is short
compared to τφ in this case we can neglect the influence of Nyquist noise which leaves energy
broadening as only remaining dephasing process [67]. Combining voltage and temperature de-












where ∆τ defines the difference of the dwell times of a ballistic electron in the two arms of the
AB-ring. A single fit to both data sets of Eq. (1.12) representing the ballistic model is shown as
black dashed lines in Fig. 1.14. Our ballistic model describes the temperature dependence well
but shows qualitative deviations in the voltage dependence (at high voltages). We list the actual
fit-parameters in the caption of Fig. 1.14. We find a dwell time difference of ∆τ = 30ps. On the


























Figure 1.14: Visibility v(T ) at V = 0.1mV in panel a) and v(V ) at T = 25mK in b); Vs − V ds = 15mV
and Vt = −3V. Solid red lines are model curves assuming diffusive transport calculated with
Eqs. (1.10) in a) and (1.11) in b) for v0 = 56%, ETh = 36µeV, α = 0.015psmeV
2/3, β =
0.009psmeV2/3 and κ = 0.52. Dashed black lines are calculated assuming ballistic transport
with Eq. (1.12) for v0 = 2.56%, ∆τ = 30ps and κ = 0.52.
one hand, this corresponds to an unrealistically large arm length difference of ∼ 1µm assuming
ballistic motion at the Fermi velocity. On the other hand, the existence of a quantum dot in
each arm leads to multiple reflections which would enhance dwell times. As a result, without
further experimental and theoretical efforts, it is impossible to determine from our data, whether
transport through the AB ring is diffusive or ballistic. The almost complete depletionmight cause
diffusive transport in the AB-rings which is necessary to reduce the number of one-dimensional
channels preventing a higher visibility. We believe that AB-rings with narrower arms but higher
carrier density will in future help to reach ballistic transport and to reduce the chance of the
formation of quantum dots.
1.7 Conclusions
Within the first chapter we have explored an alternative method to define mesoscopic circuits in
heterostructures based on the electric field effect. The idea is to deplete most of the 2DES area
utilizing a global top gate. Only at those regions where carriers are needed screen gates placed
below the top gate are used to shield the effect of the top gate locally. The resulting circuits are
highly tunable on the nanoscale as demonstrated in the presented experiments. Importantly, our
method has the advantage of reducing the complexity of gate defined nanostructures. In more
detail, it allows a straightforward way to realize conducting paths with ring topology and offers a
way to design complex structures with a smaller number of gates compared to the conventional
technology based on multiple depletion gates. Our Aharonov-Bohm measurements demonstrate
phase coherence comparable to that in conventional AB-rings in semiconductors which makes
our method suitable for quantum information applications. While not shown here the close




Ballistic Electron Optics with an-
tum Point Contacts
Quantum point contacts are short and narrow constrictions in a 2DES with a width in the order of the
Fermi wavelength. They display an astonishingly rich spectrum of complex phenomena from the well
understood one-dimensional conductance quantization [73] to many-body interaction effects such as
the so-called 0.7-anomaly [74, 75]. In our experiments, electrons are injected by a first QPC and travel
ballistically towards a second QPC. Previous experiments on coupled QPCs [76] were discussed using
a hard-wall confinement potential and didn’t include the discussion of realistic QPC eigenmodes in
contrast to our study. Another critical difference to some of the historical experiments [77] is that we
don’t float the intermediate region between the QPCs but leave it as an open and grounded 2DES.
We also present electron focusing experiments with an electrostatic lens similar to previous attempts
[78, 79] but with an optimized setup.
2.1 antum Point Contacts
To define a QPC in a 2DES, we apply negative voltages VQPC to two gates placed on top of the
sample surface and separated by a small gap as sketched in Fig. 2.1(a). We deplete the 2DES
below the gates and tune the width of the constriction by decreasing VQPC further beyond the
depletion voltage until the constriction is completely pinched off. The resulting potential profile
can be approximated as the saddle-point potential, characterized by its curvatures ωy and ωx
sketched in the Fig. 2.1(a).
U(x,y) =U(0) + 1/2mω2yy
2 − 1/2mω2xx2, (2.1)
For an incident electron wavefunction ψ the Hamiltonian of the problem writes [80]:
Ĥ(x,y) = p̂2/2m+U(x,y) , (2.2)
where p̂2/2m is the kinetic energy operator. Here we assume the parabolic dispersion for free
electrons in 2DES. Separation of variables x and y in the Hamiltonian leads to a one-dimensional
harmonic oscillator in the potential U(y) = 1/2mω2yy
2 and Ĥ(y)Ψ(y) = EnΨ(y) ,n = 1,2,....
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Figure 2.1: a) Top: Sketch of the quantum point contact formed by two metallic gates. Bottom: sketch of
the QPC saddle-point potential. b) Sketch of the lateral confinement of the QPC potential at
its center (black) and its eigenmodes transversal profile (red)
Eigenmodes of the problem are associated with discrete energy values En = (n − 1/2)ωy . The























with the Hermite polynomials Hn−1 [81]. In Fig. 2.1(b) we illustrate eigenfunctions lateral po-
tential profile and mark the energy values with horizontal black lines.
2.1.1 QPC conductance
In case of ballistic transport a nanodevice’s conductance is limited by the scattering on the con-
tacts [10]. One therefore cannot describe conductance in terms of local conductivity as in the
case of diffusive transport. Following, we describe the scattering problem of a ballistic QPC by







where Tn is the transmission probability of the nth mode. For idealistic reflectionless contacts
and ballistic 1D transport the transmission of every fully occupied mode is Tn = 1 such that
G = 2e
2
h N for N fully transmitting modes, where h/2e
2 = 12.9kΩ. Experimentally the number
of occupied modes N can be controlled by tuning the QPC gate voltage VQPC. The resulting
1D conductance quantization predicted by Landauer in 1957 [82] was first measured in 1988
independently by Van Wees et al [83] and Wharam et al [84]. A single mode transmission Tn(E)




where ǫn = 2(E − ~ωy(n− 1/2)−U0)/~ωx (2.5)
Here the QPC gate voltage defines the change of the saddle point potential energy VQPC ∝U0. In
Fig. 2.2 we illustrate the formula (2.5) for four different ratios of ωy/ωx equal to 0.5 (magenta),
21 Ballistic Electron Optics with Quantum Point Contacts
∝ωx
∝ωy
ωy/ωx = 0.5 1
2
5





















Figure 2.2: Simulated QPC conductance as a function of QPC gate voltage for different ratios of longitu-
dinal and transversal curvatures, ωx and ωy , marked with arrows. QPC is biased with finite
source-drain voltage V in the linear regime.
1 (red), 2 (black) and 5 (blue). The expression (2.5) describes smooth transitions between con-
ductance plateaus with a step width ∝ ωy and an edge width proportional to ∝ ωx, as indicated
in Fig. 2.2. Experimentally several conditions are required to see quantized conductance in the
transmission through a QPC:
• ωx < ωy , otherwise conductance plateaus are too smooth and vanish (red line in Fig. 2.2).
• kBT < ~ωy , the thermal broadening is smaller than the subband spacing.
• δwnoise < ~ωy the inhomogeneous broadening, e.g. caused by charge noise, is smaller than
the subband spacing.
The degree of flatness of the plateaus and sharpness of the steps in the experiments also vary be-
tween devices of nominally identical design, indicating that the detailed shape of the electrostatic
potential defining the constriction is important [85]. Many uncontrolled factors are affecting this
shape, such as small changes in the gate geometry, variations in the pinning of the Fermi level
at the free GaAs surface or the interface with the gate metal, doping inhomogeneities in the
heterostructure material and trapping of charge in deep levels in AlGaAs [43].











QPC tips are round,
transition from the
QPC center to the
2DES is adiabatic.
A parabolic barrier or more precisely a barrier with the potential U(x) ∝
xα ,α > 2 guarantees smooth T (VQPC). However if the transition from the
QPC centre to the opened 2DES is abrupt there can be considerable reflec-
tion of propagating modes at this interface (resulting in Fabry-Perot inter-
ference [75, 86]). Such reflection is minimized by adiabatically opening the
constriction. When considering the adiabatic transition we have to study
the mode coupling at the entrance and exit of the QPC constriction.
Evolving QPC eigenstates change their lateral extensions as indi-
cated in Fig.2.3. The effective mode widths depends on the distance to the
constriction centre [87]. At some distance the influence of the charged gates
is so small that the electronmotion is that of a free particles in 2D. Themode
mixing is in the order of the subband splitting ~ωy at this point [88]. The
adiabaticity criterion was first defined by Yacoby and Imry in terms of the
constriction geometry [89, 90]:
δd(x)/δx < 1/N (x) , (2.6)
where d(x) is the constriction width and N (x) ≃ kFd(x)/π is the local number of occupied sub-
bands. If the constriction width changes sufficiently gradually in Eq. (2.6) the transport through
the constriction occurs without intersubband scattering. It has been also suggested that for
rounded QPC tips the adiabaticity condition can be calculated as [91]
π2
√
2R/d(0) > 1 , (2.7)
where R is the tip radius. The QPC conductance is always determined by the narrowest part
of the constriction, however, to achieve high QPC transmission for each mode it is essential to











Figure 2.4: Sketch of a multiterminal device
used to explain the Landau-Büttiker formalism.
Each reservoir is in thermal equilibrium at a
chemical potential µi . A terminal supporting Ni
1D modes connects reservoirs to a central scat-
tering region.
In the following experiments we will consider
multi-terminal devices. A generalization of the
Landauer approach to a multi-terminal case is
possible as illustrated in Fig. 2.4. Each of the ter-
minals supports Ni modes and provides an elec-
tron reservoir at a given chemical potential µi .
The Landauer formula [73, 82] can be written for
multiterminal resistances as proposed by Büttiker
[92]: Let tij,αβ define the complex coefficient for
scattering from mode β in terminal j to mode α
in terminal i . The total transmission probability







Conservation of current impliesNi =
∑
j
Tij , where the sum extends over all reservoirs. We
took into account the backscattering modes by assuming Tii = Ri
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The reservoir i at chemical potential µi above EF injects into terminal i a current Ĩi =
2e/hNiµi . A fraction Ĩj,i = ĨiTji /Ni is transmitted into terminal i while a fraction Ĩi,i = ĨiTii /Ni
is back reflected. The net current Ii in the terminal i is reduced by the injected current
∑
j Ĩj












where the factor −1 takes into account that we assume technical current direction, that is conve-
nient for a direct comparison with experiments. The equation above is known as the Landauer-
Büttiker formula. It provides a system of linear equations that may be solved to determine the
transmission properties of a sample. Alternatively it allows a direct comparison with specific
transport measurements. For instance, if all contacts but 1 and 3 are left floating and a constant
current I31 is driven from terminal 1 to 3, then the Landauer-Büttiker formula can be use to find





In the original formulation, the scattering in the conductorwas assumed to be elastic, but Büttiker
subsequently showed that the formalism could be extended to include inelastic scattering [57].
2.1.4 Casimir-Onsager relation
To explain the symmetry properties of current for multiterminal devices in external magnetic
fields similar to Casimir-Onsager reciprocal relations in thermodynamics [55, 56] we can use the
Landauer-Büttiker formula [57]. In the following derivation, we will use two matrix operators:
Hermite conjugation ∗ and matrix transposition T [81]. We discuss canonical symmetries of the
scatteringmatrix S = tij,αβ , those are unitarity and time-reversal symmetry. The unitary symme-





Figure 2.5: Scattering problem sketch for a two-
terminal device. T21 denotes the transmission,
S the scattering and T11 the reflection matrix.
Solid/dashed lines indicate possible trajectories
for electrons for the direct/time-reversed prop-
agation at finite magnetic field B (blue) and −B
(red).







|t12,αβ |2 =N1, (2.11)
where N is the number of modes in terminal 1.
Generally for a multi-terminal device unitarity of
the scatterting matrix can be calculated as SS∗T =







ij,αβ = 1i , (2.12)
where 1i is a vector with dimension i , α,β denote
mode numbers and i,j are terminal numbers.
Second, we study the invariance of the scattering matrix in presence of non-zero magnetic
field B , 0: S(B) = ST (−B). The symmetry of the Schroedinger equation implies that the time-
reversed wavefunctionΨ∗ is identical to the original wavefunctionΨwith the reversed direction
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of magnetic field Ψ(B) = Ψ∗(−B) [10]. For the two-terminal problem illustrated in Fig. 2.5 the
wavefunctionsΨ1 andΨ2 can be related as
Ψ2(B) = S(B)Ψ1(B) or equivalently as Ψ
∗
1 (−B) = S(−B)Ψ∗2 (−B) (2.13)
This can be directly seen by conjugating the first equation Ψ∗2 (B) = S
∗(B)Ψ∗1 (B) finally we get
S∗(B)S(−B) = 1. Applying the unitary condition SS∗T = SS† = 1 we finally get S(B) = ST (−B).








[tji,αβ(−B)]2 = Tij (B) = Tji(−B) (2.14)
Next we consider a four-terminal configuration sketched in Fig. 2.6, where a current I1 is
forced to flow between terminals 1 & 3 and another current I2 applied between terminals 2&4.
Solving Eq. 2.9 under the conditions I1 = −I3 and I2 = −I4, where Ii is the current into the
respective contact, results in [57]:
I1 = α11(V1 −V3)−α12(V2 −V4) (2.15)
I2 = −α21(V1 −V3) +α22(V2 −V4), (2.16)
where Vi = µi /e and with
α11 = (e






2/h)[(1−T22)D1 − (T21 +T23)(T32 +T12)]/D1, (2.20)
and
D1 = T12 +T14 +T32 +T34 = T21 +T41 +T23 +T43, (2.21)
From Tij (B) = Tji(−B) it follows that diagonal elements obey the sym-







Figure 2.6: Sketch of themeasurement when the
current is forced to flow between pairs of termi-
nals (1,3) and (2,4).
In a four terminal measurement we measure volt-
age at (2,4) pair of terminals and I2 = I4 = 0. Then
we can express resistance R13,24 as a function of
V2 −V4
R13,24 = (V2 −V4)/I1 = α21/(α11α22 −α12α21)
(2.22)
Now we switch the current and the voltage leads
but keep magnetic field fixed and take I1 = 0.
R24,13 = α12/(α11α22 −α12α21) (2.23)
The sum of these resistances is symmetric under
magnetic field reversal as a result of the symmetry of the α21(B) = α12(−B) and we get:
R13,24(B) = R24,13(−B). (2.24)
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or the 4-probe resistance is invariant under exchange of the current and voltage leads if the
direction of the applied field is also reversed. Now we can determine six resistances
Rmn,kl = (h/e
2)(TkmTln −TknTlm)/D2, (2.25)
where m,n,k,l are the terminal numbers, and D2 = (h/e
2)2(α11α22 − α12α21)/D1 is symmetric
in magnetic field. Finally we can write the general reciprocity relation [57]
Rmn,kl(B) = Rkl,mn(−B), (2.26)
. The reciprocity relation is unaffected by adding reservoirs to the system and is not restricted
to elastic scattering [57]. In the following chapter we deal with two and three terminal systems.
Therefore we discuss the application of the approach outlined above for some special cases.
2.1.4.1 Two-terminal device
Current conservations in a two-terminal system gives N1 = T11 + T12 and N2 = T22 + T21 for
the first and second terminal respectively. From the symmetry of the transmission through the
system T = T12 = T21 we can deduce that the two-terminal resistance R = (µ1 − µ2)/eI is also
symmetric under magnetic field reversal:
R(B) = R(−B). (2.27)
2.1.4.2 Three-terminal device
In the three-terminal measurements, we keep terminal 3 always grounded with µ3 = 0 and apply
voltage (µ1 − µ2)/e from terminal 1 while measuring current I through the terminal 2. Büttiker
showed that addition of a lead to a multi-terminal conductor doesn’t change the reciprocity re-
lation for the two terminal resistance and is equivalent to the introduction of inelastic scattering
into conduction process [57]. Therefore we can write the symmetry of the measured resistance
R12 = (µ1 −µ2)/eI
R12(B) = R21(−B) or I(B) = −I(−B). (2.28)
2.1.5 Validity of the Casimir-Onsager relation
In the diffusive transport regime, the reciprocity relation (2.24) for the resistance follows from the
Casimir-Onsager relation also for the resistivity tensor ρ(B) = ρT (−B). However, the reciprocity
holds only in the linear response limit of infinitely small currents and voltages. Hence deviations
from (2.24) can occur experimentally caused by higher order resistance terms which can arise
from quantum interference or classically in a strongly driven system [93]. At small deviations
the voltage response may be expanded asV (I ) = R(1)I+R(2)I
2+R(3)I
3+... and Onsager relations
are not fulfilled for R(2) and higher. In the case of long phase coherence time deviations persist
down to tiny voltages in the order of V ≃ ~/eτφ [43]. Magnetic impurities can be another source
of deviations from reciprocity if the applied magnetic field is not sufficiently strong to reverse
the magnetic moments on field reversal.
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2.2 Measurement setup
For the measurements in this chapter we used a He3 cryostat and performed ballistic electron ex-
periments at low temperatures down to 250mK. In this section we explain the used experimental
techniques and devices.
2.2.1 He3 evaporation cryostat
Details about single shot He3 cryostats can be found in [94]. To prepare the used Janis SVSD-38
system, we condense He3 gas to liquid by bringing it in contact with a pumped He4 reservoir
(1K pot). To generate low temperatures below 300mKwe then reduce the vapor pressure on top
of the liquid He3 reservoir by pumping with an internal sorption pump. The maximum duration
of a single shot is about seven days if pumping on both the 1K pot and the sorb pump. We
were also able to perform temperature dependent measurements in the cryostat while having
stable temperatures for more than 10hours up to 700mK. After heating the system to more than
700mK, the temperature becomes unstable and quickly rises to 4K.
2.2.2 Experimental setup and devices
We sketch a circuit diagram of our experiment in Fig. 2.7. In the cryostat shielded twisted pairs
of Manganin wires are used from room temperature down to the sample, thermally anchored at
























Figure 2.7: Scheme of the low-temperature transport setup used for experiments in this chapter. The
sample inside the cryostat (sketched with a circle) can be exposed to a magnetic field up to 8T
generated by a superconducting coil (not shown). To electrically connect the sample to the
room temperature instruments we used various types of wiring. Red color indicates electrical
wires used to drive current through and blue color shows the wires used to apply voltages to
metal gates. (i),(ii) and (iii) depict isolated ground potentials. Electrical isolators are used to
prevent ground loops.
We illustrate both cables as colored solid wires (red and blue) in Fig. 2.7.
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2.2.2.1 Ground connection
Avoiding ground loops is an important requirement of low-noise measurement. A usual solu-
tion for the ground connection is the powerline, and the ground resistance highly depends on
the electrical circuit of the building. However, ground levels can be different for different power
sockets or connection spots. Our goal is complete separation of themeasurement ground coupled
to the source-drain connection of the sample from the other grounds used for instruments and a
PC. This ground also serves as a reference for applied voltages. One possible solution is using the
isolating transformers that decouple supply ground of the instruments from the measurement
ground (sketched with in Fig. 2.7). The isolator helps to avoid ground loops by interrupt-
ing them. We sketch the ground connections with solid black wires in Fig. 2.7. The externally
grounded cryostat (with a low-resistance wire) provides a common measurement ground (i) for
all wires and devices connected to the cryostat. To avoid ground loops we didn’t electrically con-
nect the surrounding dewar and its frame to the cryostat and therefore ground it separately (ii).
We also connected the magnet power supply to a separate ground (ii). We define the common
measurement ground (i) via the shield of the BNC cable that carried it to electrical instruments.
Formultimeters and preamplifiers, we used isolation transformers to isolate them from the power
supply to avoid the ground loops via the powerline (iii). However, transformers were unneces-
sary for voltage sources which are galvanically isolated from the powerline. We controlled the
whole setup by Lab-View programs using GPIB interfaces (dashed black wires in Fig. 2.7) as con-
nection standard between different devices. We also isolated the measurement computer from
the setup by using galvanic USB isolator (CESYS USB Isolator). Finally, we decoupled the magnet
power supply via a GPIB isolator from the other GPIB wires. Both isolators are shown with
symbols in Fig. 2.7.
2.2.2.2 Gate wires
We used the gate wires to apply dc voltages to the gates of the sample (blue in Fig. 2.7). As only dc
signals were applied we implemented filters with 1.5Hz cut-off frequencies to achieve efficient
noise filtering. We show a circuit diagram in the labeled box of Fig. 2.7. We also used double
shielded coax cables as a low noise solution to connect the dc-voltage sources (Yokogawa 7651)
via a switching box to the room temperature filters at the cryostat. A feed-through capacitor
Tusonix T053 built into the metallic filter box is shielding any high-frequency noise propagating
as electromagnetic waves along the wires.
2.2.2.3 Current wires
We used the current wires (solid red wires in Fig. 2.7) for two configurations: in series with
QPCs and directly connected to the opened 2DES with resistances < 200Ohms. For the ballistic
experiments, we have not added any filter components for both to keep resistances and shunt
capacitances as low as possible in the source-drain wires. Filtering the second also causes an
additional voltage drop on the 2DES that we want to avoid. We used a DL Instruments 1211
model preamplifier to detect currents in our setup. The signal from the amplifier was read out
by an Agilent Multimeter 34411A. The setup parameters for wiring and filtering are summarized
in Tables (2.1) and (2.2).
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Component Resistance (Ω) Capacitance to ground (F)
Double shielded coax ≃ 1 100p
Filter box 100k 1µ
Double shielded coax ≃ 1 100p
Manganin twisted pairs ≃ 50 ≃ 500p∑ ≃ 103k ≃ 1µ
Table 2.1: Resistances and capacitances in the gate wires.
Component Resistance (Ω) Capacitance to ground (F)
Double shielded coax ≃ 1 100p
Manganin twisted pairs ≃ 50 ≃ 500p∑ ≃ 2k ≃ 400p
Table 2.2: Resistances and capacitances in the current wires.
2.2.2.4 Magnet power supply
For the magnetic field measurements, we exploited a magnet integrated into a dewar fab-
ricated by Oxford Instruments and two different power supplies: Lakeshore 625 and Ox-
ford IPS 120-10. In the following sections, we perform several measurements at step
sizes less than 1mT which is close to the accuracy and resolution for the set and read-
out of both magnet power supplies. For the correct analysis of 2D color scale plots in
this chapter, the equidistance of points is essential. The point represents a colored pixel
at the 2D plot, and the plotting software makes equal pixel size for every point in a 2D
sweep, that realistically can fluctuate due to the limited device accuracy and resolution.






Figure 2.8: Comparison of both power supplies, as-
suming step equidistance for a continuous sweep of
the magnetic field B with step size ∆B = 0.5mT.
In Fig. 2.8, we show an exemplary plot
recorded with each power supply to compare
the step equidistance. Here we sweep the
magnetic field with the step size of 0.5mT,
vertical bars represent measurement points
for the used two magnet power supplies. In
the specifications of both, we found the same
readout resolution of 0.0085mT. The set-
point accuracy of the Oxford device, however,
turned out to be higher, permitting sweeps
with equidistant steps of 0.5mT. For the Lake
Shore device, a test sweep at the same step size
results in a non-equidistant sequence of steps seen in Fig. 2.8. Deviations correspond to the accu-
racy of the Lakeshore power supply 0.85mT indicated in the specifications [95]. To summarize,
for the general analysis of the measured data arrays in this chapter both devices offered a suf-
ficient output accuracy as well as readout accuracy. To perform magnetic field measurements
at stepsizes of ∆B ≥ 0.5mT, we limit the smallest step size for measurements presented in this
chapter at 0.5mT.
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2.2.3 Sample design and connections
The sample is located below the He3 pot and thermally connected to it (by gluing it to the stage
with conductive silver epoxy) to obtain the best cooling efficiency. We mount the sample in the
center of the magnet located inside the dewar at the coldest part of the cryostat. We engineered
the connection from the gates to themacroscopic sample holder and lines with gold wires bonded
to the sample via using a wedge-bonder. Golden wires also provide the thermal connection for










Figure 2.9: (a) Photo of the sample-holder with the sample attached (b) Scanning electron microscope
image of the sample surface; the dark grey area contains 2DES 107nm beneath the surface.
Five Ti/Au gates (yellow) are used to define QPC1 and QPC2 and a central lens-shaped gate
(yellow) respectively.
bond wires to the golden pins disposed in a circle at the edge of the sample holder. We show the
sample design in Fig. 2.9(b) that consists of two pairs of split gates. These gates are employed to
define, via the electric field effect, two nominally identical QPCs in series in the 2DES embedded
107 nm below the surface of a GaAs/AlGaAs heterostructure. In the center is an additional lens
gate to manipulate electrons moving between QPC1 and QPC2. The sample contains a 2DES
with a nominal carrier density of ns ≃ 3.1 × 10−11 cm−2 and mobility of µ ≃ 2.3 × 106 cm2/Vs,
corresponding to a mean free path of lm ≃ 21µm (see Appendix (A.1) for details). Between the
two QPCs with the distance L ≃ 4.6µm we, therefore, expect ballistic transport. We used the
QPC gate design tested by David Borowsky in his master thesis [96] with details showed in the
Appendix (A.1).
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2.3 Single QPC characterization
In Fig. 2.10(a) we present the setup for the single QPC characterization. We apply voltage V
Figure 2.10: a) Sketch of the measurement setup used to characterize single QPCs. We place the SEM
photo of the sample in its center. Tips of the golden gates (false-colored with transparent yel-
low) have adiabatic round design. We deplete the 2DES beneath the gates keep it unchanged
under the light grey area. b) Sketch of the saddle point potential described by Eq.(2.29).
from one side of the QPC and measure the current I on the other side as a function of split gate
voltage VQPC. We used a single ohmic contact to detect current, while the other five contacts
we kept grounded. We will use this configuration in the following ballistic experiments with
two QPCs in series. In Fig. 2.11(a) we present pinch-off curves of the two individual QPCs used
in the following experiments. The data presented here are shown after subtraction of the lead
resistance described in Appendix (A.2). We find well-defined conductance plateaus at integer
multiples of the (spin degenerate) conductance quantum GQ = 2e
2/h. The smooth transitions
between plateaus indicate perfect adiabatic coupling of the QPCs to the 2DES and the assumption
of a parabolic barrier in current direction is appropriate (x-axis in Fig. 2.10a) [97].
We can fit the experimentally measured conductance for both QPCs with Eq. (2.5) and
Eq. (2.4) to determine the ratio of transversal and longitudinal potential curvature ωy/ωx.
However we found that the energy subbands in our QPC are not equidistant in energy that
is clear from the inset of Fig. 2.11(b). Here we plot the width of the conductance steps in
VQPC that is proportional to the subband energy difference. To account for this problem we
can assume slightly anharmonic potential with additional quadratic component of curvature
U(y) = 1/2ω2y (y
2 + β1y
4), where β1 is the anharmonicity parameter of the potential. We illus-
trate both harmonic and anharmonic potentials in Fig. 2.12(b). Subband energies and eigenmodes
of both harmonic and slightly anharmonic oscillator can be calculated with the help of a tight
binding model for a 1D chain with an onsite potential, see Appendix (A.5) for details. We fit the
β1 parameter in order to reproduce the energy dependence from the inset of Fig. 2.11(b)and show
results as solid red and black lines there. Corresponding eigenmodes of the oscillator are shown
in Fig. 2.12(b). We see that eigenfunctions are slightly less confined in the anharmonic potential
at 5 < n < 7 but almost identical as the corresponding harmonic eigenfunctions at 1 < n < 7 . In
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Figure 2.11: a) Dots: Measured conductance G = I /V of a single QPC (QPC1 in black color and QPC2 in
red color) as a function of QPC gate voltage VQPC. Solid lines: theoretical fit to the measured
data calculated by the formula (2.5). We also place horizontal lines at integers of multi-
ple 2e2/h. b) Measured current I as a function of QPC gate voltage VQPC in an extended
voltage range of (a). Both (a,b) data was taken at temperature T = 250mK and the source-
drain voltage V = −0.7mV. All other gate voltages in Fig.(2.10) are grounded. Inset: Voltage
∆VQPC = VQPC −V 0QPC at G = ie2/h ,1,2,3...7, where V 0QPC is taken at G = e2/h. Points are
the measured data and lines are theoretical fits for the anharmonic QPC1 (black) and QPC2
(red) and anharmonic case as a transparent line.
our experiments we will limit discussion to first 7 subbands in all the experiments and assume
that we can treat QPC eigenfunctions to have Gaussian-Hermite form up to the 7 th conductance





















where β2 is anharmonicity parameter of the subband energy, α1 is proportional to the gate ca-
pacitance and converts the gate voltage VQPC into energy. V
0
QPC/α1 defines the potential energy
at the apex of a saddle point potential consisting of a parabolic barrier in current direction, x-
axis in panel a, and a slightly anharmonic (i.e. almost parabolic) lateral confinement along the
perpendicular y-axis. Table 2.3 contains the result of our calibration.
QPC ωy/ωx V
0
QPC (V) α~ωx (V) β1 β2
1 2.1± 0.1 −2.12 0.06 -1E − 5 0.009
2 2.1± 0.1 −2.04 0.06 -1E − 5 0.011
Table 2.3: Table of calibrated values of ωy /ωx , α~ωx , β1 and β2 for QPC1 and QPC2
Additional broadening can be caused by a source-drain voltage applied V = −0.7mV and
temperature T . In Fig. 2.13 we plot comparison for the QPC conductance at higher temperature

























    7
   6
  5




Figure 2.12: a) Oscillator potential profile with (red) and without (black) the anharmmonic component.
b) Calculated QPC eigenmodes for the harmonic (black) and slightly anharmonic potential
(red).
V = -0.25 mV
V = -0.25 mV















































T = 250 mK
V = -0.7 mV
V = -0.7 mV
T = 4 K
QPC1
QPC2
T = 250 mK
T = 4 K
T = 250 mK
V = -0.7 mV
Figure 2.13: a) Measured conductance G = I /V of a single QPC (QPC1 in black colour and QPC2 in red
colour) as a function of QPC gate voltage VQPC at two source-drain voltages V = −0.25mV
(vertically shifted) and V = −0.7mV. Conductance plateaus are indicated with horizontal
lines at integers of 2e2/h. b) Measured conductanceG = I /V of a single QPC (QPC1 in black
colour and QPC2 in red colour) as a function of QPC gate voltage VQPC at two temperatures
T = 250mK and T = 4K (vertically shifted).
T = 4K and at smaller source-drain bias V = −0.3mV. QPC Conductance steps are strongly
broaden by the temperature and almost don’t change their width by applying different source-
drain voltage. We can therefore deduce that we can neglect temperature of source-drain voltage
broadening for T = 250mK and |V | < 0.7mV for the determination of ωy/ωx, α~ωx, β1 and β2
values.
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2.4 Two QPCs in series
Nowwe characterize the system of two QPCs in series with the experimental setup shown in Fig.























Figure 2.14: Scanning electron microscope image of the sample; the dark grey area contains 2DES. Five
Ti/Au gates (a light grey area) are used to define QPC1 and QPC2 and a central lens-shaped
gate respectively. We apply voltage V behind QPC1 and measure current I2 behind QPC2.
Four ohmic contacts in the middle of the structure are grounded.
remains grounded to minimize its influence on the measurements presented in this section. Four
grounded Ohmic side contacts serve as drains for carries, which are scattered between the QPCs
and diffuse to the sides. Applying a small dc voltage V = −1mV across QPC1 (emitter) we record
both sides drain I3 and detector current I2 flowing through the other unbiased QPC2 (detector).
Previous experimental studies of ballistic transport through two opposite point contacts (with
conductances G1 and G2) were carried out by Wharam et al. [77] and Beton et al. [98, 99]. They
discovered that the serial resistance of two QPCs is considerably less than the ohmic sum of
the two individual QPC resistances. Subsequent experiments [100] attributed this result to the
collimation of the electrons injected by a point contact that enhances the direct transmission
probability through the opposite point contact [101]. Two QPCs in series were also investigated
for various designs, for example with staggered QPCs [102, 103], for the transition from Ohmic
to ballistic adiabatic transport [104] and in the Quantum Hall regime [105]. Recently two QPCs
in series in the ballistic regime were used to build multi-valued logic devices [106, 107].
The conductance of the two coupled QPCs G, calculated by Beenakker [108], can be ex-
pressed as G = max(G1,G2). In the calculation (expanded by Takagaki et al. [109]) and in the
previous two-terminal experiments byWharam et al. [77, 98, 99] the current I flew only between
two QPCs while the additional contacts in between the QPCs were used as voltage probes with
zero current through them. To exclude unwanted charge build-up in the area between the QPCs
in our experiment we keep the central region grounded. We also designed our QPC gates such
that scattered electrons tend to diffuse into the grounded side contacts. Such QPC design reduces
the contribution of multiple scattered carriers to the measured detector current. First we discuss
the case of zero magnetic field B = 0. We perform a similar experiment as described by Shepard

















Figure 2.15: (a) The scheme of ballistic electron optics experiment with two QPCs as emitter and detector.
We form both QPCs with gate voltagesVQPC1,2 and apply source-drain voltageV behind one
QPC while measuring current I behind the other QPC. We also measure current I3 through
one of the side drain contacts. Four side ohmic contacts in the middle of the structure are
grounded. (b) Reduced scheme by assuming all side drain contact resistance R to be the
same.
et al. [110, 111]. Following Landauer-Büttiker formalism, the incident electron enters from termi-
nal 1 and is scattered into the one of the six terminals. We assume all side drain contacts to have
equal resistance of 250Ohm, taken into account that we produced all the contacts in one step
and used the same design for every contact. Next we reduce the scheme from 6 to 3 terminals
by combining all side contacts in one for simplicity of discussion. We illustrate this procedure in



































where N1 is the number of occupied subbands in QPC1. Specifically, we apply a voltage V at
reservoir 1, increasing its chemical potential to µ1 = eV , while µ2 = µ3 = 0. The sum of the
currents I1, I2 and I3 obeys Kirchhoffs law: I1 + I2 + I3 = 0. The elements of the first row Ti,j of



















In the experiment we have to take into account the following corrections: (i) non-zero
lead resistance (250 Ohm) that cause finite chemical potentials µ2 and µ3 between the QPCs, (ii)
offset voltage from the input of our current amplifier (in the order of 10µV) addint to µ2 and
(iii) voltage drop at the emitter contact that influences µ1. The finite µ2 and µ3 values result in
two contributions to I2: δI21 ∝ (µ2 − µ1) and δI23 ∝ (µ3 − µ2). We subtracted the unwanted
contribution for all the measurement data presented in this section with details of calibrations
shown in Appendix (A.2).
We present conductance G = I2/V through both QPCs measured as a function of VQPC1
and VQPC2 in Fig. 2.16. Most carriers are emitted at an aperture angle [112], consequently, miss
the second QPC and contribute to I3. Nevertheless the conductance quantization is visible in



































Figure 2.16: a) Conductance G measured for two QPCs in series as a function of VQPC1 and VQPC2 at
B = 0. b) Conductance G measured through the device as a function of VQPC1 for three
variousVQPC2 markedwith shades of blue colour at (a) atB = 0. c) ConductanceGmeasured
through the device as a function of VQPC2 for three various VQPC1 marked with shades of
red colour at (a) at B = 0. Source-drain voltage is V = −1mV at all the plots.
terms of conductance steps for bothQPCs [as functions ofVQPC1 andVQPC2 in Fig. 2.16(b) and Fig.
2.16(c)]. The combined transmission through both QPCs is weak and investigated two methods
to modulate it: magnetic deflection and focusing with the electrostatic lens. These methods
also reveal intrinsic information about the QPC potential profile and help us to probe the 2DES
properties in the area between two QPCs.
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2.5 Magnetic deflection experiment
In this section we modulate the transmission between two QPCs by













In Fig. 2.17 we illustrate the performed experiment for electrons emitted at
zero or a finite angle α. We deflect electrons emitted at a specific angle by
the Lorentz force and guide them into the detector constriction, in analogy
to bend resistance measurements [86, 113]. The magnetic field allows us to
access the angle distribution of the emitted electrons that reflects the lat-
eral structure of occupied modes of the QPC [105, 114]. This experiment
is close in spirit to a so-called ’magnetic focusing’ experiment [115]. Mag-
netic deflection of electrons in metals was investigated by Sharvin [116] as
a method to measure the shape of the Fermi surface. It was also used to
measure surface scattering [117] and electron-phonon interaction [118].
In Fig. 2.18 we present G(B) for both QPCs tuned to identical con-
ductance plateaus at N1 = N2 = N from 1 to 7 for each line. We use the
measurement setup presented in Fig. 2.14. As insets, we show the reduced
scheme of the conductance diagram in Fig. 2.16(a,b). The reduced scheme
contains positions of the conductance plateaus on VQPC1 with vertical black lines and on VQPC2
with horizontal black lines. Every curve on the main plot corresponds to the color filled conduc-
tance plateau. We show this scheme in some of the plots in the following sections, as a guide for
the eyes. G(B) contains information about the (nominally identical) modestructures of bothQPCs
and their mutual coupling. We find curves with increasing complexity as the conductance in-
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Figure 2.18: (a) Measured conductance G as a function of magnetic field B for different combinations of
GQPC1 = GQPC2 = 2e
2N/h starting with N = 1 from the bottom. (b) G(B) for both QPCs
operating at the same plateau for two configurations of emitter/detector. Red: QPC1 emitter.
Black: QPC2 emitter. V = −1mV
creases. In Fig. 2.18(b) we plot the curves of opposite current direction (red color is one direction,
black is the other). To do so, we exchanged emitter and detector QPCs, by exchanging positions
of the voltage source and the current amplifier. The pairs of curves at identical conductance are
mirror symmetric around B0 = 2.57mT. The observed symmetry confirms the Casimir-Onsager
relation discussed in Sec. (2.1.4) for Eq.(2.28). Slight deviations from this symmetry can be at-
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tributed to magnetic defects and a residual magnetic field, which is independent of the external
magnetic field B and tilted concerning it. Such a magnetic field can be caused by the materials
used in the sample holder, for example, Ni. The offset B0 reveals a residual magnetic field of
2.57mT parallel to the external field B. We correct this small offset from the following plots.
2.5.1 Linear response regime
One possible problem was Joule heating of the electron system. A larger amplitude of the excita-
tion voltage increases the signal to noise-ratio but also causes heating of electrons in 2DES. The
heated 2DES leads to an additional build-up of a thermovoltage across the detector point contact,
which is driven by the temperature difference between the heated 2DES in between emitter and
detector and the still cold 2DES behind the detector [119]. Another encountered problems were
energy broadening at a source-drain voltage of 5mV corresponding to ≈ 60K and possible non-
linear effects due to excited states, or many-body interaction. To avoid these effects, the applied







Figure 2.19: (a) Measured conductance G at B = 2.57mT as a function of source-drain voltage V for
different combinations of GQPC1 = GQPC2 = 2e
2N/h, N = 1marked with black colour,N =
4 marked with red colour,N = 7 marked with blue colour. (b) Measured conductance G
as a function of external magnetic field B for both QPCs operating at the same conductance
plateauN = 4 (marked with red colour) andN = 7 (marked with blue colour) for two source-
drain voltages,V = 0.1mV (transparent) and V = 1mV (solid line). Both data from (a) and
(b) was taken at T = 250mK.
QPCs in series for various combinations ofGQPC1 = GQPC2 = 2e
2N/h ,N = 1,2,3.... We see that
we work in the linear response regime up to V = 5mV. In Fig. 2.19(b) we show that all the main
local extreme points of the magnetic focusing pattern stay the same for two different voltages of
1mV and 0.1mV. Also, the range of the data is preserved. Therefore we found no evidence of
heating effects up to |V | = 1mV in our magnetic focusing experiments that is in correspondence
too similar experiments in literature [119].
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2.5.2 Theoretical model
To reproduce the measured data with simulations, we collaborate with Max Geier and Piet
Brouwer from Freie Universität Berlin. They developed a semi-analytical model that assumes
adiabatic evolution of the wavefunction in the QPCs and free propagation in the 2DES. The
reader is advised to Appendix (A.4) for its full description. Here we present a summary focusing
on essential steps of the calculations. The model depends on two fit parameters which model
the confinement potential at the crossover points between adiabatic evolution in the QPCs and
plane wave propagation in the 2DES. The first fit parameter describes the strength of the con-
finement at the crossover point and the second parameter specifies the position of the crossover
points. The position parameter can be estimated from a distance between the QPCs. All reflec-


















Figure 2.20: Sketch of the theoretical model that describes propagation of the electron wavefunction in
three regions: region one describes the QPC1, region II is a free 2DES with perpendicular
magnetic field, region III is a QPC2. Along x, the confinement changes adiabatically. Black
solid lines illustrate the potential, red - eigenfunctions in the system. Black dashed lines is
guide for the eyes to track the propagating wavefunction from QPC1 to QPC2. We chose
zero of the coordinate system to be at the crossover point of the first QPC: x1 = 0 and y = 0
at the line connected centers of two QPCs.
sketched in figure 2.20. Instead of solving for the eigenstates of the complete 2D model, we solve
the equation of motion as the electron wave propagates in x-direction. To achieve this we treat
x as a time parameter and keep y as space coordinate. This allows us to describe the system in
terms of the eigenstates in y direction that evolve under the Hamiltonian Ĥ(x) as they propagate
through the system.
In this setting we can define the notion of adiabatic evolution: The transitions between two
eigenstates |i〉 (x) and |j〉 (x) of an evolving Hamiltonian Ĥ(x) are measured by a matrix element
〈i |dĤ/dx|j〉 /[εj (x) − εi(x)]2, where εi(x) is the energy of the eigenstate |i〉 (x). An eigenstate
|j〉 (x) evolves adiabatically, if the change of the Hamiltonian is small on the scale of the energy
spacing to all eigenstates of the evolving Hamiltonian, i.e. 〈i |dĤ/dx|j〉 /[εj (x) − εi(x)]2 ≪ 1
∀i , j and for all x during the evolution.
Region I and III describe the QPCs. The QPCs are modeled by a quadratic confinement po-
tential in y-directionU(x,y) ∝U0(x)+mωy(x)2y2/2 and an offset potentialU0(x). The quadratic
potential has Hermit polynomials defined in Sec. (2.1) as eigenstates. Inside the QPCs, the poten-
tial changes adiabatically and the strongest confinementmaxxωy(x) determines the experimen-
tally observed spacing ωy of the conductance steps in the G(VQPC) curves of a single QPC mea-
surement. Going further from the QPCs into the 2DES, the effect of the confining gates reduces,
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and the confinement potential widens. We assume the potential to remain parabolic. At some
point, the confinement will be too weak to sustain adiabaticity, and adjacent eigenstates will mix.
Further away from the QPC, the confinement potential vanishes completely. Here we describe
the wavefunction as a superposition of plane wave eigenstates. We model the crossover from
adiabatic evolution of the eigenstates to the plane wave based description by an abrupt change
of the potential from weak quadratic confinement ωy1(x1 − 0) = ω1 to zero ωy1(x1 + 0) = 0,
which takes place at a position x1 (crossover point) close to the first QPC. The same is valid
for the crossover point x2 and QPC2 as we treat both QPCs identical in our model and there-
fore x1,x2 and ωy1(x1) = ωy2(x2) = ωy . In the 2DES (region II), the electrons propagate freely
and are subject to a weak perpendicular magnetic field. Since there are no applied potentials in
this region and we assume that there are no impurities in the 2DES, the wave packets evolve
undisturbed through the 2DES (there are no transitions between the eigenstates).
The Hermite polynomials broaden as they propagate in region II, but otherwise, preserve
their shape in the absence of magnetic fields. Propagation of electron wavepackets is in analogy
with the Gaussian beam model in optics. The magnetic field bends the paths of the wavepackets
due to the Lorentz force and is included in our model in WKB approximation. The WKB approx-
imation is acceptable for electrons which do not reverse their direction of propagation due to the
magnetic field, which is the case as long as the cyclotron radius is larger than half the distance
between the QPCs. For our 2DES parameters the cyclotron radius is rc = 4.6µm for B = 20mT
where it is almost the same as distance between the two QPCs L = 4.6µm. However, because
the crossover point is shifted from the center of the QPC the validity condition is fulfilled as we
show below.
2.5.2.1 Modematching: overlap integral
To determine the current through two QPCs in series in a perpendicular magnetic field we cal-
culate the transmission Tn1,n2 of an electron emitted from the n
th
1 mode of the first QPC through
the nth2 mode of the second QPC. We start with the evolution of the wavefunction in region I
(which is given by the solution of the harmonic oscillator in k-space) to the region II (where we
find eigenstates in the free space with non-zero magnetic field using the WKB approximation).
Special care will be taken at the crossover points x1 and x2, where the eigenstates of the QPCs
are mixed. Next, we find the wavefunction at a given position x0 between the QPCs that will
completely transmit through the second QPC by computing the time-reversed path of electrons
emitted from the second QPC. The last step is calculation of the overlapOn1,n2 for the propagated
wavefunction from the first QPC with the time-reversed wavefunction from the second QPC as
Tn1,n2 = |On1,n2 |2. Matching of both wavefunctions is done at any distance x0 in region II be-
tween the two QPCs. By constructing the wavefunctions as a sum of plane waves in y direction











































, ωc = eB/m being
the cyclotron frequency, ǫ = 2E/~ω is the electron energy. All the values are given in natu-
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ral units and Hn(k
′










describes the weights of the plane waves in the 2DES that are emitted from the n1











π originates from the wavefunction matching at x2 with the











develops during the propagation between the crossover points x1 and x2 through the 2DES. Note

























































Figure 2.21: Direct (red) and time-reversed (blue) current density profile for an electron emitted in the
n1 = 3 level of the QPC at the crossover point set to x1 = 0 for a) B = 13mT b) B = 0mT and
c) B = −15mT. The subband splitting ωy(x1) = 0.21ωy0, where ωy0 is potential curvature
in the center of the QPC. Dashed line indicates the overlapped red and blue area in three
plots.
In Fig. 2.21 we illustrate the problem of modematching. Here we plot the current density
profile emitted from QPC1 and time-reversed profile emitted from QPC2 for n1 = n2 = 3 at
three different magnetic fields. The overlapped areas (marked with the dashed line) show current
density regions contributing to the transmission through the bothQPCs. Time-reversed electrons
in the 2DES can be treated as holes (with the same effective mass m) in a system with broken
time-reversal symmetry. Therefore current density matrix posess time-reversal symmetry for
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B = 0 [see the Fig. 2.21(b)] and a symmetry in agreement with the Onsager relations for the case
of finite magnetic field T12(B) = T21(−B) [see the Fig. 2.21(a,c)] .
All electrons that enter the occupied N2 modes of the second QPC will transmit, while all
others get reflected. In our model we assume that reflected electrons will not reach one of the
two QPCs again and neglect interference effects of reflecting waves. The overlap integral directly
predicts the transmission Tn1,N2 for an electron emitted from mode n1 of the first QPC to pass









Transmission through the two QPCs, when one QPC hasN1 and the secondN2 occupied modes







In summary, the main assumptions of the models are: i) we model the crossover between adia-
batic evolution and plane wave propagation by an abrupt change of the confining potential and
ii) we neglect any reflections between the QPCs.
2.5.3 Comparison between theory and experiment
For the detailed comparison between the experiment and theory we take differences ∆G be-
tween measured conductance G for the adjacent conductance plateaus. The corresponding raw
data of the measured conductance GN1,N2 can be found in the Appendix (A.4). We used ω1 =
ω2 = 0.11ωy and x2 − x1 = 3.3µm in all following plots. The distance between the crossover
points therefore fulfills the validity requirement for the WKB approximation (x2−x1 < rc) in our
model. In Fig. 2.22(a) we plot the measured conductance differences GN1,N2(B)−GN1−1,N2−1(B)
for diagonal neighboured conductance plateausN1 =N2 =N in Fig. 2.22(b). Our model predicts







which corresponds to the sum of the calculated transmission coefficients along a horizontal and
a vertical line in Fig. 2.22(a) indicated by a corresponding background colour also used in in
Fig. 2.22(b). Theory predicts that the number of local current maxima corresponds to the number
of modes in the system. To resolve single mode transmission coefficients in figure 2.23, G(B) is
plotted for different emitter and detector configurations for the detector fixed at the 7th plateau.
We expect to measure single mode transmission as
∆G = GN1,N2 −GN1,N2−1 =
2e2
h
TN1,N2 , N1,N2 = 1,2,3... (2.38)
Similarities with our measured data are apparent albeit the agreement is not perfect. Some
of the deviations are more pronounced for odd modes compared to even, for instance, the region
around B = 0. Total conductance is suppressed by a factor of 1.5 compared to the theoretical
case, however, for some of the curves (especially N1 = 1,7 for any N2) the expected theoretical
conductance values are smaller than the measured conductance.















Figure 2.22: (a) Simulated TN1,N2(B) for various combinations of emitter QPC1 plateau N1 and detector
QPC2 plateau N2. Colour indicates conductance contributions for direct comparison with
experiment in (b). (b) Measured ∆G(B) (with black dots) for equal emitter QPC1 plateau
and detector QPC2 plateau N1 = N2 = 1..7 and simulated ∆G (with color solid lines) for
equal emitter and detector plateau N1 = N2 from 1 to 7. Colour indicates N = N1 = N2,
source-drain voltage is V = −1mV.
2.5.4 Deviations between theoretical predictions and measurements
Several effects can explain deviations: first, the used WKB approximation for the solution of
electron free propagation in the 2DES contains the numerical error that grows when increasing
the range of magnetic field (for condition L/2 > rc not holding). Here we treat our model being
precise in the region within |B| < 20mT . Second, experimentally we calibrate ωx and ωy from
the QPC conductance determined by the narrowest region of the confinement potential (in its
center). The QPC potential profile far from the center cannot be calibrated using the transmission
through the QPC and assumed to be perfectly parabolic in our model. However, the deviation
of the real QPC potential shape from the perfect parabolic dependence can cause variations in
the measured conductance through the system of 2 QPCs in series. Another existing model
[88, 120] of the magnetic deflection experiment assumes hard-wall potential instead of parabolic
confinement with different shape of the QPC eigenmodes [76]. Khatua et al. used the QPCs
without well-defined conductance plateaus, in contrast, we observe well-defined quantization of
the QPC conductance. Their model indicated the existence of strong conductance maxima for all
configurations of the QPCs at B = 0 and a different shape of the ∆G(B) curve.
Other possible sources of deviations between theory and experiment are related to electron
backscattering, disorder, magnetic defects and residual magnetic field. Wewill highlight themost
important of these factors.
2.5.4.1 Classical and coherent scattering
Elastic electron scattering can be coherent or incoherent depending on scat-
tering length compared to the coherence length of electrons in 2DES [10].















Figure 2.23: (a) Simulated TN1,N2(B) for various emitter QPC1 conductance plateaus N1 = 1..7 at a fixed
detector QPC2 conductance plateauN2 = 7. Colour indicates conductance contributions for
direct comparison with experiment in (b). (b) Measured ∆G(B) (with black dots) for var-
ious emitter QPC1 conductance plateaus N1 = 1..7 at a fixed detector QPC2 conductance
plateau N2 = 7. Simulated ∆G (with colour solid lines) for various emitter QPC1 conduc-
tance plateaus N1 = 1..7 at a fixed detector QPC2 conductance plateau N2 = 7. Colour





QPCs marked as a
gray area. Coherent
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Classical (incoherent) scattering can be described regarding ballistic tra-
jectories between scattering events, while coherent scattering includes
interference effects such as standing waves. The latter gives rise to so-
called geometry induced weak localization [121, 122]. In Fig. 2.24 we illus-
trate the coherent scattering. For the rounded QPC tips there exist time-
reversed pairs of trajectories (marked with curved arrows in Fig. 2.24)
each starting and ending at the same subband of the entrance QPC that
can give rise to the coherent reflection. In our experiment, this decreases
the zero-field conductance G below the classical value by an amount de-
termined by the electron phase coherence length and temperature. The
characteristic magnetic field at which the coherent effect is suppressed is
given by a Bφ = he/2S where S is the enclosed area of a typical loop.
We mark these areas with blue color in Fig. 2.24. For our design we cal-
culate Bφ to be Bφ < 5mT. Our model neglects electron scattering off the
ionized donors [123, 124]. The donor states aremost probably related to:
• Shallow donor states associated with a normal lattice site and a binding energy of ≈ 7meV
(d0→ d+ + e) [123]
• Deep donor levels with a binding energy of ≃ 160meV, the negatively charged DX− cen-
ters that arise from lattice distortions at or near the donor site. [123]
In Fig. 2.25 we illustrate scattering off the defects. Both classical (marked with a straight line
in Fig. 2.25) and coherent backscattering (marked with a curved line in Fig. 2.25) off the de-
fects contribute to the decrease of the measured conductance through the two QPCs in series.
The used GaAs/AlGaAs wafer exploit spatial correlations between donors in different states d+
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and DX− [125, 126] to reach high mobilities of the 2DES. This creates variations of the carrier
density regions of the 2DES [127]. Backscattering occurs from the spots defined by the distri-
bution of donor atoms that is random (marked with red circles in Fig. 2.25) and thus results in
inhomogeneous scattering potential in the 2DES [128]. Koonen et al. [123] have shown that the
random distribution of donors can be treated as few strong defects using the electron transport
in between of the two QPCs. The correlations between donors in different charge states can be
altered externally by sample illumination or subsequent warming up and cooling the sample:






Figure 2.26: Measured ∆G(B) for changing emitter QPC2 plateau N2 = 1 to N2 = 7 and detector QPC1
fixed at the 7th plateau N2 = 7. Black symbols ∆GI: the sample was measured during the
first cooldown atV = −1mV. Red symbols∆GII: the sample wasmeasured during the second
cooldown at V = −1mV. Top-left inset indicates corresponding QPC conductance plateaus.
B
Figure 2.25: Scattering
off the defects illustra-
tion. Electron trajec-
tories are marked with
solid lines. Scatterers
are shown with circles.
In Fig. 2.26 we see the current I measured as a function of the
magnetic field B for the first and the second cool-down. We illuminated
the sample with daylight at room temperature in between the two cool-
downs. We observe a shift of conductance curves by the ∆B = 3.6mT
that corresponds to the difference between the residual correspondent
field during the first and the second cool-down. Otherwise, all the fea-
tures and the range of the conductance curve remains the same. A
similar observation was also made in ballistic collimation experiments,
where a stable scatterer was robust under subsequent illumination and
cooldown [129]. Thus we can exclude the contribution of the universal
conductance fluctuations related to electron scattering with single impurities, whose effect varies
strongly from cooldown to cooldown [123].
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2.5.5 Searching for defects in the 2DES
We can conclude the scatterer location by looking at the symmetry properties of the measured
conductance curves. Here we discuss a heuristic algorithm for searching the position of defects
in the 2DES based on analyzing the symmetry properties of the measured data. For the following
discussion, we define the x-axis along the line connecting the centers of two QPCs.
First symmetry of the curves in Fig. 2.23 implies that the possible scatterer breaks the
symmetry in B. This statement is illustrated in Fig. 2.27(a). Here we plot current density profiles
(1,2,3,4,5,6) for the scatterer positioned on the x-axis (4) and with a slight shift (4,5) from it (with
and without magnetic field B applied). We see that a defect located on the x-axis [plots 4 in Fig.
Fig. 2.27(a)] will not break the symmetry in B while a defect slightly off the axis will do it. In
our sample the defect on the x-axis is expected, thus other effects can contribute to the current
suppression in the vicinity of B = 0. However we can’t exclude the existence of few defects in
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Figure 2.27: a) Current density profile with (4,6) and without (1,3) the defect (marked with black circle).
Dashed line represents the x-axis and grey areas - QPCs (b) Calculated Tn1,n2 for n1 = 1..7
and n2 = 1..7 at B = 0mT. (c) Calculated Tn1,n2 for n1 = 1..7 and n2 = 1..7 at B = 2.57mT.
(d) Measured Tn1,n2 for n1 = 1..7 and n2 = 1..7 at B = 2.57mT, V = −1mV.
To gain additional information we look at the symmetry properties of the single-mode
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transmission matrix T . Theoretically we can calculate every element of this matrix from the
overlap integral in Eq. 2.35. Tn1,n2 can be determined experimentally by measuring transmission
for various configurations via reverting the formula (2.36) and solving it for single-mode elements
Tn1,n2 .
Tn1,n2 = TN1,N2 −TN1,N2−1 −TN1−1,N2 +TN1−1,N2−1 (2.39)
First we show the T matrix calculated from Eq. (2.36) at zero magnetic field B = 0 in Fig.2.27(b).
This matrix has two characteristic properties: Tn1,n2 is reflection symmetric (T = T
T ) and all
elements with odd (n1 + n2) are suppressed compared to even (n1 + n2). The influence of the
magnetic field B is illustrated in Fig. 2.27(c). Here we show the calculated T matrix at a finite
magnetic field of B , 0 = 2.57mT. The resulting matrix is still reflection symmetric (T = T T ),
however there is no clear separation of even and odd elements any more. We can compare this
matrix to the T measured at B , 0 = 2.57mT in Fig.2.27(d). In contrast to the predictions the
reflection symmetry is also broken in the measured T matrix. This difference can be possibly
resolved when assuming a single hard-wall scatterer away from the x-axis, and the deviations at
B = 0 can be additionally explained by the coherent/incoherent scattering.
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2.6 Focusing with the electrostatic lens
In this section, we explore the method to increase transmission through the two distant QPCs
using electrostatic focusing assuming a lens for electrons. Electrostatic focusing was studied
before for ballistic electrons GaAs/AlGaAs by Stormer et al. [78] and Spector et al [79]. Both
groups assumed geometrical optics to describe the effect of the lens on electron trajectories. In
contrast here we show that our results are better described by Gaussian beam optics.
2.6.1 Geometrical optics of ballistic electrons
In the classical regime for ballistic electrons with L < lm and L >> lφ we do not observe interfer-
ence and diffraction and can describe electronic excitations of the 2DES in analogy to geometric
optics considering rays of light. Electron elastic scattering at defects is treated similarly to pho-
ton Mie scattering in optics [130]. We define geometrical optics for ballistic electrons using the
Snell’s law. We hereby assume a constant effective mass throughout the 2DES region and elec-
trons propagating at the Fermi level. Their kinetic energy (the Fermi energy) is for a 2DES directly
proportional to the electron density nS, which can be locally controlled by applying voltages to
surface gates. In Fig. 2.28 we show a boundary between an ungated region with carrier density
n1 = mEF(0)/(π~
2) and a gated region EF(V ) = EF(0) −U(V ) with n2 = m(EF(V )/(π~2). As
long as U is independent of y the y-component of the electron momentum is conserved and
k1sinθ1 = k2sinθ2 k1,2 =
√
2πn1,2, (2.40)
where k1 and k2 are electronmomenta. Snell’s law of refraction for ballistic electrons propagating
across the interface between two 2DES regions with electron densities n1 and n2 can thus be
written as
ñ = sinθ1/sinθ2 = (n2/n1)
1/2 = (1−U(V )/EF(0))1/2 , (2.41)
where we used the dispersion relation E = ~2k2/2m and defined ñ as refractive index for bal-















Figure 2.28: (a) Kinetic energies EF(V ) of electrons at the Fermi edge in the ungated and gated (blue)
2DES. (b) Ballistic electron refraction and reflection at a boundary of two regions ungated
(1) and gated (2) (blue) that have different electrostatic potentials.
between 2DES areas with carrier densities n2 and n1, in analogy to optical lenses. We consider
concave or convex lens-shaped surface gates [78]. As the refractive index of an electron lens ñL
can be tuned to be either higher or lower than the refractive index of the undisturbed 2DES ñS ,
we can assume two different lens designs for focusing of electrons:
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• positive voltage is applied to the lens gate, ñS > ñL and the lens should have a biconvex
shape similar to the shape of a glass lens used for focusing light.
• negative voltage is applied to the surface gate and ñS < ñL. Focusing is achieved for a
biconcave lens shape.
When we completely deplete the gated region, it acts as a mirror for electrons. Focusing systems
based on electron mirrors are also possible [131].
2.6.2 Energy calibration of the lens gate
To understand electron focusing it is necessary to determine the precise dependence of the elec-
tron density ns(VL) beneath the lens on the gate voltage VL. We do it by measuring the reflection
of Landau levels from the lens gate as a function of VL [132–134]. Landau levels have energies
Ei = ~ωc(i + 1/2) ,, where i = 1,2,3...ν/2 is the factor of 2 related to the spin degeneracy and
ν is the filling factor. In Fig. 2.29(a) we show the measurement setup including a SEM photo of
Figure 2.29: (a) Experimental setup for the lens gate calibration. QPC gates are grounded, while we apply
VL to the lense gate. Sketch of transmitted i = 0,1 and reflected i = 2 Landau-levels at the
lens gate, when the magnetic field B is applied out-of-plane of the sample.
(b) Energy diagram of LL for undistribed and lens potential regions of the 2DES. Depending
on the lens voltage, Landau levels underneath the lens are lifted over the Fermi edge and
subsequently reflected at the gate, thereby reducing νlens.
the sample that consists of two QPCs and a lens-shaped gate in the middle. We place the sam-
ple in the magnetic field B perpendicular to the sample surface and apply voltage V from one
side of the sample divided by the lens gate (contact 1) while measuring the current at the other
side (contact 2). Next we vary the lens voltage VL at constant magnetic field such that B values
corresponds to integer filling factors ν = nsh/eB in the undisturbed 2DES. We determined the
magnetic field values for integer filling factors by a quantum hall measurement. Details of this
measurement can be found in the master thesis by Jaan Freudenfeld [135]. Following, we show
the measured two-terminal resistance R = V /I as a function of lens gate voltage VL for integer
filling factors ν in Fig.2.30.
For zero lens voltage, VL the carrier density beneath the gate is the same as in the undis-
turbed parts of the sample, and the measured resistance R is maximal. Decreasing VL we lower
the carrier density and the filling factor in the gated region. To illustrate this effect we sketch
Landau-levels at both gate and undisturbed regions in Fig. 2.29(b). As long as the number of





Figure 2.30: a) Two-terminal resistance R of the sample as a function of VL at finite perpendicular mag-
netic field B and VQPC1 = VQPC2 = 0. b) R as a function of VL at finite perpendicular
magnetic field B. Close-up from the (2.30a) marked with dashed rectangle indicating the
data points used for the calibration (with labels).
filled Landau levels in the gated region doesn’t change, the transmission should stay constant,
and a plateau in the resistance is expected. At the center of the plateau the relation
EF −U(VL) = i~ωc = iheB/m (2.42)
is valid. Here instead we get a resistance maximum instead of a resistance plateau expected from
Eq. (2.42) due to quantum tunneling through the narrowest lens region in its center via remaining
Landau-levels under the lens [136]. We can determine the values of U(VL) at the resistance
maxima position, and the respective value for several bulk filling factors ν . The pinch-off curve
for B = 0 yields one additional data point, the gate voltage corresponding toU(VL) = EF(VL = 0)
at which current starts to flow across the barrier in a two-terminal setup. Horizontal solid lines
in Fig.2.30 correspond to integer filling factors. With the help of these lines, the tangents with
the lens pinch offs and their corresponding VL can be read off. The labeled points were used for
the calibration performed according to equation 2.42.
Finally we show in Fig. 2.31(a) calibrated values of the barrier height U(VL) as a function
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Figure 2.31: (a) Energy U/EF(VL=0) as a function of VL and 5th order polynomial fit of the points in Fig.
2.30. (b) Red curve shows the fit to the carrier density dependence ns on the lens voltage
VL with two linear regimes (in black): charge saturation and charging of defects. The blue
curve shows the differential capacitance c dependence on the lens gate voltage VL
bration is a non-linear relation (in contrast to other studies [79]) between the voltage applied to
the lens and the resulting barrier height. The corresponding carrier density ns (and lens refrac-
tive index ñL) dependence on lens voltage VL can be calculated from fitted U(VL) by using the
Eq. (2.41). Main error source of the energy values is an error in the determination of correct VL
values. However inaccuracies in the effective mass m used for calculating the energy value and
an error in the magnetic field could also contribute to errors. In figure 2.31(b), the carrier density
dependence on the lens voltage VL can be divided into three different regimes:
• VL > −0.4V: the lens voltage has no influence on the carrier density beneath the lens gate
• −0.9V < VL < −0,4V: carrier density depends linearly on lens voltage, charged defects
partially screen the electrical field.
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• −1.3V < VL < −0,9V: the defects charge saturates giving rise to a larger slope up to the
pinch-off regime
The observed behaviour can be explained by solving the Poisson equation in layers of GaAs/Al-
GaAs heterostructure [137]:
Q = eVL = (e
2d/ǫGaAs)ns +K (2.43)
where d is the thickness of the barrier layer between the gate and the 2DES being d = 107nm
and ǫGaAs is the effective dielectric constant of the barrier being ǫGaAs = 12 at T = 4K [138]. K
represents the influence of fixed charges in the barrier layer that are frozen out at low temper-
atures T < 20K [139]. The differential capacitance per unit area c/S = ednS/dVL can be then
calculated from the slopes dns/dVl of the fits in figure 2.31 as:
c
S






= 0 . (2.44)
An effective area of the lens gate can be estimated as S = 1µm2 at the centre of the lens gate.
Then the capacitance can be calculated for both regimes in figure 2.31(b) to csaturation = 1.48nF
and cscreening = 0.38,nF. The capacitance of a plane capacitor of the same size with distance
between the gate and the 2DES being d = 107nm and the dielectric constant being ǫGaAs = 12





which is in agreement with the experimentally obtained results.
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2.6.3 Effect of the electrostatic lense on the ballistic electron transmission
The lens gate has a curved shape in its center with curvature radius R and minimum width
d . Compared to previously studied layouts [78, 79] we decreased the distance from the QPC
to the lens as well as the lens radius. We show the sample layout as well as the measurement
setup in Fig. 2.32(a). We measure the two-terminal conductance G = I2/V in a three terminal
configuration, where we combine four grounded side contacts into one. We also measure current
I3 at the side contact 3.
Figure 2.32: a) Sketch of the measurement setup and the SEM image of the sample; the dark grey area
contains 2DES.The lens gate and QPC gates are false-colored with yellow color. b) Measured
conductance G through the lens gate while both QPCs are grounded VQPC1 = VQPC2 = 0 as
a function of VL.
In Fig.2.32(b) we first present measured current I through the lens when all QPC gates are
grounded VQPC1 = VQPC2 = 0 while applying a source-drain voltage of V = −1mV. We can see
that the lens pinches-off for VL < −0.8V. Next, we probe the effect of the lens refraction on the
transmission through both QPCs. We can define two operational regimes of the lens: reflected
and transparent. Within the transparent regime (0V > VL > −1.2V), electrons penetrate the lens
gate, experience deflection on the lens/opened 2DES border due to the Snell’s law (2.6.1) and
reached the second QPC. In the reflected regime (VL < −1.2V) the lens acts like a mirror for
electrons and formation of standing waves in between the lens gate and the QPC is possible (the
regime is shown in Fig. 2.33(a,b)). The reflected regime will be discussed in details in the next
chapter, and here we concentrate on the transparent operation mode.
Electrons that leave emitter QPC can either be captured by detector QPC (I2) or go to the
side drain contacts (for example contact 3 and contribute to I3). In Fig. 2.33(a) we show the
measured conductance G as a function of the lens voltage VL for equal conductance plateaus
for both QPCs. For all of them G(VL) increases as VL is decreased and reaches a maximum
around VL = Vf = −0.65V. The maximum always occurs around this voltage independently for
various combinations of different QPC plateaus. Beyond this voltage we observe a rapid drop in
conductance G down to zero as in Fig. 2.32(b) because of the lens barrier depletion that blocks
electrons in the forward direction. In Fig. 2.33(b) we show that changing the direction of current
break the time-reversal symmetry and the corresponding curves for the exchanged emitter and
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Figure 2.33: a) Measured conductanceG for QPC1 used as an emitter and QPC2 for the detector, both are
atN1 =N2 = 1..7 conductance plateaus (markedwith color). b) Measured conductanceG for
QPC2 used as an emitter and QPC1 for the detector, both are atN1 =N2 = 1..7 conductance
plateaus (marked with color). Sketches in the top-left corners indicate direction of current,
and in the top-right - position on the QPC conductance map.
detector show different behavior. The discrepancy is related to the residual magnetic field B =
2.57mT that is present while performing electrostatic focusing. The conductance peak can be
explained by focusing of laterally diverged electrons emitted from one QPC into the second QPC.
Thus we interpret the maximum around VL = Vf = −0.65V as the focusing peak.
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2.6.4 Coherent ballistic electron optics
The general case of coherent non-interacting electrons can be treated assuming the quantum-
classical analogy [7]. We study the similarity between the time-dependent Schrödinger equation
in a region with spatially varying potential energy U for the photon wavefunction:
h2
2m
∇2ψ +Uψ = 0, (2.46)
and the Helmholz equation
∇2A+ k2A = 0, (2.47)
Equations 2.46 and 2.47 have identical form besides ψ being the scalar photon wavefunction and
A describing the electromagnetic TE polarization. Because of the analogous mathematical form
between 2.46 and 2.47 it is possible to transfer the known results/techniques used to describe
optical phenomena to explain the dynamics of ballistic electrons for L << lφ [7].
Assuming QPC eigenfunctions being Gaussian-Hermite modes we can therefore use the
formulas from the well-known problem in laser physics - gaussian beam propagation [140] illus-











2R(x) e−iθ(x) , (2.48)
where R(x) = x +
x2R
x is the wavefront radius, θ(x) = tan








is the Rayleigh length, which is defined by the distance by which the width is
√
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Figure 2.34: Gaussian beam width w(x) as a function of the distance x along the beam.
has dropped to 1/e2 of it’s maximum. As can be seen from Eq. (2.48) the beam has a Gaussian
intensity profile in the transverse direction for n = 0
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and the minimum beam waist is attained in the focus at y = 0. The divergence of the beam is









The more collimated the beam (smaller w0) the larger is the divergence θ. The distance b = 2xR
between the two points x = ±xR is called the confocal parameter or depth of focus of the beam.
Let us assume focusing of a Gaussian beam using a lense with the focal length f (see Fig. 2.35).
The image size and position can be found from the analogue of the lens equation attributed to
Gaussian beam optics derived by Self [141, 142]:
1








where s is distance from the object to the lens, s′ is the distance from the image to the lens.
Compared to geometrical optics there is a Gaussian focal shift [141]. Magnification of the lens is
defined as
m = w′/w0 =
1
√







Figure 2.35: Geometry of the imaging of a Gaussian beam by a lens shown for the case of a positive lens
and real object and image waists.
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2.6.5 Geometrical optics and Gaussian beam model
Next, we compare the focal length for a Gaussian beam with the pre-
diction of ray-optics. A ray-optics model treats electrons as parti-
cles moving along straight trajectories unless redirected by the lens [78].
Figure 2.36: Hermit-Gaussian mode
propagation between two QPCs with
(b) and without lens (a) at zero mag-
netic field B = 0 calculated for the
third mode.










+ d , (2.54)
where r is the lens radius and d is the lens width.
The Gaussian-Hermit-like mode profiles discussed be-
fore suggest to also assume the Gaussian beam model [141].
An illustration of the beam propagation for the exemplary
n = 3mode in our system with and without the lens voltage
at zero magnetic field can be found in figure 2.36(a,b). These
current density profiles were calculated assuming the samemodel as was discussed in Sec. (2.5.2).
Considering the propagation of a Gaussian electron beam through a lens gives rise to a shift of
the focal point compared to the geometrical optics case [141]:




The beam waist (for the first mode) w0 = 250nm exceeds the lithographically defined constric-
































s' = l/2 = 2.1μm
m = 1
w = w0 = 243 nm
a) b)
Figure 2.37: (a) Beam waist (image) position s′ (black) and its corresponding magnification m (red) as
a function of VL. Focusing with m = 1 and s
′ = l/2 is marked with horizontal and vertical
dashed lines. (b) Beam widthw at the detector position as a function of VL. Both focal points
are marked with red circles.
tion between the two QPC gates because of the flaring effect described previously in Sec. (2.1.2).
The expressions for the refractive index (2.41) and its calibration as well as the lens focal length
including the Gaussian correction term (2.55) allow us to study beam parameters such as the
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(image) waist position s′ and the magnificationm (ratio of image waist to object waist) as a func-
tion of VL. These quantities are shown in figure 2.37(a): For VL close to 0 (n ≃ 1) we find s′ < 0
corresponding to a virtual image with the object size, m = 1 (that is to say the object itself at a
negative distance measured from the lens). At VL = −0.55V we have s′ = 0 and a slightly magni-
fied (m = 1.1) image is situated directly on the lens itself. Before at more negative VL we obtain
a real image with growing distance from the lens at decreasing magnification. At the focusing
voltage VL = −0.65V an image of the same size as the waist at the emitter QPC is obtained at
the position of the detector QPC as sketched in figure 2.37(b). A special property of Gaussian
beams is the fact that there is a (finite) maximum image waist position unlike for geometrical
optics where a pole at the transition from virtual to real image corresponds to a diverging image
distance.
2.6.6 Comparison between theory and experiment
For a detailed comparison, we plot in Fig. 2.38(a) previously calibrated lens refractive index with
one of the focusing curves at B = 0. For our lens geometry, the geometrical optics model predicts
electrostatic focusing of ray-like moving electrons at ñ = 0.66 corresponding to VL = −1.01V
[see left arrow in Fig. 2.38(a)]. In terms of lens focal length fl , the symmetry between emitter
and detector yields a focusing focal length fl = f0 = l/4. The experimental data in figure 2.38(a)
however show focusing at VL = −0.65V or ñ = 0.93 respectively [right arrow in Fig. 2.38(a)].
Modelling of electrons in terms of ray optics is thus not in agreement with our experimental






























Figure 2.38: a) Grey dots: Lens refractive index calibration points obtained from the calibration and equa-
tion (2.41). Black: Spline fit. Blue: I(VL) for both QPCs set to the 7th conductance plateau
and emitter QPC1. b) Measured conductance ∆G as a function of lens gate voltage VL after
subtraction of the baseline (defined in text). Both focusing peaks are clearly seen andmarked
with vertical arrows. Inset: Measured conductance G when both QPCs are grounded as a
function of lens voltage VL (the baseline). V = −1mV.
detector l and the waist width w0 accroding to Eq. (2.55) and the calibration curve in Fig. 2.31.
To be consistent with previous results we use the same l as the distance between crossover
point in our model that is x2 − x1 = 3.3µm. The crossover points correspond to the position
of the beam waist in the model presented here. The beam waist w0 however is experimentally
not accessible. For this reason, we first treat w0 as a fit parameter in equation 2.55. From the
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experimentally found focusing voltage and the corresponding focusing refractive index in figure
2.38a, we obtain w0 = 250nm at a corresponding Rayleigh range xR = 4.4µm which is close to
the distance between both QPC constrictions l = 4.6µm and by 30% larger than the distance
between crossover points l = x2 − x1 = 3.3µm . Next we compared the best fitted value of
w0 = 250nm to our experimental data and find good agreement with the beam width from our
simulated current density profiles in previous sections.
Another effect that contributes to the decrease in coupling is depletion of the lens barrier.
This effect hides a striking feature of the Gaussian beam, the second focal point [marked with
red circles in Fig. 2.37(b)]. To revive second focal point we can subtract the normalized depletion
curve, measured at grounded QPC gates, that is shown in the figure inset of 2.38(b). The result
plotted in Fig. 2.38(b) is a second local maximum in the measured focusing curves, which appears




































Figure 2.39: a) Conductance G measured for two QPCs in series as a function of VQPC1 and VQPC2 at
B = 0, same as in Fig.(2.16) but for VL = Vf = −0.65V. b) Conductance G measured through
the device as a function ofVQPC1 for three variousVQPC2 marked with shades of blue colour
at (a) at B = 0 and VL = Vf = −0.65V. c) Conductance G measured through the device as a
function of VQPC2 for three various VQPC1 marked with shades of red color at (a) at B = 0
and VL = Vf = −0.65V. Source-drain voltage is V = −1mV at all the plots.
the QPC mode coupling can also be illustrated by plotting conductance G as a function of both
VQPC1 and VQPC2, as we show in figure 2.39 for the focal lens voltage at small magnetic field B =
2.57mT. At VL = 0V, the lens optical density corresponds to that of the undisturbed 2DES, and
diverging electrons give rise to a relatively low ballistic coupling. We observe weak conductance
steps in measured G(VQPC1,VQPC1) as presented in Fig. 2.16. Tuning the lens to its focusing
voltage VL = Vf = −0.65V we find the best contrast with well-defined steps over the entire
pinch off the range, as illustrated in Fig. 2.39. In this case, ballistic coupling between both QPCs
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is maximized. Beyond the focusing voltage, defocusing and a finite reflection coefficient of the
lens give rise to a deteriorated contrast and lower ballistic coupling again. The second focusing
peak is suppressed due to the vicinity of the QPC depletion point and the 2D conductance map
G(VQPC1,VQPC2) has weak steps as in Fig. 2.16 at VL = 0
a) b)
Figure 2.40:Measured conductance G averaged over every conductance plateau for both GQPC1,GQPC2
at B = 2.57mT as a function of different combinations of GQPC1,GQPC2 at (a) VL = 0 and
(b) VL = Vf = −0.65V
To quantify the effect of the lens, we can compare measured conductance for all QPCmode
combinations. In Fig. 2.40 we plot averaged conductance G conductance plateau GQPC1,GQPC2
without the electrostatic lense (a) and when we apply focusing voltage to it (b). Here we average
conductance over every 2D GQPC1,GQPC2 conductance plateau. We detect almost two times
amplification of the conductance G signal. We can also estimate the amplification and assume
that the lens collimates the effective area of the wavefunction into the detector constriction. As
a consequence conductance of the combined system, that is proportional to the square of the
wavefunction profile, increases as more of the wavefunction part fits into the detector constric-
tion. The beamwidth diverges by the factor of
√
2 at the distance of Rayleigh range. Our distance
between the emitter and detector L is in the order of the Rayleigh range; naively we can expect
enhancement of the signal Gf /G0 to be at most twice (Gf /G0 ≈ (w/w0)2). In fact, the intensity
of the Gaussian beam of electrons is not distributed uniformly over transversal direction, but in
branches defined by extrema of Hermit polynomials. So the enhancing factor will tend to two
only for the highest number conductance plateaus (in our case Ni = 6,7). Disorder between the
QPCs also suppresses the enhancement factor.
2.7 Combined electrostatic and magnetic focusing
An instructive method to probe the influence of the lens on the coupling between the QPCs is
to combine the previously presented magnetic field measurements with electrostatic focusing
experiment. To demonstrate this in Fig. 2.41(a) we present the detector conductance as function
of B and the voltage applied to the lens gate VL. In this example both QPCs are tuned to the
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a) b)
Figure 2.41: (a) Measured conductanceG as a function of external magnetic field B and voltage applied to
the lens VL. QPC1 was used as emitter and QPC2 as detector, both tuned to the 7th plateau.
(b) 3D profile of the conductance. Maximum value of conductance at VL = −0.65V and
B = 0mT.
7th plateau, hence the horizontal line G(B) at VL = 0 is identical with the uppermost curve in
Fig. 2.18(a). As we decreaseVL all conductance maximamove towards smaller B until they merge
at VL ≃ −0.65V. Here the conductance develops a pronounced maximum which even exceeds
the sum of the individual maxima at VL = 0. The conductance peak is a strong indication that at
VL ≃ −0.65V our lens indeed focuses carriers between the two QPCs. At even more negative VL
the individual maxima reappear at finite B as now the lens is de-focused again. The measured
focusing is not perfect as our lens has astigmatism caused by its imperfect shape. The role of the
coherent electron modes is also discussed in the Appendix (A.2.3).
Figure 2.42: Sketch of the elec-
tron focusing experiment at fi-
nite B for both ray-optics (blue)
and Gaussian beammodel (red).
The last relevant argument for the Gaussian beammodel of
electrons is related to the angular distribution of electrons emit-
ted from the QPC. Attributing the previously discussedG(B) pro-
file to the ray-optics model yields trajectories with emission an-
gles α larger than the opening angle of the lens (solid blue line).
Such branches cannot be captured by the lens for geometrical rea-
sons. We however have evidence for the electrostatic focusing of
these branches, indicating the observation of weakly diverging
Hermite-Gaussian modes according to the Gaussian Beammodel.
We sketch another argument for using the Gaussian beam model
for our measured data in the Fig. 2.42.
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2.8 Conclusions
Within the second chapter we investigated the coupling between two distant QPCs via the usage
of collimated ballistic electron beams. We presented electrostatic focusing of ballistic electrons
emitted and detected by QPCs representing parabolic saddle point potentials. Our magnetic
deflection experiments show indications that Hermite functions describe the angle distribution
of electrons. We attribute the occurring deviations mainly to defect scattering. We also used an
electrostatic lens between both QPCs to refocus the electron beams emitted from a QPC with
and without an out-of-plane magnetic field. The lens can be adjusted to enhance the coupling
between two QPCs without changing the lateral structure of the ballistic electron modes. Finally,
we established a combination of magnetic electron deflection and electrostatic focusing as a new
tool for precise manipulation of ballistic electrons. Our observations favor electron dynamics
according to aGaussian beamopticsmodel based onHermite functions rather than the frequently
used plane electron wave model. To summarize we list all the main arguments for using the
Gaussian Beam model for ballistic electrons:
• Indications of resolving lateral mode profile with magnetic focusing experiment: Possible
deviations from theoretically predicted conductance profiles are caused by the classical/-
coherent backscattering from defects and gates.
• Gaussian beam focal shift: the electrostatic focusing experiment result in a shifted position
of focal point compared to the focal point in ray optics. The Gaussian Beam model for
electron propagation by contrast explains this shift by contrast to ray optics.
• Manipulating electron branches that are inaccessible assuming ray optics for our lens gate




Coherent Coupling of an Open Ballis-
tic Electron Resonator to a antum
Point Contact
Coherent coupling between nanodevices is a key concept for future quantum information circuits.
Coupling mechanisms include exchange interaction, extended fields or transport of massive parti-
cles. Here we explore the mode coupling between a simple nanostructure, a quantum point contact,
and a standing electron wave confined in an open hemispherical resonator. We study linear response
transport through the combined system to extract phase information of the quantum point contact
modes. Measuring the temperature dependence of the visibility of resonator modes we determine the
dephasing of the coupled system, which is dominated by energy broadening at T < 1K. We demon-
strate that a proper dephasing analysis is highly model dependent and requires detailed knowledge
of the geometry of the mode structure of the coupled system.
3.1 Dephasing in an open 2DES
Phase coherence of ballistic electrons is essential for quantum applications and has been stud-
ied in a wide variety of quantum interference experiments in two-dimensional electron systems
(2DES) of GaAs/AlGaAs heterostructures. Most fascinating experiments include double slit [143],
Aharonov-Bohm [144, 145] or Mach-Zehnder interferometry [146], Fabry-Perot interferome-
try [147], scanning gate spectroscopy [112, 124, 148] and transport through extended cavities
[149, 150], to name a few. However in most of experiments coherent effects can be suppressed
due to several mechanisms:
• e–e scattering [151] with energy transfer in the order of kBT . The electron-electron in-




















where QTF = m/ǫ0ǫGaAs~
2 is the Thomas-Fermi screening vector (QTF ≃ 1.9 · 108m−1 in
GaAs at cryogenic temperatures), kF and EF is the Fermi energy and wavevector accord-
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ingly. Validity condition of the formula requires the applied source-drain voltage V to be
within the range: eV << kBT << EF.
• e-e scattering with small energy transfer (Nyquist noise) [153]. These quasielastic e–e col-
lisions are equivalent to the interaction of an electron with the fluctuating electromagnetic
field produced by all the other electrons, i.e. dephasing by the equilibrium Nyquist noise










• energy broadening of the Fermi surface. This effect is caused by either finite temperature
or finite source-drain voltage and for the first results in a loss of phase coherence after a




(or lT = ~vF/kBT for
the ballistic transport regime)
• electron-phonon interaction [156] for temperatures T > 4K. This dephasing time obeys
τph ∝ T −2 dependence [154].
The total dephasing rate can be calculated by using the Matthiessen’s rule [155]:
τ−1φ ≈ τ−1e-e + τ−1T + τ−1N + τ−1ph (3.3)
3.2 Combined system of a QPC and a cavity
Recently, the dynamics of ballistic electrons has been compared with that of classical light in the
framework of so-called electron optics [157, 158]. While classical motion of electrons is often
described in terms of simple ray optics [78, 79, 131], quantum phenomena based on phase coher-
ence require an analogy to wave optics [76, 115, 159]. Here, we present transport measurements
of a quantum point contact (QPC) coupled to a mesoscopic hemispherical open resonator (HOR)
defined in the 2DES of a GaAs/AlGaAs heterostructure. While previous studies of such coupled
systems where restricted to the first fundamental subband of the QPC [160, 161] our experiments
cover the complete pinch-off curve of an almost parabolic QPC including seven one-dimensional
modes. As we increase the resonator size, we observe the breakdown of well defined determinis-
tic resonances which we interpret as the onset of chaotic behavior. In the deterministic regime,
we model the dephasing with increasing temperature and thereby demonstrate the importance
of considering the realistic mode structure of two-dimensional resonators.
We use the same electrical wiring and cryogenic techniques as in the previous chapter.
The gate layout of our sample is shown in Fig. 3.1(a). Applying negative voltages V1 and V2 to
the individual gates we locally deplete the 2DES 107nm beneath the surface to define a QPC
embedded in a HOR. In Fig. 3.1(b) we plot a pinch-off curve of our QPC measured at T = 250mK
without HOR, V2 = 0. It shows smooth and well established conductance plateaus at integer
multiples of GQ = 2e
2/h as a function of gate voltage V1. The red line presents a theoretical
expectation applying Büttiker’s approach for the QPC transmission from Eq. (2.29) with the
anharmonicity parameter β2 = 0.007. Table 3.1 contains the result of the QPC calibration.
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Figure 3.1: (a) Scanning electron microscope image of the sample including a simplified measurement
circuit. The GaAs surface of the wafer is shown in gray and Ti/Au gates in yellow. The
gates are used to define a QPC by applying a voltage V1 and an electron reflector by V2. An
open resonator forms for V1,V2 < −0.8V, where the 2DES beneath all three gates is depleted.
Ohmic contacts are indicated by white framed crosses. We measure the current I through
the QPC in response to a source-drain voltage V applied at the current amplifier at the lower
contact while the remaining contacts at the sides are grounded. (b) Pinch-off curve of the
QPC at V2 = 0, i.e. with no resonator defined. Black dots are measured with V ≃ −0.5mV
while the red line has been calculated with Eq. (2.29). The lead resistance of 270Ω has been
subtracted. Horizontal lines indicate integer multiples ofGQ = 2e
2/h and vertical dashed lines
correspond to half transmission at 0.5GQ of the respective highest subband. Top-left inset:
full range pinch-off curve of the QPC.
ωy/ωx V
0
1 (V) α~ωx (V) β1 β2
1.8± 0.1 −1.656 0.06V −0.6E − 5 0.007
Table 3.1: Table of calibrated values of ωy /ωx , ~ωx , α~ωx , β1 and β2 for the QPC
To form an open cavity for conduction band electrons, we add a spherical mirror by de-
pleting the 2DES beneath the upper gate in Fig. 3.1(a) applying sufficiently negative voltage
V2 < −0.8V to it. The QPC is located near the cavities epicenter while the radius of the spheri-
cal mirror R = 1.85µm is slightly shorter than the overall geometric cavity length L ≃ 2.3µm,
compare Fig. 3.1(a). L and the QPC transmission can both be fine-tuned by adjusting the gate
voltages. The electron dynamics is ballistic inside the cavity as at the Fermi energy of 11.19meV,
the electron mean-free-path is lm = 21µm much longer than the resonator’s dimensions. . Two
side contacts electrically ground the cavity with a combined lead resistance of approximately
135Ω. We use a current amplifier (DL Instruments 1211) at the third contact to measure the
current flowing from the cavity through the QPC. While for the QPC pinch-off curve shown in
Fig. 3.1(a) we used a separate voltage source, now the amplifier also serves as voltage source by
adjusting its input voltage offset V . To control the applied voltage, we do this while measuring
the current at well-defined resistance, e.g., at GQPC = GQ without a cavity (V2 = 0). Combining
voltage source and current detector in one instrument helps to achieve a low level of external
noise: it minimizes noise produced by connected instruments and makes it more straightfor-
ward to avoid noise related to fluctuations of the ground potential. The temperature drift of
the electronics by typically 1µV during the duration (typically three hours) of each experiment
dominates the uncertainty of the applied voltage.
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Depending on the sign of V the QPC emits either electron (V < 0) or holes (V > 0) into
the resonator, but because of the electron-hole symmetry at the Fermi edge the linear response
results below are independent of the sign of V . The current flowing at V = −10 ± 1µV can be
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Figure 3.2: a) Measured current I with respect to V1 and V2. Two dashed vertical lines show the position
of the cuts in (b) and three dashed horizontal lines - cuts in (d). Four transport regimes are
indicated with Roman numbers: first two of them are marked with yellow and red transparent
area. b)Measured current I dependence onV1 at two fixed values (black and red) ofV2 marked
in (a) with vertical dashed lines. c) Black curve is the measured conductance G as a function
of V2 for a single QPC in units of GQ = 2e
2/h (the same data as in Fig. 3.1(b)). Blue curve
represents the averaged current dependence I(V1) over the range of −2V < V2 < 1.4V. for
the combined system of the QPC and the cavity. d) Measured current I as a function of V1
for three fixed values of V1, marked in (a) with horizontal dashed lines. Curves are averaged
over the five adjacent lines. e) Fast Fourier Transform (FFT) of measured current I(V1) and
I(V2). Main peaks are marked with the vertical bars.
mirror, x-axis). For clarity we indicate 4 separate regions, I–IV, in Fig. 3.2(a). In region I defined by
V1 . −1.72V the QPC is pinched off and I = 0. The resonator is absent in region II atV2 & −0.8V
(and V1 & −0.8V, not shown), because beyond this depletion voltage the barriers below gates
become leaky. In region III the resonator has well defined deterministic modes giving rise to
a regular stripe pattern of high versus low current. At minimal current carriers emitted from
the QPC are efficiently scattered back through the QPC while at high current backscattering is
reduced such that more carriers contribute to the current. The stripe pattern is linked to standing
electron waves with constructive versus destructive interference of cavity modes at the QPC
position. Interestingly, the ordered stripe pattern is absent in region IV, roughly for V1 > −0.9V
or V2 > −1.2V, but where electrons are still perfectly reflected below the gates. We believe that
here we observe a transition from deterministic to chaotic behavior as the cavity extension is
tuned too far beyond the focal length of the hemispherical mirror, as discussed further below.
The transition can also be seen in I(V2) in Fig. 3.2(d) plotting horizontal cuts of the panel a)
along three identically colored dashed lines. The two lower curves are in region III and exhibit a
sinusoidal modulation, while the uppermost curve is in region IV and exhibits oscillations with
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a similar amplitude but without a clear period.
In Fig. 3.2(c) we compare the linear response pinch-off curve G(V1) of the undisturbed
QPC at V2 = 0 (black) with corresponding data in region III (blue) where the QPC is coupled to
the open resonator. (For better comparison the data are averaged between −2V ≤ V2 ≤ 1.4V).
Strikingly, once coupled to the open cavity the linear response conductance stays well below GQ
even where the undisturbed QPC has already G > 10GQ. The strong conductance suppression
indicates that most carriers emitted by the QPC are scattered back through the QPC and do not
contribute to the current. In Fig. 3.2(b) we plot twoG(V1) curves at individual V2 values [vertical
cuts in panel a) along dashed lines of identical colors]. G(V1) oscillates strongly, reflecting the
stripe pattern in panel a), where the minima reach G = 0. The conductance oscillations origin in
the mode structure of the cavity consisting of the mirror gate and the QPC. They are not linked to
the conductance plateaus of the undisturbed QPC plotted in panel c). Our discussion suggests a
strong, coherent coupling such that the cavity modes and the QPC modes become indistinguish-
able. In a first simplified model, we assume a Fabry-Perot type one-dimensional (1D) resonator.
We introduce the effective resonator length Leff = L −∆L1 −∆L2, where ∆L1(V1) and ∆L2(V2)
account for the lateral depletion regions next to each gate and grow approximately linearly with
−V1 and −V2. In a Fabry-Perot resonator, the period of interference oscillations corresponds to
half of the Fermi wavelength, λF = h/
√
2m∗EF ≃ 45nm in our case. To accurately determine
the oscillation period we have performed fast Fourier transformations (FFT) of I(V1) and I(V2)
presented in Fig. 3.2(e). From the main maxima ImaxFFT indicated by vertical lines in Fig. 3.2(e)
we find with dLeff/dV1,2 = I
max
FFT λF/2 the cavity size dependences dLeff/dV2 ≃ 179nm/V and
dLeff/dV1 ≃ 139nm/V.
The increase of the size of the open cavity with gate voltages should result in a transition
from deterministic to chaotic behavior: for an ideal resonator with infinite Q-factor we would
expect the formation of chaotic modes whenever the focus point of the hemispherical mirror
is outside of the cavity [140], in a naive picture for R < Leff in Fig. 3.1(a). In our sample, as
we increase the resonator size Leff we indeed observe a transition from a well defined stripe
pattern in region III to a regime characterized by strong reproducible fluctuations which are not
periodic, indicated in Fig. 3.2(a) as region IV. We observe the actual transition where R is still
slightly smaller than Leff. This discrepancy from the naive model has two reasons: first, our open
resonator has a finite Q and the related broadening of individual modes impedes the formation
of chaotic behavior. Second, the focus point of our cavity is at a larger distance from the mirror
gate compared to R, if we account for its realistic mode structure.
Disorder and imperfect mode coupling lead to deviations from the idealized picture dis-
cussed above. In particular, the current measured through the QPC coupled to a resonator re-
quires carrier scattering out of the resonator and into the two grounded side contacts. Note,
however, that theQ-factor of our resonator is dominated by losses through the QPC for the data
shown in Fig. 3.2(a). The above mentioned imperfections also give rise to additional fluctuations,
apparent in I(V1,V2) in Figs. 3.2(a), (b) and (d). Within the deterministic regime III, these fluctu-
ations are reproducible and, thus, can be viewed as a fingerprint of the actual mode structure of
the coupled system. The first 1D subband of the QPC with G ≤ GQ in Fig. 3.2(c) results in a more
complex mode structure with an additional minimum in visibility along with an extra phase shift
of ≃ π, see Fig. 3.2(a). This feature can either be related to the 0.7-anomaly or is caused by dis-
order related localization. To come to a definite conclusion a more detailed investigation would
be necessary. It demonstrates, however, that in principle interaction effects which give rise to
phase shifts such as the 0.7-anomaly can be studied in our setup [97]. For V2 > V
d
2 , region IV,
the 2DES below the mirror gate is not yet depleted such that no resonator forms. In region III,
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roughly, for V1 & −1V or V d2 > V2 & −0.7V the current is characterized by strong and irregular
but reproducible fluctuations in I(V1,V2). Here our resonator has a chaotic character [162].
3.2.1 Theoretical model
We can model the propagation of the wavefunction along the optical axis through the center of
the QPC to the center of the reflector. The wavefunction can be written in the form:
ψ1D(y) = ψ1D0 e
−iky (3.4)
Electrons in the resonator are reflected by both mirror gate and the QPC gates therefore
after n loops the wavefunction can be calculated as ψ1D(n) = ψ1D0 e
−in(2kL). Here we neglected
phase shift of 2π per loop. Summing up all contributions of the standing wave results in the







Here we treat themirror gate as a perfect reflector with a reflection coefficient equal to 1. Because
only carriers which are not backscattered through the QPC contribute to the measured current
for the measured resonances, we can also assume a reflection coefficient of approximately 1 for
the QPC. However, disorder scattering, as well as imperfections of the open resonator, resulting
in a loss channel. We take this into account by assuming a reflection coefficient of the QPC gates
r < 1.
The sum above can be calculated analytically and results in the transfer function (Airy
function)
T 1Dr (Leff) =






where F is the finesse of the resonator as defined in Ref. [140].
In the second model, we use Hermite polynomials as QPC eigenfunctions from Eq. (2.48)
and Gaussian beam model from the section (2.6.4) for the free propagation of the electrons emit-
ted from the QPC. After injection into the cavity, every QPC eigenmode propagates in the free
2DES until reaching the mirror gate.
We assume the reflected wavefunction to have Hermite-Gaussian form with a phase shift
by π and different radius of the wavefront 1/R2 = 1/R1−2/R, where R1 is the wavefront radius
before the reflection and R2 after. Superposition of all reflected wavefunctions for any number







Transfer function of the cavity can be expressed by integrating over the transversal profile of the
electron wavefunction and normalizing it:
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The current I can be calculated for both models from the transfer function of the cavity Tr as-
suming finite losses into the side contacts.
I = I0Tr(Leff) (3.9)
The electron scattering to the sides contacts, i.e. the dephasing of the resonator, is caused
by resonator imperfections including elastic scattering including disorder, roughness of gate
surfaces or incomplete modematching. All these effects are temperature independent and are
summed up in two fit parameters: the QPC gates reflection coefficient r and the baseline current
I0. In addition there are two dephasing mechanisms that are temperature dependent: electron-
electron scattering and thermal broadening. We can account for them by introducing and imag-
inary part of the wavevector:
k = kF + ik
′′ (3.10)






2Dexp(−y/lφ(T )) , (3.11)






. Substituting Eq. (3.11) into Eq. (3.6) or Eq. (3.8) we can calculate
current through the coupled system, that is a periodic function of Leff. It has finite visibility
v = (Imax−Imin)/(Imax+Imin) caused by k′′ and r . We can compare this v to the measured data.
3.2.2 Comparison between theory and experiment
To study electron dephasing we measure the temperature dependence of the current I(T ). Rep-
resentative data is shown in Fig. 3.3(a) Here we plot I(V2) at G/GQ = 4 (fourth conductance
Figure 3.3: a) Dots: Measured current I in the deterministic regime III from Fig.(3.2) as a function of
reflector voltage V2 for various temperatures T at fixed GQPC = 4GQ. Red lines: simulated
current I in the deterministic regime I, solid for the 2D model and dashed for 1D model b)
Symbols are the measured visibility values as a function of temperature in semi-logarithmic
scale for fixed GQPC = 4GQ. Lines are theoretical fits, red for the 2D model and black for
1D model. Inset: top line marks the e-e scattering length le-e and bottom line illustrates the
thermal length lT dependence on temperature.
plateau of the QPC) for three different temperatures. The oscillation period and phase are in-
dependent of T as expected as neither thermal broadening nor enhanced scattering affect the
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average kinetic energy or wavelength of electrons as long as kBT ≪ EF. The visibility, however,
decreases exponentially with increasing temperature as demonstrated in the Fig. 3.3(b). We also
indicate le-e = vvτe-e and lT = vvτT as dashed lines in the inset of Fig. 3.3(b).
Nowwe can compare the measured dependence I(T )with model predictions that the two-
dimensional nature of the open resonator has to be taken into account properly in a realistic
model. In Fig. 3.3(a) we first plot the calculated current I at various temperatures for the phase
coherence length lφ , where vF ≃ 2.4× 105m/s , as a solid line in a semi-logarithmic scale. Here
we assume a perfectly reflecting mirror while the transmission through the QPC, tQPC, is given
by the Büttiker formula [80] and its reflection is rQPC = 1− tQPC ≃ 0.9. First we approximate our
electron cavity with a one-dimensional Fabry-Perot type resonator and treat electrons as infinite
plane waves. This is a standard approach often pursued in literature to describe electron cavities
[160, 163]. The resulting I(T ) dependence is plotted in Fig. 3.3(a) with red dotted line.
In a more realistic approach, we now model the two-dimensional dynamics in our cavity.
The pinch-off curve of our QPC presented in Fig. 3.1(b) indicates an almost perfect parabolic
saddle point potential with Hermite functions as eigenfunctions for the carriers. The latter are
emitted within a Gaussian beam profile [140, 166]. Consequently, we model the cavity modes
also as Hermite functions in a Gaussian beam profile. The radius of the hemispherical mirror is
shorter than its distance from the QPC, R < L in Fig. 3.1(a). However, for a Gaussian beam, the
focus point of the hemispherical mirror is at Lef f ≃ 2.1µm, i.e., closer to the QPC. A possible
mismatch causes deviations from the cavity eigenmodes from the Hermite functions. In our
calculation, we nevertheless assume Hermite functions and account for differences by 0.5µm.
We show the fit in Fig. 3.3(a) with the solid red line. Aswe can see from the figure, both theoretical
fits exhibit comparable behavior.
Next we present the visibility v(T ) calculated from our current measurements I(T ) in
Fig. 3.3(b) as black circles. It reveals quantitative agreement with the theoretical prediction of
the 2D model including its temperature dependence. Assuming unrealistic reflection coefficient
of the QPC gates r = 0.32 for the 1D model we can fit the visibility values but not for the range
of T > 0.5K because of its different exponential dependence on temperature. Hence we can
conclude that a one-dimensional Fabry-Perot model overestimates the visibility. In contrast, our
measurements agree with theoretical predictions if we consider a realistic model of the electron
cavity properly taken into account its two dimensions. They suggest much lower v(T ) compared
to the theoretical prediction and, also, a stronger temperature dependence.
3.3 Conclusions
In the third chapter, we presented an approach to measure the phase behavior of a nanode-
vice by coupling to a ballistic cavity. The transmission through the combined system of a QPC
and hemispherical resonator shows indications of both quantum interference and QPC mode
physics. In this chapter we showed indications of coherent coupling between the cavity and the
QPC. We compared two models to describe our data: infinite plane waves and bounded Hermite-
Gaussian lateral beam profiles. While these models give the same result regarding transmission
through the system they differ in reproducing its dephasing properties: the plane wave model
fails to predict dephasing based on energy broadening in ballistic transport regime in contrast to
a Gaussian-Hermite model.
Chapter 4
Lissajous Rocking Ratchet based on a
antum Dot
Breaking fundamental symmetries often give rise to interesting effects and, in particular, breaking
the time-reversal symmetry (TRS) is a requirement for many applications such as information pro-
cessing. In this chapter, we present a familiar with TRS concept based on a QD, nanoscopic structure
where electrons are confined in all three dimensions. While different realizations of QD are possible,
we deal with lateral QDs defined within a 2DES embedded in a GaAs/AlGaAs semiconductor het-
erostructure. In our experiment, we break time-reversal symmetry by periodically modulating the
quantum dot’s barriers. In the next sections, we show the characterization of our QD and discuss that
our quantum dot resembles a Lissajous ratchet for complex modulation of both gates. The primary
results presented in this chapter are published in Physical Review Letters [167].
4.1 antum dots
In the following chapter, we perform experiments with driven QDs, and we start with discussing
their transport properties. QD’s density of states is discrete, giving rise to a potential map shown
in Fig. 4.1(a). The QD is coupled there via tunnel barriers with tunneling rates ΓL,R to two electron
reservoirs [source and drain marked as L and R respectively, in Fig. 4.1(a)] at cryogenic temper-
ature T . The leads are treated as a degenerate Fermi liquid with chemical potentials µL and µR
shown in Fig.4.1(a). Tunable barriers [grey in Fig. 4.1(a)] can be achieved by imposing spatially
varying electrostatic potentials shifting the energy band locally. The electrostatic confinement
potential is provided by the field effect while applying negative voltage on golden gates on the
surface (similar to previous chapters).
The system can be characterized by means of the constant interaction model [168]. It
parametrizes the mutual Coulomb interaction of electrons inside the dot and their coupling to
other charges outside the dot by capacitive coupling constants Ci , see figure 4.1(b). In Fig. 4.1
we show capacitive/resistive simplified scheme of the QD. The main approximation of the model
is that the quantum-mechanical energy levels En in the QD do not depend on the number of
electrons occupying the quantum dot. These energies can be added to the classical electrostatic
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Figure 4.1: Sketch of the QD circuit in a potential landscape representation. Tunnel rates of the barri-
ers that form the dot are ΓL,R, dot chemical potential levels µn are denoted with horizontal
lines. (b) The simplified equivalent circuit of a quantum dot coupled to two leads. The QD is
sketched in the center: horizontal lines denote chemical potentials and vertical lines barriers.
Capacitive couplings are represented by Ci , resistive couplings by Ri . For simplicity, all gates
are represented in only one gate Cg with voltage Vg applied to it.





The pure classical electrostatic energy of n electrons in the dot is given by
Ues =
(−en+ [CRVR +CLVL +CgVg ])2
2CQD
, (4.2)
where CQD = Cg +CL+CR. We can now introduce useful concepts for determining the electron
ground state of the system as a function of external parameters starting with a chemical potential
µn





(VgCg +VLCL +VRCR). (4.3)
µn of the QD is the energy needed to add the n
th electron to the QD if we neglect correlation
effects. Note that validity condition requires the system to be considered as the grand canonical
ensemble of the QD connected to the leads. The chemical potential of the dot can be modified by
changing the applied voltages. A leverage factor κµ = δµn/δVi = −eCi /CQD connects the change
in voltage to the change in chemical potential. The onsite energy of the QD ǫo = −κgVg shows
how energy states of the dot can be tuned with plunger gate voltage Vg . The difference between
the chemical potential for n and n− 1 electrons is defined as charging energy of the QD:
EC(n) = µn −µn−1 = e2/CQD +∆E (4.4)
where ∆E = ǫn − ǫn−1 is contribution of the single particle spectrum, that depends on the n.
The single quantum dot acts as an artificial atom [169]. Because of the missing positive nuclear
charge, numerous different ionization states are possible. We can calculate current through the









f (ǫ −µL)− f (ǫ −µR)
]
dǫ , (4.5)
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Figure 4.2: a) Reduced scheme of the QD in the Coulomb blockade. Vertical lines denote tunnel barriers,
horizontal lines the chemical potentials of the QD for the nth electron. b) Reduced scheme
of sequential tunnelling through the QD. c) Simulated conductance G as a function of the
plunger gate voltage Vg in the Coulomb blockade regime.
where SnLR(ǫ) is the the probability that an electron with initial energy ǫ from source lead is scat-
tered to drain lead, f (x) = [exp(x/kBT )+1]
−1 is the Fermi function for thermal energy kBT . The
independent channel approximation assumes each charge state of the quantum dot contributes
as independent transport channel to the current. The corresponding scattering matrices S under
independent channel approximation read [10]:
Sn(ǫ) = 1− i
√
ΓLΓR














21. In Fig. 4.2(c) calcu-
lated current I as a function of the plunger gate voltage Vg is shown. Changing the plunger gate
voltage Vg leads to raising up the energy levels of the QD. When the QD energy level fits into
the transport window V the current I flows. As Vg is changed the conductance of the dot differs
between zero (transitions of the electronic states, sketched in Fig. 4.2(a)) and non-zero (con-
stant charge of the QD illustrated in Fig. 4.2(b)) that corresponds to so-called Coulomb blockade
oscillations plot. Experimentally there are few essential requirements for observing Coulomb
blockade:
• EC > eV : Transport window V should be sufficiently small otherwise a current flows
through the dot by sequential tunneling of electrons.
• EC≫ kBT : For lateral QDs discussed in this thesis the charging energy is in the order of 1
meV that corresponds to cryogenic temperatures T < 12K. The same requirement for the
energy broadening is valid for the applied source-drain voltage EC≫ eV
• RL,R > 2h/e
2 ≃ 50kOhm: The barriers should be sufficiently opaque such that the typical
time to charge-discharge the dot, RLRRRL+RR
CQD , fulfils the Heisenberg uncertainty relation.
• EC > δE charging energy should exceed the inhomogeneous broadening. This broadening
is caused by the charge noise or imposed by the measurement setup.
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4.2 Breaking time-reversal symmetry in nanoelectrical circuits
Breaking the fundamental time-reversal symmetry can be exploited in the quantum com-
puter operation for the reduction of the qubit interaction with the environment. The read-
out of the qubit state imposes classical measurements on the quantum system [170] and
in a variety of readout protocols (for example in solid-state superconducting qubits [171])
both the input and output signals collected on the same spatial channel. For the sep-
aration of input and output channels (for instance in microwave reflection based mea-
surements [172]) the readout involves the operation of nonreciprocal devices like circula-
tors (or isolators) [173, 174]. A circulator is a non-reciprocal three- or four-port device
[175], in which a microwave or radio frequency signal is entering any port and then only
transmitted to the next port in the rotation. We show a circulator sketch in Fig. 4.3.





tion (1→ 2→ 3). A
signal entering any
port is transmitted
only to the next port
in rotation
If one of the ports of the circulator is terminated in a matched load, one
obtains an isolator [175] in which signals are transmitted in one direction
and completely suppressed in the other. Both devices offer selective trans-
mission between given ports and both can be operated actively or passively
depending on the underlying physical mechanism.
State-of-art realizations of circulators are based on the Faraday ef-
fect and have physical dimensions close to the microwave wavelength em-
ployed (λ ≃ 30cm for f = 1GHz) that violates scalability down to the chip
size [176]. Here the time-reversal symmetry is broken via the phenomenon
of Faraday rotation based on magnetic materials and fields [175]. An al-
ternative approach makes use of the Quantum Hall effect, i.e., an external
magnetic field breaking the time-reversal symmetry of electrical transport
[177]. This method suggests an on-chip realization of a circulator and dy-
namic control of the non-reciprocity of the transmitted signal: the direction
of circulation of the signals can be tuned in real time by varying the mag-
netic field [178]. However, both ideas use a permanent magnet to bias the
magnetic field, which may channel unwanted flux into the superconduct-
ing qubit. From the active solutions, we can highlight the realization of the
circulator on transistors and varactor diodes [175, 179]. Active realizations supply power but can
be operated dynamically. Significant drawbacks of the transistor-based active circulators are the
power limitation and the signal-to-noise degradation [180], which are critical while operating
quantum information devices.
An alternative realization of the circulator is provided by ratchets [181], devices that com-
bine non-equilibrium conditions and asymmetry. These systems don’t require bulky magnet
assemblies, while providing an on-chip solution where the non-reciprocity of electrical trans-
port is dynamically tunable. In this section we will review such mesoscopic on-chip devices that
create directed motion of electrons and break symmetry in 2DES embedded in semiconductor
heterostructure [182–184]. For clarity we first sort out the related concepts of a quantum recti-
fier, a pump and more general ratchet by its applications and realizations.
75 Lissajous Rocking Ratchet based on a Quantum Dot
4.2.1 Rectifier
One way to break the time-reversal symmetry is imposing a spatially asymmetric element into
the device. Such a passive device, an electron rectifier, converts alternating current into the one-
directional current. The electron rectifier was demonstrated by Song et al. for 2DES based on








Figure 4.4: (a) Sketch of the central part of a ballistic rectifier. The grey areas are etched away, forming
the triangular antidot in the middle and four channels: 1,2,3,4. The current is applied between
1,3 and the output voltage is measured between 2,4. The device operates similarly to a bridge
rectifier based on diodes (b).
show simplified sketch of the experiment. They inserted an asymmetric scatterer into the center
of a ballistic cross-junction that consists of the two narrow channels 1,3 used as source and drain
terminals to source and measure current and the two wide channels 2,4, used to measure the
voltage drop. The typical electron trajectories illustrated by the arrows in Fig. 4.4 suggest for
non-zero source-drain current I13 an accumulation of electrons in the lower lead, i.e., a negative
voltage between 2 and 4. This effect is the consequence of broken symmetry along the 1-3 axis.
However, the symmetry between 2,4 is still conserved, and the output voltage V24 remains the
same if the sign of the source-drain current I13 is changed and the corresponding four-terminal
resistance
R13,24(I13) = R13,24(−I13), (4.7)
where R13,24 = V24/I13. The device is operated similarly to a bridge rectifier 4.4(b) with diodes
but with a different nature of the nonlinearity in the I −V characteristics. The ballistic rectifier
also can be used for the detection of feeble signals without the need of an external bias. Song
et al. [186] showed the existence of a rectification DC current in a ballistic rectifier operated
with an ac voltage. Note that Onsager relations discussed previously in Sec. (2.1.4) also, hold for
non-linear devices but in a more generalized form, by assuming transmission coefficients to be
functions of the lead currents [185].
4.2.2 Turnstile and adiabatic pump
The time-reversal symmetry can be broken by exploiting time modulation of the system with
external forces. The choice of the modulation frequency distinguishes active devices between
operated adiabatically and non-adiabatically. This condition is imposed by the timescales of the
modulation compare to the characteristic timescales to reach equilibrium in the system. Here
we discuss modulated devices based on QDs embedded in semiconductor heterostructures. We
drive the barriers of the QD to the left and right lead ΓL,ΓR with frequency Ω. If Ω ≪ ΓL,ΓR we
treat operation regime as adiabatic.








Figure 4.5: Sketch of the turn-
stile operation. Vertical arrows
indicate gate modulation, hori-
zontal - direction of current.
A turnstile is defined as a modulated device based on QD
with broken time-reversal symmetry by applying a non-zero
source-drain voltage. We sketch the operation of a turnstile based
on a single QD in Fig.4.5. The modulation of the barriers in the
turnstile happens in anti-phase to compensate the movement of
the QD chemical potential. To get quantized current from the de-
vice, the chemical potential should lie in the transport window,
defined by the source-drain voltage (see blocks in Fig. 4.5). At the
first half-cycle of the operation left barrier is lowered and electron
loads from the left lead into the dot. The right barrier is raised due
to the phase difference, preventing any tunneling events with the right lead. At the second half-
cycle, the barriers are vice versa and an electron tunnels from the QD through the low right
barrier giving rise to the current from the left to the right lead. A turnstile device was proposed
by Odintsov [187] and realized in a pioneering work by Kouwenhoven et al. [184]. Kouwenhoven
measured quantized current response from a turnstile tuned to the few-electron regime when a








Figure 4.6: Sketch of the adi-
abatic pump operation. Verti-
cal arrows indicate gate modu-
lation, horizontal - direction of
current.
A modulated device based on QD that creates a direct cur-
rent, where modulation of the QD chemical potential is not com-
pensated is called a charge pump. The charge pump doesn’t re-
quire any external source-drain voltage for operation and is illus-
trated in Fig.4.6. The time-reversal symmetry is broken by im-
posing asymmetry on the driving, i.e., the phase difference be-
tween two modulation signals.[188]. The phase difference cre-
ated a time-delay for the loading-unloading processes in the QD
that together with the movement of the QD chemical potential
create a non-zero current through it. Now the barriers are oper-
ated similarly to the turnstile, but during the loading half-cycle,
chemical potential is lower than the chemical potential of the left lead. Then it is raised to a
higher value making tunneling through the lowered right barrier energetically favorable. Elec-
tron pump devices have been engineered in GaAs/AlGaAs heterostructures [189] as well as in








Figure 4.7: Sketch of the non-
adiabatic pump operation. Ver-
tical arrows indicate gate mod-
ulation, horizontal - direction of
current.
Under strict adiabaticity conditions an adiabatic pump re-
quires at least two parameters to produce a non-zero dc current
[191]. In our case these two parameters are independent driv-
ing of the two QD barriers. An operation of the pump is possible
while driving only one-barrier and keeping the other constant
in the non-adiabatic regime. In this regime driving also causes
modulation of the chemical potential of the QD and the system
is driven out of the equilibrium. The non-adiabatic pump opera-
tion is shown in Fig.4.7. In the non-adiabatic pump loading, half-
cycle is the same as in adiabatic species, but unloading happens
by pushing electrons over a fixed barrier. It is crucial that rais-
ing the chemical potential of the dot happens faster than tunneling out of the QD. Otherwise,
the extra charge will be lost back to the source immediately once µn is raised above µL (this
is a non-adiabatic requirement). Non-adiabatic electron pumps prove their suitability for being
used as a metrological standard for the definition of Ampere [192]. In this chapter, we will not
describe non-adiabatic pumps but concentrate on adiabatic two-parameter pumping procedure.
This pump species will be later discussed in all details based on a realization in our device.
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4.2.3 Ratchet: definition and types
The ratchet combines different properties discussed previously for a pump and a rectifier: non-
equilibrium fluctuations and broken spatio-time symmetry to generate directed motion. In a
comprehensive review [181] Hänggi and Marchesoni divided ratchets into two classes: flashing
ratchets [193], in which the shape of the ratchet potential varies in space, and rocking ratchets
[194], in which the ratchet potential is subject to an (periodic [195] ) external force with a time-
average of zero.
4.2.3.1 Flashing ratchet: spatial asymmetry
A thought experiment originally proposed by Smoluchowski [196], and later expanded upon
by Feynman in his Lectures on Physics [197], illustrates the impossibility of rectifying thermal
fluctuations with a system in equilibrium, even if it contains a source of asymmetry. It shows
a flashing ratchet and uses a pulsating spatially asymmetric potential to turn fluctuations into
work. The second principle of thermodynamics rules out directed motion at thermodynamic






Figure 4.8: Working principle of the flashing ratchet. The operation consist of three sequential steps,
when turned on and off potential results in a ratchet current to the right.
scription for Brownian particles [194] as straightforward and easy to understand example. Con-
sider a sample of Brownian particles in a (static) asymmetric periodic potential. If the potential
is “flashed” that is, if it is turned on and off repeatedly [198], it is sufficient to set the Brownian
particles into directed motion, as sketched in Fig. 4.8. At the initial situation when the potential
turned on the Brownian particles localized at the bottom of a given well. Then the potential is
turned off, and the Brownian particles will symmetrically diffuse in space. Next, the potential is
turned on again, and the Brownian particles are retrapped in both the original well and in the
neighboring ones. However, as the potential is asymmetric, the retrapping will lead to an asym-
metric situation, with the number of particles trapped in the wells at the left of the original well
different from the number of particles trapped in the wells at the right of the starting location.
In this way, the center of mass of the particle cloud will move, and directed motion is obtained.
Note that the flashing ratchet does not violate the second law of thermodynamics because work
is done on the system while turning on the potential.
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4.2.3.2 Rocking ratchet: time-reversal broken symmetry
While a flashing ratchet turns undirected diffusion into directed motion by repeatedly switching





Figure 4.9: Working principle of the rocking ratchet. The potential profile is influenced by an external
time-periodic force, time evolution corresponds to phase φ change. Three different time mo-
ments at φ = 0.5π, φ = 0.75π and φ = 0.25π illustrate the observed net drift of Brownian
particles to the right.
Figure 4.9 shows an operational cycle of a rocking ratchet for Brownian particles. An
asymmetric potential tilted up and down symmetrically is shown at three different moments in
time during one period T of operation (that corresponds to the phase change by 2π) : φ = π/2
tilted up, φ = π, at zero tilt, and at φ = 3π/2, tilted down. When the asymmetric potential is
rocked up and down Brownian particles are more likely to have sufficient energy to traverse the
barriers to the right at φ = 3π/2 in figure 4.9, than to the left at φ = π/2 . On average, a current
of particles will flow to the right in the rocking ratchet shown in Figure4.9.
79 Lissajous Rocking Ratchet based on a Quantum Dot
4.2.4 Ratchets based on quantum dots in semiconductor structures
A good example of a quantum ratchet is a double quantum dot (DQD) the device, introduced by
Kraphai et al. [182]. Figure 4.10(a) shows a SEM image of the device. The double dot and a QPC
are separated by the negatively biased central gate to prevent any leakage currents, see Fig.4.10.
The QPC is employed as a nonequilibrium energy source. If the internal symmetry of the double









Figure 4.10: a) AFM micrograph of a double-quantum-dot device. Metal gates are marked with light
color, black squares are the source and drain regions. The red scale bar marks a length of
1µm. b) Schematic diagram of the device: A biased quantum point contact QPC and the
asymmetric double quantum dot DQD is shown as two dashed circles. The asymmetry is
induced via gate voltages at the plunger gates 2 and 4. c) Measured current through the
double quantum dot IDQD as a function of its detuning∆ forVQPC = −1.55mV (symbols) and
3.3IDQD for VQPC = −1.55mV (solid line). An elastic contribution to IDQD is subtracted. The
two insets sketch the corresponding inelastic tunneling processes which drive the ratchet
current. Reproduced from [182].
For weak interdot tunneling, detuning of the quantum dot energy levels results in the
localization of an electron in one dot, so that elastic electron transfer to the other dot is energeti-
cally forbidden. On the insets the interdot tunnelling processes are sketched for the right-to-left
transition [m,n + 1]→ [m + 1,n], with asymmetry energy ∆ = Em+1,n −Em,n+1, and for the op-
posite left-to-right transition with energy −∆. Because of inelastic interdot tunneling inside the
Coulomb-blockaded double quantum dot, there is a non-zero net ratchet current. This current
is plotted in Fig. 4.10(c) as a function of the detuning of the dots ∆. A finite ratchet current is
present if the electron energy states in the dots are detuned asymmetrically, i.e., when ∆ , 0. In
contrast, an ionization of one dot toward its adjacent lead, followed by recharging from the same
lead, does not result in a net current. The non-equilibrium energy quanta, emitted by the QPC
electrons and absorbed by the electrons in the DQD, are likely acoustic phonons, but could also
be photons or 1D-plasmons [182].
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4.3 Measurement setup
The measurements presented in this chapter are based on low-temperature physics close to the
electronic ground state in nanostructures with feature sizes around 100nm. To reach the QD
ground state we performed the experiments at cryogenic temperatures around T = 50mK. The
small energy scales of the phenomena examined also limit the excitation voltages that may be ap-
plied to samples. In this section, we will describe the used cryogenic setup and discuss electronic
and noise considerations relevant to our work.
4.3.1 Dilution fridge and the setup
We used an Oxford TLM 400 dilution refrigerator for resolving typical characteristic energies of
the QD that is usually in the order of several 100µeV. The basic operating principle of helium
dilution refrigerators is the following: when a mixture of He3 and He4 is cooled below a critical
temperature (0.86K), the mixture separates into a He3-rich, concentrated phase and a dilute
phase. Because of the enthalpy difference between the two phases, it is possible to obtain cooling
by evaporating He3 from the concentrated phase into the dilute phase. The reader is advised to
Ref. [94] for more detailed explanation. The used cryostat is a top-loading version which consists
of a long sample stick, which can be slid from the room temperature top of the cryostat down to
the base temperature mixing chamber. This engineering solution provides with the fast exchange
of the samples (within one hour) at the cost of high He4 consumption (50L per 2 days).
An essential requirement for ratchet measurements in QDs is minimizing noise pickup
into the source-drain line that can cause unwanted symmetry breaking of the measured current.
To reach a measurement sensitivity with the noise level below 1µV in the source-drain line,
we reduced the external noise as much as possible. Our main strategy is to use low-pass filters
for all but the rf wires and carefully design our room temperature assembly of instruments and
cables to avoid pickup of noise or ground loops. We show the used experimental setup sketch
in Fig. 4.11. We show the cryostat as a circle in the center of the Fig. 4.11. All cables inside the
cryostat are heatsinked at several points in the cryostat (at T = 4,1.5K and 300mKmarked with
three transparent concentric circles in Fig. 4.11) that provide efficient cooling of the 2DES via
the measurement wires. We used the same strategy of avoiding the ground loops as in 2.2, the
details can be found in Fig. 4.11. Solid black lines represent the ground connection in Fig.4.11.
The cryostat provided the common measurement ground (i) and the magnet power supply was
connected to the ground of the dewar (ii). Ground (iii) was used as technical supply ground for
all the devices. To effectively isolate both grounds from each other galvanic isolators were used
marked in Fig. 4.11 with the pictogram . The setup was controlled by computer via the GPIB
protocol by the framework of Labview-based programs. The connection scheme of GPIB cables
is shown in the lower panel of Fig. 4.11) with dashed black lines.
4.3.1.1 rf wires
To generate a high-frequency signal up to 1 GHz, we used an arbitrary waveform generator
Tektronix AWG5014B. rf wires are shown with magenta color in Fig. 4.11. For the rf signals, we
use lossy semi-rigid stainless steal coax cables inside the cryostat. To combine dc gate voltages
with rf modulations we use Mini-Circuits ZFBT-4R2GW bias-tees at the cryostat entrance at














































Figure 4.11: Sketch of the experimental setup and the electrical connections. The dewar is sketched in the
center as a black box, with a circle that represents a dilution fridge inside. Active electrical
devices that are controlled by the PC or send data to the PC are grouped in the bottom of
the scheme. Passive elements such as filters and bias-tees are marked with the appropriate
color for the gate wires (blue), current wires (red) and distinguished additionally with arrows
indicating input/output. rf wires are indicated with magenta color. Thermal anchoring of
the wires is indicated at different temperatures with transparent concentric circles inside the
fridge.
room temperature. As a DC voltage source, we used Yokogawa 7651. On the rf-side of the bias-
tee, we added additional 20dB attenuators. Signal attenuation allows us to work with higher
output signals of the rf generator which provides a higher signal-to-noise level. In table 4.1 we
summarize the parameters of the rf wires.
4.3.1.2 Gate and current wires
Gate wires are shown with blue color and current wires with red in Fig. 4.11. We use a combi-
nation of π- or T-filters to reduce high-frequency noise and standard RC-filters to reduce noise
at lower frequencies. The gate voltage filters have a cutoff frequency of 1.6Hz. For the current
wires we use filtering with the cut-off frequency of 30kHz in combination with a Voltage divider
(1000 : 1) on the source side directly at the cryostat, see Fig.4.11. The high cut-off frequency
makes our filters compatible with lock-in measurements at lower than cut-off frequencies. A
requirement is that ohmic resistance of the wires (including the filter) should be much smaller
than the sample resistance which ranges from 1MOhm to few GOhms in our QD measurements.
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Component Resistance (Ω) Capacitance to ground (F)
Double shielded coax ≃ 1 > 100p
Filter box 100k 1µ
Double shielded coax ≃ 1 > 100p
Stainless steal coax ≃ 200 ≃ 250p
Bias tee 2.2k∑ ≃ 102.4k ≃ 1µ
Table 4.1: Resistances and capacitances in the rf wires.
Component Resistance (Ω) Capacitance to ground (F)
Double shielded coax ≃ 1 > 100p
Filter box 100k 1µ
Double shielded coax ≃ 1 > 100p
Constantan loom wires ≃ 200 > 100p∑ ≃ 100k ≃ 1µ
Table 4.2: Resistances and capacitances in the gate wires.
The setup parameters for wiring and filtering are summarized in the Table 4.2 and 4.3.
4.3.1.3 Current amplifier offset
We used a combination of preamplifier DL instruments amplifier 1211 model and a multimeter
Agilent 34411A to detect source drain currents within the range of pico to nanoamps and obtain
the best signal-to-noise ratio for our measurement. The current amplifier schematically is shown
in Fig. 4.12 [199].
The output voltage Voutput is approximately proportional to the input current I and the
gain resistance Rgain:
Voutput = IRgain (4.8)
The nonlinear active components of the operational amplifier can generate a voltage between
the two inputs Voff. Because this input offset acts as a voltage source in our experiment we
try to adjust it to Voff = 0. To minimize the unwanted Voff, our amplifier provides an offset
adjust potentiometer. Fig. 4.12 depicts its working principle. By changing the resistance of the
potentiometer R2 with wiper or screw R1 we compensate the offset voltage with the voltage
drop from the supply line. Generally the effect of the input offset voltage can be described in the
Component Resistance (Ω) Capacitance to ground (F)
Double shielded coax ≃ 1 > 100p
Filter box 2.2k 1.8n
Double shielded coax ≃ 1 > 100p
Constantan loom wires ≃ 200 > 100p∑ ≃ 2.4k ≃ 1.8n
Table 4.3: Resistances and capacitances in the current wires.










Figure 4.12: Current Amplifier circuit diagram with a potentiometer to correct input offset voltage.
formula [200]:









We have adjusted Voff before each measurement via a zero set screw at the amplifier with an
accuracy of about 10µV.
Input offset voltages vary with temperature T with the temperature coefficient named
TCVOS, or more commonly, drift. According to DL Instruments 1211 specifications, its temper-
ature drift is < 10µV/K. The offset drift also depends on the offset value. For example, the drift
penalty for a FET input op-amp is in the order of 4µV/°C for each millivolt of the offset volt-
age. [201]. We stabilized the ambient temperature during our measurements to avoid strong
drifts and achieved stability of ∆T = 1C. The offset voltage also changes over time due to aging,
which is usually specified in µV/month or µV/1000 hours. Offset time drift is proportional to the
square root of the elapsed time. Thus we limit the measurement time of each plot shown in the
chapter with 3 hours. We did have a quite stable offset voltage within that time window. How-
ever, we cannot exclude that drift by 1µV happened during measuring 2D plots, which required
the longest measuring time. Later we use the offset voltage as a fit parameter in our theoretical
model, and we determine it from our data as good as 1 µV. Table 4.4 summarizes all the gained
information concerning the offset in our setup. With all these precautions we are able to reduce
Device model Minimal value Temperature drift Time drift
DL Instruments 1211 10µV 10µV/K 18µV/1000 hours
Table 4.4: Input offset information for DL Instruments 1211
the level of our gate or source-drain voltage noise to below 10µV.
4.3.2 Sampleholder and the sample
The sample containing the nanostructure was mounted on the radio frequency sample holder
shown in Fig. 4.13. The wafer was glued with conducting silver epoxy to a gold plated copper
surface thermally connected to the mixing chamber of a dilution refrigerator at a base temper-
ature of ≃ 50mK. The sample and sample holder are in direct contact with He3-He4 mixture
for their high thermal coupling to the mixing chamber. The close-up of the Fig. 4.13 shows the









Figure 4.13: Radio frequency sample holder with sample and a scanning electron microscope image of
its surface
80nm beneath the surface has been fabricated by removing part of the wafer (grey). Metal gates
used to define and control the barriers (yellow gates in the detailed sample view in Fig. 4.13, the
gray gate is grounded) are connected to stainless steel rf coax cables. Electrical connection of the
nanostructure is made by wedge-bonding gold wires to designated bond pads. For low crosstalk
between different rf lines and good impedance matching between the sample and the bond wires
should be short and well separated from other wires. We bonded several wires to one bond pad
to improve impedance matching between the sample and electrical circuitry. This approach has
a limitation because of the restricted area of the bond pad. It was investigated in bachelor thesis
by Sebastian Konrad accompanying this thesis [29].
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4.4 Calibration of the QD
We design our sample to place the QD in between of two barriers under the golden gates, indi-
cated with yellow color in Fig. 4.13. First, we calibrate the used QD using the constant interaction
model described in Sec.(4.1). A simplified sketch of the device circuit highlighting the capacitive






















Figure 4.14: Measurement setup for the QD characterization and sketch of the QD circuit in the inset.
Tunnel rates, ΓL,R, and dot levels µn (horizontal lines) are capacitively controlled by the gate
voltages, VL and VR. We neglect the very weak cross couplings ΓL(VR) = ΓR(VL) = 0. The
leads contain a degenerate electron system with chemical potentials, µL,R. The current is
measured at the grounded right lead, while the voltage V = (µR−µL)/e is applied on the left
lead.
left lead and deal with two gates: left and right, that form the quantum dot and at the same time
can act as the plunger. We substitute the voltage ṼL,R applied to the gates with VL,R to simplify
the discussion, such that our working point on both gate voltages is at VL = VR = 0mV. The
offset is given by the relation:
VL = ṼL +202mV (4.10)
VR = ṼR +91mV (4.11)
Values with the tilde are absolute and without are relative. For a first orientation we present in
Fig. 4.15(a) a stability diagram of our QD measured at finite dc voltage V = (µR−µL)/e = 100µV
applied between its two leads (at chemical potentials µL,R). Plotted is the current I as a function
of relative gate voltages VL and VR applied to the left (L) versus right (R) gate [yellow in the
figure 4.13]. We choose n = 0 for the QD level closest to the working point.
For µR & µn & µL the Coulomb blockade is lifted and current flows along broadened lines
oriented perpendicular to the bisection line (dashed red line in Fig.4.14). With increasingVL,R, the
barriers coupling the QD to both leads shrink causing I to grow. On the bisecting line, the QD is
symmetrically coupled to both leads (bottom-left and top-right sketch at figure 4.15(a)) but as the
distance to the bisecting line is increased, one barrier shrinks and the other one grows (bottom-
right and top-left sketch at figure 4.15(a)), causing I to decrease. In Fig. 4.15(b,c) we illustrate this
statements and plot the current along the bisectional line (dashed red line in Fig.4.14) and perpen-
dicular to it line indicating the current maximum (dashed black line in Fig.4.14). To characterize
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Figure 4.15: a) Current I(VL,VR) as a function of VL and VR. A double arrow indicates the charging en-
ergy E
(0)
C at the working point (black cross). Sketches show the configuration of the barriers
of the QD. The thick vertical line is a high barrier; thin is a low barrier. Horizontal lines
represent energy states of the QD. b) 1D cut through the bisectional line (red, dashed) of the
figure a). Measured current as a function of the gate voltage VL. c) 1D cut through one of the
maxima lines (blue, dashed) of figure (a). Measured current as a function of the gate voltage
VL.
the QD we show in Fig. 4.16(a) the current I through the QD as a function of the voltage applied
to the left gate VL and the source-drain voltage V for VR = −2.5mV. Note that varying the right
instead of the left gate would result in a comparable plot. It shows the white dots along the V = 0
horizontal indicate the positions of currentmaxima. As expected, they are located at the crossings
of the Coulomb diamonds at V = 0. From the dimensions of the Coulomb diamonds (horizontal
and vertical arrows) we estimate the charging energies EC(n) and the capacitive coupling κi ,
where [at the working point CL(0) ≃ CR(0) ≃ 50 aF and CQD(0) ≃ 130 aF]. EC(n) = E0C + nδE
with the onsite energy ǫo = −0.04 meV and at the working point E0C = 1.27 meV (solid lines in
Fig. 4.16(a)) and an approximately constant leverage factor κµ = 0.38e. The above relations can
be reinterpreted as µn = nE
0
C − n(n + 1)δE/2 + µ0n(n = 0), where µ0n(n = 0) = 0.41meV is the
difference between the chemical potential of grounded leads and that of the lowest unoccupied
dot-level at VL = VR = 0.
For Coulomb blockade oscillations it is also possible to calibrate dot-lead tunnel coupling
Γ. In Fig. 4.16(b) we plot these data along the bisecting line VL = VR of Fig. 4.15(a). The Coulomb
blockade oscillations display current maxima, but their smoothed average exhibits an exponen-
tial dependence on gate voltages below the working point VL = VR = 0 devolving into a linear






where α = L,R, while Γ ≡ Γ0L = Γ0R = 0.13meV is the tunnel coupling at the working point and
κΓ ≃ 0.03e is the slope for large VL,VR. Thus the ΓL,R(VL,R) are determined by fitting a theoretical
prediction to the current along the diagonal in Fig. 4.15. The red solid line in Fig. 4.16(b) rep-
resents the prediction based on scattering theory including the finite couplings ΓL(VL) = ΓR(VR)
as only broadening mechanism. Convoluting this curve with an additional Gaussian broadening
of constant width yields a better fit to the measured data (blue line). The Gaussian expresses
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Figure 4.16: a) Calibration of charging energies and capacitive coupling constants. Plotted is measured
current as a function of VL at constant VR = −2.5mV and source-drain voltage V . b) Cali-
bration of tunnel couplings. Current through the QD for V = 100µV, data from Fig. (4.15)
along its bisecting line where VL = VR and ΓL ≃ ΓR (black dots). Also shown are two theory
curves, all using κΓ = 0.03e, Γ = 0.13meV in Eq. (4.12), charging energies (see Table (A.6) in
the appendix (A.2) and assuming ΓL = ΓR: eΓL,R/h according to Eq. (4.12) current calculated
with standard scattering theory with finite tunnel barriers as only broadening mechanism
(red solid line); calculated current as above but additionally convoluted with a Gaussian in-
homogeneous distribution of constant width mimicking slow charge noise (blue line).
an inhomogeneous broadening caused by slow statistical fluctuations of the QD levels (charge
noise). In our case, this inhomogeneous broadening is the dominant broadening mechanism. The
non-perfect fit is likely a consequence of the increasing relevance of dissipation as the barriers
open up. Note that the values of ΓL(VL) = ΓR(VR) are predetermined by the integral of the current
peaks which are independent of additional broadening. We emphasize this statement by adding
to Fig. 4.16(b) theoretical data with an unrealistically high inhomogeneous broadening (magenta
curve). The error in determining Γα(Vα) is related to the deviation of this theory curve from the
smoothed average of the measured data (black dots in Fig. 4.16(b)). It is in the order of 10% which
has a negligible influence on the theoretical predictions described later. Results of the calibration
can be found in the Appendix (A.2).
Radio frequency calibration: adiabaticity requirement 88
4.5 Radio frequency calibration: adiabaticity requirement
Now we drive the barriers of the QD ΓL and ΓR by modulating the gate voltages ṼL and ṼR with
the radio-frequency f of modulation (f > 100MHz) and the phase shift between two signals
φ:
ṼL(t) = ṼL + Ṽ
rf
L cos(2πf t −φ) (4.13)
ṼR(t) = ṼR + Ṽ
rf
R cos(2πf t) (4.14)
Figure 4.17 illustrates the experimental setup used for measurement current through the driven















































Figure 4.17: Measurement setup for the QD rf calibration and sketch of the QD circuit in the inset. We
drive the QDwith two rf modulation signals applied to the barriers: Ṽ rfL and Ṽ
rf
R at frequency
f and with phase shift φ. Setup was optimized for performing both Lock-in and DC current
I measurements. Colour indication of rf, current and gates lines is done as in Fig. 4.11. For
the Lock-In measurements we used a voltage divider 1 : 40000.
matching of the signal applied from the waveform generator compared to the signal arrived
at the QD. For modulating two gates simultaneously this drawback causes different amplitudes
of signals that arrive at two gates for the equal amplitude applied from the device. This effect
also gives rise to standing waves caused by reflections of the rf-signal at the sample holder and
meters away at the rf generator and as a result additional phase differences between the two
modulation signals. In our experiment we measure the dc current I through a driven QD at
various frequencies of modulation. During every pumping cycle we expect to load-unload to the
QD constant number of electrons, thus in the adiabatic regime we expect to find a pump current
|I | ∝ f , if V = 0 [189]. Instead in Fig. 4.18 we observe strong current oscillations which indicate
an oscillating modulation amplitude even though the rf signal strength is fixed. Here we show
the maximum current within the phase difference between two signals range φ from 0 to 2π,
when V = 0 and modulation frequencies of the barriers are the same.
In order to solve this problem for our ratchet experiments we restricted ourselves to spe-
cific modulation frequencies, namely f = 25,50,100,150,200MHz. Then we can perform cali-
bration of the gates based on Coulomb blockade oscillations measuring at different frequencies.
We exploit plunger function of each barrier and drive it separately while keeping the other bar-
rier constant. When the QD chemical potential is driven with constant frequency each Coulomb
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Figure 4.18: Maximum current Imax for phase differenceφ from 0 to 2π through the unbiased QD plotted
as a function of modulation frequency at k = 1 and modulation amplitude A = 3E0C.
resonance splits in two resonances located at the turn around points of driving signal ṼL,R(t).
These splittings are proportional to Ṽ rfR and we therefore expect:
AL,R = κµαL,R(f )Ṽ
rf
L,R/e (4.15)
In Fig. 4.19 we demonstrate exemplary for one of the gates the calibration of the modulation am-
plitude at these frequencies. The calibration was performed with Lock-in amplifier SRS-830 at
V = 0 with modulation amplitude δV = 1V applied from the device through the voltage divider
1 : 40000, measured current represents the static rectification of current in our QD. The flocks of
a) f = 25 MHz 50 MHz
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Figure 4.19: Radio frequency calibrations of the right hand side gate for f = 25,50,100,200MHz in
panels a-d. Plotted is the differential conductance of the QD as function of VR = ṼR+91mV
and its modulation amplitude Ṽ rfR (where ṼR(t) = ṼR + Ṽ
rf
R cos2πf t) while the left gate
voltage is kept constant VL = 0.
parallel black lines with mutually opposite slopes are guide for the eyes indicating current reso-
nances which depart proportional to the increasing amplitude. Their slopes αR(f ) = ∆VR/∆Ṽ
rf
R
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can be used to calibrate the actual rf modulation amplitude. To account for the frequency depen-
dent calibration in ourmeasurements we compensate the amplitudes at each frequency according
to Eq. (4.15). In Fig. 4.20(a) we present I(φ) at four frequencies for k = 1 and identical modulation
amplitudes A = 3E0C after calibration. The current has been corrected for the frequency depen-
dent transfer functions of the cables by applying the calibration factors αL,R(f ) listed in Table
A.7 in the Appendix (A.2) according to Eq. (4.15). The same data scaled by I(f )→ 100MHzf I(f )






















Figure 4.20: (a) Current I as a function of phase difference φ for k = 1, and A = 3E0C. (b) Same data as
in panel a but scaled by I(f )→ 100MHzf I(f ).
I(  ) at        0.27π 
I(  ) at        0.56π
I(  ) at        0.62π 
I(  ) at        0.78π
I(  ) at        0.86π 













Figure 4.21: Frequency dependence of current before (black dashed line) and after (coloured solid lines)
calibration of the modulation amplitude. Coloured symbols indicate current values of spe-
cific maxima and minima (constant phase) marked in Fig. 4.20(a) by arrows. The straight
lines are a guide for the eyes and verify the expected adiabatic regime.
to the current expected at f = 100MHz are approximately frequency independent [Fig. 4.20(b)].
It corroborates our assumption of adiabatic charge transport. Small deviations, especially those
near φ = 0 are probably related to a local disorder potential which compromises the spacial
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symmetry. The importance of a correct calibration becomes evident in Fig. 4.21 plotting Imax
in direct comparison to the uncalibrated current taken from Fig. 4.18. The dashed line presents
uncalibrated data identical to those in Fig. 4.18. Straight lines are the guide for the eyes indicat-
ing the adiabatic transport regime. The relative phase between two modulation signals can be
determined from the symmetry properties discussed below.
4.6 Lissajous rocking ratchet
Following the calibration explained above we adjust the modulation amplitudes AL,R to be iden-
tical. Now we again use the setup from the Fig. 4.17(a)nd measure the dc source-drain current
I . In our experiment we periodically modulate VL(t) and VR(t) to break time-reversal symmetry












with k ≥ 1 (curves with ratios k and 1/k can be mapped to each other). For simplicity, we



























Figure 4.22: Pumping trajectory of the system plotted on reduced sketch of the stability diagram similar
to Fig.4.15 for the k = 1,φ = 0.65. The direction of traversing the loop is shown with red
arrows. Simplified sketch of the stability diagram 4.15 with an example Lissajous trajectory
of the system for the k = 2, φ = 0.85π. Insets are sketches of unloading and loading mecha-
nisms (marked with red crosses). Blue lines depict current maxima in Fig.4.15. The diagonal
dashed line is the bisecting line in Fig.4.15 .
trajectories of the system can cross several charging lines of the stability diagram [see example in
Fig. 4.22]. A historical experiment [202] realized an adiabatic electron pump for a two-parameter
drive that corresponds to k = 1. It was based on periodically modulating the shape of a rather
large mesoscopic QD following a general scenario of parametric pumping the QD defined by
Brouwer in Ref. [191]. Our first experiment also resembles an adiabatic electron pump defined
by Eq. (4.16) with k = 1, i.e. identical frequencies. In contrast to Ref. [202] we have considered
a smaller QD with a much larger charging energy EC, hence discrete levels. The latter allows
quantized pumping [203] and facilitates a theoretical treatment using the independent channel
approximation.
In Fig. 4.22(a) we plot trajectory of the system on stability diagram for the parameters
k = 1 and φ = 0.65π. Traversing the system counter-clockwise we lift the chemical potential of
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the QD and end up crossing the charging lines. This position corresponds to the unloading of
an electron. In the adiabatic regime (see above) each QD level is unoccupied whenever µn(t) >
µL,R and its n-electron ground state is occupied for µn(t) < µL,R. Whenever µn(t) ≃ µL,R an
electron tunnels into the QD if dµn/dt < 0 and out of the QD if dµn/dt > 0. With which lead
the electron is thereby exchanged depends on φ and the ratio ΓL/ΓR, which is modulated in time,
see Eq. (4.16) and above. These loading/unloading (black/red) events are sketched in the right
and left insets of Fig. 4.22 indicating the exchange of electron with the left lead (circle) and the


























Figure 4.23: Measured current I versus modulation amplitude and phase for (a) k = 1 and fL = fR =
200MHz in Cartesian and polar representation
coordinates for comparison on Fig. 4.23. The latter can help to emphasize symmetrical properties
of the plot and is commonly used for experiments with a phase difference between the signals.
We found that at φ = 0 and π the direction of the system trajectory changes, i.e., measured
current follows mirror symmetry. The current plotted as a function of A and φ also displays
clear resonances following lines of constant Acos(φ/2) (solid lines). These resonances indicate
discrete current contributions of the n-electron QD levels separated by κµ∆A = E
(n)
C /2, where
the factor 2 accounts for two gates being modulated. During each pumping cycle approximately
int(2Aκµ/E
(0)
C ) levels fulfill µn(t) = µL,R twice. The two-fold symmetry observed in Fig. 4.23
resembles the two-fold symmetry of the according to Lissajous figure presented in Fig.4.22.
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4.6.1 Current symmetries
Now we describe the experiment with driven QD in case of frequency ratio k > 1. We start
with k = 2with trajectory of the system and the loading/unloading mechanisms sketched in Fig.
4.22(b). The Lissajous figure for the higher k has higher number of loading/unloading events and
also higher number of enclosed loops that correspond to the internal symmetry of the Lissajous














































Figure 4.24: Measured current I versus modulation amplitude and phase for (a) k = 1 and fL = fR =
100MHz, (b) k = 2 and fL = 50MHz fR = 100MHz, (c) k = 3 and fL = 50MHz fR =
150MHz. The working point is defined by ṼL = 12.5mV and ṼR = 12.5mV near the upper
right corner of Fig.1a. The enhanced dot-lead tunnel coupling washes out most fine struc-
tures compared to the data in Fig. 4.25 above.
regime where the Coulomb current peaks overlap strongly (VL = 12.5mV and VR = 12.5mV). In
Fig. 4.24 we present such data up to k = 1,2,3 but all in spherical coordinates. The dot-lead tunnel
couplings increased and the k-fold symmetry is more evident. The result is a strong broadening
which thoroughly washes out most fine structure of the current. Scenario for k >= 1 resembles
a rocking ratchet [181] where the current changes direction at φ = 0,π, independent of k. For
k = 1 it gives rise to the two-fold symmetry of a pump observed in Fig. 4.23(a,b).
A ratchet with k > 1 has k-fold symmetry (see Fig. 4.25(a,b,c,d)) and goes qualitatively
beyond the scope of a pump. For the initial position of the working point ( VL = 0mV and
VR = 0mV) we compare measured data in Fig. 4.25 for k = 1,2,3,4. The data contains the k-fold
symmetry but also show a complex detailed structure. In every plot of Fig.4.25 I has 2k sym-
metry points with odd parity, including the phases φ = 0,π, where the symmetry is somewhat













































Figure 4.25: Measured current I versus modulation amplitude and phase for (a) k = 1 and fL = fR =
100MHz, (b) k = 2 and fL = 100MHz fR = 200MHz, (c) k = 3 and fL = 50MHz fR =
150MHz, (d) k = 4 and fL = 50MHz fR = 200MHz.
distorted due to a source-drain dc-voltage and other reasons discussed below. The symmetry can
be compromised because of (i) dissipation by transitions within the QD’s Excitation spectrum.
This, however, would go along with non-adiabaticity which we already excluded; (ii) a spatially
asymmetric local disorder potential which influences the ratio ΓL/ΓR as the function of n, de-
pending on the electronic probability distribution. This is ignored in our model but can explain
deviations from the measured current, particularly near φ = 0 where the µn(t) are modulated
strongest and additional spatial disorder causes rectification [183]; (iii) the n-dependence of the
charging energy and the choice of the working point; (iv) a dc voltage between the leads (V , 0).
Points (iii) and (iv) are included in our model and discussed in the next section.
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4.6.2 Theoretical approach
The theoretical model was constructed by Sigmund Kohler from Instituto de Ciencia de Mate-
riales de Madrid (CSIC). Here we give a summary of the model, and the reader is adviced to
Ref.[167] for details. A formal description of the general case for any integer k can be summa-
rized as follows: we use an expression for the current obtained with Floquet transport theory
[204]. Taylor expansion up to first order in the driving frequency f provides the adiabatic limit












where α = L,R. The current can be traced back to the transport properties of the time-
independent system for the parameters along the trajectory ~vk,φ(t), defined in Eq. (4.16). The
first term of Eq. (4.17) contains the time-averaged conductance of the QD, Ḡ. It can be under-
stood as dc current which flows whenever any resonance fulfills the condition µL . µn . µR (or







where the term Gαβ(~v(t)) = e
2/h[δαβ − Tαβ(t,µ̃)] takes into account the periodic chemical po-
tential µ̃α = µα0 +wα(t). The wα(t) term arise due to the modulation of the chemical potential
in the leads and discussed below. Non-zero dc-current contribution occurs because of the un-
wanted offset voltage from the input of the current amplifier. Typically such an offset voltage can
be adjusted with an accuracy of ∼ 10µV and slowly drifts in time due to its dependence on the
ambient temperature (as was discussed in section 4.3.1.3). The second contribution in Eq. (4.17),
I rectα , is a correction that stems from a tiny ac modulation wα(t) of the lead chemical potentials
induced by the capacitive coupling between each gate and its adjacent lead. Despite that the ac







to the dc measured current, where T is the modulation period. Transmission amplitudes are
directly related the corresponding scattering matrices Tαβ(t,µα) = |Sαβ(t,µα)| in the form of
Eq. (4.6). The last term in Eq. (4.17) reflects the charge parametrically pumped through source


















The shape of the driving can be expressed by a closed curve C in parameter space, ~v(t) = ~v(t+T ).
Then, if C is traversed adiabatically slowly, the scattering matrix depends merely parametrically
on time, i.e. S(t,ǫ) = S(~v(t),ǫ), where the latter is the static result for the instantaneous value of

















Applying Stokes’ theorem, one can transfer this expression into a surface integral to obtain
Brouwer’s formula [191]. A necessary implication of Eq. (4.17) is the separation of the aver-
age current into a dc contribution stemming from the average conductance and an adiabatically
Lissajous rocking ratchet 96
pumped charge. The main difference between these two quantities is their behavior under time
inversion of the closed curve C: while the average conductance is invariant, the pumped charge
acquires a minus sign. Below, we will explore this symmetry property for the Lissajous curves
applied in the experiment.
4.6.3 Contribution of a single QD level
In our experiment, the QD is driven with an amplitude A ranging from zero to the rather large
value 5E0C, so that the onsite energy of the QD may change by several charging energies, and
we will consider up to 10 excess electrons. Moreover, we assume that each charge state of the
quantum dot contributes as independent transport channel to the current (as we did previously
in section (4.1)). The driving must be slow enough that the quantum dots can be assumed to be
always relaxed to its many-particle ground state. It is instructive to investigate the contribution
of a single resonance to both the average conductance and the charge per cycle. For this purpose,
we assume that at a resonance, the dot-lead rates are weakly time-dependent with average values
Γ̄L,R, while µn(t) ≃ (t − t0)µ̇n. Then the straightforward evaluation of Eq. (4.18) with the off-









Notice that µ̇n is proportional to Ω and, thus, Ḡ









Figure 4.26: Current in the absence of the modulation for bias voltage V = 200mV.
calculated conductance map that reproduces the measured Fig.4.15. The averaged value of tun-
neling through the dot during one period will be proportional to the area of conductance peaks
inclosed by the corresponding Lissajous trajectory of the system.
The pumped charge is essentially determined by the scattering phase in the prefactor of





97 Lissajous Rocking Ratchet based on a Quantum Dot
This means that for Γ̄L≫ Γ̄R, an electron enters from or leaves to the left lead depending on the
sign of µ̇n. In the opposite limit, the right lead is relevant and Q
res
L is much smaller than the
elementary charge. This also emphasizes the role of the parameter dependence of the tunnel
rates: In the derivation of Eq. (4.23), we assumed that the ΓL,R stays constant when a level crosses
the chemical potential of a lead at time t = t0. However, in a complete pump cycle, the level will
cross the chemical potential as many times from above as it crosses from below. Thus if ΓL,R were
constant, the net charge pumped from the left lead to the dot in the whole cycle would vanish.
In turn, we will observe significant pumping from the left lead to the right lead if ΓL≫ ΓR when
the dot level is lowered, while ΓL≪ ΓR when the level is raised. For our QD system, the pumped





R = 0. Nevertheless, the vector fields appearing in the integral in Eq. (4.21) may differ
by more than their sign, because the integrands are relevant only up to a gradient field which
vanishes under the closed line integral. Therefore it is more convenient to discuss the integrand
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Figure 4.27: Vector field ~a versus gate voltages and typical Lissajous trajectories for k = 1,2,3 according
to Eq. (4.16). QD sketches indicate relative strengths of tunnel couplings.
Figure 4.27 contains example Lissajous curves ~vk,φ(t): a circle for k = 1, a distorted figure
eight for k = 2 and a triple loop for k = 3. For k = 1 and φ slightly different from π, ~vk=1,φ(t)
is an eccentric ellipse [dashed line in Fig. 4.27] which corresponds to the pumping measure-
ments already discussed in literature [202, 205, 206]. Whenever ~vk,φ(t) crosses a charging line,
µn(t) = µL,R and the charge of the QD changes by one electron. If this happens in a red region
corresponding to a1,a2 > 0 with ΓL > ΓR an electron will be exchanged preferably with the left
lead. In the blue region with a1,a2 < 0 and ΓL < ΓR, charge exchange with the right lead is pre-
ferred. Crossing a blue area from above and a red area from below (see example for k = 1) both
contribute to I < 0, each with half an electron charge per cycle. Our example for k = 3 also
results in I < 0. For k = 2, the contributions of the two loops to Qcycle have opposite sign and,
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thus, cancel each other to some extent. Therefore, we expect the pump current for k = 2 to be
generally smaller than for k = 1. A generalization of these arguments leads to the expectation
that for even k, the pump current should be smaller than for odd k.
Our experimental results indicate that the rf modulation of gate volt-
ages induces a tiny ac bias in the source-drain line. This coupling be-
tween the gate voltage and source-drain voltage is sketched in Fig. 4.28.
Figure 4.28:Driving of the bar-
riers perturb the motion of the
chemical potential in the leads.
Vertical lines denote the bar-
riers, horizontal- QD energy
states.
We model it as modulation of the chemical potentials µ̃α(t) =
µα+ewα(t)with a phase shift of −π/2 (that is typical for a capac-
itive coupling) compared to the modulation of the gate voltages












In comparison to the gate voltages in Eq. (4.16), the ac modulation
of the chemical potentials, ~w, contains a sine instead of a cosine.
Being related to the phase shift this is dynamic rectification and it
is very different from rectification caused by static asymmetries of
the I-V curve [207]. I rect turns out essential for the quantitative agreement between experiments
and theory. The capacitive coupling constant κac turns out the be of the order 5 · 10−4 and is
expected to decrease with the modulation frequency, κac ∝Ω−1. The amplitude of the resulting
ac source-drain voltage is of the order 0.1µV for the driving of barriers within the range of
10mV.
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4.6.4 Comparison between the theory and experiment
Figure 4.29 compares a typical measurement (lhs) with model predictions (rhs) for k = 1 and
µL ≃ µR. To accurately model our system, we include all experimentally known facts such as
E
(n)














Figure 4.29: Measured (left) versus calculated (right, V = 1µV) I(A,φ). VL,R are modulated according to
Eq. (4.14) with f = 200MHz (k = 1). Inset: measured I(f ) at A = 9mV for φ ≃ 0.3π (blue)
and φ ≃ 0.6π (red).
used V = 1µV which provides good agreement with the measured data. Below we will see that
the symmetry properties of I(φ) allow us to accurately determine offset voltages. In Fig. 4.30 we
compare measured ratchet currents for k = 2 and k = 3 as function of the modulation amplitude
and φ . However, the naive expectationQcycle = 0 for even k is compromised because of the mis-
match between the symmetry properties of the Lissajous figures and that of the charge stability
diagram [see for instance the upper right panel of Fig. 4.27 for k = 2, in which the left loop crosses
three and the right loop only two charging lines]. This mismatch is generic for k > 1 but its de-
gree depends on the choice of the working point [black cross in Fig. 4.27] and the variation of
the gap sizes between charging lines which decrease for increasing n. Under any circumstances,
with growing k, there will be an increasing number of contributions with opposite sign, causing
an increasing amount of cancellation. As a consequence, even small deviations from our model
assumptions will lead to visible differences between calculated and measured data. In particular
asymmetries of the confinement potential defining the QD, typically induced by static disorder,
will have a stronger effect at larger k. This tendency becomes evident when analyzing the match
between theory and experiments in detail: it is superior in Figs. 4.29, below, for k = 1 compared
to that in Fig. 4.30 for k = 2,3.
The central question is that of the symmetry properties of the dc conductance, the pumped
charge and the rectified part of the current as a function of the modulation parameters. We start
our symmetry considerations by noticing that the Lissajous figures obey ~vk,φ(t) = ~vk,φ+2π/k(t +
2π/kΩ), namely that a phase shift of 2π/k is canceled by a time shift of 2π/kΩ. This implies
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Figure 4.30: Measured (left) and simulated (right) current as a function of modulation amplitude A (ra-
dius) and phase difference φ (angle) between VL(t) and VR(t): (a) VL(t) at 50MHz and VR(t)
at 100MHz (k = 2), see Eq. (4.14); (b) 50MHz and 150MHz (k = 3). Bottom: example Lis-
sajous figures for k = 2 and k = 3.
that the dc current patterns, being averaged over time, as a function of φ possesses a k-fold sym-
metry in φ. A further symmetry property of the three contributions to the current in Eq. (4.17)
follows from the behavior of Ḡαβ , Q
cycle, and I rect under time reversal. It plays a crucial role for
adiabatic pumping [191] and ratchet effects. By combining the above k-fold symmetry with time
reversal, we will find 2k symmetry points at which Qcycle and I rect vanish. For a derivation, we
determine for each Lissajous curve ~vk,φ a time-reversed partner with phase φ
′ which must fulfill
the condition
~vk,φ(t) = ~vk,φ′ (−t + t0), (4.26)
for all times t. The inversion t→−t is thereby accompanied by a time offset t0, which is permit-
ted by the time periodicity of the integrands in Eqs. (4.19), (4.18), and (4.21). Inserting Eq. (4.16)
into Eq. (4.26) yieldsΩt0 = 2πℓ/k andφ
′ = −φ+2π(ℓ/k+ℓ′)where ℓ = 0,1, . . . ,k−1 and ℓ′ = 0,1.
The special phases φℓℓ′ = π(ℓ/k+ℓ
′) fulfill φ = φ′ (with t0 given above), so that the original and
the time-reversed Lissajous curves [defined by Eq. (4.16)] lie on top of each other, while they
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evolve in opposite direction in time. Thus, the phases φℓℓ′ define 2k in-equivalent points with
time-reversal symmetry. The labeling of the symmetry points is motivated by their derivation,
while the alternative designation φℓ = ℓπ/k with ℓ = 0, . . . ,2k − 1, is more convenient for the
discussions later.
An interesting observation is that there, the Lissajous curve takes the form VR(VL) =
±cos[k arccos(±VL)]. This defines the kth Chebyshev polynomial [208] which represents a de-
generate loop that does not enclose a finite area. As a consequence, Qcycle and I rect (with odd
symmetry under time-reversal) vanish. Hence, at the symmetry points the current takes the















































Figure 4.31: Theoretical prediction of the current for k = 1, fL = fR = 200MHz. The dc tunnel current
ḠV (a), the pumped current Qcyclef (b), and the ac current (c) sum up to the total current
plotted in (d).
deviation from the symmetry point, ∆φ = φ −φℓℓ′ , one can see that time reversal corresponds
to ∆φ → −∆φ. Thus, the behavior of the integrals in Eqs. (4.19), (4.18), and (4.21) under time
reversal allows us to draw conclusions about the symmetries of Ḡαβ and Q
cycle as a function of
∆φ. To be specific: Since the average conductance Eq. (4.18) is invariant under time reversal, it
must be an even function of ∆φ. By contrast, the charge pumped per cycle, Eq. (4.21), changes















































Figure 4.32: Theoretical prediction of the current for k = 2, fL = 50MHz fR = 100MHz. The dc tunnel
current ḠV (a), the pumped current Qcyclef (b), and the ac current (c) sum up to the total
current plotted in (d).
its sign upon time reversal. Consequently, it must be an odd function of ∆φ. In short, despite the
only k-fold symmetry of the Lissajous curves Eq. (4.16), we find 2k in-equivalent phases at which
Ḡαβ is symmetric, whileQ
cycle is anti-symmetric. In Figs. 4.31 and 4.32, we show for k = 1,2 the
three contribution to the current in Eq. (4.17), i.e., the dc current ḠV , the pump current Qcyclef ,
and the contribution of the rectified ac bias, I rect. This visualizes the symmetry of the dc cur-
rent and the anti-symmetry of the second and the third contribution. Notably, for the case of a
tiny dc voltage of V = 1µV considered here, the overall behavior [panel (d)] is dominated by the
anti-symmetric contributions.
4.7 Separation of current components
To illustrate these symmetry properties we plot in Fig. 4.33 measured versus theoretical I(φ)-
curves at constant amplitudes [e.g. horizontal cuts in Fig. 4.23] for the case k = 1. Arrows indicate
the phases of which µn start to contribute to I . The relative shift between n = 0,−1 and n = 1,−2,
etc. is related to our working point not being centered in the Coulomb gap. As expected, the odd
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parity of Qcyclef + I rect at φℓ = 0,π,2π is apparent in Fig. 4.33(a) for V ≃ 0, while in Fig. 4.33(b)
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Figure 4.33: Lines depict theory, symbols are measured (offset voltages range from −1µV to 9µV and
are compensated by adjusting V ); k = 1, f = 100MHz. (a) I(φ) for V ≃ 0, κµA ≃ 2E
(0)
C
(blue) and κµA ≃ 0.5E
(0)
C (red). (b) I(φ) for κµA ≃ 2E
(0)
C including curves at finite bias.
gauge the amplitude: At φ = π, ΓL and ΓR oscillate in anti-phase and the chemical potentials µn
are static for all k. The modulation of µn(t) grows with |φ − π| and with it the number of QD
levels contributing to current, i.e. fulfilling µn(t) = µL,R twice during each modulation period.
|I(φ)| increases whenever another QD level starts to participate. At φ = 0,2π, ΓL and ΓR oscillate
in phase and the number of contributing levels reaches its maximum. For the smaller amplitude
(red curve) at most two levels with n = −1,0, for the larger amplitude (blue) up to eight levels
with −4 ≤ n ≤ 3 are relevant. To emphasize influence of dc bias contribution to the current we
plot it for the broad range of voltages Fig. 4.34. This helps us to conclude mirror symmetry of
curves. The transition from even to odd parity observed in Fig. 4.33 starts at source-drain voltages
of ∼1µV providing a high sensitivity of a driven QD system on a tiny dc bias. Such a strong
dependence on a dc-bias has a potentially high influence on the coherent dynamics of drivenQDs,
an important aspect for quantum information applications. However, the distinct symmetries of
the various contributions to I(φ) provide a direct and reliable method for accurately determining
and correcting dc voltage offsets [see, for instance Fig. 4.33].
Before we showed that the current consists of three contributions, namely ḠV , Qcyclef ,
and I rect. As a function of the phase φ, the first (dc) contribution is even at the symmetry points,











V    0 mV
Figure 4.34: Lines depict theory, symbols are measured at k = 1, f = 100MHz. I(φ) for κµA ≃ 2E
(0)
C at
finite bias for various source-drain voltages V = i∆V , where −6 ≤ i ≤ 6 is the curve index
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Figure 4.35: I-V characteristics for κµA ≃ 2E0C , at current peaks near black arrows in 4.33. Symbols are
measured, lines depict theory. The maxima slightly shift proportional to |V |. Upper right in-
set: magnification, theory lines intersect at V ≃ 9µV. Upper left inset: average conductance
Ḡ. Lower inset: I rect (red, negative values) and pump current Qcyclef (black, positive), both
being independent of V .
while the other two (ac contributions) are odd. Also, the dc contribution is proportional to V
while the ac contributions are, to lowest order, independent of V . This allowed us to apply a
source-drain voltage such that it compensates the offset voltage of the current amplifier and,
thus, to determine the point at which V = 0. To demonstrate the linear I-V curves we plot
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in Fig. 4.35 a selection at the phases marked by black arrows in the upper curve of Fig. 4.33(b).
Since Qcyclef and I rect to lowest order are independent of V , the slopes of these I-V curves are
the time-averaged conductances Ḡ which are plotted in the upper left inset. The index n here
corresponds to the highest contributing dot level; n grows by one whenever the phase |φ −π| is
increased beyond a current maximum in Fig. 4.33(b). In the adiabatic limit, the ratchet current
Qcyclef increases stepwise with the number of contributing dot levels n (whenever another level
starts to contribute). The contribution ḠV +I rect also depends on the tunnel couplings Γα which,
however, strongly depend on the gate voltages, see Fig. 4.16(b). As Γα(Vα) in Eq. (4.12) is a
concave function, ḠV + I rect is always dominated by the contributing QD level with the highest
n. The I-V curves in Fig. 4.35 intersect almost at a common point as is best visible from the
theory data in the upper right inset. This observation states that the almost V -independent ac
current Qcyclef + I rect grows with n roughly proportional to ḠV . This behavior is expected if
the tunnel couplings Γα(Vα) grow proportional to Vα as indeed approximately the case in our
device [see Eq. (4.12) and Fig. 4.16(b)].
The dc current ḠV can be well distinguished from the ac contributions Qcyclef and I rect
due to their different symmetry properties and, hence, can be determined with high precision
from phase-dependent measurements such as those in Fig. 4.33(b). The distinction between
Qcyclef and I rect with identical symmetry properties is less precise. However, with the sys-
tem parameters determined before, the pump current Qcyclef is already fully determined. By
contrast, the rectified current contains an unknown leverage factor that relates the gate voltages
to the ac bias they induce between the source and drain leads. We achieved a fair agreement
between theory and experiment for a leverage factor of 5 · 10−4. Having determined this value,
we were able to distinguish the two contributions to the current in Fig. 4.33(a). The result is
shown in the lower inset of Fig. 4.35 and revealed that Qcyclef and I rect have the same order
of magnitude. While the former grows with the number of resonances crossed by the Lissajous
curve, the latter is nearly independent of it.
4.8 Applications and alternative realizations
In our Lissajous rocking ratchet a combination of rf excitations breaks time-reversal symmetry
and yields a dc current. It is feasible to decompose the measured dc current into its contributions
including an averaged dc conductance stemming from a dc source-drain voltage, a rectification
term stemming from an ac source-drain voltage, and the actual ratchet current. The Lissajous
rocking ratchet represents an alternative method to access radio frequency information by mu-
tually comparing the frequencies, amplitudes, and phases of rf signals. One of its strength is its
ability to encode tiny signals on-chip. As such, Lissajous rocking ratchets could find applications
as rf comparator or serve as the detector or filter components, for instance in quantum informa-
tion applications. An example application could be analyzing a noisy rf signal by comparing it
on-chip with a clean rf reference modulation.
In our ratchet setup, the resulting dc current strongly depends on the relative phase, am-
plitude, and frequency of the two signals. Because the dc response is a non-linear function of
the rf signals, it also acts as a multiplier. By measuring a time-averaged dc current, our device
filters the time-periodic carrier signal while averaging out the uncorrelated noise. This specific
example resembles a lock-in amplifier working on-chip with small signals at radio frequencies.
Here, we concentrated on the case of commensurable frequencies (integer k). Non-integer k
would give rise to multiple loops most of which canceling each other, hence a much smaller dc
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current would occur. The frequency range is limited by the adiabaticity criterion, hence needs to
be small compared to the tunnel rates. As the tunnel couplings are adjustable (controlled by the
gate voltages) the adiabaticity criterion can be fulfilled for very high frequencies limited only by
EC corresponding to several hundred GHz.
1D trace measurement of current at constant A
Peak analyzing: quantity and position
Amplitude, frequency and phase information
Calibration: decomposing of pumping current
Figure 4.36: Readout protocol developed for the rf comparator based on Lissajous rocking ratchet
Following, we sketch in Fig. 4.36 an explicit example of a possible procedure to use our
Lissajous ratchet to measure frequency, amplitude, and phase of an unknown rf sine signal ap-
plied to one gate of the QD. We apply a reference sine signal to the other QD gate and measure
the current through the QD versus the phase of the reference signal at the fixed amplitude. This
data contains information about the unknown signal. To analyze the data we first need to cali-
brate amplitude and phase of the reference signal as is explained in section (4.7). This calibration
allows us to decompose the current into its three contributions (dc, pumping, and rectifying cur-
rent) defined in Eq. (4.17). The dc contribution allows us to accurately determine Voff while the
other two contributions both contain information about the unknown rf signal. For our purpose,
it is sufficient to analyze the pumping current, Qcyclef further. Amplitude, phase, and frequency
of the pumping current can now be determined by fitting our model to the data. Strengths of
our device are its high sensitivity based on a single-electron tunneling current, e.g., < 10µV
amplitudes could be resolved, and its on-chip capabilities. The precision of experiments such as
ours depends on the precision of the dc current measurement and the steepness of the resonance
which is determined by the linewidth. The latter is inhomogeneously broadened and in our case
accounts for 0.2meV but values of only 5µeV are feasible [209].
Going beyond purely sinusoidal driving and dc detection, a further possible application
could be the comparison of tiny rf-pulses as an integrated on-chip component of a future quan-
tum circuit. Then, the averaged dc-current in our present experiments would be replaced by a
short signal pulse allowing fast on-chip processing. However, in its present form the averaging
dc current and its analysis via a lengthy fit procedure makes commercial lock-in amplifiers or
comparators still appear the simpler the choice for classical applications with strong enough in-
put signal levels. Lissajous rocking ratchets are not limited to QD circuits but could be realized
in a variety of systems, for instance in macroscopic electronics or mechanics or superconducting
circuits. In the following, we propose a possible realization in a nanoelectromechanical system.
In Fig. 4.37 we extend the already realized “nano bell” [210] and illustrate what we mean by
“nanomechanical Newton cradle”. The device is composed of two cantilevers and a fixed metal-
lic contact (d). The central cantilever is patterned with an isolated metallic island while the left
one contains an island but electrically connected to a second lead (s). The islands are positioned
such, that the central island can touch both the left and right lead whenever both cantilevers are
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s
d
Figure 4.37: Nanomechanical Newton cradle example base on the Lissajous ratchet.
vibrating with sufficiently high amplitude. A voltage can be applied between s and d, and current
can be measured. We assume that both cantilevers can be externally driven (at predefined rela-
tive phases) at their mutual eigenfrequencies and that the latter are tunable, e.g. , via capacitive
coupling to additional gates or by using dielectric forces [211]. We also assume that the central
island is small enough to allow for single electron transport based on Coulomb blockade, namely
that we can treat it as a QD [210]. The electronic levels of the islands are then modulated by
the same capacitive coupling that is used to drive the cantilevers mechanically. In such a device
the coupling between the islands and that between contact d and the center island is strongly
time-dependent, zero most of the time and strong during touching. This system is highly tunable
and very close in spirit to our QD circuit: importantly, the time dependence of the couplings and
island levels are linked, a central precondition to define a Lissajous ratchet.
4.9 Conclusions
Within the third chapter we offered an approach to break time reversal symmetry, a precondition
for useful applications in (quantum) information processing. Experimentally, we concentrate on
a specific device, a lateral QD, driven with two forces at different frequencies and with a non-
trivial relative phase. The directional motion of the Lissajous rocking ratchet is restored only
for certain phases between the signals. To achieve this, it is essential to modulate both the QD-
lead couplings and the QD levels. We consider the case of commensurable frequencies where
the combined time-trajectories of the modulated voltages are Lissajous figures. Theoretically we
apply a realistic transport model which takes into account the relevant QD states and the ca-
pacitive coupling between the driven gates and the QD levels, tunnel barriers and lead chemical
potentials. We numerically calculate the dc current through the QDwithin the framework of Flo-
quet scattering theory and find qualitative good agreement with our measured results. Exploring
the phase and frequency ratios between the two driving forces we show, that in the regime of
adiabatic driving time reversal symmetry can be broken and electrons can be pumped through
an unbiased QD. While our experiments used a semiconducting QD, similar rocking ratchets
could be realized in different systems, such as superconducting circuits, nano-electromechanical
systems or molecular electronics. As a future perspective, the phase, frequency and amplitude
sensitivity of a Lissajous ratchet may be exploited for on-chip noise detection or signal analysis
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in a wide frequency range. Encoding rf-information on-chip in a dc signal it facilitates the anal-
ysis of rf-signals at lab conditions otherwise difficult for rf-detection of tiny signals at ultralow
temperatures.
Summary and Outlook
The thesis at hand presents contributions to four fields of quantum technology: first, we demon-
strated an alternative method for engineering the potential landscape in a 2DES embedded in
GaAs/AlGaAs heterostructures. Second, we studied combined transport through two distant
QPCs and thereby revealed the eigenmodes of the QPCs and their propagation through a meso-
scopic 2DES. Third, we examined the coupling between a QPC and a hemispherical resonator
by coherent ballistic electron modes. Finally, we presented a Lissajous rocking ratchet, based on
a single QD, which creates directed motion of electrons and breaks the time-reversal symmetry
on-chip. In the following, a summary puts these findings into the frame of quantum technol-
ogy.
Crucial applications of the quantum technology include high-speed switching devices
while routing the signals between these devices is also of significant advantage. Both effects
can be combined in ac-driven electron routers, that break the time reversal symmetry [212, 213].
The current generation of electron routers [214] has large dimensions requiring sizes within the
used operational wavelength (usually several centimeters) [175] that is incompatible with nano-
electrical circuits. Devices such as Lissajous rocking ratchets offer an alternative solution while
their size can be scaled down to a few nanometers. These devices combine well-known locomo-
tion mechanisms of biomotors [215, 216] with elliptic Lissajous driving [217]. Here we presented
its realization based on an ac driven quantum dot embedded in a semiconductor GaAs/AlGaAs
heterostructure. Our Lissajous rocking ratchet encodes frequency, phase and amplitude infor-
mation of the unknown signals in its dc-output and can be generalized to other fields of physics
and biology.
For coupling between different elements of quantum circuits, we can consider coherent
ballistic electrons as a fast solution that doesn’t require any additional transport systems, like
surface acoustic waves or spin waves. In this thesis, we explored coherent coupling between the
QPC and the ballistic electron resonator and showed that detailed knowledge of eigenmodes for
every element of the combined system is essential for optimized designs of quantum circuits. Co-
herent ballistic transport is less sensitive to common problems of conventional electronic devices
such as scattering or energy relaxation but suffers from electron diffraction processes. Working
with weakly diverging ballistic electron beams reduces diffraction effects and thus gives rise to
the high coupling between the distant nanodevices. In this thesis, we investigated the propaga-
tion of collimated electron beams in the ballistic transport regime. Deflecting electron trajectories
by an external magnetic field allowed us to resolve eigenmodes of the system’s components and
to probe the angular distribution of the emitted carriers. We showed indications of electron beam
propagation similar to the Gaussian Beam model from optics.
In quantum circuits, we also need connection elements between the nanodevice and large
contact extensions, optimized for minimum reflection. This problem is solved in the existing
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transistor architectures like multigate FET [218] or Ultra Thin Silicon on Insulator FET [219, 220]
with the help of electrostatic elements similar to optical analogues, such as lenses [221–223],
waveguides [158] and mirrors [131]. Here we presented the current increase by focusing the
ballistic electron beam into the channel aperture using an electrostatic lens.
Finally, a robust and straightforward engineering approach is needed to produce quantum
circuits inside the semiconductor heterostructures. In this thesis, we described an approach to
fabricate mesoscopic devices based on the engineering of two metal layers, separated by an iso-
lator film. Our method promises considerable advantages for the definition of complex circuits
by the electric field effect as it allows to reduce the number of control gates and simplify device
geometries. Prominent examples are carrier systems with ring topology or large arrays of quan-
tum dots. We presented the first exploration of this method pursuing field effect, Hall effect, and
Aharonov-Bohm measurements to study electrostatic, dynamic and coherence properties and
also show the general feasibility of our approach for future quantum applications.
The obtained results also suggest a broad range of future experiments. Several of those
are described in the following: (i) Experiment based on a chaotic quantum dot to determine
the phase coherence length for ballistic electron regime is of high interest. Also, new designs
of QPCs with high control of the potential profile (for example the three split gate QPCs [75])
engineered by our alternative method can facilitate the study of the coherent coupling between
distant QPCs. (ii) The usage of the collimated electron beamsmakes it possible to control electron
transport over vast distances without involving surface acoustic waves transport or utilization
of predefined electron channels. The experiment of distant ballistic coupling of quantum dots
or qubits could be realized both by using resonant cavities and electrostatic lenses. The possible
incorporation of the discussed elements in real quantum information processing circuits, test-
ing their efficiency and influence on coherent properties of a qubit is one of the challenges for
the future. Studying the transition from the Fresnel diffraction regime in the near-field to the
Fraunhofer regime for ballistic electrons can give rise to exciting applications similar to existing
devices known from optics. Other aspects of quantum technology can also be probed, i.e., we can
highlight the quantum entanglement that can be tested in the experiment with a beam splitter.
It is based on an electrostatic lens that focuses ballistic electrons in two split focal points [223].
(iii) The ratchet physics can be extended into the non-adiabatic regime, where operating condi-
tions are less restricted. Possible realizations can also be explored at room temperature, aiming
for commercial products based on on-chip comparing of rf signals while measuring a dc output,





We used three different wafers in this thesis: wafer A used in chapter I (internal number 11228)
was produced in the group of Prof. Andreas Dirk Wieck, University of Bochum. Second wafer
B employed in the second and third chapters (internal number mbe8-309) was taken from the
group of Prof. Vladimir Umansky, Weizmann Institute of Science, Israel. Third wafer C, used in
chapter IV, was produced by Klaus Pierzl from PTB Braunschweig. The layer structures of the





GaAs/AlGaAs superlattice 5/5 (x 10)
GaAs 50





GaAs/AlGaAs superlattice 2/2 (x 50)
GaAs 500
Table A.1: wafer A and C layer structure
wafers A and C are listed in the Tables (A.1).
We summarize the pristine wafer parameters (carrier density ns, mobility µ, mean free
path lm, Fermi energy EF and Fermi wavelength λF) in table (A.2). The nanostructures used in
Name ns 10
11 cm−2 µ 106 cm2/Vs lm µm EF (meV) λF (nm)
A (Wieck) 2.27 0.69 5.4 8.1 52.6
B (Umansky) 3.13 2.28 21 11.2 44.8
C (Pierzl) 2.83 0.32 2.8 10.1 47.1
Table A.2:Wafer parameters
this thesis were produced for the first chapter by Nikolaus Bachsoliani [36] in LMU-Munich, for
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the second and third chapter by Jaan Freudenfeld [135] in LMU-Munich and the fourth chapter
by Bernd Kastner in PTB-Braunschweig.
A.1.2 Optical lithography parameters
For optical lithography in LMU-Munich, we used the high resolution resist AZ701MIR. Every
initial step of the layer was processed with the same parameter combination, while the last step
was different for the three layers: Mesa, ohmic contacts, and gates. Used fabrication parameters
of the initial step are listed in Table (A.3). The last step of fabrication is described in Table (A.4).
Step Comment
Spincoating 3s at 800rpm, 30s at 6000rpm
Prebake 60s at 90◦C
Exposure 16,5s at Karl Suss MJB3 mask aligner
Postbake 60s at 110◦C
Development 30s in AZ726 Developer, developing stopped in water
Table A.3: Optical lithography processing steps
Layer Step Comment
Mesa Etching H2O:H2SO4:H2O2 (100:3:1) for 100s @ 0.95nm/s
Ohmic contacts/Gates GigaEtch 40s at 200W before evaporation
Ohmic contacts Evaporation 60nm AuGe, 10nm Ni, 60nm AuGe
Gates Evaporation 10nm Ti, 90nm Au
Ohmic contacts Annealing 300s at 100◦C,240s at 360◦C,140s at 480◦C
Ohmic contacts/Gates Lift-off In DMSO over night, 1h in Acetone at 40◦C
Table A.4: Specific layer optical lithography processing steps
A.1.3 Electron beam lithography parameters
For the EBL lithography we used PMMA 950K resist with parameters listed in Table (A.5).
Crosslinked layer was fabricated with a different dose of 2400
µC
cm2 at a higher aperture size of
Step Comment
Spincoating 1s at 800rpm, 30s at 5000rpm
Prebake 90s at 170◦C
Exposure Dose: 60
µC
cm2 , aperture size: 10µm at Raith E-line system
Development 45s in MIBK : isopropanol 1 : 3, developing stopped in isopropanol
Evaporation 5nm Ti, 35nm Au
Lift-off 6h in DMSO at 80◦C, 5 minutes in Acetone at RT, isopropanol
Table A.5: Electron beam lithography processing steps
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20µm. Topgate layer was also made thicker than usual gates by adding additional 20nm of Au
in order to avoid metal fracturing at the optical-to-ebl lithography connection.
A.1.4 Sample designs
We fabricated two samples from the wafer A: A1, and A2; two samples from the wafer B: B1 and
B2 and one sample from the wafer C: C1. We show microscope and SEM photos of the samples
with marked characteristic sizes in Fig. A.1.
185 nm







C1A2 (close-up without topgate)
750 nm
802 nm











 9 µm   
30 µm   
Figure A.1:Microscope images of samples A1,A2 and SEM photo of samples B1,B2 and C1. Sizes are




A.2.1 Calibration of the single QPC resistance
We performed a two-point measurement to determine a single QPC resistance in chapter II by
applying source-drain voltage V to the contact on one side of the QPC and measuring the re-
sulting current I2 at another contact behind the QPC as a function of VQPC. Measured resistance
V /I1 consists of the resistance of both contacts, the wiring and the two-dimensional electron
system that connects both contacts. Assuming grounded side contacts, we simplify the measure-















Figure A.2: The setup used for the determination of single QPC resistance corresponds to figure 2.9 with
the grounded lens- and second QPC gates. V = −0,5mV was applied to contact 1 and the
QPC-gate voltage dependent current I2 measured at contact 2. The current I1 behind source
contact splits into five channels (QPC+1-contact channel and four contact-channels that were
summarized in one parallel-resistanceR/4), the voltage drop in the QPC channel is, therefore,
the difference of V and the voltage V1 that dropped at contact one divided by 5.
ohmic contact, the contact-resistance itself and half of the 2DES-channel between two contacts
are summarized in a single resistance R which is assumed to be identical for every channel. It
was determined in the open channel regime with grounded QPC and lens gates and floating side
contacts, yielding R = 250Ω. We can write Kirchoff’s law for the combination of contacts 1-2
and 1-3,4,5,6.
V = I1R+ I2(RQPC +R2) V = I1R+ I3R/4 I1 = I2 + I3 (A.1)









We didn’t take into account the offset voltage V ′ from the input of the current amplifier (Ithaco
1211). This offset can be estimated by applying zero source-drain voltage V = 0 and measuring
current I for closed QPC RQPC = ∞. We found this offset to be V ′ < 10µV that is negligibly
small for characterization of a single QPC.
A.2.2 Resistance of two QPCs in series
The same ansatz of equal drain resistance for every contact was used for the measurement of two
QPCs in series. We sketch the circuit diagram of the experimental setup in Fig. A.3. We measure
the current through both drain contact and one of the side contacts with the current amplifier.
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First, we estimated the offset voltage V ′ by closing the QPC1 and kept QPC2 at RQPC2 = 1kOhm



















Figure A.3: The setup used for measuring the 2 QPCs in series corresponds to Fig. (3.1) with grounded
lens-gate. V = −0.5mVwas applied to contact 1 and the QPC-gate voltage dependent current
I2 measured at 2. The current I behind 2 splits into five channels (QPC+1-channel and one
side contact-channel with current amplifier and four side contact channels grounded).
RQPC2 = RQPC1 =∞ andmeasured the offset voltage of current amplifierV ” = 4I3R/3. Compa-
rable voltage to V ′1 was found to be V ” = 13µV. For the case of non-zero side contact resistance,
a voltage can build up in the central region between two QPC causing additional current I2 to
flow through the contact 2. Now we can estimate this correction current from the system of
equations
I2(RQPC2 +R) +V






For some of the measurements (in Sec. (2.5)) we didn’t measure I3 and didn’t have the current








where R′QPC1 = RQPC1 +R and R
′
QPC2 = RQPC2 +R. So finally we have
I2 =
V −V ′ − I1R′QPC1
R′QPC2
, (A.6)
This current was removed from all the data shown in chapter III.
A.2.3 Coherent effects in magnetic deflection and electrostatic focusing
experiments
First, we discuss experiments from the chapter (3.3) and possible phase-coherent contributions to
the measured current. We start with the combined magnetic deflection and electrostatic focusing
experiment and plot the detector conductance as the function of B and the voltage applied to the
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lens gate VL for the both QPCs tuned to the first plateau in Fig.A.4. We found some periodic max-
ima lines that were hidden previously by broad electron branches due to the high conductance.
The Periodic substructure of themeasured conductance indicates the contribution of backscatter-














Figure A.4: (a) Measured conductance G as a function of the external magnetic field B and the voltage
applied to the lens VL. QPC1 was used as emitter and QPC2 as the detector; both tuned
to the 1st plateau. (b) 3D profile of the conductance. Maximum value of conductance at
VL = −0.65V and B = 0mT.
and transparent regime of the lens. However in most of the experiments discussed above these
features were suppressed due to the relatively high source-drain voltage (V ≈ −1mV). To probe
the effect of the backscattered electrons on the transmission through the two QPCs in series with
a lens in between themwe perform the same electrostatic focusing experiment as in section (2.6.3)
but for various tuning of the emitter QPC1. In Fig. A.5 we showed the influence of the lens gate
a) b)













































Figure A.5: a) Conductance through two QPC in series and a lens as a function of lens voltage VL for
various detector QPC voltages VQPC1 (marked with color), emitter QPC2 was kept at the
first plateau. b) Single emitter QPC conductance as a function of QPC gate voltage VQPC1.
Emitter tuning used in (a) are marked with identical colors as lines in (a), V = −1mV
for various configurations of the emitter plateau. We found that the conductance profileG(VQP1)
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remains unchanged at varying detector voltages within the first and second plateaus, but shows











































Figure A.6: Averaged conductance derivative on QPC gate voltage VQPC1 over the full range of lens volt-
ages. The transparent line indicates spline fit and dots represent calculated conductance. As
the guide for the eyes, we also show the emitter single QPC conductance dependence on
VQPC1.
conductance profileG for different QPC1 gate voltagesVQPC1 can be quantified using the conduc-
tance derivative over the VQPC1. In Fig. A.6 we plot averaged derivative of the curves of the Fig.
A.5 for the whole range of lens voltages. Conductance derivative illustrates the cross-correlation
coefficient between the adjacent curves: δG/δVQPC1 = [G(VQPC1+δVQPC1)−G(VQPC1)]/δVQPC1.
It is clear that the change of the conductance profile δG is the same for every conductance plateau
and reaches its maximum at the beginning of each conductance plateau. Therefore the observed
features in the measured conductance G are connected with the number of injected QPC modes
N and not influenced by the coherent backscattering from impurities or gates.
A.2.4 QD calibration
We performed characterization of single quantum dot in chapter IV. The working point was
determined as ṼL = −202mV and ṼR = −91mV. At the working point we found E
(0)
C ≃ 1.27meV.
In the Table A.6 we summarize the functional dependences along the bisecting line from the
figure 4.15.
RF circuitry calibration
In the radio frequency calibration section of chapter IV we presented possible solution of
impedance mismatch in our electrical circuitry. The result of the calibration (for both gates) is
summarized in the Table A.7. We show here calibration data for the figures Fig. 4.19 presented
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Table A.6: Experimentally determined parameters of our QD; from left to right: index number n, chemical
potentials at the working point VL = VR = 0, charging energies EC(n) = µn − µn−1, tunnel




n µ0n (meV) EC(n) (meV) ΓL,R (meV) at µn = 0
−3 −3.85 1.39 0.39
−2 −2.25 1.35 0.59
−1 −0.90 1.31 0.82
0 0.41 1.27 1.09
1 1.68 1.23 1.40
2 2.91 1.19 1.74
3 4.11 1.15 2.13
4 5.31 1.11 2.53
Table A.7: Radio frequency calibration factors αL,R at various driving frequencies.






before. The data was taken within the interval of 1 day, therefore the input voltage related to the
current amplifier can be quite different in this data plots.
A.3 Experimental raw data
Here we present the raw data used in the chapter II, section (2.4). Fig. A.8 shows conductance as a
function of magnetic fields for equal single QPC conductances used for analysis in Fig. 2.22 when
QPC1 is emitter andQPC2 is detector. Fig. A.9 shows conductance as a function of magnetic fields
for different single QPC1 conductances and QPC conductance fixed at the 7th plateau used for
analysis in Fig. 2.23 when QPC1 is emitter and QPC2 is detector. Fig. A.10 shows conductance
as a function of magnetic fields for equal single QPC conductances when QPC2 is emitter and
QPC1 is detector. Fig. A.11 shows measured conductance as a function of magnetic fields for
different single QPC1 conductances and QPC conductance fixed at the 7th plateau when QPC2
is emitter and QPC1 is detector. Fig. A.10 shows conductance as a function of magnetic fields for
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Figure A.7: Measured current I as a function of modulation amplitude A (radius) and phase difference
φ (angle) between VL(t) and VR(t) for f = 25,50,100,200MHz in panels a-d
Figure A.8:Measured conductanceG as a function of magnetic field B for for both QPCs operating at the
same plateau i = j , GQPC1 = GQPC2 = 2e
2i/h, QPC1 is emitter and QPC2 is detector.
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Figure A.9: Measured conductance G as a function of magnetic field B for different combinations of
GQPC1 = 2e
2i/h and GQPC2 = 2e
2j/h ,j = 7, QPC1 is emitter and QPC2 is detector.
Figure A.10:Measured conductance G as a function of magnetic field B for for both QPCs operating at
the same plateau i = j , GQPC1 = GQPC2 = 2e
2i/h, QPC2 is emitter and QPC1 is detector.
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Figure A.11:Measured conductance G as a function of magnetic field B for different combinations of
GQPC1 = 2e
2i/h and GQPC2 = 2e
2j/h ,j = 7, QPC2 is emitter and QPC1 is detector.
Figure A.12:Measured conductance G as a function of magnetic field B for different combinations of
GQPC1 = GQPC2 = 2e
2i/h for the first (red) and second (black) cooldown. QPC1 is emitter,
QPC2 is detector.
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A.4 Theoretical model description
A.4.1 Transmission through coupled QPCs
Here we present the details of the model introduced in Sec. (2.5) of the chapter II.
A.4.1.1 Harmonic oscillator eigenstates in the QPCs









where ωy(x) sets the quadratic confinement potential strength such that ~ωy(x) is the energy
spacing of the harmonic oscillator eigenstates. The chemical potential V0 sets the number of
conducting channels at a given energy E. We assume the quadratic confinement ωy(x) changes
adiabatically on the scale of the wavelength. When performing the wavefunction matching at
the boundary x1,x2 with the free 2DES, the weights of the plane wave eigenstates in the 2DES












π. Here k′y =
√
~
mωky is the wavenumber in y di-
rection in natural units, Hn−1(k
′
y) are Hermite polynomials and the factor under the square root


















where ni − 1 labels the n − 1-harmonic oscillator eigenstate in QPC i = 1,2, ωyi = ωy(xi ) is
the confinement frequency at the boundary of QPC i . Note that in the natural units of k′y , the
confinement frequency ωyi at the crossover point xi of the QPC enters.
A.4.1.2 Free 2DES with magnetic field in WKB approximation
The free 2DES in region II is modeled with the Hamiltonian
Ĥ =
(




where we choose a gauge for the magnetic field as ~A(~r) = (0,Bx,0)T . In y-direction, the eigen-
states are plane waves. With the ansatz ψky (x,y) = ψ(x,ky)e
ikyy , we can write the differential











































normalized to unity at x = x1.








is exactly when the electrons starting with a given ky at x = 0 reverse their
propagation direction along x. Thus, the approximation is valid as long as the distance d be-
tween the QPCs is smaller than the cyclotron radius rc < vf /ωc . The approximation is only valid
for electrons with small ky . Electrons with a large negative ky propagate at an angle such that
they need to propagate only a short distance in x-direction for the magnetic field to reverse their
direction.
A.4.1.3 Propagated wavefunction and transmission through two QPCs in series
We find how an eigenstate from the first QPC continues in the free region by wavefunction
matching at the boundary of the two regions. This procedure is valid for abruptly changing
potentials, as sketched in figure 2.20. As the eigenstates of the free region are plane waves in
y-direction, the weights of the harmonic oscillator eigenstate with quantum number n1 prop-


















































Furthermore, we can calculate the wavefunction of the time-reversed propagation of elec-



































where the natural units take the same functional form, but the confinement frequency needs to
be replaced by the confinement frequency at the entry of the second QPC, ωy1 → ωy2. With
the time-reversed wavefunction, we can calculate the overlap of electrons emitted from the first
QPC with harmonic oscillator eigenstates of the second QPC at any point x0 in the free region.
Since the wavefunctions are plane waves in y-direction, we can compute the overlap directly in
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where we entered explicitly the form for the prefactor ani−1(k
′
y). When the confinement at the
crossover ωy is sufficiently small such that all large momenta of order of
√
ǫ have negligible
weights due to the exponential suppression, the prefactor under the forth root can be approxi-
mated as unity. This approximation is done in the formula presented in section 2.5.2.
The transmission for an electron emitted from the n1-th level of the first QPC to enter
the n2-th level of the second QPC is Tn1,n2 = |On1,n2(x0)|2, independent on the value x0 between
the QPCs chosen. If the second QPC is set to N2 conducting channels, the electron entering the
N2 lowest levels of the second QPC transmit, while all other electrons get reflected. We assume
that these reflected electrons do not enter the second QPC in a cascade of reflections. As stated
at the end of section 2.5.2, the total transmission probability for an electron emitted from the




A.5 Python simulation code
A.5.1 Anharmonic QPC eigenmodes
1 impor t numpy as np
2 from type s impor t SimpleNamespace
3 from ma t p l o t l i b impor t pyp l o t
4 np . s e t _ p r i n t o p t i o n s ( p r e c i s i o n =4 , l i n ew i d t h =200 )
5
6 de f SetUpH ( p , doP l o t = F a l s e ) :
7 # S imple t i g h t b i nd ing model f o r a 1D cha in with an o n s i t e p o t e n t i a l
8 de f pot ( x ) :
9 pvec = np . z e r o s ( p . L , d type= f l o a t )
10 f o r cnt , x v a l i n enumerate ( x ) :
11 pvec [ cn t ] = 2 ∗ p . t \
12 + p . px2 ∗ np . power ( ( x v a l − p . L / 2 ) , 2 ) \
13 + p . px4 ∗ np . power ( ( x v a l − p . L / 2 ) , 4 )
14 r e t u r n pvec
15 i f d oP l o t : pyp l o t . p l o t ( l i s t ( range ( p . L ) ) , po t ( l i s t ( range ( p . L ) ) ) )
16
17 H = np . d i ag ( pot ( l i s t ( range ( p . L ) ) ) )
18
19 f o r cn t in range ( p . L−1) :
20 H[ cnt , cn t +1] = −p . t
21 H[ cn t +1 , cn t ] = −p . t
22
23 r e t u r n H
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24
25 # Pa rame te r s f o r the Harmonic H
26 # L i s t the number o f s i t e s
27 # px2 i s the p r e f a c t o r o f q u a d r a t i c p o t e n t i a l
28 # px4 i s the p r e f a c t o r o f the x^4 p o t e n t i a l
29 # t i s the hopping
30 px2 s e t = 0 . 0 0 0 0 0 0 4
31 p = SimpleNamespace ( L = 400 , px2 = px2se t , px4 = 0 . 0 0 ∗ px2se t , t = 1 . 0 )
32 # Pa rame te r s f o r the Anharmonic H .
33 p4 = SimpleNamespace ( L = 400 , px2 = px2se t , px4 = 0 . 0 3 ∗ px2se t , t = 1 . 0 )
34
35 # Harmonic H
36 ham = SetUpH ( p , F a l s e )
37 # Anharmonic H
38 ham4 = SetUpH ( p4 , F a l s e )
39 # pyp l o t . draw ( )
40
41 # Compute e i g en sy s t ems
42 eva l s , e ve c s = np . l i n a l g . e i gh ( ham )
43 eva l s 4 , e ve c s 4 = np . l i n a l g . e i gh ( ham4 )
44
45 # Numbers o f e i g e n s t a t e s to p l o t
46 n = range ( 7 )
47
48 # P r i n t e i g e n e n e r g i e s
49 p r i n t ( " E i g e n en e r g i e s harmonic p o t e n t i a l " ) ;
50 p r i n t ( e v a l s [ n ] )
51 p r i n t ( " E i g e n en e r g i e s harmonic p o t e n t i a l , no rma l i z ed to 2 e v a l [ 0 ] " ) ;
52 p r i n t ( e v a l s [ n ] / ( 2 ∗ e v a l s [ 0 ] ) )
53 p r i n t ( " E i g e n en e r g i e s anharmonic p o t e n t i a l " ) ;
54 p r i n t ( e v a l s 4 [ n ] )
55 p r i n t ( " E i g e n en e r g i e s anharmonic p o t e n t i a l , no rma l i z ed to 2 e v a l 4 [ 0 ] " ) ;
56 p r i n t ( e v a l s 4 [ n ] / ( 2 ∗ e v a l s 4 [ 0 ] ) )
57 p r i n t ( " D i f f e r e n c e o f the norma l i z ed anharmonic e i g e n v a l u e s " ) ;
58 e v a l s d i f f = np . z e r o s ( l en ( n ) −1)
59 f o r cn t in range ( l en ( n ) −1) :
60 e v a l s d i f f [ cn t ] = \
61 ( e v a l s 4 [ cn t + 1 ] / ( 2 ∗ e v a l s 4 [ 0 ] ) ) − \
62 ( e v a l s 4 [ cn t ] / ( 2 ∗ e v a l s 4 [ 0 ] ) )
63 p r i n t ( e v a l s d i f f )
64
65 # P l o t wave func t i ons
66 f , a x a r r = pyp l o t . s u b p l o t s ( l en ( n ) , sha r ex =True )
67 f o r cntn in n :
68 ax a r r [ cntn ] . p l o t ( range ( p . L ) , np . abs ( eve c s [ : , cntn ] ) ∗ ∗ 2 )
69 ax a r r [ cntn ] . p l o t ( range ( p . L ) , np . abs ( eve c s 4 [ : , cntn ] ) ∗ ∗ 2 )
70
71 ax a r r [ 0 ] . s e t _ t i t l e ( " | P s i | ^ 2 f o r V = x^2 ( b l ue ) and V = x^2 + a x ^4 , a = . . . (
g reen ) " )
72 pyp l o t . show ( )
A.5.2 Gaussian beam propagation in Fabry-Perot resonator
1 impor t s c i p y
2 impor t numpy as np
3 impor t os
4 impor t m a t p l o t l i b . pyp l o t as p l t
5 impor t s c i p y . i n t e g r a t e as i n t e g r a t e
6 from s c i p y . i n t e g r a t e impor t quad
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7 from lm f i t impor t minimize , Minimizer , Parameters , Parameter , r e p o r t _ f i t
8 from __ fu t u r e __ impor t d i v i s i o n
9
10 # Phy s i c a l c o n s t a n t s
11 lam=40E−3
12 w0=250E−3
13 z0=np . p i ∗w0∗w0 / lam
14 R=2
15 k=2∗ np . p i / lam
16 mstar = 0 . 0 6 7 ∗ 9 . 1 0 9 4 E−31
17 hbar =1 . 0 5 45718E−34
18 e =1 . 6 E−19
19 E = 0 . 0 0 2 ∗ e
20 omega=E / hbar
21
22 # Gauss ian Beam parame te r s
23 de f width ( l ) :
24 r e t u r n np . s q r t (w0∗w0 ∗ ( 1 + l ∗ l / ( z0 ∗ z0 ) ) )
25 de f r a d i u s i n ( l ) :
26 r e t u r n l +z0 ∗ z0 / l
27 de f r a d i u s (m, l ) :
28 r r =2/ np . s q r t ( ( mstar ∗ omega / ( 2 ∗ hbar ) ) ) ∗ 1 E6
29 f o r i i n range ( 0 ,m) :
30 r r = r r + l +z0 ∗ z0 / l
31 r r = r r ∗R / ( R−2∗ r r )
32 r e t u r n r r
33 de f t h e t a ( l ) :
34 r e t u r n np . a r c t a n ( l / z0 )
35
36 #Hermite po lynomia l s
37 de f H1 ( x , y ) :
38 r e t u r n 1
39
40 de f H2 ( x , y ) :
41 r e t u r n 2 ∗ ( np . s q r t ( 2 ) ∗ y / width ( x ) )
42
43 de f H3 ( x , y ) :
44 r e t u r n 4 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) ) ∗ ∗2 −2
45
46 de f H4 ( x , y ) :
47 r e t u r n 8 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) ) ∗ ∗ 3 − 1 2 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) )
48
49 de f H5 ( x , y ) :
50 r e t u r n 1 6 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) ) ∗ ∗ 4 − 4 8 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) ) ∗ ∗ 2+12
51
52 de f H6 ( x , y ) :
53 r e t u r n 3 2 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) ) ∗ ∗ 5 − 1 6 0 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) )
∗ ∗ 3 + 1 2 0 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) )
54
55 de f H7 ( x , y ) :
56 r e t u r n 6 4 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) ) ∗ ∗ 6 − 4 8 0 ∗ ( np . s q r t ( 2 ) ∗ ( y / width ( x ) ) )




60 kk =0 . 1
61 # P lane wave p ropaga t i on
62 de f p s i 0 p ( y , l ,m, kk ) :
63 p s i =np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ l )
64 r e t u r n p s i
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65 # Gauss ian beam propaga t i on
66 de f p s i 1 p ( y , l ,m, kk ) :
67 p s i =w0 / width ( l ) ∗H1 ( l , y ) ∗ np . exp (−y ∗ y / np . power ( width ( l ) , 2 ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗
kk ) ∗ y ∗ y / ( 2 ∗ r a d i u s (m, l ) ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ l +1 j ∗ t h e t a ( l ) )
68 r e t u r n p s i
69 de f p s i 1 p i n ( y , l ,m, kk ) :
70 p s i =w0 / width ( l ) ∗H1 ( l , y ) ∗ np . exp (−y ∗ y / np . power ( width ( l ) , 2 ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗
kk ) ∗ y ∗ y / ( 2 ∗ r a d i u s (m, l ) ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ l +1 j ∗ t h e t a ( l ) )
71 r e t u r n np . power ( abs ( p s i ) , 2 )
72 de f p s i 2 p ( y , l ,m, kk ) :
73 p s i =w0 / width ( l ) ∗H2 ( l , y ) ∗ np . exp (−y ∗ y / np . power ( width ( l ) , 2 ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗
kk ) ∗ y ∗ y / ( 2 ∗ r a d i u s (m, l ) ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ l + 3 / 2 ∗ 1 j ∗ t h e t a ( l ) )
74 r e t u r n p s i
75 de f p s i 2 p i n ( y , l ,m, kk ) :
76 p s i =w0 / width ( l ) ∗H2 ( l , y ) ∗ np . exp (−y ∗ y / np . power ( width ( l ) , 2 ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗
kk ) ∗ y ∗ y / ( 2 ∗ r a d i u s (m, l ) ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ l + 3 / 2 ∗ 1 j ∗ t h e t a ( l ) )
77 r e t u r n np . power ( abs ( p s i ) , 2 )
78 de f p s i 3 p ( y , l ,m, kk ) :
79 p s i =w0 / width ( l ) ∗H3 ( l , y ) ∗ np . exp (−np . power ( y ∗ np . s q r t ( 2 ) / width ( l ) , 2 ) / 2 ) ∗ ( 1 / np .
s q r t ( 8 ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ y ∗ y / ( 2 ∗ r a d i u s (m, l ) ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ l
+ 5 / 2 ∗ 1 j ∗ t h e t a ( l ) )
80 r e t u r n p s i
81 de f p s i 3 p i n ( y , l ,m, kk ) :
82 p s i =w0 / width ( l ) ∗H3 ( l , y ) ∗ np . exp (−np . power ( y ∗ np . s q r t ( 2 ) / width ( l ) , 2 ) / 2 ) ∗ ( 1 / np .
s q r t ( 8 ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ y ∗ y / ( 2 ∗ r a d i u s (m, l ) ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ l
+ 5 / 2 ∗ 1 j ∗ t h e t a ( l ) )
83 r e t u r n np . power ( abs ( p s i ) , 2 )
84 de f p s i 4 p ( y , l ,m, kk ) :
85 p s i =w0 / width ( l ) ∗H4 ( l , y ) ∗ np . exp (−np . power ( y ∗ np . s q r t ( 2 ) / width ( l ) , 2 ) / 2 ) ∗ ( 1 / np .
s q r t ( 4 8 ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ y ∗ y / ( 2 ∗ r a d i u s (m, l ) ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ l
+ 7 / 2 ∗ 1 j ∗ t h e t a ( l ) )
86 r e t u r n p s i
87 de f p s i 4 p i n ( y , l ,m, kk ) :
88 p s i =w0 / width ( l ) ∗H4 ( l , y ) ∗ np . exp (−np . power ( y ∗ np . s q r t ( 2 ) / width ( l ) , 2 ) / 2 ) ∗ ( 1 / np .
s q r t ( 4 8 ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ y ∗ y / ( 2 ∗ r a d i u s (m, l ) ) ) ∗ np . exp (−1 j ∗ ( k−1 j ∗ kk ) ∗ l
+ 7 / 2 ∗ 1 j ∗ t h e t a ( l ) )
89 r e t u r n np . power ( abs ( p s i ) , 2 )
90
91 # C a l c u l a t i n g s u p e r p o s i t i o n a f t e r n− th r e f l e c t i o n
92 de f ps isum0 ( y , l , r ,m, kk ) :
93 summ0=0
94 f o r i i n range ( 1 ,m) :
95 summ0=summ0+(1− r ) ∗ np . power ( r , i ) ∗ p s i 0 p ( y , l ∗ i , i , kk )
96 # p r i n t summ
97 r e t u r n np . power ( abs ( summ0 ) , 2 )
98 de f ps isum1 ( y , l , r ,m, kk ) :
99 summ1=0
100 f o r i i n range ( 1 ,m) :
101 summ1=summ1+(1− r ) ∗ np . power ( r , i ) ∗ p s i 1 p ( y , l ∗ i , i , kk )
102 # p r i n t summ
103 r e t u r n np . power ( abs ( summ1 ) , 2 )
104 de f ps isum2 ( y , l , r ,m, kk ) :
105 summ2=0
106 f o r i i n range ( 1 ,m) :
107 summ2=summ2+(1− r ) ∗ np . power ( r , i ) ∗ p s i 2 p ( y , l ∗ i , i , kk )
108 # p r i n t summ
109 r e t u r n np . power ( abs ( summ2 ) , 2 )
110 de f ps isum3 ( y , l , r ,m, kk ) :
111 summ3=0
112 f o r i i n range ( 1 ,m) :
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113 summ3=summ3+(1− r ) ∗ np . power ( r , i ) ∗ p s i 3 p ( y , l ∗ i , i , kk )
114 # p r i n t summ
115 r e t u r n np . power ( abs ( summ3 ) , 2 )
116 de f ps isum4 ( y , l , r ,m, kk ) :
117 summ4=0
118 f o r i i n range ( 1 ,m) :
119 summ4=summ4+(1− r ) ∗ np . power ( r , i ) ∗ p s i 4 p ( y , l ∗ i , i , kk )
120 # p r i n t summ4
121 r e t u r n np . power ( abs ( summ4 ) , 2 )
122
123 # C a l c u l a t i n g i n t e n s i t y
124 de f i n t e n s 0 ( l , r ,m, kk ) :
125 r e t u r n quad ( psisum0 , −1 , 1 , a r g s = ( l , r ,m, kk ) ) [ 0 ]
126 de f i n t e n s 1 ( l , r ,m, kk ) :
127 r e t u r n quad ( psisum1 , −1 , 1 , a r g s = ( l , r ,m, kk ) ) [ 0 ]
128 de f i n t e n s 1 i n ( l ,m, kk ) :
129 r e t u r n quad ( p s i 1p in , −1 , 1 , a r g s = ( l ,m, kk ) ) [ 0 ]
130 de f i n t e n s 2 ( l , r ,m, kk ) :
131 r e t u r n quad ( psisum2 , −1 , 1 , a r g s = ( l , r ,m, kk ) ) [ 0 ]
132 de f i n t e n s 2 i n ( l ,m, kk ) :
133 r e t u r n quad ( p s i 2p in , −1 , 1 , a r g s = ( l ,m, kk ) ) [ 0 ]
134 de f i n t e n s 3 ( l , r ,m, kk ) :
135 r e t u r n quad ( psisum3 , −1 , 1 , a r g s = ( l , r ,m, kk ) ) [ 0 ]
136 de f i n t e n s 3 i n ( l ,m, kk ) :
137 r e t u r n quad ( p s i 3p in , −1 , 1 , a r g s = ( l ,m, kk ) ) [ 0 ]
138 de f i n t e n s 4 ( l , r ,m, kk ) :
139 r e t u r n quad ( psisum4 , −1 , 1 , a r g s = ( l , r ,m, kk ) ) [ 0 ]
140 de f i n t e n s 4 i n ( l ,m, kk ) :
141 r e t u r n quad ( p s i 4p in , −1 , 1 , a r g s = ( l ,m, kk ) ) [ 0 ]
142 p r i n t ( i n t e n s 4 ( 0 . 0 0 0 1 , 0 . 9 , 1 0 0 , 0 . 1 ) )
143
144 # F i t the Gauss ian beam da t a
145 # l o ad expe r imen t a l d a t a to be f i t t e d
146 exp1 = np . f r om f i l e ( " p a t h t o t h e f i l e " , d type= f l o a t , count =−1 , sep= " " )
147 exp1 . shape
148 exp1 = np . r e shape ( exp1 , ( −1 , 2 ) )
149 exp2 = exp1 . t r a n s po s e ( )
150 x =( exp2 [ 0 , 1 : 1 7 9 ] )
151 da t a =exp2 [ 1 , 1 : 1 7 9 ]
152 # d e f i n e the s i z e o f the r e s o n a t o r
153 z=np . l i n s p a c e ( 3 . 6 , 4 . 2 , num=178 )
154 r e s 4 =np . l i n s p a c e ( 4 . 2 , 3 . 6 , num=178 )
155
156 # Try ing to f i n d the b e s t f i t pa r ame te r s
157 de f fcn2min ( params , x , d a t a ) :
158 r = params [ ’ r ’ ]
159 kk = params [ ’ kk ’ ]
160 f o r i i n range ( 1 , 1 5 0 ) :
161 # r e s 2 [ i ]= i n t e n s 2 ( x [ i ] , r ,m, kk ) / i n t e n s 2 i n ( 0 . 0 0 0 0 1 ,m, kk )
162 r e s 0 [ i ]= i n t e n s 0 ( x [ i ] , r ,m, kk )
163 r e t u r n r e s 2 − da t a
164 # c r e a t e a s e t o f Pa rame te r s
165 params = Parame te r s ( )
166 params . add ( ’ r ’ , v a l u e = 0 . 9 , min = 0 . 7 , max = 0 . 9 9 )
167 params . add ( ’ kk ’ , v a l u e = 0 . 5 , min = 0 . 0 0 0 1 , max=1 )
168 # do f i t , here with l e a s t s q model
169 minner = Min imizer ( fcn2min , params , f c n _ a r g s =( x , d a t a ) )
170 kws = { ’ o p t i o n s ’ : { ’ max i t e r ’ : 1 0 0 } }
171 r e s u l t = minner . minimize ( )
172 r e s u l t . params
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173 # c a l c u l a t e f i n a l r e s u l t
174 f i n a l = da t a + r e s u l t . r e s i d u a l
175 # wr i t e e r r o r r e p o r t
176 r e p o r t _ f i t ( r e s u l t )
177 # p l o t r e s u l t s
178 p l t . p l o t ( z , data , ’ o ’ )
179 p l t . p l o t ( z , f i n a l , ’ r ’ )
180 # save r e s u l t s
181 params2= r e s u l t . params
182 v = params2 . v a l u e s d i c t ( )
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