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RÉSUMÉ 
La tarification de produits dérivés dans le modèle Variance Gamma est étudiée. Les as-
pects théoriques concernant le processus Variance Gamma sont d'abord étudiés. Ensuite, 
la tarification de produits dérivés européens est présentée. Puis, on décrit des techniques 
de simulation qui permettront d'obtenir les prix d'options exotiques ainsi que d'évaluer 
les sensibilités de ces options par rapport à leurs paramètres. Finalement, on présente 
des techniques faisant intervenir des transformées de Fourier rapides pour la tarification 
de produits dérivés. La technique de Carr et al. (1999) permet de tarifer des options eu-
ropéennes très efficacement pour de nombreux prix d'exercice simultanément, alors que 
la méthode de convolution permet de tarifer des options à dates d'exercices multiples, 
appelées options bermudiennes. Cette dernière technique permet aussi d'obtenir les prix 
de droits américains. 

INTRODUCTION 
L'objectif de ce mémoire est de présenter des techniques efficaces pour tarifer des pro-
duits dérivés dans le modèle Variance Gamma. Ce modèle est un cas particulier de 
la famille des processus de Lévy exponentiels, ceux-ci étant très intéressants pour leurs 
applications financières notamment parce qu'ils permettent de bien modéliser les caracté-
ristiques empiriques des marchés financiers et aussi parce qu'ils possèdent des propriétés 
probabilistes intéressantes. Deux méthodes sont utilisées en parallèle pour tarifer des 
produits dérivés : des méthodes de Monte Carlo et des méthodes numériques faisant in-
tervenir des transformées de Fourier rapides (FFT). Les méthodes Monte Carlo vont se 
montrer très utiles puisqu'elles ont l'avantage de nous donner la possibilité de tarifer de 
nombreux produits relativement facilement, mais au coût d'une rapidité déficiente. Pour 
cette raison, on se tourne vers les méthodes faisant intervenir des FFT qui disposent de 
très grandes précision et rapidité. 
Le chapitre 1 présente le processus Variance Gamma en détail du point de vue stochas-
tique seulement. Dans le chapitre 2, le modèle Variance Gamma ainsi que la tarification 
de produits dérivés européens sont étudiés. Dans le chapitre 3, la méthode de Monte 
Carlo appliquée à la tarification de produits dérivés est analysée. Différentes techniques 
de simulation du processus Variance Gamma sont décrites et le chapitre se termine avec 
la présentation de différentes techniques utiles à l'évaluation de la sensibilité par rap-
port aux paramètres de certains produits dérivés, dont des options exotiques. Finalement, 
dans le chapitre 4, on présente deux techniques pour tarifer des produits dérivés, celles-ci 
faisant intervenir des FFT. La première technique, celle de Carr et al. (1999), permet 
de tarifer des options européennes très efficacement pour de nombreux prix d'exercice 
simultanément. On montre également comment ajuster la méthode pour obtenir des 
sensibilités par rapport aux paramètres. La deuxième technique appelée méthode de 
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convolution permet de tarifer avec une grande efficacité, encore une fois, des options 
à dates d'exercices multiples, appelées options bermudiennes. Notre objectif avec cette 
méthode est également de tarifer des droits américains. Ce dernier chapitre se conclut 
avec une analyse pratique de cette dernière méthode. 
CHAPITRE I 
LE PROCESSUS VARIANCE GAMMA 
1.1 Introduction 
Dans ce chapitre, on présente des notions sur les processus de Lévy et, en particulier, le 
processus Variance Gamma est étudié. Ce chapitre ne traite donc pas de l'application 
du processus à la modélisation financière. On définit d'abord un processus de Lévy et 
le théorème de Lévy-Khintchine est ensuite présenté. On définit ensuite le processus 
Variance Gamma et on présente ses différentes écritures. La distribution, l'activité, la 
variation, le coefficient d'asymétrie et le kurtosis du processus sont également étudiés. 
1.2 Les processus de Lévy 
On définit maintenant un processus de Lévy et on énonce certains théorèmes qui per-
mettront de mieux comprendre le processus Variance Gamma. Pour une couverture plus 
complète de la théorie sur les processus de Lévy avec des applications financières, on 
suggère les ouvrages de Schoutens (2003) et de Cont et Tankov (2003). Cette sous-
section est d'ailleurs construite à partir des fondements théoriques de ces ouvrages. Soit 
(n, F, (Ftk~o, JP>) un espace de probabilité filtré. 
Définition 1. Un processus stochastique X = (Xt)t~o adapté à (Ft)t~O est un processus 
de Lévy si 
1. Xo = 0, presque sûrement; 
2. X, adapté à (Ft)t~O' possède des accroissements indépendants, c'est-à-dire que 
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X 1 - X 8 est indépendant de F 8 pour tout 0 ~ s < t; 
3. X possède des accroissements stationnaires, c'est-à-dire que X 1 - X 8 a la même 
distribution que X 1_ 8 pour tout 0 ~ s < t ; 
4. X est un processus continu à droite avec limite à gauche (càdlàg), presque sûre-
ment. 
La fonction caractéristique d'un processus de Lévy est complètement définie par le théo-
rème de Lévy-Khintchine. 
Théorème 1. Si X = (X1) 1::-:o est un processus de Lévy, alors sa fonction caractéristique, 
pour t 2: 0, u E IR., satisfait la relation suivante : 
JE [eiuXt] =exp (iuat- ~u2 cr2 t + t r (eiux- 1- iuxlilxl<l) II(dx)) . (1.1) 
2 j'R.\{0} 
où a E IR. et cr 2: O. La mesure de Lévy II est une mesure sur IR. qui satisfait 
II ( {0}) = 0 et l (1/\ lxl 2) II (dx) < oo. (1.2) 
Ce processus peut être caractérisé par ce qu'on appelle un triplet de Lévy (a, cr2 , II), 
où a est un terme linéaire, cr2 est le coefficient de diffusion et II est la mesure de Lévy. 
Deux·propositions faisant intervenir la mesure de Lévy sont maintenant présentées. La 
première permet d'évaluer si un processus de Lévy possède une activité finie ou infinie, 
c'est-à-dire de savoir si le nombre de sauts sur tout intervalle de temps compact est fini 
ou infini. La seconde permet d'évaluer si les trajectoires d'un processus de Lévy sont à 
variation finie ou infinie. 
Proposition 1. Soit X un processus de Lévy avec le triplet (a, cr2, II). 
1. Si II(IR.) < oo, alors, presque sûrement, les trajectoires de X possèdent un nombre 
fini de sauts sur tout intervalle de temps compact. Dans ce cas, le processus de 
Lévy possède une activité finie. 
2. Si II(IR.) = oo, alors, presque sûrement, les trajectoires de X possèdent un nombre 
infini de sauts sur tout intervalle de temps compact. Dans ce cas, le processus de 
Lévy possède une activité infinie. 
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Proposition 2. Soit X un processus de Lévy avec le triplet (a, a 2 , rr). 
1. Si a 2 = 0 et ~xl<l lxlll(dx) < oo, alors presque toutes les trajectoires de X sont à 
variation finie. 
2. Si a 2 # 0 ou ~xl<l lxiiT(dx) = oo, alors presque toutes les trajectoires de X sont 
à variation infinie. 
Exemple 1. Soit (B)t~O un mouvement brownien standard. La mesure de Lévy IT(dx) 
d'un tel processus est nulle, ce qui implique que le processus ne comporte pas de sauts et 
que l'activité du processus est finie. Étant donné que a 2 =f 0, la variation du processus 
est infinie. Sans utiliser la proposition 1, on peut déduire que l'activité d'un mouvement 
brownien est nulle étant donné qu'il s'agit d'un processus continu par définition et, donc, 
ne comportant aucun saut. 
Exemple 2. Soit (N)t~O un processus de Poisson d'intensité>. >O. Le triplet de Lévy 
d'un tel processus est de (0,0,>.!5(1)), où 8(1) est la mesure de Dirac au point 1 . fl 
s'agit d'un processus à sauts sans composante de diffusion, ce qui explique que a 2 = O. 
L'intégrale de la mesure de Lévy est finie, ce qui fait en sorte que l'activité du processus 
est finie et, puisque a 2 = 0 en plus, la variation du processus est finie. 
Exemple 3. Soit ( G)t~O un processus gamma. La densité d'un tel processus à un ins-
tant fixé t est donnée par une loi gamma {voir l'équation (1.4) pour la fonction de 
densité) de paramètres o:t > 0 et (3. Le triplet de Lévy de ce processus issu de 0 est de 
(o:(1- e-13)/ (3, 0, o:e-f3gg-1ll9>odg). On vérifie facilement que l'intégrale du processus est 
infinie, ce qui implique que l'activité du processus est infinie. Par ailleurs, a 2 = 0, ce qui 
signifie qu'il s'agit d'un processus de sauts et on a aussi que l'intégrale sur l'intervalle 
lgl < 1 du processus de Lévy est finie, ce qui implique que la variation du processus est 
finie. 
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1.3 Processus Variance Gamma exprimé comme un mouvement brownien 
subordonné 
Un processus Variance Gamma peut être défini en évaluant un mouvement brownien 
avec dérive à un instant aléatoire donné par un processus gamma. Soit 
b(t;O,a) = Ot+aBt, (1.3) 
où (B)t;::o est un mouvement brownien standard. Le processus b(t; (},a) est donc un mou-
vement brownien avec dérive (}et volatilité a. Avant de présenter le processus gamma, 
la distribution gamma G(a, {3), où 11! > 0 et {3 > 0, est rappelée : 
!( ) _ {3o. o-1 -{Jx 0 x - r(a) x e . x> . 
où r(-) est la fonction gamma. On retrouve facilement l'espérance IE[X] 
( 1.4) 
~ et la 
variance Var(X) = -Fz· La fonction caractéristique de la distribution gamma est la 
suivante: 
Mx(u) =lE [exp (iuX)] = ( 1- i;) -o., u E IR. (1.5) 
Un processus gamma 1(t; f..L, v) avec des taux de moyenne f.l et de variance v est un 
processus de Lévy dont la densité d'un accroissement 1(t + h; f..L, v) - 'Y(t; f..L, v) sur un 
intervalle de temps (t, t + h) est celle d'une distribution gamma d'espérance f..Lh et de 
variance vh : 
2~ 
( 
f.l) ~ g v - 1 exp (- ~ g) 
f-r(h}(g)= ~ r(~) g >o. (1.6) 
En utilisant la paramétrisation de l'équation (1.4), on obtient une densité gamma G ( ~, ~). 
On trouve donc que la distribution gamma paramétrisée en fonction de f.l et v a la fonc-
tion caractéristique suivante : 
~ 
lE [exp (iu')'(t; f..L, v)] = ( 1 _1iu~) v , u E IR, t ~O. (1. 7) 
Un processus Variance Gamma (X(t; a, v, O))t;::o est un processus de Lévy pouvant être 
défini comme un mouvement brownien subordonné avec dérive b(t; a, v, 0) pour lequel 
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l ' i n d i c e  d e  t e m p s  s u i t  u n  p r o c e s s u s  g a m m a  ' ) ' ( t ;  1 ,  v )  :  
X ( t ;  Œ ,  v ,  0 )  =  b ( ' Y ( t ;  1 ,  v ) ;  Œ ,  v ,  0 )  
( 1 . 8 )  
=  0 ' ) ' ( t ;  1 , v )  +  Œ R y ( t ; l , v ) ·  
L e  p a r a m è t r e  O "  e s t  l e  c o e f f i c i e n t  d e  v o l a t i l i t é  d u  m o u v e m e n t  b r o w n i e n .  P a r  a i l l e u r s ,  l e  
p a r a m è t r e  0  m o d i f i e  l e  c o e f f i c i e n t  d ' a s y m é t r i e  e t  l e  p a r a m è t r e  v  m o d i f i e  l e  c o e f f i c i e n t  
d ' a p l a t i s s e m e n t .  P o u r  i l l u s t r e r  c e s  p r o p o s ,  o n  m o n t r e  l e s  d e n s i t é s  d e  l o g - r e n d e m e n t s  e n  
c h a n g e a n t  u n  p a r a m è t r e  e t  e n  g a r d a n t  l e s  a u t r e s  c o n s t a n t s .  C e p e n d a n t ,  l e s  d e n s i t é s  
m o n t r é e s  s o n t  c e l l e s  d ' u n  p r o c e s s u s  V a r i a n c e  G a m m a  a u q u e l  o n  a  a j o u t é  u n  t e r m e  d e  
d é r i v e  c o n s t a n t ,  c e  q u i  p e r m e t  d ' i l l u s t r e r  d e s  d e n s i t é s  d e  l o g - r e n d e m e n t s  c a l i b r é e s  à  p a r t i r  
d e  d o n n é e s  f i n a n c i è r e s .  L e s  d e n s i t é s  s o n t  b a s é e s  s u r  l e  m o d è l e  d e  l a  s e c t i o n  2 . 5 ,  c e  q u i  
s i g n i f i e  q u e  l e s  d e n s i t é s  p r é s e n t é e s  s o n t  c e l l e s  d e  
l o g  ( S t /  S o )  =  ( r - w ) t  +  X t ,  
( 1 . 9 )  
o ù  r - w e s t  l e  t e r m e  d e  d é r i v e  c o n s t a n t  e t  X t  r e p r é s e n t e  t o u j o u r s  l e  p r o c e s s u s  V a r i a n c e  
G a m m a .  L e s  f i g u r e s  1 . 1 ,  1 . 2  e t  1 . 3  i l l u s t r e n t  l e s  c h a n g e m e n t s  d a n s  l a  d i s t r i b u t i o n  p o u r  
l e s  p a r a m è t r e s  Œ ,  0  e t  v  r e s p e c t i v e m e n t .  L e s  p a r a m è t r e s  s o n t  t i r é s  d e  M a d a n  e t  a l .  ( 1 9 9 8 )  
e t  o n t  é t é  o b t e n u s  à  p a r t i r  d ' u n e  c a l i b r a t i o n  a v e c  l e s  p r i x  d e  c o n t r a t s  s u r  l e  S & P  5 0 0  s u r  
l a  p é r i o d e  d e  j a n v i e r  1 9 9 2  à  s e p t e m b r e  1 9 9 4 .  O n  n o t e  c e p e n d a n t  q u e  p o u r  l e  g r a p h i q u e  
1 . 3 ,  o n  f i x e ( ) =  0  p o u r  o b t e n i r  u n e  d i s t r i b u t i o n  s y m é t r i q u e  e t  a i n s i  i s o l e r  l ' e f f e t  d e  v  s u r  
l e  l ' a p l a t i s s e m e n t  d e  l a  d i s t r i b u t i o n .  
U n e  a u t r e  p r o p r i é t é  i n t é r e s s a n t e  d u  p r o c e s s u s  e s t  q u e  p o u r  u n  i n s t a n t  t  f i x é ,  l a  d i s t r i -
b u t i o n  d u  p r o c e s s u s  V a r i a n c e  G a m m a  f x
1  
( x )  p e u t  ê t r e  e x p r i m é e  c o n d i t i o n n e l l e m e n t  à  
l a  r é a l i s a t i o n  d ' u n  t e m p s  g  s u i v a n t  u n e  d i s t r i b u t i o n  g a m m a ,  c e  q u i  p e r m e t  d e  r e t r o u v e r  
l a  l o i  n o r m a l e .  E n  e f f e t ,  X t ! ' Y ( t ;  1 ,  v )  =  g  s u i v a n t  u n e  l o i  n o r m a l e  d ' e s p é r a n c e  O g  e t  d e  
v a r i a n c e  Œ
2
g ,  l a  d i s t r i b u t i o n  d e  X t  p e u t  ê t r e  e x p r i m é e  d e  l a  f a ç o n  s u i v a n t e  :  
- 1
0 0  
1  ( - ( x - O g ) 2 )  ( ! . )  t  g f > - t  e x p  (  -~) 
f x t  ( x )  - y ' 2 1 r g  e x p  
2  
2  
(  t )  d g .  
0  ( } "  1 r 9  ( } "  g  v  ' ) '  v  
( 1 . 1 0 )  
O n  n o t e  q u e  l a  d e n s i t é  ( 1 . 1 0 )  p e u t  ê t r e  r e p r é s e n t é e  d ' u n e  f a ç o n  a l t e r n a t i v e  e n  u t i l i s a n t  
u n e  f o n c t i o n  d e  B e s s e l  m o d i f i é e  d u  s e c o n d  t y p e .  C e p e n d a n t ,  c e t t e  é c r i t u r e  n ' e s t  p a s  u t i l e  
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Figure 1.1 Densité des log-rendements VG en modifiant les valeurs de a ; t = 1 ; a 
(moyen) = 0.1213, a (bas) "-' 0.0500, a (haut) = 0.5000; v-= 0.1686; ()-= -0.1436; r = 
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Figure 1.2 Densité des log-rendements VG en modifiant les valeurs de(}; t = 1; a = 
0.1213; v = 0.1686; () (moyen) = -0.1436, () (bas} = -0.3500, () (haut) - 0.3500; r = 
0.10 
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Figure 1.3 Densité des log-rendements VG en modifiant les valeurs de v; t = 1 ; a = 
0.1213; v (moyen) ~ 0.1686, v (bas) = 0.05, v (haut) --" 1; (} - 0; r = 0.10 
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dans le cadre du mémoire. On réfère à Madan et al. (1998) pour l'obtention de l'écriture 
alternative. Pour ce qui est de la fonction caractéristique de Xt, elle est calculée en 
conditionnant la loi à un certain temps aléatoire g, ce qui permet d'utiliser le résultat 
connu de la fonction caractéristique d'une loi normale. Voici les détails, pour u E IR et 
t;:::: 0: 
t t 1 
JE [exp(iuXt)] = fooo JE [exp(iuXt)b(t; 1, v)= g] (~)v gv- ;(t)( -~)dg 
= fooo exp(iuOg- u2a2gj2) (~) ~ g~- 1;(t)(-~) dg (1.11) 
t 
= (~)v 1 tt) fooo exp ( -g (~- iuO + u2a2 /2)) g~-ldg. 
En posant, (3* = t - iu(} + u2a2 /2 et a* = t, on retrouve la distribution gamma 
paramétrisée selon l'équation (1.4), ce qui permet de résoudre l'intégrale : 
[ . - (~)o• _1_ r(a*) { 00 ((3*)lk* o*-1 -{3*g lE exp(zuXt)]- 11 /(a*) (f3*)a* Jo r(a*) g e dg 
[ 1 ]~ 
- 1- iu(}v + u2a2v /2 
(1.12) 
1.4 Le processus Variance Gamma exprimé comme la différence de deux pro-
cessus gamma 
Un processus Variance Gamma peut également être exprimé comme étant la différence 
de deux processus gamma indépendants, ce qui revient à dire que 
(1.13) 
Pour trouver les paramètres qui font en sorte que l'équation (1.13) est satisfaite, la 
fonction caractéristique est utilisée. On cherche donc les paramètres qui font en sorte 
que l'équation suivante est satisfaite : 
IE[exp( iuXt)] = IE[exp ( iu( r( t; J.Lp, vp) - r(t; J.Ln, vn)) )] 
= IE[exp (iur(t; J.Lp, vp))] ·JE[exp ( -iur(t; J.Ln, vn))] 
( 1 )~ ( 1 )~ = 1 - iu;'; 1 + iu~ · 
(1.14) 
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En posant la dernière ligne de l'équation (1.14) égale à la fonction caractéristique de Xt 
en (1.12), le problème revient à résoudre le système d'équation suivant : 
11-~ Jl; 1 
' Vp Vn v 
VpVn (j2V 
-
2 ' JlpJln 
Vp - Vn = Ov. 
Jlp Jln 
Ce système peut facilement être résolu : 
1~a2 f) Il.=- ()2+-+-
rP 2 V 2' 
1 ~ f) 
Jln = 2V 02 +--;;-- 2' 
(
1 ~ ())2 
Vp = 2 v ()2 + ~ + 2 v, 
(
1 ~ ())2 
Vn = 2 V ()2 + ~ - 2 V. 
(1.15) 
(1.16) 
(1.17) 
(1.18) 
(1.19) 
(1.20) 
( 1.21) 
Le processus de l'équation (1.13) peut également être exprimé en utilisant une para-
métrisation similaire à celle de l'équation (1.4). En effet, on peut définir un processus 
gamma G(t; a., (3) comme étant un processus possédant la distribution suivante à un 
temps t : 
f30tt f ( ) Ott-1 -t3x 0 
JG(t;a,{3) x = f(a.t) x e , x > . (1.22) 
On retrouve donc une loi gamma G(a.t, (3). On note que pour cette représentation, la 
paramétrisation de l'équation (1.22) est employée et on utilise la notation G(t; n, {J) pour 
désigner un processus gamma. 
Pour trouver les paramètres sous la nouvelle paramétrisation, il suffit d'utiliser les résul-
tats de (1.18), (1.19), (1.20) et (1.21) et de poser 
pour trouver que 
1 
O:p = -, 
Il 
1 
O:n = -, 
Il 
2 
13 
(1.23) 
(1.24) 
(1.25) 
(1.26) 
(1.27) 
( 1.28) 
(1.29) 
(1.30) 
Sous cette paramétrisation et en prenant a: = O:n = o:p, le processus Variance Gamma 
peut donc être exprimé de la façon suivante : 
(1.31) 
On remarque aussi que sous la nouvelle paramétrisation du processus Variance Gamma 
de l'équation (1.22), le nombre de paramètres est maintenant de trois comparativement 
à celle de l'équation (1.13) qui en nécessitait quatre. 
1.5 Activité et variation du processus Variance Gamma 
La mesure de Lévy d'un processus Variance Gamma admet une densité qui n'est pas 
une densité de probabilité et peut directement être écrite comme étant 
II(dx) ~ kx(x)dx ~ -~:(•') exp (-01xl) dx. (1.32) 
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Cette mesure peut être intégrée pour vérifier qu'il s'agit d'un processus à activité infinie: 
II(IR) = Joo kx(x)dx = Joo exp(Oxja2 ) exp ( V~+~ lxi) dx =:JO. 
-oo -oc vlxl 0' (1.33) 
Étant donné que le processus possède une intégrale infinie, selon la proposition (1), 
l'activité du processus est infinie et, alors, sur tout intervalle de temps le processus 
Variance Gamma possède un nombre infini de sauts. 
On peut aussi vérifier que le processus est à variation finie. En effet, 
1 1 ! 1 exp(Oxja2 ) ( lxiii(dx) = lxlkx(x)dx = lxi l l exp lxl<1 lxi<! -1 V X ~) V ïl: ~lxi dx 
1 
1 
( M) = ~1
1 
exp Oxja2 - v a ~lxi dx 
_ 1 ( o (oju2+ ~)x 1 (oju2-~)x ) 
--Je dx+fe dx v _1 Jo 
< 00. 
(1.34) 
Puisque le processus Variance Gamma ne possède pas de composante de diffusion, alors, 
selon la proposition (2), le processus Variance Gamma est un processus à variation finie. 
1.6 Les moments du processus Variance Gamma 
Les moments du processus Variance Gamma peuvent être calculés analytiquement. Il 
est intéressant de les obtenir étant donné qu'ils permettent de trouver le coefficient 
d'asymétrie et le coefficient d'aplatissement de la distribution. Rappelons que, si X est 
une variable aléatoire d'espérance a et de variance b2 , alors 
[(
X- a) 3] JE[X3]- 3ab2 - a3 Coefficient d'asymétrie =JE -b- = b3 ' (1.35) 
K . JE [(X- a) 4] JE[X4]- 4aJE[X3] + 3é + 6a2b2 urtOSlS = -b- = b4 (1.36) 
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Les quatre premiers moments sont donc dérivés en conditionnant sur la réalisation d'un 
temps aléatoire suivant une loi gamma. On fixe t > 0 et soit Xt = Og + a B9 , où 
g = -y(t; 1, v), le premier moment de Xt est 
IE[Xt] = IE[IE[Xtl9]] 
= IE[IE[Og + ay'gZiglJ 
= IE[Og] 
= (}t 
(1.37) 
où Z est une variable aléatoire suivant une loi normale standard. Soit yt = Xt - IE[XtJ, 
alors, on peut écrire l'égalité en loi suivante : 
c. Ytlg = O(g- t) + ay'gZ. 
Le deuxième moment centré est 
IE[r?J = IE[IE[Y?Ig]] 
= IE[IE[(O(g- t) + ay'gZ)2IglJ 
= IE[IE[02(g- t)2 + a 2gZ2 + O(g- t)ay'(g)Zig]] 
= IE[02(g- t)2 + a2gZ2] 
= IE[02g2 + (a2 - 2(}2t)g + (}2t2] 
= 02(vt + t2) + a2t- 202t + 02t2 
= (02v + a 2)t. 
En utilisant la même procédure, on trouve que le troisième moment centré est 
IE[Y?J = IE[IE[Y?Ig]] 
= IE[E[03(g- t)3 + 302(g- t) 2ay'gZ + 30(g- t)a2gZ2 + a 3g312 Z3 lg]] 
= (}31E[(g- t)3] + 3a20vt 
= (}3JE[g3 - 3lt + 3gt2 - t3] + 3a20vt 
= (}3 (t3 + 3vt2 + 2v2t) - 303t(vt + t2) + 3(}3t3 - 03t3 + 3a20vt 
= 203v2t + 3a20vt. 
( 1.38) 
(1.39) 
(1.40) 
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Le résultat du troisième moment d'une loi gamma a été utilisée dans l'équation (1.40). 
Autrement dit, on a utilisé le fait que IE[g3] = t3 +vt2 +v2t; on rappelle que g = 'Y(t; 1, v). 
Pour trouver le quatrième moment centré, il faut développer yt4 lg et trouver le résultat 
de cette espérance conditionnelle, ce qui donne comme résultat 
(1.41) 
(1.42) 
On peut maintenant écrire le coefficient d'asymétrie et le coefficient d'aplatissement du 
processus Variance Gamma comme étant 
( 1.43) 
(1.44) 
1. 7 Le processus Variance Gamma illustré graphiquement 
Le mouvement brownien et le processus Variance Gamma sont deux processus très dif-
férents, le premier possédant des trajectoires continues et le second des trajectoires 
discontinues. La figure 1.4 représente une trajectoire simulée d'un mouvement brownien 
et on remarque que le processus ne comporte pas de sauts sur la trajectoire. Sur tout 
intervalle de temps aussi petit soit-il, tel que montré dans la section 1.5, il existe un 
nombre infini de sauts pour toute trajectoire d'un processus Variance Gamma. La figure 
1.6 illustre ce phénomène, on peut d'ailleurs apercevoir de nombreux sauts assez impor-
tants. Cependant, à certains endroits de la trajectoire, visuellement, il ne semble pas y 
avoir de sauts ou de mouvements du processus. Si on effectuait un zoom sur un intervalle 
de temps très petit, on pourrait distinguer la présence de ces sauts qui échappent à notre 
oeil. La 1.5 illustre une trajectoire d'un processus gamma. Étant donné qu'il s'agit d'un 
processus qui subordonne un mouvement brownien, ce processus se doit d'être croissant 
et on peut observer que la trajectoire simulée est bien croissante. Intuitivement, en uti-
lisant la représentation du processus Variance Gamma comme un mouvement brownien 
<= 
Q) 
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.0 
c 
Q) 
E 
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0.05 
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::::1 
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Figure 1.4 Trajectoire d 'un mouvement brownien O'Bt sur l'intervalle de temps [0, 1] 
avec 0' = 0.1213 
subordonné, le processus gamma modifie la vitesse écoulée du temps. La t rajectoire si-
mulée se comporte parfois plus rapidement qu 'un temps déterministe et parfois moins 
rapidement. En rappelant que la différence de deux processus gamma est un processus 
Variance Gamma, on note que le fait que le processus gamma soit croissant fait en sorte 
que le processus Variance Gamma n 'est pas croissant . 
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CHAPITRE II 
LE MODÈLE VARIANCE GAMMA ET LA TARIFICATION D'OPTIONS 
VANILLE 
2.1 Introduction 
On présente d'abord les hypothèses qui doivent être posées avant la tarification d'un 
produit dérivé, soit les hypothèses de marché et la sélection d'un modèle pour repré-
senter des actifs financiers. Une brève présentation du modèle de Black-Scholes et des 
modèles de Lévy exponentiels est ensuite effectuée. On présente également le modèle 
Variance Gamma, le modèle utilisé pour la suite du mémoire, un modèle utilisant le 
processus Variance Gamma pour modéliser des actifs financiers. Par la suite, on montre 
comment Madan et al. (1998} ont réussi à obtenir une formule semi-analytique pour une 
option d'achat européenne, une des options les plus simples sur les marchés financiers. 
Ce résultat peut ensuite être appliqué à d'autres types de produits financiers émis par 
des assureurs tels que les annuités liées à un actif, mieux connues sous le nom de Equity 
lndexed Annuities (ElA). 
2.2 Les modèles et les marchés financiers 
La modélisation d'actifs financiers, des taux d'intérêt et d'autres phénomènes est utile 
pour la valorisation de produits dérivés sur ceux-ci, leur couverture, le calcul de la valeur 
à risque (VaR) et la gestion des risques. Ces modèles proposent de modéliser les actifs 
financiers par des processus stochastiques, ce qui constitue donc une première hypothèse. 
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Peu importe le modèle proposé, il est à noter que celui-ci ne permettra jamais de refléter 
parfaitement les nombreuses caractéristiques des marchés. Cependant, certains modèles 
sont meilleurs que d'autres, soit par leurs qualités de modélisation intrinsèques ou de 
par la facilité avec laquelle il est possible de tarifer des produits dérivés. Il est donc 
nécessaire de faire des compromis lors du choix d'un modèle. Un autre aspect de la 
modélisation est que la structure du marché est complexe, ce qui implique qu'il est 
nécessaire de poser des hypothèses pour proposer un marché dit sans friction adaptable 
à un modèle mathématique. Les hypothèses généralement acceptées telles qu'énoncées 
dans Schoutens (2003) sont les suivantes : 
- Les coüts de transaction associés à la vente ou à l'achat d'un actif sous-jacent sont 
nuls; 
- Les prix d'achat et de vente d'un même produit dérivé sont les mêmes (pas de bid-ask 
spread); 
- Les actifs financiers sont parfaitement liquides; 
- Il n'y pas d'impôt associé aux positions financières; 
- Il n'est pas nécessaire d'utiliser un compte de marge; 
- Il n'y a pas de restrictions sur les ventes à découvert; 
- Il n'y a aucun délai pour exécuter une transaction. 
Lorsqu'on fait référence à un actif financier, il pourrait s'agir d'une action ou encore 
d'un indice. Il est également nécessaire de proposer un modèle pour l'actif sans risque. 
On suppose donc qu'il existe un compte bancaire sans risque doté d'un taux d'intérêt 
déterministe. De nombreux modèles incorporent un taux d'intérêt stochastique suivant 
généralement un processus stochastique doté d'une propriété de retour à la moyenne, ce 
qui permet de se prémunir contre de forts mouvements irréalistes des taux d'intérêt et 
de les faire osciller autour d'un niveau préétabli. Dans le but de simplifier l'analyse, il a 
cependant été décidé de ne pas travailler avec des taux d'intérêt stochastiques. 
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2.3 Le modèle de Black-Scholes 
Le modèle utilisé comme référence lorsqu'on le compare à d'autres modèles est le modèle 
de Black-Scholes, modèle dans lequel la dynamique de l'actif sous-jacent suit un mou-
vement brownien géométrique. Ce modèle a été proposé par Black et Scholes (1973) et 
Merton (1973) pour la tarification d'une option d'achat européenne. Ce modèle ne repré-
sente cependant pas suffisamment bien les caractéristiques du marché pour des raisons 
que nous énoncerons. 
Soit (n,F, (Ft)t:::>:O ,IP) un espace de probabilité filtré. On suppose un marché sans fric-
tion composé de deux actifs financiers, soit un comte bancaire C = (Ct= ert)t:::>:O rému-
néré à un taux sans risque et déterministe ainsi qu'un actif risqué S = (St)t:::>:O modélisé 
par un mouvement brownien géométrique. On suppose donc que 
(2.1) 
où J.L est le taux de moyenne et a est le taux de volatilité. Ce modèle est souvent utilisé 
par les praticiens pour des raisons de simplicité. En effet, il existe de nombreux résultats 
intéressants dans le modèle permettant de tarifer aisément des produits dérivés. Par 
exemple, le prix d'une option d'achat européenne Ct(St, K, T-t) de prix d'exercice K 
et de maturité T peut être facilement trouvé et on obtient le résultat suivant : 
Ct(St, K, T-t)= StN(dl)- e-r(T-t) K N(d2), (2.2) 
dl = log ( Ïf) + (r + 0.5a2) (T-t) d2 =dl - 0.5a2(T- t), (2.3) 
aJT- t ' 
où N ( ·) représente la fonction de répartition d'une loi normale centrée réduite. Les 
log-rendements de l'actif sous-jacent suivent une loi normale, une distribution limitant 
beaucoup la possibilité de modéliser certaines caractéristiques des marchés, particuliè-
rement la modélisation de valeurs extrêmes. Un autre fait largement documenté est 
que lorsqu'on calcule la volatilité implicite d'options vanilles, à l'aide de la formule de 
Black-Scholes, pour différents prix d'exercice sur les marchés financiers, il est possible de 
distinguer un effet appelé le smile de volatilité. Sur les marchés financiers, les données 
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sur les prix de différentes options ayant un même actif sous-jacent sont disponibles. Par 
exemple, il pourrait s'agir d'options d'achat ayant des prix d'exercice et des échéances 
différentes sur un titre boursier. A partir de ces prix observés, il est possible de calculer 
la volatilité qui aurait été utilisée dans le modèle de Black-Scholes pour tous les prix 
disponibles. Théoriquement, si le modèle de Black-Scholes est valide, la volatilité devrait 
être égale pour tous les prix. En effet, la volatilité est un paramètre propre au modèle 
et ne devrait pas être modifié par le paiement des options. Cependant, empiriquement, 
on observe que pour différents prix d'exercice et différentes échéances, la volatilité n'est 
pas la même. On observe aussi que la distribution empirique des rendements possède 
des ailes plus relevées que ce que la loi normale permet de modéliser et que le coefficient 
d'asymétrie de la distribution empirique est négatif alors que la loi normale est symé-
trique. Pour une discussion plus détaillée sur les imperfections du modèle Black-Scholes 
et la pertinence de la modélisation à l'aide de processus de Lévy, on réfère à Schoutens 
(2003). 
2.4 Les modèles de Lévy exponentiels 
Pour corriger les défauts du modèle de Black-Scholes, de nombreux modèles ont été pro-
posés dont les modèles basés sur des processus de Lévy. Contrairement à la distribution 
normale, ces modèles permettent une flexibilité beaucoup plus importante qu'un modèle 
basé sur une loi normale tel que celui de Black-Scholes. Il est cependant important de 
noter que le modèle de Black-Scholes est un cas particulier de la famille des processus 
de Lévy exponentiels, le modèle étant basé sur un mouvement brownien, un processus 
de Lévy. Les modèles de Lévy exponentiels sont souvent appelés des modèles de diffu-
sion avec sauts (lump-Diffusion Models) dans la littérature. Cette appellation vient du 
fait que de nombreux modèles tels que les modèles de Merton (1976) ou de Kou (2002) 
ajoutent un processus de Poisson composé au modèle de Black-Scholes. Cette façon de 
procéder peut être interprétée intuitivement. La plupart du temps, l'actif sous-jacent ne 
subit pas de fortes variations, mais il est possible que l'arrivée de nouvelles (favorables 
ou défavorables) cause un mouvement soudain, un saut (à la hausse ou à la baisse). 
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L'idée du processus étudié dans le mémoire est complètement différente. Le processus 
Variance Gamma est un processus de sauts pur (Pure Jump Process) ne comportant 
aucune diffusion. 
Par rapport au modèle de Black-Scholes, le modèle Variance Gamma possède l'avantage 
d'offrir un plus grand contrôle sur le coefficient d'aplatissement et le coefficient d'asymé-
trie, ces quantités étant fixes pour une loi normale (un coefficient d'aplatissement de 3 et 
un coefficient d'asymétrie nul). Le coefficient d'aplatissement permet d'accorder un poids 
plus important aux valeurs extrêmes de la distribution, autant pour les ailes de gauche 
et de droite. Le coefficient d'asymétrie permet quant à lui de modéliser l'asymétrie de la 
distribution et d'ainsi accorder un poids différent aux ailes de la gauche et de la droite. 
Le modèle Variance Gamma est donc une alternative au modèle de Black-Scholes per-
mettant un meilleur ajustement aux données empiriques; voir l'article de Madan et al. 
(1998) pour une analyse statistique du modèle. On rappelle que les effets des paramètres 
sont illustrés dans la section 1.3, notamment dans les figures 1.1, 1.2 et 1.3. L'effet du 
smile de volatilité est aussi beaucoup moins important dans le modèle Variance Gamma. 
En ce qui concerne l'estimation de paramètres, dans le modèle de Black-Scholes, seule la 
volatilité doit être estimée pour des fins de tarification. Dans le modèle Variance Gamma, 
il y a trois paramètres à estimer, ce qui rend l'estimation plus ardue, mais ce nombre de 
paramètres est moindre que pour des modèles de diffusion avec sauts. 
2.5 Modélisation d'un actif sous-jacent 
La dynamique utilisée pour la modélisation est présentée sous les mesures réelle et risque-
neutre. Considérons d'abord un actif sous-jacent S = (Stk~o· Pour un processus de Lévy 
L = (Lt)t?.O' on définit la dynamique de l'actif sous-jacent sous la mesure risque-neutre 
comme étant 
St = So exp ( rt + Lt - wt) , (2.4) 
où r est un taux d'intérêt constant composé de façon continue et w est une constante 
faisant en sorte que la valeur actualisée de l'actif sous-jacent soit une martingale. On 
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peut montrer que w = log(IE [exp( LI)]). En effet, pour que la condition martingale soit 
respectée sous la mesure risque-neutre Q, il faut nécessairement que 
So = IEQ[e-r St] 
= e-r!EQ[So exp (r + L1 - w)] 
= Soe-w!EQ[exp (Lt)]. 
(2.5) 
En isolant w, on trouve que w = log(IE [exp(LJ)]). Dans le cas particulier du modèle 
Variance Gamma, on a que 
St = Soexp (rt +x;- w*t), (2.6) 
sous une mesure risque-neutre où x; = X(t; Œ*, v*,(}*) = (}*r(t; 1, v*) + Œ* B-r(t;l,ll") 
est un processus Variance Gamma et w* = - ,;. log(1- (}*v*- (Œ*) 2 v* /2). L'étoile (*) 
en exposant sur les paramètres signifie qu'il s'agit de paramètres pris sous une mesure 
risque-neutre. Il est important de noter que le marché est incomplet et qu'il existe donc 
une infinité de mesures risque-neutre. On suppose une mesure risque-neutre directement 
sans effectuer de changement de mesure. On peut aussi définir le processus sous la mesure 
réelle et dans ce cas, 
St = Soexp(mt+Xt -wt), (2.7) 
où Xt = X(t;Œ,v,(}) = e,(t;1,v) +ŒB-y(t;l,ll) est un processus Variance Gamma, m est 
le rendement moyen de l'actif, la constante w fait en sorte que l'espérance de St est 
Soexp(mt) et w = -~ log(1- (}v- Œ2v/2). 
Pour conclure cette section, on présente deux exemples de trajectoires d'un actif sous-
jacent. Sur les figures 2.1 et 2.2, on retrouve des trajectoires simulées dans les modèles 
de Black-Scholes et Variance Gamma respectivement. Comme dans la section 1.3, les 
paramètres sont tirés de Madan et al. (1998) et ont été obtenus à partir d'une calibration 
avec les prix de contrats sur le S&P 500 sur la période de janvier 1992 à septembre 1994. 
Étant donné que les paramètres sont calibrés à partir de prix de contrats, les paramètres 
sont ceux sous la mesure risque-neutre. Il aurait également été possible d'évaluer les 
paramètres à partir de séries chronologiques de la valeur de l'actif sous-jacent, ce qui 
nous aurait donné les paramètres sous la mesure réelle. 
Trajectoire simulée d'un actif dans le modèle de Black-Scholes 
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Figure 2.1 Trajectoire d 'un actif sous-j acent dans le modèle de Black-Scholes sous la 
mesure risque-neutre sur l 'intervalle de temps [0, 1] avec O" = 0.1236, r = 0.10 et So = 100 
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Trajectoire simulée d'un actif dans le modèle Variance Gamma 
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Figure 2.2 Trajectoire d'un actif sous-jacent dans le modèle Variance Gamma sous 
la mesure risque-neutre sur l'intervalle de temps [0, 1] avec a = 0.1213, v = 0.1686, 
() = -0.1436, r = 0.10 et So = 100 
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2.6 Option européenne 
Dans le modèle Variance Gamma et en notant r = T - t, on peut écrire que pour tout 
tE [0, T), la valeur \lt(St, T) d'une option européenne, de paiement à l'échéance H(ST ), 
est de 
vt(St, T) = 1EQ[e-r(T-t) H(ST)IFt] 
= e-r(T-t)JEQ[H(xexp ((r- w)(T- t) + XT- Xt))J[x=St 
= e-rrlEQ[H(xexp ((r- w)r + Xr))J[x=St (2.8) 
= e-rr!EQ [ H ( ;0 Sr)] lx=St . 
La deuxième égalité vient que le processus de prix est markovien et la dernière égalité 
vient du fait que XT- Xt f: X T-t puisque les accroissements du processus sont station-
naires. Par ailleurs, il est possible d'utiliser la distribution conditionnelle Xrh(r; 1, v)= 
g, ce qui nous permet d'écrire que 
vt(St, T) = 100 1EQ[e-rr H(St exp ((r- w)r + Xr))l('y(r; 1, v)= g), Ft]fr .. (g)dg 
= 100 IEQ[e-rrH(Stexp ((r- w)r + Og + oB9 ))1Ftlfr,.(g)dg. 
2.7 Valorisation d'une option d'achat 
(2.9) 
La valeur d'une option d'achat européenne Ct(St, K, T) dont la valeur de l'actif sous-
jacent est de St, le prix d'exercice est de K et l'échéance est de T s'écrit comme l'espé-
rance sous la mesure risque-neutre suivante : 
Ct(St, K, T) = IEQ [max (ST- K, 0) 1Ft]· (2.10) 
La prochaine étape pour évaluer la valeur d'une option d'achat consiste à estimer 
IEQ [e-rr H(St exp ((r- w)r + Og + oB9 ))1Ft] , (2.11) 
lorsque le paiement H(ST) est le suivant : 
H(ST) =max (ST- K,O). (2.12) 
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On remarque que la dynamique 
St exp ((r- w)r + ()g + aB9 ) = s; exp (()g + B9 ), s; = St exp ((r- w) r) (2.13) 
est similaire à la dynamique du modèle de Black-Scholes dont la solution sous la mesure 
risque-neutre est généralement écrite de la façon suivante : 
(2.14) 
On peut donc trouver une formule du type Black-Scholes pour trouver le prix condition-
nel de l'option dans le modèle Variance Gamma. Le prix conditionnel de l'option d'achat 
est le suivant : 
(2.15) 
où la fonction N ( ·) représente la fonction de répartition d'une loi normale centrée et 
réduite. Pour obtenir le prix, il faut ensuite intégrer par rapport à la variable aléatoire 
g: 
Madan et al. (1998) ont réussi à trouver une formule semi-fermée pour cette intégrale 
en faisant appel à des « fonctions spéciales ». Leur résultat est le suivant : 
( ~ ~r) Ct(St, K, T) = StlJ! dy ---;;--v-, (a+ s)y ~,;; 
K rr (d~-c2 ~ r) - e- lJ! --,as --,- , 
v 1-c2 v 
(2.17) 
où 
et 
1 ( ( St ) T ( 1 - CI ) ) d = -; log K + rr + ~ log 1 _ c2 , 
-0 
a = -r===::=== 
aJ1 + (!) 2 ~' 
(j 
s = J1 + (!)2 ~, 
v( a+ s)2 
CI= 2 ' 
va2 
C2=2· 
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(2.18) 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
La fonction w(a, b, 1) peut être représentée à l'aide de la fonction de Bessel modifiée du 
deuxième type et de la fonction hypergéométrique dégénérée à deux variables : 
c-r+0.5esign(a)c(1 + u)'Y ( 1 + u ) 
w(a, b, 1) = .,fi1i · K-y+0.5(c)<P 1, 1- ')', 1 + 1; - 2-, -sign(a)c(l + u) 27rf('Yh 
c-r+0.5esign(a)c(l + u)l+-y ( 1 + u ) 
- sign(a) .,fi1i · K-y-0.5(c)<P 1 + ')', 1 - ')', 2 + ')'; - 2-, -sign(a)c(1 + u) 27rf( 1 )(1 + ')') 
. c-r+0.5esign(a)c(1 + u)'Y ( 1 + u . ) 
+ s1gn(a) .,fi1i · K-y-0.5(c)<P ')', 1- ')', 1 + ')'; - 2-, -s1gn(a)c(1 + u) , 27rf('Yh 
(2.23) 
où c = lai~ et u = 2:b2 . La fonction dégénérée à deux variables peut être repré-
sentée comme étant l'intégrale suivante : 
A>( {3 . ) - f('Y) {I a-I (1 )-y-a-I (1 )-{3 uyd (2.24) 
'J.' a, ,')',x,y - f(a)f('Y _a) Jo u - u - ux e u. 
La fonction de Bessel modifiée du deuxième type peut être représentée par l'intégrale 
suivante: 
(2.25) 
2.8 Deux exemples d'applications de la formule semi-analytique : tarification 
de ElA 
On effectue maintenant la tarification de deux ElA ( Equity lndexed Annuities), soit un 
ElA de conception point à point et de conception cliquet. Il s'agit de produits d'inves-
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tissement dont le rendement est lié à un indice de référence tel qu'un indice boursier 
ou un fonds mutuel. Ces produits s'accompagnent également de rendements minimums 
garantis sur la période, ce qui permet à l'investisseur de participer à la croissance des 
marchés et de limiter le risque de subir des pertes importantes. On suit les méthodes 
proposées dans Jaimungal (2004). 
2.8.1 Conception point à point 
Une ElA de type point à point permet à l'investisseur de bénéficier de rendements mini-
mums garantis x pour un investissement f3 arrivant à échéance à T, mais également de 
participer au rendement des marchés financiers si ceux-ci sont supérieurs à un investis-
sement sans risque, avec un taux de participation y. Le paiement à l'échéance d'un tel 
contrat émis à l'instant t = 0 est le suivant : 
(2.26) 
La premiêre étape pour arriver au prix de la garantie est décomposer le paiement de la 
garantie à l'intérieur de l'espérance prise sous la mesure risque-neutre : 
PfP(So, St, x, y, (3, T) = EQ [max ((3éT, ( ~: r) 1Ft] 
=e-rr (3exT + (;O) y e-rrEQ [max (0, S~- S8f3exT) 1Ft] . 
(2.27) 
On remarque que le calcul de e-rrEQ [max (0, S~- S8f3exT) 1 Ft] est similaire à la va-
lorisation de la valeur d'une option d'achat dont la dynamique de l'actif sous-jacent est 
celle de sr et le prix d'exercice est de sg(3exT. On peut facilement déduire que 
S~IFt f= sr exp ((r- w)ry + yXr), (2.28) 
et que 
[. S~h(r; 1, v) = g, Ft= sr exp ((r- w)ry) exp (yOg + ya B9 ). (2.29) 
Les relations des équations (2.28) et (2.29) montrent qu'il est possible d'utiliser les 
résultats précédents pour le modêle Variance Gamma et qu'il est donc possible de trouver 
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une expression fermée pour le calcul du prix. En utilisant la formule de Madan et al. 
(1998} pour une option d'achat européenne et en utilisant les paramètres modifiés du 
processus Variance Gamma exponentiel, on obtient que la formule pour le prix est la 
suivante: 
P pp( ) -r7 {3 xT (St)y ( ~ ( ) ~ T) t S0 , St, x, y, {3, T = e e + So \Il dy ----;--v-, a+ s y l=q' ~ 
où 
et 
-rT{3 xT,y, (d~-C2 ~ T) 
-e e 'J.' --,as --,- , 
v l-c2 v 
1 ( ( sr ) T ( 1 - c1 ) ) d = :; log sg {3exT + TYT + ~ log 1 - C2 ' 
-{) 
Q=--;===~= aJ1+(~) 2 ~' 
ys a 
s = ---;====== VI+ (~)2 ~, 
v(a+s)2 
Cl= 2 , 
I/Q2 
C2=2· 
2.8.2 Conception cliquet 
(2.30} 
(2.31) 
(2.32) 
(2.33) 
(2.34) 
(2.35) 
La conception cliquet consiste à assurer un rendement minimum pour des périodes pré-
déterminées. Les rendements périodiques du produit sont capitalisés à la fin de chaque 
période .6-t. Les rendements périodiques sont les mêmes que ceux de la conception point 
à point. À chaque période, l'investisseur reçoit le maximum entre le taux minimum ga-
ranti x et le rendement du marché ajusté selon le taux de participation y. Le paiement 
d'un tel contrat échelonnée sur n périodes et émis à l'instant t = 0 est de 
fi max ({3exl:!.t, ( Sil:!.t ) Y) . 
i=l s(i-l)l:!.t 
(2.36) 
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Pour un instant t < !lt, la valeur de ce produit est la suivante : 
CHAPITRE III 
LA MÉTHODE MONTE CARLO APPLIQUÉE AU MODÈLE VARIANCE 
GAMMA 
3.1 Introduction 
Dans ce chapitre, un survol de la méthode Monte Carlo pour l'évaluation d'options exo-
tiques est fait en premier lieu. Par la suite, la simulation naïve du processus variance 
gamma et la technique de ponts sont introduits. Ensuite, différentes méthodes d'évalua-
tion de lettres grecques sont présentées, celles-ci étant tout particulièrement adaptées 
aux processus de Lévy exponentiels. 
3.2 La méthode Monte Carlo 
On explique comment utiliser la technique de la simulation Monte Carlo pour obtenir 
un estimateur du prix d'options exotiques européennes. Soit H = H (88 : 0:::; s:::; T), la 
valeur présente du paiement d'un tel produit dérivé à l'échéance, paiement dépendant de 
la trajectoire de l'actif sous-jacent (88 : t :::; s :::; T). On utilise la valeur présente du paie-
ment pour simplifier la notation, surtout lors du calcul de lettres grecques et on suppose 
un taux d'intérêt déterministe; c'est donc dire que lorsqu'il est mentionné paiement, on 
fait référence à la valeur présente du paiement. Il faut d'abord simuler des réalisations 
d'un échantillon i.i.d. H(i), i = 1, 2, ... , M de paiements, où M représente le nombre de 
simulations. Cet échantillon nous permettra ensuite d'estimer Vi= IEQ [H), soit la valeur 
du produit dérivé. Pour ce faire, l'approche consiste à simuler des trajectoires discrètes 
36 
de l'actif sous-jacent, 
S(il - (s(il s(il) · - 1 M 
- tl ' ... , tN ' z - .. ' (3.1) 
où N représente le nombre de pas discrets utilisé et 0 = to < t1 < · · · < tN = T 
est la partition du temps de [0, T] considérée. On note donc que pour la suite de ce 
document, les paiements sont calculés en fonction de la valeur de l'actif sous-jacent à des 
instants discrets, ce qui est nécessaire pour l'estimation Monte Carlo et l'estimation de 
lettres grecques. Ainsi, quand on fait référence à S, il s'agit deS= (St" ... , StN ). Cette 
façon de procéder fait en sorte qu'il existe un biais de discrétisation pour les options 
exotiques. Par exemple, en estimant une option dont le paiement dépend du minimum 
sur la trajectoire, le minimum simulé ne sera jamais aussi faible que le véritable minimum 
de la trajectoire. En effet, le véritable minimum s'est déroulé entre deux instants discrets 
simulés alors que la réalisation utilisée pour le calcul du minimum est le minimum 
de tous les points discrets de la trajectoire. La façon la plus simple pour diminuer ce 
biais est d'augmenter le nombre de pas discrets, mais cette façon de faire augmente 
considérablement le temps nécessaires à la simulation Monte Carlo. Certaines options 
dépendent seulement d'instants discrets, dans ce cas, il n'y pas la présence d'un biais de 
discrétisation. L'estimateur du paiement pour une trajectoire donnée est donc calculé 
comme étant 
(3.2) 
Par exemple, pour une option d'achat lookback floating strike dont le paiement est de 
Sr- Smin, (3.3) 
où Smin = min (si:), ... , si2), on a que la fonction H(i) estimant la valeur présente du 
paiement pour une trajectoire serait la suivante : 
H (i) = -r(T-t) (s(i) _ . (s(i) S(i))) = -r(T-t) (s(i) _ · S(i)) e T min t, , ... , tN e T mill , (3.4) 
en supposant un taux continu r. Par la suite, la valeur du produit est estimée en prenant 
la moyenne empirique des paiements simulés : 
M Yt- _!_ "H(i) 
-ML....t . 
i=l 
(3.5) 
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Chaque H(i), i = 1, 2, ... , A1, a une moyenne lit et un écart type qu'on note u. Par le 
théorème central limite, ~ suit une loi normale de moyenne vt et d'écart type u j../M. 
La qualité de cet estimateur dépend donc du nombre de simulations et de l'écart-type 
des paiements estimés. Pour améliorer les résultats, il existe donc deux solutions prin-
cipales permettant de réduire l'écart-type de l'estimateur vt : augmenter le nombre de 
simulations !11 ou diminuer l'écart-type u en utilisant des techniques de réduction de 
variance. 
Il existe également des techniques Quasi Monte Carlo qui permettent d'augmenter la 
rapidité de la convergence de l'estimateur du prix. Cette méthode diffère de la méthode 
Monte Carlo de par la façon dont on simule l'actif sous-jacent. La façon Monte Carlo 
de simuler l'actif sous-jacent est d'utiliser des séquences pseudo-aléatoires de variables 
aléatoires uniformes permettant de générer des variables aléatoires plus complexes telles 
des variables aléatoires normales, gamma ou beta par exemple. Cette façon de procéder 
fait en sorte, par le fait que les variables uniformes soient générées aléatoirement, que les 
variables aléatoires uniformes simulées peuvent se retrouver concentrées dans certaines 
zones et en négliger d'autres. Des séquences déterministes appelées de faible discrépance 
permettent de s'assurer que les variables uniformes simulées couvrent plus uniformément 
toutes les zones. La vitesse de convergence d'un estimateur Monte Carlo est de 0 ( JM) 
alors qu'elle est de 0 ('o,:p) pour un estimateur Quasi Monte Carlo. Ce résultat 
implique donc une convergence plus rapide d'un estimateur Quasi Monte Carlo que 
pour un estimateur Monte Carlo. Pour un traitement plus complet de la théorie sur les 
techniques Quasi Monte Carlo appliquées à l'ingénierie financière, on recommande le 
livre Glasserman (2004). 
3.3 Simulation naïve et technique des ponts 
Les techniques présentées dans ce chapitre sont tirées d'un article de Ribeiro et Webber 
(2004). Cet article s'attarde à développer des algorithmes efficaces, dans le cas particulier 
du modèle Variance Gamma, pour tarifer des options dont la valeur terminale dépend 
de la trajectoire de l'actif sous-jacent. Utiliser un pont consiste à simuler d'abord le 
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processus au temps tk et on considère la valeur du processus au temps ti comme étant 
connue. Par la suite, le processus est simulé à un temps intermédiaire lj. La même 
procédure peut être appliquée de nombreuses fois, en simulant le processus entre deux 
valeurs connues, pour obtenir la trajectoire d'un processus. D'un point de vue statistique, 
simuler une trajectoire en utilisant une simulation naïve ou la technique des ponts revient 
exactement au même. Ce qui permet de rendre la technique des ponts plus efficace qu'une 
technique naïve est la combinaison de celle-ci avec des simulations Quasi Monte Carlo. 
En effet, la technique des ponts permet de simuler l'essentiel de la trajectoire basée sur 
des séquences à faible discrépance pour un faible nombre de points discrets. Les points 
intermédiaires supplémentaires sont ensuite simulés en utilisant des séquences pseudo-
aléatoires. Dans le modèle de Black-Scholes, la technique des ponts est utilisée pour 
simuler les extrêmes du processus entre un point de départ et un point terminal tous 
deux connus, ce qui permet de corriger le biais de discrétisation pour certaines options 
exotiques; la même technique peut également s'appliquer à d'autres modèles de diffusion 
avec sauts comme le modèle de Kou ou de Merton. Ribeiro et Webber (2004) ont publié 
un article proposant une estimation des extrêmes du processus. Cependant, les articles 
de Becker (2010a) et de Becker (2010b) du même auteur montrent que la correction 
du biais dans Ribeiro et Webber (2004) est en fait trop élevée, mais même avec cette 
méthode supposée meilleure, il existe toujours un biais de discrétisation assez important. 
À notre connaissance, il n'existe pas de technique permettant de simuler les extrêmes 
d'un processus Variance Gamma parfaitement, conditionnellement aux valeurs initiales 
et terminales du processus, pour tarifer des options à barrière ou du type lookback par 
exemple. 
La notation suivante sera utilisée dans le reste de cette section. Soit (Xt)o:::;t:::;T• un 
processus Variance Gamma sur [0, T]. On note par M le nombre de trajectoires simulées, 
par N le nombre de pas de temps et la partition des temps pendant lesquels le processus 
est simulé est 0 = t0 < t 1 < · · · < tN = T. Par souci de simplicité, tous les accroissements 
de temps sont égaux, c'est-à-dire que Lltn = tn+l- tn = TjN. 
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3.4 Simulation naïve du processus Variance Gamma 
La façon naïve de simuler un processus Variance Gamma est détaillée. On exprime le 
processus comme un mouvement brownien subordonné par un processus gamma, c'est-
à-dire que Xt = Br(t; 1, v)+ a B-r(t;l,v) = b(r(t)). On s'intéresse d'abord aux trajectoires 
discrètes du processus gamma r = (r(t) : 0 ~ t ~ T) : 
(il _ ( (il (il) . _ M 1 - rt1 ' ... ,,tN , z- 1.. · (3.6) 
Cependant, pour simuler le processus Variance Gamma, seuls les accroissements du 
processus gamma discrétisé sont nécessaires. Ceux-ci sont donc d'abord simulés et notés 
de la façon suivante : 
i' = (r(t1), 1(t2)- r(tl), ... , r(tj) - rUi-d, ... , rUN)- r(tN-1)) 
(3.7) 
:= (i'(i!),i'(t2), ... ,i'(tj), ... ,i'(tN)). 
Chaque accroissement i'(tj) "'G ( ~~N, t) en utilisant la paramétrisation de l'équation 
(1.4). Une fois tous les accroissements simulés, la trajectoire pourrait simplement être 
construite de façon récursive. Conditionnellement aux accroissements gamma ;y, il est 
possible de simuler les accroissements du mouvement brownien subordonné (processus 
Variance Gamma) : 
b = (b(tl), b(t2) - b( t1), ... , b( tj) - b( tj_l), ... , b( iN) - b(tN -1)) 
:= (b(tl), b(t2), ... , b(tj), ... , b(tN)). 
Chaque accroissement du processus est simulé en utilisant le fait que 
(3.8) 
(3.9) 
La trajectoire complète est ensuite construite de façon récursive en prenant comme va-
leur initiale du processus b(O) = O. On détaille maintenant l'algorithme de simulation 
pour une trajectoire sous la forme de pseudo-code. 
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Pseudo-code 1 (Simulation naïve du processus VG exprimé comme un mouvement 
brownien subordonné avec les paramètres(), a, v, Net T). 
b(O) +--- 0 
Âtn +--- T/N 
for j +--- 1 to N 
{
Générer .:Y(tj) '"'"'G ( ~' t) 
do Générer b(tj) "'_N (O.:Y(tj), a 2,:Y(tj)) 
b(tj) = b(tj-1) + b(tj) 
On exprime maintenant le processus comme la différence de processus gamma indépen-
dants: 
(3.10) 
où on rappelle que G(t; a, (3) est un processus gamma ayant une densité telle que définie 
dans l'équation (1.22). L'étape la plus importante pour générer une trajectoire est la 
simulation des accroissements gamma indépendants et notés de la façon suivante : 
(3.11) 
Pour la simulation de la trajectoire, on pose d'abord Xo = 0 et chaque accroissement 
est simulé en utilisant le fait que ct,...., G (aÂtN,f3±). Une fois tous les accroissements 
} 
simulés, on peut construire la trajectoire de façon récursive. On détaille maintenant 
l'algorithme de simulation pour une trajectoire sous la forme de pseudo-code. 
Pseudo-code 2 (Simulation naïve du processus VG exprimé la différence de deux pro-
cessus gamma avec les paramètres a, (3+, (3-, N et T). 
Xo +--- 0 
Âtn +--- T/N 
for j +--- 1 to N 
{
Générer èt rvG(aÂtN,f3+),G~ rvG(aÂtN,f3-) 
do 1 1 
-+ --Xt1 = Xt1_ 1 + Gt1 - Gt1 
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3.5 La technique des ponts pour un mouvement brownien 
Soit les variables aléatoires X"' !x(x) et Y"' Jy(y) et la variable aléatoire Z =X+ Y 
de densité f z ( z). Alors, la distribution conditionnelle X 1 Z est, pour x, z E :IR., la suivante : 
f ( 1 ) _ !x,v(x, z- x) XIZ x z - fz(z) . (3.12) 
Si X et Y sont indépendantes, alors 
f ( 1 ) _ fx(x)fy(z- x) XIZ x z - fz(z) . (3.13) 
On fixe ti < ti < tk. Dans le cas qui nous intéresse qui est celui d'un mouvement 
brownien, on a que X = Bti - Bt; ,....., N(O, a~) est un accroissement d'un mouvement 
brownien standard entre les temps ti et ti, Y= Btk -Bti "'N(O, a~) est un accroissement 
d'un mouvement brownien standard entre les temps ti et tk et que Z = Btk - Bt; "' 
N(O, a~) est un accroissement d'un mouvement brownien standard entre les temps ti 
et tk. On a que a~ = ti -ti, a~ = tk -ti, a~ = a~ +a~ = tk -ti. La distribution 
conditionnelle de XIZ dans le cas de lois normales est trouvée : 
où 
On a donc que 
(ti- ti)(tk- ti) 
(tk -ti) 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
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On a aussi que 
où f "'N(O, 1). On présente maintenant l'algorithme pour simuler un mouvement brow-
nien en utilisant la technique des ponts. 
Pseudo-code 3 (Simulation du mouvement brownien en utilisant la technique du pont 
brownien avec les paramètres K et T). 
N +- 2K' t N +- T 
Bo +- 0 
Générer BtN rv N (0, tN) 
for i +- 1 to K 
n +- 2K-i 
for l +- 1 to 2i-l 
do 
3.6 La technique des ponts pour un processus gamma 
On fixe ti < tj < tk. Dans le cas qui nous intéresse qui est celui d'un processus gamma 
de paramètres o: et (3, on a que X = !(tj) - r(ti) "' G(o:x = o:(tj - ti), (3), Y = 
r(tk)- r(tj) "'G(o:(tk- tj) = o:y,(3) et Z =X+ Y= !(tk) -!(ti)"' G(o:x + o:y,(3). 
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La distribution conditionnelle de XIZ dans le cas de lois gamma est trouvée : 
(3<>x x<> x - 1e-ll"' {3o.Y (z-x)<>Y - 1e-ll(•-:r) 
r(ox) r(oy) f XIZ (X 1 Z) = __ .:........:,:(3o...:....x_+,_o.-y-z<>:-x--,+,-o._y___,_I e....:._-f;-tl• __ _ 
r(ox+oy) 
= 1 r (ox + ay) (~)ox-1 (1- ~)oy-1 
zf(ax)f(ay) z z 
1 r (a(tk- ti)) (x)o(trt;)-1 ( x)o(tk-tj)-1 
= - 1-- O<x<z 
zf(a(tj-ti))f(a(tk-tj)) z z ' · 
(3.19) 
c On a donc que XI(Z = z) = z · Beta(o(tj- ti),a(tk- tj)). En ce qui concerne la 
simulation du processus gamma, On remarque aussi que 
où f3ti rv Beta (o(tj- ti), o(tk- tj)). Pour appliquer le résultat de l'équation (3.20) 
au processus Variance Gamma lorsque celui-ci est représenté comme un mouvement 
brownien subordonné, il suffit de poser a = ~ et /3 = ~· On présente maintenant 
l'algorithme pour simuler un processus gamma en utilisant la technique des ponts. 
Pseudo-code 4 (Simulation du processus gamma en utilisant la technique des ponts 
avec les paramètres a, f3, K et T). 
"!(0) ~ 0 
Générer "t(tN) rv G (atN,/3) 
for i ~ 1 to K 
do 
n = 2K-i 
for l ~ 1 to 2i- 1 
{
j ~ (2l- 1)n 
do Générer }j "'Beta (o(tj - lj-n), a(tj+n- lj)) 
"f(tj) ~ "!( lj-n) + }j ("!( lj+n) - "!( lj-n)) 
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3. 7 Simulation du processus Variance Gamma en utilisant la technique des 
ponts 
On combine les techniques du pont brownien et du pont gamma pour simuler un pro-
cessus Variance Gamma. Les techniques combinées permettent de simuler le processus 
Variance Gamma en utilisant la représentation du processus comme un mouvement 
brownien subordonné alors que seule la technique du pont gamma est nécessaire en 
utilisant la représentation du processus comme la différence de deux processus gamma 
indépendants. 
Pseudo-code 5 (Simulation du processus Variance Gamma en utilisant la technique 
des ponts avec les paramètres(), a, v, K et T). 
b(O) +- 0, r(O) +- 0 
Générer r(tN) "'G(~, ~), b(tN),....., N (0r(tN),a2r(tN)) 
for i +- 1 to K 
n +- 2K-i 
for l +- 1 to 2i-l 
j +- (2l- 1)n 
do Générer }j,....., Beta ((ti- tj-n)fv, (tj+n- tj)/v) 
do r(tj) +- r(tj-n) + }j (r(tj+n)- r(tj-n)) 
Générer Zi,....., N (0, a 2}j (r(tj+n)- r(tj))) 
b(tj) = }jb(tj+n) + (1- }j)b(tj-n) + Zj 
3.8 Évaluation de lettres grecques 
Dans cette section, il est question du calcul de lettres grecques, c'est-à-dire de la sensi-
bilité du prix de certains produits dérivés par rapport aux paramètres du modèle utilisé 
pour tarifer le produit dérivé en question. Les sensibilités jouent un rôle prépondérant 
dans l'élaboration de stratégies de couverture. On note toutefois que pour les modèles 
de Lévy exponentiels, une couverture parfaite est impossible tant au niveau théorique 
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que pratique. Le modèle Variance Gamma étant un ca.s particulier des modèles de Lévy 
exponentiels, une couverture parfaite dans ce modèle est impossible. 
Différentes méthodes peuvent être employées pour estimer les sensibilités du prix de 
certains produits dérivés. Cependant, dans cette section, on présente seulement des 
techniques Monte Carlo. En utilisant celles-ci, il existe plusieurs façons pour évaluer 
les lettres grecques. Une méthode intuitive est la méthode des différences finies, une mé-
thode faisant directement appel à la définition de dérivée. Une autre méthode appelée 
la méthode trajectorielle nécessite de dériver le paiement du produit dérivé, paiement 
qui dépend de la trajectoire de l'actif sous-jacent, ce qui justifie le nom de la méthode. 
Finalement, la méthode à maximum de vraisemblance nécessite de dériver la densité de 
l'actif sous-jacent. 
Peu importe la technique utilisée, le prix du produit dérivé dépend d'un ensemble de 
paramètres, notés ici Ok, kEN. Par exemple, dans le modèle Variance Gamma, il serait 
possible de calculer les sensibilités pour les paramètres 0, a, v du modèle (voir la section 
2.5), mais également par rapport à la valeur de l'actif So et au taux d'intérêt r. La valeur 
d'un produit dérivé dépend de nombreux paramètres ainsi que du paiement H(S) de 
celui-ci. On écrit JE [Hek(S)] pour indiquer qu'on s'intéresse à la valeur du produit dérivé 
avec ce paramètre, les autres paramètres étant supposés constants. De façon générale, 
on peut exprimer la sensibilité par rapport à un paramètre () de la façon suivante : 
a 
Grecque (0) = aelE [He(S)]. (3.21) 
Pour une meilleure couverture, il est nécessaire d'évaluer les sensibilités pour des ordres 
plus élevés, mais généralement limité à la sensibilité d'ordre 2. Ainsi, on s'intéresse 
également au calcul de ces sensibilités. En général, on peut exprimer la sensibilité de 
d'ordre 2 de la façon suivante : 
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Grecquell (()) = ae2 1E [He(S)]. (3.22) 
Pour la méthode des différences finies et la méthode trajectorielle, le paramètre (} sera 
utilisé en indice de la fonction de paiement et on écrira donc He pour signifier qu'il 
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s'agit du paiement avec le paramètre en indice. Pour la méthode du maximum de vrai-
semblance, le paramètre sera plutôt mis en indice de l'espérance. 
3.8.1 La méthode des différences finies 
L'idée de base de cette méthode est d'utiliser la définition de la dérivée, ce qui permet 
d'approximer numériquement la sensibilité. Soit une fonction f(x) supposée deux fois 
dérivable. La dérivée de cette fonction f(x) peut être approximée, avec h > 0, par 
f(x + h) - f(x- h) 
2h 
La dérivée du second ordre peut être approximée par 
f(x + h)- 2f(x) + f(x- h) 
h2 
(3.23) 
(3.24) 
Ces approximations de dérivées sont appelées des approximations de différences finies et, 
plus précisément, des estimateurs de différence centrale. Dans le cas qui nous concerne, 
la fonction en question est la valeur d'un produit dérivé en fonction d'un paramètre. Une 
sensibilité du premier ordre, avec h > 0, est évaluée comme étant 
G-- (O) _ lE [Ho+h(S)] -lE [Ho-h(S)] recque - 2h . (3.25) 
Pour une sensibilité du second ordre, on obtient : 
G-- II (O) _ lE [Ho+h(S)] - 21E [Ho(S)] +lE [Ho-h(S)] recque - h2 . (3.26) 
Les valeurs lE [Ho+h(S)], lE [Ho(S)] et lE [Ho-h(S)] peuvent être estimées en utilisant des 
estimateurs Monte Carlo, ce qui permet d'obtenir un estimateur pour une sensibilité. 
Formellement, l'estimateur Monte Carlo s'écrit comme étant 
-- 1 M H(i) - H~i)h 
Grecque (0) = ML IJ+h 2h - , 
t=l 
(3.27) 
où H~i) est le paiement associé à une trajectoire i pour une valeur du paramètre 0 
et où M représente le nombre de simulations. De façon équivalente, l'estimateur de la 
sensibilité d'ordre 2 se calcule de la façon suivante : 
G-- (0) 1 ~ H~2h - H~i) + H~~h recquell = M L....t h2 . 
i=l 
(3.28) 
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La méthode des différences finies comporte le principal désavantage d'être biaisée. Pour 
une sensibilité de premier ordre, on peut estimer JE [Ho+h(S)] et JE [Ho-h(S)] en utilisant 
des développements en séries de Taylor : 
(3.29) 
Le biais pour une sensibilité d'ordre 1 est calculé comme étant 
L'espérance de l'estimateur en utilisant l'équation (3.29) est la suivante : 
JE [G- (a)] = JE [Ho+h(S)] - JE [Ho-h(S)] recque u 2h 
a 
= 88 JE [Ho(S)] + O(h). 
(3.31) 
On obtient donc le biais suivant : 
Biais ( G~e (8)) = O(h). (3.32) 
Pour une sensibilité d'ordre 2, le biais est calculé comme étant 
Toujours en utilisant l'équation (3.29), l'espérance de l'estimateur d'ordre 2 est la sui-
vante : 
JE [a~n (e)J = JE [Ho+h(S)]- 2JE [~~(S)] +JE [Ho-h(S)] 
82 
= 882 JE [Ho(S)] + 0 (h2). 
On obtient donc le biais suivant : 
Biais ( Gr~II (0)) = 0 (h2). 
(3.34) 
(3.35) 
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3.8.2 La méthode trajectorielle 
La méthode trajectorielle est basée sur le fait que, sous certaines conditions, il est possible 
d'échanger l'ordre de la limite et de l'espérance. Autrement dit, il faudrait pouvoir vérifier 
que 
lim JE [H6+h(S)- H6(S)] =JE [lim H6+h(S) - H6(S)] . 
h~ h h~O h 
(3.36) 
Cette relation est vraie sous certaines conditions. Une condition suffisante est que la 
fonction de paiement soit lipschitzienne et une condition nécessaire, mais non suffisante 
est que la fonction soit continue. Les paiements d'une option d'achat, d'une option 
asiatique et lookback vérifient les conditions nécessaires pour interchanger la limite et 
l'espérance. Par contre, dans le contexte du paiement d'une option, ce n'est pas toujours 
le cas. Par exemple, pour une option binaire du type cash-or-nothing, le paiement ne 
vérifie pas les conditions et la méthode serait impossible à appliquer. On remarque 
qu'au point Sr= K, pour une option d'achat, le paiement n'est pas continue, mais cet 
évènement a une probabilité nulle et le paiement respecte la condition lipschitzienne pour 
les autres valeurs de Sr. En supposant un paiement respectant les conditions nécessaires, 
on peut écrire la sensibilité de la façon suivante : 
L'estimateur Monte Carlo de la sensibilité serait donc 
2_ ~ aH(J(s<il) as<il 
M L... 8S(i) 80 . 
i=l 
(3.37) 
(3.38) 
On rappelle que pour des simulations, on travaille avec des instants discrets de la tra-
jectoire, ce qui modifie l'équation (3.38) de la façon suivante : 
1 M N 8H6(S(i)) 8S~) 
M ~~ as(il 80' 
•-1 J-l tj 
(3.39) 
où s~) représente la valeur de l'actif simulé pour une trajectoire i à un instant tj. 
Exemple 4. Soit une option d'achat dont la valeur présente du paiement à l'échéance 
H(Sr) est de 
H(Sr) =e-rr (Sr- K)ITsr>K· (3.40) 
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On s'intéresse à évaluer le delta ( ~) de cette option, c'est-à-dire la sensibilité du prix 
de l'option par rapport à So. Le modèle Variance Gamma est utilisé pour décrire l'actif 
sous-jacent, on peut donc écrire que 
Sr = Soe(r-w)r+Xr' (3.41) 
où Xr est un processus Variance Gamma. La première étape consiste à calculer la dérivée 
partielle de H (Sr) par rapport à Sr : 
8H(Sr) _ -rrn 
8Sr - e Sr>K· (3.42) 
On remarque que ce résultat est vrai pour tous les modèles de Lévy exponentiels. On 
s'intéresse maintenant à dérivée de Sr par rapport à So et on obtient facilement que 
8Sr = e(r-w)r+Xr = Sr. 
8So So 
L'estimateur Monte Carlo du delta serait donc le suivant : 
-rr M S(i) ~ e "' r ~ = M L.J sns(i)>K" 
i=l 0 T 
(3.43) 
(3.44) 
Pour montrer la validité de l'exemple précédent, on peut aussi vérifier qu'on obtient la 
bonne valeur du delta dans le modèle de Black-Scholes. Dans ce modèle, il est bien connu 
que la valeur du delta est N(dl), où d1 est une constante. Une façon de le montrer est 
de dériver directement la formule explicite du prix de l'option. En utilisant la méthode 
trajectorielle, le calcul du delta revient à calculer 
~ = EQ [e-rr~:nsr>K] . (3.45) 
Par la formule de Black-Scholes pour une option d'achat, on sait que 
(3.46) 
On retrouve donc que ~ = So~~dl) = N(dl). On revient maintenant au modèle Va-
riance Gamma et on s'intéresse au calcul du delta d'une option d'achat asiatique. Cet 
exemple est intéressant puisqu'il montre qu'on peut appliquer la méthode trajectorielle 
en dérivant le paiement de l'option par rapport aux valeurs de l'actif à plusieurs temps 
discrets. 
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Exemple 5. Soit une option d'achat asiatique dont la valeur présente du paiement à 
l'échéance H(S), S = (Stp ... , StN ), est de 
e-rT (NI ~ St;- K) TI 1 "'N 8 >K" ~ NL•=l t; 
i=l 
(3.47) 
On s'intéresse à évaluer le delta ( ~) de cette option et on suppose que l'actif sous-jacent 
est modélisé par le modèle Variance Gamma. Pour ce faire, la première étape consiste 
à calculer la dérivée partielle de H(S) par mpporte à la valeur de l'actif à un instant 
donné: 
8H(S) e-rT 
---=--L N . 8St. N N Lj=l Stj >K 
J 
(3.48) 
On s'intéresse maintenant à dérivée de Sti par mpport à So et en utilisant la même 
procédure que dans l'exemple (4), on obtient que 
8Sti StJ 
8So = So · (3.49) 
On peut maintenant combiner ces deux résultats pour obtenir l'estimateur du delta : 
-rT M N 1 S(i) 
L5. = e M L LN ~i TI.!. L:N s<iJ>K. 
i=l j=l 0 N k=l tk 
(3.50) 
On peut réécrire l'équation (3.50) plus simplement en notant la moyenne sur une tmjec-
toire comme étant 
1 N 
Smoy = N LSt;· 
i=l 
Ce changement fait en sorte qu'on peut réécrire l'estimateur comme étant 
-rT M S(i) 
~ e """ moy ~ = M ~ ToTis~~y>K. 
i=l 
On calcule maintenant l'estimateur du delta d'une option lookback ftoating strike. 
(3.51) 
(3.52) 
Exemple 6. Soit une option lookback fioating strike dont le paiement à l'échéance 
H(S), S = (Stl' ... , StN ), est de 
Sr- Smin· (3.53) 
On s'intéresse à évaluer le delta ( ~) de cette option et on suppose que l'actif sous-jacent 
est modélisé par le modèle Variance Gamma. Pour ce faire, la première étape consiste 
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à calculer la dérivée partielle de H(S) par rapport à la valeur de l'actif à un instant 
donné: 
(3.54) 
On s'intéresse maintenant à la dérivée de Sti par rapport à So et en utilisant la même 
procédure que dans l'exemple ( 4), on obtient que 
asti _ Sti 
8So - So · (3.55) 
On peut maintenant combiner ces deux résultats pour obtenir l'estimateur du delta : 
(3.56) 
3.8.3 La méthode du maximum de vraisemblance 
L'avantage de la méthode du maximum de vraisemblance est qu'elle n'impose aucune 
condition sur la forme du paiement de l'option. En effet, la méthode trajectorielle est très 
sensible au paiement, alors que dans le cas de la méthode du maximum de vraisemblance, 
il est plutôt nécessaire de dériver la fonction de densité. On suppose donc que les fonctions 
de densité existent, même si parfois on ne connaît que la fonction caractéristique. Il est 
parfois possible d'obtenir explicitement les dérivées de fonctions de densité par rapport 
au paramètre qui nous intéresse pour obtenir la sensibilité, comme dans le cas du modèle 
Black-Scholes par exemple. Pour la plupart des processus cependant, il est nécessaire 
d'approximer numériquement cette dérivée. 
Le développement de la méthode du maximum de vraisemblance est le suivant : 
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a a r 
aoF.o [H(S)] = ao J.JRN H(s)fs(s)ds 
=lN H(s) :ofs(s)ds 
= f H(s) -iëfs(s) fs(s)ds 
}JR.N fs(s) 
= F. [H(S) -iëfs(S)l 
fs(S) 
= F. [H(S)ryo(S)], 
(3.57) 
où fs est la fonction de densité de S = (St 1 , ••• , StN ), la trajectoire discrète de l'actif 
sous-jacent, et ry8(S) = ,:fifl est la fonction de score et c'est cette fonction qu'il est 
nécessaire d'estimer. En utilisant la même procédure, il est possible d'évaluer une dérivée 
d'ordre 2 : 
iP [ fe,z fs(S)l 
082 F.o [H(S)] = F.o H(S) fs(S) . (3.58) 
a2 
Pour une sensibilité du deuxième ordre, la fonction de score est donc de ïiDj~~\S). 
Exemple 7. On cherche à évaluer la fonction de score pour divers paramètres dans le 
modèle de Black-Scholes. On suppose que l'option à évaluer dépend seulement de la valeur 
terminale, ce qui implique que la densité est unidimensionnelle. L'identité suivante est 
bien connue : 
(3.59) 
où Sr est la variable aléatoire représentant la valeur terminale de l'actif sous-jacent et 
Z"' N(O, 1). Soit Ar= log So + (r- 0.5a2 ) T +a../TZ, on a donc que Ar"' N(log So + 
(r- 0.5a2 ) T, a 2T) et que Sr = eAT "' Lognormale (log So + (r- 0.5a2 ) T, a 2T). La 
densité de Sr peut donc s'écrire directement comme étant 
(3.60) 
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Pour le calcul de fonction de score du delta ~. on calcule la dérivée de la densité par 
rapport à So : 
ô ( ) _ ( )log(s/So)- (r- 0.5a2) T 
âSo fsT s - fsT s Soa2T . (3.61) 
La fonction de score est donc la suivante : 
( ) _ log(s/So)- (r- 0.5a
2) T 
1Jt:.. 8 - Soa2T · (3.62) 
La même procédure peut être appliquée pour le calcul du vega (v) et on trouve que la 
fonction de score est la suivante : 
( ) __ ..!_ log (s/ So)
2 
- 2rT log (s/ So) + T2 (r2 - a4 /4) 
1Jv s - + 3T 
l7 l7 
(3.63) 
Toujours dans le modêle de Black-Scholes, on s'intéresse au delta (~) d'une option 
exotique. 
Exemple 8. On cherche à évaluer la fonction de score du ~ dans le modèle de Black-
Scholes, mais pour une option exotique dont le paiement à l'échéance dépend de la trajec-
toire. En utilisant le fait que le processus est markovien, la densité de S peut être écrite 
comme étant 
où iJ ( Stj 1 Stj _1 ), j = 1 · · · N représente la densité de transition du processus du temps 
tj-1 jusqu 'au temps ti. Cette densité est lognormale et peut s'écrire de la façon suivante : 
(3.65) 
d'évaluer la fonction de score de la façon suivante : 
ô a 
ôSo fs(stl, · · · , StN) = f2(st21St1) · · · fN(StN istN 1) âSo fi (St1ISo) 
log(st1 / So) - (r- 0.5a2)t1 
=f2(St2 ISt1)···fN(StNistN-1)fi(st11So) S 2t 
QO" 1 
-J ( ... )log(st1 /So)-(r-0.5a2 )t1 
- S St1' ' StN S 2t QO" 1 
(3.66) 
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La fonction de score est donc la suivante : 
(3.67) 
3.8.4 La méthode de Glasserman et Liu (2008) 
On aimerait appliquer la méthode du maximum de vraisemblance à des processus de Lévy 
exponentiels et, plus particulièrement, au modèle Variance Gamma. Cependant, pour ces 
processus, la densité du processus de Lévy à un instant fixé Lt est connue explicitement 
alors qu'on ne connaît généralement pas celle de l'actif sous-jacent. Dans le modèle de 
Black-Scholes, la densité de l'actif sous-jacent est lognormale, ce qui nous permettait 
de travailler directement avec celle-ci. En utilisant la nouvelle procédure, on pourra 
travailler directement avec la loi normale. Pour le modèle Variance Gamma, on connaît 
la densité de Xt, le processus Variance Gamma à un instant fixé, et non celle de St, 
l'actif sous-jacent qui est une transformation de Xt. Glasserman et Liu (2008) ont montré 
qu'il est possible de travailler avec la densité des accroissements du processus de Lévy 
pour l'application de la méthode du maximum de vraisemblance. On présente d'abord 
quelques notions préliminaires nécessaires à la méthode. Soit L, les accroissements d'un 
processus de Lévy correspondant à une partition du temps ( tt1, . .. , ttN) : 
L = (Ltl' Lt2- Ltl' ... 'Ltj - Ltj-1' ... 'LtN - LtN-1) 
= ( Ltp Lt2' ... , Ltj' ... , LtN) . 
La densité de L est la suivante : 
(3.68) 
(3.69) 
où iJ(lt1 ) représente la densité du jième accroissement du processus de Lévy. Dans le cas 
où on s'intéresse seulement à la valeur terminale de l'actif sous-jacent, on peut écrire la 
valeur terminale de la façon suivante 
Sr= So exp (a(O)T + Lr), (3.70) 
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où a(8) = r - w est une constante et So est la valeur initiale de l'actif sous-jacent. On 
remarque qu'on exprime a(O) comme une fonction du paramètre d'intérêt pour simplifier 
la notation. On introduit également ce paramètre dans la fonction de densité et on écrit 
(3.71) 
dans le but de simplifier les démarches qui suivent. La valeur d'un produit dérivé peut 
s'exprimer comme étant 
1E9 [H(S)] = { H(s)ft(l, 8)dl, }RN (3.72) 
où, clairement, S est une fonction linéaire de L. On effectue d'abord le calcul de la 
sensibilité dans le cas uni-dimensionnel. Dans ce cas, on remarque d'abord que 
1E8[H(Sr)] = l H (soea(8)T+t) fLT(l,8)dl 
= l H ( Soe1) /LT(l- a(8)T, 8)dl. (3.73) 
On passe maintenant au calcul de la sensibilité : 
81E9 [H(Sr)] = f H (s t) !._! (l- (8)T 8) dl 8(} JR oe 88 LT a ' 
= r H(soel) [-a'(8)T8!LT(x,8)1 + 8/LT(x,O)I l dl j'R 8x x=l-a(8)T 8(} x=l-a(B)T 
'(O)T8h~(l,8) 8hT(l,8) 
= lm H (s ea(8)T+t) -al + 88 f (l O)dl 
0 j (l 8) LT ' R LT ' 
_ [ -a'(8)T8h~1(1,8) + 8fLTJI,8) l 
-1E8 H(Sr) fLT(l, 8) 
= 1E9 [H(Sr)118(Lr)], 
(3.74) 
1 8fLT(I,8) 8fLT(I,8) 
· (L ) a (8)T :?!! + 88 l ll ~: . d ~: d ou 118 T = hT (l,B) est a nouve e 10nct1on e score, une 10nction e 
la densité du processus de Lévy. On remarque cependant que les résultats de l'équation 
(3.74} ne permettent pas d'estimer le delta (a) du produit dérivé, malgré qu'il s'agit 
d'un cas très important. En utilisant la même idée cependant, on remarque que le calcul 
du delta est en fait plus facile à effectuer que celui des autres sensibilités. On utilise 
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seulement la lettre a plutôt que a(O) puisque Sone dépend pas de a et on fait de même 
pour la densité en utilisant hr = (l) pour la même raison. On remarque qu'on peut 
réécrire l'espérance comme étant 
lEso [H(Sr)] = l H (elog(So)+ar+t) hr(l)dl 
= l H ( ear+L) hr (l -log (So)) dl. (3.75) 
La sensibilité se calcule donc comme suit 
âlEso [H(Sr)] = rH (ear+L) - JtT (x)lx=l-log(So) dl 
ô~ h ~ 
= r H (elog(So)+ar+L) -!tT (l) hr (l) dl JR Bohr (l) (3.76) 
[ -ftT(l)] = lEso H (Sr) Bohr (l) 
= 1Es0 [H (Sr) T/s0 (Lr )] , 
où TISo ( Lr) = ~j~~ \?) est la fonction de score pour le calcul du delta ( .6.). Dans le cas 
multidimensionnel, on peut effectuer une démarche adaptée et très similaire à celles du 
cas unidimensionnel. On remarque d'abord que S est une transformation multivariée des 
accroissements du processus de Lévy et on peut écrire que 
S = (co ea(8)tt+L, 1 S ea(B)(t;-t;-i)+L,, S ea(B)(tN-tN-tl+L'N) vO , · · ·, t; '· · ·' tN · (3.77) 
La fonction de score est donc de 
N -a'(O)(t· - t·)8f;(l,i,8) + 8/;(l,i,B) 
T/o(i) = L t+l fz(l. ~)' 88 
i=l z t,' 
(3.78) 
Encore une fois, il faut utiliser une démarche alternative pour obtenir la fonction de 
score pour le calcul du delta (.6.) dans le cas multidimensionnel. On remarque d'abord 
qu'on peut écrire l'espérance comme étant 
(3.79) 
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La sensibilité se calcule comme suit 
81Es0 [H(ST)] = { H( ah+l, 1 • ) f~(x)lx=h-logSo (-1) J-(l)dl 
aso laN e ,s2 , ... ,SN h(ltl) So L 
=LN H(elogSo+at!+L•,,s2, ... ,sN) (- s~~~l(:t:)) ft(l)dl (3.80) 
= 1Es0 [H(S)rys0 (LtJ], 
où 77s0 (Lt1 ) = 8~}~1(l,~) est la fonction de score pour le calcul du delta(~). 
On peut maintenant montrer comment appliquer la méthode concrètement ; on montre 
comment l'appliquer pour les modèles de Black-Scholes et Variance Gamma pour diffé-
rentes sensibilités. 
Exemple 9. On cherche à évaluer la fonction de score pour le calcul du delta (~) dans 
le modèle de Black-Scholes en utilisant la méthode de Glasserman et Liu. On suppose 
que l'option à évaluer dépend seulement de la valeur terminale et on peut écrire la valeur 
terminale de l'actif de la façon suivante : 
(3.81) 
où a= (r- 0.5a2)T, ZT =a BT et BT est un mouvement brownien standard. On a donc 
que ZT ,...., N(O, a2T) et que la densité de ZT est la suivante : 
(3.82) 
Pour le calcul de fonction de score du delta ~. on calcule la dérivée de la densité par 
rapport à z : 
(3.83) 
On a donc que la fonction de score du delta ~ est la suivante : 
(3.84) 
Toujours dans le modèle de Black-Scholes, on s'intéresse maintenant au calcul du vega 
77· 
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Exemple 10. On cherche à évaluer la fonction de score pour le calcul du vega (v) dans 
le modèle de Black-Scholes en utilisant la méthode de Glasserman et Liu. On suppose 
que l'option à évaluer dépend seulement de la valeur terminale et on peut écrire la valeur 
terminale de l'actif de la façon suivante : 
Sr = Soca(u)+ZT' (3.85) 
où a(a) = (r- 0.5a2 )T, Zr= a Br et Br est un mouvement brownien standard. On a 
donc que Zr "' N(O, a 2T) et que la densité de Zr est la suivante : 
(3.86) 
De l'exemple (9), la dérivée de la densité par rapport à z est connue et on passe direc-
tement au calcul de la dérivée par rapport à a : 
8fzT(z, a) = f ( ).!. (_C_ _ 1) 
a zT z,a 2T ' a a a 
(3.87) 
et a'(a) =-a. Finalement, on obtient la fonction de score du vega (v) 
_ '( )Tâfz~(z,u) + âfzT(z,u) 1 ( z2 ) (z ) - a a z âu - r z 1 "lu r - f ( ) - - 2T - r - . zT z,a a a (3.88) 
On connaît la densité fxt(x) du processus Variance Gamma à un instant fixé qu'on note 
Xt et d'ailleurs celle-ci est donnée par l'équation (1.10). Pour obtenir des fonctions de 
score dans le modèle Variance Gamma, on commence donc d'abord par dériver cette 
densité par rapport aux paramètres d'intérêt 0, a, 11, ainsi que par rapport à x pour le 
delta (~). Une fois les dérivées connues, celles-ci peuvent être évaluées numériquement. 
Lors du calcul de sensibilités, il faudra donc simuler le processus Variance Gamma et pour 
chaque simulation, il sera nécessaire d'évaluer numériquement la dérivée par rapport au 
paramètre d'intérêt en plus de la dérivé par rapport à x et la densité elle-même, sauf pour 
le calcul du delta (~) où il est seulement nécessaire de calculer la dérivée par rapport à 
x et la densité. Voici les résultats du calcul des dérivées par rapport aux paramètres du 
modèle, celles-ci étant présentés sous la forme d'intégrales infinies : 
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(3.89) 
8fx,(x,CT) = {'Xl(.!.) ((x-()g) 2 _ 1) 8CT Jo CT CT2g 
1 ( (x-()g) 2 ) (1)~ g~- 1 exp(-;)d 
· exp - g 
CTy'2-ig 2u2g v 'Y ( ~) ' 
(3.90) 
(3.91) 
où 3(x) = ~(~l est la fonction digamma, 
Dans le modèle Variance Gamma et dans le contexte de l'équation (3.74), on a que 
a(-)= r- w, où w =-~log (1- ()v- v/2) et que le point(-) peut être remplacé par le 
paramètre auquel on s'intéresse à la sensibilité. Voici donc les dérivées de cette fonction 
pour les différents paramètres : 
a'(O) = - 1 , 
1- ()v- u2vj2 
-CT 
a' (CT) = -----=--
1- ()v- CT2vj2' 
1 1 ( 2 ) 1 () + CT2 /2 a (v) = -- log 1 - ()v - a v /2 - - . 
v2 v1-{}v-u2vj2 
(3.93) 
(3.94) 
(3.95) 

CHAPITRE IV 
VALORISATION D'OPTIONS AVEC LES TRANSFORMÉES DE FOURIER 
4.1 Introduction 
Les praticiens ont besoin de techniques rapides permettant de tarifer des produits dérivés 
et d'obtenir la sensibilité (lettres grecques) de produits dérivés. Avec cet objectif en 
vue, les deux techniques présentées dans ce chapitre ont le point commun d'utiliser un 
algorithme très efficace, l'algorithme FFT (transformée de Fourier rapide ou Fast Fourier 
Transform), permettant justement l'obtention du prix de produits dérivés avec une très 
grande rapidité. Ces deux techniques requièrent seulement la fonction caractéristique 
d'un accroissement du logarithme du processus stochastique du modèle utilisé, celle-
ci étant généralement disponible sous une forme fermée pour les processus de Lévy. 
L'algorithme s'applique particulièrement bien dans le modèle Variance Gamma étant 
donné que la distribution des log-rendements est connue analytiquement. 
Carr et al. (1999) ont développé une technique faisant intervenir l'algorithme FFT pour 
valoriser des options européennes, particulièrement des options d'achat européennes, 
malgré que leurs résultats peuvent être généralisés pour de nombreux types de paiements. 
L'objectif de la méthode est d'approximer la valeur de l'option par une transformée de 
Fourier discrète (DFT) qui peut être résolue numériquement par l'algorithme FFT. Une 
fois la transformée de Fourier continue (CFT) de l'option trouvée, l'algorithme FFT 
permettra d'approximer la CFT en utilisant une DFT. L'avantage et la particularité de 
cette méthode est qu'elle permet d'obtenir très rapidement les prix d'options d'achat 
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européennes pour de nombreux prix d'exercice différents. Par exemple, dans le modèle 
Variance Gamma, on peut obtenir le prix d'options d'achat pour 218 prix d'exercice 
différents en moins d'un dixième de secondes sur un ordinateur doté d'un processeur 
Intel Core i7. 
Lord et al. (2008) ont quant à eux développé une méthode connue sous le nom de 
méthode de convolution. Cette méthode utilise l'approche des transformées de Fourier 
pour des options pouvant être exercées à de multiples instants durant la vie de l'option 
(options bermudiennes) ou à tout instant (options américaines). La méthode est très 
efficace pour les modèles de Lévy exponentiels, mais la méthode permet l'obtention du 
prix pour un prix d'exercice seulement comparativement à la méthode de Carr et al. 
(1999) qui génère de nombreux prix simultanément. On note cependant que le problème 
résolu par la méthode de convolution est d'une complexité largement supérieure à celle 
de la méthode de Carr et al. (1999) et que la méthode de convolution surpasse largement 
les méthodes Monte Carlo pour l'évaluation d'options américaines en terme d'efficacité. 
On fait souvent référence à Cooley et Tukey (1965) comme les inventeurs de l'algorithme 
FFT, malgré que Gauss ait inventé cet algorithme d'interpolation en 1805, l'algorithme 
ayant été publié plus tard dans Gauss (1866). L'algorithme est utilisé depuis de nom-
breuses années dans de nombreux domaines dans lesquels le traitement des signaux est 
étudié tels que la physique, les télécommunications et l'optique. Les techniques présentées 
constituent donc des applications récentes de l'algorithme FFT à l'ingénierie financière. 
On présente d'abord quelques notions de base sur les transformées de Fourier. On note 
cependant qu'on ne décrit pas l'algorithme FFT, mais on explique plutôt comment l'uti-
liser. Par la suite, les méthodes de Carr et al. (1999) et de convolutions sont présentées 
et appliquées. 
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4.2 Propriétés des transformées de Fourier 
Si J(x) est dans l'espace L1 (JR), c'est-à-dire que 
1: lf(x)ldx < oo, (4.1) 
et que f(x) est continue, alors la transformée de Fourier (FT) 
](u) = F {!} (u) = 1: ei= f(x)dx, (4.2) 
existe. 
La fonction f(x) peut être retrouvée à l'aide de la relation suivante : 
1 {A} 1 100 • A J(x) = F- f (x)= 211" -oo e-'ux J(u)du. (4.3) 
Avant d'introduire la prochaine propriété, on rappelle que le conjugué d'un nombre 
complexe z =a+ bi est égal à z =a- bi. Le conjugué complexe d'une transformée de 
Fourier ](u) est donné par la relation suivante : 
(4.4) 
Par ailleurs, en utilisant le fait que pour une nombre réel a, a = a, on a que 
Î(u) = 1: e-iux f(x)dx = ]( -u). (4.5) 
Pour l'évaluation numérique, il est nécessaire de discrétiser les transformées de Fourier, 
ceci étant la raison expliquant l'utilisation des transformées de Fourier discrètes (DFT). 
Soit un vecteur de nombres complexes (xn):,:01, on peut écrire une transformée de Fourier 
discrète et son inverse de la façon suivante : 
N-1 
Xj = Dj {xn} = L eijn27rfN Xn, j = 0, ... 'N- 1 
n=O 
N-1 
Xn=D;; 1 {Xj}= ~ Le-ijn21r/Nxj n=O, ... ,N-1. 
j=O 
(4.6) 
(4.7) 
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L'algorithme FFT permet d'évaluer très rapidement les transformées de Fourier discrètes. 
Il existe également une définition quelque peu similaire pour une transformée de Fourier 
discrète, la différence principale étant la présence d'un signe négatif devant i. Pour un 
vecteur de nombres complexes (xj )f=1, on peut également définir une transformée de 
Fourier discrète de la façon suivante : 
N 
xk = L e-i~(j-l)(k-l)Xj, k = 1, ... 'N. 
j=l 
(4.8) 
L'évaluation de chaque Xk nécessite une sommation deN termes. Pour évaluer (Xk){:= 1 
sans optimisation, il faut donc N 2 opérations complexes au total. L'algorithme FFT 
de Cooley-Turkey permet de diminuer ce nombre d'opérations en nécessitant plutôt 
(if) log2 (N) lorsque N est une puissance de 2, ce qui augmente grandement l'efficacité 
de l'algorithme. 
4.3 Méthode de Carr et al. (1999) 
4.3.1 Transformée de Fourier pour le prix d'une option 
Soit R = ( Rt)tE[O,T) = (log St)tE[O,T], le log-rendement de l'actif sous-jacent où (St)tE[O,T) 
est l'actif sous-jacent. Soit k = log(K), le logarithme naturel d'un prix d'exercice K, 
et Cr(k), la valeur d'une option d'achat européenne d'échéance T. La densité de la 
distribution sous la mesure risque-neutre Ql de R au temps t est notée par ft(s ). La 
fonction caractéristique est définie comme étant 
Mr(u) =lE [eiuRr] = /_: eius Jr(s)ds. 
La valeur initiale de l'option d'achat peut initialement s'écrire comme étant 
Cr(k) = e-rTlE [(eRr- ek)+ J 
=loo e-rT(es- ek)fr(s)ds. 
(4.9) 
( 4.10) 
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Cependant, exprimée de cette façon, la valeur de l'option d'achat n'est pas dans l'espace 
L1(JR). En effet, si k-t -oo, alors CT(k) -t So. Voici la preuve: 
lim Cr(k) = e-rT ['XJ e8 fT(s)ds k--+-oo } -co 
= e-rTIEQ [eRr] 
= So. 
(4.11) 
On remarque donc que la valeur de l'option d'achat ne converge pas vers 0 lorsque 
k -t -oo, et donc que CT(k) n'est pas dans L1 (R). On utilise donc un prix d'option 
modifié 
(4.12) 
permettant ainsi d'obtenir une fonction dans L1(R), où a> O. Cette fonction modifiée 
assure donc l'existence de la transformée de Fourier pour un certain a choisi de façon 
appropriée. La transformée de Fourier de cette fonction modifiée est la suivante : 
(4.13) 
La valeur de l'option d'achat peut être retrouvée en inversant la transformée de Fourier 
avec la relation de l'équation (4.3) : 
CT(k) = _e_ e-iuk'l/JT(u)du = _e_ e-iuk'l/JT(u)du. -ok 1oo -ok 1oo 
211" -oo 11" 0 (4.14) 
La dernière égalité sera maintenant justifiée. On peut réécrire la valeur de l'option comme 
étant 
CT(k) = e-ok {o e-iuk'l/JT(u)du + e-ok {oo e-iuk'l/JT(u)du. 
211" Loo 211" Jo (4.15) 
-ak JO · k On peut maintenant développer le terme e 2,. _ 00 e-tu '1/JT(u)du: 
_e- e-iuk'l/Jr(u)du = _e- eivk'l/JT( -v)dv -ok 10 -ok 1oo 
211" -oo 211" 0 
-ok 100 
= _e_ e-ivk'l/JT(v)dv 
211" 0 (4.16) 
e-ok 1oo . 
= -- e-wk'l/JT(v)dv 
211" 0 
= _e_ e-iuk'l/JT(u)du. -ok 100 
211" 0 
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La valeur de l'option d'achat est réelle, ce qui permet d'écrire que Cr(k) = Cr(k), d'où 
la dernière égalité. On peut finalement écrire que 
-Otk 10 -Otk 100 Cr(k) = :__
2 
e-iuk'l/Jr(u)du + :__
2 
e-iuk'l/Jr(u)du 
7r -oo 7r 0 
-Otk {00 -Otk roo 
= e 27r Jo e-iuk'l/Jr(u)du + e 27r Jo e-iuk'l/Jr(u)du (4.17) 
= _e_ e-iuk'l/JT(u)du. -Otk 100 
7r 0 
Il est possible de réexprimer la transformée de Fourier 1/Jr(u) de la façon suivante: 
1/Jr(u) = /_: eiukcr(k)dk 
= 1oo eiukeak {oo e-rT (es- ek) fr(s)dsdk 
-00 Jk 
= e-rT i: j_soo ( e(iu+a)kes - e(iu+a+l)k) dkfr(s )ds 
100 (e(iu+a+l)s e(iu+a+l)s) = e-rT - . 1 fr(s)ds _00 iu + a zu + + a (4.18) 
100 e(iu+o.+l)s = e-rT fr(s)ds _ 00 a 2 +a+ iu(2a + 1)- u2 
e-rT Mr (u- i(a + 1)) 
a 2 + a + iu(2a + 1) - u2 · 
On peut donc exprimer la valeur d'une option d'achat en substituant l'équation (4.18) 
dans l'équation (4.14), ce qui revient à dire que 
(4.19) 
Pour une valeur de a adéquate, on remarque d'abord qu'il faut que la condition suivante 
soit respectée : 
(4.20) 
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On a aussi que I: lcr(k)ldk = 1/Jr(O) 
e-rT Mr( -(a+ l)i) 
= ----=7---....:.._ _ ___:__.:_ 
a 2 +a 
_ e-rTlEQ[e( -(o+l)i)iRT] 
- a 2 +a 
(4.21) 
_ e-rTlEQ[e(o+l)RT] 
- a 2 +a 
e-rTlH'~[so+l] 
- "'""'l,J! T 
- a 2 +a 
Alors, si lEQ[sr+1] < oc , on a aussi que f~oo icr(k)ldk = 1/Jr(O) < oc et alors cr(k) 
est dans l'espace L1 (1R.), ce qui permet d'inverser la transformée de Fourier. À partir de 
l'expression analytique de la fonction caractéristique, il est donc possible de déterminer 
une borne supérieure pour a. 
4.3.2 Erreur de troncature 
On considère maintenant le problème de l'erreur de troncature qui consiste à déterminer 
l'erreur causée par la borne a choisie lors de l'estimation de 
_e_ e-iukl/Jr(u)du -ok loo 
1f 0 
(4.22) 
par l'intégrale 
_e_ e-iuk'I/Jr(u)du. -ork 1a 
1f 0 
(4.23) 
L'intégrale ( 4.23) est estimée par une approximation discrète et le résultat de l'inté-
grale sur l'intervalle [a, oo] est négligé, ce qui rend donc important de connaître l'erreur 
commise. Avant de calculer l'erreur de troncature, on présente d'abord deux résultats 
d'analyse qui seront utiles pour établir des inégalités. Pour une fonction intégrable f(x), 
on a que 
(4.24) 
et pour tout nombre réel x, on a que 
(4.25) 
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L'erreur de troncature t est la suivante : 
t = _e_ e-iuk'l/Jr(u)du :S _e_ le-iuk'l/JT(u)ldu = _e_ 11/Jr(u)ldu. 
1 
-ok 1oo 1 -ok 1oo -ok 1oo 
7r a 1r a 7r a 
On a aussi que 
IMr(u- (a+ 1)i)l = 1 I: eiuse(o+l)s fr(s)dsl 
:SI: leiuse(o+l)s fr(s)lds 
= 1: le(o+l)s fr(s)lds 
= JE[s~+~J. 
(4.26) 
(4.27) 
On note aussi que pour un nombre complexez= a+bi, la valeur absolue est égale à lzl = 
Ja2 + fl-. On peut maintenant établir une borne explicite pour l'erreur de troncature f 
en utilisant l'inégalité suivante : 
f :S e-ok 100 11/Jr(u)ldu 
7r a 
< -- T du 
e-ak 
1
oo JE[so+l] 
- 7r a y'(a2 +a- u2)2 + u2(2a + 1)2 
< -- T du 
e-ok 1oo JE[so+I] - 7r a u2 
-ok 
= _e_JE[so+I]. 
rra T 
Alors, pour une erreur d'au plus f, il faut choisir une borne a telle que 
e-okJE[So+lj 
a> T . 
- 7rf 
4.3.3 Discrétisation 
Dans le cas qui nous intéresse, on cherche à discrétiser 
Cr(k) = e-ok {oo e-iuk'l/JT(u)du, 
1r Jo 
( 4.28) 
(4.29) 
(4.30) 
et tel que mentionné dans la section précédente, on évalue cette intégrale sur un intervalle 
en posant une borne a, ce qui revient à estimer 
-ok 1a Cr(k):::::: _e- e-iuk'l/JT(u)du. 
7r 0 
( 4.31) 
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L'intégrale de (4.31) est maintenant discrétisée et on peut écrire la valeur de l'option 
d'achat comme étant 
-crk N 
Cr(k) = _e - L:e-iuik'I/.JT(uj)h, (4.32) 
7r . )=1 
OÙ Uj,j 1, ... , N, sont les points discrets utilisés pour l'approximation et h = N 
est l'espacement entre les valeurs discrètes de Uj dans la sommation. Étant donné qu'on 
prend des espacements constants entre les différentes valeurs de Uj, on a que Uj = h(j -1). 
L'algorithme permet d'obtenir un vecteur donnant N valeurs de l'option pour différents 
prix d'exercice. Dans leur article, Carr et al. (1999) ont choisi d'exprimer les différentes 
valeurs de k de la façon suivante : 
k(l)=-b+,\(l-1), l=1, ... ,N, (4.33) 
ce qui nous permet d'obtenir les prix de l'option dans l'intervalle [-b, b]lorsqu'on pose 
L'équation (4.32) peut maintenant être réécrite de la façon suivante : 
-crk(l) N 
Cr(k(l)) = _e--L e-iui(-b+.X(I-1))1/-'T(uj)h, l = 1, ... , N 
7r j=1 
-crk(l) N 
= _e __ L e-i>.uj(l-1)eibui 1/Jr( Uj )h, l = 1, ... 'N 
7r j=1 
-crk(l) N 
= _e __ L e-i>.h(j-1)(1-1)eibui1/Jr(uj)h, l = 1, ... 'N. 
7r j=1 
(4.34) 
(4.35) 
Pour appliquer l'algorithme FFT et obtenir une sommation de la forme de celle de 
l'équation (4.8), il faut que la condition 
soit respectée. Alors, 
Àh = 2tr 
N 
e-crk(l) ;-. . 2" (. 1)(1 1) .bu Cr(k(l)) = -- L...J e-•N J- - e' i'I/.JT(uj)h, 
7r j=1 
N 
= L e-i~(j-1)(1-1)Xj, l = 1, ... 'N, 
j=1 
(4.36) 
l = 1, ... ,N 
(4.37) 
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où 
(4.38) 
Il s'agit donc d'une sommation permettant d'appliquer l'algorithme FFT. 
4.3.4 Application de la méthode dans le modèle Variance Gamma 
L'application de la méthode dans le modèle Variance Gamma est directe et se fait à par-
tir de la définition de la fonction caractéristique du processus Variance Gamma telle que 
définie par la formule (1.12). Cependant, cette formule nous donne la fonction caractéris-
tique pour le processus Variance Gamma Xr alors qu'il nous faut celle de Rr =log (Sr). 
On calcule maintenant la fonction caractéristique de Rr : 
Mr(u) =JE [eiulog(Sr)J 
= JE [ eiu(log(So)+(r-w)T+Xr)] 
= eiu(log(So)+(r-w)T)JE [eiuXr] 
= eiu(log(So)+(r-w)T) (1- iuBv + u2a2vj2) -Tfv. 
(4.39) 
On note que la fonction caractéristique donnée dans Carr et al. (1999) est fausse. La 
prochaine étape est de déterminer la fonction '1/Jr ( u). Pour ce faire, on évalue d'abord 
Mr(u- i(a + 1)) : 
Mr(u- i(a + 1)) = e(iu+a+l)(log(So)+(r-w)T) (1- (a+ 1)Bv- (a+ 1)2a2v/2) -T/v. 
(4.40) 
Finalement, de l'équation (4.18), on obtient que 
1/Jr(u) = 
exp ( -rT + (iu +a+ 1) (log (So) + (r- w) T)) (1- (a+ 1)Bv- (a+ 1)2a2v/2) -Tfv 
a 2 +a+ iu(2a + 1) - u2 
( 4.41) 
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4.3.5 Pseudo-code pour appliquer la méthode 
Dans le pseudo-code 6, on présente le pseudo-code pour appliquer la méthode dans 
le cas du modèle Variance Gamma, mais d'abord quelques notes utiles sont données. 
D'abord, étant donné le nombre important de prix générés pour différents prix d'exer-
cice par la méthode FFT, on définit les prix d'exercice désirés en sortie par la matrice 
[K(l) ... K(n)]. N devrait être une puissance de 2 pour une meilleure efficacité, tel que 
mentionné précédemment. Plusieurs logiciels incluent des fonctions permettant d'appli-
quer l'algorithme FFT. Dans le cas de Matlab, les fonctions fft(·) et ifft(·) permettant 
d'évaluer des transformées de Fourier discrètes et leurs inverses respectivement. Une fois 
tous les prix générés dans le code à l'aide de la fonction fft ( ·) dans la matrice appelée 
prixComplet, on effectue une interpolation linéaire pour obtenir les prix auxquels on 
s'intéresse dans une matrice appelée prix. Dans le logiciel Matlab, la fonction faisant 
automatiquement les calculs d'interpolation se nomme interpl. Enfin, le seul ajuste-
ment nécessaire au code présenté pour d'autres modèles de Lévy exponentiels est au 
niveau de la fonction caractéristique du processus qui serait différente. 
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Pseudo-code 6 (Tarification d'une option d'achat européenne à l'aide de l'algorithme 
FFT dans le modèle Variance Gamma avec les paramètres So, (K(l) ... K(nl), T, r, 0, 
a, v, a, Net a). 
logS t- log(So), logK t- [log(K<1l) ... log(K(nl)] 
indiceL t- [1 ... N] 
kL t- -b + >..(indiceL- 1) 
Mr( u) t- eiu(log(So)+(r-w)T) (1 - iuOv + u2CJ2V /2) -Tjv 
·'~( ) e-rT Mr(u-i(o+l)~ 
'Vl U t- 0 2+o+iu(2o+l)-u 
indiceJ t- [1 ... N] 
uJ t- (indiceJ- 1)h 
xJ t- ~ [exp (-a (kL[1]) + ib (uJ[1])) 1/Jr (uJ[1]) ... 
exp (-a (kL[N]) + ib ( uJ[N])) 1/Jr (u.J[N])] 
prixComplet t- fft(xJ) 
prix t- interpolate (kL, prixComplet, logK) 
4.3.6 Évaluation de lettres grecques 
En revenant à la version continue de l'expression du prix, énoncée dans l'équation (4.30), 
on remarque qu'il suffit de dériver cette expression par rapport à un paramètre d'inté-
rêt pour obtenir le calcul d'une sensibilité par la méthode de Carr et al. (1999). En 
supposant qu'il est possible d'interchanger les ordres de dérivation et d'intégration, on 
remarquera que le terme à dériver est en fait 1/Jr(u). En développant davantage le calcul, 
on trouvera également qu'il n'est seulement nécessaire que de dériver la fonction carac-
téristique Mr( u). Le calcul de la lettre grecque se fera simplement en travaillant avec 
cette dérivée plutôt que la fonction caractéristique, la démarche précédemment déve-
loppée restera donc pratiquement intacte. Supposons qu'on désire évaluer la sensibilité 
du prix par rapport à un paramètre d'intérêt O. On cherche donc à évaluer la quantité 
suivante: 
8Cr(k,O) _ e-ok { 00 -iuk8'1jYr(u,O)d 
80 - 1r Jo e 8() u. (4.42) 
On poursuit la démarche en calculant la dérivée de la fonction 1/JT ( u, 0) : 
â'l/Jr ( u, 0) 
âO 
et on remarque que 
e-rT âMr(u-i(a+l),O) 
a2 +a+ iu(2a + 1)- u2 âO 
âMr (u,O) 
âO 
constitue la dérivée à évaluer pour évaluer les sensibilités. 
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(4.43) 
( 4.44) 
On s'intéresse maintenant au calcul du delta (~) et du gamma (r) dans le modèle 
Variance Gamma. En utilisant la fonction caractéristique de Rr = log (Sr) telle que 
définie dans l'équation (4.39), on trouve que 
âMr (u, So) = iu M ( S ) 
âSo So Tu, o 
â2 Mr(u,So) = iu-u2 M ( S) 
âS2 S2 Tu, 0 . 
0 0 
(4.45) 
En substituant ces dérivées dans l'équation (4.43) et en appliquant la relation (4.42) 
par la suite, on peut évaluer le delta (~) et le gamma (r) de l'option, respectivement. 
On note que la relation est également vraie pour les dérivées d'ordre 2, notamment 
nécessaire pour le calcul du (r). Pour les autres paramètres du modèle Variance Gamma 
(0, v, a), on peut appliquer la même démarche, les dérivées se calculant facilement. Enfin, 
le résultat trouvé pour le delta (~) et le gamma (r) peut se généraliser pour d'autres 
modèles de Lévy exponentiels. 
4.4 La méthode de convolution 
4.4.1 Introduction à la méthode de convolution 
La méthode présentée précédemment permet seulement la tarification d'options vanilles 
du type européen. La méthode de convolution développée par Lord et al. (2008) permet 
de tarifer des options dans le cas où le détenteur peut exercer son droit avant l'échéance 
de l'option. Cette méthode traite du cas des options bermudiennes, des options pouvant 
être exercées à certains instants discrets fixés lors de l'émission de l'option. En prenant un 
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grand nombre d'instants discrets, la méthode permet également d'évaluer la valeur d'op-
tions américaines ou, à tout le moins, de s'approcher de la valeur américaine de l'option. 
La méthode de convolution utilise l'algorithme FFT, ce qui rend celle-ci très efficace. Les 
conditions nécessaires pour appliquer la méthode sont que les accroissements du proces-
sus stochastique incorporé dans la dynamique de l'actif sous-jacent soient indépendants 
et, comme pour la technique de Carr et al. (1999), que la fonction caractéristique soit 
connue. Pour les processus de Lévy, par définition, la première condition est respectée 
et, pour de nombreux exemples de processus, la deuxième condition est respectée. 
4.4.2 Notation 
On présente la notation qui sera utilisée pour la méthode de convolution. L'ensemble 
des dates d'exercice possibles est donné par la partition T du temps suivante : 
(4.46) 
où ta = 0 et tM = T, l'échéance de l'option. Pour des raisons de simplicité, on suppose 
que tous les pas de temps sont égaux, c'est-à-dire que tm+l - tm = t!.t. Une option 
pouvant être exercée seulement à certains instants discrets, soit un instant d'exercice 
r E T dans notre cas, est par définition une option bermudienne. En prenant un M de 
grande taille, c'est-à-dire en partitionnant finement les instants d'exercice possibles, il 
est possible d'approximer le prix de la version américaine de l'option, soit une option où 
l'instant d'exercice est tel que rE [0, T]. Soit V'tm (Stm), la valeur d'une option bermu-
dienne au temps tm, Ftm (Stm), la valeur de continuation d'une option bermudienne au 
temps tm etH (Stm), le paiement d'une option bermudienne au temps tm. Le problème 
à résoudre pour obtenir la valeur d'une option bermudienne est le suivant : 
Vr (Sr) = H (Sr) , 
Ftm (Stm) = e-r~tlEQ [vtm+l (Stm+J IStm] 'm = M- 1, ... ' 1, 
vtm (Stm) =max (Ftm (Stm), H (Stm)), m = M- 1, ... , 1, 
\lt0 (St0 ) = Ft0 (St0 ) = e-r~tlEQ [H (St1 ) IFt1]. 
( 4.4 7) 
(4.48) 
(4.49) 
(4.50) 
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4.4.3 Construction de la méthode 
En écrivant l'actif sous-jacent avec la notation de l'équation (2.5), on trouve que 
Rt = log St = log So + ( r - w) t + Lt, (4.51) 
et on a donc que R est un processus de Lévy auquel on ajoute une fonction linéaire du 
temps, ce qui implique que Rest également un processus de Lévy. En écrivant les accrois-
sements deR sur la partition du temps T, on peut définir le vecteur d'un accroissement 
R de la façon suivante : 
R =(Rtl> Rt2- Rtl> • · ·, Rtm- Rtm-l> · · ·, RtM- RtM_J 
:= (Rtl> Rt2, · · · , Rtm, · .. , RtM) · 
(4.52) 
Un des éléments sur lesquels la méthode de convolution est basée est le fait que les 
densités prises sous la mesure Q respectent la relation suivante : 
(4.53) 
où Rtm+i = Rtm+l - Rtm. En notant que tous les accroissements ont des intervalles 
de temps t:lt égaux, on obtient que les densités de tous les accroissements sont égales. 
On suppose maintenant que les fonctions l'tm ( ·), Ftm ( ·) et H ( ·) sont des fonctions du 
logarithme du prix Rtm = log Stm plut6t que du prix Stm . En notant la densité sur un 
intervalle de temps simplement par h(·) plutôt que par hRtm+liRtm (stm+llstm), la valeur 
de continuation au temps tm est la suivante : 
Ftm ( Stm) = e -rAt i: l'tm+! ( Stm + Stm+l) h ( Stm+l) dstm+l. (4.54) 
La relation de l'équation ( 4.54) peut sembler simple à évaluer à première vue, mais pour 
de nombreux processus, la densité h(·) n'est pas connue ou fait intervenir des fonctions 
spéciales tel que pour le processus Variance Gamma. Par contre, les fonctions carac-
téristiques sont connues pour de nombreux modèles par des expressions relativement 
simples. 
On utilise désormais la convention que les valeurs écrites avec une lettre minuscule sont 
des valeurs modifiées, c'est-à-dire que !tm (x)= eox Ftm (x) et que Vtm (x) = e0 x\ltm (x). 
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La transformée de Fourier de la valeur modifiée de la valeur de continuation, en utilisant 
le résultat de l'équation (4.54), est la suivante: 
(4.55) 
En faisant le changement de variable St,..+l = St,.. + Bt,..+l et en changeant l'ordre d'in-
tégration, on obtient le résultat suivant : 
! 00 !00 _ -rD..t iUStm+l - i(io-u)stm+l --e -oo -ooe Vt,..+ 1 (St,..+ 1 )h(stm+l)e dstm+ldStm+l (4.56) 
= e-rD..t F ( eOStm+l vtm+l) ( u) . !'.1 Rtm+l (ia- u), 
où M R ( u) représente la fonction caractéristique de Rtm+ 1 • La différence par rapport 
tm+l 
à l'approche de Carr et al. (1999) dans le calcul (4.18) est que la transformée de Fourier 
est maintenant calculée par rapport au logarithme du prix du sous-jacent plutôt que par 
rapport au logarithme du prix d'exercice. Pour des raisons d'intégrabilité, l'utilisation 
d'un coefficient a est encore une fois nécessaire. On remarque que le résultat de (4.56) 
permet le calcul de la transformée de Fourier de la valeur de continuation modifiée 
!tm (stm) par le biais du calcul du produit de deux fonctions, dont une de ces fonctions, 
une fonction caractéristique, est connue sous une forme fermée. 
Pour retrouver la valeur de continuation, la prochaine étape consiste à inverser la trans-
formée de Fourier (4.56) et, par la suite, la valeur de l'option est calculée comme le 
maximum de la valeur d'exercice et de la valeur de continuation. L'inversion de la trans-
formée de Fourier de la valeur de continuation modifiée donne le résultat suivant : 
(4.57) 
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où Vtm+l (u) est la transformée de Fourier de Vtm+l (u), autrement dit : 
Vtm+l ( u) = /_: eiuyVtm+l (y)dy. (4.58) 
On travaille dorénavant avec les équations (4.57) et (4.58), car ce sont ces équations 
qui constituent la clé de voûte qui nous permettra d'évaluer les valeurs d'options. En 
effet, ces équations une fois discrétisées, il sera alors possible d'appliquer l'algorithme 
FFT pour le calcul numérique de la valeur de l'option. Tel qu'indiqué dans les équations 
(4.57) et (4.58), on utilise maintenant x et y pour représenter les réalisations possibles 
de Rtm = log Stm et de Rtm+l = log Stm+l respectivement. 
n est nécessaire de calculer les valeurs de continuation pour différents prix possibles, 
autrement dit, il faut calculer ftm (x) pour plusieurs valeurs de x. On discrétise donc 
les valeurs possibles de x sur une grille qu'on appelle grille-x. Lors de chaque évaluation 
de !tm (x), il faut évaluer l'intégrale (4.57) numériquement, ce qui implique qu'il faut 
également implanter une grille contenant les valeurs possibles de u, la grille appelée grille-
u. Et, enfin, l'intégrale (4.58) doit elle aussi être évaluée, ce qui implique la nécessité 
d'une troisième grille contenant les valeurs possibles de y, la grille appelée grille-y. Voici 
donc ces grilles : 
ui = uo + j/}.u, j = 0, ... , N- 1, 
Xj = xo + j/}.x, j = 0, ... , N- 1, 
Yi = Yo + j/}.y, j = 0, ... , N- 1. 
(4.59) 
(4.60) 
(4.61) 
Pour appliquer l'algorithme FFT tel que spécifié dans l'équation (4.8), on a que 
27T 
/}.u · i}.y = N, i}.y = /}.x. ( 4.62) 
Pour alléger la notation, on laisse maintenant tomber les indices des fonctions M ( ·), 
v(·) et v(·). La fonction M(·) est la même pour tous les accroissements étant donné que 
ceux-ci sont sur des accroissements de temps de la même longueur. Une fois les équations 
(4.58) et (4.57) discrétisées, on a que : 
(4.63) 
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où p = 0, ... , N - 1, et que 
N-1 
v(uj)::::::: fly L WneiUjYnv(yn)· (4.64) 
n=O 
La règle d'intégration trapézoïdale est appliquée et le choix des poids Wn est le suivant : 
wo = 0.5, WN-1 = 0.5, Wn = 1, n = 1, ... , N- 2. (4.65) 
En utilisant les grilles telles que définies par les équations (4.59), (4.60) et (4.61), on 
peut réécrire les équations (4.63) et (4.64) de la façon suivante: 
-r6.t -iu0 (xo+p6.x) N -1 ftm(xp)::::::: e e 
2
7T !lu L e-ijp21r/Ne-ijxo6.uM(ia- (uo + j!lu))v(uj), 
j=O 
(4.66) 
N-1 
v( Uj) ::::::: eiuoyo fly L eij27r/N einuo6.yeijyo6.uwnv(yo +nil y). (4.67) 
n=O 
4.4.4 Troncature 
L'intégrale ( 4.54) doit être tronquée pour l'évaluation numérique, ce qui revient à dire 
que l'intégrale est évaluée sur un intervalle [-a/2, a/2] : 
(4.68) 
Lord et al. (2008) recommandent de choisir a comme un multiple de l'écart-type de 
Rtm = log Stm, tout en s'assurant que la masse à l'extérieur de la région considérée est 
négligeable. A l'aide des moments calculés dans la section (1.6), on obtient directement 
l'écart-type dans le cas du modèle Variance Gamma. Pour d'autres modèles, une ap-
proche plus simple est d'obtenir l'écart-type en passant par la fonction génératrice des 
moments, celle-ci permettant d'obtenir les moments en calculant la dérivée. Une façon 
de choisir a serait donc de poser a de telle sorte que 
a= 8 · _ a
2
./\1;u) 1 + (aM(u)) 2 1 , 
au u=O au 
u=O 
(4.69) 
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où 8 est une constante de proportionnalité qu'on suggère de choisir de telle sorte que 
8 E [4,8]. Dans la section suivante, on décrit les compromis à faire lorsque l'on choisit la 
valeur de a. Étant donné que a est évalué une fois seulement, on l'évalue pour la valeur 
de Rtm ayant le plus grand écart-type, soit la valeur terminale RtM. 
4.4.5 Ajustement de la grille 
L'objectif de cette section est de définir clairement le système de grilles qui est utilisé pour 
la tarification de produits dérivés. Dans les équations (4.59), (4.60) et (4.61), un système 
de grilles a été élaboré, mais la définition des grilles ne spécifie pas comment utiliser 
concrètement les grilles. Dans cette section, on présente une définition du système de 
grilles permettant d'intégrer numériquement sur 1 'intervalle tel que défini dans la section 
4.4.4 tout en respectant les conditions nécessaires à l'application de l'algorithme FFT. 
On traite aussi de la problématique des discontinuités et comment ajuster le système de 
grilles pour éviter les erreurs d'évaluation induites par les discontinuités. 
Étant donné que la grille-x et la grille-y contiennent les réalisations possibles du loga-
rithme du prix aux temps tm et tm+l respectivement, ces grilles doivent couvrir l'inter-
valle [ -a/2, a/2], ce qui explique le choix suivant : 
~x= !1y = ajN. 
Les équations (4.70) et (4.62) font en sorte que la valeur de ~u est la suivante: 
~u= 211". 
a 
Une première version modifiée de la grille serait donc la suivante : 
N Uj=-2~u+j~u, j=O, ... ,N-1, 
a . 
Xj =Yi= -2 +)~y, j = 0, ... , N- 1. 
(4.70) 
(4.71) 
(4.72) 
(4.73) 
On note que dans Lord et al. (2008), pour les grilles (4.72) et (4.73) ainsi que pour 
l'application concrète de la méthode, il est décidé de travailler avec les log-rendements 
plutôt qu'avec les logarithmes du prix. Il est surprenant que ce choix n'ait pas été 
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fait dês les premiers développements théoriques de la méthode, par souci d'uniformité. 
L'ajustement est três simple, en effet, on a que 
(4.74) 
Tel que mentionné à la fin de la section 4.4.4, un compromis doit être fait lors du choix 
de a. En effet, le domaine d'intégration de la grille-u est de 
[ 
rrN rr(N- 2)] [uo,uN-d = -~, a , (4.75) 
ce qui fait en sorte que plus a est grand, plus le domaine d'intégration de la grille-u est 
limité et plus l'erreur de troncature est réduite. 
On présente les ajustements nécessaires pour éviter les erreurs d'évaluation qui pour-
raient être causées par les discontinuités. Pour ce faire, on élabore un design de grilles 
pour éviter ces erreurs et on note que ce systême sera dynamique, les grilles seront donc 
modifiées à plusieurs reprises lors de l'évaluation d'un produit dérivé. La motivation 
derriêre la méthodologie qui sera proposée est qu'il est connu que lorsqu'une méthode 
numérique est employée pour évaluer une intégrale, les points discontinus de la fonction à 
intégrer devraient se situer sur la grille discrête du domaine d'intégration, ce qui permet 
de séparer le problême d'intégration en une intégration de plusieurs fonctions continues 
sur différents domaines d'intégration. La grille-x et la grille-y sont donc décalées pour 
s'assurer de placer les discontinuités sur les grilles. Le systême de grille devient donc le 
suivant: 
N Uj=-2~u+j~u, j=O, ... ,N-1, 
a . 
Xj = fx- 2 +)~y, j = 0, ... , N- 1, 
a 
Y3 = fy - 2 + j~y, j = 0, ... , N- 1, 
où 
(4.76) 
( 4. 77) 
(4.78) 
(4.79) 
et d::n et ~ sont les points de discontinuités. Ces points de discontinuités doivent être 
trouvés, on présente donc comment procéder pour y arriver. 
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Il existe une discontinuité au niveau de la fonction du paiement terminal pour de nom-
breuses options. Par exemple, pour des options cash-or-nothing, (paiement de SrlisT>K 
où T représente l'échéance ) et asset-or-nothing ( paiement de lisT>K ), il existe une 
discontinuité lorsque Sr = K. Pour des options d'achat et de vente, il n'existe pas de 
discontinuité au point Sr = K malgré que la fonction de paiement ne soit pas dérivable 
en ce point. Concrètement, pour tenir compte de la discontinuité au point Sr= K, on 
pose que JYM = log(K/So) et aucune modification de la grille-x n'est nécessaire, ce qui 
implique que Ex= O. On remarque que cet ajustement n'est nécessaire qu'une seule fois, 
soit à la valeur terminale tM = T. Cette méthode permet de tenir compte d'une seule 
discontinuité à l'échéance, ce qui est suffisant pour de nombreuses options, surtout les 
plus transigées, et on se limite donc à ce cas dans le présent ouvrage. 
En de nombreux points, il est nécessaire d'évaluer la valeur de l'option comme le maxi-
mum de la valeur de continuation et de l'exercice prématuré, soit 
Vim (x) =max (Ftm (x), Htm (x)). (4.80) 
Dans le cas où 
Ftm (x)= Htm (x), ( 4.81) 
il y aura donc une discontinuité contenue dans un intervalle [xj,Xj+l]· Une fois cet 
intervalle connu, on s'intéresse à calculer la valeur de Xj < d~ < Xj+b ce qui permettra 
par la suite de décaler la grille-x pour s'assurer que d~ figure sur la grille; d~ est souvent 
appelé frontière d'exercice dans la littérature. Cet ajustement doit être fait aux temps 
{h, ... , tM-1}, soit tous les instants discrets, à l'exception du temps de la maturité du 
produit dérivé. Pour estimer ~. on a recours à une interpolation linéaire, c'est-à-dire 
qu'on estime donc d~ de la façon suivante : 
cE .._ Xj+l (Ftm (xj)- H (xj))- Xj (Ftm (Xj+l)- H (xj+l)) 
rn'"'"' (Ftm (xj)- H (xj))- (Ftm (xj+l)- H (Xj+l)) . (4.82) 
4.4.6 Code de la méthode 
Dans cette section, on présente le pseudo-code de la méthode pour la tarification d'op-
tions d'achat bermudiennes dans le cas d'une grille constante. Le pseudo-code en question 
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est le pseudo-code 7. Un élément important à noter est que la définition de transformée 
de Fourier discrète est différente que dans la section précédente. Par ailleurs, les défi-
nitions des équations ( 4.6) et ( 4. 7) sont différentes que celles de Matlab. Ainsi, lorsque 
dans la théorie, on indique qu'on utilise une transformée de Fourier discrète, dans un 
code Matlab (et dans le pseudo-code fourni également), il s'agit plutôt de l'inverse de 
celle-ci et on applique le même raisonnement pour l'inverse d'une transformée de Fourier 
discrète. Selon le cas, il faudrait normalement multiplier ou diviser par N, mais, pour 
l'expression de la valeur de continuation, ces opérations s'annulent. Le pseudo-code pré-
senté est général puisqu'il être appliqué pour différentes fonctions caractéristiques. En 
effet, le pseudo-code pourrait s'ajuster au modèle spécifié en prenant la fonction carac-
téristique dans une banque de fonction caractéristiques, par exemple, ce qui permettrait 
d'évaluer des options bermudiennes pour de nombreux processus de Lévy exponentiels. 
Pour cette raison, dans le pseudo-code, on n'indique pas de paramètres propres à un mo-
dèle en particulier, malgré que pour programmer la méthode ceux-ci soient nécessaires 
pour évaluer la fonction caractéristique. 
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Pseudo-code 7 (Tarification d'une option d'achat bermudienne à l'aide de l'algorithme 
FFT avec les paramètres 80 , T, r, K, a:, L, N, M ). 
~t +- 'ft,~y +- fi,~x +- ~y,~u +- 'f_ 
indice+- [0 ... N- 1]' 
yJ +-indice· ~y- N~y 
xJ +- yJ 
uJ +-indice· ~u- Nt::.u 2 
WNxl +- [1. · .lj',WNxi[1j +- !,WNxl[Nj +- ~ 
v+- [e<uJ[l] max (SoexJ[l]- K,O) ... ea·xJ[N] max (SoexJ[N]_ K,O)] 
fctCar +- [M(io:- uJ[1]) ... M(io:- uJ[N])] 
F FT+- fit ( [ ( eindice[l](yJ[l]-xJ[l])f::.u) ... ( eindice[N](yJ[l]-xJ[l])t::.u)]) 
1FFT +- ifft ([((-1)indice[l]. w[1]· u[1]) ... ((-l)indice[N]. w[N]· v[Nl)]) 
for m +- M - 1 to 1 
F +- e-rt::.t[e-a·xJ[l]+i·uJ[l](yJ[l]-xJ[l])( -1)indice[l]. FFT[1]· JctCar[l]· 1FFT[l] 
... e-a·xJ[N]+i-uJ[N](yJ[l]-xJ[l]) ( -1)indice[NJ . F FT[N] · f ctCar[N] · 1 F FT[N]] 
do 
h +- [max ( SoexJ[l] - K, 0) ... max ( SoexJ[N] - K, 0)] 
v+- [ea·yJ[l] max (F[1], h[1]) ... ea·yJ[N] max (F[N], h[N])] 
F +- e-rt::.t[e-a·xJ[l]+i·uJ[l](yJ[l]-xJ[l])(-1)indice[l]. FFT[1]· fctCar[1]· 1FFT[1] 
... e-a·xJ[N]+i·uJ[N](yJ[l]-xJ[l]) ( -1 )indice[N] . F FT[N] . fctCar[N] · 1 F FT[N]] 
prix+- F[~ + 1] 
4.5 Résultats numériques 
Dans cette section, on présente les résultats numériques de la méthode de convolution. 
Plus précisément, on analyse l'erreur de tarification (en valeur absolue) de la méthode 
par rapport à des valeurs de référence pour différents nombres de points sur la grille 
notés N ainsi que le temps de calcul nécessaire pour générer le prix. Les modèles utilisés 
lors des différentes analyses sont les modèles de Black-Scholes et le modèle Variance 
Gamma. On tarifie, dans l'ordre, une option d'achat européenne, une option de vente 
bermudienne ainsi qu'une option de vente américaine. Les paramètres sont donnés dans 
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le tableau 4.1. Les tests effectués sont très similaires à ceux effectués dans Lord et al. 
(2008). 
La méthode de convolution est d'abord testée dans le cas où le seul instant possible 
d'exercice est à l'échéance, ce qui implique qu'on se retrouve à tarifer une option euro-
péenne. Plus précisément, on choisit de calculer le prix d'une option d'achat européenne. 
Cette façon de faire nous permet de comparer le résultat obtenu à celui obtenu par la 
méthode de Carr et al. (1999). Le résultat de la méthode de Carr et al. (1999) est en fait 
utilisé comme le prix de référence dans le cas du modèle Variance Gamma, en prenant un 
nombre de points très élevé sur la grille, c'est-à-dire N = 220 . Cependant, dans le modèle 
de Black-Scholes, la valeur de référence sera plutôt le prix tel que donné par la formule 
(2.2). L'option en question est une option d'achat européenne d'échéance T = 0.1 et 
de prix d'exercice K = 90. En entrant la commande blsprice(lOO, 90, 0.1, 0.1, 0.25, 0), 
on obtient que le prix est de 11.135243124194432. Autant de décimales sont conservées 
volontairement pour mesurer précisément l'erreur qui est très faible lorsque le nombre de 
points utilisés sur la grille augmente. Le tableau 4.2 présente les résultats dans le cas du 
modèle de Black-Scholes. On remarque que les temps de calcul sont très faibles. En effet, 
le temps de calcul est inférieur à un centième de seconde pour un nombre de points sur la 
grille deN= 212. Pour ce qui est de l'erreur, elle devient négligeable pour N = 29 . Dans 
le modèle Variance Gamma, le même exercice est effectué et les résultats sont présentés 
dans le tableau 4.3. La valeur de référence, calculée par la méthode de Carr et al. (1999) 
avec N = 220 est de 10.9937024989088532. On remarque que les résultats sont similaires 
à ceux du modèle de Black-Scholes, malgré que l'erreur soit plus grande, mais tout de 
même négligeable au fur et à mesure que N augmente. 
On applique maintenant la méthode convolution pour des options de vente bermu-
diennes, avec une échéance de T = 1, un prix d'exercice de K = 110 ainsi que M = 10 
instants d'exercice possibles. On présente les résultats pour les deux modèles ainsi que 
pour les deux grilles possibles dans les tableaux 4.4, 4.5, 4.6 et 4.7. On s'attend à un 
temps de calcul plus long avec la grille dynamique et on cherche à vérifier si le temps 
supplémentaire sera compensé par une réduction de l'erreur. Cette fois, pour les deux 
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modèles, la valeur de référence est le prix donné par la méthode de convolution avec 
N = 220 • On obtient un prix de référence de 11.987453515745329 dans le modèle de 
Black-Scholes et de 9.040646117341028 dans le modèle Variance Gamma. Pour ce qui 
est des temps de calcul, ceux-ci restent à des niveaux trés faibles malgré une augmenta-
tion du nombre d'instants d'exercices. Pour un N = 212 par exemple, l'utilisation d'une 
grille dynamique requiert environ le double du temps. Quant à l'erreur, elle est plus 
élevée avec la grille dynamique pour les deux modèles. En résumé, la grille dynamique 
donne des résultats moins précis et augmente le temps de calcul par rapport à la grille 
statique. La seule anomalie observée de la grille statique est le fait que, dans le modèle 
Variance Gamma, lorsque N passe de 29 à 210 , l'erreur augmente. Cependant, ces erreurs 
sont tout de même plus faibles que celles en utilisant une grille dynamique. Enfin, le seul 
avantage pratique d'utiliser une grille dynamique est de s'assurer que l'augmentation de 
N diminue forcément l'erreur. 
Finalement, le tableau 4.8 nous donne les prix d'options bermudiennes dans le modèle 
Variance Gamma avec une échéance de T = 1, un prix d'exercice de K = 110 et des ins-
tants d'exercices allant de 1 à 100000. Le cas M = 1 est celui d'une option européenne et 
on obtient un prix beaucoup plus faible pour cette option que pour des instants d'exercice 
plus élevés, ce qui montre qu'il existe une prime pour le droit d'exercer prématurément 
l'option. L'autre cas extrême, c'est-à-dire le cas où M = 100000 nous donne un prix 
d'environ 9.9999 et, en regardant les autres prix, le prix de l'option américaine semble 
converger vers cette valeur. En prenant un M = 1000, on obtient un prix d'environ 
9.9900, un prix trés proche du prix pour M = 100000, mais en un temps d'environ 
2.54 secondes plutôt que d'environ 235.85 secondes. Pour tarifer des options ou pour 
calibrer un modèle à partir d'options américaines, un M = 1000 semble donc être un 
bon compromis entre la précision obtenue et le temps de calcul requis. 
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Tableau 4.1 Paramètres utilisés pour les tests numériques 
Black-Scholes So = 100 T = 0.1 a= 0.25 - -
Variance Gamma So = 100 T = 0.1 a= 0.12 (} = -0.14 Il= 0.2 
Tableau 4.2 Temps de calcul et erreur de la méthode de convolution pour une option 
d'achat européenne dans le modèle de Black-Scholes avec une échéance de T = 0.1, un 
prix d'exercice K = 90 et une valeur de référence de 11.135243124194432 
N temps (sec) JerreurJ 
27 0.001380 9.0321e-02 
28 0.001929 2.0570e-02 
29 0.002292 5.1996e-03 
210 0.002531 1.3033e-03 
212 0.004533 8.1524e-05 
220 0.414931 1.9392e-09 
Tableau 4.3 Temps de calcul et erreur de la méthode de convolution pour une option 
d'achat européenne dans le modèle Variance Gamma avec une échéance de T = 0.1, un 
prix d'exercice K = 90 et une valeur de référence de 10.9937024989088532 
N temps (sec) JerreurJ 
27 0.001876 5.1310e-01 
28 0.002108 1.6551e-01 
29 0.002549 2.3945e-02 
210 0.003046 2.3945e-02 
212 0.004683 2.8146e-05 
220 0.571485 -
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Tableau 4.4 Temps de calcul et erreur de la méthode de convolution pour une option 
de vente bermudienne dans le modèle de Black-Scholes avec une grille statique, une 
valeur de référence de 11.987453515745329, une échéance de T = 1, un prix d'exercice 
de K = 110 et .M = 10 instants d'exercice possibles 
N temps (sec) jerreurl 
27 0.003100 2.4803e-02 
28 0.011109 9.0946e-03 
29 0.013331 1.2909e-03 
210 0.016613 1.8000e-06 
212 0.031211 9.3083e-06 
220 3.487994 1.4446e-09 
Tableau 4.5 Temps de calcul et erreur de la méthode de convolution pour une option 
de vente bermudienne dans le modèle de Black-Scholes avec une grille dynamique, une 
valeur de référence de 11.987453515745329, une échéance de T = 1, un prix d'exercice 
de K = 110 et M = 10 instants d'exercice possibles 
N temps (sec) lerreurl 
27 0.02381 9.8776e-03 
28 0.025470 5.0095e-03 
29 0.029335 2.4536e-03 
210 0.036085 1.5951e-03 
212 0.063773 1.2127e-04 
220 6.610610 -
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Tableau 4.6 Temps de calcul et erreur de la méthode de convolution pour une option 
de vente bermudienne dans le modèle Variance Gamma, avec une grille statique, une 
valeur de référence de 9.040646117341028, une échéance de T = 1, un prix d'exercice de 
K = 110 et M = 10 instants d'exercice possibles 
N temps (sec) !erreur! 
27 0.011380 7.0345e-02 
28 0.011871 5.4115e-02 
29 0.015008 3.6741e-03 
210 0.019932 1.0256e-03 
212 0.034871 1.0987e-04 
220 4.168435 2.8397e-09 
Tableau 4. 7 Temps de calcul et erreur de la méthode de convolution pour une option 
de vente bermudienne dans le modèle Variance Gamma avec une grille dynamique, une 
valeur de référence de 9.040646117341028, une échéance de T = 1, un prix d'exercice de 
K = 110 et M = 10 instants d'exercice possibles 
N temps (sec) !erreur! 
27 0.025241 2.4982e-01 
28 0.02704 1.8097e-02 
29 0.033303 5.4134e-03 
210 0.043642 1.1281e-03 
212 0.078079 1.5657e-04 
220 7.706999 -
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Tableau 4.8 Analyse de la convergence du prix avec la méthode de convolution en 
augmentant le nombre d'instants d'exercice pour la tarification d'une option de vente 
bermudienne dans le modèle Variance Gamma avec une grille statique, un nombre de 
points sur la grille deN= 212 , une échéance de T = 1 et un prix d'exercice de K = 110 
M temps (sec) prix 
1 0.003633 4.961593817488169 
5 0.016516 8.280096383172406 
10 0.036654 9.040536244789971 
20 0.060067 9.498579781009701 
30 0.091619 9.661445289538417 
40 0.117904 9.744337117515613 
80 0.223750 9.871070438963400 
100 0.270520 9.896807940389294 
250 0.671963 9.959329875276286 
500 1.324324 9.979883589836028 
750 1.953406 9.986645835018763 
1000 2.541270 9.990006888569448 
10000 25.544112 9.999007102838750 
100000 235.851756 9. 999900776718002 

CONCLUSION 
Ce projet peut servir de référence pour la tarification de divers produits dérivés dans le 
modèle Variance Gamma en utilisant des méthodes Monte Carlo ainsi que des méthodes 
faisant intervenir des FFT. Les méthodes Monte Carlo sont utiles pour leur facilité 
d'ajustement à un large éventail d'options. Les méthodes faisant intervenir des FFT ont 
montré une grande efficacité tant au niveau de la précision que de la rapidité de calcul. 
La possibilité de tarifer des options américaines dans des modèles de Lévy exponentiels 
est particulièrement intéressante. Comme avenue de recherche, il serait intéressant de 
développer des techniques de simulation permettant d'éliminer complètement le biais 
de discrétisation pour les modèles basés sur des mouvements browniens subordonnés 
comme le modèle Variance Gamma. 
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