Abstract. This paper addresses the problem of performing supervised classification on document collections containing also junk documents. With "junk documents" we mean documents that do not belong to the topic categories (classes) we are interested in. This type of documents can typically not be covered by the training set; nevertheless in many real world applications (e.g. classification of web or intranet content, focused crawling etc.) such documents occur quite often and a classifier has to make a decision about them. We tackle this problem by using restrictive methods and ensemble-based meta methods that may decide to leave out some documents rather than assigning them to inappropriate classes with low confidence. Our experiments with four different data sets show that the proposed techniques can eliminate a relatively large fraction of junk documents while dismissing only a significantly smaller fraction of potentially interesting documents.
Introduction

Motivation
Automatic document classification is useful for a wide range of applications such as organizing web, intranet, or portal pages into topic directories, filtering news feeds or mail, focused crawling on the web or in intranets, and many more. In the classical scenario it is often assumed that all topic categories (classes) are known and that the training corpus provides example documents for all these categories. However in many real world applications these assumptions do not hold. As an example consider a focused crawler where we are interested just in a limited number of topics and, as the case may be, subtopics. Here we have to deal with the problem that the web covers such a phletora (and growing number) of other topics that it is impossible to build a training set that comprises all these topics. However a focused crawler will very likely see such "junk documents", although the underlying classifier has never seen (and never had a chance to see) any training data for the "junk" class, and will have to make a decision about them. It is not clear how a classifier trained to discriminate topics based on training data about "computer sciene","mathematics" and "physics" will behave on documents about, say, "esoterism"; there is a significant difference between negative examples and "junk" documents.
In this paper we propose restrictive classification methods to tackle the "junk problem". In restrictive classification, we consider classifiers for a given topic that make a ternary decision on a newly seen document: they can accept the document for the topic, reject it for the topic, or abstain if there is neither sufficiently evidence for acceptance nor for rejection. With the abstention option we aim to achieve a lower error on the remaining documents and to eliminate the junk documents that would be spuriously assigned to one of the classes of interest.
Contribution
In [17] a framework for restrictive classification and meta methods with ternary decisions was introduced. It was assumed that all underlying classifiers had sufficient training data: both positive and negative samples of every thematic that might occur among the test documents. In the current paper we drop this assumption and make a major step forward to cope with corpora that are not necessarily "in tune" with the thematic classes that were defined a priori. This is a very significant case with "open" corpora like the web with a huge amount of topics and documents for which comprehensive training is absolutely impossible. The current paper makes the following technical contributions:
1. It develops decision procedures for junk elimination based on restrictive classifiers and meta classifiers. 2. It develops a probabilistic explanation model and analytically shows that the elimination ratio of junk documents is larger than the loss of potentially interesting documents. 3. It presents comprehensive experiments, using four different data sets, including a web document collection, that demonstrate the benefits of the proposed methods.
Related Work
There is a considerable prior of work on text document classification using all kinds of probabilistic and discriminative models [6] . The machine learning literature has studied a variety of meta methods such as bagging, stacking, or boosting [4, 20, 12, 9] , and also combinations of heterogeneous learners (e.g., [22] ). In [17] restrictive meta methods based on training set splitting and a probabilistic model are developed for automatic handling of the tradeoffs between different aspects of the classifier quality (loss, classification error, and efficiency). In [16] a similar probabilistic model is applied to meta clustering.
However, to our knowledge, these techniques were, up to now, not considered in the context of junk reduction.
Outline
The rest of the paper is organized as follows. In Section 2 we briefly review the technical basics of classification methods. Section 3 presents our notion of restrictive methods: we describe simple restrictive methods and the restrictive combination of different classification methods, and we provide a probabilistic model for junk reduction. Section 4 provides experiments on different real-world data sets.
Technical Basics
Classifying text documents into thematic categories usually follows a supervised learning paradigm and is based on training documents that need to be provided for each topic. Moreover, the best classification methods, most notably, SVMs, need both positive and negative samples for training. This prerequisite is not satisfied in the presence of "junk documents" for which no training samples are available.
Both training documents and test documents, which are later given to the classifier, are represented as multidimensional feature vectors. In the prevalent bag-of-words model the features are derived from word occurrence frequencies, e.g. based on tf*idf feature weights [3, 13] . Often feature selection algorithms are applied to reduce the dimensionality of the feature space and eliminate "noisy", non-characteristic features, based on information-theoretic measures for feature ordering (e.g., relative entropy or information gain).
Feature vectors of topic labeled text documents (e.g., capturing tf ·idf weights of terms) are used to train a classification model for each topic, using probabilistic (e.g., Naive Bayes) or discriminative models (e.g., SVM). Linear support vector machines (SVMs) construct a hyperplane w · x + b = 0 that separates the set of positive training examples from a set of negative examples with maximum margin. This training requires solving a quadratic optimization problem whose empirical performance is somewhere between quadratic and cubic in the number of training documents [5] . For a new, previously unseen, document d the SVM merely needs to test whether the document lies on the "positive" side or the "negative" side of the separating hyperplane. The decision simply requires computing a scalar product of the vectors w and d. SVMs have been shown to perform very well for text classification (see, e.g., [7, 10] ).
Multiple classifiers can be combined using a meta classifier approach [4, 20, 9] , for example, by voting on the final decision (including weighted voting, see, e.g., [19] ). Such a setup is interesting not only to combine different algorithmic techniques, but mostly for combining classifiers that have been trained with different training sets or for different feature spaces.
In this paper we consider only binary classifiers that make a decision for a single topic, based on positive and negative training examples.
Elimination of Junk by Restrictive Classification
Tradeoffs in Restrictive Classification
In this paragraph we describe the tradeoffs that occur in restrictive classification. Consider a training set T consisting of documents from two classes pos and neg, 
2. Minimize loss (fraction of dismissed documents from the classes of interest pos and neg):
3. Minimize error (fraction of non-dismissed documents classified into the wrong class):
As document reduction (not to confuse with the loss), we define the fraction of documents in U , where the classifier abstains:
The document reduction can observed directly from the classifier output without knowing the real class labels of the documents in U . The document reduction has an implicit influence on junkRed, loss and error.
In practice we observe a tradeoff between the loss at the one hand and junkdecimation and error on the other hand.
Making Simple Methods Restrictive
We can use confidence measures to make simple methods restrictive. For SVMs or the Centroid method a natural confidence measure is the distance of a test document vector from the separating hyperplane. So we can tune these methods by requiring that accepted or rejected documents have a distance above some threshold, and abstain otherwise. The threshold is our tuning parameter. Given a document reduction of R percent, we can make a classifier restrictive by dismissing the R percent of the test documents with the lowest confidence values.
Restrictive Meta Methods
For meta classification we are given a set
for the given topic by v i , -1 if d is rejected, and 0 if v i abstains. We can combine these results into a meta result: 
This meta classifier family has some important special cases, depending on the choice of the weights and thresholds: 1) voting [4] : Meta returns the result of the majority of the classifiers. 2) unanimous decision: if all classifiers give us the same result (either +1 or -1), Meta returns this result, 0 otherwise. 3) weighted averaging [19] : Meta weighs the classifiers by using some predetermined quality estimator, e.g., a leave-one-out estimator for each v i .
The restrictive and tunable behavior is achieved by the choice of the thresholds: we dismiss the documents where the linear result combination lies between t 1 and t 2 . In the rest of the paper we will consider only the unanimous-decision meta classifier as the simplest and most conservative of the above cases in order to demonstrate the feasibility of our approach. Of course other meta options might be worthwile. The tuning of the thresholds t 1 and t 2 is beyond the scope of this paper.
A Probabilistic Model for Restrictive Meta Methods
In this subsection we develop a simplified probabilistic model to a better understanding of why meta classification works and provide approximations for loss, error and junkRed. Consider the unanimous-decision meta method described above.
We associate a Bernoulli random variable X i with each classification method v i , where X i = 1 if v i classifies a document into class pos and X i = 0 if v i classifies a document into class neg. We want to compute the probability P (X 1 = . . . = X k |junk) that the classifiers v i provide a unanimous decision if they are presented a junk document. From basic probability theory it follows that
Where
is the covariance for the data points (x 1 , x 2 ) of the joint distribution of (X 1 , X 2 ) on the set of junk documents.
To model the case of l > 2 classification methods we use a tree dependence model, which is a well known approximation method in probabilistic IR ( [14] ). We define a Dependence Graph G = (V, E) where V consists of the Bernoulli variables X i and which contains for all X i ,X j (i = j) an undirected edge e(X i , X j ) with weight w(e(X i , X j ))) = cov(X i , X j ). We approximate the Dependence Graph by a maximum spanning tree G = (V, E ) which maximizes the sum of the edge weights. The nodes in G with no edges in between are considered as independent. So we obtain:
where X root is the root node of the tree G and x i ∈ {0, 1}. Now we introduce the following special case: For any two classification methods v i ,v j the covariance has approximately the same value cov. With w(e(X i , X j )) = cov we can (without loss of generality) choose X 1 as the root node and the edges (X i , X i+1 ) as tree edges. Now we have:
By considering equation 6 and the above assumption about the covariance we obtain
Analogously we obtain P (
If we assume that for junk documents the classes pos and neg are equally likely, we can substitute in the above formulas:
For the junk reduction we substitute the above formulas into:
To compute the probabilities that all classifiers v i classify a document into the same class, if the document belongs to one of the classes in C = {pos, neg}, we associate a Bernoulli variable X i with each classification method v i , where X i = 1 if v i classifies a document correctly, 0 otherwise. We want to compute the probabilities P (X 1 = 1 ∧ . . . ∧ X k = 1|C) and P (X 1 = 0 ∧ . . . ∧ X k = 0|C) that all classifiers classify a document correctly / incorrectly if the document belongs to one of the classes in C.
With analog arguments as above we obtain the following approximation:
where cov is the covariance on the documents in C. Analogously we obtain P (X 1 = 0, . . . , X k = 0|C). Let P (C) be the probability that a document belongs to a class in C and P (Junk) be the probability that a document is a junk document. Then we obtain approximations for docRed, loss and error by inserting the above expressions into:
As an illustrative example we consider the case that the k classification methods have the same probabilitiy p < 0.5 (i.e. the classification methods perform better than random) to misassign a document from C, that in the case of a junk document the assignment of the classes pos or neg are equally likely and that we have in all cases a covariance c < 1.0 (i.e. the classification methods are not perfectly correlated.) and that our document corpus contains 50 percent junk documents. In this case we would obtain for junkRed, loss and error:
It is easy to show that for k → ∞ the loss converges monotonically to 1, and the error to 0 (i.e. with more classification methods we can obtain a lower error but pay the price of a higher loss). Furthermore also junkRed converges to 1 and the salient invariant loss > junkRed holds. Even 1−loss 1−junkRed converges to 1; this means, that with increasing k we dismiss much more junk documents than documents of interest. The covariance plays the role of a "smoothing constant": with higher correlated classification methods the convergence of both loss and error is slowed down.
Experiments
Setup
We performed a series of experiments with real-life data from For each data set we identified all topics with sufficiently many documents. These were 20 topics for newsgroups, 7 for reuters and 9 from imdb. Among these topics we randomly chose 100 topic pairs from newsgroups, 30 from imdb and 20 from reuters. For each topic pair we choose randomly 25,50 or 100 trainining documents per class and kept 500 documents per class for newsgroups, 200 documents per class for imdb and 400 documents per class from reuters (distinct form the training set and also randomly chosen) for the validation of the classifiers for each pair. Additionally we "spoiled" the validation set for each pair by increasing this set by 50 percent by adding randomly chosen "junk documents" from different topics. Finally, we computed macro-averaged results for these topic pairs.
Results
In all discussed experiments, the standard bag-of-words model (using term frequencies to build L1-normalized feature vectors) with different feature selection methods was used for document representation and we used SVM as learning algorithm.
In our experiments we considered the following base methods: There are many alternative ways to build the base classifiers, e.g. using Naive Bayes, Decision Trees, etc. Here we chose SVM because it has been shown to often outperform other methods in text classification tasks -see e.g. [8] . Furthermore it has been shown that the above feature selection methods are highly correlated [21] . We accepted this here because we wanted to obtain base classifiers with comparable performance. To find the optimal number of features for the different feature selection methods is beyond the scope of this paper.
In the first experimental serial we compared the meta results with the results of the underlying base methods and the restrictive base methods (inducing the same document reduction as the meta method). (Figures 2 and 3) In the second experimental serial we compared each base method for different degrees of restrictivity 1 (inducing different document reductions). (Figure 4 ). The main observations are:
-The average error of the meta method was for all experiments lower or at least equal to the error of the best underlying base method. -The junk reduction is (for restrictive base methods as well as for meta methods) always significantly higher than the loss (i.e. we dismiss a higher percentage of junk than of documents of interest). -For the imdb data set the ratio junkRed : loss is best for the best base method, for the reuters and newsgroups data sets this ratio is best for the meta method. -We can clearly observe the tradeoffs between loss on the one hand and error and junkRed on the other hand described and analyzed in chapter 3. As an application example we tested junk reduction for a web crawl. We obtained our training set from a bookmark file containing 79 documents of the categories "Movies" and "Computer Science" and started the crawl on the portals shown in figure 5 . By this crawl we obtained an overall number of 1061 documents consisting of 400 documents about computer science, 348 about movies, and 313 junk documents. We evaluated the techniques described above on this data set. The results are shown in figures 2 through 4 (data set "web"). As in the previous experiments, the junk reduction was much higher than the loss for all restrictive methods. In terms of loss, error and junkReduction the meta method performed better than two of the 3 underlying base methods but the best restrictive base method outperformed the meta method in this experiment.
Discussion
The experiments show that all restrictive methods (i.e. meta methods as well as restrictive base methods) dismiss a significantly higher percentage of junk than of documents of interest, and additionally decrease the classification error on all data sets. Comparing meta classifiers and restrictive base classifiers there is no clear winner: For the imdb and web data, the best base classifier outperformed the meta classifier; for newsgroups and reuters, the meta classifier outperformed the base classifiers.
Conclusion and Future Work
In this paper we have shown, by a probabilistic model as well as by experiments on various data sets, that restrictive classification methods can be used to eliminate junk documents. Theory and experiments show that the junk reduction is Possible topics for future work are:
-The improvement of restrictive meta methods and their parameter tuning.
-A theory that enables us to build a probabilistic model for restrictive base models (and not just for restrictive meta methods). -Application of clustering methods to a data set, adjusted by our junk elimination method, to identify subtopics among the topics of interest. -Application of clustering methods to the dismissed documents to identify distinct subtopics among the junk documents. This could be used to find new topics of interest or to build refined junk filters. -Application of semisupervised learning to train on junk documents and to further improve classification quality in terms of error, loss and junk reduction, e.g., by first applying our junk reduction methods as an initial step and then performing some iterative, EM(Estimation Maximization)-like algorithm.
The work presented here is embedded in the BINGO! project [18] , a toolsuite for building information portals and specialized search engines. Our long-term objective is to better understand the engineering of how to incorporate, adapt, and tune machine learning methods into more intelligent next-generation systems for information organization and search.
