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Abstract. After total laryngectomy the normal voice can be replaced by an electronic artiﬁcial larynx (AL).
However, the results of the surrogate voice are not overall satisfying due to a robotic clattered sound of that
prosthesis. In this paper the outcome of a sound investigation for an AL is presented. This work is part of our
AL research project on laryngectomee speech enhancement. As a result, an autoregressive model of the hearing
process is derived that can directly be used for a novel speech-enhancement procedure. The model is derived in
the framework of linear prediction theory based on the fact that speech can be modelled as the output of a linear
ﬁlter excited by a periodic pulse train and random noise. Additionally, we developed an innovative training unit for
novice laryngectomees measuring the relative inter-line energy of the speech.
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1. Introduction
Totallaryngectomy,i.e.resectionoflarynx,isthestan-
dardtherapyforadvancedlaryngealcancer.Withinthis
intervention the connection between the lungs and the
mouth and nose is eliminated (see Fig. 1).
As a consequence, patients lose their normal voice.
This has extreme social consequences for the patients
having undergone the surgery. For those who are not
abletolearntheso-calledoesophagealspeech,theelec-
tronic voice aid known as artiﬁcial larynges (AL) is an
alternative. Figure 2 shows today’s ALs of different
manufacturers.
However, today’s ALs produce a sound that can be
describedasmonotonousand‘robotic’,givinganover-
all unpleasant clattered voice and unintelligible speech
as demonstrated by Strothjohann and Buzug (2004).
Funding was received from BMBF, W 29025 via Arbeitsgemein-
schaft industrieller Forschungseinrichtungen “Otto von Guericke”
e.V. K¨ oln).
The main goal of our project is the generation of a
more natural AL voice.
In this paper the sound quality of a SMT Ser-
vox AL is investigated. Fig. 3(a) shows the neck-type
electronic-voice aid in its charger station. A laryngec-
tomeeusesthisprosthesisbypressingthedeviceonthe
neck (see Fig. 3(b)).
Thesignalistransferredtothemouthcavityasatone
replacement.Thissurrogatetoneturnstospeechbythe
normal articulation, i.e. interaction of tongue, mouth
cavity, teeth and lips. The basic principle of the SMT
ServoxAListheelectromagneticallydrivenoscillation
of a plunger (Fig. 3(d)) hitting a hard membrane (see
Fig. 3(c)).
Figure 4 shows the principle sketch of the SMT AL
as well as an X-ray ﬂuoroscopy and the respective 3D
CT reconstruction revealing the interior of the electro-
mechanical plunger unit.
Due to the fact that the principle is not protected by
patent, all electronic artiﬁcial larynges shown in Fig. 2
are basically utilising the same technique.272 Buzug and Strothjohann
Figure 1. Normal anatomy (left). Anatomy after total laryngectomy (National Cancer Institute, 2004) showing a so called stoma (right).
The well known speech-production model intro-
duced by Fant in 1960 uses a two-state excitation,
i.e. impulse-train for voiced and random noise for un-
voiced speech segments, and a composition of lin-
ear time-varying ﬁlters, i.e. a vocal-tract ﬁlter and a
Figure 2. Today’s product range of speech aids for laryngectomees.
lip-radiation ﬁlter (see Fig. 5(a)). Speech generated by
the laryngectomee using the electronic AL is different.
A pitch-controlled impulse-train is applied to the neck
andusedforvoicedandunvoicedspeech(seeFig.5(b)).
The periodically excited hard membrane is producingClatter Reduction for Electronic Artiﬁcial Larynx 273
Figure 3. Electronic artiﬁcial larynx (AL) and its automatic charger station (a). The AL is pressed on the neck for signal transfer into the mouth
(b). Inner parts: Hard membrane (c) and electromagnetic driven plunger (d).
equally spaced spectral lines at frequencies
fk = kf0, k = 1,2,..., f0 = 70 − 100 Hz. (1)
The acoustic impulse response of the hard mem-
brane and the corresponding spectrum are shown in
Fig. 6.
Themaingoaloftheprojectisimprovingthespeech
of laryngectomees using electronic AL. However, with
the ﬁrst results reported here, a direct improvement
of the experience of a listener can be achieved by
implementing the ﬁlter, e.g. in a telecommunication
system. In a second step, the results must be trans-
ferred to the control unit of the electronic AL. A
substitution of the electro-mechanical plunger system
with a piezo-electrical actor opens the opportunity to
design an excitation according to the desired speech
result.
2. Methodology
2.1. The Hearing Process
We start with a model of the hearing process to distin-
guishtheartiﬁcialfromthenaturalsound.Anoverview
of the simpliﬁed behavioural model for this process is
shown in Fig. 7.
The purpose of this model is to distinguish the static
speech component from the dynamic component. This
is accomplished by separating the N-dimensional sig-
nal space V N into two subspaces
V N = V
p
static ⊕ V
N−p
dynamic, (2)
where the static speech component is characterized
by a p-dimensional vector in the space V
p
static. Please
note we are not modeling the speech-signal gener-
ation process but the speech-signal hearing process.274 Buzug and Strothjohann
Figure 4. Left: Principle sketch and X-ray ﬂuoroscopy of artiﬁcial
larynx: Hard membrane-1, top-unit-2, plunger-3, basis-tone button-
4, volume-5, second-tone (pitch) button-6, controller pcb-7, battery-
8, titanium body-9. Right: CT 3D reconstruction of the interior of
the electro-mechanical plunger unit.
Figure 5. (a) Source-ﬁlter speech production model. (b) Source-ﬁlter and hearing-process model for the electronic artiﬁcial larynx.
In our framework this process is not memory-less.
Consequently, it is based on an autocorrelation lead-
ing straightforwardly to an AR-model. The associated
sub-space projection
P
p
N : V N → V
p
static (3)
is sensitive to static speech components and insen-
sitive to dynamic speech components. Therefore, it
is predicted to be low dimensional as will be shown
below.
This methodology is derived from linear predic-
tion theory which has historically been one of the
most important speech analysis techniques (Schafer
and Rabiner, 1975; Itakura, 1975; Sambur and Jayant,
1976). The projector deﬁned in Eq. (3) exploits the re-
dundancies of speech signals by modeling the speech
signal as a linear ﬁlter. In the next subsections, it will
be shown how the ﬁlter coefﬁcients can be derived by
an energy optimization principle.
2.2. The Auto-Regressive (AR) Model and Model
Dimension
Let {ξ}i=1,...,N be the time series of speech samples.
A simple AR(p) model that yields the output sig-
nal sn is given by the input signal ξn with the addi-
tion of the weighted sum of the past poutput samples
sn−1, sn−2,...,sn−p
sn =
p  
i=1
aisn−i + ξn (4)Clatter Reduction for Electronic Artiﬁcial Larynx 275
Figure 6. A single acoustic pulse from a common artiﬁcial larynx (left) and its spectrum (right). Note the two spectral lines at f = 0.95 kHz
and f = 2.2 kHz are the “ﬁnger print” of the mechanical properties of the artiﬁcial larynx.
Figure 7. Overview of the hearing-process model used in this paper. Note that the separation of the two components are modeled by an AR(p)
model.
In the frequency domain, the corresponding transfer
function H(z)—obtained by z-transform—is given as
H(z) =
1
1 −
 p
i=1 aiz−i (5)
However, as mentioned above, the essential hearing
process,thatcanbeformulatedasalinearﬁlteraswell,
predicts each output sample ˆ sn by a linear combination
of the last p output samples sn−1, sn−2,...,sn−p ac-
cording to
ˆ sn =
p  
i=1
aisn−i (6)
where the {ai} for i = 1,...,p are the same ﬁlter
coefﬁcients as in Eq. (4). The prediction error can be
deﬁned by the residual
en = ˆ sn−sn =
p  
i=1
aisn−i−sn. (7)
In Fig. 8 the signal ﬂow estimating the residual error is
visualized.
The p coefﬁcients {ai}i=1,...,p can be estimated by
minimizing the prediction-error energy
εp =
1
N − p
N  
n=p+1
e2
n =
1
N − p
N  
n=p+1
(ˆ sn − sn)2
(8)
(Marple, 1987) of the residual deﬁned in Eq.
(7). For each model dimension p the coefﬁ-
cients {ai}i=1,...,p are determined using the fast276 Buzug and Strothjohann
Figure 8. Signal ﬂow for the AR(p) model of the essential hearing process estimating the residual error. The delays z−1 are used as storage
elements for the past speech samples.
Levinson Algorithm (Ljung, 1987), based on the
symmetry and Toepliz property of the autocor-
relation matrix. Using Eq. (6) in Eq. (8) we
obtain
εp =
1
N − p
N  
n=p+1
 
p  
i=1
aisn−i − sn
 2
(9)
for the prediction-error energy of the residual en. Min-
imizing this very energy functional essentially means
assigning partial derivatives ∂εp/∂ak = 0. We obtain
p equations for the p coefﬁcients ai (i = 1,..., p).
Due to the Toeplitz type of the system matrix, the fast
Levinson-Durbin Algorithm can be used to estimate
the coefﬁcients {ai}i=1,...,p (Press et al., 1988; Rabiner
and Juang, 1993).
3. Results
3.1. Performance Measure and Relative Model
Energy
In this subsection the performance measure of speech
quality is described. The measure provides insights
intotheunderlyingprocessesofspeechproductionand
leads to strategies for clatter reduction in electronic
AL. For evaluation of speech nativeness the speech
modulation is measured. This measure is derived from
the fact that the robotic sound of AL-based speech is
a result of the electro-mechanical plunger-membrane
excitation process leading to static lines in the spectro-
grams. A spectral distance measure is used that eval-
uates the modulation depth. To separate the static part
fromthedynamicpartofthespeechsignal,anadaptive
ﬁlter based on linear prediction coding (LPC) has been
designed. The AR(p) model, described in the section
above, directly measures the static part of the signal.
In the following the result of the model estimation and
the design of a ﬁlter that provides the desired decon-
volution will be shown. The static lines of the spec-
trogram will signiﬁcantly be suppressed, whereas the
signal modulation will be preserved.
We analyze the speech of an experienced artiﬁcial
larynx user (exemplarily shown for a timescale of 4.5
seconds in Fig. 10) in the way proposed in the section
above.
For each model dimension p the associated inverse
ﬁlter—compare Fig. 7—is build and the energy E(p)
for the resulting dynamic component is calculated us-
ing Parseval’s theorem. In our framework the relative
model energy
R(p) =
E(p)
E(0)
(10)
is used for the hearing process to ﬁnd the “best” model
dimension. Here, E(0) is the corresponding energy for
unprocessedspeech.Theresultoftheanalysisisshown
inFig.9wheretherelativemodelenergy R(p)isplotted
versus the model dimension p.
Asharpenergyedgecanbefoundat pc = 40.From
thatweconcludethattheAR(40)ﬁlteristheprojection
described by Eq. (3) and, furthermore, the correspond-
ing inverse ﬁlter is the appropriate transformation for
our speech enhancement unit.
3.2. The Speech-Enhancement Unit
The speech-enhancement unit described here is de-
signed as close as possible to our pc-dimensional
hearing model. Writing Eq. (4) in the frequencyClatter Reduction for Electronic Artiﬁcial Larynx 277
Figure 9. Relative energy R(p) as a function of model dimension p. Note the sharp edge at pc = 40 and the constant energy R(p) = 0.31 for
p > 50.
domain as
S(z) =
p  
i=1
aiz−iS(z) +  (z), (11)
we obtain
S(z) = H(z) (z) =
 (z)
1 −
 p
i=1 aiz−i , (12)
where H(z) is given by Eq. (5). The corresponding
inverse ﬁlter mentioned in the ﬂow diagram of Fig. 7
is obtained via
D(z)H(z) = 1, (13)
leading obviously to
D(z) = 1 −
p  
i=1
aiz−i. (14)
The decorrelating inverse ﬁlter given by Eq. (14) is re-
alized by a commercial digital signal processor (DSP)
that is composed out of 8 parallel processing units and
controlled by a Very Long Instruction Word (VLIW).
Theprocessingunitsareusedasdata-pathunits,routed
by software and acting on the pre-ﬁltered and sampled
data from the analog-digital converter (ADC). Our de-
velopmentsystemprototypeincludesatracebufferand
supports for tracing the program ﬂow, executing cov-
erage and proﬁling the code.
3.3. Dynamic Speech Component
The spectrograms of the unprocessed and processed
signals, respectively, are shown for an entire phrase in
Fig. 10. The constant spectral lines are weaker in the
dynamicspeechcomponent,thusreducingtheunpleas-
ant clatter.
Obviously,thespeechproductionmechanismforthe
artiﬁciallarynxisdifferentfromnormalspeech.Itisnot
anamplitudemodulationoftheequallyspacedspectral
lines,butaquasi-adiabaticchirp,producedbyarapidly
changing formant (see Fig. 11).
3.4. The Hadamard Training Unit
We have designed a training unit for the novice user
of the artiﬁcial larynx measuring the relative inter-line
energy. The unit is adaptable to different sequences or
phrases. For performance reasons we have used a dif-
ferent system of basis vectors adapted to the equally
spaced spectral lines produced by the electronic artiﬁ-
cial larynx.278 Buzug and Strothjohann
Figure 10. Spectrogram of the German phrase “Guten Tag. Meine Damen und Herren. Sehr sch¨ on wie sie wohnen” spoken by an experienced
user of the SMT Servox electronic artiﬁcial larynx. Top: Unprocessed artiﬁcial speech. Note the constant spectral lines produced by the artiﬁcial
larynx. Bottom: Dynamic speech component. The ratio of the interline energy to the line energy is enhanced reducing the unpleasant clatter.
Figure 11. (Enlargement of Fig. 10) Note the fast changing formant frequency producing a high dynamic speech component between the equal
spaced artiﬁcial-larynx lines (left). This jet-like structure is not seen by our AR(p)-Model (right).Clatter Reduction for Electronic Artiﬁcial Larynx 279
Figure 12. Signal ﬂow for the ﬁlter bank Fi
8. Note the delay lines
z−k storing the pre-calculated values.
3.4.1. Hadamard Transform. Any M × M matrix
HM with elements +1 and −1 satisfying
HMHT
M = MIM (15)
Figure 13. Normalized frequency response for the Hadamard FIR-ﬁlters Fi
8. fs is the sample frequency.
isaHadamard matrix,whereIM istheidentityoforder
M.TherowsofHM formabasisinany M-dimensional
space VM such that
x 
M = HMxM (16)
deﬁning a Hadamard Block Transform. When M is
chosen to be a power of 2, the Hadamard matrices HM
aregivenbyfactorization(LeeandKaveh,1986).With
H1 = I1 = [+1], (17a)
and
HM =
 
+HM/2, +HM/2
+HM/2, −HM/2
 
(17b)
the fast Hadamard transform (FHT) can be deﬁned
similar to the FFT idea.
3.4.2. Hadamard Filter Bank. We interpret the M
rows of the Hadamard matrices HM
F
i
M = (hi,1 hi,2 ...hi,M) (18)280 Buzug and Strothjohann
Figure 14. (a) Signal ﬂow for the FIR-ﬁlter F1
M. (b) Signal ﬂow for the equivalent MA-AR-ﬁlter, reducing the arithmetic complexity to two
operations per sample.
Figure 15. 2D projection of reconstructed phase space of tone “a” of normal (left) and artiﬁcial voice (right) embedded via delay-time
coordinates.
with M = 2k and i = 1,...,M as M ﬁnite-impulse
response (FIR) ﬁlters acting on the speech signal
s0
si = F
i
M ⊗ s0 , (19)
wherei = 1, 2,...,M.Thesignalﬂowandfrequency
response for the Fi
8-Hadamard ﬁlter bank are shown in
Figs. 12 and 13.
Depending on the spoken sequence, a linear com-
bination of the band-energies for the different chan-
nels si is a ﬁrst measure for the performance of the
user. In its simplest form—as shown in Fig. 14—
this linear combination is reduced to one channel
s1.
No ﬂoating-point operation is needed for the de-
scribed orthogonal Hadamard ﬁlter bank. Therefore,
weareabletotransferittoacommonembeddedmicro-
controller reducing the cost and power requirements of
the ﬁnal speech-training unit.
4. Conclusions and Future Perspectives
Due to the fact that the basic principle of the electronic
artiﬁciallarynxisnotprotectedbypatent,allmanufac-
turers use the same simple method to produce a surro-
gatesoundforlaryngectomees.However,thequalityof
theelectro-mechanicalsoundprosthesisisverypoor.In
the work presented here, a quality-of-speech improve-
ment is proposed. We employ a model of the hearing
process leading directly to a novel enhancement ﬁl-
ter for the electronic artiﬁcial larynx speech using the
well known linear prediction theory. The model may
also be useful in determining a better exiting function
for a new larynx generation, based on piezoelectric ac-
tors.Additionally,wedevelopedaninnovativetraining
unit measuring the training success for novice laryn-
gectomees.
Theefﬁciencyofthelinearmethodsdescribedabove
is limited if quantitative characterizations of time se-
riesobeyingnonlineardynamicsaredesired(Lindgren,Clatter Reduction for Electronic Artiﬁcial Larynx 281
2003). In these cases, appropriate results are obtained
withmethodsderivedintheframeworkofchaostheory
which will be used in our future studies of speech-
quality classiﬁcation. To categorize the time series
measured from the dynamics of a nonlinear system the
phase space (or so-called embedding space) has to be
reconstructed.ThisisusuallydonewithTakens’delay-
time coordinates (Takens, 1980), where a vector in the
embedding space is given by
x(ti) = (s(ti),s(ti + τ),...,s(ti + τ(p − 1))T (20)
with i = 1,..., N − τ/Ta(p − 1). Furthermore, p is
the embedding dimension, N the number of sampled
data points, τ the delay time and Ta the sampling time.
In Buzug and Pﬁster (1992) a detailed description of
methodsisprovidedtoﬁndoptimalembeddingparam-
eters,i.e.theproperdelaytimeτ andasufﬁcientlylarge
embedding dimension p.
Inasecondstep,thecomplexityofthedynamicscan
be estimated by the (potentially fractal) dimension of
the phase-space manifold, i.e. the so-called attractor.
In the case of chaotic dynamics, an inherent stretch-
ing, shrinking and folding process leads to a very com-
plicated self-similar structure of the attractor which
is then often called strange attractor. To approximate
the dimension of the reconstructed attractors in phase
space the correlation dimension D2 (Grassberger and
Procaccia, 1983)
C(R) ∝ R
D2 ⇒ D2 = lim
R→0
log10(C(R))
log10(R)
. (21)
is frequently used. R is the scaling radius and C(R)i s
the correlation integral.
C(R) ≈
1
Nref
Nref  
j=1
1
N
N  
i=1
σ(R − xi −x j  ), (22)
where σ is the Heaviside function, N is the number of
pointsinphasespaceand Nref asufﬁcientlylargenum-
ber of reference points. In Fig. 15 the attractors of nor-
malandartiﬁcialvoiceareembeddedinareconstructed
phase space via delay-time coordinates given by Eq.
(20). On the attractor of the artiﬁcial voice (Fig. 15
right) the construction principle of the correlation inte-
gral Eq. (22) is visualized for a single reference point.
The performance measure based on the linear com-
binationoftheband-energiesforthedifferentchannels
as introduced in the section above works excellently.
However, for a general training system that will be ap-
plicable for a variety of speech deﬁciencies, more so-
phisticated measures must be developed. In our future
researchonspeechcharacterisationwewillalsousethe
framework of nonlinear time-series analysis that may
result in advanced quality parameters.
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