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Re´sume´
L’assimilation de donne´es consiste a` re´duire les incertitudes sur les parame`tres d’entre´e
du mode`le a` l’aide de mesures. L’objectif peut eˆtre d’ame´liorer les pre´visions ou encore de
mieux connaˆıtre des parame`tres incertains comme par exemple les inventaires d’e´missions.
Cette the`se s’est effectue´e dans ce contexte, applique´ aux mode`les de Chimie-Transport
atmosphe´riques.
Dans une premie`re partie, un mode`le de chimie-transport tridimensionnel (Polair3D) a
e´te´ de´veloppe´ pour simuler de fac¸on re´aliste les concentrations de polluants responsables de
la pollution photochimique. Des comparaisons aux mesures de surface d’ozone et d’oxydes
d’azote sur la re´gion de Lille pendant l’anne´e 1998 ont valide´ ce mode`le a` l’e´chelle re´gionale.
Dans une deuxie`me partie, la me´thode d’assimilation de donne´es variationnelle 4D-var
a e´te´ imple´mente´e. Elle repose sur la minimisation d’une fonctionnelle (fonction couˆt)
mesurant l’e´cart entre des concentrations et des mesures par un algorithme ite´ratif. Un
des ingre´dients essentiels est le calcul du gradient de la fonction couˆt. Il est base´ sur le
mode`le adjoint de Polair3D obtenu par diffe´renciation automatique. Une application a`
la mode´lisation inverse des e´missions sur Lille avec des observations re´elles a montre´ la
faisabilite´ de la me´thode. En particulier, l’inversion de parame`tres temporels d’e´missions
d’oxydes d’azote permet d’ame´liorer notablement les pre´visions d’ozone et d’oxydes
d’azote au-dela` de la pe´riode conside´re´e.
La sensibilite´ des re´sultats de l’inversion aux parame`tres du syste`me (parame`tres phy-
siques, erreur d’observations, positionnement des capteurs par exemple) est relie´e au condi-
tionnement de ce syste`me et peut eˆtre e´tudie´e par la sensibilite´ dites de ”second-ordre”. Une
dernie`re partie a` caracte`re plus me´thodologique e´tudie cette proble´matique. Une synthe`se
bibliographique dresse un e´tat des lieux the´oriques de cette the´matique, qui est e´galement
illustre´e par une application a` la dispersion de radionucle´ides a` petite e´chelle. Dans le
cas de la cine´tique chimique, la grande dispersion des e´chelles temporelles est un exemple
typique de mauvais conditionnement. Son impact sur l’assimilation de donne´es est e´tudie´
de manie`re the´orique et est illustre´ nume´riquement sur une chimie simple.
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Introduction
Mode´lisation de la pollution atmosphe´rique
Les mode`les de Chimie-Transport (comme CMAQ [Byun et Ching, 1999], EURAD
[Ebel et al., 1989], CHIMERE [Vautard et al., 2001], POLAIR3D [Sportisse et al., 2002],
...) de´crivent l’e´volution en temps et en espace des espe`ces chimiques conside´re´es que
ce soit dans la phase gazeuse ou la matie`re condense´e de l’atmosphe`re (gouttes de
nuage, ae´rosols). Leur utilisation va de la compre´hension des processus a` la pre´vision
ope´rationnelle en passant par les e´tudes d’impact.
Au niveau de la phase gazeuse, les mode`les tridimensionnels actuels commencent a`
bien repre´senter les processus physiques et se comparent de manie`re satisfaisante aux
mesures disponibles (figure 1), la donne restant largement diffe´rente pour les ae´rosols
([Seigneur et al., 1982]).
De nombreuses incertitudes demeurent ne´anmoins. On peut citer par exemple :
– les incertitudes sur les donne´es d’e´mission (les inventaires d’e´mission restent large-
ment incertains) ;
– les incertitudes sur les mode`les (notamment a` travers la proble´matique de la
parame´trisation sous-maille et des effets de se´gre´gation).
Dans ce contexte, il peut s’ave´rer utile d’avoir recours a` d’autre sources d’informations
supple´mentaires aux mode`les, en l’occurrence les observations de´livre´es par les re´seaux de
mesures atmosphe´riques (voir la figure 2 par exemple pour le re´seau EMEP sur l’Europe).
Le couplage des re´sultats de mode`les nume´riques et d’observations de´livre´es par des
re´seaux de mesure se fait dans le cadre classique de ce que l’on appelle l’assimilation
de donne´es, comme elle est pratique´e par ailleurs dans de nombreux autres domaines,
notamment en me´te´orologie. L’inte´reˆt peut eˆtre double :
– affiner notre connaissance de l’e´tat chimique de l’atmosphe`re en re´duisant les incer-
titudes,
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Fig. 1 – Concentrations d’ozone en moyenne journalie`re a` la station de Roubaix. Mesures
et simulations sur la re´gion de Lille avec POLAIR3D pour l’anne´e 1998.
Fig. 2 – Carte des stations d’ozone du re´seau EMEP.
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– ou avoir une meilleure connaissance des bases de donne´es d’entre´e (notamment
d’e´missions pour ame´liorer les inventaires d’e´missions).
Assimilation de donne´es et chimie atmosphe´rique
L’assimilation de donne´es est un domaine relativement re´cent pour la chimie atmosphe´-
rique ([Austin, 1992, Fisher et Lary, 1995, Riishojgaard, 1996] par exemple). Les mesures,
de nature diverse (mesures terrestres, mesures ae´roporte´es, mesures satellitaires) peuvent
eˆtre assimile´es soit dans des mode`les de circulation globale (GCM) soit dans des mode`les
de chimie-transport a` l’e´chelle globale ou re´gionale (par exemple [Elbern et al., 1997,
Elbern et Schmidt, 2001, Elbern et al., 2000, Elbern et Schmidt, 1999]). Les mesures
satellitaires sont bien suˆr a priori particulie`rement approprie´es du fait de leur bonne
couverture spatiale et temporelle et du grand nombre de donne´es fournies.
Les questions me´thodologiques pose´es par l’assimilation de donne´es pour la chimie
atmosphe´rique sont pour une large part “classiques”. Citons, a` titre d’exemples, les
quelques points suivants :
• les me´thodes utilise´es peuvent eˆtre se´quentielles ou variationnelles, voire beaucoup
plus simples (nudging) ;
• l’information contenue dans une mesure influence d’autres variables du mode`le
via les contraintes fournies par les e´quations du mode`le : l’assimilation d’ozone
peut ainsi contraindre des champs de vent ([Riishojgaard, 1996]) via les e´quations
de transport. D’un point de vue plus centre´ sur la cine´tique chimique, l’infor-
mation contenue dans un traceur peut contraindre d’autres espe`ces re´actives
([Austin, 1992, Fisher et Lary, 1995]) ;
• un enjeu important reste l’assimilation directe de radiance au sein d’un mode`le
re´actif afin de ne pas rajouter une e´tape supple´mentaire fonde´e sur une climatologie
d’espe`ces lors de la premie`re e´tape d’inversion de la donne´e radiative (pour des
donne´es satellitaires) ;
• un des points limitants jusque la` de l’assimilation de donne´es satellitaires a e´te´ le
manque d’information sur la distribution verticale. Une solution largement utilise´e
est l’assimilation de donne´es 2D, des colonnes (pour l’ozone), dans des mode`les de
traceurs passifs bidimensionnels (inte´gre´s verticalement) ou tridimensionnels.
La disponibilite´ de capteurs avec une re´solution verticale a ouvert la possibilite´
d’assimiler des profils avec des mode`les re´actifs.
Les exemples qui suivent se distinguent selon les choix effectue´s pour chacun de ces
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items. Ils donnent des points d’entre´e typiques dans la litte´rature et n’ont aucune pre´ten-
tion d’exhaustivite´.
Assimilation de colonnes d’ozone dans un mode`le de transport tridimen-
sionnel par interpolation optimale
On peut se re´fe´rer par exemple a` [Jeuken et al., 1999] avec l’utilisation de mesures TI-
ROS/TOVS ([Planet et al, 1984]) via une approche de type interpolation optimale dans le
mode`le TM3. Un autre exemple du meˆme type est l’assimilation de donne´es GOME/ERS2
([Eskes et Jeuken, 1998]).
Assimilation de colonnes d’ozone dans un mode`le de transport par ap-
proche variationnelle, 4D-var
On peut se re´fe´rer par exemple a` [Heskes et al., 1999] avec l’assimilation de colonnes
GOME/ERS2 dans le mode`le 2D d’advection de traceur AMK, par une approche de type
4D-var (le nom e´tant un peu impropre dans ce cas). Ce travail fait suite a` une e´tude dans
le meˆme contexte avec une approche de type nudging ([Lebelt et al., 1996]).
Pour le cas tridimensionnel, des exemples synthe´tiques (observations nume´riques) sont
donne´s dans [Riishojgaard, 1996] avec un mode`le simplifie´.
Assimilation de profil (ozone, CO) par interpolation optimale dans un
CTM
Pour l’ozone, un exemple est fourni par les donne´es MLS/UARS (Microwave Limp
Sounder on Upper Atmosphere Research Satellite), dont les profils d’ozone re´sultants
ont e´te´ assimile´s par exemple dans le mode`le de transport ROSE, utilise´ dans sa version
off-line, par interpolation optimale ([Levelt et al., 1998]).
Pour le monoxyde de carbone, un exemple est celui des donne´es MAPS (Measurement
of Air Pollution from Space, MAPS on space shuttle) avec l’assimilation de profil de CO
(obtenu a` l’aide d’une approche classique de type “kernel”) dans une version du mode`le 3D
MOZART ([Hauglustaine et al., 1998]) par interpolation optimale (sous sa version PSAS,
Physical Space Statistical Analysis System).
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Assimilation de donne´es satellitaires par approche 4D-variationnelle dans
un mode`le re´actif lagrangien
On peut se re´fe´rer par exemple a` [Khattatov et al, 1999] avec des donne´es UARS (Up-
per Atmospheric Research Satellite) utilise´es dans un mode`le re´actif de boˆıte lagrangienne.
Plus ge´ne´ralement, des e´tudes synthe´tiques sont donne´es dans [Wang et al., 2001,
Fisher et Lary, 1995].
Assimilation de donne´es terrestres par approche se´quentielle
Diffe´rentes me´thodes (interpolation statistique, krigeage) ont e´te´ applique´es dans
[Blond, 2002] pour obtenir des cartes tridimensionnelles de concentrations d’ozone et de
dioxyde d’azote a` l’aide d’observations de surface.
Un filtre de Kalman e´tendu re´duit a e´te´ de´veloppe´ dans [Segers, 2002]. Son application
a` des mesures de surface d’ozone permet de re´duire les incertitudes des e´missions de NOx.
Assimilation de donne´es terrestres par approche 4D-variationnelle dans
un CTM
Les re´fe´rences incontournables sont bien suˆr [Elbern et al., 1997,
Elbern et Schmidt, 2001, Elbern et al., 2000, Elbern et Schmidt, 1999] avec une ap-
proche 4D-var applique´e au mode`le EURAD sur des donne´es terrestres, dans un contexte
de mode´lisation de la qualite´ de l’air (photochimie) a` l’e´chelle re´gionale/continentale.
Ces quelques exemples montrent la diversite´ des approches suivies et des applications
vise´es. Meˆme si l’utilisation pre´ope´rationnelle de tels syste`mes est en train de se mettre
en place, de nombreux points restent largement ouverts.
Organisation de la the`se
Cette the`se s’est plus particulie`rement concentre´e sur la proble´matique de la mode´lisa-
tion inverse des e´missions pour les mode`les de Chimie-Transport, sur la base d’observations
terrestres. Les travaux re´alise´s ont plus spe´cifiquement porte´ sur les trois the`mes suivants :
1. la construction et la validation d’une plate-forme de Chimie-Transport, le mode`le
POLAIR3D ;
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2. la re´alisation du syste`me d’assimilation de donne´es variationnelles associe´ et l’appli-
cation a` des expe´riences de mode´lisation inverse d’e´missions ;
3. une e´tude the´orique sur la proble´matique du conditionnement a` l’inversion pour de
tels syste`mes : les questions traite´es recoupent les questions de dynamique en temps
(et l’implication pour l’inversion), de sensibilite´ au re´seau de mesure (ce que l’on
appelle traditionnellement le network design) et de sensibilite´ aux parame`tres non
estime´s (la sensibilite´ de second-ordre).
Cette the`se est ainsi organise´e de la manie`re suivante.
Construction et validation d’une plate-forme de Chimie-Transport, le mo-
de`le POLAIR3D
Les mode`les de Chimie-Transport et les processus physiques de´crits sont expose´s au
chapitre 1. Un mode`le de Chimie-Transport, POLAIR3D, a e´te´ de´veloppe´ au cours de
cette the`se et on pre´sente les principaux choix de mode´lisation (parame´trisations, bases
de donne´es utilise´es) et de simulation nume´rique (algorithmes) qui ont e´te´ effectue´s.
Ce travail a donne´ lieu aux publications suivantes : [Sportisse et al., 2002,
Boutahar et al., 2004, Sartelet et al., 2002].
POLAIR3D a e´te´ utilise´, sur la base notamment de ce travail, dans de nombreuses
situations, que ce soit aux e´chelles locales ou re´gionales/continentales. On pre´sente au
chapitre 2 un cas de validation qui a constitue´ un des “terrains de jeu” privile´gie´s de ce
travail : les simulations effectue´es sur la re´gion de Lille pour l’anne´e 1998. Ce travail a
aussi e´te´ l’occasion de tester la sensibilite´ a` divers inventaires d’e´mission, dans le cadre
d’un projet du PREDIT (Programme pour la Recherche, le De´veloppement et l’Innovation
dans les Transports Terrestres), consacre´ a` l’estimation de la qualite´ de l’air selon divers
sce´narios de Plans de De´placement Urbain a` l’horizon 2015.
Ce travail, mene´ en collaboration avec le CETE (Centre d’Etude Technique de
l’Equipement) de Lille, au sein d’un projet du PREDIT, fait l’objet d’une publication en
cours de soumission ([Que´lo et al., 2004]).
Ces deux chapitres permettent de fixer le cadre de la mode´lisation directe pour les
mode`les de Chimie-Transport, tels que POLAIR3D, et les limitations de ces mode`les.
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Construction d’un syste`me d’assimilation de donne´es variationnelles as-
socie´ et application a` des expe´riences de mode´lisation inverse d’e´missions
Le recours a` des approches de type assimilation de donne´es (ou plus ge´ne´ralement
de mode´lisation inverse) est une voie possible d’ame´lioration de la qualite´ des re´sultats.
Les me´thodes d’assimilation de donne´es sont ainsi pre´sente´es dans un chapitre a` nature
largement bibliographique, au chapitre 3. L’accent est mis sur les approches dites
“variationnelles”, qui sont celles que nous avons retenues.
La construction des mode`les de´rive´s (mode`les line´aire tangent et adjoint) est une taˆche
lourde, sur le plan informatique, pour un mode`le tridimensionnel du type de POLAIR3D.
Le chapitre 4 pre´sente cette proble´matique et les divers choix retenus pour notre travail.
Des cas pre´liminaires d’application a` des calculs de sensibilite´ sont e´galement pre´sente´s.
L’article [Sportisse et Que´lo, 2003] reprend largement ce chapitre. De ma-
nie`re plus ge´ne´rale, l’ensemble de ces points peut eˆtre trouve´ dans les rapports
[Sportisse et Que´lo, 2004, Que´lo et Sportisse, 2004].
Le chapitre 5 illustre quelques expe´riences de mode´lisation inverse, sur la base de
donne´es re´elles, qui ont e´te´ effectue´s dans le cadre de la simulation pre´sente´e au chapitre 2.
Un des points cle´s est la sensibilite´ des re´sultats obtenus (inversion de parame`tre) vis a`
vis des incertitudes du mode`le (des parame`tres non inverse´s).
Proble´matique du conditionnement a` l’inversion pour de tels syste`mes
A ce stade, si l’on suppose possible la mise en œuvre d’expe´riences de mode´lisation
inverse, un proble`me me´thodologique d’un niveau supe´rieur est celui de la sensibilite´ des
re´sultats de l’inversion a` l’ensemble des parame`tres du syste`me (parame`tres physiques
mais aussi parame`tres de l’assimilation de donne´es, erreurs d’observations, positionnement
des capteurs, etc). On dresse dans le chapitre A l’e´tat des lieux “the´orique” de cette
proble´matique avec notamment les questions relatives au conditionnement du syste`me
a` inverser et la proble´matique du “network design” (le positionnement “optimal” des
capteurs). Un cadre the´orique approprie´, pour les me´thodes variationnelles, est fourni par
les me´thodes dites du “second-ordre”.
La synthe`se ([Sportisse et Que´lo, 2002]) reprend partiellement ces the`mes.
Pour le cas de la cine´tique chimique atmosphe´rique, un e´le´ment cle´ du bon condition-
nement du syste`me est de´termine´ par la grande dispersion des e´chelles de temps lie´es a` la
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cine´tique chimique. On e´tudie de manie`re the´orique, dans le chapitre B, le comportement
pour l’assimilation de donne´es de mode`les dits “lents/rapides” tels que rencontre´s en
chimie atmosphe´rique. Les re´sultats sont largement attendus mais le cadre mathe´matique
utilise´ permet de donner un sens rigoureux. Des illustrations nume´riques, sur un cas
simple est e´galement donne´.
Les articles [Que´lo et al., 2002] et [Que´lo et Sportisse, 2004] illustrent e´galement cette
the´matique.
Les me´thodes de second-ordre, qui sont difficiles a` appliquer pour un cas tridimen-
sionnel non-line´aire de grande dimension, sont utilise´es dans un cas de dispersion plus
simple au chapitre C : celui de la dispersion de radionucle´ides a` petite e´chelle (dans le
contexte du suivi d’un incident radioactif autour d’une centrale nucle´aire). Les mode`les
utilise´s sont des mode`les de type gaussien et un grand nombre de calculs peut eˆtre fait
explicitement.
Ce travail a e´te´ mene´ dans le cadre d’une e´tude commune avec l’IRSN (Institut de Ra-
dioprotection et de Suˆrete´ Nucle´aire) et a fait l’objet du rapport [Que´lo et Sportisse, 2002]
(inclu in extenso) et de l’article [Que´lo et al., 2005].
Enfin, une partie reprenant les principales conclusions et dressant quelques perspec-
tives de recherche cloˆt cette the`se.
Chapitre 1
Le mode`le de Chimie–Transport
POLAIR3D
Re´sume´
Ce chapitre de´crit les mode`les de chimie–transport (CTM) utilise´s pour la simulation
de la dispersion des espe`ces re´actives dans la troposphe`re. On de´taille e´galement la plate-
forme POLAIR3D qui a e´te´ de´veloppe´e puis utilise´e au cours de ce travail.
Sommaire
1.1 Mode´lisation de la pollution photochimique troposphe´rique . . 18
1.1.1 Les principaux processus . . . . . . . . . . . . . . . . . . . . . . . 19
1.1.2 Cadre ge´ne´ral des CTM . . . . . . . . . . . . . . . . . . . . . . . 26
1.2 La plate-forme POLAIR3D . . . . . . . . . . . . . . . . . . . . . 28
1.2.1 Structure d’un CTM . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.2.2 Equation de dispersion atmosphe´rique . . . . . . . . . . . . . . . 30
1.2.3 Composantes du mode`le et description des processus . . . . . . . 31
1.2.4 Sche´mas nume´riques . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.2.5 Utilisation ante´rieure de POLAIR3D et comparaison a` des mesures 41
17
18 Chapitre 1 – Le mode`le de Chimie–Transport POLAIR3D
Introduction
Les mode`les de Chimie-Transport sont devenus de plus en plus performants par leur
niveau de description des processus physiques mais aussi par la qualite´ de leur retour
d’expe´rience par comparaison a` des donne´es mesure´es. De nombreux mode`les sont a`
pre´sent disponibles. On peut citer par exemple : EURAD [Ebel et al., 1989], CMAQ
[Byun et Ching, 1999], EMEP [Barrett et Berge, 1996], CHIMERE [Vautard et al., 2001],
LOTOS [Blom et Roemer, 1997], etc ...
L’objectif de ce chapitre est la pre´sentation du mode`le de Chimie–Transport PO-
LAIR3D ([Boutahar et al., 2001, Sportisse et al., 2002]). Ce mode`le a e´te´ de´veloppe´ afin
de pouvoir disposer de sche´mas nume´riques correspondant a` l’e´tat de l’art. Sa structure
lui permet de pouvoir eˆtre diffe´rencie´ de manie`re automatique (voir chapitre 4), ce qui
est un point crucial pour pouvoir utiliser des approches variationnelles en assimilation de
donne´es. Il est a` pre´sent utilise´ de manie`re ope´rationnelle pour les e´tudes d’impact d’EDF
R&D et par le centre de crise de l’IRSN.
Un CTM est un ensemble de relations mathe´matiques et algorithmiques qui per-
mettent le calcul de l’e´volution des polluants. Il inclut d’une part l’e´tape pre´liminaire de
construction des entre´es a` partir des donne´es me´te´orologiques, de type de sol, d’inven-
taires d’e´missions, et d’autre part un mode`le de chimie–transport a` proprement parler
(POLAIR3D) pour la simulation des niveaux de concentrations de polluants. La pre´sen-
tation qui suit s’inte´resse principalement a` la partie photochimique gazeuse de POLAIR3D.
Ce chapitre est organise´ de la manie`re suivante. Les processus jouant un roˆle dans
un CTM sont de´crits dans la section 1 d’un point de vue physique. Le cadre ge´ne´ral de
la mode´lisation de la chimie troposphe´rique est pre´sente´ dans la section 2. La structure,
l’e´quation de dispersion atmosphe´rique et les diffe´rentes composantes de POLAIR3D sont
de´crites dans la section 3. Des de´tails concernant l’imple´mentation et les sche´mas nume´-
riques employe´s font l’objet de la section 4.
1.1 Mode´lisation de la pollution photochimique troposphe´-
rique et mode`les de chimie–transport
Cette partie de´crit rapidement les principaux processus jouant un roˆle pour la pollution
photochimique (figure 1.1) : les e´missions de pre´curseurs, la photochimie troposphe´rique,
la dispersion me´te´orologique et les interactions avec la surface par de´poˆt sec.
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Fig. 1.1 – Les principaux processus de la pollution photochimique.
1.1.1 Les principaux processus
1.1.1.1 Les e´missions de pre´curseurs
Les polluants primaires appele´s pre´curseurs sont a` l’origine de la pollution photochi-
mique. Ils sont directement issus des sources de pollution. Les substances suivantes sont
classiquement inventorie´es :
Fig. 1.2 – Chronique horaire typique des e´missions d’oxydes d’azote sur une journe´e a`
Lille.
• Les oxydes d’azote
Ils sont commune´ment de´finis comme NOx = NO + NO2. Ils proviennent essen-
tiellement de la combustion des combustibles fossiles et de quelques proce´de´s
industriels. Les NOx dans l’atmosphe`re sont e´mis principalement sous forme de
NO. Une fraction a e´te´ transforme´e en NO2 dans le foyer de combustion (environ
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10 %). En zone urbaine, l’essentiel des NOx provient du trafic routier, avec deux
pics journaliers correspondant aux de´placements pour se rendre et revenir du
lieu de travail (figure 1.2). En matie`re d’e´volution, il est a` noter que le surplus
d’e´missions cause´ par l’augmentation du parc automobile est compense´ depuis
plusieurs anne´es par les ame´liorations des processus de combustion dans les moteurs.
• Les compose´s organiques volatils (COV)
Les sources de COV sont tre`s nombreuses. Les e´missions sont dues a` certains
proce´de´s industriels et surtout aux transports. On notera e´galement que la bio-
masse est fortement e´mettrice (foreˆts) pour les terpe`nes, sans oublier non plus les
e´missions lie´es aux produits domestiques (peinture, produits d’entretien, parfums
et cosme´tiques, journaux, tabac, etc.).
• le dioxyde de soufre (SO2)
Il provient de la combustion des combustibles fossiles contenant du soufre : fioul,
charbon. Les e´missions sont en nette diminution depuis 1956 (voir figure 1.3). C’est
aussi le cas depuis 10 ans.
Fig. 1.3 – Evolution des e´missions de SO2 en France de 1956 a` 1995.
• Le monoxyde de carbone (CO)
Il provient de la combustion incomple`te des combustibles et carburant.
• Les me´taux lourds (Plomb, mercure, etc ...)
Les sources sont d’origine anthropique et naturelle. Une part importante est due a`
la re-suspension (me´taux lourds) et aux re´-e´missions (mercure).
• Les particules
Elles sont constitue´es d’un me´lange complexe de substances organiques ou mine´rales
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d’origine naturelle ou anthropique. Elles peuvent contenir des compose´s toxiques.
Les e´missions sont habituellement distribue´es sur la partie la plus grossie`re du
spectre en taille.
On se re´fe`re a` [Friedrich et Reis, 2004] pour une description plus comple`te des polluants
e´mis. La figure 1.4 donne une ventilation typique par secteur d’activite´ pour l’anne´e 1998.
Fig. 1.4 – Emissions annuelles de NOx et de COV en France par secteur d’activite´ en
1998.
1.1.1.2 La photochimie
On va maintenant s’attacher a` de´crire les me´canismes chimiques de formation de l’ozone
et du dioxyde d’azote dans la troposphe`re. De manie`re simplifie´e, la production photochi-
mique d’ozone re´sulte de la photo–oxydation des COV en pre´sence de NOx.
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1.1.1.2.1 L’e´quilibre photochimique La seule re´action de production de l’ozone est
donne´e par :
O2 +O → O3 (1.1)
Dans la troposphe`re, la source privile´gie´e d’oxyge`ne atomique est la dissociation pho-
tolytique de NO2 :
NO2 + hν(300nm ≤ λ ≤ 400nm) J→ NO+O (1.2)
ce qui explique de manie`re imme´diate les liens entre l’ozone et les oxydes d’azote dans la
troposphe`re.
La re´action de destruction de l’ozone par oxydation de NO
NO+O3
k→ NO2 +O2 (1.3)
permet d’e´quilibrer le cycle, de bilan nul, forme´ avec les re´actions 1.2 et 1.1 : c’est le cycle
de Chapman dans la troposphe`re. Ces re´actions e´tant rapides, on peut en ge´ne´ral faire
l’approximation de l’e´quilibre quasi–stationnaire de´crit par la relation :
J [NO2] ≃ k [NO] [O3] (1.4)
Cet e´quilibre est valable en journe´e loin des e´missions de pre´curseurs.
1.1.1.2.2 Oxydation des COV En s’oxydant, les COV donnent naissance a` des es-
pe`ces chimiques capables d’oxyder NO en NO2 (en concurrence avec la re´action de consom-
mation d’ozone 1.3). En bilan, sous re´serve qu’il y ait une mole´cule de OH pour initier le
processus
COV+ 2NO+O2 → 2NO2 +H2O+RCHO (1.5)
ou` RCHO de´signe un alde´hyde.
Les radicaux pe´roxyles RO2 et HO2 sont des produits interme´diaires intervenant dans
la re´action 1.5 qui se conservent au cours du processus (de meˆme que OH). En re´alite´,
selon la teneur du milieu en NOx, ils ne sont pas toujours productifs en ozone a` cause de
re´actions concurrentes.
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1.1.1.2.3 Notion de re´gime chimique On peut sche´matiquement distinguer 2 cas
limites ([Seinfeld, 1985, Honore´, 2000]) :
– Pour un rapport NOx / COV e´leve´, par exemple en agglome´ration urbaine,
les radicaux OH re´agissent pre´fe´rentiellement avec NO2 pour former du HNO3.
Augmenter les NOx a peu d’effet. On parle de re´gime “COV limite´”.
– Pour un rapport NOx / COV faible, ce sont les re´actions de recombinaisons des
radicaux pe´roxyles qui prennent le dessus, aboutissant a` la formation d’ozone. Une
augmentation des COV a peu d’effet sur la production d’ozone. Dans ce cas, le
re´gime est dit “NOx limite´”.
La figure 1.5 repre´sente le pic d’ozone (en µgm−3) en fonction d’un coefficient multi-
plicatif applique´ aux e´missions de NOx et de COV pour la re´gion Lilloise le 11 Mai 1998.
La situation re´elle (coefficients e´gaux a` 1) correspond a` un re´gime “NOx limite´”. Selon
l’endroit ou` l’on se place sur le graphique, le pic d’ozone de´croˆıt pre´fe´rentiellement avec
une re´duction des e´missions de COV ou des NOx. On remarque aussi qu’une re´duction des
e´missions de NOx peut meˆme conduire a` une augmentation du pic d’ozone.
Fig. 1.5 – Pic d’ozone en fonction d’un coefficient multiplicatif applique´ aux e´missions de
NOx et de COV.
Meˆme si la photolyse n’est plus active de nuit, la chimie nocturne a une incidence
non ne´gligeable, en particulier du fait de NO3 qui joue un roˆle analogue au radical
hydroxyl. Le jour, cette espe`ce est imme´diatement photolyse´e. La nuit, elle peut devenir
la principale espe`ce oxydante.
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Pour synthe´tiser, Les e´le´ments suivants interviennent donc dans la production d’ozone :
– Les NOx et le radical OH sont des catalyseurs.
– Les concentrations de COV, OH et NOx, et surtout le rapport NOx / COV ont un
effet sur la vitesse de production d’ozone.
1.1.1.3 La dispersion turbulente
Les conditions me´te´orologiques conditionnent pour une large part le niveau de pollution
dans les basses couches de la troposphe`re. Les polluants e´mis sont en effet plus ou moins
rapidement disperse´s selon deux phe´nome`nes :
– le transport horizontal par le champ de vent, qui explique le de´placement des pol-
luants les plus stables sur de longues distances.
– le brassage vertical par la turbulence atmosphe´rique.
L’e´tude de la Couche Limite Atmosphe´rique (CLA), la partie de la troposphe`re
directement soumise a` l’influence de la surface terrestre et surtout du cycle diurne, est
donc essentielle pour la compre´hension des e´pisodes de pollution. Elle est comprise en
moyenne entre 100 et 3000 me`tres.
• La partie supe´rieure de la CLA est appele´e la couche d’Ekman. Les masses d’air
y subissent a` la fois le frottement de l’air sur la surface terrestre, la stratification
thermique de l’air et la force de Coriolis qui entraˆıne une rotation du vent.
• La couche limite de surface (CLS) repre´sente environ 10% de la CLA soit quelques
dizaines de me`tres. La turbulence y est homoge`ne et la force de Coriolis est
ne´gligeable devant les forces de frottements dues au sol. La direction du vent
(composante horizontale) ne varie pas avec la hauteur alors que son intensite´ est
proportionnelle au logarithme de l’altitude (couche log).
• La partie infe´rieure de la couche de surface, directement en contact avec la surface
terrestre est la sous-couche rugueuse. Elle se trouve au voisinage imme´diat du sol.
C’est une zone de me´lange suite aux obstacles rencontre´s par le vent. Les champs
de vitesses y sont fortement he´te´roge`nes et instationnaires. Son e´paisseur varie en
fonction de la nature du terrain, de quelques millime`tres en mer a` quelques dizaines
de me`tres en zone urbaine. C’est au travers de cette couche que se font les e´changes
d’humidite´ et de chaleur entre le sol et l’atmosphe`re. Elle est caracte´rise´e par une
longueur de rugosite´ dynamique et thermique.
On peut conside´rer que la turbulence atmosphe´rique a deux origines :
– La turbulence d’origine dynamique traduit l’agitation de l’air due au frottement avec
le sol (effet de cisaillement).
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– La turbulence d’origine thermique lie´e au gradient vertical de tempe´rature provient
des capacite´s d’absorption du rayonnement solaire par la surface. La variation
diurne du rayonnement solaire y est directement perceptible.
Ce phe´nome`ne de turbulence fait intervenir la notion de stabilite´ de l’atmosphe`re. On
distingue classiquement trois e´tats de la CLA de´finis en fonction du gradient vertical de
tempe´rature potentielle :
– la CLA neutre,
– la CLA instable (air chaud en dessous de l’air froid), pour laquelle les polluants sont
fortement brasse´s par la turbulence,
– la CLA stable (souvent nocturne) ou` les polluants restent accumule´s au niveau du sol.
Le cycle diurne de la couche limite atmosphe´rique joue un roˆle important dans les
niveaux de concentrations de polluants observe´s. Un des parame`tres de´terminant est
la hauteur de la CLA (ou hauteur de me´lange), qui donne une indication du volume
disponible pour la dispersion des polluants e´mis au niveau du sol. D’un jour sur l’autre,
elle varie en fonction de la couverture nuageuse, de la pression atmosphe´rique et de la
tempe´rature de surface.
Pendant la nuit, certains polluants comme l’ozone sont stocke´s dans la couche
re´servoir qui se forme au-dessus de la couche de surface. Durant le jour, ils se dispersent
a` nouveau dans toute la couche limite atmosphe´rique et contribuent a` l’augmentation des
concentrations au sol.
Le phe´nome`ne d’inversion de tempe´rature peut eˆtre a` l’origine d’une augmentation des
concentrations en polluants. Normalement la tempe´rature de l’air diminue avec l’altitude
(dans les basses couches de l’atmosphe`re), l’air chaud charge´ de polluants se disperse a`
la verticale. Lorsque le sol s’est fortement refroidi pendant la nuit (par temps clair en
hiver), et que la tempe´rature a` quelques centaines de me`tres d’altitude est plus e´leve´e
que celle du sol, alors il y a phe´nome`ne d’inversion de la tempe´rature au voisinage du
sol. Les polluants se trouvent alors bloque´s par cette masse d’air chaude en altitude plus
commune´ment appele´e couche d’inversion.
1.1.1.4 Le de´poˆt
La rugosite´ et le reveˆtement du sol influencent l’e´coulement des flux gazeux et
de´termine la quantite´ de polluants e´limine´s par de´poˆt sec. Les espe`ces chimiques se
de´composent sur la surface terrestre au contact de mate´riaux et de plantes. Ainsi, les
feuilles des plantes peuvent de´composer 10 a` 20 % de l’ozone pre´sent en une journe´e.
L’e´volution temporelle du de´poˆt sec lie´ a` la ve´ge´tation est de´termine´e par les saisons
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(pre´sence de feuilles) et l’e´clairement (la nuit, les stomates des plantes se referment).
Enfin, les pre´cipitations peuvent entraˆıner (lessiver) avec elles une partie des polluants.
Le de´poˆt humide appele´ aussi lessivage sous les nuages traduit ainsi l’absorption des
polluants par les gouttes de pluie. C’est un processus conside´re´ comme peu important en
ce qui concerne les espe`ces photochimiques qui s’applique essentiellement aux particules
de grandes tailles ou aux espe`ces les plus solubles.
1.1.2 Cadre ge´ne´ral des CTM
Le paragraphe pre´ce´dent a permis de situer la pollution atmosphe´rique dans un
cadre global, de pre´ciser les polluants e´mis, de mettre l’accent sur le roˆle des conditions
me´te´orologiques pour la pollution troposphe´rique et de donner quelques e´le´ments sur les
principaux phe´nome`nes physico-chimiques dans l’atmosphe`re. On va a` pre´sent s’inte´resser
a` la mode´lisation de ces phe´nome`nes par les mode`les de chimie–transport.
Les CTM reconstituent l’information de la composition chimique de l’air en tout point
d’une grille maillant le domaine d’e´tude graˆce a` la re´solution d’e´quations physiques et
chimiques qui de´crivent les phe´nome`nes pre´sente´s dans la section pre´ce´dente.
Les mode`les photochimiques peuvent eˆtre formule´s dans les deux re´fe´rentiels Lagran-
gien et Eule´rien. Certaines applications de transport sur de longues distances ont e´te´
mene´es historiquement en utilisant des trajectoires Lagrangiennes, en partie pour les
faibles ressources me´moires qui sont ne´cessaires pour suivre un volume d’air. A pre´sent,
la plupart des mode`les adoptent une de´marche eule´rienne.
Une autre classe de mode`les simplifie´s est constitue´e par les mode`les de boˆıtes qui
simulent nume´riquement un re´acteur chimique avec e´ventuellement des termes sources et
des processus de surface comme les e´missions surfaciques et le de´poˆt sec (mode`le 0D).
Leur inte´reˆt re´side dans leur simplicite´ de mise en œuvre et dans leur rapidite´ d’exe´cution.
Plusieurs boˆıtes peuvent eˆtre connecte´es ensemble afin d’obtenir une description plus
re´aliste. Par exemple, les boˆıtes peuvent eˆtre empile´es pour respecter la structure verticale
en couche de l’atmosphe`re (mode`le 1D).
Un point cle´ est l’utilisation du couplage “off-line” qui consiste a` re´soudre l’e´volution
des concentrations de polluants en utilisant des champs de forc¸age provenant d’un mode`le
me´te´orologique. Pour pouvoir tenir compte de l’impact des polluants sur les champs
me´te´orologiques, certains mode`les e´voluent vers l’inclusion de la re´solution des e´quations
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de´crivant le transfert radiatif et dynamique de l’atmosphe`re (Par exemple MESO-NH-C,
[Tulet, 2000]).
1.1.2.1 Les e´chelles
Les phe´nome`nes relatifs a` la pollution atmosphe´rique se de´clinent selon diffe´rentes
e´chelles d’espace et de temps. Selon l’e´chelle spatiale vise´e, les phe´nome`nes repre´sente´s ne
sont pas les meˆmes. On distingue :
• le niveau local ou pollution de proximite´ dont l’e´chelle de temps est de l’ordre de
l’heure. On s’inte´resse dans ce cas aux grandes villes et zones fortement peuple´es
parce que c’est la` que se situe la plupart des sources de pollution due aux activite´s
humaines et que la majeure partie de la population re´side en respirant l’air pollue´.
La pollution provient des effets directs du chauffage, des fume´es des usines et des
transports.
• le niveau re´gional ou pollution a` longue distance dont l’e´chelle de temps, de l’ordre
de quelques jours, permet de prendre en compte la pollution qui se forme a` des
centaines de kilome`tres de leur sources e´mettrices comme l’acidification et la
pollution photochimique.
• le niveau global ou pollution plane´taire dont l’e´chelle de temps est de l’ordre de
quelques mois a` quelques anne´es. Les polluants les plus stables chimiquement sont
e´tudie´s. Il s’agit en particulier de la destruction de l’ozone stratosphe´rique et de
l’effet de serre.
1.1.2.2 Les applications
Plusieurs raisons peuvent amener a` l’utilisation d’un CTM. Les applications courantes
sont typiquement les suivantes :
• La compre´hension des phe´nome`nes passe par l’analyse d’e´pisodes de pollution afin
d’en e´valuer les causes (Quelle est l’influence de tel processus au regard de celle de
tel autre pour cette situation de pic de pollution ?). Ce sont des e´tats re´els que l’on
s’attache a` reproduire a posteriori en analysant les processus pre´ponde´rants dans
une situation particulie`re.
• Les e´tudes d’impacts consistent a` e´valuer l’effet de mesures applique´es a` une
situation, comme par exemple, la re´duction des e´missions. Il peut s’agir aussi
d’e´tudes prospectives a` plus ou moins long terme pour e´valuer l’impact en terme
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de qualite´ de l’air de la mise en place d’un plan de de´placement urbain. Ici, c’est
la relation entre´e/sortie qui doit eˆtre de´crite pre´cise´ment. Un exemple typique est
donne´ dans le chapitre 2.
• La repre´sentation de la qualite´ de l’air sur un site donne´ (cartographie) peut donner
une e´valuation de la qualite´ de l’air sur des zones peu mesure´es.
• La pre´vision ope´rationnelle de la qualite´ de l’air en terme de pic ou de valeurs
moyennes de pollution commence e´galement a` eˆtre effectue´e (voir par exemple les
pre´visions quotidiennes de PREV’AIR, http://prevair.ineris.fr).
1.2 La plate-forme POLAIR3D
On va a` pre´sent s’attacher a` donner une description du syste`me POLAIR3D qui simule
l’e´volution d’un polluant dans l’atmosphe`re.
1.2.1 Structure d’un CTM
Une simulation de l’e´volution des polluants dans l’atmosphe`re peut eˆtre de´compose´e
en trois e´tapes :
1. La construction des entre´es du mode`le : e´missions, me´te´orologie, de´poˆt, conditions
aux limites, atte´nuation photolytique. Cela ne´cessite en particulier de disposer de
champs me´te´orologiques tels que le vent, la tempe´rature, la pression, l’humidite´,
la radiation solaire, le contenu en eau des nuages et la couverture nuageuse. Cette
e´tape est re´alise´e en amont du mode`le POLAIR3D en utilisant la librairie AtmoData
[Mallet, 2004], qui permet le traitement des donne´es atmosphe´riques et le calcul
d’entre´es pour un code de chimie atmosphe´rique.
2. La re´solution du syste`me d’e´quations de conservation pour chaque polluant (PO-
LAIR3D).
3. L’e´valuation du mode`le par comparaison aux observations.
Ces trois parties ont e´te´ bien se´pare´es dans la conception de POLAIR3D et les
e´changes entre les trois modules se fait par l’interme´diaire de fichiers binaires.
La figure 1.6 sche´matise les diffe´rentes composantes d’un CTM et leurs interactions.
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Fig. 1.6 – Composantes d’un mode`le de qualite´ de l’air [Seinfeld, 1985]
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Les donne´es d’entre´es indispensables pour l’application de POLAIR3D peuvent eˆtre
ainsi classe´es en plusieurs cate´gories :
– les champs me´te´orologiques : vent, flux solaire, tempe´rature, pression, humidite´,
couverture nuageuse, pre´cipitations, contenu en eau liquide des nuages.
– le type de sol : rugosite´, couvert ve´ge´tal.
– les inventaires d’e´missions : principaux e´metteurs, quantite´s e´mises par type d’acti-
vite´ et par secteur ge´ographique.
– les espe`ces : solubilite´, re´activite´, diffusivite´, masses molaires, conditions aux limites.
1.2.2 Equation de dispersion atmosphe´rique
L’e´quation de dispersion atmosphe´rique est obtenue a` partir de l’e´quation de conser-
vation apre`s de´composition de Reynolds et application de la the´orie–K pour mode´liser les
fluctuations tre`s petites de la turbulence. Pour chaque espe`ce chimique indice´e par i, on
obtient :
∂Ci
∂t
= −div (UCi) + div (K∇Ci) + χi (C)− ΛiCi + Si (1.6)
ou` C de´signe le vecteur des concentrations, U est le vecteur de vent moyen, K est la
diffusion turbulente, χi est la production–destruction chimique, Λi est le coefficient de
lessivage sous les nuages et Si est une e´mission ponctuelle. Les termes qui figurent dans
cette e´quation sont explicite´s dans la suite.
Les flux au sol (de´poˆt et e´mission) interviennent comme condition au limite de la
diffusion verticale, qui s’e´crit pour l’espe`ce i :
φisol = Ei − vide´poˆtCi (1.7)
avec Ei les e´missions et v
i
de´poˆt la vitesse de de´poˆt de l’espe`ce i.
Le mode`le adopte une approche tri-dimensionnelle eule´rienne, qui consiste a` diviser en
mailles horizontales et verticales la re´gion conside´re´e et a` y re´soudre les diffe´rents proces-
sus en tenant compte de leurs interactions. Le domaine est dit a` aire limite´e, c’est-a`-dire
qu’il est centre´ sur la re´gion d’inte´reˆt. Les coordonne´es sont des latitudes–longitudes per-
mettant de prendre en compte la courbure de la Terre. Les altitudes sont de´finies a` partir
du sol et incluent donc le relief. Le niveau infe´rieur du mode`le se situe au-dessus d’une
hauteur re´percutant la rugosite´ de la canope´e. L’accent est porte´ sur les trois premiers kilo-
me`tres en bas de la troposphe`re dans lesquels se de´veloppe la couche limite atmosphe´rique.
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En coordonne´es sphe´riques l’e´quation de conservation 1.6 s’e´crit :
∂Ci
∂t
+
1
z cosφ
[
∂ uCi
∂λ
+
∂ vCi cosφ
∂φ
]
+
1
z2
∂ wCiz
2
∂z
(1.8)
=
1
z cosφ
[
∂
∂λ
(
Kλ
z cosφ
∂Ci
∂λ
)
+
∂
∂φ
(
Kφ cosφ
∂c
∂φ
)]
+
1
z2
∂
∂z
(
z2Kz
∂c
∂z
)
+ χi (C, λ, φ, z, t) + Si (λ, φ, z, t)
ou` u, v, w sont les composantes de la vitesse du vent dans le syste`me de coordonne´es
(λ, φ, z), λ et φ de´signent respectivement la longitude et la latitude. z est la coordonne´e
verticale mesure´e a` partir du centre de la Terre.
Il est pratique de faire l’approximation z = r ou` r ≃ 6378 kilome`tres est le rayon
terrestre suppose´ constant et d’introduire le changement de variable :

x=r.λ
y=r. sin(φ)
z=z − zsol
L’e´quation s’e´crit alors :
∂Ci
∂t
+
∂
∂x
(U∗Ci) +
∂
∂y
(V ∗Ci) +
∂
∂z
(wCi) (1.9)
=
∂
∂x
(
Kx
∂Ci
∂x
)
+
∂
∂y
(
Ky
∂Ci
∂y
)
+
∂
∂z
(
Kz
∂Ci
∂z
)
+ χi (C, x, y, z, t) + Si (x, y, t)
ou`
U∗ = u/ cosφ , V ∗ = v cosφ (1.10)
Kx = Kφ/ cos
2 φ , Ky = Kλ cos
2 φ (1.11)
L’e´quation (1.9) est l’e´quation ge´ne´rale qui gouverne le mode`le POLAIR3D. Une
modification des variables d’entre´es : vitesse du vent et constante de diffusion horizontale
permet donc de re´soudre une e´quation comparable a` celle que nous aurions dans un repe`re
carte´sien.
1.2.3 Composantes du mode`le et description des processus
1.2.3.1 Advection et diffusion
Deux termes de transport apparaissent dans l’e´quation (1.6). Au premier ordre,
l’advection est essentiellement horizontale et la diffusion verticale. Il est important de
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bien de´crire ces deux termes de transport notamment lorsqu’ils sont tous les deux faibles
parce que cette situation favorise l’accumulation de polluants et conduit a` l’apparition de
pics de pollution.
Lorsqu’elles ne sont pas directement adapte´es a` la re´solution du maillage, les compo-
santes horizontales du vent sont interpole´es line´airement et la composante verticale est
recalcule´e pour respecter l’e´quation de continuite´ selon :
Ui+1,j,k − Ui,j,k
∆xi,j,k
+
Vi,j+1,k − Vi,j,k
∆yi,j,k
+
Wi,j,k+1 −Wi,j,k
∆zi,j,k
= 0 (1.12)
A moins de re´soudre toutes les e´chelles, il est ne´cessaire d’introduire la de´composition
de toute grandeur physique φ en un champ moyen φ¯ et une fluctuation φ
′
. Ainsi,
φ = φ¯+φ
′
avec φ¯′ = 0. Dans l’e´quation 1.6, le terme de corre´lation w′c′ est classiquement
mode´lise´ en utilisant la the´orie K par −K∇c¯, traduisant que le flux vertical turbulent est
proportionnel au gradient de concentration vertical. On notera qu’en toute rigueur, cette
approche devrait aussi eˆtre applique´e pour le terme de chimie†1.
Le coefficientKz est de´termine´ a` partir la parame´trisation de Louis [Louis et al., 1982].
Le calcul met en jeu une fonction qui diffe`re selon le signe du nombre de Richardson
(indicateur de la stabilite´ de l’atmosphe`re). On conside`re que la troposphe`re n’est jamais
parfaitement stable ce qui impose une valeur critique maximale pour le nombre de
Richardson Ric. Une valeur the´orique de 0.21 est pre´conise´e mais les mode`les utilisent en
pratique une valeur comprise entre 0.15 et 1.
La grande sensibilite´ des parame`tres est mise en e´vidence sur la figure 1.7. Elle repre´-
sente des valeurs horaires d’ozone en µg.m−3 pendant dix jours sur Europe. L’influence
est tre`s nette la nuit ou` un brassage vertical plus important conduit a` des valeurs d’ozone
plus fortes. Comparativement les pics de l’apre`s-midi sont peu influence´s par ce parame`tre.
Les flux de concentrations de polluants apporte´s de l’exte´rieur du domaine sont pris en
compte par l’interme´diaire de concentrations advecte´es au niveau des faces late´rales. Elles
proviennent par exemple d’une simulation a` plus grande e´chelle. A l’e´chelle continentale,
MOZART2 ([Hauglustaine et al., 1998]) fournit des valeurs journalie`res typiques pour
certaines espe`ces chimiques. Dans le cadre d’une application re´gionale, nous la couplons
a` une simulation a` l’e´chelle continentale (one-way nesting).
†1Comme de´crit dans [Sportisse, 1999], l’erreur introduite de´pend de la diffusion et de la non-line´arite´
de la chimie.
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Fig. 1.7 – Concentrations horaires d’ozone a` Lille (Simulation europe´enne) pour deux
valeurs du nombre de Richardson critique. Les ronds pleins (respectivement vides) corres-
pondent a` Ric = 0.25 (respectivement Ric = 1).
1.2.3.2 De´poˆt
Le flux de de´poˆt sec est parame´trise´ classiquement par une vitesse de de´poˆt que mul-
tiplie une concentration. La mode´lisation utilise´e met en jeu trois re´sistances en se´rie et
repre´sente relativement bien le processus [Wesely, 1989]. Chacune des re´sistances traduit
un phe´nome`ne devenant pre´ponde´rant au cours du transfert de l’atmosphe`re vers le sol.
φde´poˆt = vdepC =
C
Ra +Rb +Rc
(1.13)
ou` :
• Ra de´signe la re´sistance ae´rodynamique et est pilote´e principalement par la
turbulence atmosphe´rique. Elle est inde´pendante du polluant conside´re´.
• Rb correspond a` la re´sistance attribue´e a` la sous-couche tre`s proche de la canope´e.
Elle traduit l’importance de la diffusion mole´culaire dans la fine couche quasi-
laminaire d’air en contact avec la surface du sol.
• Rc est la re´sistance de la canope´e. Elle est fonction du polluant, de l’occupation du
sol, de l’humidite´ et de la saison. Elle correspond aux interactions physico-chimiques
entre le polluant et la surface d’absorption. Elle inclut notamment l’action du
couvert ve´ge´tal. Les jeux de constantes sont attribue´es en fonction de la saison et
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les phases de transition avec et sans feuilles ne sont pas pre´cise´ment de´crites ce qui
conduit a` de fortes variations lors des changements de saisons.
La figure 1.8 repre´sente des valeurs typiques de de´poˆt sec d’ozone pour l’anne´e 1998.
Fig. 1.8 – Moyenne annuelle de vitesse de de´poˆt d’ozone en m.s−1 .
1.2.3.3 Les e´missions
Les cadastres d’e´missions recensent l’ensemble des e´missions gazeuses d’une zone
ge´ographique avec leur distribution spatiale et temporelle. Ces bases de donne´es sont
e´tablies a` partir de mode`les d’e´missions tenant compte de donne´es diverses (population,
indice de production, comptages routiers, consommation d’e´nergie, tempe´rature, flux
solaires, occupation des sols, ...).
Deux types d’approches sont utilise´es simultane´ment pour constituer cette base. La
premie`re de type ”top-down” consiste a` collecter des donne´es ge´ne´rales qui concernent
la zone d’e´tude et a` les redistribuer aux e´chelles spatiales et temporelles souhaite´es. La
seconde approche de type ”bottom-up” a pour principe de collecter les donne´es les plus
fines possibles et de les rassembler pour obtenir la re´solution voulue.
S’il est relativement simple d’e´tablir un inventaire pour les sources fixes, le travail est
beaucoup plus complexe pour les sources mobiles. En pratique, il est possible de re´aliser
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des reconstructions de cadastre a` partir de mesures du trafic.
Pour utiliser ces donne´es dans les mode`les de qualite´ de l’air, il est ne´cessaire de
connaˆıtre la composition chimique de chaque source d’e´missions et de quantifier son
flux avec une re´solution spatiale et temporelle en relation avec le domaine d’e´tude et la
pe´riode conside´re´e, ainsi qu’avec le mode`le chimique utilise´. Typiquement, un inventaire
comprend les e´missions totales annuelles d’espe`ces inventaires comme CO, NOx, SO2 et
COV qui sont re´fe´rence´es par secteur d’activite´ selon la nomenclature SNAP (Selected
Nomenclature for Air Pollution). Eventuellement, elles peuvent de´ja` avoir e´te´ re´parties
par mailles en utilisant des crite`res tels que les tailles de population par exemple.
Les e´missions sont de´compose´es le plus couramment en des flux de surface qui servent
de condition au limite au sol (c’est le terme Ei dans l’e´quation 1.7) et des flux volumiques
en altitude (Si, voir l’e´quation 1.6). Nous avons modifie´e la distribution verticale utilise´e
dans le mode`le EMEP (tableau 1.1) pour qu’elle soit adapte´e a` la re´solution verticale du
mode`le. Elle conside`re que les e´missions provenant du trafic routier, de l’utilisation de
solvants, de l’agriculture sont exclusivement e´mises au sol tandis que les autres secteurs
d’activite´s e´mettent a` la fois au sol et en altitude. Pour l’industrie (SNAP 1), les niveaux
e´leve´s d’e´missions correspondent a` la prise en compte d’une sur-hauteur d’e´mission
provenant du fait que les gaz d’e´jection en sortie de chemine´e montent rapidement dans
l’atmosphe`re en raison de leur tempe´rature e´leve´e.
hauteur sol 92 m 184 m 324 m 522 m 781 m 1106 m
SNAP 1 0 0 0 8 46 29 17
SNAP 2 16.7 33.3 50 0 0 0 0
SNAP 3 0 0 4 19 41 30 6
SNAP 4 30 60 10 0 0 0 0
SNAP 5 30 60 10 0 0 0 0
SNAP 6 100 0 0 0 0 0 0
SNAP 7 100 0 0 0 0 0 0
SNAP 8 100 0 0 0 0 0 0
SNAP 9 3.3 6.7 15 40 35 0 0
SNAP 10 100 0 0 0 0 0 0
Tab. 1.1 – Re´partition verticale des e´missions par SNAP utilise´e dans le mode`le EMEP.
Lorsqu’une hauteur d’e´mission est disponible, comme c’est le cas par exemple pour des
chemine´es industrielles, les e´missions sont disperse´es instantane´ment dans tout le volume
de la maille correspondante (c’est le terme Si dans l’e´quation 1.6). En pratique, cela peut
conduire a` des maxima de concentrations trop forts. Pour l’e´viter, on peut faire appel a`
un sous-mode`le (plume-in-grid) qui conside`re individuellement des bouffe´es lagrangiennes
soumises a` la dispersion et a` l’e´volution chimique jusqu’a` ce que leur de´veloppement soit
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suffisant pour eˆtre inse´re´es dans le mode`le.
La re´partition horizontale applique´e par le mode`le de ge´ne´ration d’e´missions est faite
selon un crite`re qui accorde un poids plus important aux types de sol urbain, en compa-
raison a` la foreˆt ou aux autres types de sol. Pour une maille inventaire d’e´mission totale E
comportant Nurb sous-mailles urbaines, Nfor sous-mailles de foreˆt et Nautres sous-mailles
des autres types de sol, l’e´mission e<type> d’une sous-maille dont le type de sol est < type >
(a` choisir entre urbain, foreˆt et autres) est donne´e par :
e<type> =
E
γurbNurb + γforNfor + γautresNautres
× γ<type>
ou` γ<type> est le poids accorde´ a` chaque type de sol. Par exemple, nos simulations sont
effectue´es avec γurb = 12, γfor = 1.6 et γautres = 1.
La re´partition temporelle est re´alise´e sur la base des coefficients mensuels, journaliers
et horaires donne´s par pays et par classes SNAP (GENEMIS). A chaque espe`ce inventaire
correspond une spe´ciation en espe`ces re´elles, puis cette description de´taille´e est agre´ge´e
en espe`ces mode`les (figure 1.9). Par exemple, les COVNM sont ventile´s en classes de
compose´s de re´activite´s similaires puis agre´ge´s en utilisant une proce´dure spe´cifique
propose´e par Middleton [Middleton et al., 1990] qui fait varier les coefficients d’agre´gation
en fonction de l’inte´grale temporelle de OH.
Fig. 1.9 – Spe´ciation-agre´gation des compose´s organo-volatils.
Les e´missions bioge´niques (terpe`nes et isopre`nes) sont calcule´es se´pare´ment en fonc-
tion du type de sol, de l’e´clairement et de la tempe´rature en suivant [Simpson et al., 1999].
La figure 1.10 repre´sente les valeurs d’e´missions surfaciques de NOx pour l’anne´e 1998.
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Fig. 1.10 – Emissions surfaciques moyennes de NOx (µg.m
−2s−1).
1.2.3.4 Chimie troposphe´rique
Les me´canismes gazeux e´tant a` l’origine de la pollution photochimique sont a` pre´sent
relativement bien compris et ont e´te´ imple´mente´s dans un nombre important de sche´mas
chimiques.
Les compose´s chimiques dans l’atmosphe`re sont de l’ordre de plusieurs milliers et les
re´actions chimiques se produisant entre eux sont encore plus nombreuses. Actuellement,
tous ces compose´s ne sont pas bien connus et il est impossible de simuler toutes ces
re´actions chimiques dans les mode`les 3D pour des raisons e´videntes de couˆt de calcul. Les
me´canismes chimiques utilise´s sont donc base´s sur une repre´sentation simplifie´e des espe`ces
chimiques en les regroupant par classe de compose´s ayant des proprie´te´s mole´culaires ou
re´actionnelles semblables. Un large e´ventail de sche´mas chimiques existent comme par
exemple RACM [Stockwell et al., 1997b], RADM2, SAPRC, CBM-IV, MELCHIOR, etc
... Un outil de ge´ne´ration automatique de re´actions chimiques comme SPACK (Simplified
Preprocessor for Atmospheric Chemical Kinetics [Djouad et al., 2002a]) s’ave`re utile pour
ge´ne´rer facilement les me´canismes.
Les constantes photolytiques sont de´terminantes pour la simulation des espe`ces
photochimiques. L’approche retenue consiste a` les calculer par ciel clair, ce qui permet de
les tabuler uniquement en fonction de la latitude, de l’altitude et du temps. Un facteur
correctif (atte´nuation) fonction de la couverture nuageuse leur est applique´ localement.
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1.2.4 Sche´mas nume´riques
La re´solution nume´rique soule`ve de nombreuses difficulte´s, notamment du fait de la
taille du syste`me a` conside´rer (plusieurs dizaines d’espe`ces chimiques) mais e´galement a`
cause de la dispersion des e´chelles de temps caracte´ristiques des phe´nome`nes chimiques
(de quelques nanosecondes pour les espe`ces les plus re´actives a` des mois ou des anne´es
pour les espe`ces les plus stables). Ceci induit la raideur de ce syste`me, qui constitue un
des principaux obstacles pour la simulation (impact en terme de couˆt calcul, utilisation
de solveurs spe´cifiques implicites, ...).
POLAIR3D utilise une me´thode de de´composition d’ope´rateurs (time splitting) qui
consiste a` re´soudre les diffe´rents processus de manie`re de´couple´e ce qui permet l’applica-
tion d’un sche´ma nume´rique spe´cifique a` chaque processus. Le gain en temps de calcul est
significatif. L’ordre de re´solution des processus est important ([Sportisse, 1999]). Conside´-
rons l’e´quation de dispersion atmosphe´rique sous la forme fonctionnelle suivante :
∂ci
∂t
= Ladv(ci) + Ldiff (ci) + Lchem(c)i (1.14)
Les ordres de re´solution possibles sont les suivants :
• Splitting de premier ordre :
1. Inte´gration de Ladv sur [t, t+∆t],
2. Inte´gration de Ldiff sur [t, t+∆t],
3. Inte´gration de Lchem sur [t, t+∆t],
• Strang Splitting (ordre 2) :
1. Inte´gration de Ladv sur [t, t+
∆t
2 ],
2. Inte´gration de Lchem sur [t, t+
∆t
2 ],
3. Inte´gration de Ldiff sur [t, t+∆t],
4. Inte´gration de Lchem sur [t+
∆t
2 , t+∆t],
5. Inte´gration de Ladv sur [t+
∆t
2 , t+∆t],
• AMF (Approximate Matrix Factorization, [Botchev, 2003]) :
Cette approche utilise l’ordre de re´solution pre´ce´dent en re´solvant de manie`re couple´e
la chimie et la diffusion verticale. Elle est base´e sur un splitting au niveau alge´brique
des matrices intervenant dans le solveur Rosenbrock (paragraphe 1.2.4.2) :
(I − γ∆tAchem+diffz) ∼ (I − γ∆tAchem)(I − γ∆tAdiffz) (1.15)
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ou` A de´signe le jacobien du syste`me. Cette approximation permet d’e´viter l’inversion
du syste`me couple´ dont la dimension est le produit du nombre de points de grille
par le nombre d’espe`ces chimiques.
Des tests pre´alables de comparaison ont e´te´ effectue´s et sont pre´sente´s dans le tableau
1.2. Ils correspondent a` une simulation europe´enne sur un an. Les sorties horaires de O3,
NO et NO2 pre´sentent plus de 99% de corre´lation. Par la suite, les calculs de ce manuscrit
ont e´te´ re´alise´s avec un splitting d’ordre 1.
AMF Strang Ordre 1
NO2 max 134.2543 134.0437 132.466
mean 21.81169 21.80232 21.7875
NO max 78.9695 79.0501 79.244
mean 3.727317 3.725399 3.70977
O3 max 336.1618 336.1939 335.5024
mean 58.9784 58.9891 58.9971
Tab. 1.2 – Comparaison de diffe´rents types de splitting : AMF, Strang et ordre 1 sur des
sorties horaires pour l’anne´e 1998 a` l’e´chelle europe´enne en valeur maximale et moyenne
spatio-temporelles.
Le pas de temps utilise´ pour les simulations est de l’ordre de 10 minutes. Il permet a`
la fois de respecter la condition de CFL mais aussi de limiter les erreurs introduites par
la de´composition d’ope´rateur. Typiquement, le temps CPU pour un calcul europe´en est
re´parti comme suit :
– 50 % : chimie,
– 25 % : advection,
– 25 % : diffusion.
1.2.4.1 Inte´gration de l’advection
Le sche´ma nume´rique d’advection est le sche´ma ’Direct Space Time’ (e´voque´ dans
[Spee, 1998]) qui fait partie de la famille des sche´mas de type volumes finis avec limiteur de
flux. Le limiteur de flux est particulie`rement adapte´ pour re´soudre le transport de polluants
ine´galement re´partis spatialement, comme c’est le cas au sol a` cause de l’he´te´roge´ne´ite´ des
e´missions. Son principe est de calculer pour chacune des faces de la maille le flux de
polluants F en faisant le meilleur compromis entre pre´cision (discre´tisation ordre 3) et
stabilite´ (discre´tisation ordre 1). Il s’e´crit de la manie`re suivante :
cn+1i = c
n
i + (Fi− 1
2
− Fi+ 1
2
) (1.16)
ou` :
40 Chapitre 1 – Le mode`le de Chimie–Transport POLAIR3D
– Si ui+ 1
2
≥ 0 :
Fi+ 1
2
= νi+ 1
2
(
ci + ψ
(
νi+ 1
2
, θi
)
(ci+1 − ci)
)
(1.17)
– Si ui+ 1
2
< 0 :
Fi+ 1
2
= −νi+ 1
2
(
ci+1 + ψ
(
νi+ 1
2
,
1
θi+1
)
(ci − ci+1)
)
(1.18)
ψ est le limiteur de flux de Sweby [Spee, 1998] et est donne´ par :
ψ(ν, θ) = max(0,min(1, d0(ν) + d1(ν)θ, µθ) (1.19)
ou`
d0(ν) =
1
6
(2− ν)(1− ν) , d1(ν) = 1
6
(1− ν2) , (1.20)
νi+ 1
2
=
∆t
∆x
∣∣∣ui+ 1
2
∣∣∣ , θi = ci − ci−1
ci+1 − ci (1.21)
et le parame`tre µ dans (1.19) et pris comme dans [Verwer et al., 1998] selon :
µ =
1− ν
ν
(1.22)
Ce sche´ma posse`de aussi les proprie´te´s essentielles de conservation de masse, de
monotonie et de positivite´. Ces proprie´te´s ne sont respecte´es qu’avec un champ de vent
respectant l’e´quation de continuite´. Aussi, il est important que le champ de vent utilise´
par le mode`le (souvent obtenu par interpolation du champ me´te´orologique a` plus grande
e´chelle) soit a` divergence nulle. Ceci est re´alise´ dans POLAIR3D par un recalcul de la
vitesse verticale respectant cette condition.
La stabilite´ est assure´e par le respect de condition de Courant-Friedrichs-Lewy (CFL)
qui relie le pas de temps ∆t, la discre´tisation spatiale ∆x et la vitesse du vent u par la
relation :
∆t <
∆x
u
(1.23)
1.2.4.2 Solveur de Rosenbrock
L’inte´gration nume´rique temporelle de la diffusion et de la chimie se fait par la me´thode
de Rosenbrock ([Verwer et al., 1999]), qui est une me´thode semi-implicite de la famille des
me´thodes de Runge-Kutta particulie`rement adapte´e a` la re´solution des syste`mes raides.
On se re´fe`re par exemple a` [Djouad et al., 2002a] pour une description plus de´taille´e. Cette
raideur est tre`s marque´e pour la chimie a` cause de la disparite´ des vitesses de re´actions.
Cette me´thode est performante mais reste couˆteuse car elle re´sout le syste`me par une
double inversion d’un syste`me line´aire. Conside´rons l’e´quation suivante :
∂c
∂t
= f(t, c) (1.24)
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On note ∆t = tn+1 − tn et A une approximation de ∂f∂c (tn, cn).
On conside`re habituellement le sche´ma de Rosenbrock non-autonome :
cn+1 = cn +∆tb1k1 +∆tb2k2 (1.25)
avec {
k1 = f(tn, cn) + ∆tγAk1
k2 = f(tn + α12∆t, cn + α21∆tk1) + ∆tγ21Ak1 +∆tγAk2
(1.26)
La me´thode est d’ordre deux et est consistante pour tout A, si et seulement si :
b1 = 1− b2 ; γ21 = − γ
b2
; α21 =
1
2b2
. (1.27)
De plus, la me´thode est A-stable si et seulement si γ ≥ 14 . Elle est L-stable pour
γ = 1±
√
2
2 . La me´thode programme´e dans POLAIR3D utilise b2 =
1
2 et γ = 1 +
√
2
2 . On
remplace k2 par k2 − 2k1, et, dans le cas autonome, on obtient le sche´ma suivant :
cn+1 = cn +
3
2
∆tk1 +
1
2
∆tk2 (1.28)
avec {
(I − γ∆tA) · k1 = f(tn, cn)
(I − γ∆tA) · k2 = f(tn+1, cn +∆tk1)− 2k1
(1.29)
Le caracte`re creux de la matrice (I − γ∆tA) est mis a` profit en ge´ne´rant automati-
quement le code qui n’effectue que les ope´rations ne´cessaires de la de´composition LU, ce
qui apporte un gain de temps significatif (jusqu’a` 3 pour le sche´ma RACM ou` la matrice
comporte environ 80 % de “ze´ros”) ).
1.2.5 Utilisation ante´rieure de POLAIR3D et comparaison a` des me-
sures
Pour e´valuer la qualite´ d’une simulation, les concentrations simule´es sont compare´es
statistiquement aux observations disponibles. Elles sont interpole´es line´airement aux
endroits ou` se trouvent les capteurs. On suppose que les observations sont une repre´-
sentation satisfaisante de la re´alite´, notamment qu’elles ne contiennent pas une erreur
syste´matique instrumentale ou de repre´sentativite´.
L’e´volution des mode`les se fait en ge´ne´ral sur les crite`res suivants :
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– Le biais s’obtient en sommant pour toutes les mesures la diffe´rence entre les sorties
de mode`le et les observations. Un biais nul indique qu’en moyenne le mode`le ne
commet pas d’erreur.
– La RMS (Root Mean Square) se calcule en sommant cette meˆme diffe´rence pre´ala-
blement e´leve´e au carre´. Elle permet d’estimer la dispersion des erreurs.
– Le coefficient de corre´lation est un nombre compris entre −1 et 1. S’il est proche de
1, la variabilite´ du phe´nome`ne est bien repre´sente´e.
A l’e´chelle re´gionale, POLAIR3D a e´te´ compare´ aux mesures de la campagne re´gionale
ESQUIF sur l’Ile-de-France. La simulation a montre´ de bonnes capacite´s a` reproduire les
observations d’ozone sur la pe´riode d’observation intensive du 7 au 9 Aouˆt 1998, pendant
laquelle de fortes valeurs de pollution ont e´te´ observe´es [Sartelet et al., 2002]. POLAIR3D
participe actuellement a` l’exercice d’intercomparaison de mode`les sur la re´gion Fos-
Berre-Marseille durant l’e´te´ 2001 (ESCOMPTE) et a e´galement servi a` mener des e´tudes
d’impacts de la centrale de production thermique de Martigues ([Taghavi et al., 2004]).
A l’e´chelle europe´enne, une simulation de quatre mois (de Mai a` Aouˆt 2001) a e´te´
compare´e aux observations de plusieurs pays [Mallet et Sportisse, 2004]. Les scores de
pre´vision sur les pics d’ozone a` 15 heures e´taient un biais moyen de −5.7µg.m−3, une
corre´lation de 69 % et une RMS de 25µg.m−3 a` mettre en regard des niveaux moyens de
concentrations de 80µg.m−3.
POLAIR3D a e´galement servi a` faire de la mode´lisation d’impact ([Boutahar, 2004])
et a` simuler le mercure et les me´taux lourds ([Roustan, 2005]). Enfin, deux sche´mas d’ae´-
rosols ont e´te´ imple´mente´s dans POLAIR3D : le mode`le MAM (Modal Aerosol Model,
[Sartelet, 2004]) et le mode`le SIREAM (Size Resolved Aerosol Model, [Debry, 2004]) et
sont en cours d’e´valuation.
Chapitre 2
Mode´lisation de la qualite´ de l’air
sur la re´gion de Lille
Re´sume´
Le mode`le de Chimie-Transport POLAIR3D a e´te´ valide´ dans de nombreuses applica-
tions qui vont a` l’e´chelle continentale, et ce pour plusieurs types de traceurs conside´re´s
(me´taux lourds, mercure, traceur passif, photochimie).
On pre´sente ici le cas de la mode´lisation de la qualite´ de l’air pour la re´gion de
Lille. Cette mode´lisation s’inscrit dans le cadre d’un projet du PREDIT, en collaboration
notamment avec le CETE de Nord-Picardie, dont l’objectif e´tait la quantification de
l’impact en terme de qualite´ de l’air de plusieurs sce´narii de transport pour le Plan de
De´placement Urbain de Lille.
Cette e´tude a donc permis de bien quantifier la sensibilite´ aux divers sce´narii d’e´mission
d’un mode`le de Chimie Transport sur de longues pe´riodes en temps (de l’ordre de l’anne´e).
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Pre´sentation
Cette e´tude de mode´lisation de la qualite´ de l’air a e´te´ re´alise´e pour e´valuer l’impact
du plan de de´placement urbain de Lille en terme de concentrations de polluants a` l’e´chelle
re´gionale. Ces concentrations repre´sentent des teneurs de fond de polluants parmi lesquels
les oxydes d’azote ont e´te´ se´lectionne´s comme e´tant des indicateurs de la pollution
atmosphe´rique. Elles serviront par la suite a` un mode`le de sante´ dont le roˆle est de
permettre une e´valuation des effets a` long terme de l’exposition de la population pour
deux sce´narios a` horizon 2015 : avec et sans plan de de´placement urbain.
Le CEREA†1 a de´veloppe´ des outils permettant de mode´liser ces processus et d’obtenir
une description spatiale et temporelle fine des niveaux de polluants notamment sur un
domaine re´gional telle que l’agglome´ration Lilloise. Cette e´tude de´crit l’obtention de la
variation dans l’espace et dans le temps des concentrations de polluants pour l’anne´e de
re´fe´rence 1998 et l’anne´e 2015 sur l’agglome´ration lilloise. Elle s’est appuye´e sur la mise
en œuvre de donne´es d’e´missions correspondant au trafic routier :
– Pour l’anne´e de re´fe´rence 1998.
– A horizon 2015 sans plan de de´placement urbain.
– A horizon 2015 avec plan de de´placement urbain.
Les e´chelles conside´re´es sont d’une part continentale pour de´crire la pollution de fond
re´sultant du transport a` longue distance des polluants contribuant de manie`re sensible
aux teneurs mesure´es sur Lille et d’autre part re´gionale pour prendre en compte les
sources d’e´missions situe´es dans l’environnement imme´diat.
Ce chapitre est organise´ de la manie`re suivante. Le re´seau d’observations est de´crit
dans le paragraphe 1. La simulation sur l’agglome´ration lilloise est de´crite dans une partie
2. Une troisie`me partie pre´sente la comparaison de l’anne´e de re´fe´rence 1998 aux mesures
et les re´sultats des simulations pour 2015.
2.1 Les observations
2.1.1 Les stations de mesures
Les champs de concentrations obtenus en sortie de simulation sont des moyennes a` un
instant donne´ sur l’ensemble de la maille. Ge´ne´ralement, la comparaison a` des mesures
s’effectue a` partir de moyennes horaires ou journalie`res interpole´es horizontalement
au point de mesure. La valeur simule´e dans la premie`re maille verticale est utilise´e.
Elle se compare a` des mesures repre´sentatives de la pollution au-dessus de la canope´e
†1laboratoire commun EDF R&D / ENPC
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comme cela est de´fini dans les strate´gies de surveillance de la qualite´ de l’air. Elle ne re-
pre´sente en aucun cas une concentration a` hauteur de voies respiratoires (exposition re´elle).
La qualite´ de l’air dans l’agglome´ration lilloise est surveille´e par le re´seau de sur-
veillance de la qualite´ de l’air AREMA. Ce re´seau de mesures inclut trois sortes de
stations de´finies par le type de pollution que l’on veut mesurer : 6 stations de proximite´
automobile ou industrielle, 6 stations pe´riurbaines et 7 stations urbaines denses, selon la ty-
pologie de l’ADEME. Aucune station rurale n’est recense´e. Leur de´finition est la suivante :
• Station urbaine :
Cette station se trouve en milieu urbain suffisamment e´loigne´e de sources spe´cifiques
de pollution pour mesurer une pollution moyenne. Elle est repre´sentative de la
qualite´ de l’air ambiant sur l’agglome´ration dans un rayon de 100 me`tres a` 2
kilome`tres.
• Station pe´riurbaine :
Cette station se trouve en dehors de la zone agglome´re´e dans les espaces suffi-
samment habite´s. Elle permet de mesurer les polluants secondaires qui se forment
par re´action chimique en pe´riphe´rie des agglome´rations. Le rayon de son aire de
repre´sentativite´ est compris entre 1 et 5 kilome`tres.
• Station de proximite´ :
Cette station urbaine mesure la pollution aux abords d’une source ponctuelle et/ou
spe´cifique (industrie, voies de circulation importante ...). Sa repre´sentativite´ peut
eˆtre tre`s locale (10 a` 50 me`tres).
Les stations de fond (urbaines et pe´riurbaines) sont place´es dans des zones non influen-
ce´es par des sources d’e´missions locales, de fac¸on a` caracte´riser la pollution moyenne de
tout un secteur ge´ographique.
2.1.2 Evolution moyenne des mesures
Il est impossible de comprendre le comportement des oxydes d’azote sans e´voquer
la pollution photochimique. L’analyse des observations du re´seau AREMA apporte des
informations sur le roˆle des phe´nome`nes physiques mis en jeu sur l’agglome´ration lilloise.
Les re´sultats pre´sente´s par la suite ont e´te´ ve´rifie´s qualitativement sur le mode`le.
Les figures 2.2 et 2.3 pre´sentent des moyennes journalie`res de concentrations horaires
d’ozone, de monoxyde d’azote et de dioxyde d’azote mesure´es par le re´seau de mesure
pour les mois de Janvier-Fe´vrier et Mai-Juin. Les e´volutions temporelles pre´sentent des
similitudes mais les niveaux moyens et les amplitudes des variations sont tre`s diffe´rents
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pour ces deux pe´riodes. Les profils d’une journe´e moyenne sont typiques et correspondent
aux flux automobiles. On aperc¸oit clairement un pic matinal pour le NO et un pic en
soire´e moins marque´, correspondant aux de´parts du matin et aux retours du soir (voir la
figure 2.1 pour le profil moyen des e´missions de monoxyde d’azote correspondant au trafic
routier). Les heures indique´es sont exprime´es en temps universel. Il convient de rajouter
1 heure en hiver et 2 heures en e´te´ pour obtenir une heure locale.
Fig. 2.1 – Evolution moyenne des e´missions de NO provenant du trafic routier pour la
pe´riode Janvier–Fe´vrier (en vert, ronds pleins) et Mai–Juin (en noir, ronds vides).
2.1.2.1 Janvier-Fe´vrier
Les oxydes d’azote ont un profil caracte´ristique bi-modal. Le trafic routier s’amplifie
entre 4h et 6h et contribue a` une amplification par un facteur 3 du niveau d’e´missions
d’oxydes d’azote. Les polluants e´mis s’accumulent dans la couche de surface stable qui
s’est mise en place au cours de la nuit. Ceci entraˆıne une augmentation forte de NO (90
% des e´missions de NOx) a` partir de 5h. Ce phe´nome`ne s’accompagne d’une destruction
chimique de l’ozone par la re´action O3+NO → NO2+O2. Il en re´sulte une augmentation
du NO2 due principalement a` la formation chimique mais aussi a` l’e´mission directe de NOx.
Le rayonnement solaire chauffe le sol a` partir de 8h (heure de lever du soleil).
Progressivement, la tempe´rature du sol devient supe´rieure a` la couche d’air au-dessus.
La turbulence d’origine thermique se de´veloppe et mixe la couche de surface et la
couche re´siduelle pour former la couche de me´lange. Le me´lange vertical maximal est
atteint vers 15h. Pendant cette pe´riode, les e´missions de NOx sont dilue´es dans un
volume croissant. Aussi, les concentrations de NO et NO2 atteignent un minimum
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Fig. 2.2 – Evolution moyenne des polluants O3, NO et NO2 sur un jour durant la pe´riode
Janvier–Fe´vrier.
vers 15h. A l’oppose´, les concentrations d’ozone au sol de´crivent une e´volution syme´-
trique due a` la pre´sence abondante d’ozone dans la couche re´siduelle. Paralle`lement, la
photolyse e´tablit l’e´quilibre photo-stationnaire qui contribue a` accentuer les variations.
Apre`s 15h, le brassage diminue ce qui permet aux e´missions de recommencer a` s’accumuler.
Apre`s 18h, plusieurs facteurs agissent simultane´ment. D’une part, les e´missions du
trafic routier retrouvent progressivement leur niveau de nuit et d’autre part, le sol n’est
plus chauffe´ par le rayonnement solaire (le coucher du soleil a eu lieu vers 17h) ce qui se
traduit par le de´veloppement de la couche nocturne stable qui emprisonne les e´missions.
Progressivement, un e´quilibre de nuit s’e´tablit avec l’arrive´e sur le domaine de masses d’air
“propres”. Un pic de NO2 est pre´sent en soire´e. A ce moment de la journe´e, la destruction
photolytique de NO2 s’arreˆte faute de rayons solaires suffisamment e´nerge´tiques et le
surplus d’e´missions de NO duˆ au retour du soir est transforme´ en NO2 par l’ozone.
2.1.2.2 Mai-Juin
L’e´volution horaire des trois polluants en e´te´ ressemblent aux courbes obtenues en
hiver. Ne´anmoins, on note plusieurs diffe´rences :
• Le pic de NOx du matin est moins marque´ et celui du soir presque absent. La
principale diffe´rence tient au fait que la turbulence thermique se met en place
avant le pic d’e´mission du matin. Le lever du soleil a lieu a` 4h (coucher a` 20h).
L’ozone atteint un maximum tard dans l’apre`s-midi et limite le pic de NOx en soire´e.
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Fig. 2.3 – Mai–Juin
• Les niveaux moyens de polluants sont tre`s diffe´rents. La photolyse bien plus im-
portante qu’en hiver favorise la cre´ation d’ozone. Le brassage turbulent plus fort a
tendance a` diluer plus rapidement les e´missions, ce qui conduit a` des niveaux de NO
plus faible.
2.2 Conditions de la simulation
2.2.1 L’e´chelle continentale
L’agglome´ration lilloise fait partie d’une zone urbaine dense avec la pre´sence de
nombreuses villes (Lille, Roubaix, Tourcoing et Villeneuve d’Ascq). Meˆme si les pics de
pollution sont observe´s a` proximite´ des fortes sources d’e´missions, une part importante
de polluants est apporte´e de re´gions e´loigne´es. Le site pouvant se trouver dans le panache
de gros centres d’e´missions (Ruhr, Londres, Paris, etc). Ceci justifie d’avoir de bonnes
conditions aux limites pour cette e´tude re´gionale. Ainsi, une premie`re e´tape a consiste´ a`
faire une simulation sur un domaine large afin de fournir les concentrations aux limites
pour la simulation sur le domaine lillois.
Pour une utilisation simple de ces conditions aux limites, le domaine europe´en a e´te´
choisi de sorte qu’une maille co¨ıncide exactement avec le domaine lillois. La figure 2.4
repre´sente les e´missions annuelles de dioxyde d’azote pour l’anne´e 1998 sur le domaine
europe´en.
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Fig. 2.4 – Moyenne annuelle des flux d’e´missions de dioxyde d’azote. (microgrammes par
me`tre carre´ par seconde).
Neuf niveaux verticaux ont e´te´ de´finis entre le sol et trois mille me`tres, ce qui est
suffisant pour de´crire les processus qui ont lieu dans la couche limite atmosphe´rique. Le
premier niveau est de´fini au-dessus de la sous-couche rugueuse a` une hauteur correspon-
dant a` la somme des hauteurs de de´placement (hauteur caracte´ristique de baˆtiments par
exemple et de rugosite´ (typiquement quelques me`tres). La premie`re maille a une hauteur
de trente me`tres, qui correspond a` une hauteur typique de couche de surface. Le pas
de temps temporel est de 10 minutes. Les champs de forc¸age en entre´e de la chaˆıne de
mode´lisation sont interpole´s line´airement pour eˆtre utilisables a` cette re´solution. A chaque
pas de temps, les concentrations de toutes les espe`ces sont sauvegarde´es pour servir de
conditions aux limites pour la simulation a` l’e´chelle re´gionale (one-way nesting).
La simulation d’une dure´e d’un an inclut une pe´riode supple´mentaire de six jours,
permettant aux mode`le de se mettre a` l’e´quilibre et de ne plus de´pendre des conditions
initiales (notion classique de spin-up).
Le me´canisme chimique utilise´ est RACM. Il de´crit les re´actions chimiques de 72
espe`ces gazeuses par l’interme´diaire de 237 re´actions chimiques. On ne tient pas compte
des re´actions chimiques en phase aqueuse.
Les conditions aux limites de la simulation europe´enne sont fournies par le mode`le
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a` l’e´chelle globale MOZART2 ([Hauglustaine et al., 1998]). Elles correspondent a` des
valeurs journalie`res typiques pour certaines espe`ces chimiques.
Les champs me´te´orologiques proviennent des re´analyses du CEPMMT (Centre
Europe´en de Pre´vision a` Moyen Terme) qui re´alise des pre´visions me´te´orologiques a`
l’e´chelle globale. Ces donne´es ont une re´solution temporelle de trois heures. Le mode`le
du CEPMMT posse`de une re´solution spectrale T511 en re´-analyse, ce qui correspond
a` une re´solution horizontale d’environ 1.125 degre´s (de l’ordre de 150 kilome`tres) et 60
niveaux verticaux dont environ 16 pour la couche limite atmosphe´rique (en-dessous de
3000 me`tres).
EMEP dispose d’e´missions annuelles a` l’e´chelle europe´enne a` une re´solution de 50
kilome`tres. Ces e´missions ont e´te´ spatialise´es et temporalise´es par des profils horaires
typiques provenant du projet Europe´en GENEMIS comme de´crit dans le chapitre 1.
Les vitesses de de´poˆt sec sont calcule´es pour 14 espe`ces a` partir des donne´es d’oc-
cupation de sol de USGS (http://lpdaac.usgs.gov/glcc/euras_int.asp) ayant une
re´solution au kilome`tre carre´ Lambert.
2.2.2 L’e´chelle re´gionale
2.2.2.1 Domaine d’e´tude
Le domaine de simulation locale englobe l’agglome´ration de Lille dans son entier et
s’inscrit dans un rectangle de 42 par 44 km, avec une re´solution de 1 km. La re´solution
verticale est la meˆme que la simulation europe´enne. La taille du maillage est la plus fine
possible compte tenu de la disponibilite´ des donne´es (occupation des sols, etc ). Elle permet
de bien rendre compte de la finesse de la mode´lisation trafic/e´mission et d’estimer cor-
rectement les quantite´s de polluants. Le domaine ne permet pas d’observer comple`tement
la pollution secondaire (ozone) induite par Lille qui a souvent lieu a` quelques dizaines de
kilome`tres des agglome´rations. Par contre il est bien adapte´ pour la pollution primaire qui
a lieu a` proximite´ des sources d’e´missions.
2.2.2.2 Donne´es me´te´orologiques
Nous avons fait l’hypothe`se que les donne´es a` grande e´chelle de me´te´orologie e´taient
suffisamment repre´sentatives. Aussi, les champs me´te´orologiques ont e´te´ interpole´s sur
la grille fine. L’application du mode`le CHIMERE a` l’Ile-de-France (ESQUIF) avec
des champs me´te´orologiques de grande e´chelle a montre´ que cette hypothe`se e´tait
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pertinente ([Vautard et al., 2001]). Cette simplification par rapport a` l’utilisation d’un
mode`le me´te´orologique a` me´so-e´chelle n’est valide que dans le cas ou` la dynamique
grande e´chelle n’est pas trop perturbe´e par des effets locaux (topographie, proxi-
mite´ coˆtie`re, etc ...) ce que l’on peut supposer pour Lille qui est situe´e dans une re´gion
au relief plat. Ne´anmoins, cette hypothe`se pre´sente certaines limites pour le milieu urbain :
– La rugosite´ dynamique y est plus importante en raison de la pre´sence de baˆtiments
ce qui entraˆıne un ralentissement du vent dans la couche de surface.
– La diffusion turbulente y est quasiment toujours instable (surtout en hiver et la
nuit) du fait du phe´nome`ne d’ˆılot de chaleur urbain : la ville a des capacite´s plus
grandes pour emmagasiner la chaleur, ce a` quoi peut s’ajouter l’effet du chauffage.
La re´solution tri-horaire des donne´es me´te´orologiques ne permet pas de de´crire fide`-
lement l’e´volution journalie`re de la couche de limite atmosphe´rique. On peut s’interroger
sur la validite´ d’une description des processus me´te´orologiques toutes les trois heures
avec une re´solution spatiale d’environ un degre´ comme c’est le cas pour les donne´es du
CEPMMT disponibles. Il serait inte´ressant d’avoir une comparaison avec une me´te´o a`
l’e´chelle re´gionale pour quantifier les erreurs introduites par cette approximation, mais ce
point de´passe le cadre de notre travail.
La carte 2.5 repre´sente le vent moyen au sol sur l’Europe pour l’anne´e 1998. On
observe que Lille est balaye´e en ge´ne´ral par des vents canalise´s par la Manche.
Fig. 2.5 – Direction et module moyens du vent au sol pour l’anne´e 1998.
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2.2.2.3 Donne´es d’e´missions
Les donne´es d’e´missions ont plusieurs origines :
• Les donne´es d’e´missions EMEP sont le re´sultat d’une approche ”top-down” qui
redistribue spatialement et temporellement des quantite´s globales comme par
exemple la consommation d’essence ou de produits d’entretien. Elles sont fournies
pour l’Europe en totaux annuels par classes SNAP (Selected Nomenclature for Air
Pollution) sur des mailles de 50 km2.
• Les e´missions provenant du trafic routier spatialise´es sur les mailles contenues dans
l’agglome´ration administrative lilloise sont fournies par heure pour une journe´e
type. Elles sont accompagne´es de coefficients correctifs horaires issus du comptage
routier pour une re´partition sur l’anne´e.
• Les e´missions ponctuelles des principaux gros e´metteurs appartenant aux secteurs
d’activite´ du chauffage urbain, de l’industrie et de l’incine´ration de de´chets sont
inventorie´es et leurs hauteurs de rejet sont disponibles. Ces donne´es proviennent de
la DRIRE Nord - Pas-de-Calais (Direction Re´gionale de l’Industrie, de la Recherche
et de l’Environnement).
Le domaine lillois recoupe le maillage EMEP en quatre mailles. Les donne´es d’e´mis-
sions les plus fines sont utilise´es lorsqu’elles sont disponibles et elles sont comple´te´es le
cas e´che´ant par les donne´es EMEP.
– Pour ge´ne´rer les donne´es d’e´missions surfaciques, une premie`re e´tape consiste a`
soustraire des donne´es EMEP la contribution des grandes sources ponctuelles.
Une mise a` ze´ro est effectue´e dans les cas ou` cette diffe´rence s’ave`re ne´gative.
Cet inventaire est ensuite distribue´ sur les mailles du domaine lillois en utilisant
les caracte´ristiques d’occupation des sols. Par exemple, un poids 12 fois plus
important est attribue´ aux zones urbaines. La distribution verticale est indique´e
dans le tableau 2.1. La re´partition horaire se fait en appliquant un coefficient
mensuel, hebdomadaire et horaire. Ces facteurs sont fournis par le projet Europe´en
GENEMIS.
– Lorsque les donne´es fines du trafic routier sont disponibles, elles remplacent les
e´missions pre´ce´demment obtenues.
La carte 2.6 repre´sente une moyenne annuelle des e´missions de dioxyde d’azote. Les
principaux e´metteurs sont localise´s au niveau des axes routiers et du centre urbain.
Le tableau 2.2 regroupe les e´missions annuelles d’oxydes d’azote rapporte´es au
domaine lillois. Les e´missions issues des donne´es EMEP uniquement s’accordent bien
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Secteur d’activite´ (SNAP) sol 15 m 90 m 250 m 490 m 802.5 m 1167.5 m
1. Energie 0 0 0 14 52 27 7
2. Combustion hors industrie 16.7 10.8 54. 18.5 0 0 0
3. Combustion industrielle 0 0 2.5 25.9 48.1 21 2.5
4. Proce´de´ de production 30 19.6 46.7 3.7 0 0 0
5. Extraction de combustibles fossiles 30 19.6 46.7 3.7 0 0 0
6. Solvants 100 0 0 0 0 0 0
7. Transport routier 100 0 0 0 0 0 0
8. Autres sources mobiles 100 0 0 0 0 0 0
9. Traitement des de´chets 3.3 2.2 14 50.1 30.4 0 0
10. Agriculture 100 0 0 0 0 0 0
Tab. 2.1 – Distribution verticale des e´missions (en %).
Fig. 2.6 – Moyenne annuelle des e´missions de dioxyde d’azote pour l’anne´e 1998.
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(moins de 6 % d’e´cart) avec l’inventaire qui a e´te´ construit selon la me´thodologie de´crite
pre´ce´demment. Le secteur du trafic routier contribue tre`s largement aux e´missions totales
d’oxydes d’azote (60 %) et constitue donc l’information la plus importante.
EMEP spatialise´ inventaire complet trafic routier GSP
26130 27625 16472 (14288) 995
Tab. 2.2 – Emissions annuelles d’oxydes d’azote rapporte´es au domaine lillois (en tonnes
d’e´quivalent NO2 par an).
La figure 2.7 repre´sente le profil horaire moyens d’e´missions surfaciques de monoxyde
d’azote pour la pe´riode hivernale de Janvier-Fe´vrier. Les e´missions de NO contribuent le
jour a` 36 µgm−3h−1 contre 12 la nuit.
Fig. 2.7 – Profils horaires moyens des e´missions de monoxyde d’azote. (microgrammes par
me`tre carre´ par seconde).
2.2.3 Temps de calcul
Un jour de simulation europe´enne demande 4 minutes de temps CPU sur un ordinateur
PC Pentium 4 a` 2.8 GHz, soit environ 30 heures pour un an simule´.
La simulation locale comporte un sous-cyclage de l’advection afin de respecter la
condition sur le nombre de CFL, sche´matiquement, u.δt/δx < 1 ou` δt est le pas de
temps d’inte´gration, u une vitesse de vent et δx une taille caracte´ristique de maille.
Pour la simulation locale la taille des mailles de 1 km2 impose de choisir un pas de
temps d’inte´gration de l’ordre de 15 secondes, valide pour toutes les situations de
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vent de l’anne´e 1998. Le temps CPU pour effectuer un jour de calcul est alors de 40
minutes, ce qui correspond a` une dure´e totale supe´rieure a` 10 jours pour une simula-
tion d’un an. Pour re´duire ce temps de calcul, chaque mois de simulation est re´solu
se´pare´ment sur une machine. Une pe´riode de six jours est ajoute´e en de´but du calcul
de chaque mois permettant aux conditions initiales d’eˆtre totalement e´vacue´es du domaine.
2.2.4 La simulation 2015
Il est pre´vu que les e´missions continuent de baisser fortement d’ici l’anne´e 2015, ce qui
va s’accompagner d’une modification de la composition des masses d’air en Europe et en
particulier celles qui vont eˆtre advecte´es jusqu’au domaine lillois. Une premie`re e´tape a
consiste´ a` simuler la qualite´ de l’air a` l’e´chelle europe´enne par le biais d’une projection
d’un inventaire d’e´missions a` horizon 2015. L’exercice de mode´lisation europe´enne CITY-
DELTA (une inter-comparaison des re´ponses a` long terme de la part des mode`les a` des
sce´narios de re´duction des e´missions urbaines) a construit des sce´narios d’e´missions pour
l’anne´e 2010 a` l’e´chelle europe´enne. En particulier, nous avons utilise´ l’inventaire base´ sur
la le´gislation actuelle de re´duction des e´missions. Pour e´tablir l’inventaire de 2015 a` partir
de celui de 2010, un coefficient de re´duction a e´te´ applique´ pour le trafic routier a` partir
du rapport [Ntziachristos et al., 2002], qui estime des valeurs d’e´missions du trafic routier
par pays pour 2010 et 2020 en se basant sur des donne´es de l’anne´e 2000.
– 0.8 pour les NOX.
– 0.85 pour les compose´s organo-volatiles.
Ces coefficients sont le re´sultat d’une interpolation des re´ductions pre´vues entre 2010 et
2020.
Pour la simulation locale de 2015, Les e´missions sont modifie´es a` partir des projections
d’inventaires du trafic routier avec et sans plan de de´placement urbain. Les grandes
sources ponctuelles sont conserve´es a` l’identique. La meˆme me´thode que celle de´crite pour
l’anne´e 1998 est applique´e pour obtenir des e´missions correspondant a` tous les secteurs
d’activite´.
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2.3 Re´sultats pour l’anne´e de re´fe´rence 1998 et pour l’exer-
cice 2015
2.3.1 Anne´e 1998
2.3.1.1 Qualite´ de la simulation europe´enne
La composition des masses d’air qui traversent le domaine lillois doit eˆtre e´value´e
de fac¸on pre´cise pour bien de´crire la pollution photo-chimique locale, essentiellement
pour l’ozone qui est un polluant a` e´chelle continentale. La figure 2.8 repre´sente un
diagramme de comparaison entre les niveaux de concentrations au sol a` l’inte´rieur du
domaine et sous le vent. La plupart du temps, le NO2 est cre´e´ sur Lille et l’ozone est
de´truit en raison des fortes e´missions de NO sur l’agglome´ration (phe´nome`ne de titration).
Les concentrations simule´es ont e´te´ compare´es statistiquement aux observations dis-
ponibles pour e´valuer la qualite´ de la simulation europe´enne, tout au moins la validite´ des
niveaux de polluants de la premie`re maille. Les concentrations simule´es par la simulation
europe´enne ont e´te´ interpole´es line´airement aux endroits ou` se trouvent les stations. On
suppose que les observations sont une repre´sentation satisfaisante de la re´alite´, notamment
qu’elles ne contiennent pas une erreur syste´matique instrumentale ou de repre´sentativite´.
Les mesures statistiques pre´sente´es dans le tableau 2.3 sont classiquement utilise´es pour
e´valuer la qualite´ de la simulation :
– Le biais s’obtient en sommant pour toutes les mesures la diffe´rence entre les sorties
de mode`le et les observations. Un biais nul indique qu’en moyenne le mode`le ne
commet pas d’erreur.
– La RMS (Root Mean Square) se calcule en sommant cette meˆme diffe´rence pre´ala-
blement e´leve´e au carre´. Elle permet d’estimer la dispersion des erreurs.
– Le coefficient de corre´lation est un nombre compris entre −1 et 1. S’il est proche de
1, la variabilite´ du phe´nome`ne est bien repre´sente´e.
Espe`ces nombre de moyenne des concentrations biais RMS corre´lation
chimiques mesures mesures simule´es
O3 105548 38.6 46.9 7.3 22.5 75%
NO2 152368 29.8 24.9 -4.9 17.3 54%
NO 153962 14.5 5.4 -9.1 28.6 59%
Tab. 2.3 – Statistiques des comparaisons entre les concentrations simule´es a` l’e´chelle eu-
rope´enne et les mesures. Elles sont calcule´es sur des valeurs horaires. L’unite´ est le µgm−3.
La comparaison s’effectue uniquement sur les stations de fond en comparaison horaire.
On rappelle que les points de mesures sont localise´s en majorite´ a` proximite´ du centre
urbain ce qui n’est pas tre`s pertinent vu l’he´te´roge´ne´ite´ des e´missions dans ces zones.
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Fig. 2.8 – Diagramme de comparaison des niveaux de polluants a` l’inte´rieur du domaine
et ceux apporte´s de l’exte´rieur. (µgm−3).
Section 2.3 – Re´sultats pour l’anne´e de re´fe´rence 1998 et pour l’exercice 2015 59
Ne´anmoins, l’objectif est de ve´rifier qu’il n’y a pas d’anomalies.
Globalement, le mode`le sous-estime les oxydes d’azote et il sur-estime l’ozone. Les
corre´lations e´leve´es montrent que les variations sont bien repre´sente´es. Les e´carts de
niveaux observe´s entre la simulation europe´enne et les mesures ne sont pas surprenants
et ont plusieurs origines, notamment lie´es a` la re´solution de l’inventaire d’e´missions. Lille
se distingue par une variabilite´ importante des caracte´ristiques d’e´missions a` l’e´chelle de
quelques kilome`tres (cas typiquement de certaines stations urbaines et pe´ri-urbaines) qui
n’est pas prise en compte par la re´solution du mode`le (environ 40 kilome`tre). Dans ce type
de contexte, les sources d’e´missions ont tendance a` eˆtre dilue´es dans les grandes mailles
du domaine et les concentrations mode´lise´es de polluants primaires sont ge´ne´ralement
sous-estime´es par rapport aux valeurs des stations de fond implante´es pre´fe´rentiellement
dans les zones denses en e´missions meˆme si elles ne sont pas influence´es directement par
des sources locales d’e´missions. Par effet de titration, les concentrations simule´es en ozone
dans ces mailles sont un peu sur-estime´es par rapport aux valeurs mesure´es.
On peut donc conside´rer que les valeurs de fond d’ozone et d’oxydes d’azote sont
satisfaisantes pour forcer la simulation locale.
2.3.1.2 Evaluation de la simulation lilloise
Les concentrations simule´es de dioxyde d’azote ont e´te´ compare´es aux mesures du
re´seau AREMA.
Pour donner une ide´e des performances du mode`le, les e´volutions annuelles des
moyennes journalie`res des concentrations de dioxyde d’azote ont e´te´ trace´es sur la figure
2.9 pour les trois types de stations.
Ces se´ries temporelles sugge`rent que POLAIR3D est a` meˆme de reproduire la
variabilite´ journalie`re du dioxyde d’azote. Cependant, le mode`le montre des difficulte´s
a` reproduire les journe´es les plus pollue´es, notamment en hiver. Ces pe´riodes sont
marque´es par des tempe´ratures basses (infe´rieures a` 0˚ C) qui peuvent eˆtre la cause d’une
mauvaise description d’un processus physique (de´poˆt sec, me´lange vertical, ...) ou d’une
augmentation des e´missions dues au chauffage.
Une carte des concentrations annuelles de dioxyde d’azote est repre´sente´e sur la
figure 2.10. Les concentrations simule´es sont homoge`nes avec des maxima a` proximite´
des routes et du centre urbain alors que les mesures pre´sentent une re´partition tre`s
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Fig. 2.9 – Se´rie des moyennes journalie`res des concentrations de dioxyde d’azote observe´es
(courbe pointille´e) et simule´es par POLAIR3D (courbe pleine) pour l’anne´e 1998 sur trois
stations de mesure : Roubaix/Chaˆteau (urbaine), Werwicq (pe´riurbaine) et Lille/Monte-
bello (proximite´ automobile).
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irre´gulie`re notamment dans le centre urbain. On atteint ici vraisemblablement les limites
de description de la variabilite´ spatiale d’un mode`le chimie-transport sans description
explicite de l’ˆılot de chaleur urbain.
Des valeurs statistiques (biais, RMS, corre´lation) sont reporte´es dans le tableau
2.3.1.2, station par station.
station nombre de moyenne des concentrations biais RMS corre´lation
mesures mesures simule´es
urbaine dense
Armentie`res 8731 27.9 22.9 -5.0 13.5 67%
Haubourdin 8664 27.2 30.3 3.1 14.9 61%
Marcq-en-Baroeul 6870 35.9 31.1 -4.8 17.8 58%
Lille/Fives 8665 37.9 36.2 -1.7 16.2 65%
Roubaix/Chaˆteau 8710 34.2 34.7 0.5 15.4 57%
Tourcoing 8597 34.2 32.0 -2.2 19.6 54%
pe´riurbaine
Halluin 8696 23.2 26.3 3.1 15.6 57%
Salome´ 8562 23.1 21.5 -1.6 11.9 65%
Wervicq 8689 25.9 22.8 -3.1 15.3 65%
proximite´
La Basse´e 4547 25.1 18.0 -7.1 18.6 48%
Lille/Faidherbe 8646 35.6 36.3 0.7 18.1 59%
Lille/Liberte´ 8230 41.7 36.8 -4.9 20.1 41%
Lille/Pasteur 8687 45.3 46.5 1.2 20.6 47%
Villeneuve d’Ascq 8216 33.6 45.6 12.0 21.9 52%
Lille/Montebello 8209 34.8 45.1 10.3 20.0 57%
moyenne
245438 32.5 32.8 0.3 17.4 59%
Tab. 2.4 – Statistiques des comparaisons entre les concentrations de NO2 simule´es a`
l’e´chelle locale et les mesures. Elles sont calcule´es sur des valeurs horaires, station par
station. L’unite´ est le µgm−3.
On observe qu’il existe des diffe´rences significatives entre les niveaux de dioxyde d’azote
mesure´s par les stations, qui ne sont pas dues uniquement a` la typologie des stations.
Les corre´lations se situent au-dessus de 50 % ce qui montre que le mode`le reproduit as-
sez bien la variabilite´ temporelle. Seule la station Lille/Liberte´ a une corre´lation plus faible.
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Fig. 2.10 – Moyenne annuelle du dioxyde d’azote.
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2.3.2 Re´sultats pour 2015
La comparaison des re´sultats obtenus pour 1998, 2015 sans plan de de´placement urbain
et 2015 avec plan de de´placement urbain permet d’e´valuer l’impact :
– de l’e´volution des e´missions du trafic due a` la croissance du parc automobile com-
pense´e par les re´glementations de re´duction d’e´missions.
– des modifications de trafic engendre´es par le plan de de´placement urbain sur la
qualite´ de l’air a` l’e´chelle re´gionale.
2.3.2.1 Comparaison des inventaires d’e´missions
On observe des diffe´rences mineures entre les deux inventaires pour les NOx. La
comparaison se base sur des cartes de diffe´rence absolue (2.11) ou relative (2.12) de
totaux annuels et sur une e´volution journalie`re moyenne (2.13). Globalement, l’inventaire
avec PDU apporte une re´duction d’e´missions de NOx.
Les diffe´rences principales sont localise´es au niveau de l’axe Nord-Sud avec des e´carts
maximum de 20 %. Le PDU permet de re´duire faiblement les e´missions de NOx en journe´e
notamment en fin d’apre`s midi.
Fig. 2.11 – Diffe´rence des e´missions surfaciques de dioxyde d’azote entre les inventaires
2015 avec et sans PDU (microgrammes par me`tre carre´ par seconde).
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Fig. 2.12 – Diffe´rence relative des e´missions surfaciques de dioxyde d’azote entre les in-
ventaires 2015 avec et sans PDU.
Fig. 2.13 – Evolution horaire moyenne des e´missions surfaciques de dioxyde d’azote pour
les inventaires 1998, 2015 avec PDU, 2015 et sans PDU (microgrammes par me`tre carre´
par seconde).
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2.3.2.2 Cartes de concentrations
De manie`re cohe´rente avec la faible diffe´rence des e´missions entre les deux sce´narii, le
meˆme type de comparaison sur les concentrations de NO2 indique des e´carts faibles : 5 %
au maximum sur les totaux annuels par maille (figures 2.14 et 2.15).
Fig. 2.14 – Diffe´rence des concentrations de dioxyde d’azote simule´es entre les inventaires
2015 avec et sans PDU (microgrammes par me`tre cube par seconde).
2.4 Conclusion
Ce travail a permis de mode´liser la qualite´ de l’air sur la re´gion de Lille sur de longues
pe´riodes, comme requis par des e´tudes d’impact (e´chelle annuelle).
La simulation de re´fe´rence sur l’anne´e 1998 a permis de montrer, par comparaison
aux mesures disponibles, la capacite´ de la chaˆıne de mode´lisation (POLAIR3D) a` de´crire
la pollution photochimique. La simulation a` l’e´chelle continentale donne de´ja` de relatifs
bons re´sultats mais l’utilisation d’un inventaire d’e´missions spatialise´ plus fin (notamment
pour le trafic routier) au sein d’une simulation a` l’e´chelle re´gionale reste ne´cessaire pour
de´crire localement la pollution. La difficulte´ a` ame´liorer de fac¸on significative les re´sultats
par rapport a` la la simulation continentale est probablement lie´e au de´faut de description
de la ville.
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Fig. 2.15 – Diffe´rence relative des concentrations de dioxyde d’azote simule´es entre les
inventaires 2015 avec et sans PDU.
Fig. 2.16 – Evolution horaire moyenne des concentrations de dioxyde d’azote pour les
inventaires 1998, 2015 avec PDU, 2015 et sans PDU (microgrammes par me`tre cube).
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L’ensemble de la chaˆıne a e´te´ par ailleurs utilise´ pour quantifier l’impact de deux
sce´narii d’e´missions lie´s a` la mise en place ou non d’un PDU a` l’e´chelle 2015. Les
diffe´rences entre les deux inventaires e´tant relativement mode´re´es, les re´sultats sur les
concentrations sont logiquement proches.

Chapitre 3
Assimilation de donne´es
Re´sume´
L’objectif de ce chapitre, a` caracte`re largement me´thodologique, est de faire un point
sur la proble´matique ge´ne´rale de l’assimilation de donne´es et sur ses applications re´centes
a` la mode´lisation de la chimie atmosphe´rique. On de´taille notamment les principaux angles
d’approche (the´orie de l’estimation et controˆle optimal) et les me´thodes classiquement uti-
lise´es (approches se´quentielles et variationnelles). Un accent particulier est mis sur le
conditionnement des syste`mes d’assimilation de donne´es, que ce soit en fonction de la
dynamique des syste`mes physiques e´tudie´s, des caracte´ristiques des re´seaux de mesure ou
des sensibilite´s dites du second-ordre.
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Fig. 3.1 – Syste`me d’assimilation de donne´es.
Introduction
Au niveau de l’e´tat de l’art scientifique, on peut conside´rer a` pre´sent que nous
disposons de mode`les physiques de´taille´s de´crivant les processus pilotant la pollution
atmosphe´rique et de leur imple´mentation nume´rique sous forme de codes approprie´s
(les mode`les de Chimie-Transport). A-t-on pour autant un outil utilisable pour des
applications “re´elles”?
Tout de´pend bien suˆr des applications vise´es :
– si l’objectif est de mener des e´tudes de compre´hension des processus (quelle est
l’influence de tel processus au regard de celle de tel autre ?), la re´ponse est oui.
– si l’objectif est de mener a` bien des e´tudes d’impact, reposant sur un grand nombre
de simulations nume´riques, la re´ponse reste positive.
– si par contre, l’objectif est de faire de la pre´vision environnementale, le recours a`
des me´thodes d’assimilation de donne´es sera indispensable en prenant en compte,
couple´s aux sorties de mode`les nume´riques, des re´sultats de mesures, provenant
d’un re´seau d’observations.
La raison est bien entendu la grande incertitude qui peut caracte´riser les donne´es
d’entre´e du mode`le : conditions initiales, conditions aux limites, parame`tres de forc¸age.
Il convient ne´anmoins de distinguer les situations selon les cas d’applications : pour
simplifier, on dira que la situation pour la pre´vision me´te´orologique rele`ve d’un proble`me
aux conditions initiales (tre`s forte sensibilite´ aux conditions initiales) alors que la pre´vision
de la pollution atmosphe´rique rele`ve plutoˆt d’un proble`me aux conditions aux limites
(tre`s forte sensibilite´ aux flux au sol, de´poˆt et e´missions).
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De manie`re sche´matique, un proble`me me´te´orologique pourra eˆtre vu comme un sys-
te`me dynamique sous la forme
dc
dt
= λ c , c(0) = c0 , λ > 0 (3.1)
dont la solution c(t) = c0 e
λt est tre`s sensible aux conditions initiales.
Dans le meˆme style, un mode`le de pollution atmosphe´rique sera de la forme :
dc
dt
= −λ c+E , c(0) = c0 , λ > 0 (3.2)
de solution c(t) = Eλ + (c0 − Eλ ) e−λt et, cette fois-ci, la condition initiale est rapidement
“oublie´e” alors que le terme de flux E joue un roˆle pre´ponde´rant.
L’objectif de l’assimilation de donne´es va, dans ce contexte, consister a` utiliser
des mesures de l’e´tat que l’on cherche a` de´crire afin de re´duire les incertitudes sur les
conditions initiales ou/et les conditions aux limites. Il est a` noter que dans certaines
applications (notamment pour la pollution atmosphe´rique), l’objectif de la mode´lisation
peut eˆtre non pas la pre´vision d’un e´tat mais directement les flux d’e´missions (par exemple
dans un contexte de surveillance d’une re´glementation de plafonnement d’e´mission). On
est alors typiquement dans une proble´matique de mode´lisation inverse et l’utilisation du
mode`le que l’on a construit, en tant que tel, n’est pas suffisante.
Pre´cisons a` pre´sent l’organisation de ce chapitre. On va introduire quelques notations
et de´finitions puis dresser un rapide historique dans la section 3.1. Le cas des syste`mes
sans dynamique en temps sera traite´ en section 3.2 : ceci permettra de se familiariser avec
les me´thodes d’interpolation optimale et 3D-var. Le cas des syste`mes avec une e´volution
en temps sera traite´ en section 3.3 avec les me´thodes se´quentielles (filtres de Kalman) et
4D-var. La proble´matique de construction de l’adjoint d’un mode`le (ne´cessaire pour les
approches variationnelles) sera e´galement aborde´e. Enfin, on terminera ce chapitre avec un
aperc¸u sur la proble´matique du conditionnement des syste`mes d’assimilation de donne´es :
ceci recoupe a` la fois les proble`mes de comportement dynamique des syste`mes, d’influence
du re´seau de capteurs (“network design”, optimisation d’un re´seau d’observation), ou
de sensibilite´ du second-ordre (la sensibilite´ des parame`tres inverse´s a` des parame`tres
incertains ou a` des composantes du syste`me d’assimilation de donne´es).
Les re´fe´rences [Tarantola, 1987], [Kalnay, 2003], [Talagrand, 1997],
[Bouttier et Courtier, 1999] ou [Bennett, 1992] sont, a` des titres divers, des re´fe´rences
incontournables sur ce sujet.
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3.1 Quelques notations et de´finitions
3.1.1 Mode`le direct
On suppose que l’on dispose d’un mode`le de´crivant un e´tat c ∈ Rn (des champs dy-
namiques, des champs de concentration d’espe`ces chimiques †1). Ce mode`le de´pend de
parame`tres d’entre´e u ∈ Rm et s’e´crit sous la forme d’une relation fonctionnelle :
c = Φ(u) (3.3)
qui est a` voir comme la solution d’un code informatique en pratique. Pour un CTM, u
repre´sente les conditions initiales, les champs de forc¸age (notamment me´te´orologiques)
et des parame`tres physiques ; le mode`le est alors donne´ par une e´quation de dispersion
re´active (ou sa discre´tisation nume´rique) typiquement de la forme :
∂ci
∂t
+ div(V (x, t) ci) = div(K(x, t)∇ci) + χi(c, T (x, t)) (3.4)
−Λi(x, t)ci + Si(x, t) , c(0) = c0 (3.5)
ou` ci repre´sente la concentration chimique de l’espe`ce i et χi les taux de production/con-
sommation de cette espe`ce donne´s par le me´canisme chimique choisi. Les grandeurs de
nature me´te´orologique sont V , le champ de vitesse du vent, K une parame´trisation de
la diffusion turbulente, et T le champ de tempe´rature ; elles sont donne´es par un mode`le
me´te´o dans le cadre d’un couplage off-line, ce qui est l’approche usuelle aux e´chelles
re´gionales/continentales.
Λi de´signe une parame´trisation des processus de lessivage et Si un terme source
ponctuel (typiquement un rejet de chemine´e d’usine).
A cette e´quation de champs sont classiquement ajoute´es des conditions aux limites,
notamment au sol pour de´crire les processus de de´poˆt sec et d’e´missions surfaciques :
−K∇ci · ~n = Ei(x, t)− vdepi (x, t)ci (3.6)
avec ~n le vecteur unitaire vertical ascendant, Ei un terme d’e´mission surfacique et v
dep
i
une parame´trisation de la vitesse de de´poˆt sec.
Φ est ce que l’on appellera par la suite le mode`le direct : sur la base des entre´es (des
fichiers) on calcule directement les sorties (figure 3.2).
†1On a fait le choix de prendre cette notation pour essayer d’eˆtre le plus compatible possible avec les
mode`les de Chimie-Transport, dans lesquels c de´signe classiquement une concentration chimique. Ceci au
risque de ne pas suivre les notations recommande´es en assimilation de donne´es par [Ide et al., 1997].
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Fig. 3.2 – Structure entre´e/sortie d’un CTM.
3.1.2 Mode`le line´aire tangent
On peut eˆtre inte´resse´ par la sensibilite´ des sorties aux entre´es du mode`le, ce que
donnera le calcul de la matrice jacobienne :
s(u) =
∂Φ
∂u
(3.7)
la fonction e´tant a priori non line´aire. Au premier ordre, ceci permet de calculer la pro-
pagation de petites perturbations selon :
δc = s(u)δu (3.8)
On parle habituellement de mode`le line´aire tangent.
3.1.3 Observations
Supposons a` pre´sent qu’un re´seau d’observation de´livre une mesure obs ∈ Rp qui est
relie´e a` l’e´tat du syste`me observe´ c via une relation obs = H(c). H est classiquement
appele´ ope´rateur d’observation.
• Exemple 1 : dans le cas d’un CTM, on peut disposer de capteurs terrestres. Au-
quel cas, c de´signe la concate´nation des champs 4D (temps/espace) pour les espe`ces
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Fig. 3.3 – Ozone - journe´e moyenne - Comparaison milieu urbain/rural
chimiques. obs est forme´ de quelques espe`ces mesurables en quelques points (les po-
sitions des capteurs) et a` quelques instants (les temps de mesures). H est alors une
matrice de projection.
On distingue classiquement plusieurs types de station selon leur proximite´ aux
sources d’e´missions. De manie`re sche´matique, on peut lister :
– les stations de proximite´ place´es aux abords d’une source spe´cifique (usine, voie
de circulation) et dont la repre´sentativite´ est de l’ordre de quelques dizaines de
me`tres.
– les stations urbaines, situe´es en milieu urbain, mais dont l’e´loignement a` des
sources spe´cifiques permet de les conside´rer comme repre´sentatives d’un e´tat
moyen de la qualite´ de l’air dans un rayon de quelques centaines de me`tres.
– les stations rurales (ou de fond selon le contexte) assez e´loigne´es des sources d’e´mis-
sion pour pouvoir mesurer les polluants secondaires forme´s par les re´actions chi-
miques. Leur repre´sentativite´ est de l’ordre de quelques kilome`tres.
On se re´fe`re par exemple a` [Hoelzemann et al., 2001, Hoelzemann et al., 2004,
Tilmes et Zimmermann, 1998] pour une classification des stations au regard de
l’assimilation de donne´es.
La figure 3.3 montre la diffe´rence des niveaux de concentrations d’ozone pour une
journe´e moyenne de l’e´te´ 1999 pour les stations de mesures belges de Sainte-Ode et
Lodelinsart.
• Exemple 2 : les observations peuvent aussi eˆtre de nature satellitaire. Dans ce cas,
pour un capteur radiatif, on va typiquement mesurer une radiance a` une certaine
longueur d’onde λ, Iλ. H va alors eˆtre de´fini par les processus d’interaction entre la
matie`re (dont les espe`ces chimiques) et le rayonnement. En ne´gligeant la diffusion
pour un rayonnement dans l’infra-rouge ainsi que les e´missions thermiques, on a
alors :
obs = Iλ = I0 e
− R h0
P
i σ
(i)
λ
ci(z)dz (3.9)
avec h l’altitude du capteur, i un index pour les espe`ces chimiques, ci(z) un profil
de concentration pour les espe`ces chimiques et σλ une section efficace d’absorption
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Fig. 3.4 – Courbe typique GOME.
pour la longueur d’onde λ. Ceci de´finit H comme une fonction des profils de
concentrations c(z).
La figure 3.4 est une repre´sentation des mesures effectue´es par le satellite GOME
(Global Ozone Monitoring Experiment) pour la journe´e du 11 octobre 2004.
3.1.4 Fonctionnelle de couˆt
On de´sire a` pre´sent ame´liorer la connaissance de l’e´tat c en prenant en compte de
manie`re conjointe les deux sources d’information disponibles, le mode`le direct et les
observations.
Il est a` noter, de manie`re quelque peu spe´cieuse (les de´marches conduisant mathe´ma-
tiquement a` la meˆme me´thodologie), qu’il y a deux de´marches possibles :
– du point de vue du re´seau de mesures, on peut vouloir “interpoler” entre les don-
ne´es d’observation en ge´ne´ral lacunaires (en espe`ces, en temps, en espace) sous la
contrainte de la physique (le mode`le direct) ;
– du point de vue du mode´lisateur, on peut vouloir re´duire les incertitudes sur
les entre´es u du mode`le, sous contrainte des mesures, pour affiner les sorties c
ou parce que l’on est de toute manie`re inte´resse´ par les entre´es u (mode´lisation
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inverse/identification de parame`tres).
Modulo la de´finition d’une mesure de l’e´cart entre obs (la mesure re´elle) et H(Φ(u))
(l’e´quivalent nume´rique de la mesure), une approche logique est de chercher a` minimiser
par rapport a` u la fonction :
J(u) = ||obs−H(Φ(u))||2o (3.10)
avec ||.||o une norme qui reste a` choisir. J s’appelle habituellement la fonction couˆt.
Dans un cas vectoriel, il est logique de ponde´rer chacune des composantes par la
confiance accorde´e a` la mesure.
On peut par ailleurs disposer d’une estimation a priori de la valeur recherche´e, que
l’on notera ub. On parle classiquement d’e´bauche (“background” en anglais). Pour assurer
un compromis entre l’information donne´e par les observations et l’information donne´e par
cette valeur d’e´bauche, la fonctionnelle J devient alors :
J(u) = ||obs−H(Φ(u))||2o + ||u− ub||2b (3.11)
avec ||.||b une norme qui reste a` choisir.
On de´finit, pour la suite, de la meˆme manie`re une fonctionnelle sur l’e´tat :
J˜(c) = ||obs−H(c)||2o + ||c− cb||2b (3.12)
ou` de manie`re impropre on a garde´ la meˆme notation pour la me´trique d’e´bauche.
3.1.5 Cadre stochastique
3.1.5.1 Propagation d’incertitudes
Il est e´videmment beaucoup plus riche de conside´rer l’e´tat c comme une variable
stochastique C, donne´e par une densite´ de probabilite´, que l’on notera PC(.). PC(c) est
la probabilite´ que l’e´tat C ait pour re´alisation c. De meˆme, dans ce cadre, l’entre´e est
suppose´e suivre une loi de probabilite´ PU (.).
Un calcul de propagation des incertitudes revient a` calculer la loi PC en fonction de la
loi PU . De manie`re usuelle, cela va revenir a` conside´rer des mode`les de type Fokker-Planck
([Risken, 1984]). Par exemple, si on conside`re un mode`le dynamique donne´ par :
dc
dt
= f(c) , c(0) = c0 (3.13)
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La fonction Φ (on e´crira Φt pour marquer sa de´pendance au temps) est alors donne´e, si
l’on conside`re comme seule variable d’entre´e les conditions initiales, par :
c(t) = Φt(c0)
∆
= c0 +
∫ t
0
f(c(s))ds (3.14)
La propagation des incertitudes sur les conditions initiales est donne´e par une e´quation
de Fokker-Planck qui de´crit l’e´volution au cours du temps de la densite´ de probabilite´
PC(c, .) :
∂PC
∂t
+ divc(PC f) = 0 , PC(c, 0) = P
(0)
C (c) (3.15)
Nous allons a` pre´sent rajouter une erreur mode`le q (la de´rive de la dynamique du mode`le)
avec le nouveau syste`me :
dc
dt
= f(c) + q , c(0) = c0 (3.16)
Dans ce cas, les parame`tres d’entre´e sont de´finis par q et c0. Si on suppose que q (l’erreur
du mode`le) suit une loi brownienne, alors PC(c, .) est une fonction du temps donne´e par :
∂PC
∂t
+ divc(PC f) =
1
2
divc(Q∇c PC) , PC(c, 0) = P (0)C (c) (3.17)
avec Q = V (qqT ) qui joue le roˆle d’une diffusion. Avec un re´sultat classique des e´quations
d’advection-diffusion, il est clair dans ce cas la` que lorsque l’erreur mode`le augmente (Q
“e´leve´”), l’incertitude augmente (PC devient uniforme´ment faible au cours du temps).
La re´solution de l’e´quation de Fokker-Planck est bien entendu extreˆmement difficile en
pratique puisqu’elle est pose´e sur un espace de dimension le nombre de degre´s de liberte´
de l’e´tat c (pour un CTM, le produit du nombre de mailles par le nombre d’espe`ces,
de l’ordre de 106 typiquement). Une des solutions praticables est alors le recours a` des
me´thodes de type Monte-Carlo (on le verra par la suite dans la partie consacre´e a` la
pre´vision d’ensemble).
3.1.5.2 Hypothe`ses de normalite´
On suppose que les valeurs re´elles de l’e´tat et des entre´es sont donne´es respectivement
par ct et ut
†2.
L’e´bauche ub est suppose´e eˆtre une variable stochastique a` laquelle on associe l’erreur
d’e´bauche, ǫb = ub − ut de moyenne suppose´e nulle et dont la matrice de covariance est
suppose´e donne´e et sera note´e B :
B = cov(ǫb) =< ǫbǫ
T
b > (3.18)
†2t pour “true”. Impe´rialisme anglo-saxon des notations standards et confusion e´ventuelle avec le temps.
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avec < ., . > l’ope´ration de moyenne au sens des variables stochastiques.
On de´finit de meˆme l’erreur d’observation ǫo = obs−H(ct) de moyenne suppose´e nulle
et dont la matrice de covariance est suppose´e donne´e et sera note´e R :
R = cov(ǫo) =< ǫoǫ
T
o > (3.19)
Les erreurs d’e´bauche et d’observation sont suppose´es eˆtre de´corre´le´es, ce qui signifie que
< ǫbǫ
T
o >= 0.
Notons que l’on ne de´finit jamais l’espace de probabilite´ sur lequel on travaille effecti-
vement ...
3.1.5.3 Quelques remarques sur les matrices de covariance
La de´finition des matrices de covariance d’erreur est en pratique un point particulie`-
rement de´licat, notamment en me´te´orologie.
Les matrices de covariance d’erreur d’e´bauche sont souvent mode´lise´es a` l’aide de fonc-
tions d’influence, sous la forme classique de Balgovind selon :
B(r) =
(
1 +
r
L
)
exp
(
− r
L
)
(3.20)
On fait ici une hypothe`se d’isotropie (r de´signant la distance entre deux positions
spatiales). L est un rayon d’influence. Cette forme est par exemple prise dans
[Elbern et al., 1997] et les travaux qui suivent pour la chimie atmosphe´rique.
Les matrices de covariance d’erreur d’observation mettent en jeu deux notions diffe´-
rentes ([Cohn, 1997] par exemple) :
– les erreurs de mesures a` proprement parler (de l’ordre du ppb pour un capteur
terrestre d’ozone par exemple) ;
– les erreurs de repre´sentativite´ par ailleurs.
Le second point est d’autant plus crucial pour la chimie atmosphe´rique que de tre`s fortes
he´te´roge´ne´ite´s existent a` proximite´ des sources d’e´missions.
3.1.6 Un rapide historique
On fait par exemple re´fe´rence a` [Bouttier et Courtier, 1999].
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Les me´thodes de “nudging” (plus ge´ne´ralement de corrections successives) reviennent a`
contraindre un mode`le d’e´volution par une relaxation vers une donne´e connue par ailleurs
(observation, climatologie, e´bauche). Par exemple, notre mode`le d’e´volution (3.13) est alors
corrige´ selon :
dc
dt
= f(c)− α(H(c)− obs) (3.21)
en supposant connu (par souci de clarte´) un continuum en temps d’observation obs(t). α
est le coefficient de nudging a` estimer ([Zou et al., 1992, Stauffer et Bao, 1993] pour une
approche the´orique).
Une me´thode d’interpolation optimale va revenir a` calculer directement un e´tat solution
(que l’on de´signe classiquement comme l’analyse) de la minimisation de la fonctionnelle :
J˜(c) = ||obs−Hc||2o + ||c− cb||2b (3.22)
sous la forme ca = cb + K(Hc − obs) ou` K est la matrice de gain (on a suppose´ que
l’ope´rateur d’observation et le mode`le e´taient line´aires). L’extension de cette approche a`
un mode`le d’e´volution est alors fournie par les me´thodes de type filtres de Kalman. On
parle dans ce cadre de me´thodes se´quentielles (voir les sections suivantes).
Une alternative, e´ventuellement moins couˆteuse en temps calcul (notamment pour des
syste`mes de grande taille non line´aires) est le recours aux me´thodes variationnelles, qui
reviennent a` utiliser un algorithme ite´ratif pour calculer la solution du proble`me de mini-
misation. Lorsqu’il n’y a pas d’e´volution en temps, on parle de me´thode 3D-variationnelle
(ou 3D-var) ; lorsqu’il y a une dynamique en temps, on parle de me´thode 4D-variationnelle
(ou 4D-var [Le Dimet et Talagrand, 1986]). Un des ingre´dients essentiels est alors le
calcul du gradient ∇J de la fonction couˆt si on utilise un algorithme de type gradient.
Les sections suivantes vont de´tailler ces approches.
Les me´thodes pre´ce´dentes (se´quentielles et variationnelles) permettent de retrouver
une solution ca (ou ua pour de la mode´lisation inverse) et e´galement (on ne de´taille pas
ici) une estimation de la confiance accorde´e a` cette solution, en pratique une matrice de
covariance. De´finir la variable en toute rigueur stochastique par un e´tat (en pratique un
e´tat moyen) et une matrice de covariance revient a` conside´rer que cette variable suit une
loi gaussienne. Comme les incertitudes sont suppose´es rester gaussiennes, cela revient
implicitement a` ne traiter que des mode`les line´aires (ou line´arise´s).
Une autre classe de me´thodes de´sormais utilise´es de manie`re ope´rationnelle repose
sur une extension au contexte de l’assimilation de donne´es de la proble´matique de pro-
pagation des incertitudes. Ce sont les me´thodes de pre´vision d’ensemble ([Hamill, 2002]
par exemple, dont on parlera par la suite, qui ne reposent plus sur ce strict cadre
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gaussien/line´aire).
Enfin, une proble´matique e´mergente est celle du “network design”. Comment optimiser
un re´seau de mesures en fonction d’une cible de pre´vision (d’assimilation de donne´es) ?
Comment de´ployer en temps re´el des moyens supple´mentaires d’observation ? On fait re´-
fe´rence au Chapitre A pour une revue synthe´tique de cette proble´matique.
3.2 Mode`les stationnaires
On va oublier ici l’existence d’un mode`le d’e´volution et chercher a` retrouver l’e´tat
c a` partir des seules observations obs = H(c) et d’une e´bauche cb. Notons que H et cb
peuvent eˆtre (sont en pratique) donne´s par des mode`les.
Nous allons d’abord introduire le cadre baye´sien classiquement utilise´ avant de
pre´senter les me´thodes de l’interpolation optimale et du 3D-Var. On finira cette section
par quelques remarques sur l’interpolation au sens des moindres carre´s et la re´gularisation
de Tikhonov.
Pour comple´ter cette pre´sentation basique pour l’assimilation de donne´es, on fait par
exemple re´fe´rence a` [Tarantola, 1987].
3.2.1 Approche baye´sienne
Dans un cadre baye´sien, on va chercher a` trouver l’e´tat c le plus probable connaissant
l’observation obs et l’e´bauche cb. La formule de Bayes sur les probabilite´s conjointes de
l’e´tat et de l’observation s’e´crit :
P (c, obs) = P (c|obs)P (obs) = P (obs|c)P (c) (3.23)
P (c) correspond ici a` la connaissance a priori sur c et est de´finie par l’e´bauche ; P (obs|c)
est de´termine´e a` partir du mode`le et de l’ope´rateur d’observation via obs = H(c) ; enfin,
l’analyse a posteriori est associe´e a` P (c|obs).
P (obs) e´tant non controˆlable (elle ne de´pend pas de l’e´tat), on peut se ramener pour
simplifier a` :
P (c|obs) ∼ P (obs|c)P (c) (3.24)
La meilleure estimation de c va alors de´pendre du crite`re d’optimalite´ choisi :
– le maximum a posteriori est de´fini par
ca = argmaxc P (c|obs) (3.25)
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– le maximum de vraisemblance est de´fini a` partir l’observation estime´e
ca = argmaxcP (obs|c) (3.26)
– l’estimation de variance minimale par :
ca =
∫
c
cP (c|obs)dc (3.27)
Si on fait des hypothe`ses gaussiennes sur les distributions de probabilite´, ces estimateurs
se confondent. On peut e´crire par exemple (en omettant les facteurs pre´exponentiels de
normalisation) :
P (c) ∼ exp
(
−1
2
(c− cb)TB−1(c− cb)
)
(3.28)
P (obs|c) ∼ exp
(
−1
2
(obs−H(c))TR−1(obs−H(c))
)
Pour le maximum a posteriori, on va donc chercher a` maximiser P (c|obs) en fonction de
c, ou de manie`re e´quivalente sachant que P ∈ [0, 1] :
− logP (c|obs) = 1
2
(obs−H(c))TR−1(obs−H(c)) + 1
2
(c− cb)TB−1(c− cb)(3.29)
= J˜(c)
(3.30)
Notons que nous avons, de cette manie`re, naturellement donne´ un sens aux normes ||.||o
et ||.||b.
Une solution peut alors eˆtre obtenue directement (me´thode de l’interpolation optimale)
ou de manie`re ite´rative (approche variationnelle, 3D-Var).
3.2.2 Interpolation optimale
Un minimum local de J˜ est donne´ par ∇cJ˜ = 0, ce qui de´finit ce que l’on appelle
classiquement l’analyse, ca :
ca = cb +K(obs−H(cb)) (3.31)
avec K la matrice de gain :
BHT (HBHT +R)−1 = (B−1 +HTR−1H)−1R−1H (3.32)
Le vecteur obs − H(cb) est parfois appele´ vecteur innovation (ce qu’ame`ne l’information
conjointe observation/e´bauche). La matrice K donne une ponde´ration relative en fonction
de la confiance accorde´e respectivement aux observations et a` l’e´bauche. Notons, en faisant
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un calcul de coin de table, que si R ≫ B (peu de confiance a` l’observation), ca ≃ cb. A
l’inverse, si R≪ B (peu de confiance a` l’e´bauche), on retrouve H(ca) ≃ obs via
HK = I −R(HBHT +R)−1 (3.33)
Apre`s calcul, on a e´galement une estimation de la variance de l’erreur d’analyse, A =
cov(ca), avec :
A = (I −KH)B (3.34)
En pratique, l’interpolation optimale est aise´e a` mettre en œuvre mais un certain nombre
de proble`mes restent pose´s : H doit eˆtre line´aire et le couˆt en alge`bre line´aire peut eˆtre
e´leve´ avec des matrices de grande taille a` inverser.
3.2.3 Moindres carre´s et re´gularisation de Tikhonov
Une autre interpre´tation est d’utiliser une approche de type moindres carre´s. On veut
pouvoir inverser le proble`me :
Hc = obs (3.35)
qui est souvent en pratique un proble`me sous-contraint : on dispose de beaucoup moins
d’observations que de degre´s de liberte´ recherche´s (n ≫ p). Une manie`re de re´soudre cet
e´cueil est de re´gulariser (pe´naliser) le proble`me en rajoutant une information supple´men-
taire via l’e´bauche cb. Dans ce contexte, on cherche alors a` minimiser une fonction du
type :
J˜(c) = ||H(c)− obs||2 + ǫ||c− cb||2 (3.36)
avec ǫ un parame`tre de re´gularisation (indiquant la ponde´ration entre les deux termes).
Un the´ore`me classique (admis ici, [Kern, 2003]) donne l’estimation entre la solution
re´elle ct et la solution c
ǫ
n correspondant au proble`me re´gularise´ avec ǫ et des observations
bruite´es selon obs = Hct + δn :
||cǫn − ct|| ≤ O
(
δn
ǫ2
)
+O(ǫ) (3.37)
Le premier terme de ce controˆle d’erreur montre que la re´gularisation doit eˆtre effectue´e
en fonction de l’erreur d’observation : si l’erreur d’observation est forte, ǫ devra eˆtre choisi
grand (mais au risque de de´te´riorer le second terme) ; a` l’inverse si l’erreur d’observation
est faible, on ne peut choisir un ǫ trop petit (pour diminuer le second terme) car ceci
aurait un impact sur le premier terme.
Cette formule illustre en quelque sorte le compromis entre complexite´ du mode`le et
pre´cision. Un mode`le complexe sera plus pre´cis mais les observations seront probablement
entache´es d’erreur ; un mode`le simple sera plus impre´cis mais les observations associe´es
seront plus robustes.
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3.2.4 Approche variationnelle : 3D-var
L’ide´e est d’e´viter le calcul explicite et l’inversion de la matrice de gain par l’utilisa-
tion d’un algorithme de minimisation, par exemple du type gradient (ou ses algorithmes
de´rive´s). On calcule alors une suite de valeurs pour l’e´tat estime´ selon :
ck+1a = c
k
a − αk∇cJ˜(cka) (3.38)
avec αk un parame`tre nume´rique qui de´pend de la me´thode choisie. A convergence, la
valeur donne l’analyse ca. Notons que ceci ne´cessite le calcul du gradient de la fonction
couˆt (voir plus loin).
Un des avantages de cette approche est l’extension au cas des ope´rateurs d’observation
non line´aires et l’extension aux proble`mes de type mode´lisation inverse.
3.3 Mode`les d’e´volution
On conside`re a` pre´sent un mode`le dynamique que l’on va e´crire sous la forme ite´rative
discre´tise´e suivante pour passer du temps ti au temps ti+1 :
c(ti+1) =M(ti, ti+1)c(ti) + qi (3.39)
avec qi une erreur mode`le suppose´e suivre une loi normale de moyenne nulle (pas de biais)
et de matrice de covariance Qi. Ce faisant, on s’est restreint au cas d’un mode`le line´aire
(ou line´arise´) de ti a` ti+1.
On suppose disposer e´galement d’observations distribue´es en temps, (obs(ti))i, asso-
cie´es a` un jeu d’ope´rateurs d’observation non constant a priori, (H(ti))i, et a` des matrices
de covariances d’erreur d’observation (R(ti))i. Pour simplifier les notations, on s’autorisera
e´galement les notations ci, obsi, Hi et Ri.
3.3.1 Me´thodes se´quentielles
3.3.1.1 Filtre de Kalman
L’extension naturelle de la me´thode d’interpolation optimale est le filtre de Kalman
([Jazwinski, 1970] par exemple). L’ide´e est de re´aliser des interpolations optimales
successives (de manie`re se´quentielle) en propageant entre deux e´che´ances d’observation
les informations (e´tat et covariance d’erreur) selon le mode`le.
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Dans ce contexte, l’e´bauche a` ti+1 est remplace´e par une valeur fournie par le mode`le
en pre´vision de ti a` ti+1, a` partir de la meilleure estimation de l’e´tat en ti, a` savoir
l’analyse ca(ti). On remplacera dans les notations cb par cf (“f” pour forecast) et B par
Pf . Par souci de cohe´rence, on remplace e´galement A par Pa.
L’extension directe des formules de l’interpolation optimale entre ti et ti+1 conduit au
sche´ma suivant :
1. Etape de pre´vision de l’e´tat :
cf (ti+1) =M(ti, ti+1)ca(ti) (3.40)
2. Propagation de l’erreur :
Pf (ti+1) =M(ti, ti+1)Pa(ti)M(ti, ti+1)
T +Q(ti) (3.41)
3. Analyse en ti+1 :
ca(ti+1) = cf (ti+1) +K(ti+1) (obs(ti+1)−H(ti+1)cf (ti+1)) (3.42)
avec la matrice de gain :
K(ti+1) = Pf (ti+1)H(ti+1)
T
(
H(ti+1)Pf (ti+1)H(ti+1)
T +R(ti+1)
)−1
(3.43)
4. Calcul de la covariance d’analyse en ti+1 :
Pa(ti+1) = (I −K(ti+1)H(ti+1))Pf (ti+1) (3.44)
Quelques remarques :
– Une des hypothe`ses cle´s pour e´tablir ces relations est l’inde´pendance des erreurs
d’observation, de pre´vision et de mode`le.
– Une extension au cas d’un syste`me non-line´aire de dynamique :
c(ti+1) = Fi(c(ti)) (3.45)
est de conside´rer le mode`le line´arise´ avec M(ti, ti+1) =
∂Fi
∂c . On parle alors de filtre
de Kalman e´tendu (Extended Kalman Filter : EKF).
3.3.1.2 Filtres re´duits
Une des difficulte´s d’imple´mentation de cette me´thode est le couˆt prohibitif de l’e´tape
de propagation de la matrice de covariance d’erreur (de l’ordre de 2n fois le couˆt du
mode`le direct avec n le nombre de degre´s de liberte´ de l’e´tat !). En pratique, cette e´tape
est souvent remplace´e par une mode´lisation de l’erreur de covariance.
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Une autre approche est donne´e par ce que l’on appelle commune´ment les filtres re´duits
qui revient a` projeter la matrice de covariance sur quelques modes (les me´thodes vont
diffe´rer selon le choix de ces modes).
Notons d’abord que les matrices de covariance peuvent s’e´crire (en omettant les indices
temporels) selon :
Pf = SfS
T
f , Pa = SaS
T
a , Q = SqS
T
q , R = SrS
T
r (3.46)
A partir de la de´finition des matrices de covariance, il est direct de ve´rifier que les racines
carre´es S peuvent se propager selon :
Sf = (MSa , Sq) , K = SfΨ(Ψ
TΨ+R)−1 (3.47)
Sa = Sf (I −Ψ(R+ΨTΨ)−1ΨT )1/2 (3.48)
ou` ΨT = HSf .
Un des avantages de propager les racines carre´es S plutoˆt que les matrices de cova-
riances P est la garantie de conserver le caracte`re syme´trique de´fini positif. De plus, en
notant S = (s1 . . . sns) (ns de´pend de la matrice, si est une colonne), on a :
SST =
ns∑
i=1
sisi
T (3.49)
et modulo un rangement des colonnes par ordre de´croissant de sTi si, on de´finit aise´ment
des troncatures de S.
Pour le filtre RRSQRT ([Verlaan, 1998]), les modes sont directement de´finis a` partir
de la matrice STa Sa (qui a les meˆmes valeurs propres que Pa). Si S
T
a Sa = V diag(λi)V
T
avec V la matrice de changement de base orthonormale des vecteurs propres vi (associe´s
a` λi), on a aise´ment :
SST = S(V V T )ST = SV (SV )T =
∑
(Svi)(Svi)
T (3.50)
Or avec ||Svi|| =
√
λi, on peut re´e´crire :
SST =
∑
λiwiw
T
i , wi =
Svi√
λi
, ||wi|| = 1 (3.51)
Si on ordonne les valeurs propres par ordre de´croissant, le filtre re´duit naturel est alors de
tronquer la somme, ou de manie`re e´quivalente de ne garder que les colonnes correspon-
dantes dans V , ce qui de´finit V˜ . On de´finit alors :
S˜ = SV˜ (3.52)
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ce qui constitue la re´duction du filtre initial a` ses modes dominants.
Le filtre SEEK (Singular Evolutive Extended Kalman, [Pham et al., 1998]) ou sa va-
riante SEIK (Singular Evolutive Interpolated Kalman, [Pham, 1996]) est fonde´ sur une
re´duction lie´e au comportement “statistique” du mode`le : les modes dominants sont alors
calcule´s a` partir des EOFs qui contiennent l’information du syste`me le long de trajectoires
calcule´es. On ne de´taille pas plus dans ce cadre.
3.3.1.3 Filtres d’ensemble
Une alternative est le recours a` des me´thodes de pre´vision d’ensemble en cherchant a`
estimer la covariance d’erreur de pre´vision a` l’aide d’une me´thode de type Monte–Carlo :
Pf =< (c− ct)(c− ct)T >≃ 1
N
j=N∑
j=1
(c(j) − c¯)(c(j) − c¯)T (3.53)
avec un ensemble de N e´tats possibles
(
c(j)
)
de moyenne c¯.
Notons que vis-a`-vis de l’e´quation 3.17 de propagation des densite´s de probabilite´,
cela revient a` re´soudre le terme d’advection par le mode`le via une e´tape de type pre´vision
et a` approcher le terme de diffusion par N filtres de Kalman.
Une e´tape cle´ est bien entendu la ge´ne´ration des perturbations. On se re´fe`re par exemple
a` [Durbiano, 2001] pour une synthe`se des approches actuellement utilise´es.
3.3.1.4 Lisseur de Kalman
Notons que l’approche variationnelle est ge´ne´rale : la variable de controˆle peut eˆtre
l’e´tat (ce qui a e´te´ pre´sente´ pour plus de clarte´) mais toute autre variable e´galement (par
exemple des termes de flux/e´missions). Ceci n’est pas possible avec le filtre de Kalman
tel qu’il a e´te´ pre´sente´, mais une variante existe avec la notion de Kalman Smoother qui
revient a` rajouter dans l’e´tat la valeur du parame`tre recherche´ telle qu’elle est estime´e
apre`s les analyses de´ja` effectue´es (et qui est affine´e au fur et a` mesure des analyses
successives).
De manie`re ge´ne´rale, un des inconve´nients majeurs de ces approches est son caracte`re
se´quentiel et les discontinuite´s successives que ceci introduit sur l’estimation de l’e´tat du
syste`me (figure 3.5). Une manie`re de lisser est d’utiliser une me´thode variationnelle en
prenant en compte les observations de manie`re conjointe sur une feneˆtre d’assimilation.
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Fig. 3.5 – Me´thode se´quentielle : succession des e´tapes de pre´vision/analyse.
3.3.2 Me´thode 4D-variationnelle
On reprend l’approche par minimisation d’une fonctionnelle en de´finissant pour un jeu
d’observations distribue´es en temps aux instants successifs t0 . . . tno :
J˜(c(t0), . . . , c(tno)) =
i=no∑
i=0
(H(ti)c(ti)− obs(ti))TR(ti)−1(H(ti)c(ti)− obs(ti))(3.54)
∆
=
i=no∑
i=0
J˜i(c(ti))
Si l’on suppose que le mode`le est parfait (on parle aussi de contrainte forte), c’est a` dire
si l’on suppose que les e´tats successifs sont relie´s par le mode`le dynamique :
c(ti+1) = Fi(c(ti)) (3.55)
la fonction n’est plus qu’une fonction de la condition initiale (ou par extension de tout
autre parame`tre que l’on chercherait a` estimer : par exemple des flux d’e´mission). Si u est
l’ensemble des variables a` estimer, on note la de´pendance (c(ti)) (u) = ci(u) et on de´finit :
J(u) = J˜(c0(u), . . . , cno(u)) (3.56)
Une me´thode variationnelle va alors consister a` utiliser, de meˆme que pour l’approche
3D-var, un algorithme ite´ratif de minimisation. En pratique, le gradient de la fonction couˆt
∇uJ devra eˆtre calcule´.
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3.3.2.1 Mode`le adjoint
Une premie`re approche revient a` calculer ce gradient par une approche de type “diffe´-
rences finies” :
(∇uJ)k ≃ J(u+ ǫek)− J(u)
ǫ
(3.57)
avec ǫ ∈ R une perturbation infinite´simale et ek le k-ie`me vecteur unitaire de la base
canonique.
Le calcul est irre´alisable en pratique puisqu’il ne´cessite un nombre d’e´valuations de
J (donc du mode`le direct) e´gal a` la dimension de u ! Un autre e´cueil pratique est le
choix approprie´ de la perturbation ǫ (assez petite pour l’hypothe`se de line´arisation, assez
grande pour ne pas avoir des proble`mes d’erreur d’arrondi nume´rique).
Une seconde approche est relie´e a` ce que l’on appelle commune´ment le mode`le adjoint.
En notant la relation J(u) = J˜(c(u)), on a pour une perturbation δu :
δJ = (∇cJ˜ , δc) (3.58)
=
(
∇cJ˜ , ∂c
∂u
δu
)
(3.59)
=
(
(
∂c
∂u
)T∇cJ˜ , δu
)
ce qui de´finit :
∇uJ = ( ∂c
∂u
)T∇cJ˜ (3.60)
ou` la transposition est intrinse`quement lie´e au choix des produits scalaires. On note V
′
c
et V
′
u le espaces line´aires tangents associe´s respectivement a` l’espace des e´tats et des
parame`tres, munis d’un produit scalaire, et M : V
′
u → V
′
c . La transposition est alors
de´finie par :
(Mδu, δc˜)V ′c
∆
= (δu,MT δc˜)V ′u
(3.61)
L’extension au cas d’un mode`le ite´ratif est directe avec la loi de de´rivation de fonctions
compose´es. Par exemple, avec un mode`le a` deux ite´rations u→ c1 → c2, on a directement :
∇uJ = (∂c1
∂u
)T (
∂c2
∂c1
)T∇c2 J˜ (3.62)
L’algorithme de calcul est clair en notant que la se´quence u→ c1 → c2 → J a e´te´ inverse´e :
1. De´velopper le mode`le adjoint :
z →
(
∂ci
∂ci−1
)T
z (3.63)
2. Utiliser une se´quence inverse.
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La ge´ne´ralisation est imme´diate au cas d’une fonction couˆt ge´ne´rale de la forme (3.54).
On se re´fe`re au chapitre 5 pour l’application au cas d’un mode`le de Chimie-Transport.
Quelques remarques :
1. Cette approche ne ne´cessite pas de propager des matrices de covariance et peut
s’appliquer a` des mode`les non line´aires.
2. Sous certaines conditions (notamment de line´arite´ du mode`le et des observations), il
y a e´quivalence entre le filtre de Kalman et l’approche 4D-var pour l’analyse finale
ca(tno) correspondant a` la condition initiale restaure´e ([Bouttier et Courtier, 1999,
Li et Navon, 2001]).
3.3.2.2 Cas d’une EDP
On va illustrer l’extension de la notion d’adjoint au cas d’une EDP avec l’exemple
simplissime de l’e´quation de la chaleur stationnaire pose´e sur un ouvert borne´ Ω :
−∆cu = S + u , cu ∈ H10 (Ω) (3.64)
La fonction c est la sortie du mode`le, que l’on note cu en re´fe´rence au parame`tre d’entre´e
u. S de´signe le terme source connu, u le terme source inconnu. On note obs(x) = H(x)c(x)
le champs d’observation qui permet de de´finir la fonction couˆt :
J(u) =
1
2
∫
Ω
(Hcu(x)− obs(x))2 dx = J˜(cu) (3.65)
Pour trouver ∇uJ , on cherche a` obtenir un de´veloppement :
J(u+ δu) = J(u)+ < ∇uJ, δu > +O(||δu||2) (3.66)
ou` < φ,ψ >=
∫
Ω φ(x)ψ(x)dx de´signe le produit scalaire de L
2(Ω).
Par line´arite´ (principe de superposition), cu+δu = cu + δc ou` δc est solution du pro-
ble`me :
−∆δc = δu , δc ∈ H10 (Ω) (3.67)
Ceci donne directement :
J(u+ δu) =
1
2
∫
Ω
(Hcu(x)− obs(x))2 dx (3.68)
+
∫
Ω
(Hcu(x)− obs(x))Hδc dx+ 1
2
∫
Ω
(Hδc)(x))2 dx
soit
J(u+ δu) = J(u)+ < HT (Hcu − obs), δc > +O(||δu||2) (3.69)
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avec un re´sultat classique d’analyse fonctionnelle (Ine´galite´ de Poincare´).
Remarquons que ceci est inutilisable puisque la seule information disponible est l’action
du gradient de J dans toutes les directions δu :
< ∇uJ, δu >=< HT (Hcu − obs), δc > (3.70)
ceci via la connaissance pre´alable de δc (ie via la re´solution d’une EDP, dans notre
cas trivial, donne´e par (3.67)). Autrement dit, la connaissance du gradient passe par la
re´solution d’une infinite´ de proble`mes directs !
La notion demode`le adjoint permet de simplifier conside´rablement le calcul du gradient.
En notant δc =Mδu (c’est le mode`le line´aire tangent), on a par de´finition :
< Mδu,HT (Hcu − obs) >=< δu,MTHT (Hcu − obs) > (3.71)
ce qui de´finit ∇uJ =MTHT (Hcu − obs).
Dans ce cas pre´cis, M =MT (autoadjoint) puisque :
< Mφ,ψ >=< ∆(Mφ),Mψ >=< φ,Mψ > (3.72)
en inte´grant deux fois par partie, en utilisant les conditions aux limites nulles et
−∆(Mψ) = ψ.
Autrement dit, ∇uJ peut eˆtre calcule´ directement a` l’aide d’un seul mode`le direct via
la re´solution du proble`me :
−∆(∇uJ) = H(Hcu − obs) , ∇uJ ∈ H10 (Ω) (3.73)
qui apparaˆıt comme la traduction de la relation (3.60).
∇uJ = ( ∂c
∂u
)T∇cJ˜
3.3.2.3 Cas d’une EDO
Pour finir d’illustrer la notion de mode`le adjoint, on va e´tudier le mode`le dynamique
de la forme :
dcu
dt
= f(t, cu) , cu(0) = u (3.74)
avec pour parame`tre de controˆle la condition initiale. On cherche alors a` minimiser une
fonction couˆt de la forme :
J(u) = 1/2
∫ T
0
(obs(t)−Hcu(t))2 dt = J˜(cu) (3.75)
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ou` T de´signe l’intervalle d’inte´gration en temps.
On note δcu(t)
∆
= cu+δu(t)− cu(t) solution de :
dδcu
dt
=
∂f
∂c
δcu , δcu(0) = δu (3.76)
On a alors directement :
J(u+ δu) = J(u) +
∫ T
0
(obs−Hcu, Hδcu) dt+O(||δu||2) (3.77)
Ce qui donne :
(∇uJ, δu) =
∫ T
0
(obs(t)−Hcu(t), Hδcu(t)) dt (3.78)
Sous cette forme, le calcul du gradient n’est pas utilisable puisqu’il ne´cessite de re´soudre
pour chaque perturbation le syste`me line´aire tangent.
On va proce´der de la meˆme manie`re que pre´ce´demment. Dans la suite, 〈., .〉 de´signe le
produit scalaire de L2(0, T ) et (., .) le produit scalaire euclidien. On note de plus δcu =Mδu
avec Mδu solution de :
d(Mδu)
dt
=
∂f
∂c
(Mδu) , (Mδu)(0) = δu (3.79)
ce qui donne :
(∇uJ, δu) =
〈
HT (obs−Hcu),Mδu
〉
, ∇uJ =MT
(
HT (obs−Hcu)
)
(3.80)
L’adjoint de M est de´fini par :
∀φ , ψ(.), 〈Mφ,ψ〉 = (φ,MTψ) (3.81)
On introduit pour effectuer une inte´gration par partie c⋆(t) telle que dc⋆/dt = ψ(t) +
k(t), ou` pour le moment k(t) n’est pas spe´cifie´, et on a aise´ment :
〈Mφ,ψ〉 =
∫ T
0
((Mφ)(t), ψ(t)) dt (3.82)
=
∫ T
0
(
Mφ,
dc⋆
dt
− k(t)
)
dt
= (c⋆(T ), (Mφ)(T ))− (c⋆(0), φ)−
∫ T
0
(
Mφ,
∂f
∂c
T
c⋆ + k(t)
)
dt
En prenant k(t) = −∂f∂c
T
c⋆, c’est a` dire :
dc⋆
dt
= −∂f
∂c
c⋆ + ψ(t) , c⋆(T ) = 0 (3.83)
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on obtient :
〈Mφ,ψ〉 = (φ,−c⋆(0)) (3.84)
ce qui de´finit le mode`le adjoint :
MTψ = −c⋆(0) (3.85)
Finalement, on a ∇uJ = −c⋆(0) avec :
dc⋆
dt
= −∂f
∂c
c⋆ +HT (obs−Hcu) , c⋆(T ) = 0 (3.86)
3.3.2.4 Mode`le adjoint et lagrangien
Une manie`re e´le´gante d’introduire l’e´tat adjoint est de de´finir le lagrangien :
L(u, c, cˆ)
∆
= J˜(c) +
∫ T
0
(
cˆ,
dc
dt
− f(c)
)
dt+ (c(0)− u, cˆ(0)) (3.87)
avec cˆ le multiplicateur de Lagrange. Ceci revient a` pe´naliser la fonction couˆt par les
contraintes que sont le mode`le dynamique et la condition initiale.
Remarquons ensuite que si c satisfait le mode`le, L(u, c, cˆ) = J(u), et que l’on a alors
le long de cette contrainte :
∇uJ = ∂L
∂u
+
∂L
∂c
∂c
∂u
(3.88)
Le premier terme est aise´ a` calculer : ∂L∂u = −cˆ(0).
Imposons a` pre´sent pour cˆ :
∂L
∂c
= 0 (3.89)
La cle´ est que l’on a aise´ment par inte´gration par partie :
L(u, c, cˆ) = J˜(c)−
∫ T
0
(c,
dcˆ
dt
)dt−
∫ T
0
(cˆ, f(c))dt+ (cˆ(T ), c(T ))− (u, cˆ(0)) (3.90)
et la contrainte devient si on impose de plus cˆ(T ) = 0 :
∂L
∂c
= 0 = ∇J˜ − dcˆ
dt
− (∂f
∂t
)T cˆ (3.91)
Dans ces conditions, ∇uJ = ∂L∂u = −cˆ(0).
Notons que la variable adjointe c⋆ s’ave`re eˆtre exactement le multiplicateur de Lagrange
cˆ.
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3.3.2.5 Autre forme de pe´nalisation
On n’a pas parle´ de la pe´nalisation de la fonction couˆt qui peut eˆtre effectue´e avec une
e´bauche ou, de manie`re un peu moins classique, par une re´gularisation sur des de´rive´es de
l’e´tat recherche´ ([Lin et al., 2002]).
3.3.2.6 Contrainte faible et erreur mode`le
L’extension au cas d’une erreur mode`le revient a` prendre comme variable de controˆle
les e´tats successifs ci ou de manie`re analogue les erreurs mode`les qi de´finies par ci+1 =
Fi(ci) + qi. La fonction a` controˆler est alors de la forme :
J(c1, . . . , cno) (3.92)
Ceci revient a` augmenter conside´rablement la taille de l’espace de controˆle et la me´thode
est en ge´ne´ral non utilisable en l’e´tat. Les deux alternatives habituellement utilise´es sont :
– une mode´lisation de l’erreur mode`le sur la base par exemple d’une e´tude the´orique
des processus non re´solus (parame´trisation sous-maille) ;
– une re´duction de l’espace de controˆle des e´tats.
Une approche couramment utilise´e, notamment en oce´anographie, est fonde´e sur
l’utilisation des bases d’EOFs, de´finies comme les modes les plus importants pour
l’information statistique du mode`le. On projette alors les e´tats (ou l’erreur mode`le
dans une base re´duite), par exemple selon :
ci =
j=neof∑
j=1
λjiπ
eof
j (3.93)
avec (πeof1 . . . π
eof
neof ) une base pre´de´termine´e. Bien entendu, neof ≪ n pour qu’il y
ait un inte´reˆt. La fonction de controˆle se restreint alors (par abus de notation) a` :
J(λ1, . . . , λneof ) (3.94)
On se re´fe`re par exemple a` [Durbiano, 2001] pour une e´tude me´thodologique et
l’application a` un mode`le quasi-ge´ostrophique en oce´anographie.
3.3.2.7 Codage pratique de l’adjoint
En pratique, le mode`le adjoint doit eˆtre construit a` partir du code de´crivant le mode`le
direct. L’approche usuelle est de construire l’adjoint du code associe´ au mode`le direct (et
non pas le code associe´ au mode`le adjoint) pour garantir une cohe´rence entre le calcul du
mode`le direct et de la fonction couˆt et le calcul du gradient (voir chapitre 4.
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Le code adjoint peut eˆtre soit e´crit “a` la main” soit ge´ne´re´ de manie`re automatique †3
par, ce que l’on appelle, des outils de diffe´renciation automatique (comme par exemple le
logiciel Odysse´e de l’INRIA).
Prenons par exemple le mode`le simplissime (une instruction informatique) :
j=x*x+x*y
Le mode`le line´aire tangent associe´ est de la forme :
djtl=2*x*dxtl+x*dytl+y*dxtl
et le gradient ∇J peut eˆtre calcule´ composante par composante en prenant successivement
comme jeu de conditions initiales pour les perturbations (dxtl,dytl) (1,0) et (0,1), et
en re´cupe´rant la valeur dans djtl. Ceci ne´cessite donc deux utilisations du code line´aire
tangent.
Le mode`le adjoint est construit en conside´rant la relation :
 xy
J

→

 xy
x ∗ x+ x ∗ y

 (3.95)
et en appliquant la transpose´e de la matrice jacobienne de cette transformation au vecteur
de variables adjointes (dxcl,dycl,dzcl), ce qui donne comme code adjoint :
dxcl=dxcl+(2x+y)*dzcl
dycl=dycl+x*dzcl
Pour une initialisation dzcl=1, on re´cupe`re donc en une seule utilisation du code
adjoint le gradient ∇J .
Notons pour terminer cette partie que l’imple´mentation d’un adjoint doit aussi tenir
compte du caracte`re spe´cifique des parties line´aires du mode`le (qui ne sont pas a` de´river
mais simplement a` transposer).
3.4 Conditionnement et qualite´ du re´sultat
Un point cle´ est bien entendu de pouvoir estimer la confiance accorde´e au re´sultat
(l’e´quivalent de la matrice de covariance d’erreur d’analyse pour les approches baye´-
siennes).
†3Toute chose e´tant e´gale par ailleurs, le code direct devant eˆtre e´crit de manie`re propre pour ce qui
concerne la structure entre´e/sortie.
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Fig. 3.6 – Conditionnement a` l’inversion.
Prenons un exemple simple de fonction couˆt en revenant a` une approche de type 3D-
var avec J˜(c) = 12 c
TAc − bT c, A une matrice syme´trique de´finie positive nxn et b ∈ Rn.
La condition d’optimalite´ s’e´crit bien e´videmment :
Aca = b (3.96)
et la “qualite´” du re´sultat va de´pendre de la sensibilite´ de ca a` des erreurs sur b ou/et sur
A. Un re´sultat classique d’alge`bre line´aire indique que ceci est lie´ au conditionnement de
la matrice A pour l’inversion, de´fini par exemple pour la norme euclidienne comme :
κ2(A) =
λmax(A)
λmin(A)
(3.97)
avec λmax(A) et λmin(A) les valeurs propres respectivement maximale et minimale de A.
Bien suˆr, si on avait diagonalise´, on aurait obtenu composante par composante un syste`me
du type :
λi(ca)i = bi (3.98)
avec λi une valeur propre de A et il est clair que l’inversion est mal conditionne´e pour les
petites valeurs propres (figure 3.6).
L’extension au cas ge´ne´ral se fait (apre`s avoir note´ que A est dans l’exemple pre´ce´dent
la matrice hessienne de J) avec l’analyse spectrale de la matrice hessienne de J .
De manie`re ge´ne´rale, le conditionnement a` l’inversion de J est de´termine´ par :
– le mode`le et sa dynamique en espace et en temps ;
– le positionnement du re´seau de capteurs d’observation.
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3.4.1 Conditionnement et dynamique du mode`le : syste`mes stables ver-
sus syste`mes chaotiques
Il convient de bien distinguer les situations au regard de l’assimilation de donne´e suivant
le comportement dynamique des syste`mes conside´re´s. On va pour sche´matiser distinguer
deux situations :
– le cas de la me´te´orologie pour lequel le proble`me est essentiellement un proble`me
aux conditions initiales.
– le cas de la chimie atmosphe´rique qui est essentiellement un proble`me de conditions
aux limites, les conditions initiales e´tant tre`s rapidement “oublie´es”.
3.4.1.1 Syste`mes aux conditions initiales
L’exemple type ([Daley, 1991]) est fourni par le mode`le ci+1 = a ci − c2i pour lequel
l’horizon de pre´visibilite´ est limite´, la solution pre´sentant une tre`s forte de´pendance aux
valeurs des parame`tres physiques (a) et a` la condition initiale c0 (figure 3.7).
Cet exemple est emble´matique de la situation rencontre´e en me´te´orologie. L’assimila-
tion de donne´es sur les conditions initiales est bien entendu indispensable pour e´viter que
les erreurs sur les modes les plus instables ne perturbent trop la qualite´ de la solution.
3.4.1.2 Syste`mes “stables”
Un autre exemple simple est donne´ par l’e´quation de la chaleur.
On se donne un corps Ω, suppose´ infini (par exemple une barre) et on mesure sa
tempe´rature c(x, t) pour un certain temps t > 0 en toute position x. L’objectif est de
retrouver la tempe´rature a` l’instant initial c(x, 0). Bien entendu :
∂c
∂t
= k∆c (3.99)
avec k la conductivite´ thermique de la barre. Si c(x, 0) =
∑
an sin(nx), on a aise´ment :
c(x, t) =
∑
an sin(nx)exp(−n2t) (3.100)
Les coefficients an s’obtiennent par une analyse de Fourier :
an =
2
Π
∫ Π
0
c(x, 0)sin(nx)dx (3.101)
Les coefficients a˜n de la solution a` t s’obtiennent a` partir de an par :
a˜n = exp(−n2t)an (3.102)
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Fig. 3.7 – Instabilite´ du syste`me ci+1 = a ci − c2i pour c0 = 1.5 et a = 3.75. Les perturba-
tions sont de 0.001.
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Fig. 3.8 – Syste`mes lent/rapide pour le cycle de Chapman troposphe´rique. Convergence
de plusieurs trajectoires vers l’e´quilibre photostationnaire.
Si l’on e´tudie l’e´volution de la tempe´rature, ceci signifie (t > 0) qu’une erreur sur le mode
n va s’atte´nuer en temps et ce d’autant plus pour les grands modes. A l’inverse, si l’on
observe la tempe´rature a` t, et que l’on cherche a` calculer la tempe´rature initiale, les erreurs
vont eˆtre amplifie´es et ce d’autant plus pour les grands modes puisque :
δan = exp(n
2t)δa˜n (3.103)
Ceci est bien entendu lie´ au caracte`re dissipatif de l’e´quation de la chaleur.
Le cas de la cine´tique chimique est similaire. Le meilleur exemple est fourni par
les mode`les de type lent/rapide caracte´ristiques du comportement dynamique de la
chimie atmosphe´rique (figure 3.8). Il est clair que la de´pendance aux conditions initiales
des espe`ces rapides est nulle, autrement dit que des erreurs sur ces conditions initiales
n’auront pas d’incidence ulte´rieure (la contrepartie est aussi que l’on ne sera pas capable
de remonter a` ces concentrations). On se re´fe`re plus ge´ne´ralement a` [Sportisse, 1999] pour
l’e´tude du comportement dynamique de la cine´tique chimique, notamment atmosphe´rique.
On renvoie e´galement au chapitre B pour une analyse du comportement des syste`mes
dissipatifs de type lent/rapide comme ceux que l’on rencontre en chimie atmosphe´rique.
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3.4.2 Network design
L’influence du re´seau d’observation dans la qualite´ de l’assimilation de donne´es est
claire et est directement relie´e au conditionnement a` l’inversion.
De manie`re ge´ne´rale, la matrice hessienne de´pend de l’ope´rateur d’observation H. Les
me´thodes de network design, sous leurs diverses de´clinaisons, reviennent a` optimiser un
crite`re de bon conditionnement a` l’inversion du hessien. le cadre ge´ne´ral est fourni par la
the´orie de l’optimal design, classiquement utilise´ en re´gression ([Fedorov et Hackl, 1997])
et les applications classiques a` l’assimilation de donne´e vont des “adaptive observations”
(utilise´es en me´te´orologie pour le de´ploiement en temps re´el de moyens de mesures
supple´mentaires a` un re´seau fixe de mesures) aux techniques de sensibilite´.
On renvoie au chapitre A pour une synthe`se me´thodologique des techniques habituel-
lement utilise´es.
3.4.3 Sensibilite´ de second-ordre
L’assimilation de donne´es conduit a` la minimisation d’un syste`me sous la forme sui-
vante :
min
u
J(u, p, obs, h) (3.104)
ou` l’on a, par abus de notation, de´signe´ la de´pendance de la fonction couˆt aux parame`tres
a` estimer (le cadre pre´ce´dent) mais e´galement a` des parame`tres non estime´s mais juge´s
incertains (p), aux valeurs des observations (obs) et a` des parame`tres du re´seau de mesure
(h).
Dans le cas de la chimie atmosphe´rique, les parame`tres estime´s sont typiquement
les concentrations ou des flux de forc¸age (e´missions), les parame`tres incertains sont
notamment les constantes de parame´trisation utilise´es pour les phe´nome`nes sous-mailles
(la re´solution horizontale d’une maille d’un mode`le de Chimie-Transport est typiquement,
a` l’e´chelle continentale, de l’ordre de quelques dizaines de kilome`tres), h est une densite´
spatio-temporelle du re´seau de mesures.
La solution au proble`me de minimisation (3.104) de´pend, par le the´ore`me des fonctions
implicites, des autres parame`tres (p, obs, h) :
ua(p, obs, h) = argminuJ(u, p, obs, h) (3.105)
Un point essentiel est bien entendu, pour estimer la qualite´ des re´sultats, d’estimer la
de´pendance de ua en ces parame`tres non estime´s. Cette sensibilite´ est donne´e, par exemple
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pour les parame`tres incertains p, par ce que l’on appelle la sensibilite´ du second ordre que
l’on a directement par :
∂ua
∂p
= −(HessuJ)−1 ∂
2J
∂p∂u
(3.106)
Ceci montre le caracte`re cle´ joue´ par la matrice hessienne de J . On renvoie par exemple
a` [Le Dimet et al., 2002, Wang et al., 1992, Ngodock, 1996] pour plus de de´tails, notam-
ment nume´riques.
L’imple´mentation nume´rique des sensibilite´s de second-ordre, dans un cadre varia-
tionnel, conduit a` “de´river une seconde fois” les mode`les diffe´rentie´s. L’approche est donc
particulie`rement lourde pour des codes tridimensionnels complexes meˆme si elle reste
faisable pour des applications acade´miques (le code POLAIR3D a un hessien diffe´rentie´
par exemple). On se re´fe`re au chapitre C pour une application a` un exemple simple dans
le cadre de la mode´lisation inverse de traceurs radioactifs a` petite e´chelle (ie donne´s par
des mode`les simples de type gaussiens).

Chapitre 4
Mode`les line´aire tangent et
adjoint de POLAIR3D
Re´sume´
Les mode`les adjoint et line´aire tangent associe´s a` un mode`le physique direct sont les
composantes indispensables d’une approche variationnelle. L’objectif de ce chapitre est
de faire le point sur les difficulte´s rencontre´es pour les mode`les de Chimie-Transport et
les choix retenus pour le mode`le POLAIR3D dont les mode`les de´rive´s sont obtenus par
diffe´renciation automatique.
On de´taille notamment les approches choisies nume´riquement et les diffe´rences entre
les approches discre`te et continue. On pre´sente enfin quelques applications a` des e´tudes de
sensibilite´.
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Introduction
Les calculs de sensibilite´ aux parame`tres d’entre´e du mode`le (conditions initiales, pa-
rame´trisations physiques, flux -e´missions, ...-) peuvent passer par le calcul des de´rive´es des
sorties du mode`le par rapport a` ses entre´es. Conside´rons le mode`le, une fois discre´tise´ en
espace (c’est le cas en pratique pour les mode`les de Chimie-Transport comme POLAIR3D
qui adoptent une “me´thode des lignes” pour la discre´tisation en espace puis la re´solution
nume´rique d’une e´quation diffe´rentielle e´crit sous la forme :
dc
dt
= f(t, c, k) , c(0) = c0 (4.1)
avec c ∈ Rn le vecteur des variables d’e´tat (en pratique les champs 3D d’espe`ces
chimiques), k ∈ Rm le vecteur des parame`tres et c0 la condition initiale.
Un calcul de sensibilite´ locale aux parame`tres k revient par exemple a` estimer la matrice
n×m :
S(t) =
∂c(t)
∂k
(4.2)
Evidemment, une “grande valeur” de la colonne Si correspond a` une composante des
parame`tres dont l’influence est localement (autour du point de fonctionnement courant
dans l’espace des parame`tres) importante pour les sorties du mode`le.
Pour la mode´lisation inverse par des approches variationnelles, la sensibilite´ doit eˆtre
estime´e pour des fonctions scalaires applique´es a` la sortie du mode`le (une fonction couˆt,
note´e J(c(T )) en cohe´rence avec les chapitres pre´ce´dents) :
∇kJ = S(T )T∇cJ(T ) (4.3)
Les deux approches utilise´es couramment pour calculer ces sensibilite´s sont :
– par le mode`le line´aire tangent (on parle aussi souvent de mode “forward”),
– ou par le mode`le adjoint (on parle aussi de mode “reverse”).
Un premier choix est a` faire entre l’utilisation de la discre´tisation nume´rique des
mode`les “de´rive´s” associe´s aux e´quations continues sous-jacentes au mode`le physique
(on parlera par la suite d’approche continue) et celle des mode`les “de´rive´s” associe´s aux
mode`les discre´tise´s (on parlera d’approche discre`te). La seconde approche est en ge´ne´ral
pre´fe´re´e car elle permet notamment, dans le contexte de la mode´lisation inverse, d’avoir
une compatibilite´ entre les fonctions couˆt calcule´es et les gradients associe´s. C’est cette
approche que nous avons choisie pour POLAIR3D.
La mise en œuvre pratique de cette approche peut ne´cessiter des de´veloppements
lourds pour de “gros” mode`les tridimensionnels. Le codage en dur (“a` la main”) de ces
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mode`les de´rive´s a` partir du mode`le physique initial est une approche encore largement
utilise´e. Une alternative est l’utilisation d’outils de diffe´renciation, comme Odysse´e
([Faure et Papegay, 1997]), Tapenade, TAMC ([Giering et Kaminski, 1998]), ADIFOR
([Bischof et al., 1992, He et al, 2000]), ..., permettant de ge´ne´rer des codes de manie`re
automatique a` partir d’un code source. C’est cette approche que nous avons choisie afin
de pouvoir garantir la pe´rennite´ de la plate-forme de calcul POLAIR3D et l’obtention
aise´e de ses codes pe´riphe´riques (dont les mode`les line´aires tangents et adjoints). Ceci
ne va pas ne´anmoins sans un certain nombre de contraintes sur l’e´criture du mode`le di-
rect, qui doit essentiellement eˆtre tre`s pre´cis sur les relations fonctionnelles entre´es/sorties.
Ce chapitre, a` porte´e largement “technologique” (mais cle´ pour l’ensemble de ce tra-
vail), est organise´ de la manie`re suivante. On rappelle rapidement dans la section 1, sur des
exemples simples, la construction des mode`les line´aire tangent et adjoint pour les mode`les
de Chimie-Transport. La proble´matique des approches continue et discre`te est esquisse´e
en section 2. Les algorithmes effectivement imple´mente´s dans POLAIR3D sont pre´sente´s
en section 3. Le couplage au pre´processeur chimique SPACK (Simplified Preprocessor for
Atmospheric Chemical Kinetics, [Djouad et al., 2002a]) permet une ge´ne´ration automa-
tique rapide des mode`les de´rive´s associe´s a` une cine´tique chimique quelconque (gazeuse et
diphasique eau/gaz). Enfin, des tests d’illustration sont pre´sente´s en section 4.
4.1 Equations de´rive´es continues pour les mode`les de dis-
persion re´active
On part de l’e´quation de dispersion re´active des espe`ces chimiques, en supposant que
la densite´ de l’air est constante :
∂ci
∂t
+ div(V ci) = div(K∇ci) + χi(c)−Dici + Ei , c(0) = c0 (4.4)
ou` pour plus de simplicite´, on a incorpore´ les conditions aux limites de de´poˆt (Di est une
vitesse de de´poˆt) et d’e´missions (Ei) dans les e´quations de champs.
Par exemple, une perturbation δc0 sur les conditions initiales et δE sur les e´missions
va se propager selon l’e´quation line´arise´e :
∂δc
∂t
+ div(V δc) = div(K∇δc) + F (c)δc−Dδc+ δE , δc(0) = δc0 (4.5)
avec D une matrice diagonale forme´e a` partir des vitesses de de´poˆt et F la matrice
jacobienne ∂χ/∂c associe´e aux termes de cine´tique chimique †1. Ce mode`le est la version
continue du mode`le line´aire tangent associe´ a` l’e´quation de dispersion re´active.
†1Note´e habituellement J , ce qui est ambigu dans le contexte de l’assimilation de donne´es.
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Conside´rons a` pre´sent une fonction couˆt J de´finie a` partir de la sortie du mode`le c. En
toute ge´ne´ralite´ on prend J de´finie sur un intervalle d’inte´gration en temps [0, T ] :
J(c) =
∫ T
0
j(c(t))dt (4.6)
La perturbation induite sur J est donne´e au premier ordre par :
δJ = J(c+ δc)− J(c) =
∫ T
0
(∇cj, δc(t))dt (4.7)
Cette e´quation de´finit ∇E(t)J et ∇c0J selon :∫ T
0
(∇cj, δc(t))dt = (∇c0J, δc0) +
∫ T
0
(δE(t),∇E(t)J)dt (4.8)
En faisant le produit scalaire L2 en espace de l’e´quation d’e´volution de la perturbation
δc(t) par la variable adjointe c⋆(t) (de´finie ci-apre`s) et en inte´grant en temps, on obtient
aise´ment apre`s inte´gration par partie) :∫ T
0
(
−∂c
⋆
∂t
− V div(c⋆)− div(K∇c⋆)− F T (c)c⋆ +Dc⋆, δc(t)
)
dt (4.9)
+ (c⋆(T ), δc(T )) = (c⋆(0), δc0) +
∫ T
0
(δE(t), c⋆(t))dt (4.10)
En prenant comme e´quation adjointe :
−∂c
⋆
∂t
− V div(c⋆) = div(K∇c⋆) + F T (c)c⋆ −Dc⋆ +∇cj , c⋆(T ) = 0 (4.11)
on a directement par identification :
∇c0J = c⋆(0) , ∇E(t)J = c⋆(t) (4.12)
Notons que pour le cas d’une densite´ de l’air constante (ρ), le champ de vent ve´rifie
divV = 0, et on se rame`ne aise´ment a` :
−∂c
⋆
∂t
− div(V c⋆) = div(K∇c⋆) + F T (c)c⋆ −Dc⋆ +∇cj , c⋆(T ) = 0 (4.13)
Il est a` noter que, dans le cas d’un mode`le de traceurs passifs ou line´aires, F est alors une
matrice diagonale, e´ventuellement nulle, et F T = F . Pour le mode`le continu, les variables
adjointes sont aise´ment obtenues a` l’aide du mode`le initial en inversant le signe du temps
(en pratique les chronologies de champs de forc¸age) et le signe des champs de vent et en
prescrivant comme terme d’e´mission ∇cj.
Lorsque la densite´ de l’air (ρ) n’est pas constante, l’e´quation de dispersion de de´part
doit eˆtre re´e´crite, le terme de diffusion devenant :
div(ρK∇ c
ρ
) (4.14)
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Le produit scalaire de´finissant le cadre fonctionnel sous-jacent doit eˆtre rede´fini afin de
pouvoir avoir une proprie´te´ du meˆme type. Si on ne´glige les termes de de´rive´es en temps
dans l’e´quation de continuite´ (div(ρV ) = 0), il est relativement direct de ve´rifier que le
“bon” produit scalaire est alors pour les concentrations :
(φ, ψ) =
∫
φ(x)ψ(x)
ρ
dx (4.15)
permettant d’obtenir de nouveau pour l’e´quation adjointe (4.13). De manie`re similaire, on
aurait pu travailler en fraction massique xc = c/ρ (le terme de diffusion devenant alors
div(ρK∇xc)/ρ) avec le produit scalaire :
(φ, ψ) =
∫
ρ(x)φ(x)ψ(x)dx (4.16)
On se re´fe`re a` [Issartel et Baverel, 2002, Roustan et Bocquet, 2006] pour plus de de´tails
et l’application aux me´thodes de re´tropanaches.
4.2 Approche continue versus approche discre`te
Dans le cas d’une cine´tique chimique non-line´aire, sur la base des e´quations pre´ce´-
dentes, une approche serait de discre´tiser les e´quations continues pre´ce´dentes pour obtenir
les mode`les line´aire tangent et adjoint (on parlera d’approche continue, le mode`le de´rive´
e´tant obtenu pour un mode`le continu). Cette approche est rarement utilise´e en pratique
car elle ne permet pas de garantir une compatibilite´ entre la fonction couˆt calcule´e
nume´riquement (via les sche´mas nume´riques associe´s au calcul du mode`le direct) et les
valeurs des gradients.
Une approche alternative est d’utiliser les mode`les de´rive´s associe´s aux mode`les directs
discre´tise´s (on parlera par la suite d’approche discre`te).
Dans [Sirkes et Tziperman, 1997], les diffe´rences entre ces deux approches sont
e´tudie´es, notamment sur la ne´cessite´ d’avoir recours a` des sche´mas nume´riques appro-
prie´s pour l’approche continue. Par exemple, dans le cas de la cine´tique chimique, la
“chimie adjointe” garde fondamentalement des proprie´te´s similaires au mode`le direct : le
mode`le est raide (avec une grande dispersion des e´chelles de temps, les valeurs propres de
F et de F T ), ce qui conduira a` privile´gier des algorithmes d’inte´gration en temps implicites.
Un point cle´ est la non-syme´trie en temps (et en espace pour des mode`les de type
advection-diffusion) des algorithmes nume´riques utilise´s qui conduit a` des diffe´rences entre
les approches discre`te et continue.
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4.2.1 Cas d’une e´quation diffe´rentielle : application a` la cine´tique chi-
mique
Pour illustrer les diffe´rences entre les deux approches, on a choisi d’e´tudier le cas d’une
cine´tique chimique donne´e par un mode`le e´crit sous la forme :
dc
dt
= f(c, k) , c(0) = c0 (4.17)
pour l’intervalle de temps [0, T ].
Le parame`tre k contient les parame`tres du mode`le (e´ventuellement c’est d’ailleurs
une fonction du temps k(t)). L’ensemble des variables par rapport auxquelles on souhaite
de´river est alors donne´ par u = (k, c0) (ce qui serait la variable de controˆle dans un
contexte de mode´lisation inverse/assimilation de donne´es).
Afin de bien noter la de´pendance aux parame`tres, on note c(t, u) la concentration c
au temps t. Le calcul va eˆtre identique au calcul pre´ce´dent avec une de´pendance en les
parame`tres k quelconque.
On se donne dans un premier temps une fonction J(c(T, u)). Une perturbation δu =
(δk, δc0) conduit a` une perturbation :
δJ = J(c(T, u+ δu))− J(c(T, u)) ≃ (∇cJ, δc(T, u)) (4.18)
Or les perturbations de c ve´rifient le mode`le d’e´volution line´arise´ :
dδc
dt
= Fδc+
∂f
∂k
δk , δc(0) = δc0 (4.19)
avec F = ∂f/∂c le jacobien.
De la meˆme manie`re que pre´ce´demment, en inte´grant sur [0, T ] apre`s multiplication
par la variable adjointe c⋆(t) (sans plus de pre´cision a` ce niveau), on obtient alors :
(c⋆(T ), δc(T, u))− (c⋆(0), δc0) =
∫ T
0
[
(
dc⋆
dt
+ F T c⋆, δc) + (
∂f
∂k
T
c⋆, δk)
]
dt (4.20)
Si le mode`le adjoint est de´fini par :
dc⋆
dt
= −F T c⋆ , c⋆(T ) = ∇cJ (4.21)
on a directement :
δJ = (∇cJ, δc(T, u)) = (c⋆(0), δc0) +
∫ T
0
(
∂f
∂k
T
c⋆, δk)dt (4.22)
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ce qui montre que :
∇c0J = c⋆(0) , ∇kJ =
∫ T
0
∂f
∂k
T
c⋆dt (4.23)
De manie`re directe, si k de´pend du temps et si l’on cherche a` calculer la sensibilite´ par
rapport a` un e´tat du mode`le a` t (et non plus a` la condition initiale), on obtient :
∇c(t,u)J = c⋆(t) , ∇k(t)J =
∂f
∂k
T
c⋆(t) (4.24)
Un point cle´ est donc, dans tous les cas, l’inte´gration du syste`me (4.21).
Utilisons a` pre´sent une me´thode d’inte´gration implicite, en l’occurrence le sche´ma
d’Euler implicite line´arise´ applique´ a` une EDO non autonome. L’extension a` d’autres
sche´mas (d’ordre plus e´leve´) est directe. L’inte´gration du mode`le direct (4.17) s’e´crit sous
la forme :
cn+1 − cn
∆t
= f(cn, kn) + Jn(cn)(cn+1 − cn) (4.25)
avec cn et kn les approximations au temps tn de c et k. On a note´ Jn(cn) une approxi-
mation nume´rique du jacobien pour marquer sa de´pendance en l’e´tat pour les cas non
line´aires. ∆t est le pas de temps suppose´ constant.
Dans le cas line´aire f(cn, kn) = Fn cn et le passage de cn a` cn+1 peut donc s’e´crire sous
la forme cn+1 =Mncn. Il est alors trivial de ve´rifier que le sche´ma ite´ratif adjoint associe´
est :
c˜⋆n =Mn
T c˜⋆n+1 (4.26)
On a directement apre`s quelques manipulations alge´briques :
c˜⋆n = (I + (I − Jn∆t)−1Fn∆t)T c˜⋆n+1 (4.27)
Ce sche´ma correspond a` la version adjointe du mode`le discre´tise´ (approche discre`te).
Conside´rons a` pre´sent le mode`le adjoint continu. Il s’e´crit :
dc⋆
dt
= −F T c⋆ (4.28)
Une discre´tisation par le sche´ma d’Euler implicite line´arise´ (si les e´quations sont raides, le
mode`le adjoint garde cette proprie´te´) conduit a` :
c⋆n − c⋆n+1
∆t
= F Tn+1c
⋆
n+1 + J
T
n+1
(
c⋆n − c⋆n+1
)
(4.29)
On obtient alors aise´ment le sche´ma ite´ratif suivant :
c⋆n = (I + (I − Jn+1∆t)−1Fn+1∆t)T c⋆n+1 (4.30)
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Ceci constitue la version discre´tise´e du mode`le adjoint continu. On remarque bien entendu
que le sche´ma est similaire a` celui obtenu par l’approche discre`te si ce n’est que la non
autonomie est prise en compte dans un cas de manie`re explicite pour le sche´ma re´trograde
(Fn+1, approche continue), de manie`re implicite dans l’autre cas (Fn, approche discre`te).
Dans le cas d’un syste`me non-autonome (meˆme line´aire), les deux ap-
proches ne sont donc pas e´quivalentes, du fait de la non-syme´trie en temps induit par
la discre´tisation nume´rique. Pour le sche´ma nume´rique utilise´ ici pour cette illustration
(Euler implicite line´arise´), il est probable que l’approche discre`te conviendra mieux a`
des syste`mes avec de forts gradients en temps des constantes de forc¸age (implicite). Si
le sche´ma nume´rique initial avait e´te´ le sche´ma d’Euler implicite sans line´arisation, les
re´sultats auraient e´te´ strictement inverse´s et le comportement en terme de stabilite´ des
deux approches est donc a` e´tudier au coup par coup.
Une autre implication est bien entendu que meˆme si le mode`le continu est auto-adjoint
(F = F T ), cette proprie´te´ n’est plus conserve´e nume´riquement (du fait du de´faut de non-
autonomie). On peut par exemple se re´fe´rer a` [Roustan et Bocquet, 2006] pour une analyse
plus de´taille´e dans le cas du mode`le POLAIR3D.
4.2.2 Cas d’un mode`le d’advection-diffusion
On se re´fe`re a` [Sei et Symes, 1995, Sirkes et Tziperman, 1997] pour l’e´tude approfon-
die d’une e´quation d’advection-diffusion. Un point cle´ est l’e´tude de stabilite´ des sche´mas
nume´riques d’advection, pour les e´quations adjointes discre`tes ou continues.
On se propose ici d’illustrer le comportement en terme de consistance des deux ap-
proches nume´riques. On conside`re une e´quation d’e´volution line´aire continue du type :
∂c
∂t
+Mc = S(k) (4.31)
avec c → Mc un ope´rateur de type advection-diffusion et S(k) un terme source fonction
des parame`tres k. Un point cle´ est l’e´tude nume´rique des mode`les adjoints associe´s a` M .
L’e´quivalent, pour ce cas, du comportement non-syme´trique en temps pre´sente´ sur
l’exemple pre´ce´dent (sche´mas implicite/explicite), est par exemple la non-syme´trie en
espace d’une approche de type upwind.
Avec des notations standards en analyse nume´rique, on note V l’espace fonctionnel
sur lequel c est de´fini (typiquement L2) et Vh un sous-espace de discre´tisation (h est
typiquement un parame`tre de discre´tisation qui va tendre vers 0). Soit Πh l’ope´rateur de
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discre´tisation de V dans Vh et Mh l’ope´rateur discret associe´ a` M de´fini sur Vh (le sche´ma
nume´rique applique´ au proble`me discre´tise´).
Une proprie´te´ cruciale du sche´ma nume´rique choisi est la proprie´te´ de consistance qui
assure que l’erreur locale tend vers 0 lorsque le pas de discre´tisation h tend vers 0. Si on
utilise le diagramme suivant, dans lequel une fle`che horizontale correspond a` l’application
de l’ope´rateur et une fle`che verticale a` une discre´tisation :
c ∈ V −→ Mc ∈ V
↓ ↓
ΠhMc ∈ Vh
ch = Πhc ∈ Vh −→ MhΠhc ∈ Vh
(4.32)
le sche´ma est dit consistant si on a asymptotiquement la proprie´te´ de commutation :
MhΠh −ΠhM h→0−→ 0 (4.33)
L’e´quivalent pour le cas du mode`le adjoint MT (de´fini en fonction du produit scalaire sur
V ) n’a pas de raison d’eˆtre ve´rifie´, autrement dit on n’a pas ne´cessairement la proprie´te´ :
MTh Πh −ΠhMT h→0−→ 0 (4.34)
Un bon exemple est fourni par l’e´quation d’advection discre´tise´e par un sche´ma de type
“upwind”. On conside`re le cas scalaire (x ∈ R est une coordonne´e d’espace) :
∂c
∂t
+ V (x)
∂c
∂x
= S(k) (4.35)
avec V (x) un champ de vent. On ne traite pas ici les conditions aux limites (le de´veloppe-
ment e´tant largement formel). On a pris (Mc)(x) = V (x) ∂c∂x . Le sche´ma upwind est alors
de´fini par :
cn+1i − cni
∆t
+ V +i
cni − cni−1
∆x
+ V −i
cni+1 − cni
∆x
= S(k) (4.36)
avec les notations classiques V +i = max(0, V (xi)) et V
−
i = min(0, V (xi)).
L’e´quation directe continue est directement donne´e par :
−∂c
⋆
∂t
− ∂(V (x)c
⋆)
∂x
= 0 (4.37)
Un calcul fastidieux d’inte´gration par partie discre`te permet de se convaincre que l’adjoint
discret obtenu a` partir de (4.36) est :
−(c
⋆)n+1i − (c⋆)ni
∆t
− V
+
i+1(c
⋆)n+1i+1 − V +i (c⋆)n+1i
∆− x −
V −i (c
⋆)n+1i − V −i−1(c⋆)n+1i−1
∆− x = 0 (4.38)
Si le champs de vitesse V (x) s’annule dans la cellule i (ce qui implique V +i = V
−
i = 0), on
note alors directement que :
V +i+1(c
⋆)n+1i+1 − V +i (c⋆)n+1i
∆x
+
V −i (c
⋆)n+1i − V −i−1(c⋆)n+1i−1
∆x
≃ 2∂(V (x)c
⋆)
∂x
(4.39)
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ce qui prouve la non-consistance avec l’e´quation adjointe continue (4.37).
4.3 Algorithmes mis en œuvre dans POLAIR3D
4.3.1 Approche retenue
En pratique, on a choisi dans POLAIR3D d’utiliser une approche discre`te (ce sont les
sche´mas nume´riques et leur imple´mentation sous forme de code qui sont diffe´rencie´s). Il y
a essentiellement deux raisons qui ont motive´ ce choix :
– selon les sche´mas nume´riques utilise´s (qui peuvent e´voluer sur une grosse plate-forme
de calcul), aucune approche n’est de´finitivement supe´rieure en terme de stabilite´ et
un choix doit donc eˆtre fait si l’on souhaite avoir une approche ge´ne´rique ;
– l’avantage d’une approche discre`te est de pouvoir eˆtre effectue´e par une me´thode
de diffe´renciation automatique, a` meˆme d’alle´ger les contraintes de de´veloppement
informatique.
– Ceci permet d’avoir une compatibilite´ entre valeur de la fonction couˆt et valeur du
gradient.
4.3.2 Diffe´rentiation automatique et contraintes de de´veloppement
4.3.2.1 Contraintes
De nombreux logiciels de diffe´rentiation automatique (Odysse´e
[Faure et Papegay, 1997], TAMC [Giering et Kaminski, 1998], ADIFOR
[Bischof et al., 1992], TAPENADE, ...) ont e´te´ de´veloppe´s ces dernie`res anne´es. Le
principe est de prendre en entre´e un code (l’imple´mentation informatique de la discre´ti-
sation nume´rique du mode`le physique direct : on parlera de code direct) et de ge´ne´rer les
codes de´rive´s associe´s (code line´aire tangent et code adjoint ou cotangent).
Un inconve´nient majeur est la gestion de la trajectoire calcule´e par le mode`le direct.
En effet, les de´rive´es de fonctions non-line´aires ne´cessitent la connaissance des e´tats le
long desquels elles doivent eˆtre calcule´es (fournie par le calcul direct). Le recalcul de la
trajectoire dans chaque routine du code ne´cessite a priori l’emploi d’un grand nombre
de variables locales afin de stocker l’historique du mode`le direct. Une telle gestion induit
alors des codes de´rive´s extreˆmement couˆteux en temps calcul et en place me´moire.
Un second e´le´ment important est lie´ aux contraintes de de´veloppement qui peuvent eˆtre
associe´es a` l’utilisation d’un logiciel de diffe´rentiation automatique. Dans le cas d’Odysse´e
([Charpentier, 2000] par exemple), les principales restrictions sont les suivantes :
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– les instructions de saut (GOTO en Fortran) ne peuvent souvent pas eˆtre traite´es ;
– les tableaux de taille variable ne sont pas reconnus ;
– les boucles d’arreˆt conditionnel (DO WHILE en Fortran) ne sont pas traite´es, ...
On notera un principe (bien compre´hensible par ailleurs) : l’exe´cution du mode`le direct doit
eˆtre la “plus fige´e possible” (de fait le cheminement de la trajectoire parmi l’arborescence
des routines).
4.3.2.2 Sche´mas de check-points
Rappelons pour me´moire que des me´thodes de gestion de la trajectoire ont e´te´ de´ve-
loppe´es (notamment a` la suite des travaux de Griewank, [Griewank et Walther, 1999]).
L’ide´e est de sauver l’e´tat du mode`le direct en jalonnant l’intervalle de “check-points” (de
points ou` l’on va recalculer des morceaux de la trajectoire directe). Les divers algorithmes
de check-points vont alors se distinguer les uns des autres selon le placement de ces
instants (me´thodes FISC, Periodis, bisection, Treeverse, TwiCE, etc).
Dans notre cas, la gestion de la trajectoire de POLAIR3D ne ne´cessite pas le recours
a` de telles approches.
4.3.2.3 Validation des mode`les de´rive´s
Deux tests sont couramment utilise´s afin de valider les codes de´rive´s obtenus. On
conside`re une fonctionnelle J (de Rm dans R,m e´tant le nombre de parame`tres par rapport
auxquels la diffe´rentiation a lieu).
4.3.2.3.1 Test du gradient Le premier test, commune´ment appele´ test du gradient,
consiste a` ve´rifier pour toute direction de perturbation δu que :
lim
ǫ→0
J(u+ ǫδu)− J(u)
ǫ(∇J(u), δu) = 1 (4.40)
en se fondant sur le de´veloppement de Taylor
J(u+ ǫδu) = J(u) + ǫ(∇J(u), δu) +O(ǫ2) (4.41)
Dans les e´quations pre´ce´dentes, ∇J est la valeur fournie par les mode`les de´rive´s. Le
comportement attendu est celui d’une “courbe en cloche” : pour des petites valeurs de la
perturbation ǫ, les erreurs d’arrondis dominent informatiquement et le ratio calcule´ est
loin de 1 ; pour des grandes valeurs de ǫ (pour des fonctions non line´aires), l’hypothe`se de
line´arisation n’est plus valide et le ratio est a` nouveau loin de 1.
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Fig. 4.1 – Un test de Taylor typique pour un parame`tre du mode`le de Chimie-Transport
POLAIR3D.
La courbe 4.1 donne un exemple typique de courbe de Taylor obtenue pour le mode`le
POLAIR3D.
4.3.2.3.2 Test du produit scalaire Un second test utilise conjointement les
codes line´aire tangent et adjoint. Conside´rons a` pre´sent (en toute ge´ne´ralite´ pour ne
pas se restreindre au cas d’une fonctionnelle scalaire) une “partie de code” associant
un vecteur de parame`tres u ∈ Rm a` un vecteur de variables y ∈ Rn par la relation y = Φ(u).
Le code line´aire tangent va alors associer a` la perturbation δu ∈ Rm, la perturbation
δy ∈ Rn donne´e par δy = Φ′(u)δu. On notera : δy = LT (u, δu).
Le code adjoint permet de calculer le produit scalaire de la perturbation δy avec tout
vecteur δy˜ ∈ Rn via la relation :
(δy, δy˜) = (AD(u, δy˜), δu) (4.42)
De fait, AD(u, δy˜) = (Φ
′
(u))T δy˜.
Si l’on prend δy˜ = δy, on doit pouvoir ve´rifier pour toute perturbation des parame`tres
δu :
(LT (u, δu), LT (u, δu)) = (AD(u, LT (u, δu)), δu) (4.43)
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ce qui constitue le test du produit scalaire.
4.3.2.4 Traitement des parties line´aires
L’utilisation d’un code de diffe´rentiation automatique n’exclut bien entendu pas le
recours a` un traitement approprie´ de certaines parties du mode`le, notamment les parties
line´aires. Conside´rons par exemple la routine qui inverse le syste`me A.y = b (y e´tant
l’inconnue, A une matrice carre´e inversible et b un second membre). Dans ce cas, en
cohe´rence avec les notations pre´ce´dentes, les parame`tres sont de´finis par u = (b, A)
et F (u) = A−1b. De fait, la routine est de la forme ROUTINE(A, b, y) avec comme
arguments d’entre´e (A, b) et y comme argument de sortie.
On note δy, δA et δb les de´rive´es directionnelles et on a e´videmment pour le code
line´aire tangent :
A.δy = δb− δA.y (4.44)
La routine initiale peut eˆtre utilise´e sous la forme ROUTINE(A, δb − δA.y, δy) qui
renvoie δy(δA, δb).
Pour le code adjoint, on utilise la relation de de´finition :
(δy, δy˜) = (A⋆(δy˜), δA) + (b⋆(δy˜), δb) (4.45)
Or :
(δy, δy˜) = (A−1(δb− δA.y), δy˜) (4.46)
et l’on a directement :
b⋆(δy˜) = (A−1)T δy˜ , A⋆(δy˜) = −y(b⋆(δy˜))T (4.47)
Autrement dit, on utilise cette fois-ci la routine sous la forme ROUTINE(AT , δy˜, b⋆) puis
on en de´duit A⋆.
4.3.3 Le pre´processeur SPACK
La ge´ne´ration des me´canismes chimiques sur lesquels reposent les mode`les de Chimie-
Transport peut eˆtre re´alise´e de manie`re automatique et couple´e avec des proce´dures
de diffe´renciation automatique afin de pouvoir disposer de mode`les adjoints et line´aires
tangents associe´s.
C’est l’approche que nous avons choisie, qui est fonde´e sur le couplage entre un
pre´processeur chimique (SPACK pour Simplified Preprocessor for Atmospheric Chemical
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Kinetics) et un outil de diffe´rentiation automatique (Odysse´e, [Faure et Papegay, 1997]).
SPACK permet notamment de re´aliser les ope´rations suivantes :
– le passage d’une repre´sentation symbolique (de´crivant les re´actions chimiques entre
les espe`ces chimiques conside´re´es) a` une repre´sentation mathe´matique (des e´quations
diffe´rentielles ordinaires de´crivant la cine´tique chimique) ;
– la ge´ne´ration automatique des lumpings d’espe`ces lorsque ceux-ci sont utilise´s dans
les me´canismes (c’est particulie`rement le cas pour les mode`les diphasiques que l’on
rencontre dans la chimie des gouttes de nuage) ;
– la ge´ne´ration en Fortran 77 des routines associe´es pour la simulation nume´rique (a
priori inse´rables dans n’importe quel code hoˆte) ;
– la ge´ne´ration en Fortran 77 des routines de´rive´es pour les mode`les adjoint et line´aire
tangent associe´s.
C’est cette approche extreˆmement modulaire que nous avons adopte´e et qui permet
d’obtenir, modulo une description standardise´e des me´canismes chimiques, les routines
de´crivant les mode`les directs, line´aire tangent et adjoint de n’importe quel me´canisme.
En pratique, les sche´mas dont nous disposons sont par exemple CBM IV
([Gery et al., 1989]), RADM2 ([Stockwell et al., 1990]), RACM ([Stockwell et al., 1997a]),
etc...
4.3.4 Boucle en temps et imple´mentation pratique dans POLAIR3D
Un mode`le de Chimie-Transport va eˆtre de´crit au niveau algorithmique par la se´quence
suivante :
1. initialisation des donne´es inde´pendantes du temps ;
2. initialisation de la fonction couˆt : J(c0) = 0 (ou un terme d’e´bauche e´ventuel) ;
3. boucle en temps (indexe´e par 1 ≤ i ≤ no) :
– lecture des donne´es de forc¸age φi−1 (ne´cessaires au mode`le pour le calcul de l’e´tat
au temps ti) ;
– calcul du nouvel e´tat ci = Φ(ci−1, φi−1) ;
– calcul de la fonction couˆt au temps ti : Ji(ci) ;
– mise a` jour de la fonction couˆt : J = J + Ji.
Les donne´es de forc¸age φi comprennent l’ensemble des donne´es me´te´orologiques (en re´alite´
les sorties des parame´trisations calcule´es a` partir des champs me´te´os et leur interpolation
sur la grille du CTM, ainsi que les parame´trisations physico-chimiques).
Un calcul direct de ∇J pourrait eˆtre fait mais il ne´cessiterait de stocker toutes les
donne´es de forc¸age (φ0, . . . , φno−1) et la trajectoire de la solution (c0, . . . , cno), ce que l’on
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ne peut pas faire en pratique. Une approche plus pratique est de noter que∇uJ =
∑
i ∇uJi,
c’est a` dire :
∇uJ =
∑
1≤j<i≤no
(
∂cj
∂u
)T|tj−1 . . . (
∂ci
∂ci−1
)T|ti−1(
∂Ji
∂ci
)T|ti +
∑
1≤i≤n
(
∂ci
∂u
)T|ti−1(
∂Ji
∂ci
)T|ti (4.48)
Le mode`le adjoint permet de calculer pour tout vecteur z :
(
∂ci
∂u
)T|ti−1z , (
∂ci
∂ci−1
)T|ti−1z (4.49)
Ceci ne´cessite de stocker (par exemple dans des fichiers) la trajectoire (c0, c1, . . . , cn). Pour
le cas ou` l’on travaille sur les conditions initiales (u = c0), la formule pre´ce´dente devient :
∇c0J =
∑
1≤i≤no
(
∂c1
∂c0
)T|t0 . . . (
∂ci
∂ci−1
)T|ti−1(
∂Ji
∂ci
)T|ti (4.50)
= . . .×
[
(
∂Jno−2
∂cno−2
)T + (
∂cno−1
∂cno−2
)T [(
∂Jno−1
∂cno−1
)T + (
∂cno
∂cno−1
)T (
∂Jno
∂cno
)T ]
]
(4.51)
et l’algorithme s’e´crit a` pre´sent :
1. initialisation : c⋆no
∆
= (∂Jno∂cno
)T ,
2. boucle en temps re´trograde (indexe´e par no ≥ i ≥ 1) :
– lecture des donne´es de forc¸age φi−1,
– lecture de la trajectoire sauvegarde´e ci−1,
– calcul de :
c⋆i−1 = (
∂ci
∂ci−1
)T|ci−1,φi−1c
⋆
i (4.52)
– mise a` jour de c⋆i−1 = c
⋆
i−1 + (
∂Ji−1
∂ci−1
)T .
3. Sortie de : ∇c0J = c⋆0.
Notons que le couˆt du calcul est de l’ordre du couˆt de calcul d’un mode`le direct (mais
certainement pas multiplie´ par le nombre de degre´s de liberte´ recherche´).
4.4 Application a` des tests de sensibilite´
Cette section pre´sente des cas d’application pre´liminaires au calcul de la sensibilite´,
notamment de l’ozone. Le premier cas concerne un mode`le diphasique pre´sente´ dans
[Djouad et al., 2002a], qui de´crit le transfert de masse entre l’air et les gouttes d’eau de
nuage d’une part, la chimie en phases gazeuse et aqueuse d’autre part. Le second cas pre´-
sente un calcul 3D effectue´ sur la base des simulations ESQUIF effectue´es avec POLAIR3D
au-dessus de la re´gion parisienne ([Sartelet et al., 2002]).
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4.4.1 Chimie diphasique
Pour des raisons de cohe´rence avec la litte´rature du domaine, on a garde´ les notations
standards (au risque e´ventuel d’avoir des ambigu¨ıte´s avec les notations pre´ce´dentes).
L’e´volution des espe`ces chimiques dans la phase gazeuse et dans les gouttes de nuage
est donne´e par le syste`me d’EDOs couple´es suivant ([Lelieveld et Crutzen, 1991]) :
dG
dt
= χG(G)− LkmtG+ kmtA
H RT
,
dA
dt
= χA(A) + LkmtG− kmtA
H RT
(4.53)
avec G et A respectivement les concentrations dans la phase gaz et dans la phase eau,
exprime´es enmolecule/cm3 d’air. χG et χA sont les taux de production/consommation lie´s
a` la cine´tique chimique dans les deux phases. L est le contenu en eau liquide (liquid water
content), de´fini comme le ratio du volume d’eau sur le volume d’air ; H est la constant de
Henry, R la constante des gaz parfaits et T la tempe´rature. kmt est le coefficient de transfert
de masse parame´trise´ par exemple selon [Schwartz, 1986] ou [Djouad et al., 2002a] :
kmt =
(
a2
3Dg
+
4a
3α v
)−1
(4.54)
avec a le rayon de la goutte, Dg la diffusivite´ mole´culaire dans le gaz, α le coefficient
d’accommodation. v est la vitesse d’agitation thermique donne´e par :
v =
√
8RT
πM
(4.55)
avec M la masse molaire. On se re´fe`re par exemple a` [Schwartz, 1986,
Gregoire et Chaumerliac, 1994, Audiffren et al., 1998] pour plus de de´tails.
De nombreux parame`tres physiques interviennent donc et sont associe´s a` des incerti-
tudes :
– les constantes cine´tiques de´finissant χG et χA ;
– les constantes permettant le calcul du coefficient de transfert de masse : H(T ), α,
Dg et Da ;
– les caracte´ristiques de la distribution des gouttes : dans notre cas simplifie´ (popula-
tion monodisperse´e) le rayon de la goutte a ;
– les variables me´te´orologiques comme la tempe´rature T ou le flux actinique (pour les
re´actions de photolyse).
L’utilisation de SPACK a permis de ge´ne´rer les fonctions a` inte´grer dans les EDOs
de´finissant la cine´tique chimique.
Le tableau 4.1 donne quelques coefficients de sensibilite´ L1 et L2 (au sens de l’in-
te´gration en temps) pour des espe`ces gazeuses importantes vis a` vis des parame`tres L,
pH, α, a et T . On se re´fe`re a` [Djouad et al., 2002b] pour la de´finition des conditions
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nume´riques et une interpre´tation physique, cet exemple n’ayant qu’une valeur illustrative.
On voit ne´anmoins les diffe´rences d’ordre de grandeurs des impacts de chaque parame`tre
d’entre´e. Par exemple, l’ozone gazeux est relativement peu impacte´ et la tempe´rature et
le diame`tre de la goutte sont des parame`tres cle´s.
Species L pH α a T
O3(g) 5.5 10−4(−5.3 10−4) 1.7 10−4(1.6 10−4) 3.1 10−7(−2.9 10−7) 7.9 10−4(7.5 10−4) 10−1(9.9 10−2)
NO 4 10−2(−0.031) 7.9 10−3(−5.5 10−3) 2.1 10−19(−1.4 10−19) 8.9 10−2(6.4 10−2) 1.7 101(7.6)
NO2 2.6 10−2(−1.9 10−2) 5.7 10−3(−3.8 10−3) 3.3 10−14(−1.7 10−14) 6 10−2(4 10−2) 1.7 101(10)
HO2 5.1 10−2(−5 10−2) 5. 10−3(4.9 10−3) 1.1 10−3(−1.1 10−3) 10−1(9.9 10−2) 5.3(4)
OH 5.8 10−3(5.7 10−3) 3.4 10−3(3.3 10−3) 7.1 10−06(−6.9 10−06) 10−2(−9.9 10−3) 1.4(1.3)
Tab. 4.1 – Normes L2 et (L1) pour les coefficients de sensibilite´ adimentionne´s de quelques espe`ces gazeuses en
fonction de parame`tres microphysiques dans le cas de re´fe´rence.
Un point cle´ de l’e´tude de l’impact de la chimie en phase aqueuse dans les nuages
est donne´ par le ratio HO2/OH, dont les sensibilite´s au coefficient de transfert de masse
et aux taux de photolyse de NO2 et O3 peuvent eˆtre calcule´es et sont donne´es dans les
figures 4.2 et 4.3, respectivement.
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Fig. 4.2 – Sensibilite´ du ratio HO2OH au coefficient de
transfert de masse kmt.
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Fig. 4.3 – Sensibilite´ du ratio HO2OH aux taux de pho-
tolyse de NO2 et O3.
4.4.2 Calcul 3D ESQUIF
L’objectif de la campagne de mesures ESQUIF ([Menut et al., 2000]) e´tait d’e´tudier
la pollution photochimique sur l’Ile-de-France. La pe´riode d’observations intensives n˚ 2
(POI2) a dure´ du 7 au 9 Aouˆt 1998 et correspond a` un e´pisode important de pollution
a` l’ozone. Elle est caracte´rise´e par des vents faibles, un ciel clair et des tempe´ratures e´leve´es.
POLAIR3D a montre´ de bonnes aptitudes a` reproduire les concentrations d’ozone sur
cette pe´riode. On se re´fe`re a` [Sartelet et al., 2002] pour plus de de´tails. On rappelle que
le domaine de simulation de 150 km × 150 km est divise´ en mailles carre´es de 6 km de
longueur, soit 25 × 25 mailles. La re´solution verticale comprend 9 niveaux.
Le me´canisme chimique RADM2 a e´te´ utilise´ dans cette e´tude. L’inventaire d’AIR-
PARIF, fourni par classe SNAP, a e´te´ utilise´ pour obtenir des e´missions temporelles,
spatialise´es et par espe`ce mode`le selon la proce´dure de´crite au chapitre 1.
On souhaite identifier les espe`ces dont les e´missions jouent le roˆle le plus important
lors de cette pe´riode. En pratique, on a calcule´ les sensibilite´s des concentrations d’O3,
NO et NO2 dans la premie`re maille verticale (simule´es par POLAIR3D) par rapport aux
e´missions de tous les polluants. La sensibilite´ est calcule´e par un mode`le line´aire tangent†2.
†2Choix motive´ par le plus grand nombre de sorties comparativement au nombre d’entre´es.
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Pour pouvoir comparer les sensibilite´s entre elles, nous avons choisi le crite`re suivant :
1
NiNj
∑
i,j
ei
∂cj
∂ei
(4.56)
qui correspond a` une sensibilite´ relative et donne la variation absolue de la concentration
c en fonction de la perturbation relative de l’e´mission e. Les sensibilite´s sont moyenne´es
en espace et en temps par l’interme´diaire des indices i et j qui font re´fe´rence au moment
d’e´missions (Ni pas de temps) et aux temps de sorties de mode`le (Nj pas de temps).
Le tableau 4.2 rapporte les re´sultats. On remarque l’importance pre´ponde´rante des
e´missions de NO sur les concentrations d’O3, NO et NO2.
Espe`ce e´mise Sensibilite´ de O3 Espe`ce e´mise Sensibilite´ de NO Espe`ce e´mise Sensibilite´ de NO2
NO 2.1e-03 NO 5.4e-04 NO 1.3e-03
XYL 3.2e-04 NO2 3.2e-05 NO2 1.9e-04
HCHO 2.3e-04 HCHO 2.8e-05 XYL 5.5e-05
OL2 1.9e-04 XYL 2.6e-05 HCHO 4.6e-05
TOL 1.5e-04 MGLY 1.4e-05 TOL 2.6e-05
OLT 1.4e-04 OLI 1.2e-05 MGLY 2.3e-05
MGLY 1.1e-04 TOL 1.1e-05 OLI 2.3e-05
OLI 1.1e-04 OL2 1.1e-05 OL2 1.8e-05
NO2 9.8e-05 OLT 1.0e-05 OLT 1.7e-05
CO 9.2e-05 GLY 6.8e-06 GLY 1.0e-05
HC5 6.3e-05 CO 4.5e-06 CSL 9.8e-06
GLY 5.5e-05 HC5 2.5e-06 CO 6.8e-06
HC3 4.3e-05 CSL 2.4e-06 HC5 3.8e-06
HC8 3.6e-05 HC3 1.9e-06 ALD 3.3e-06
ISO 2.8e-05 ALD 1.9e-06 HC3 2.7e-06
ALD 2.6e-05 HC8 1.2e-06 HC8 2.1e-06
CSL 1.7e-05 ISO 1.0e-06 ISO 2.0e-06
SO2 1.4e-05 KET 6.3e-07 KET 1.4e-06
KET 1.0e-05 SO2 3.3e-07 SO2 8.7e-07
ETH 8.8e-07 ETH 4.2e-08 ETH 5.9e-08
CH4 6.4e-07 CH4 3.0e-08 CH4 4.6e-08
Tab. 4.2 – Sensibilite´s relatives moyennes de O3, NO et NO2 aux e´missions des espe`ces
primaires.
Chapitre 5
Mode´lisation inverse des e´missions
pour un mode`le de
Chimie-Transport a` l’e´chelle
locale : application au cas de Lille.
Re´sume´
L’objectif de ce chapitre est d’ame´liorer les performances du mode`le sur le cas de la
mode´lisation de Lille. Des e´tudes de sensibilite´ aux divers parame`tres d’entre´e ont e´te´
effectue´es et le choix a e´te´ fait de re´aliser une mode´lisation inverse des e´missions juge´es
incertaines, en l’occurrence les e´missions issues de l’e´tude PREDIT pre´sente´e au chapitre
2. On e´tudie notamment dans ce chapitre la robustesse de l’inversion des e´missions vis-a`-
vis des incertitudes affectant les autres parame`tres.
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Introduction
Les flux d’e´missions de polluants primaires font partie des parame`tres d’entre´e des mo-
de`les de chimie–transport qui sont connus avec le moins de certitudes, que ce soit en terme
de spatialisation (il peut y avoir de tre`s fortes he´te´roge´ne´ite´s spatiales des sources d’e´mis-
sions) en terme de temporalisation (lie´e a` une variabilite´ de l’activite´ “naturelle” pour
les e´missions bioge´niques et une variabilite´ des conditions de trafic par exemple pour les
e´missions anthropoge´niques) ou en terme de spe´ciation chimique (la correspondance entre
espe`ces inventorie´es, espe`ces chimiques re´elles et espe`ces mode`les e´tant loin d’eˆtre directe).
Par ailleurs, inde´pendamment de l’impact des e´missions sur les concentrations
mode´lise´es, on peut eˆtre inte´resse´ a` connaˆıtre avec pre´cision les e´missions en tant que
telles, par exemple dans un contexte de surveillance des e´missions autorise´es (un exemple
emble´matique e´tant bien suˆr le protocole de Kyoto pour les gaz a` effets de serre ou la
convention sur la pollution atmosphe´rique transfrontie`re a` longue distance en Europe).
Pour toutes ces raisons, la mode´lisation inverse des e´missions est une approche
qui est de plus en plus utilise´e. Au niveau global, pour des polluants essen-
tiellement passifs (CO, CH4), on peut par exemple se re´fe´rer aux travaux de
[Kaminski, 1998, Bergamashi et al., 2000, Bousquet et al., 1999]. De meˆme pour
des traceurs line´aires (radioactifs), de nombreuses e´tudes ont de´ja` e´te´ re´alise´es
([Hourdin et Issartel, 2000]). La donne est largement diffe´rente pour les mode`les
de chimie–transport, du fait notamment de la complexite´ des me´canismes chi-
miques, de la grande dimension des espaces de controˆle et des couˆts de calculs
associe´s. On peut se re´fe´rer par exemple a` [Elbern et al., 2000] pour des tests
de faisabilite´ en observations synthe´tiques et des travaux a` l’e´chelle continentale
[Elbern et Schmidt, 2001, Mendoza-Dominguez et Russel, 2001, van Loon et al., 2000].
Des calculs acade´miques sont mene´s dans [Massart, 2003] a` l’aide d’un mode`le 2D simplifie´
(une quinzaine d’espe`ces chimiques avec des parame´trisations constantes).
L’objet de ce chapitre est de re´aliser des expe´riences de mode´lisation inverse sur
des donne´es re´elles dans le cas de la simulation lilloise pre´sente´e au chapitre 2. Notre
de´marche est la suivante : du fait du faible nombre de capteurs disponibles, nous
avons restreint les parame`tres de controˆle a` une chronique temporelle (de re´solution
horaire) applique´e aux e´missions de NOx. Cette chronique a e´te´ optimise´e sur une se-
maine d’observations puis valide´e par comparaison aux mesures sur les semaines suivantes.
Ce chapitre est organise´ de la manie`re suivante. La premie`re section pre´sente le cadre
de l’e´tude. Dans la deuxie`me section, des e´tudes de sensibilite´ sur la fonction couˆt me-
surant l’e´cart aux observations sont mene´es. Cela permet de mieux cerner les parame`tres
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controˆlant de fac¸on pre´ponde´rante les sorties choisies du mode`le. On pre´cise le cadre de
la mode´lisation inverse envisage´ et des expe´riences de mode´lisation inverse en expe´riences
synthe´tiques sont effectue´es et rapporte´es dans la section 3. On montre en particulier l’in-
fluence des parame`tres pas ou mal connus sur les parame`tres inverse´s. Le cas re´el fait
l’objet de la section 4 avec l’inversion d’une chronique temporelle applique´e aux e´missions
de NOx. Des tests de validation (ve´rification a posteriori) et de robustesse a` des para-
me`tres mal connus (turbulence) sont e´galement pre´sente´s afin de tester la qualite´ de la
mode´lisation inverse.
5.1 Cadre de l’e´tude
5.1.1 Domaine
Le domaine est centre´ sur l’agglome´ration Lilloise. Pour des raisons de couˆt de calcul,
il a e´te´ re´duit par rapport au chapitre 2. Il est compose´ de 21 × 24 × 9 mailles.
Fig. 5.1 – Emissions surfaciques moyennes de NO en µgm−2s−1 et vent moyen au sol en
m.s−1 pour le 11 Mai.
Le mois de Mai a e´te´ plus particulie`rement e´tudie´. Le vent moyen pour le 11 Mai est
repre´sente´ sur la figure 5.1. Son module est de l’ordre de 2 m.s−1 ce qui correspond a` un
temps de re´sidence des polluants dans le domaine de l’ordre de 2-3 heures.
5.1.2 Re´seau d’observation
Les stations de mesures du re´seau AREMA sont repre´sente´es sur la figure 5.2 pour
l’ozone et la figure 5.3 pour les oxydes d’azote (une mesure de NO plus une mesure de
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NO2 par station).
Fig. 5.2 – Re´seau de mesures et concentrations simule´es d’ozone a` Lille pour le 11 Mai
1998 (µgm−3).
5.2 Etude de sensibilite´
Dans un premier temps, on e´tudie le caracte`re multifactoriel des mode`les de chimie–
transport en estimant la sensibilite´ des sorties du mode`le (en l’occurrence la fonction
couˆt) a` l’ensemble des parame`tres d’entre´e.
On se re´fe`re a` [Menut, 2003] pour une e´tude de sensibilite´ par la me´thode de l’adjoint
sur Paris et a` [Segers, 2002] pour une e´tude similaire sur l’Angleterre.
5.2.1 Sensibilite´ de la fonction couˆt
Ce paragraphe pre´sente une e´tude de sensibilite´ par rapport aux parame`tres d’entre´e
du mode`le (note´s k dans la suite) : conditions aux limites (figure 5.4), diffusion verticale
(figure 5.5), constante cine´tique de la re´action O3 + NO -> NO2 (figure 5.6), e´missions
(figure 5.7), de´poˆt (figure 5.8) et photolyse (figure 5.9). Pour chacun de ces parame`tres,
on peut s’attendre en effet a` des incertitudes lie´es :
• aux re´sultats du calcul de forc¸age continental,
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Fig. 5.3 – Re´seau de mesures de NOx et concentrations simule´es de NO a` Lille pour le 11
Mai 1998 (µgm−3).
• a` la repre´sentation du me´lange turbulent,
• aux effets de se´gre´gation pour la cine´tique chimique,
• a` la qualite´ des inventaires d’e´missions,
• a` la parame´trisation du de´poˆt,
• a` la parame´trisation de l’atte´nuation pour la photolyse.
L’expe´rience de sensibilite´ est pre´sente´e pour la journe´e du 11 Mai 1998. Les re´sultats
sont bien suˆr de´pendants du jour choisi mais ils sont relativement bien repre´sentatifs de
la pe´riode printemps–e´te´ sur le plan qualitatif (tests non reporte´s ici).
On de´finit artificiellement une fonction couˆt de la fac¸on suivante :
J(α) =
∑
i
(fi(αki)− obsi)2 (5.1)
ou` l’indice i fait re´fe´rence au temps, fi est le mode`le POLAIR3D et obsi de´signe les
observations disponibles de O3, NO et NO2 provenant du re´seau de mesures AREMA. α
est un coefficient multiplicatif applique´ a` l’entre´e ki qui varie de 0.5 a` 1.5 ce qui se traduit
par des perturbations de plus ou moins 50 % sur ki. La fonction couˆt de´finie ci-dessus est
une moyenne temporelle (sur une journe´e) et spatiale (sur le re´seau d’observations). Ainsi,
l’impact d’un parame`tre ayant un effet localise´ spatialement et temporellement sera lisse´.
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Fig. 5.4 – Fonction couˆt en fonction d’un coefficient multiplicatif sur les conditions aux
limites
L’ozone est un polluant dont l’e´chelle spatiale caracte´ristique est supe´rieure a` la taille
de notre domaine. On n’est donc pas surpris de l’importance des conditions aux limites
d’ozone pour notre simulation re´gionale. Comparativement, les conditions aux limites de
NOx ont peu d’influence sur la fonction couˆt, l’apport en NOx e´tant principalement duˆ
aux e´missions (voir figure 5.4).
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Fig. 5.5 – Fonction couˆt en fonction d’un coefficient multiplicatif sur la diffusion verticale
Le me´lange vertical turbulent est un processus important, que ce soit au premier
niveau (30 m) ou au-dessus (voir figure 5.5).
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Fig. 5.6 – Fonction couˆt en fonction d’un coefficient multiplicatif sur la constante cine´tique
O3 + NO - > NO2
L’influence de la constante cine´tique de la re´action de formation de NO2 a` partir de
O3 et NO est mise en e´vidence sur la figure 5.6. Sa valeur est tre`s incertaine a` cause des
effets de se´gre´gation lie´s au couplage entre chimie et turbulence.
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Fig. 5.7 – Fonction couˆt en fonction d’un coefficient multiplicatif sur les e´missions
Parmi les e´missions, on note le roˆle primordial joue´ par les e´missions de NO (voir
figure 5.7). Elles influencent directement les concentrations de NO mais aussi celle de
NO2 et O3 par la cine´tique chimique rapide. Ceci est a` mettre en regard des re´sultats
de´ja` obtenus au chapitre 4 avec les calculs de sensibilite´ aux espe`ces e´mises re´alise´s pour
le cas d’ESQUIF.
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Fig. 5.8 – Fonction couˆt en fonction d’un coefficient multiplicatif sur les vitesses de de´poˆt
sec
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Fig. 5.9 – Fonction couˆt en fonction d’un coefficient multiplicatif sur la photolyse
Le de´poˆt sec d’ozone est un parame`tre important (figure 5.8) et l’atte´nuation photo-
lytique dont la parame´trisation est relativement mal connue est une source d’incertitude
importante. En effet, sa parame´trisation fait intervenir un diagnostic de pre´sence de
nuages difficile a` mettre en œuvre. La variation de la fonction couˆt en fonction d’un
coefficient applique´ a` l’atte´nuation photolytique est repre´sente´e sur la figure 5.9.
En re´sume´, les re´sultats montrent l’importance pre´ponde´rante des conditions aux
limites d’ozone, du me´lange vertical, de la constante cine´tique de la re´action O3 + NO ->
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NO2, des e´missions de NO, du de´poˆt d’O3 et de la photolyse.
Les courbes obtenues correspondent a` des coupes de la fonction couˆt dans les direc-
tions associe´es aux parame`tres perturbe´s. On remarque que dans l’intervalle de variation
conside´re´ [-50 %, +50%], il peut ne pas y avoir de minima locaux ce qui met en e´vidence
le caracte`re line´aire local du mode`le.
5.2.2 Impact temporel et spatial des e´missions de NOx
Afin de pre´parer la mode´lisation inverse des e´missions, on a cherche´ a` re´duire la
dimension de l’espace de controˆle (a priori des champs 2D instationnaires par espe`ces
e´mises). Les calculs pre´ce´dents ont montre´ que dans le re´gime chimique e´tudie´ (pre´pon-
de´rant sur Lille), la sensibilite´ aux NOx e´tait la plus forte. On va e´tudier dans la suite, la
“zone d’influence” spatiale et temporelle d’une e´mission localise´e.
On proce`de de la manie`re suivante :
– Pour l’impact spatial, on perturbe l’e´mission de NOx dans la maille (15, 10) de +30 %
a` tous les pas de temps et on trace les cartes des diffe´rences des moyennes journalie`res
de O3 (figure 5.12), NO (figure 5.10) et NO2 (figure 5.11).
– Pour l’impact temporel, on perturbe a` 3 heures les e´missions de NOx de +30 %
dans toutes les mailles du domaine. On trace l’e´volution horaire de la diffe´rence des
moyennes spatiales de concentrations.
L’impact d’une perturbation des e´missions de NOx est tre`s localise´ en espace. La
diffe´rence la plus importante pour les concentrations des trois espe`ces est observe´e
directement dans la maille d’e´mission. En comparaison, les mailles directement autour
subissent une perturbation 20 fois infe´rieure pour NO et 6 fois infe´rieure pour NO2 ou O3.
Au dela` de quelques kilome`tres, les e´missions de NOx n’ont relativement plus d’influence.
La figure 5.13 montre le temps d’influence d’une perturbation des e´missions de NOx sur
les concentrations des polluants mesure´s. Au bout de 3 heures, les diffe´rences de concen-
trations sont ne´gligeables. Ceci est du meˆme ordre que le temps ne´cessaire aux masses
d’air pour traverser le domaine.
Section 5.2 – Etude de sensibilite´ 133
Fig. 5.10 – Carte de diffe´rence de concentration moyenne de NO engendre´e par une per-
turbation de l’e´mission de NOx en une maille fixe´e.
Fig. 5.11 – Carte de diffe´rence de concentration moyenne de NO2 engendre´e par une
perturbation de l’e´mission de NOx en une maille fixe´e.
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Fig. 5.12 – Carte de diffe´rence de concentration moyenne de O3 engendre´e par une per-
turbation de l’e´mission de NOx en une maille fixe´e.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
-1.5
-1
-0.5
0
0.5
1
1.5
O3
NO2
NO
Fig. 5.13 – diffe´rence de concentration moyenne de O3, NO et NO2 engendre´e par une
perturbation de l’e´mission de NOx a` 3h.
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5.3 Mode´lisation inverse des e´missions : expe´riences synthe´-
tiques
5.3.1 Cadre de la mode´lisation inverse
5.3.1.1 Variables de controˆle
Les e´missions sont des entre´es de mode`le juge´es parmi les plus incertaines. Outre les
incertitudes sur les totaux annuels, la re´partition temporelle des e´missions est loin d’eˆtre
pre´cise´ment connue : les valeurs horaires sont en ge´ne´ral obtenues a` partir de coefficients
mensuels, journaliers et horaires qui refle`tent un comportement moyen et ne s’appliquent
pas ne´cessairement pour la re´gion de Lille. Dans cette e´tude, les e´missions du trafic
routier sont calcule´es a` partir de coefficients horaires issues du comptage routier sur les
axes principaux.
On va repre´senter les e´missions de la manie`re suivante :
ENOx(x, t) = α(t)E˜NOx(x, t) (5.2)
ou` E˜NOx(x, t) sont les e´missions de l’inventaire et α(t) sont des coefficients multiplicatifs
temporels applique´s aux e´missions sur tout le domaine spatial donne´s en pratique par pas
de temps horaires, soit 24 coefficients pour une journe´e.
Fig. 5.14 – Chronique horaire moyenne d’e´missions de NOx sur Lille du Dimanche 10 Mai
au Dimanche 17 Mai.
Le choix des parame`tres d’inversion repose sur deux crite`res :
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– Leur impact sur les concentrations simule´es d’ozone et d’oxydes d’azote est fort (voir
section 5.2).
– On suppose qu’ils peuvent eˆtre re´applique´s pour un autre jour du meˆme type†1
(caracte`re reproductible). Par exemple, les chroniques horaires d’un jour de semaine
sont tre`s semblables (figure 5.14).
L’objectif est donc obtenir une chronique journalie`re moyenne sur Lille valable pour
un jour de semaine.
5.3.1.2 Fonction couˆt
L’assimilation de donne´es classique combine trois sources d’information provenant : des
parame`tres, du mode`le et des observations. Les erreurs respectives associe´es doivent eˆtre
spe´cifie´es. Cette description des erreurs est difficile et joue cependant un roˆle cle´ dans le
re´sultat de l’assimilation de donne´es. On a choisit ici de se placer dans le cadre du controˆle
optimal et d’inverser une fonction couˆt de la forme :
J(α) =
∑
i
(fi(α)− obsi)2 (5.3)
Le mode`le est pris comme une contrainte forte (pas d’erreur mode`le), un poids e´gal est
donne´ a` toutes les observations (en l’absence d’informations pre´cises) et on n’utilise pas
d’e´bauche (le proble`me e´tant sur-contraint).
5.3.1.3 Temps de calculs
Le proble`me de la minimisation de la fonction couˆt est re´solu de manie`re ite´rative par
l’algorithme BFGS ([H. Byrd et Zhu, 1995]). Cela ne´cessite de disposer du gradient de
la fonction couˆt par rapport aux e´missions. Celui-ci est obtenu par la me´thode adjointe
de´crite au chapitre 4.
Un calcul adjoint pour une journe´e de simulation ne´cessite environ 21 minutes de
temps CPU sur un processeur a` 3 GHz, ce qui correspond approximativement a` un facteur
7 par rapport au temps CPU d’un calcul direct (environ 3 minutes). Chaque ite´ration
de la proce´dure d’optimisation requiert une (ou plusieurs) e´valuation de la fonction couˆt
et de son gradient. Par exemple, 50 ite´rations de BFGS ne´cessitent un minimum de 20
heures de calculs.
Un test d’arreˆt est ne´cessaire a` la proce´dure ite´rative de minimisation. Dans cette
e´tude, nous ne nous sommes pas place´s dans un contexte ope´rationnel et nous avons
†1On ne s’inte´resse qu’aux jours de semaines, les valeurs de week-end e´tant diffe´rentes.
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volontairement fixe´ une condition d’arreˆt proche de la pre´cision machine. Il est a` noter
que l’essentiel de la convergence s’effectue dans les premie`res ite´rations de minimisation et
qu’il est possible de limiter ce nombre d’ite´rations sans de´grader le re´sultat de convergence.
5.3.2 Re´sultats avec des observations synthe´tiques non perturbe´es
L’objectif de ce paragraphe est d’abord de valider la me´thode sur une expe´rience
synthe´tique (observations nume´riques). La proce´dure consiste a` remplacer les mesures
fournies par le re´seau d’observations par des sorties nume´riques du mode`le. On se donne
des valeurs a priori pour les variables de controˆle diffe´rentes de celles ayant servies a`
ge´ne´rer les observations nume´riques. Ici, on a comme valeur de re´fe´rence αti = 1 et on a
choisi de partir des valeurs αbi = 0.7
†2.
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Fig. 5.15 – Erreur sur un parame`tre α8 en fonction des ite´rations de BFGS.
La figure 5.16 montre la de´croissance de la fonction couˆt en fonction des ite´rations de
l’algorithme de minimisation BFGS indiquant que la trajectoire du mode`le apre`s optimi-
sation co¨ıncide avec les observations. Les valeurs de αi sont parfaitement retrouve´es (a` la
pre´cision nume´rique pre`s). C’est ce qu’illustre par exemple la figure 5.15 pour le parame`tre
α8.
5.3.3 Re´sultats avec des expe´riences synthe´tiques perturbe´es
Ce paragraphe constitue une e´tude pre´liminaire indispensable avant de se confronter
a` des observations “re´elles”. Ceci permet notamment d’avoir une estimation de la qualite´
†2Indices t pour true et b pour background
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Fig. 5.16 – Fonction couˆt en fonction des ite´rations de BFGS.
que l’on peut accorder aux re´sultats obtenus avec des donne´es re´elles.
Nous avons donc envisage´ deux expe´riences :
– la premie`re consiste a` perturber directement les observations pour rendre compte
d’une erreur d’observation.
– la seconde consiste a` lever l’hypothe`se de mode`le parfait en perturbant les donne´es
d’entre´es (champs de forc¸age) utilise´es par le mode`le. Ceci est une fac¸on simple de
ge´ne´rer une erreur mode`le.
5.3.3.1 Observations perturbe´es
Il est possible de perturber les observations en ajoutant une erreur d’observation gaus-
sienne ale´atoire aux sorties du mode`le. On rappelle que cette erreur contient a` la fois une
erreur de mesure et une erreur de repre´sentativite´ qui traduit par exemple le fait que la
mesure ponctuelle est compare´e a` la valeur moyenne d’une maille. La seconde partie est
vraisemblablement la plus importante du fait de la chimie rapide autour des sources d’e´mis-
sions et de l’inhomoge´ne´ite´ des champs a` petites e´chelles. On a applique´ une perturbation
gaussienne aux sorties du mode`le de la fac¸on suivante :
– de´corre´le´es en espe`ce et espace.
– corre´le´es en temps : ceci permet d’e´viter que les fluctuations de concentrations soient
irre´alistes. On imagine par exemple difficilement que les erreurs d’observations
varient de +10% a` -10% en quelques heures.
Un exemple d’erreur d’observations ge´ne´re´es ale´atoirement est repre´sente´e sur la figure
5.17. On a conside´re´ que l’erreur d’observation de NO e´tait deux fois plus importante que
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Fig. 5.17 – Erreurs d’observations ge´ne´re´es ale´atoirement pour une station de mesure de
Lille le 11 Mai.
pour NO2 et O3 a` cause de sa repre´sentativite´ spatiale plus faible.
Apre`s assimilation, la fonction couˆt est re´duite dans ce cas de 90 % (de 83629.9 a`
9155.73). On peut en conclure que la proce´dure d’assimilation de donne´es a fonctionne´
correctement et que la trajectoire du mode`le est a` pre´sent proche des observations. Ceci
ne garantit pas la qualite´ de l’inversion des coefficients α et on peut juste avoir re´alise´
un bon “fitting” aux observations. La figure 5.18 montre ne´anmoins que les e´missions
retrouve´es sont assez proches de la “re´alite´”.
5.3.3.2 Erreur mode`le
On peut distinguer trois types d’erreur mode`le, selon leur origine :
– les champs de forc¸age : me´te´o, de´poˆt, conditions aux limites, qui sont incertains,
– les limites de la mode´lisation : se´gre´gation sous-maille, hypothe`se d’e´missions par-
faitement me´lange´es instantane´ment, etc ..
– Erreurs nume´riques : le sche´ma de transport introduit par exemple de la diffusion
nume´rique.
D’une manie`re ou d’une autre, ces incertitudes contribuent aux diffe´rences entre les
sorties du mode`le et les observations. Par conse´quent, la re´duction de la fonction couˆt
avec la seule prise en compte des parame`tres d’e´missions peut conduire a` des valeurs
errone´es. Par exemple, le re´sultat de l’assimilation peut eˆtre identique pour une re´duction
des e´missions de NOx ou pour une augmentation des vitesses de de´poˆt de NO et NO2.
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Fig. 5.18 – Emissions de NO : Re´fe´rence et valeurs obtenues apre`s optimisation dans le
cas d’observations synthe´tiques perturbe´es ale´atoirement.
L’erreur mode`le est ge´ne´re´e ici en appliquant une incertitude aux parame`tres d’entre´e
liste´s dans la section 5.2 excepte´s les e´missions de NOx (figures 5.19, 5.20, 5.21). On
a suppose´ que les incertitudes suivaient une loi gaussienne d’e´cart-type 50 %, ce qui
est proche des valeurs mentionne´es dans [Schmidt et Martin, 2003] ou [Hanna et al., 2001].
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Fig. 5.19 – Concentrations d’O3 a` une station de Lille le 11 Mai. Valeurs de re´fe´rence et
valeurs avec une erreur mode`le.
La minimisation apporte une re´duction de 85% de la fonction couˆt et converge vers le
profil d’e´mission repre´sente´e sur la figure 5.22. La pe´riode 6-7 heures est tre`s sensible et
la mode´lisation inverse peut conduire a` des erreurs allant jusqu‘a` 50 % par rapport aux
valeurs re´elles.
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Fig. 5.20 – Concentrations de NO2 a` une station de Lille le 11 Mai. Valeurs de re´fe´rence
et valeurs avec une erreur mode`le.
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Fig. 5.21 – Concentrations de NO a` une station de Lille le 11 Mai. Valeurs de re´fe´rence
et valeurs avec une erreur mode`le.
142 Chapitre 5 – Mode´lisation inverse des e´missions pour un CTM
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
time (hours)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
N
O
 e
m
iss
io
ns
 (m
icr
og
 / m
^2
 / s
)
ref
with model error
Fig. 5.22 – Emissions de NO : Re´fe´rence et valeurs obtenues apre`s optimisation dans le
cas d’ajout d’une erreur mode`le.
5.4 Re´sultats sur le cas re´el
L’e´tude pre´liminaire avec des observations synthe´tiques a montre´ que :
– La chaˆıne de calcul e´tait valide´e (cas des observations non perturbe´es).
– La mode´lisation inverse e´tait possible avec des erreurs d’observations ou une erreur
mode`le.
Dans ce paragraphe, les observations sont issues des stations de mesure du re´seau
AREMA. Le mode`le pre´sente des difficulte´s sur cette pe´riode a` reproduire les observations
de NO et nous avons de´cide´ dans un premier temps de mener les expe´riences de mode´li-
sation inverse sans ces observations (voir la section 5.4.4.2 pour la prise en compte de ces
observations). Par pas de temps horaire, nous disposons donc de 4 mesures d’ozone et 10
mesures de NO2.
5.4.1 Inversion sur la semaine du 11 au 15 Mai
Notre de´marche a e´te´ la suivante :
– Une chronique temporelle est optimise´e sur une pe´riode de re´fe´rence (une semaine
servant de base d’apprentissage).
– Elle est ensuite applique´e pour d’autres semaines ou` l’on ve´rifie qu’elle a ame´liore´e
ou non les re´sultats (base de ve´rification).
Les tests ont donc d’abord e´te´ mene´s sur la pe´riode du 11 au 15 Mai. Deux types
d’expe´riences sont pre´sente´s, afin de tester la variabilite´ quotidienne des chroniques opti-
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mise´es :
– Chaque jour de la semaine est inverse´ se´pare´ment (5 simulations d’un jour).
– Les coefficients temporels sont optimise´s sur toute la pe´riode (1 simulation de 5 jours)
En pratique, une pe´riode de 6 heures est ajoute´e au de´but de la simulation pour
minimiser l’influence des conditions initiales.
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Fig. 5.23 – Chronique journalie`re optimise´e des coefficients multiplicatifs α sur la pe´riode
du 11 au 15 Mai 1998.
La figure 5.23 repre´sente les coefficients α obtenus par mode´lisation inverse pour
chacune des expe´riences mentionne´es ci-dessus. Pour les simulations d’une journe´e, la
convergence est obtenue apre`s un nombre d’ite´rations de BFGS compris entre 59 et 128
pour une re´duction de la fonction couˆt allant de 25 % a` 66 % (tableau 5.1). L’inversion du
11 au 15 Mai a ne´cessite´ 42 ite´rations et a permis une re´duction de la fonction couˆt de 20 %.
11 Mai 12 Mai 13 Mai 14 Mai 15 Mai 11-15 Mai
Fonction couˆt initiale 5.38e+5 9.50e+5 7.65e+5 3.85e+5 2.96e+5 1.6e+6
Fonction couˆt finale 2.55e+5 3.03e+5 4.40e+5 2.91e+5 2.06e+5 1.28e+6
Ite´rations de BFGS 101 128 59 64 55 42
Tab. 5.1 – Valeurs initiales et finales de la fonction couˆt et nombre d’ite´rations de BFGS
pour les jours compris entre le 11 et le 15 Mai 1998.
Les 5 simulations d’un jour font apparaˆıtre une variabilite´ relativement forte sur les
coefficients horaires α. Ne´anmoins, elles pre´sentent des similitudes :
– Les coefficients correspondant aux heures 7 et 8 sont tous au-dessus de 1.
– Les heures 17 a` 19 pre´sentent une sur-estimation.
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Ces deux pe´riodes sont critiques en terme de mode´lisation car elles correspondent
au pic d’e´mission du matin et du soir (de´part et retour du travail) et en meˆme temps a`
l’activation-de´sactivation de la photolyse et de la turbulence verticale. On a e´galement
de´ja` vu dans le paragraphe pre´ce´dent que la pe´riode du matin (7-8 h) est tre`s sensible en
terme d’erreur mode`le.
Le 12 Mai est un jour mal repre´sente´ par le mode`le (fonction couˆt initiale plus
e´leve´e) ou` l’erreur n’est certainement pas due en majorite´ aux e´missions mais a` un autre
parame`tre d’entre´e. On observe une sous-estimation des coefficients de l’inventaire dans
la nuit du Dimanche au Lundi et dans la nuit du Vendredi au Samedi qui pourrait
correspondre aux de´parts et retours de week-ends.
La courbe e´tiquete´e par “11-15 May (Mean)” correspond a` la moyenne effectue´e sur les
5 simulations journalie`res. Elle se compare favorablement a` la courbe e´tiquete´e “11-15 May
(Simulated)” qui correspond a` la re´solution couple´e sur 5 jours. On peut concevoir que
dans un cadre ope´rationnel, la re´solution se´pare´e en paralle`le des journe´es soit envisageable.
La chronique temporelle des e´missions du 11 au 15 Mai apre`s optimisation est repre´-
sente´e sur la figure 5.24. La non syme´trie entre le matin et le soir (de´part et retour du
travail) pourrait indiquer que la mode´lisation inverse a reporte´ sur les e´missions d’autres
erreurs du mode`le comme par exemple un de´clenchement de la turbulence. On peut aussi
penser qu’elle peut eˆtre due a` des re´gimes moteurs diffe´rents entre le matin et le soir du
fait de la tempe´rature exte´rieure.
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Fig. 5.24 – Chronique journalie`re des e´missions de NO pour la pe´riode du 11 au 15 Mai
1998. Re´fe´rence et optimisation.
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5.4.2 Ve´rification
La question qui est pose´e dans ce paragraphe est de savoir si la chronique optimise´e
ame´liore les pre´visions sur les autres semaines. Les RMS et les corre´lations pour la pe´riode
optimise´e et deux semaines au-dela` sont regroupe´es dans le tableau 5.2. Tous les scores
sont meilleurs avec les e´missions optimise´es, excepte´ la RMS du NO pour la pe´riode du
25-30 Mai.
11-15 Mai (ref) (optim) 18-13 Mai (ref) (optim) 25-30 Mai (ref) (optim)
O3 32.7 (0.83) 29.6 (0.87) 19.9 (0.82) 18.9 (0.85) 20.8 (0.61) 18.1 (0.69)
NO2 29.4 (0.36) 25.5 (0.52) 19.9 (0.49) 18.4 (0.59) 19.4 (0.24) 17.4 (0.29)
NO 27.4 (0.61) 26.6 (0.66) 19.7 (0.49) 17.7 (0.66) 20.3 (0.38) 21.5 (0.40)
Tab. 5.2 – RMS et corre´lations (entre parenthe`ses) avant (ref) et apre`s optimisation
(optim) des e´missions sur la pe´riode du 11 au 15 Mai.
5.4.3 Optimisation sur d’autres pe´riodes
L’objectif est d’observer la variabilite´ des parame`tres optimise´s sur d’autres semaines.
On suppose que les e´missions des semaines suivantes sont a peu pre`s identiques mais
que la situation me´te´orologique a change´. Cela revient donc a` tester la robustesse de la
me´thode par rapport a` la situation me´te´o.
La figure 5.25 pre´sente les valeurs de α optimise´es pour 3 semaines : la semaine du
11 au 15 Mai et les deux suivantes. On retrouve des caracte´ristiques communes : valeurs
fortes entre 7 et 10 heures et valeurs faibles entre entre 17 et 19 heures. Ceci corrobore les
re´sultats positifs du test de ve´rification pre´ce´dent.
5.4.4 Sensibilite´ du second-ordre
5.4.4.1 Roˆle du first guess
L’expe´rience suivante teste la sensibilite´ des coefficients temporels optimise´s a` la valeur
initiale (“first guess”) dont ce sert l’algorithme ite´ratif BFGS. On a choisi de re´aliser la
meˆme expe´rience de mode´lisation inverse en partant d’une part de la connaissance a priori
qui nous est donne´e par l’inventaire (coefficients horaires moyen ponde´re´s par des donne´es
de comptage routier) et d’autre part du cas extreˆme ou` tous les coefficients sont pris e´gal
a` ze´ro (absence totale d’information sur les e´missions suppose´es initialement nulles).
La figure 5.26 montre que l’algorithme converge vers la meˆme chronique temporelle (a`
quelques diffe´rences minimes pre`s). Evidemment le processus de convergence demande un
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Fig. 5.25 – Chroniques journalie`res optimise´es des coefficients multiplicatifs α pour 3
semaines distinctes.
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Fig. 5.26 – Comparaison des chroniques journalie`res optimise´es des coefficients multipli-
catifs α en partant d’une connaissance a priori et en partant de valeurs nulles.
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nombre d’ite´rations plus important en ayant un point de de´part plus e´loigne´ des valeurs
optimise´es : 27 ite´rations de BFGS si l’on part de valeurs nulles contre 22 dans le cas ou`
l’on se sert de la connaissance a priori.
L’enseignement principal est qu’une information a priori n’est pas ne´cessaire pour
retrouver la chronique temporelle optimise´e. La mode´lisation inverse peut donc eˆtre appli-
que´e meˆme si on ne dispose pas d’inventaire d’e´missions. Ceci est un re´sultat extreˆmement
inte´ressant puisqu’il montre d’une part la capacite´ de la me´thode a` trouver une informa-
tion de´livre´e par un inventaire fin sur la seule base du mode`le et des observations et d’autre
part que l’algorithme est “robuste”.
5.4.4.2 Sensibilite´ aux espe`ces observe´es
La mode´lisation inverse des coefficients horaires d’e´missions a e´te´ mene´es en observant
e´galement l’espe`ce NO (figure 5.27). Un poids e´gal a e´te´ garde´ pour toutes les mesures
bien que les observations de NO aient une repre´sentativite´ beaucoup moins grande. La
pe´riode 4-8 heures est une nouvelle fois tre`s sensible, alors que le reste de la journe´e est
peu affecte´.
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Fig. 5.27 – Chronique journalie`re optimise´e des coefficients multiplicatifs α avec et sans
prises en compte des mesures de NO.
5.4.4.3 Robustesse vis a` vis d’un de´calage temporel de la turbulence
Les expe´riences pre´ce´dentes ont montre´ que le moment de passage de la couche
nocturne stable a` la couche me´lange´e est de´terminante pour la mode´lisation inverse des
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coefficients temporels d’e´missions. La simulation repose sur une parame´trisation de la
turbulence calcule´e avec des champs me´te´orologiques tri-horaires ce qui est selon toute
vraisemblance insuffisant pour bien de´tecter le moment de brassage.
Pour tester la sensibilite´ du re´sultat de l’optimisation a` la chronique temporelle
de la diffusion verticale, nous avons artificiellement de´cale´ la chronique temporelle de
diffusion verticale d’une heure. Ceci permet que le brassage de la couche limite nocturne
se de´clenche une heure plus tard et facilite l’accumulation des polluants pendant une
heure supple´mentaire.
La figure 5.28 pre´sente les coefficients temporels optimise´s sur la journe´e du 11 Mai
avec et sans de´calage de la diffusion verticale. Comme pre´vu, les diffe´rences s’observent
dans les deux phases critiques de l’e´volution de la couche limite : le brassage vertical de
la couche nocturne le matin vers 8 heures et la mise en place de la couche nocturne le
soir vers 17 heures. On note ne´anmoins que le profil reste globalement peu affecte´, ce qui
cre´dibilise la chronique optimise´e.
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Fig. 5.28 – Chronique journalie`re optimise´e pour le 11 Mai des coefficients multiplicatifs
α avec et sans de´calage temporel de la diffusion verticale.
Conclusion
Nous avons effectue´ une mode´lisation inverse des e´missions dans le cas de la simulation
re´gionale de la qualite´ de l’air sur la re´gion de Lille. Les parame`tres de controˆle choisis
de´finissent une chronique temporelle (de pas horaire) applique´e aux e´missions de NOx qui
s’ave`rent eˆtre les parame`tres d’e´missions les plus sensibles vis-a`-vis des espe`ces chimiques
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photochimiques O3, NO et NO2.
Des expe´riences synthe´tiques (sans et avec perturbations des observations, avec et
sans erreur mode`le) ont montre´ la faisabilite´ de la me´thode. L’application a` des donne´es
re´elles pour le mois de Mai 1998 a montre´ l’apport de l’approche, la chronique optimise´e
sur une semaine permettant une ame´lioration notable des re´sultats sur les deux semaines
suivantes, utilise´es comme ensemble de validation. Enfin, des tests de robustesse (aux
conditions me´te´orologiques et aux incertitudes sur la parame´trisation de la turbulence)
ont permis de ve´rifier que la chronique inverse´e e´tait “robuste”.

Conclusion
Synthe`se des travaux re´alise´s
Ce travail de the`se s’est articule´ autour de trois parties :
• la construction et la validation d’un mode`le de Chimie-Transport tridimensionnel,
POLAIR3D, a` meˆme de simuler la qualite´ de l’air aux e´chelles re´gionales et
continentales (en paralle`le avec [Boutahar, 2004, Mallet, 2005]).
POLAIR3D a e´te´ valide´ et utilise´ au cours de ce travail pour la mode´lisation de
la qualite´ de l’air sur la re´gion de Lille et des e´tudes d’impact a` divers sce´narios
de transport. Par ailleurs, POLAIR3D est maintenant largement utilise´ pour de
nombreuses autres applications.
• la construction d’un syste`me d’assimilation de donne´es variationnel (4D-var) qui
s’appuie sur la diffe´renciation automatique et la re´alisation de tests pre´liminaires de
mode´lisation inverse d’e´mission a` l’e´chelle re´gionale.
La plate-forme POLAIR3D a e´te´ spe´cifiquement conc¸ue dans une telle perspective
ce qui ne va pas sans un certain nombre de contraintes en terme de conception mais
permet de disposer d’un environnement d’assimilation de donne´es “imme´diat”.
Les tests pre´liminaires de mode´lisation inverse sur Lille ont montre´ la faisabilite´,
que ce soit sur des donne´es synthe´tiques que sur des donne´es re´elles. Ne´anmoins,
nos tests ont e´galement illustre´ la grande sensibilite´ des re´sultats aux incertitudes
sur les autres parame`tres, et ce point reste encore largement ouvert.
• une re´flexion sur la “sensibilite´ de second-ordre”, qui de´passe pour une part le strict
cadre de la dispersion atmosphe´rique.
Nous avons propose´ un cadre the´orique (les syste`mes lent-rapide et la the´orie de
la perturbation singulie`re) qui permet d’interpre´ter le comportement des syste`mes
d’assimilation de donne´es pour des mode`les avec une grande dispersion des e´chelles
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de temps (ce qui est caracte´ristique de la chimie atmosphe´rique).
Un travail a` nature synthe´tique a permis de restituer la sensibilite´ au choix du re´seau
d’observation (plus ge´ne´ralement la the´matique du “network design”) dans le cadre
de the´orie de l’optimal design. Cela a permis notamment de faire le lien entre les
approches lie´es au conditionnement du hessien de la fonction couˆt et celles lie´es a` la
sensibilite´ aux observations.
Enfin, nous avons utilise´ et illustre´ les possibilite´s des me´thodes dites du second-
ordre (et fonde´es sur le calcul du hessien de la fonction couˆt) dans un cas simplifie´,
celui de la dispersion de radioe´le´ments a` l’e´chelle locale (avec un mode`le gaussien).
Perspectives
De nombreux points restent bien entendu largement ouverts. On citera notamment
les points suivants :
• l’utilisation de formulations faibles pour la chimie atmosphe´rique et l’introduction
d’une erreur mode`le :
Les mode`les de Chimie-Transport sont, on l’a vu, faiblement de´pendant aux condi-
tions initiales et les deux incertitudes majeures concernent d’une part les bases de
donne´es (notamment pour les flux d’e´mission) et d’autre part les parame´trisations
sous-mailles. Pour le second point, le recours a` des formulations faibles peut eˆtre une
voie prometteuse.
Ceci revient a` introduire une erreur mode`le dans la formulation variationnelle
([Durbiano, 2001]) alors que le mode`le a e´te´ conside´re´ jusque la` comme parfait.
Un point cle´ est bien entendu de pouvoir re´duire l’espace de controˆle et la voie
classique, fonde´e sur l’utilisation des EOFs, peut eˆtre prometteuse en chimie at-
mosphe´rique. On se re´fe`re par exemple, dans un contexte largement diffe´rent, a`
[Fiore et al., 2003]) et a` [Boutahar, 2004] pour l’apport de telles me´thodes pour la
proble´matique des mode`les de chimie–transport.
Une voie alternative serait de proposer une parame´trisation de l’erreur mode`le (qui
est essentiellement lie´e aux processus sous-mailles non re´solus). A ce titre, une
convergence avec les travaux consacre´s aux effets de se´gre´gation dans les mode`les
de chimie-transport pourrait eˆtre inte´ressante.
• une comparaison avec les me´thodes se´quentielles :
Dans ce travail de the`se, nous n’avons utilise´ que des me´thodes variationnelles. L’ap-
proche se´quentielle, essentiellement via des filtres re´duits ou des filtres d’ensemble
([Segers, 2002]), a de´ja` e´te´ utilise´e et a montre´ ses apports.
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Le montage d’une expe´rience, sur la base d’un mode`le direct identique (POLAIR3D),
confrontant les deux approches pourrait eˆtre d’une grande utilite´, la comparaison
de travaux mene´s sur des mode`les, des situations et des bases de donne´es diffe´rentes
e´tant d’une faible utilite´.
• l’utilisation de simulations Monte-Carlo pour la mode´lisation inverse :
Nos tests pre´liminaires sur Lille ont montre´ la grande sensibilite´ des re´sultats de
la mode´lisation inverse aux autres parame`tres (notamment la parame´trisation de la
turbulence).
Nos tests ont diagnostique´ et illustre´ cet e´tat de fait mais n’ont pas apporte´ de
solutions pratiques satisfaisantes. Une voie bien entendu inte´ressante serait le
recours a` des simulations Monte-Carlo ([Mallet, 2005]).
• l’extension a` la chimie multiphasique (ae´rosols) :
Nos travaux ont exclusivement porte´ sur des traceurs gazeux re´actifs voire passifs
(le cas acade´mique avec les radioe´le´ments). Une the´matique d’inte´reˆt croissant est
bien entendu lie´e a` la mode´lisation des ae´rosols.
De nombreuses questions seraient pose´es par l’extension de ce travail a` la mode´li-
sation des ae´rosols, au premier rang desquelles la dimension de l’espace de controˆle
(les distributions d’ae´rosols de´crivent des espe`ces chimiques re´parties sur un spectre
de taille) et les discontinuite´s des mode`les directs (effets de seuil et changement de
phase des mode`les d’e´quilibre thermodynamique utilise´s pour la parame´trisation des
flux de transfert de masse en condensation/e´vaporation).
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Annexe A
Observational network design,
adaptive observations and
targeting strategies in atmospheric
data assimilation : a brief
methodological review
Re´sume´
L’objet de ce chapitre est de faire un point sur la the´matique de l’optimisation des
re´seaux d’observation pour l’assimilation de donne´es. On rappelle notamment dans une
premie`re partie la the´orie de l”’optimal design” et on pre´sente les principales me´thodes
applique´es en ge´ophysique.
Ce chapitre, a` caracte`re synthe´tique, est issu des actes de [Sportisse et Que´lo, 2002].
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Abstract
The questions of network design and of adaptive (or targeting) observations are be-
coming a key issue in modern data assimilation systems. In addition to routine fixed
observation systems, the objective is to define supplementary observations in order to im-
prove the results provided by the data assimilation systems, more generally to optimize
the observational network with respect to a given criterion.
The objective of this article is to review the main techniques used in this field. Among
them, one can cite adjoint sensitivity techniques with respect to analysis and observation
and singular vector approaches. The theoretical background is mainly given by the classical
theory of experimental optimal design.
Introduction
In the last two decades data assimilation procedures for environmental forecast
(meteorology, oceanography and air pollution) have been increasingly improved by
the use of different approaches : Kalman filters ([Cohn, 1997]), variational approaches
([Le Dimet et Talagrand, 1986]) and ensemble techniques (following [Epstein, 1969]).
The key point is to couple numerical forecasts and observations provided by a net-
work. The observation data may come from different sources : terrestrial sensors, airborne
data, ships, satellital data, aso. All these observations define what we will call the routine
observations.
A further question may concern the use of supplementary data in order to improve
the forecast-observation-assimilation system : this is the question of adaptive observations,
which is a part of the general problem of optimal network design. This mobile component
of the network may be for instance provided by flights to be specified, unmanned aerial
vehicles (UAV), more generally by mobile sensors. Following [Hansen, 1998], one can cite
the US Weather Research Program ([Dabberdt et Schlatter, 1996]) : “... the overarching
recommendation ... is that inputs for weather forecast models can best be obtained through
the use of composite observing systems together with adaptive (or targeted) observing
strategies employing both in situ and remote sensing...”.
These topics have been already investigated in the past for hurricane forecast. More
recently, some measurement campaigns have focussed on such questions : we can cite for
instance the Fronts and Atlantic Storm Track Experiment (FASTEX, [Joly et al, 1997]),
NORPEX (North Pacific Experiment, [Langland et al, 1999], WSRP (Winter Storm
Reconnaissance Program, [Szunyogh et al, 2000]).
For the general question of network design, many issues have to be addressed : what
are the “best” spatial and time locations of the observations ? How to measure the impact
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of new observations ? What are the appropriate design criteria ? What are the interac-
tions between the forecast system, the data assimilation scheme and the network design
strategy ?
A large set of techniques are now available and can be compared even if the best
operational design strategy is not known (if existing). We can cite for instance sensitivity
analysis and singular vector techniques. The objective of this article is (to try) to review
these approaches with a methodological focus (that is to say : we will not investigate the
specific application cases, especially in meteorology).
This article is organized as follows. In Section 1 we give the background and we present
the key features of the theory of optimal experimental design, which provides the under-
lying theory for such problems. A key result is the so-called General Equivalence Theorem
of Kiefer-Wolfowitz, which states the equivalence between the two main approaches of
network design (criterion based on the estimated parameter or criterion based on the
estimated observations).
The singular vector approach, the sensitivity techniques and ensemble methods are
presented in Sections 2, 3 and 4, respectively. Even if Singular Vector approaches may
be included in the class of sensitivity techniques, we have decided to isolate them as
they are strongly related to the chaotic behavior of atmospheric dynamics. We finish by
some (brief) remarks related to time scheduling, that may be pertinent especially for
atmospheric chemistry.
We strongly recommend to the reader some key articles, among many others
[Berliner et al., 1999, Bishop, 2001] and [Baker et Daley, 2000] since they underline key
methodological aspects (the relation to statistical optimal design theory and the need to
use observation sensitivity field, respectively). [Fedorov et Hackl, 1997] is one of the key
references for optimal design.
A.1 Optimal design theory
A.1.1 Notation
In the following, N(z¯, Z) designs a random Gaussian process whose mean (resp.
covariance matrix) is z¯ (resp. Z).
The theory of experimental optimal design has been developed for many engineering
applications, especially for defining the optimal parameters of a controlled system. We
refer for instance to the book [Fedorov et Hackl, 1997].
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Let us consider the following linear problem. A sensor labelled by λi (typically a spatial
position) provides a set of measurements
yi = H(λi)x+ ǫ
(o)(λi) (A.1)
x ∈ Rp stands for the unknown parameters or the state vector. ǫ(o) is the observational
error and is supposed to follow a normal law, the covariance matrix for the measurement
at point λi being given by R(λi).
Let n be the number of observations, associated to the observational network
(λ1, . . . , λn). In a variational framework, we want to minimize the cost function :
J(x) =
i=n∑
i=1
(yi −H(λi)x)TR(λi)−1(yi −H(λi)x) (A.2)
We have supposed that we have enough observations and that no regularization (back-
ground term) is necessary.
The solution of the minimization problem (the analysis) is given by :
xa = (Hessn)
−1
(
i=n∑
i=1
H(λi)
T R(λi)
−1yi
)
(A.3)
with the Hessian matrix of the cost function :
Hessn =
i=n∑
i=1
H(λi)
T R(λi)
−1H(λi) (A.4)
Under some classical assumptions (especially that the observations are not correlated),
the analysis covariance matrix is given by Pa = (Hessn)
−1.
The theory of optimal design is based on the search for observational networks that
“minimize” the analysis covariance matrix. There are two possible (equivalent) interpreta-
tions :
– for the statistical point of view, this is equivalent to a reduction in uncertainties ;
– for the numerical point of view, this is equivalent to lower the condition number of
the Hessian matrix (to be inverted) in order to handle with less ill-posed problems.
In order to develop the optimal design theory, it is useful to rewrite the discrete set of
observations in a continuous way. Let Λ be the space of all possible values for the sensor
locations (or parameters) ; let ξn be the measure on Λ which puts mass 1/n at each of
the design points λi : that is to say ξn(λ) = 1/n if λ belongs to the network (λ1, . . . , λn),
ξn(λ) = 0 otherwise. We rewrite :
Hessn(ξn) = n
∫
Λ
H(λ)TR(λ)−1H(λ)ξn(dλ) (A.5)
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More generally, we define for any positive (discrete or continuous) measure ξ(dλ) on Λ
(ξ(λ) ≥ 0 and ∫Λ ξ(dλ) = 1), the matrix M(ξ) by :
M(ξ) =
∫
Λ
H(λ)TR(λ)−1H(λ)ξ(dλ) (A.6)
and we have Hessn(ξn) = nM(ξn).
A.1.2 The design criterion
All the standard optimal design criteria are of the following form : choose the network
measure ξ in order to maximize Φ(M(ξ)) where Φ(.) is a functional on the space of non-
negative definite symmetric p× p matrices. The classical criteria are among the following
ones :
– D-optimality : in this case, Φ(M) = − log (det(M)).
The objective is then to minimize the volume of a confidence ellipsoid (the eigenvalues
of M are inversely proportional to the axes of the confidence ellipsoid around xa).
– A-optimality : in this case, Φ(M) = Tr
(
M−1
)
.
This may be interpreted as the minimization of an average variance of the compo-
nents of x.
– G-optimality : this is a very interesting case as this is heuristically the simplest
criterion for building an algorithm (as shown below with the consequences of the
Kiefer-Wolfowitz theorem).
In this case, the functional Φ(.) is given by :
Φ(M(ξ)) = max
λ∈Λ
s(λ, ξ)
s(λ, ξ) = Tr
(
R(λ)−1H(λ)M(ξ)−1H(λ)T
) (A.7)
s(λ, ξ) may be viewed as the variance of the estimated observation at point λ
(H(λ)M(ξ)−1H(λ)T ), weighted by the observation confidence matrix at this point.
It is sometimes referred as the sensitivity function of estimated observations. Intui-
tively, if s(λ, ξ) is large, this means that much information (not too noisy) should be
added by using the observation at point λ. Φ(.) is then defined by the points that
should be added to the network. If Φ(ξ) has a small value, this means that there
aren’t valuable observational points to be added to the current network ξ and the
network is optimal.
If we integrate over the design space Λ, we obtain after easy algebraic manipulations :∫
Λ
s(λ, ξ)ξ(dλ) = Tr
(
M−1(ξ)
∫
Λ
H(λ)TR(λ)−1H(λ)ξ(dλ)
)
= p (A.8)
This proves that maxλ∈Λ s(λ, ξ) ≥ p. With the remarks raised before, it is logical to
define the network G-efficiency through :
e(ξ) =
p
maxλ∈Λ s(λ, ξ)
≤ 1 (A.9)
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The Kiefer-Wolfowitz theorem (next subsection) states that for the optimal design
ξ⋆, e(ξ⋆) = 1.
In practice, the properties of G-optimality justify most of the sensitivity techniques that
may be used (see next sections).
A.1.3 General Equivalence Theorem of Kiefer-Wolfowitz
A key result is the so-called equivalence theorem of Kiefer-Wolfowitz
([Fedorov et Hackl, 1997]), which states the equivalence between optimal design proba-
bility measures and location of maximal sensitivity of the observations. It also states
the equivalence between the G-stability (a response estimation criterion :
minimize the variance of the estimated observation) and the D-optimality
(a parameter estimation criterion : minimize the variance of the estimated
parameter).
We must first define the notion of derivative of the functional Φ(M(ξ)) with respect
to the network measure ξ. If we write δλ the unit point mass at location λ, we consider
perturbation of the network through the new measure ξǫ = (1−ǫ)ξ+ǫδλ with ǫ supposed to
be a vanishing non-negative parameter. The Frechet derivative of Φ(M(ξ)) in the direction
δλ is then given by :
FΦ(ξ, δλ) = lim
ǫ→0
(Φ(M((1− ǫ)ξ + ǫδλ))− Φ(M(ξ))) (A.10)
The key result asserts that the three following conditions are equivalent under the condition
that Φ is concave on the space of non negative definite symmetric matrices :
1. The network ξ⋆ minimizes Φ(M(ξ)).
2. FΦ(ξ
⋆, δλ) ≥ 0 for all λ.
3. FΦ(ξ
⋆, δλ) attains its minimum at points λ belonging to the optimal network (that
is to say : that have positive point measure under ξ⋆(dλ)).
We do not give the proof (we refer for instance to [Fedorov et Hackl, 1997]) but we illus-
trate this result with the D-design, which gives a sketch of the algorithms that may be
derived from this result.
Let us start from a network located at points (λ1, . . . , λn). Let us create a new network
by adding a point at λ. The new measure is defined on the basis of the former one by :
ξn+1 =
n
n+ 1
ξn +
1
n+ 1
δλ (A.11)
We have easily with obvious notations :
Hessn+1 = Hessn +H(λ)
TR(λ)−1H(λ) (A.12)
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As nMn = Hessn and Φ(M) = − log(det(M)), this leads to :
Mn+1 =
n
n+ 1
Mn
(
I +
1
n
M−1n H(λ)
TR(λ)−1H(λ)
)
(A.13)
and
Φn+1 − Φn = p log(n+ 1
n
)− log det
(
I +
1
n
M−1n H(λ)
TR(λ)−1H(λ)
)
(A.14)
For n large enough, we may approximate :
Φn+1 − Φn ≃ p log(n+ 1
n
)− 1
n
Tr
(
M−1n H(λ)
TR(λ)−1H(λ)
)
(A.15)
as log det(1 + ǫA) ≃ ǫTr(A) for a small ǫ.
After obvious algebraic manipulations :
Φn+1 − Φn ≃ p log(n+ 1
n
)− 1
n
s(λ, ξn) (A.16)
The perturbation ǫ → 0 used for the Frechet derivative is equivalent to n → ∞. The
derivative of ξ at point λ is then given by :
lim
n→∞(n(Φn+1 − Φn)) = p− s(λ, ξ) (A.17)
This means that the optimal network is related to maximal values of the sensitivity
function for observations s(λ, ξ). This proves as well the relation between D-optimality
and G-optimality for continuous measure designs (the equivalence does not necessarily
hold for discrete networks, met in practice).
A natural algorithm for building an optimal network is then to add to the existing
network (let say ξ) the point λ that maximizes the sensitivity function s(λ, ξ). A crucial
point is to notice that this requires to have a large dimension of the current network (n
large enough). In practice, this strategy generally leads to a very slow rate of convergence
and these results have to be viewed as “limiting” results for large networks. This gives
however an interesting justification of the naive approach.
We refer for instance to [Fadale et al., 1995] for a numerical application of such ap-
proaches.
A.1.4 Theory of optimal location of sensors for dynamical systems
For some special cases of criterion Φ (especially the A-design), some theoretical re-
sults exists for linear evolution systems. We refer the reader to the work of Bensoussan
([Bensoussan, 1972]) and the book [Omatu et Seinfeld, 1989].
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For the model :
dx
dt
= L(t)x+ ǫ(m)(t) (A.18)
we perform the observation y(t) = H(t, λ)x(t)+ǫ(o)(t, λ) with λ a space location (a decision
variable λ ∈ Λ) and the observation error ǫo ∼ N(0, R).
The evolution of the analysis covariance matrix is then given by a Ricatti equation :
dPa
dt
= PaL
T + LPa − PaD(t, λ)Pa −D(0, λ) , Pa(0) = P0 (A.19)
where D(t, λ) = HT (t, λ)R−1H(t, λ). The key result of [Bensoussan, 1972] is the study of
the control problem (which is related to A-design) :
inf
λ∈Λ
Tr(Pa(t, λ)) (A.20)
Apart the existence and uniqueness results given in [Bensoussan, 1972], some numerical
illustrations can be found in [Omatu et Seinfeld, 1989, Omatu et Seinfeld, 1983] with an
application to the mono-dimensional heat equation.
A more generalized problem is given by the so-called actuator-sensor problem : one
searches simultaneously for sensor location and actuator (typically unknown source terms
in geophysical flows) locations. We refer to [Omatu et Seinfeld, 1983] for some theoretical
results (especially the opportunity of uncoupling these problems by dual approaches).
A.2 A direct application to data assimilation : the targeting
problem
A.2.1 Background
x will stand for the n-dimensional state vector, describing for instance the meteorolo-
gical fields or chemical species. x(ti) designs the value of x at time ti.
We have at our disposal :
– a model giving a forecast xf (t). The nonlinear model reads from time ti to time ti+1 :
xf (ti+1) = Fi(x(ti), t) + ǫ
(m)
i (A.21)
with ǫ
(m)
i the model error drawn from a random Gaussian process N(0, Qi). The
initial condition x(ti) may be either a forecast xf (ti) or an analysis xa(ti).
The tangent linear model associated to F is written as :
δxf (ti+1) =Miδx(ti) (A.22)
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Fig. A.1 – The targeting problem
– An observation network provides some (routines and/or adaptive) observations y(t) :
y(ti) = H(ti)x(ti) + ǫ
(o)
i (A.23)
with ǫ
(o)
i the random observation error drawn from a random Gaussian process
N(0, Ri).
– A data assimilation scheme coupling the forecast and the observation gives (whatever
the data assimilation is) an analysis xa. For instance, in a sequential data assimilation
scheme :
xa = xf +K(y −Hxf ) (A.24)
where H is the observation operator and K is the gain matrix (related to error
statistics of the forecast and of the observation) through :
K = PfH
t(HPfH
t +R)−1 = (P−1f +H
tR−1H)−1HtR−1 (A.25)
Pa (resp. Pf ) will stand for the analysis (resp. forecast) covariance matrix in the context
of Kalman Filter. We refer more generally to the nomenclature at the end of the article.
We have tried to be as close as possible to [Ide et al., 1997].
A.2.2 The targeting problem
In the same vein as [Berliner et al., 1999], we now define the targeting problem in the
following way (figure A.1) :
– at the decision time t0, the decision to add new observations has to be taken on the
basis of some criteria to be defined,
– at the targeted time t1, adaptive observation are made,
– at the verification time t2, a forecast is supposed to be improved.
Of course, we have : t0 ≤ t1 ≤ t2. The decision to launch new observations at time
t1 is equivalent with specifying an observation operator H (more precisely : a modifica-
tion of the routine observation operator). The analysis at time t1 will then be modified
and we hope that this will improve the forecast at t2, made on the basis of the analysis at t1.
The main objective is to define, giving all the information available at t0,
the observations needed at t1 in order to make the forecast at t2 as good as
possible. This is what we will call a targeting or an adaptive strategy.
The extension to the case of targeting at a sequence of times (t1,1, t1,2 . . . t1,nt) is tech-
nical but does not really change the key issues investigated here (see [Bishop et al., 2001,
Bishop, 2001] for instance or Section 4).
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A.2.3 The design criterion
The choice of the design criterion is of course a key issue : that is to say, on which
basis do we specify a value for H ?
Notice that the true observations made at t1 are not available at t0. This means
that the design criterion does not have to depend on observations. This will lead us to
perform the so-called plug-in approximation by linearizing future trajectories needed for
the network design at the forecast values (and not at the analysis value, obtained after
the observational work).
A logical choice is to take a scalar function of an estimation of the forecast error at t2.
The forecast error at t2 is usually related to the forecast covariance matrix Pf (t2), which
depends on the choice of H (the observation operator at the targeting time t1). We write
in order to underline this dependence :
(Pf (t2))(H) (A.26)
In the same way as for the optimal design theory, let Φ be a scalar convex decreasing
function of any non singular nonnegative symmetric matrix N (this means that Φ(N1) ≤
Φ(N2) if N1 ≥ N2) among the following choices (respectively reffered as D-design, A-design
and E-design) :
Φ(N) = − log (det(N)) , Φ(N) = Tr(N−1) , Φ(N) = λmax(N−1) (A.27)
Once, the criterion Φ has been chosen, the optimal design problem is to find H∗ such that :
H∗ = argmaxΦ ((Pf (t2))(H)) , H ∈ VH (A.28)
where VH is the space of possible designs (in practice not all the locations are allowed).
Let us notice that an economic cost may be added to the previous criterion.
A.2.4 An application of A-design
We now follow [Berliner et al., 1999] with an application to the adaptive observation
problem in a Kalman filter context.
Let X0 ∼ N(xa(t0), Pa(t0)) the knowledge at initial time t0. Let us recall that we
want to minimize (through a given design function Φ) the forecast error covariance matrix
Pf (t2) at verification time.
We have ([Cohn, 1997]) :
Pf (t2) =M1Pa(t1)M
t
1 +Q1 (A.29)
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with M1 the tangent linear model between t1 and t2, linearized around the trajectory
issued from analysis at t1 (xf (t|xa(t1)). Q1 is the related error model covariance matrix.
The analysis error covariance matrix at target time t1 is a function of adaptive observation
design (H(t1), R(t1)) through :
Pa(t1) =
(
Pf (t1)
−1 +H(t1)tR(t1)−1H(t1)
)−1
(A.30)
with H(t1) the (unknown) observation matrix and R(t1) the related observation error
covariance matrix. The forecast (background) error covariance matrix Pf (t1) at target
time t1 is given by :
Pf (t1) =M0Pa(t0)M
t
0 +Q0 (A.31)
The notations are coherent with those used in Eq. (A.29).
We now choose a design criterion Φ and we try to minimize Φ(Pf (t2)) with respect to
the adaptive observation operator H(t1).
Given as such this problem cannot be solved a priori since it requires the knowledge
of M1 = (
∂F1
∂x )xf (t|xa(t1)) where F1 is the nonlinear model between t1 and t2. The analysis
at target time indeed depends on observations y(t1) (not known at decision time t0) :
xa(t1) = xf (t1) +K1(y(t1)−H(t1)xf (t1)) (A.32)
with K1 the gain matrix at time t1.
In order to make the strategy tractable at the decision time, one systematically
replaces in the above equations the tangent linear model M1 at the analysis trajectory by
the tangent linear model M˜1 at the forecast trajectory (M˜1 = (
∂F1
∂x )xf (t|xf (t1))).
For the specific case of A-design, this problem is tractable (in theory). For the single
observation case, with
Hi(t1) = (0 0 . . . 0 1 0 . . . 0) , Ri(t1) = ǫ
2
i (A.33)
the design criterion leads after some easy computations (purely algebraic manipulations)
to maximize over i :
((M˜1Pf (t1))
t(M˜1Pf (t1)))ii
ǫ2i + (Pf (t1))ii
(A.34)
Notice the trade-off between the dynamical effect (propagation of error through the tangent
linear model) and analysis error related to the adaptive observation.
For the multi-observations case (let pa be the number of adaptive observations), the
problem has a combinatorial nature as Cpan possibilities exist. However, in the perfect ob-
servation case, the A-optimal HA(t1) may be computed through the generalized eigenvalue
problem :
M˜ t1M˜1ui = λi Pf (t1)
−1ui (A.35)
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and :
HA(t1) =

 v1
t
. . .
vpa
t

 , vi = (Pf (t1))−1ui (A.36)
Notice that this is an idealized solution with strong requirements : only one target
time, perfect observations and before all no constraints for the observation operator (in
practice, H will be surely composed by 0 and 1, that is with Hi-like lines).
A.2.5 The need for sub-optimal adaptive observations
As a conclusion to this mathematical overview, the theoretical background for adaptive
design is well founded. Up to our knowledge, there are no applications of the works of
[Bensoussan, 1972] in the area of optimal design for data assimilation. The same occurs
for the use of iterative numerical strategies as presented in [Fedorov et Hackl, 1997].
In an ideal world, one could compute for a given discrete set of Q possible observations
H(q) the criteria Φ(Hq) and search for the minimal value. If the target area is not highly
constrained, this is of course not realistic for atmospheric applications, as this leads to a
combinatorial problem.
As a practical consequence, we have to use sub-optimal strategies for our adaptive
observation problem.
A.3 Singular Vector techniques
A.3.1 Introduction
For chaotic systems, the definition of initial conditions is of course a crucial issue, since
small initial modifications may degenerate in large errors. Adaptive techniques related to
singular vectors techniques ([Buizza et Montani, 1999]) are deeply related to this frame-
work : one searches for the initial perturbations that may have the largest growth. A study
of the key role played by singular vectors for the meteorological dynamics may be found
in [Buizza et Palmer, 1995].
Let us notice that an underlying assumption is that the evolution of the initial error
may be estimated with the tangent linear model in short term (typically two days, as
discussed in [Pu et al., 1997]).
In the following we will consider a perfect model (Q = 0). We refer more generally to
[Hansen, 1998] for the impact of model errors in this context.
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A.3.2 Some definitions
Let us consider the tangent linear model :
δx2 =Mδx1 (A.37)
whereM stands for the linear propagator of perturbations from time t1 (the targeting time)
to time t2 (the verification time). For the sake of clarity, we omit the time dependency
(M =M1→2). If the nonlinear model is for t1 ≤ t ≤ t2 :
x(t) = F1(x(t1), t) (A.38)
remember that, after use of adaptive observations at t1, which defines the analysis xa(t1),
the appropriate propagator would be :
M = (
∂F1
∂x
)x(t|xa(t1)) (A.39)
where x(t|xa(t1)) = F1(xa(t1), t) is the trajectory issued from xa(t1). As this depends on
the observations, this is of course not usable in an a priori computation, and we rather
use :
M˜ = (
∂F1
∂x
)x(t|xf (t1)) (A.40)
where x(t|xf (t1)) = F1(xf (t1), t) is the trajectory issued from xf (t1). M˜ can be computed
at the design time, since it does not depend on (future) observations. This is the plug-in
assumption, as mentioned in [Berliner et al., 1999].
Before assessing the amplitude of perturbations, one has of course to define a metric
(that is a particular weighting of the perturbations). We suppose a priori that the initial
metric and the final metric are not the same ones : letW1 andW2 be these metrics, respec-
tively. They are symmetric positive matrices. For instance, (u,W1 u) designs a measure of
an initial perturbation u (in the sequel, (.,.) stands for the usual Euclidean scalar product).
We will note (., .)1 (resp. (., .)2) the scalar products defined at target (resp. verification)
time.
We have :
(δx2, δx2)2 = (δx2,W2δx2) = (M˜δx1,W2 M˜δx1) (A.41)
and therefore :
(δx2, δx2)2 = (M˜
TW2 M˜δx1, δx1) = (W
−1
1 M˜
TW2 M˜δx1,W1δx1) (A.42)
that is to say :
(δx2, δx2)2 = (W
−1
1 M˜
TW2 M˜δx1, δx1)1 (A.43)
As we want to maximize the ratio (δx2, δx2)2/(δx1, δx1)1, this gives raise to a Rayleigh-like
problem, whose solution is given by the eigenvalue problem :
W−11 M˜
TW2 M˜ ui = σ
2
i ui (A.44)
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or in an equivalent formulation :
M˜TW2 M˜ ui = σ
2
iW1ui (A.45)
ui (resp. σ
2
i ) is referred as a singular vector (resp. a singular value). They depend of the
choice of the metrics W1 and W2.
Let us notice to conclude that the search for this (weighted) singular value decom-
position is equivalent with the search for the Euclidean singular value decomposition of
W
1/2
2 M˜W
−1/2
1 . If u˜i are the singular vectors for this SVD, one has easily ui =W
−1/2
1 u˜i.
A.3.3 Choice of different metrics
Solving the SVD problem (A.45) is deeply related to the choice of metrics. The choice
W2 = I and W1 = P
−1
a (where Pa is the analysis error covariance matrix at initial time) is
often recommended ; let us notice that this is quite logical to weight the initial perturbation
by the confidence given in the analysis at initial time (whose estimation is provided by
Pa). Such a metric is usually designed as the Mahalanobis metric ([Stephenson, 1997]).
In this case, the targeting problem may be compromised since it is extremely difficult
to estimate the analysis covariance matrix Pa (let us notice moreover that, usually, we
only know the inverse of Pa, namely the Hessian matrix in a variational context). Many
approaches have already been proposed in order to circumvent this problem :
– Simpler metrics are sometimes used. An initial metric based on total energy (resp.
kinetic energy) is usually advocated ([Palmer et al., 1998]), which defines the so-
called TESV (resp. KESV) for Total Energy Singular Vectors (resp. Kinetic Energy
Singular Vectors).
– the inverse of Pa may be replaced in a variational context by the Hessian
matrix of the cost function, or even by (truncated) eigenvalue representations
([Barkmeijer et al., 1998] and the notion of Hessian Singular Vectors).
– Some appropriate algorithms are recommended for solving the generalized
eigenvalue problem (A.45) when the operators are not explicitly known
([Barkmeijer et al., 1998]).
A.3.4 Quasi-inverse and pseudo-inverse
Singular vector techniques have been used in order to trace back forecast perturbations
at t2 to the original error at targeting time t1. The forecast perturbation may be either a
forecast error (the difference between a forecast and a verifying analysis) in an a posteriori
use, or a difference between two forecasts in an a priori use.
We refer for instance to [Reynolds et al., 2000] or [Gelaro et al., 1998]. For the sake of
clarity, let the metrics be equal : W1 = W2 = W . We note M˜W = W
1/2M˜W−1/2. It is
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easy to prove that (vi = M˜W ui/σi) is an orthonormal basis at time t2 (for the Euclidean
scalar product) ; we can then write :
M˜W =
i=n∑
i=1
σi viui
t (A.46)
which defines the so-called Moore-Penrose pseudo-inverse M˜ † ([Golub et Van Loan, 1986])
as :
M˜ †W =
i=n∑
i=1
1
σi
uivi
t (A.47)
with the classical properties, such as M˜M˜ †M˜ = M˜ . For M˜ , we have then :
M˜ † =W−1/2
i=n∑
i=1
1
σi
uivi
tW 1/2 (A.48)
By keeping the first N < n dominant singular values (supposed to be ordered in a decrea-
sing way), we can approximate :
M˜−1N ≃W−1/2
i=N∑
i=1
1
σi
uivi
tW 1/2 (A.49)
This truncated development defines the pseudo-inverse of M˜ .
Let us suppose now we want to track back to the initial time t1 :
– either a forecast error at t2 in an a posteriori use,
– or a forecast difference between two models, for instance in the framework of an
ensemble prediction system ([Pu et Kalnay, 1999]), in an a priori use.
Let δx2 be this forecast “perturbation”; we can compute :
δx1 = M˜
−1
N δx2 (A.50)
Areas in which δx1 is large are supposed to reveal target zones.
Another methods of the same kind are the quasi-inverse methods ([Pu et Kalnay, 1999,
Pu et al., 1997]) : the backward operator is then approximated by reversing time and
changing the sign of dissipative terms in the forward operator. Comparison between
these approximated inverse operators is investigated for instance in [Reynolds et al., 2000,
Pu et al., 1997].
Let us underline the fact that the key underlying assumption is the dominance of
“reversible”(non dissipative and adiabatic) dynamics in the validity domain of such studies
([Pu et al., 1997]).
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A.3.5 Singular Vectors and A-design
As noticed in [Berliner et al., 1999], the singular vector technique may be related to
the A-design described in Section A.2 with perfect observation. With W2 = I and W1 =
Pf (t1)
−1, the observation operator is chosen for the first pa singular eigenvalues as :
HSV =

 u1
t
. . .
upa
t

 (A.51)
where ui are solutions of Eq. (A.35). We have then directly through Eq. (A.36) :
HA = HSV Pf (t1)
−1 (A.52)
with HA the observation operator for the A-design.
A.4 Sensitivity techniques
A.4.1 Introduction
The key idea is to locate sensors in places towards which the forecast values of the
verification area have the strongest sensitivity. We refer for instance to the work of
[Langland et Rohaly, 1996]. The key point is then to choose a so-called forecast aspect,
a scalar value, we will write h. For instance, h is the average vorticity in a vertical column
inside a particular region related to a cyclone location in [Langland et Rohaly, 1996] or
enstrophy in [Bergot et al., 1999]. More generally, in another context than meteorological
forecast, h stands for any “key” feature of forecast.
With our notations, h is a function of xf (t2) = x(t2|xf (t1)).
A.4.2 Analysis sensitivity field. First-order sensitivity
The first approach computes the so-called analysis sensitivity field of h, that is to
say the magnitude of the sensitivity of h to variations of initial conditions at t1. This is
estimated by computing the field :
∇xah (A.53)
where xa stands for the initial condition (analysis). Let us underline that, despite
this quite ambiguous notation, we implicitly use xa = xf (t1) in the following (plug-in
assumption).
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We have then quite easily for a perturbation δxa the resulting perturbation for the
forecast aspect :
δh = (∇xf (t2)h, δxf (t2)) = (∇xf (t2)h, M˜δxa) = (M˜ t∇xf (t2)h, δxa) (A.54)
which defines :
∇xah = M˜ t∇xf (t2)h (A.55)
Adjoint models are then a key tool for computing such sensitivity fields. Let us notice
once more that we have implicitly chosen Euclidean metrics, otherwise with our previous
notations :
∇xah =W−11 M˜ tW2∇xf (t2)h (A.56)
Notice the relation with the pseudo-inverse and quasi-inverse approaches as introduced
in the previous section. In [Rabier et al., 1996], this sensitivity pattern is used in order
to adjust a forecast difference δx2 with respect to the initial conditions. If h is the fore-
cast difference (see previous section), adjustment with respect to xa may be performed
with a gradient method (h being the cost function). This leads to iterative perturba-
tions of xa proportional to ∂h/∂xa. Notice the deep interaction with singular vectors
([Gelaro et al., 1998] or [Pu et al., 1997]) ; if h = (δx2, δx2)2, one has easily :
∇xah =W−11 M˜ tW2δx2 (A.57)
With Eq. (A.46), this proves that the perturbation is mainly related to dominant singular
vectors, on the contrary to the pseudo-inverse technique (Eq. (A.48)). We refer to
[Pu et al., 1997, Kalnay et Pu, 1996] for the comparison of such approaches.
Let us mention for the sake of completeness the notion of influence function intro-
duced in the context of atmospheric chemistry by [Fisher et Lary, 1995] and extended by
[Daescu et Carmichael, 2002]. With rather sloppy notations, the state vector x is now com-
posed by chemical concentrations ci(X, t) (species i, time t and position X). The influence
function is then :
Γi,x,tn(j,X
′
, tm) =
∂ci(X,tn)
∂cj(X
′ , tm)
cj(X
′
, tm)
ci(X, tn)
(A.58)
in order to assess the influence of species j at time tm at position X
′
for species i at time
tn and position X. Adjoint models are of course useful for computing such functions. We
refer to [Daescu et Carmichael, 2002] for an application to the comparison of two existing
networks through the use of influence function.
A.4.3 Observation sensitivity field. Second-order sensitivity
As investigated in [Bergot, 2001], the impact of adaptive observation on forecast error
strongly depends on the situation and the data assimilation scheme. For instance, for
3D-var methods, some failures have occurred during FASTEX ([Bergot, 2001]) on the
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contrary to the case, for which 4D-var approaches are used. In these cases, the use of
adaptive observations has increased the forecast error.
Following the work of Baker ([Baker et Daley, 2000]), the interaction between the fo-
recast system, the observations and the data assimilation system has actually to be taken
into account. This covers for instance :
– the coupling of a routine existing network and adaptive observations,
– the need for taking into account observation statistics in the adaptive strategy.
For instance, one may wonder if defining target area in an area towards which there is a
large analysis sensitivity but with a rather poor performance of the observation system is
really appropriate.
As a consequence, the more appropriate sensitivity field is the observation sensitivity
field, since it indicates the impact of observations to be taken.
Following [Baker et Daley, 2000] in a sequential context, one has at target time t1 :
xa = xb +Kd , d = y −Hxb (A.59)
with d the innovation vector, xb the background state (typically a forecast), K the gain
matrix given by :
K = BHt(HBHt +R)−1 = (B−1 +HtR−1H)−1HtR−1 (A.60)
with B, R the error covariance matrices for background and observation, respectively. H
is the observation operator to be defined for the adaptive observations.
We have then easily for a perturbation δy of the observations :
δh = (∇xah, δxa) = (∇xah,Kδy) = (Kt∇xah, δy) (A.61)
The observation sensitivity field is given by :
∇yh = Kt∇xah = R−1HPa∇xah (A.62)
since Pa = (B
−1 +HtR−1H).
Notice that there is a strong relation to the G-optimality defined in optimal design
theory if h(xa) = Hxa (the sensitivity function of optimal design theory is then given by
Tr(∇yh)).
This means that the observation sensitivity strongly depends on the data assimila-
tion system (for instance through the observation statistics). A key relation, as noted in
[Baker et Daley, 2000] or [Baker, 2000], is the analysis space projection of the observation
sensitivity field, which gives an insight of the relative sensitivity to the observation as
compared to the background sensitivity :
∇xah = Ht∇yh+∇xbh (A.63)
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In [Baker et Daley, 2000], some strategies are proposed in order to use the observation
sensitivity field for adaptive issues :
– single-observation fields may be (easily) computed.
One computes the observation sensitivity field for each single observation labelled
by i :
Hi = (0 . . . 0 1 0 . . . 0) , Ri = ǫ
2
i (A.64)
We obtain after the use of Eq. (A.62) and some (simple but tedious) algebraic ma-
nipulations :
∂h
∂yi
=
1
ǫ2i +Bii
i=n∑
j=1
Bij(
∂h
∂xa
)j (A.65)
– marginal single-observation may be (less easily) computed.
One tries to estimate the marginal impact of an adaptive observation added to a
routine data assimilation system, defined by an observation operator H (r) (with the
notations of [Bishop et al., 2001]). If pr is the dimension of the routine observation,
one has then to compute for each i in Eq. (A.62) the sensitivity field with the
observation operator :
H
(tot)
i =
[
H(r)
Hi
]
(A.66)
Let us notice that (pr + 1)× (pr + 1) systems have to be solved for each i.
The way analysis sensitivity and observation sensitivity are coupled is deeply investigated
in [Baker et Daley, 2000] and [Baker, 2000] with a focus on scales impact (in the same
vein as [Daley, 1991], Section 4.5). The notion of supersentivity is defined : situations
which for, observation sensitivity is much larger than analysis sensitivity. The key result is
that supersensitivity is furthered by large scale target, accurate observations, and similar
magnitude of background (forecast) and analysis sensitivity scales.
Let us notice to conclude that the extension of this approach to the 4D-var case is deeply
related to the notion of second-order adjoint model as defined in [Wang et al., 1992] or
[Ngodock, 1996]. In a 4D-var context, sensitivity observations are deeply related to the
inverse matrix of Hessian of J (the cost function). This can be illustrated in a 3D-var
context with Eq. (A.62) by keeping in mind that Pa = Hess(J)
−1.
In this sense, there is a strong correlation between a “good” observational network
(to be adjusted by adaptive techniques) and a “nice” numerical behavior of a variational
data assimilation system (indicated for instance by a condition number for the inversion
of magnitude 1).
A.4.4 Impact of sub-optimal data assimilation schemes
Let us investigate now the question of sub-optimal data assimilation schemes, that is to
say practical cases for which the background (forecast) covariance matrix is only propaga-
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ted along time with some approximation. We refer to [Bishop et al., 2001] for a complete
investigation. The key result is the better behavior of 4D-var approaches ([Bergot, 2001]).
Estimation theory provides an appropriate framework for investigating this point : why
may observations increase error variance when associated with sub-optimal schemes ?
In a Kalman filtering context, we define the signal as the impact of the assimilation of
adaptive observation (at t1), through :
s = x(t2|xa(t1))− x(t2|xf (t1)) ≃M(xa(t1)− xf (t1)) =MKd (A.67)
with d = y−Hxf (t1) the innovation vector at t1 and M the tangent linear model from t1
to t2.
A classical computation leads to the following estimation of the signal covariance matrix
(parameterized by observation design H and R) :
S(R,H) =< sst >= M˜K(R+HPf (t2)H
t)−1KtM˜ t (A.68)
Let us now compute the forecast covariance matrix at the verification time t2) :
Pf (t2) =MPa(t1)M
t +Q (A.69)
with Q the model error covariance matrix ([Cohn, 1997]) and Pa(t1) the analysis error
covariance matrix (at target time t1) :
Pa(t1) = Pf (t1)− Pf (t1)Ht(HPf (t1)Ht +R)−1HPf (t1) (A.70)
We have then easily with the appropriate insertion :
Pf (t2) =MPf (t1)M
t +Q− S(R,H) (A.71)
This implies that, with an optimal scheme (Pa(t) and Pf (t) exactly computed), the assi-
milation of (adaptive) observation always reduces the forecast error covariance matrix (in
the sense of nonnegative symmetric matrices).
If the propagation equation for the forecast covariance matrix Eq. (A.69) is not solved
and one rather uses an approximation P˜f ≃ Pf for the gain matrix K, the sign of Pf (t2)−
(MPf (t1)M
t +Q) is not necessarily negative. This means that observations may increase
the forecast error.
A.4.5 Extended observation sensitivity targeting technique
In [Bishop, 2001], the computation of the variance of the perturbation δh as a func-
tion of perturbation in the innovation vector is proposed (this is referred as the extended
observation sensitivity targeting technique). With (obviously) sloppy notations, we write
h(d) the dependence of the forecast aspect with respect to adaptive observations. After
linearization and some easy calculations :
< (δh)2 >=< (
∂h
∂d
, d)2 >= (
∂h
∂xf (t2)
)tS(
∂h
∂xf (t2)
) (A.72)
Notice the relations with the points above.
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A.4.6 Serial strategy
A sub-optimal strategy has been proposed in [Bishop et al., 2001]. The basic idea is
to choose in a sequential way single-observation one by one. The key advantage is that
computations (see above) are easy to perform.
One first chooses an optimal position i1 with a single observation strategy. We then
search for a new optimal single observation under the constraint that the observation i1
has been added to the routine observation network.
The algorithm is then the following (quite logical) one :
H
(tot)
0 = H
(r)
DO j = 1, pa
1. Find the optimal location ij :
ij = argminΦ(j,H
(tot)
j−1 ) (A.73)
2. Compute the new total observation operator H
(tot)
j :
H
(tot)
j =
[
H
(tot)
j−1
Hij
]
(A.74)
ENDDO
Such strategies (deeply related to optimization algorithms over discrete sets) may be
promising tools.
A.5 Ensemble approaches
Ensemble approaches have been used in order to compute rapidly the error
covariance matrices in the context of Kalman Filters. We refer for instance to
[Bishop et Toth, 1999] and the works devoted to the so-called Ensemble Transform Kal-
man Filters ([Bishop et al., 2001, Bishop, 2001, Majumdar et al., 2001, Etherton, 2001]).
The key idea is to be able to compute rapidly for each possible deployment of the
adaptive observations a design criterion (for instance the estimation of a reduction of the
forecast error covariance matrix trough S, see Eq. (A.68)). In a brute-force approach,
computing the criterion for each possible choice of adaptive observations (let say q with
1 ≤ q ≤ Q), makes necessary the computation of the evolution of covariance matrices,
which is of course unaffordable in practice.
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Let us suppose now that there is a sequence of target times t1,1, t1,2, . . ., t1,nt (up to now,
we have always taken nt = 1). With the same kind of notations as in [Bishop et al., 2001],
the targeting problem for the time sequence (t1,i) leads to choose a sequence of observation
operators (H(q)(t1,i)) among a set of Q possible observation sequence.
Let us use a sequential context. In order to compute the design criterion, one has then,
for instance, to compute an error covariance matrix (see above) at verification time t2 for
each possible sequence q. We have then to compute the evolution of the forecast error
covariance matrix and of the analysis error covariance matrix along the sequence (t1,i).
For the choice of the q adaptive deployment, the usual equations become for a perfect
model :
P (q)a (t1,i) = P
(q)
f (t1,i)− P (q)f (t1,i)H(q)(t1,i)×
(H(q)(t1,i)P
(q)
f (t1,i)H
(q)(t1,i)
t +R(q)(t1,i))
−1H(q)(t1,i)P
(q)
f (t1,i) (A.75)
P
(q)
f (t1,i+1) =M(t1,i+1)P
(q)
a (t1,i)M(t1,i+1)
t (A.76)
This is of course intractable in practice.
By using ensemble methods, the computational cost may be drastically reduced. The
key point is to run a set of ne forecasts, labeled by k (x
(k)) and to estimate an error
covariance matrix by :
P (t) = X˜(t)X˜(t)t (A.77)
where the perturbation matrix is :
X˜ik =
(x
(k)
i − x¯i)(x(k)i − x¯i)t√
ne − 1
(A.78)
with the mean value of the ensemble x¯ :
x¯ =
1
ne
k=ne∑
k=1
x(k) (A.79)
The way initial perturbations are produced is of course a key issue, since this is supposed
to reflect the uncertainties in the initial conditions. Many methods are used : singular vec-
tor techniques (European Center for Medium Weather Forecast : [Molteni et al., 1996]),
the so-called breeding method (US National Center for Environmental Prediction :
[Toth et Kalnay, 1997]) or the multi-replication method (Canadian Meteorological Cen-
ter : [Houtemaker et al., 1996]). This is anyhow out the scope of this paper.
A key result is that one can estimate these covariance matrices with the ensemble
approach :
P
(q)
f (t1,i+1) = Z
(q)
f (t1,i)Z
(q)
f (t1,i)
t (A.80)
P
(q)
a (t1,i) = Z
(q)
f (t1,i)T
(q)(t1,i)T
(q)(t1,i)
tZ
(q)
f (t1,i)
t (A.81)
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where the transformed perturbation matrix is :
Z
(q)
f (t1,i) = X˜(t1,i)T
(q)(t1,i−1) (A.82)
The sequence may therefore be computed if the ne × ne matrices T are easy to calculate.
We refer to [Bishop et al., 2001, Bishop, 2001]. By omitting (at the end of this paper) all
sub/superscripts :
T = C(Γ + I)−1/2 (A.83)
with C (resp. the diagonal matrix Γ) listing the eigenvectors (resp. the eigenvalues) of
ZTf H
tR−1HZf . The key point is that this matrix is only of dimension ne.
As stressed in [Bishop et al., 2001, Bishop, 2001, Majumdar et al., 2001], the key point
of such techniques is the possibility to estimate the reduction in forecast variance due to
adaptive observations through the signal variance.
A.6 Time scheduling
We give in this section some (brief) insights in time scheduling, that is the appropriate
choice of targeting times, in the particular case of atmospheric chemistry.
Atmospheric chemistry (chemical kinetics in general) is characterized by a wide
range of timescales and one usually splits chemical species in slow species (long-lived)
and fast-species (short-lived). We refer for instance to [Sportisse et Djouad, 2000] or
[Sportisse et Djouad, 2002].
As noticed in [Fisher et Lary, 1995] or [Wang et al., 2001], data assimilation or inverse
modeling may be a difficult task for short-lived species. In this case, the impact of ti-
mescales for the accuracy of the data assimilation system is crucial ([Que´lo et al., 2002]
for a deeper understanding of these aspects). In a variational context, the key point is
the relation between the condition number of the Hessian matrix and the wide range of
timescales in the forecast model.
As notices in another context in [Heineken et al., 1967], the way times for adaptive
observations have to be taken has to be strongly related with these remarks.
Conclusion
We have tried to summarize the different approaches currently used for network design
and adaptive observations. Many sub-optimal techniques are now available with an evolu-
tion towards observation sensitivity approaches and probably a wider use of second-order
adjoint methods in the future for 4D-var techniques.
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Some benchmarks may be found in [Lorenz et Emanuel, 1998], [Morss, 1998] or
[Hansen, 1998, Hansen et Smith, 2002] with the systematic use of a simplified 40-
dimensional model proposed by Lorenz ([Lorenz et Emanuel, 1998]) for meteorological
applications. The key issue is the systematic sensitivity of the data assimilation/fore-
cast/observation system to all parameters (error statistics, number of observations, ...).
The nonlinear effects are more particularly investigated in [Hansen, 1998] and one can
wonder if the extension of such techniques for instance to other highly nonlinear geophy-
sical flows (even if non chaotic, for instance : atmospheric chemistry, may not be quite
difficult, since linear assumptions are often underlying assumptions.
Many works have been done in the context of estimation theory (as reflected in this
survey paper) and the extension to the 4d-var context is largely to be done.
Appropriate use of numerical approaches of optimal design ([Fedorov et Hackl, 1997])
may be another way to propose new techniques.
Serial techniques, as proposed in [Majumdar et al., 2001], are another challenging to-
pics.
More generally, the use of some of these techniques in other application fields, is proba-
bly a key issue of the future of environmental monitoring networks, whatever the data are
issued from (terrestrial sensors, sat data with the project Global Monitoring Environment
System, GMES).
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Nomenclature
– General
x : n-dimensional state vector
F : a n-dimensional nonlinear model
M : the tangent linear model, linearized at the analysis trajectory
M˜ : the tangent linear model, linearized at the forecast trajectory
ǫ(m) : random model error
Q : model error covariance matrix
xf : n-dimensional forecast vector
Pf : forecast error covariance matrix (n× n)
y : p-dimensional observation vector
H : observation operator (p× n)
ǫ(o) : random observation error
R : observation error covariance matrix (p× p)
xa : n-dimensional analysis vector
Pa : analysis error covariance matrix (n× n)
xb : background state
B : background error covariance matrix
K : gain matrix (n× p)
d : innovation vector (y −Kxf )
– Adaptive observations
pr : dimension of routine observations
pa : dimension of adaptive observations
H(r) : routine observation operator (pr × n)
H(tot) : total observation operator (including both routine and adaptive parts)
nt : number of target times
t0 : decision time
t1 : target time (if nt = 1)
(t1,i) : sequence of target times (1 ≤ i ≤ nt)
t2 : verification time
Hi : single observation operator for state variable i ((0 . . . 0, 1, 0 . . . , 0))
– Optimal design
Ψ : design criterion
λ : design variable
Λ : design space
ξ : design probability
IF : Fisher information matrix
φ : sensitivity design function
VH : design space for observation operator
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– Singular vectors
W1 : metric at target time
W2 : metric at verification time
(σ2i )W : singular values for metrics W
(ui)W : singular vectors for W
M † : Moore-Penrose pseudo-inverse of M
– Sensitivity analysis
h : forecast aspect (in R)
J : cost function for variational approach
S : signal covariance matrix
s : signal
– Ensemble approaches
ne : dimension of the ensemble
(x(k)) : ne-dimensional ensemble of forecasts
x¯ : mean of the ensemble
X˜ : perturbation matrix of the ensemble (n× ne)
Z(q) : transformed perturbation matrix for the adaptive network q (n× ne)
T (q) ne × ne transformation operator

Annexe B
Assimilation de donne´es et
mode´lisation inverse pour les
mode`les lent/rapide de chimie
atmosphe´rique
Re´sume´
L’objet de ce chapitre est l’e´tude de l’impact de la dispersion des e´chelles de temps
d’un mode`le sur la qualite´ des re´sultats de l’assimilation de donne´es. On envisage le
cas des mode`les dits “lent/rapide” caracte´ristiques du comportement dynamique de la
cine´tique chimique atmosphe´rique. Ces mode`les ont notamment pour proprie´te´ de pouvoir
eˆtre approche´s en temps court par des mode`les re´duits ne conservant que la dynamique
lente du syste`me.
A l’aide de la the´orie de la perturbation singulie`re, qui procure le cadre the´orique
ade´quat classique pour l’e´tude de ces mode`les, on e´tudie notamment les principales
proprie´te´s du hessien de la fonction couˆt qui donne une indication sur la qualite´ des
re´sultats obtenus apre`s assimilation.
Les principaux enseignements sont l’importance du moment d’observation et la
ne´cessite´ de distinguer les espe`ces lentes et rapides.
Ce chapitre fait suite a` [Que´lo et al., 2002] et correspond a` un article en cours de
soumission ([Que´lo et Sportisse, 2004]).
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Introduction
Dans ce chapitre, nous nous inte´ressons a` une cate´gorie de mode`les chimiques que
l’on rencontre en pratique : les syste`mes dits “lent/rapide”. Ils sont caracte´rise´s par une
dynamique transitoire rapide suivie d’une e´volution lente [Sportisse et Djouad, 2002]. Les
espe`ces chimiques peuvent alors eˆtre partitionne´es en espe`ce rapide et espe`ce lente. Un
bon exemple de tels syste`mes est donne´ par la cine´tique chimique atmosphe´rique et les
flux d’e´missions re´actifs.
Comme mentionne´ dans des pre´ce´dents travaux, il existe une relation e´troite entre la
qualite´ de l’assimilation de donne´es et les proprie´te´s dynamiques du syste`me sous-jacent.
Par exemple, dans [Wang et al., 2001], a` la page 2202, les auteurs affirment que : “the
longer-lived species [...] are in fact a better fit than the shorter-lived species”. Dans le
meˆme registre, dans le travail pre´liminaire de [Austin, 1992], une des conclusions est que
“the assimilation technique [...] is invaluable in the analysis of short time scale species”.
Par ailleurs, le fait que la qualite´ des analyses de certains parame`tres peut influencer les
autres espe`ces et la relation avec les e´chelles de temps sont des questions sous-jacentes
dans [Fisher et Lary, 1995].
L’objectif de ce chapitre est de de´terminer l’influence de ce comportement dynamique
sur l’assimilation de donne´es. Le caracte`re “lent/rapide” de la cine´tique chimique atmo-
sphe´rique a plusieurs conse´quences et son impact sur l’assimilation de donne´es n’est qu’un
point spe´cifique (voir [Sportisse, 2000] par exemple pour l’influence sur la re´solution
nume´rique en particulier les me´thodes de se´paration d’ope´rateurs).
Les questions pose´es sont les suivantes :
• Quelles conse´quences pour l’assimilation de donne´es (la mode´lisation inverse des
conditions initiales) sont amene´es par de tels syste`mes ? Par exemple, il semble re-
lativement intuitif qu’il est plus facile de retrouver la valeur d’une espe`ce chimique
lente que celle d’une espe`ce chimique rapide.
• Quelle est l’importance du moment d’observation ? A priori, il parait e´vident qu’il
faut observer les phe´nome`nes quand ils se produisent.
• Quelles sont les implications pour la mode´lisation inverse des e´missions ? De la
meˆme fac¸on, il semble plus facile d’identifier les valeurs de parame`tres physiques
associe´s a` la dynamique lente plutoˆt qu’a` la dynamique rapide.
Ce chapitre est organise´ de la manie`re suivante. La premie`re section est consacre´e a`
l’e´tude d’un mode`le acade´mique simple. Nous donnons le cadre the´orique et une extension
au cas ge´ne´ral dans la section 2. Des illustrations nume´riques sont donne´es dans la
section 3 avec une application a` une cine´tique chimique troposphe´rique.
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B.1 Un mode`le acade´mique
Conside´rons le mode`le de boˆıte suivant :
dc
dt
= −k c+ E , c(0) = c0 (B.1)
c correspond a` une concentration chimique, k est une constante cine´tique (ou l’inverse
d’un temps de vie) et E est une e´mission. L’ordre de grandeur de k est relie´ aux e´chelles
de temps du syste`me : une petite (resp. grande) valeur de k correspond a` une espe`ce lente
(resp. rapide).
La solution s’obtient facilement :
c(t) = E/k + (c0 −E/k)e−k t ∆= Ft(c0, k, E) (B.2)
Au temps t fixe´, c(t) peut eˆtre vu comme une fonction des parame`tres d’entre´e (c0, k, E)
et nous notons c(t) = Ft(c0, k, E). Supposons a` pre´sent qu’un parame`tre d’entre´e n’est
pas connu (ou connu avec une faible pre´cision) et que nous voulons retrouver sa valeur
re´elle sur la base des observations par mode´lisation inverse. Le cas ou` le parame`tre est k
correspond a` une expe´rience en chambre de re´action avec un ajustement des parame`tres
de cine´tique chimique ; le cas ou` le parame`tre est E est relie´ a` la mode´lisation inverse
des e´missions dans le but d’ame´liorer un inventaire d’e´mission ; le cas ou` le parame`tre
est c0 est le cas standard de l’assimilation de donne´es pour la pre´vision de la qualite´ de l’air.
Nous avons un jeu d’observations disponibles obs. Par souci de clarte´, nous supposons
que nous ne disposons que d’une seule observation au temps t (l’unique temps d’obser-
vation). Si on de´finit les “vraies” valeurs des parame`tres par k¯, E¯ et c¯0, l’observation est
donne´e par :
obs = E¯/k¯ + (c¯0 − E¯/k¯)e−k¯ t + η (B.3)
avec η une erreur d’observation suppose´e constante dans ce cas simplissime.
Par exemple, dans le cas de la mode´lisation inverse de k (E et c0 sont suppose´s connus),
nous obtenons une valeur de k telle que :
obs = Ft(c¯0, k, E¯) (B.4)
Nous avons trace´ sur la figure B.1 le comportement du rapport Φ/Φ¯, pour chaque
parame`tre d’entre´e Φ, en fonction de k¯ t. Les donne´es nume´riques sont les suivantes :
c¯0 = 1, E¯ = 1, t = 1 (temps d’observation), η = 0.01 (l’erreur d’observation mode´lise un
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seuil de de´tection de mesure) alors que k¯ varie de 1 (espe`ce lente) a` 100 (espe`ce rapide).
Comme il existe une unique solution a` l’e´quation (B.4), nous n’avons pas utilise´ une
proce´dure de minimisation classique et nous avons utilise´ directement l’algorithme de
Newton pour trouver la valeur inconnue du parame`tre.
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Fig. B.1 – Evolution du rapport de parame`tre pour des espe`ces
rapides et lentes.
La conclusion e´vidente est que plus l’espe`ce est rapide, plus l’erreur est grande.
Remarquons que dans notre cas, le temps d’observation est beaucoup plus approprie´ pour
des espe`ces rapides (t est de l’ordre de l’e´chelle de temps caracte´ristique d’une espe`ce
lente). Ceci montre qu’il est impossible de retrouver des parame`tres d’entre´e associe´s aux
espe`ces rapides si le temps d’observation n’est pas bien choisi.
Remarquons que nous avons une solution analytique pour les cas de E et c0 :
c0 = c¯0 + η e
k¯ t , E = E¯ +
k¯
1− e−k¯ t η (B.5)
et on peut ve´rifier que l’erreur est grande pour k¯ t≫ 1.
Nous concluons cet exemple simple avec quelques remarques concernant la ne´cessite´
d’inverser simultane´ment E et c0 (k n’est pas traite´ par souci de clarte´). En pratique,
les e´missions et les concentrations initiales peuvent eˆtre toutes deux connues de manie`re
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impre´cise et on peut s’interroger sur la sensibilite´ du re´sultat de mode´lisation inverse a`
un autre parame`tre incertain.
Par exemple, recherchons la valeur de E en supposant que la condition initiale est c0
(et non c¯0). On obtient facilement :
E = E¯ +
k¯
1− e−k¯ t (η + (c¯0 − c0)e
−k¯ t) (B.6)
Ceci montre que le re´sultat n’est pas tre`s sensible a` l’incertitude sur les conditions
initiales et que, au premier ordre en e−k¯ t, la sensibilite´ est une fonction de´croissante du
temps. De plus, on remarque que le manque de connaissances sur les conditions initiales
a un impact plus grand sur les espe`ces lentes que sur les espe`ces rapides.
Une approche similaire peut eˆtre applique´e a` la mode´lisation inverse de c0 avec une
incertitude sur E :
c0 = c¯0 + η e
k¯ t + (E¯ −E)e
k¯ t − 1
k¯
(B.7)
L’erreur est une fonction line´aire de (E¯ − E) pour les espe`ces lentes alors qu’elle est
controˆle´e par ce terme pour les espe`ces rapides.
B.2 Assimilation de donne´es pour les mode`les de chimie
“lent/rapide”
B.2.1 Notations
B.2.1.1 Cine´tique chimique “lent/rapide”
L’objectif de ce paragraphe est d’e´tendre les principaux re´sultats obtenus avec le
mode`le acade´mique. Dans la suite, on va supposer que les re´actions chimiques peuvent
eˆtre divise´es en deux cate´gories selon leur temps caracte´ristique : certaines re´actions
chimiques peuvent eˆtre conside´re´es comme des re´actions lentes (resp. rapides) si leur
e´chelle de temps est de l’ordre de 1 (resp. ε≪ 1).
Nous notons c le vecteur des concentrations chimiques de dimension n (n e´tant
le nombre d’espe`ces chimiques). Afin de simplifier la pre´sentation, on suppose que
les me´canismes chimiques conduisent a` un syste`me line´aire d’e´quations diffe´rentielles
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ordinaires. Ceci constitue bien suˆr une hypothe`se irre´aliste en pratique vu que cela n’est
rencontre´ que pour les re´actions monomole´culaires, ce qui n’est pas le cas ge´ne´ral de la
chimie atmosphe´rique (exception faite des re´actions photochimiques). Notre analyse peut
cependant eˆtre ge´ne´ralise´e a` une version line´arise´e de mode`les plus sophistique´s et meˆme
a` des mode`les non-line´aires (voir la remarque ci-dessous).
Le mode`le de cine´tique chimique s’e´crit alors sous la forme :
dc
dt
=Mc+E , c(0) = c0 (B.8)
ou` la matrice M contient les constantes cine´tiques et les coefficients stoechiome´triques et
E est le vecteur des termes d’e´missions. Sur la base du comportement lent/rapide, nous
obtenons :
M =
M0
ε
+M1 (B.9)
ou` M0 (resp. M1) est relie´e aux re´actions rapides (resp. lentes). Notons qu’il est possible
d’ajouter un terme lent de lessivage humide et de de´poˆt dans M1. Ce terme est en effet
sous la forme −β c avec β une matrice diagonale compose´e par les coefficients positifs de
lessivage humide et de de´poˆt.
En supposant que M est une matrice inversible nous avons :
c(t) = exp(−Mt)c0 + ε (exp(Mt)− I)M−1E
= Ac0 +BE
∆
= Ft(c0, E)
(B.10)
ce qui de´finit les matrices A et B.
B.2.1.2 Base de partitionnement et mode`le re´duit
Il est cependant plus facile de travailler avec une base d’espe`ces plus approprie´e. Le
comportement lent/rapide des cine´tiques chimiques est en effet relie´ a` la proprie´te´ de
partitionnement suivante ([Sportisse et Djouad, 2002] par exemple) : il existe une base (et
donc une matrice inversible P ) telle que
PMP−1 =
[
Λ0/ε 0
0 Λ1
]
(B.11)
ou` Λ0 est une matrice nf × nf strictement stable (une matrice inversible dont les valeurs
propres ont une partie re´elle strictement ne´gative). nf (resp. n − nf ) est le nombre de
degre´s de liberte´ rapide (resp. lent) du me´canisme chimique. La relation e´troite entre P et le
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“lumping”d’espe`ces ([Sportisse et Djouad, 2000]) ou les familles d’espe`ces ([Austin, 1992])
sera commente´e par la suite. P peut eˆtre e´crite sous la forme partitionne´e :
P =
[
Pf
Ps
]
(B.12)
avec Pf (resp. Ps) une matrice nf × n (resp. (n − nf ) × n) telle que cf = Pf c (resp.
cs = Ps c) sont les degre´s de liberte´ rapides (resp. lents).
On peut e´crire a` pre´sent :
B˜(t) = PBP−1 =
[
exp(tΛ0/ε) 0
0 exp(tΛ1)
]
A˜(t) = PAP−1 =
[
ε(exp(tΛ0/ε)− I)Λ−10 0
0 (exp(tΛ1)− I)Λ−11
] (B.13)
Dans la nouvelle base, c˜ = Pc et E˜ = PE tel que :
c˜(t) = B˜c˜0 + A˜E˜ (B.14)
Le point cle´ est qu’il existe alors un mode`le re´duit sous-jacent pour t ≃ 1 :
B˜(t) ≃
[
0 0
0 exp(tΛ1)
]
A˜(t) ≃
[
0 0
0 (exp(tΛ1)− I)Λ−11
] (B.15)
au premier ordre en ε. Ceci signifie en pratique que c˜f = 0.
B.2.1.3 Assimilation de donne´es
Pre´cisons a` pre´sent le cadre de l’assimilation de donne´es. On suppose que l’on
dispose d’un ensemble I d’observations (obsi)i, donne´es aux temps (ti)i avec les matrices
de covariance d’erreur d’observations (Ri)i. L’ope´rateur d’observation estHi (au temps ti).
Dans un cadre variationnel, la fonction couˆt que l’on doit minimiser par rapport aux
parame`tres d’entre´es (c0 et/ou E en pratique) s’e´crit :
J(c0, E) = 1/2
i=I∑
i=1
(obsi −Hic(ti))T R−1i (obsi −Hic(ti)) , c(ti) = Fti(c0, E) (B.16)
Nous avons omis le terme d’e´bauche qui peut aussi eˆtre pris en compte.
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B.2.2 Etude de la matrice hessienne pour le cas lent/rapide
Un bon indicateur de la qualite´ de la proce´dure d’assimilation de donne´es est l’e´tude
du spectre de la matrice hessienne de J , Hess J, calcule´ par rapport aux parame`tres
d’entre´e ([Thacker, 1989, Le Dimet et al., 2002]). Par exemple, les petites valeurs propres
de Hess J sont relie´es aux parame`tres qui sont difficiles a` retrouver a` cause du mauvais
conditionnement (ceci constitue un point de vue nume´rique) ou pour lequel la confiance
de l’analyse est faible (ceci est le point de vue des statistiques). Pour les mode`les “lent/ra-
pide”, le mauvais conditionnement est fortement relie´ au comportement dynamique et on
montre dans la suite que les parame`tres mal conditionne´s sont relie´s aux processus rapides.
On obtient facilement :
Hess Jc0,E =
i=I∑
i=1
[Bi Ai]
T [HTi R
−1
i Hi][Bi Ai] (B.17)
ou` Bi = B(ti) et Ai = A(ti).
Dans la nouvelle base, la matrice hessienne s’e´crit a` pre´sent :
Hess Jc˜0,E˜ =
i=I∑
i=1
[B˜i A˜i]
T [P−1THTi R
−1
i Hi P
−1][B˜i A˜i] (B.18)
On peut utiliser le mode`le re´duit pour les observations associe´es aux processus lent (t ∼ 1,
ce qui est le cas en pratique). Des calculs fastidieux me`nent a` la forme suivante partitionne´e
par blocs de la matrice hessienne :
HessJc˜0,E˜ =
i=I∑
i=1


0 0 0 0
0 ∗ 0 ∗
0 0 0 0
0 ∗ 0 ∗

 (B.19)
ou` le signe ∗ de´signe un terme relie´ a` la dynamique lente exp(tΛ1) (omise ici pour plus
de clarte´). Pre´cisons que la partition par blocs de la matrice hessienne est relie´e au
partitionnement des parame`tres d’entre´e dans l’ordre suivant : conditions initiales rapides
(de dimension nf ), conditions initiales lentes (de dimension n−nf ), e´missions des espe`ces
rapides (de dimension nf ), e´missions des espe`ces lentes (de dimension n − nf ). Cette
forme approche´e est une sorte de forme “re´duite” de la matrice hessienne.
Ceci montre qu’il est impossible de retrouver les vraies valeurs des conditions initiales
et les e´missions des processus rapides, ce qui constitue l’extension des re´sultats obtenus
avec le mode`le acade´mique.
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B.2.3 Quelques remarques
B.2.3.1 Extension a` un mode`le de chimie–transport
L’analyse pre´ce´dente a e´te´ effectue´e avec l’hypothe`se simplificatrice d’un mode`le de
boˆıte avec une chimie monomole´culaire. Ceci peut eˆtre facilement ge´ne´ralise´ en prenant en
compte le transport des espe`ces chimiques pour l’advection et la diffusion si on suppose
que ce sont des processus lents (cas le plus courant en pratique). Pour eˆtre plus pre´cis,
inte´ressons-nous a` la forme discre´tise´e du terme de transport, Tc, avec T un ope´rateur
line´aire obtenu par exemple par diffe´rences finies. Le mode`le s’e´crit a` pre´sent :
dc
dt
=Mc+E + Tc , c(0) = c0 (B.20)
ou` c est le vecteur des espe`ces chimiques pour tout le maillage (et pas seulement dans
une maille comme pre´ce´demment). Le re´sultat cle´ ([Sportisse et Djouad, 2000]) est que le
mode`le re´duit sous-jacent et le partitionnement ade´quat des espe`ces est toujours donne´
par le mode`le de boˆıte dc/dt = Mc. La ge´ne´ralisation des re´sultats pre´ce´dents est alors
imme´diate.
B.2.3.2 Ge´ne´ralisation au cas non line´aire
Une autre ge´ne´ralisation inte´ressante concerne bien suˆr l’extension au cas non line´aire.
Nous ne donnons ici qu’une indication en e´tudiant le comportement asymptotique de la
fonction couˆt J (ce qui revient a` e´tudier la forme “re´duite” de J). Pour simplifier, on peut
travailler avec un jeu d’observations continues (obs(t))0≤t≤T . La fonction couˆt s’e´crit a`
pre´sent :
J = 1/2
∫ T
0
(obs(t)−Hc(t))T R−1 (obs(t)−Hc(t)) dt (B.21)
Conside´rons le mode`le sous sa forme ge´ne´rale (Il peut inclure la cine´tique chimique,
les e´missions, les termes de transport) dans une base partitionne´e c = (cf , cs) :
ε
dcf
dt
= g(cf , cs) , cf (0) = (cf )0
dcs
dt
= f(cf , cs) , cs(0) = (cs)0
(B.22)
De la meˆme manie`re, on peut partitionner la matrice d’observations en H = [Hf Hs].
Rappelons tout d’abord la de´finition d’un mode`le adjoint. On conside`re le syste`me
dynamique dc/dt = F (c) , c(0) = c0 qui de´finit c(t) = Ft(c0) pour t ∈ [0, T ]. Notons la
Section B.2 – Assimilation de donne´es pour les mode`les de chimie “lent/rapide” 193
fonction couˆt J˜(c) = J(c0). Le mode`le adjoint est alors de´fini par :
dcˆ
dt
= −
(
∂F
∂c
)T
|c(t)
cˆ−∇J˜ , cˆ(T ) = 0 (B.23)
et le point cle´ est que l’inte´gration re´trograde donne ∇c0J = cˆ(0).
Dans notre cas, les e´quations continues adjointes sont donc :


ε
dcˆs
dt
= −
(
∂g
∂cs
)T
|c
cˆf − ε
((
∂f
∂cs
)T
|c
cˆs +H
T
s R
−1(obs−Hc)
)
cˆs(T ) = 0
ε
dcˆf
dt
= −
(
∂g
∂cf
)T
|c
cˆf − ε
((
∂f
∂cf
)T
|c
cˆs +H
T
f R
−1(obs−Hc)
)
cˆf (T ) = 0
(B.24)
ou` cˆf et cˆs sont les variables adjointes. Les gradients de J par rapport aux conditions
initiales sont obtenus en inte´grant le syste`me re´trograde :
∂J
∂(cf )0
= cˆf (0) ,
∂J
∂(cs)0
= cˆs(0) (B.25)
Apre`s une pe´riode transitoire rapide (t≫ ε), le syste`me adjoint peut eˆtre re´duit a` :

dcˆs
dt
= −
(
∂fred
∂cs
)T
cˆs −
(
Hs −Hf
(
∂g
∂cf
)−1 ∂g
∂cs
)T
R−1(obs−Hc)
cˆs(T ) = 0
cˆf = 0
(B.26)
avec
∂fred
∂cs
=
(
∂f
∂cs
− ∂f
∂cf
(
∂g
∂cf
)−1 ∂g
∂cs
)
.
Le point cle´ est que la sensibilite´ de la fonction couˆt par rapport aux conditions initiales
des espe`ces rapides est nulle (cˆf = 0). Physiquement, cela signifie que l’assimilation de
donne´es des espe`ces rapides ne peut eˆtre mene´es a` bien.
B.2.3.3 Assimilation de donne´es pour les mode`les re´duits
Un autre produit de´rive´ de l’analyse pre´ce´dente peut eˆtre repre´sente´ par le graphique
suivant (une fle`che verticale signifie re´duction, une fle`che horizontale assimilation de don-
ne´es) :
(exact model)ε −→ Jε,∇Jε
↓ ↓
reduced model −→ Jred,∇Jred
(B.27)
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La forme re´duite des e´quations adjointes associe´es au mode`le exact est e´quivalente aux
e´quations adjointes associe´es au mode`le re´duit :
0 = g(cf , cs) ,
dcs
dt
= f(cf , cs) , cs(0) = (cs)0 (B.28)
Les e´quations adjointes pour ce mode`le sont :
dcˆs
dt
= −
(
∂fred
∂cs
)T
cˆs −
(
Hs −Hf
(
∂g
∂cf
)−1 ∂g
∂cs
)T
R−1(obs−Hc)
cˆs(T ) = 0
(B.29)
et les seules diffe´rences avec (B.26) sont que les de´rive´es partielles sont calcule´es le long
du mode`le re´duit (B.28) et non le long du mode`le exact (B.22) (mais les solutions sont les
meˆmes au premier ordre en ε).
Ceci met en e´vidence l’utilite´ de travailler avec le mode`le re´duit, parce qu’on obtient
le bon re´sultat pour les espe`ces lentes quel que soit le mode`le (mode`le exact ou mode`le
re´duit). Le fait qu’il existe un mode`le re´duit sous-jacent a des conse´quences ne´gatives (les
espe`ces rapides sont difficiles a` inverser) mais aussi positives (leur comportement est force´
par les espe`ces lentes).
B.2.3.4 Lumping et pre´conditionnement
Il a e´te´ plus facile de travailler dans la base partitionne´e de´finie par la ma-
trice P . Nous allons a` pre´sent commenter la relation e´troite avec les espe`ces lumpe´es
([Sportisse et Djouad, 2000, Djouad et Sportisse, 2002]) et les familles d’espe`ces chimiques
([Austin, 1992]). On de´finit habituellement une espe`ce lumpe´e par une combinaison li-
ne´aire d’espe`ces chimiques re´elles u1 = L1 c telle que u1 soit un degre´ de liberte´ lent
(soit L1M0 = 0 ce qui implique que du1/dt = L1M1 c). On peut alors de´finir la matrice
de partitionnement P de la manie`re suivante : chercher le jeu d’espe`ces inde´pendantes
lumpe´es u1 . . . un−nf (tel que Ps = [L
T
1 . . . L
T
n−nf ]
T est de rang plein) et comple´ter P
avec des lignes de´finies par des vecteurs de base de vect(LT1 . . . L
T
n−nf )
⊥. On se re´fe`re a`
[Djouad et Sportisse, 2002] pour la ge´ne´ration automatique d’espe`ces lumpe´es pour la
chimie atmosphe´rique multiphasique. L’algorithme bien connu consiste a` construire les
espe`ces lentes (par exemple NOx = NO+NO2 pour la chimie troposphe´rique) sur la base
des espe`ces rapides (NO and NO2).
La conse´quence pour l’assimilation de donne´es est que les conditions initiales
et les parame`tres d’e´missions associe´s aux espe`ces lumpe´es (par exemple NOx ou
NOz = NO3 + N2O5) peuvent eˆtre inverse´s alors que c’est impossible pour des espe`ces
rapides re´elles (NO, NO2). Cela signifie que les espe`ces rapides re´elles agre´ge´es dans un
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lumping ne peuvent eˆtre dissocie´es.
En ce sens, l’utilisation d’espe`ces lumpe´es peut eˆtre vu comme une sorte de “pre´-
conditionnement physique” de la matrice hessienne pour le proble`me de l’assimilation de
donne´es.
B.2.3.5 Impact pour les concentrations
Le fait qu’il soit difficile de retrouver les conditions initiales rapides n’a pas d’impact
sur la qualite´ des pre´visions. En effet, l’e´volution des espe`ces chimiques ne de´pend pas des
conditions initiales rapides. Par exemple, le mode`le ge´ne´ral donne´ par l’e´quation (B.22)
peut eˆtre approche´ au premier ordre en ε apre`s une phase transitoire par :
0 = g(cf , cs) ,
dcs
dt
= f(cf , cs) , cs(0) = (cs)0 (B.30)
qui ne de´pend pas de (cf )0.
La situation est cependant diffe´rente pour la mode´lisation inverse des e´missions vu
qu’on est inte´resse´ par l’ame´lioration l’inventaire d’e´missions.
B.2.3.6 Chimie atmosphe´rique versus me´te´orologie
Notons qu’il y a une diffe´rence fondamentale avec les mode`les “lent/rapide” qui ap-
paraissent en me´te´orologie. A l’oppose´ de la me´te´orologie, l’impact d’une pre´cision faible
pour l’analyse des conditions initiales rapides peut eˆtre ne´glige´. Une analyse similaire peut
eˆtre mene´e pour les mode`les du type de ceux rencontre´s en me´te´orologie sur la base de
mode`les line´arise´s : Cela consiste a` remplacer k ∈ R dans notre mode`le acade´mique par
i k avec i2 = −1 afin de de´crire les ondes rapides de gravite´ (ou Λ0 par iΛ0 dans cette
section). Des proce´dures spe´cifiques doivent eˆtre utilise´es afin de “filtrer” l’impact des de-
gre´s de liberte´ rapides (on se re´fe`re par exemple a` [Kopell, 1985] et plus ge´ne´ralement a`
la bibliographie consacre´e par exemple a` l’initialisation des modes normaux).
B.2.3.7 Extension aux observations rapides
Une analyse similaire peut eˆtre mene´e pour les temps d’observation ti associe´s aux
phe´nome`nes rapides, soit ti ≃ ε (ce qui n’est pas re´aliste en pratique). Dans ce cas, on
peut montrer de la meˆme fac¸on que pre´ce´demment que les conditions initiales rapides
peuvent eˆtre retrouve´es mais pas les e´missions rapides ni les conditions initiales et les
e´missions lentes.
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B.3 Tests nume´riques
B.3.1 Conditions de calcul
Nous avons effectue´ des expe´riences nume´riques pour illustrer le lien entre la mode´li-
sation inverse et le comportement dynamique lent/rapide de la chimie atmosphe´rique. Les
tests ont e´te´ mene´s sur le mode`le de boˆıte de´fini par :
∂c
∂t
= χ(c, t) +
1
HCL
(E − vDepc)
ou` χ est le terme de production chimique, E est le flux d’e´mission, vdep est la vitesse de
de´poˆt sec et HCL de´signe la hauteur de me´lange.
Tab. B.1 – Sche´ma chimique Ozone16. Les constantes cine´tiques sont calcule´es par k =
a 10b.
Nr reaction kinetic rate a(b)
1 OD +O2 +AIR→ O3 +AIR 6.02 (-34)
2 O3 +NO → NO2 1.872 (-14)
3 NO +HO2 → NO2 +OH 8.235 (-12)
4 OH +NO2 → HNO3 1.1 (-11)
5 NO2 → NO +OD 8.88 (-3)
6 RH +OH → RO2 2.607 (-12)
7 RCHO +OH → RCO3 1.588 (-11)
8 RCHO → RO2 + CO +HO2 3.18 (-6)
9 NO +RO2 → RCHO +HO2 +NO2 7.563 (-12)
10 NO +RCO3 → NO2 +RO2 + CO2 7.563 (-12)
11 NO2 +RCO3 → PAN 4.7 (-12)
12 PAN → RCO3 +NO2 4.837 (-4)
Le sche´ma chimique utilise´, Ozone16, est pre´sente´ dans le tableau B.1. C’est une
chimie simplifie´e de l’ozone qui comporte 12 re´actions chimiques mettant en jeu 16
espe`ces. L’ozone est forme´ par la re´action tre`s rapide OD + O2 + AIR → O3 + AIR
et a donc elle-meˆme un comportement dynamique rapide. En comparaison, les re´actions
mettant en jeu NO, NO2 et RH sont lentes. Les figures B.2 et B.3 repre´sentent l’e´volution
temporelle†1 des concentrations des espe`ces O3, NO, NO2 et RH (compose´s organiques
volatils). On remarquera que les dynamiques des espe`ces e´mises (NO, NO2 et RH) ont le
meˆme temps caracte´ristique.
†1On notera la diffe´rence d’e´chelle temporelle.
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Fig. B.2 – Evolution temporelle de la concentration d’ozone.
0 10 20 30 40 50 60 70
temps (secondes*1000)
0
1e+14
2e+14
3e+14
4e+14
5e+14
RH
NO
NO2
Fig. B.3 – Evolution temporelle des concentrations de NO, NO2 et RH.
Tab. B.2 – Vitesse de de´poˆt sec (cm s−1)
species O3 NO2 NO
vDep 0.6 0.6 0.1
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Tab. B.3 – Flux d’e´missions (mole´cules cm−2 s−2)
species RH NO NO2
E 1.23E+13 1.764E+12 0.756E+12
Tab. B.4 – Conditions initiales (mole´cules cm−3)
species Initial conditions
RH 1.5E + 14
NO 4.2.E + 14
NO2 0.6.E + 14
PAN 4.60E + 11
RCHO 9.98E + 14
O3 4.9E + 11
OH 1.76E + 07
HO2 6.76E + 07
RCO3 5.98E + 07
RO2 6.78E + 07
OD 1.12E + 07
O2 2.E + 19
AIR 1.E + 20
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Les valeurs des e´missions et du de´poˆt sont regroupe´es dans les tableaux B.2 et B.3.
Les conditions initiales (voir le tableau B.4) sont typiques des valeurs en milieu urbain
(les conditions initiales de CO, HNO3 et CO2 qui ne sont que des espe`ces produites
n’interviennent pas et ne sont donc pas renseigne´es).
B.3.2 Expe´riences de mode´lisation inverse
On pre´sente d’abord le cadre commun de la mode´lisation inverse. On de´finit la fonction
couˆt par :
J(p) =
n∑
l=1
(
Hc(p)(tl)− obs(tl)
)2
(B.31)
ou` H de´signe l’ope´rateur d’observation et p correspond aux conditions initiales, aux
e´missions ou aux constantes cine´tiques. Les observations obs(tl) proviennent d’expe´riences
jumelles (elles sont ge´ne´re´es nume´riquement et non perturbe´es). On observe les espe`ces
O3, NO et NO2 aux temps d’observations tl (au nombre de 10) qui sont fixe´s toutes les
dix minutes.
La minimisation de J se fait par l’algorithme ite´ratif BFGS qui se base sur la connais-
sance du gradient de J par rapport a` p. Le gradient a e´te´ obtenu par diffe´renciation
automatique du code direct par Odysse´e [Faure et Papegay, 1997] qui ge´ne`re directement
le code adjoint a` partir du code direct e´crit en Fortran77.
Deux types d’expe´riences de mode´lisation inverse sont mene´es par rapport aux para-
me`tres de controˆle suivants :
• conditions initiales de NO et O3 ;
• constantes cine´tiques des re´actions 1 et 2 (note´es k1 et k2).
B.3.2.1 Inversion des conditions initiales
L’assimilation de donne´es est applique´e sur les conditions initiales de O3 (rapide) et NO
(lente). Les temps d’observations (toutes les 10 minutes) correspondent a` des observations
en temps long (relativement a` la dynamique de l’ozone). Elles sont prises en dehors de
la phase d’e´volution tre`s rapide de l’ozone. La figure B.4 montre que l’erreur relative
sur les conditions initiales tend vers ze´ro seulement pour l’espe`ce lente NO alors qu’elle
reste grande (a` la valeur maximale de´finie par l’intervalle de variation des variables) pour
l’espe`ce rapide O3.
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Fig. B.4 – Erreur relative sur les conditions initiales en fonction des ite´rations de BFGS.
B.3.2.2 Inversion des constantes cine´tiques
La mode´lisation inverse conjointe des constantes cine´tiques des re´actions 1 et 2 du
sche´ma Ozone16 [Djouad et al., 2002b] (voir le tableau B.1) a e´te´ effectue´e. L’erreur re-
lative en fonction des ite´rations de BFGS est trace´e sur la figure B.5. Le re´sultat obtenu
est similaire a` celui sur les conditions initiales : il est uniquement possible de retrouver la
constante cine´tique lente.
Conclusion
L’impact du comportement “lent-rapide” sur l’assimilation de donne´es et la mode´-
lisation inverse des e´missions a e´te´ mis en e´vidence par des re´sultats the´oriques et des
expe´riences nume´riques.
Pour un cas pratique, le point cle´ est qu’il est difficile de retrouver les conditions
initiales des espe`ces rapides, ce qui n’est pas capital vu qu’elles n’ont pas d’influence sur
le comportement a` long terme du syste`me.
Une question cle´ de l’assimilation de donne´es concerne le choix des observations
(contraintes techniques mises a` part). Quelles espe`ces observe´es, a` quels moments, en
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Fig. B.5 – Erreur relative sur les constantes cine´tiques en fonction des ite´rations de BFGS.
quels lieux ? Cet exemple illustre la proble´matique du choix de l’espe`ce et du moment
d’observation.

Annexe C
Assimilation de donne´es pour la
dispersion a` petite e´chelle de
radionucle´ides
Re´sume´
Dans le cas d’un incident ou d’un accident survenant dans une centrale nucle´aire,
le suivi de la dispersion des radionucle´ides rejete´s dans l’atmosphe`re est bien entendu
crucial. Pour un incident, la proble´matique est une proble´matique d’e´chelle locale (quelques
kilome`tres autour de la source) et les mode`les utilise´s dans une application ope´rationnelle
sont typiquement des mode`les de dispersion gaussienne, fonde´s sur des calculs analytiques.
La question de l’assimilation de donne´es est bien entendu pertinente dans un contexte
de pre´vision.
Ce chapitre est essentiellement base´ sur un rapport a` destination de l’Institut de Ra-
dioprotection et de Suˆrete´ Nucle´aire (IRSN) et un article en cours de publication dans
Journal of Environmental Radioactivity. Il constitue une e´tude de faisabilite´ pre´liminaire
et pre´sente des calculs de second-ordre dans un contexte acade´mique.
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Introduction
L’objet de ce rapport est de faire un point sur les travaux de mode´lisation inverse
et d’assimilation de donne´es pour la dispersion de radionucle´ides a` petite e´chelle,
mene´s au sein du Poˆle Air du Cereve pour le compte de l’IRSN. Ce travail corres-
pond a` l’e´tude de faisabilite´ telle que pre´sente´e dans la lettre de commande nume´ro
IPSN/DPEA/SECRI/01-306.
On pre´sente dans ce rapport :
– les objectifs recherche´s, les mode`les utilise´s et la proble´matique de l’assimilation de
donne´es dans ce contexte (section C.1),
– le travail effectue´ a` proprement parler avec des analyses de sensibilite´ (section C.2),
des expe´riences de mode´lisation inverse (section C.3) et une e´tude pre´liminaire sur
le positionnement optimal des capteurs de mesures (section C.4).
Cette e´tude de faisabilite´, a` la suite de [Chemith, 2001], montre la pertinence a` utiliser
les me´thodes classiques d’assimilation de donne´es dans le contexte de la dispersion a` petite
e´chelle des radionucle´ides et a permis de comparer diverses strate´gies d’assimilation de
donne´es.
L’extension de ce travail dans un environnement a` caracte`re plus ope´rationnel reste
bien entendu a` mener en paralle`le avec une ame´lioration des mode`les physiques. De plus,
des points restent a` approfondir dans une telle optique, notamment sur le positionnement
optimal des capteurs ou, en retour d’expe´rience de campagnes de mesures, la construction
d’une base de donne´es pre´cisant les statistiques d’erreur a` prendre en compte.
C.1 Proble´matique
C.1.1 Contexte industriel
Lors d’un incident survenant sur une installation nucle´aire, l’IRSN est charge´ d’e´va-
luer, en particulier via son Centre Technique de Crises (CTC) les conse´quences a` court
terme d’un rejet de produits radioactifs dans l’environnement et d’apporter son conseil
aux pouvoirs publics.
Pour assurer sa mission d’expertise en phase d’urgence, il dispose de deux sources
d’information :
1. des mesures : Des mesures d’activite´ au sol sont re´alise´es dans la zone du rejet.
L’interpre´tation de ces mesures est de´licate car :
– le nombre de mesures disponibles est limite´.
– l’incertitude sur les mesures peut eˆtre importante.
Ces mesures peuvent eˆtre a priori fixes ou mobiles.
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2. desmode`les : L’IRSN dispose e´galement d’un ensemble d’outils de pre´vision : la filie`re
CONRAD (CONse´quences RADiologiques). Celle-ci est compose´e pour partie d’ou-
tils rapides a` pre´cision limite´e (ABAQUES) et de mode`les de second niveau, fonde´s
sur une description gaussienne de la dispersion atmosphe´rique (SIROCCO : Syste`me
Informatique Rapide et Ope´rationnel de Calcul des COnse´quences, [Monfort, 1999])
qui permettent d’estimer rapidement (en conditions re´elles ope´rationnelles) la dis-
persion des polluants dans l’atmosphe`re.
Les donne´es me´te´orologiques (vent, tempe´rature, classe de stabilite´ de l’atmosphe`re,
pluviome´trie) sont fournies en amont du mode`le par Me´te´o France.
Enfin, en aval de cette chaˆıne, un module est plus oriente´ vers l’impact sanitaire
(ASTRAL) et a` partir des concentrations et des de´poˆts au niveau du sol permet
d’e´valuer notamment les doses rec¸ues par inhalation et irradiation.
C.1.2 L’inte´reˆt de l’assimilation de donne´es
La validite´ de cette chaˆıne d’outils de´pend bien entendu de plusieurs facteurs de nature
radicalement diffe´rente, notamment :
– la qualite´ des donne´es me´te´orologiques fournies,
– la validite´ du mode`le de dispersion gaussien a` proprement parler,
– la qualite´ des donne´es de rejet, estime´es par des mode`les d’e´volution de re´acteur.
De manie`re a` pre´sent classique en pre´vision environnementale, on se propose de coupler
les deux sources d’information (les mesures et l’outil de pre´vision) de manie`re a` :
– Re´duire et quantifier les incertitudes de la pre´vision,
– Ame´liorer la connaissance de certains parame`tres, notamment affiner la valeur des
de´bits de rejet.
Dans les sous-sections qui suivent, on va d’abord rappeler la mode´lisation de la disper-
sion utilise´e a` ces e´chelles (mode`les gaussiens, mode`les a` bouffe´e). Notre travail s’inscrit
dans le contexte des me´thodes d’assimilation de donne´es, dont on rappelle les principes
dans la section C.1.4.
Une nomenclature permet en annexe de pre´ciser les diverses notations utilise´es. Des
e´le´ments techniques (notamment sur les aspects nume´riques de l’assimilation de donne´es)
sont pre´cise´s en annexe.
C.1.3 Mode´lisation de la dispersion
C.1.3.1 Hypothe`ses simplificatrices
On utilise pour notre e´tude, un mode`le de dispersion atmosphe´rique de type   pa-
nache ✁ ([Seinfeld, 1985]).
Il consiste a` transporter des radio-e´le´ments provenant :
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– d’une source ponctuelle (la chemine´e de l’installation),
– d’une source diffuse correspondant a` une fuite dans l’enceinte de confinement. Cette
partie diffuse est mode´lise´e par un rejet ponctuel en amont de l’installation.
Dans cette e´tude de faisabilite´, on ne conside´rera qu’un seul radioe´le´ment et l’on ne´-
gligera les processus de filiation.
La dispersion a` proprement dite est de´crite par un profil gaussien caracte´rise´ par des
e´carts types, donne´s par les formules de Doury pour l’application de l’IRSN.
Lors du transfert dans l’atmosphe`re, le rejet est appauvri sous l’effet des de´poˆts secs
et humides, auxquels s’ajoutent les processus de filiation en toute ge´ne´ralite´.
C.1.3.2 Mode`le utilise´
Ceci conduit a` re´soudre une expression analytique pour l’activite´ volumique au point
spatial de coordonne´es (x, y, z) de la forme :
act(x, y, z) =
1
2πu
fradfdepfy
[ Q1
σy(x)σz(x)
fz(z1) +
Q2
σy(x− d)σz(x− d)fz(z2)
]
(C.1)
ou` :
– act(x, y, z) repre´sente l’activite´ en un point spatial (en Bq/m3), ou` x,y et z de´signent
les distances au point de rejet ponctuel.
– Q1 et Q2 sont des de´bits de rejet correspondant a` deux sources ponctuelles. La
source indice´e 1 est le point de rejet de la chemine´e tandis que celle indice´e 2 est
place´e en amont du rejet a` une distance d et mode´lise une source diffuse.
– u est la composante horizontale du vent, α l’angle du vent avec une direction fixe´e.
Nume´riquement, on a choisi de prendre l’axe du maillage en x confondu avec la
direction du vent, c’est a` dire qu’en pratique, on a impose´ au maillage une rotation
d’angle −α, centre´e autour du point de rejet 1.
– σy(x) (resp. σz(x)) est l’e´cart type de Doury pour la direction y (resp. z) de la
forme (Ay t)
ky (resp. (Az t)
kz) avec (Ay, ky) (resp. (Az, kz)) un jeu de constantes
caracte´ristiques de la diffusion, qui varie en fonction de la stabilite´ de l’atmosphe`re,
et t = xu le temps de transfert.
On se re´fe`re plus spe´cifiquement a` [Chemith, 2001] pour plus de pre´cision sur le
mode`le direct, notamment pour des valeurs typiques des coefficients de Doury.
Notons enfin que la de´finition des e´carts types est affine´e dans le cadre du mode`le
franco-allemand ([Crabol et al, 1999]), notamment en fonction du site et des condi-
tions me´te´os.
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– fy et fz ont pour expression :
fy = exp(− y
2
2σy2
) (C.2)
fz(zi) = exp(−(z − zi)
2
2σz2
) + exp(−(z + zi)
2
2σz2
) (C.3)
ou` zi de´signe la hauteur du rejet du rejet i.
– le terme d’appauvrissement fdep est le produit des termes de de´poˆts secs fsec et
humides fhum :
fsec = exp
(
− vd
u
√
2
π
∫ x
u
0
fz(zref )
2σz2
dt
)
(C.4)
fhum = exp(−Λ tpluie) (C.5)
ou` vd de´signe la vitesse de de´poˆt sec, zref correspond a` une hauteur de re´fe´rence a`
laquelle est calcule´e le flux de de´poˆt, Λ est le taux de lessivage par la pluie et tpluie
est la dure´e de la pluie.
– le terme frad correspond a` un appauvrissement en fonction de la de´croissance radio-
active du radionucle´ide pe`re et des processus e´ventuels de filiation.
Si l’on ne tient compte que de la de´croissance radioactive :
f
(0)
rad = exp(−λp x/u) (C.6)
pour le radionucle´ide   pe`re ✁ .
Si l’on tient compte d’une filiation a` un niveau (pe`re/fils) :
f
(1)
rad =
λf
λp + λf
(exp(−λp x/u)− exp(−λf x/u)) (C.7)
pour le radionucle´ide   fils ✁ . λp (resp. λf ) est la constante de de´croissance radioactive
du pe`re (resp. du fils) en s−1.
C.1.3.3 Relations entre´es/sortie
Rappelons que dans la suite, on ne tiendra pas compte des termes de lessivage humide
et des termes de filiation radioactive.
Pour synthe´tiser, le mode`le utilise´ calcule l’activite´ sur un maillage tridimensionnel
carte´sien (x, y, z) re´gulier en fonction des entre´es suivantes :
– les parame`tres me´te´os : vitesse de vent u, angle du vent α, stabilite´ atmosphe´rique
stab,
– les parame`tres de rejet : de´bit Q1 et Q2, hauteurs z1 et z2, distance d du rejet diffus
en amont du rejet ponctuel,
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– les parame`tres de de´poˆt sec : vitesse de de´poˆt sec vd et hauteur de re´fe´rence zref .
La figure C.1 repre´sente un exemple de carte d’activite´ au sol adimensionne´e par l’ac-
tivite´ maximum (au lieu de rejet). Elle est trace´e en e´chelles logarithmiques avec les pa-
rame`tres nume´riques fournis dans l’annexe A.
Fig. C.1 – Activite´ volumique au sol
C.1.4 Rappel sur les me´thodes d’assimilation de donne´es
C.1.4.1 De´finition du proble`me de minimisation
On se re´fe`re par exemple a` [Tarantola, 1987] pour une pre´sentation ge´ne´rale de ces
techniques.
On cherche a` pre´voir un e´tat de l’atmosphe`re, ici des compose´s traces de type radio-
nucle´ides, dont la description est fournie par l’activite´ act.
On dispose a` cette fin d’un mode`le nume´rique fdirect (c’est ce que l’on appellera par la
suite le mode`le direct), de´crivant l’e´volution de la variable de sortie (act) en fonction des
parame`tres d’entre´e (note´s p) :
act = fdirect(p) (C.8)
Le mode`le direct a e´te´ de´crit au paragraphe pre´ce´dent par l’e´quation (C.1). p recoupe
l’ensemble des parame`tres de´terminant les sorties :
– parame`tres de de´bits : Q1, Q2, z1, z2, d.
– parame`tres me´te´os : u, α,
– parame`tres de lessivages : vd, zref ,
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Les parame`tres d’entre´es sont connus avec plus ou moins de pre´cision et l’utilisation
de mesures (d’observations de la sortie) peuvent permettre de retrouver des valeurs de p
(ou d’une partie de p) plus conformes a` la re´alite´.
On suppose donc connu un jeu d’observations de la sortie, note´ obs. On cherche a` mi-
nimiser l’e´cart entre les sorties de mode`les et les observations, par rapport aux parame`tres
d’entre´e :
minp∈PadmJ(p) = ||fdirect(p)− obs||2 (C.9)
ou` Padm de´signe l’espace des parame`tres admissibles (par exemple, on cherche un de´bit
positif). La fonction J est classiquement appele´e fonction couˆt et donne une mesure de
l’e´cart entre mode`les et observations.
C.1.4.2 De´finition de la fonction couˆt. Parame`tres d’assimilation
Un e´le´ment important est le choix de la norme ||.|| permettant d’estimer cet e´cart.
Typiquement, on peut expliciter J selon :
J(p) = (p− pb)2/σ2b +
i=nobs∑
i=1
((fdirect(p))i − obsi)2/σ2i (C.10)
dans le cas d’un parame`tre p scalaire. L’extension au cas vectoriel est imme´diate.
Pre´cisons les notations utilise´es :
– Parame`tre de connaissance a priori :
– pb de´signe l’e´bauche (background en anglais) pour le parame`tre recherche´, c’est a`
dire la connaissance a priori dont on dispose pour p.
– σb est la variance de l’erreur d’e´bauche. Autrement dit, pour une faible confiance
accorde´e a` l’e´bauche, σb a une valeur e´leve´e.
– L’indic¸age par i correspond a` la i-e`me composante des sorties du mode`le (indice´es
par exemple par les positions spatiales discre`tes sur le maillage de calcul).
– Parame`tres d’observations
– nobs de´signe le nombre d’observations.
– obsi correspond a` une mesure de la i-e`me composante de la sortie (c’est a` dire
((fdirect(p)i).
– σi est la variance de l’erreur d’observation pour l’observation i. Notons que l’on
a suppose´ implicitement que les erreurs d’observations e´taient de´corre´le´es entre
elles et de´corre´le´es de l’erreur d’e´bauche.
Formellement, la fonction couˆt est donc a` la fois une fonction des parame`tres   phy-
siques ✁ (p) et des parame`tres d’assimilation (ce qui de´termine le choix de la norme ||.||),
que l’on notera passim :
passim = (pb, σb, (σi)i) (C.11)
Pour marquer ces de´pendances, on notera :
J(p, passim) (C.12)
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Il convient de mettre l’accent sur l’importance a` bien connaˆıtre ces parame`tres d’assimi-
lation en situation re´elle, c’est a` dire en particulier les variances d’erreurs d’e´bauche et
d’observation. Pour les observations, ceci passe par le calcul de statistiques d’erreur : si
actr est la re´alite´, on a par de´finition de la matrice de variance de l’erreur d’observation :
(σ2ij) = < (actr − obs)T (actr − obs) >
≃ 1/nexp
k=nexp∑
k=1
(act(k)r − obs(k))T (act(k)r − obs(k)) (C.13)
ou` < . > correspond a` une moyenne statistique, nexp est le nombre de jeux d’observations
disponibles (indice´s par (k)). Avec l’hypothe`se de de´corre´lation, nous avons suppose´ cette
matrice diagonale et σi = σii.
C.1.4.3 Re´solution du proble`me de minimisation
La solution du proble`me de minimisation (C.9) est donne´e par l’annulation du gradient
de J par rapport a` p et de´finit une valeur optimale du parame`tre p, que l’on notera p∗ :
∇p J(p, passim) = 0 ⇔ p = p∗(passim) (C.14)
Il convient de noter que cette valeur optimale de´pend des valeurs des parame`tres d’assi-
milation passim.
La re´solution de (C.14) peut eˆtre effectue´e :
– soit de manie`re directe, par re´solution explicite, lorsque le mode`le direct est line´aire
(ou line´arise´). Ceci conduit alors typiquement aux algorithmes de type filtres de
Kalman avec une expression analytique pour p∗.
– soit a` une re´solution ite´rative par convergence d’un algorithme de minimisation.
p∗ est alors obtenu comme limite d’une suite d’ite´rations. Par exemple, en utilisant
un algorithme de type gradient :
p∗k+1 = p
∗
k − βk∇p J(pk) (C.15)
avec βk un parame`tre nume´rique et k l’indice d’ite´ration. On a alors :
p∗ = limk→∞p∗k (C.16)
Typiquement, 10 a` 15 ite´rations sont suffisantes pour obtenir la convergence
avec des algorithmes de minimisation plus e´labore´s, comme la me´thode BFGS
([H. Byrd et Zhu, 1995]), que nous utilisons en pratique. Pour le cas e´tudie´, 3 ite´ra-
tions suffisent en ge´ne´ral.
En ge´ne´ral, le point de de´part de ces algorithmes ite´ratifs co¨ıncident avec la valeur a`
priori pb que l’on donne a` ce parame`tre.
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C.1.4.4 Mode`le adjoint et diffe´renciation automatique
L’utilisation de me´thodes ite´ratives ne´cessite donc de pouvoir disposer du gradient de
la fonction couˆt en fonction des parame`tres, ∇p J(pn), et ce a` chaque ite´ration.
On note plus ge´ne´ralement s(p) une sortie scalaire de mode`le dont on veut calculer le
gradient par rapport aux parame`tres d’entre´e : cela peut eˆtre la fonction couˆt J ou une
composante des activite´s (acti) pour le calcul de sensibilite´.
Une premie`re manie`re d’effectuer ce calcul de gradient est de proce´der par diffe´rences
finies : en perturbant le parame`tre pi de manie`re infinite´simale, soit δpi, on calcule alors :
sj(pi + δpi)− sj(pi)
δpi
(C.17)
L’inconve´nient de cette approche est d’une part le manque de pre´cision (il y a une tre`s
forte sensibilite´ au choix de la perturbation), et d’autre part le couˆt calcul. Si on cherche a`
calculer une sensibilite´ pour n parame`tres, pour une sortie de mode`le, on a en effet besoin
d’utiliser le mode`le n+1 fois, ce qui peut eˆtre rapidement prohibitif, notamment dans un
contexte ope´rationnel.
On a donc choisi d’utiliser une approche adjointe ([Le Dimet et Talagrand, 1986]), qui
permet de calculer la sensibilite´ d’une sortie de mode`le par rapport a` l’ensemble des para-
me`tres pour un couˆt calcul de l’ordre de deux fois le mode`le direct (un peu plus en re´alite´).
On se re´fe`re a` l’annexe B pour une pre´sentation rapide de cette approche.
Le point cle´ est d’obtenir a` partir du mode`le (du code nume´rique) direct, donnant la
de´pendance act(p), le mode`le adjoint, permettant de calculer ∂acti/∂p.
Nous avons utilise´ un diffe´renciateur automatique, le logiciel ODYSSE´E, de´veloppe´ par
l’INRIA ([Faure et Papegay, 1997]). Modulo une e´criture   approprie´e ✁ du code initial,
nous avons obtenu le code adjoint. Celui-ci a e´te´ valide´ par le test du gradient (annexe B).
C.1.4.5 Analyse du second ordre
Une fois calcule´ la solution optimale p∗(passim), on peut s’interroger sur la sensibilite´
du re´sultat aux parame`tres de l’assimilation. Ceci recoupe :
– la sensibilite´ aux parame`tres de positionnement du capteurs (c’est-a`-dire le choix des
composantes d’observation),
– la sensibilite´ aux observations elles-meˆmes :
∂p∗
∂obs
(C.18)
– la sensibilite´ par rapport a` la connaissance de l’e´bauche :
∂p∗
∂pb
(C.19)
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– la sensibilite´ par rapport aux variances d’erreur :
∂p∗
∂σ
(C.20)
De manie`re analogue, si on suppose connue une partie des parame`tres physiques (que l’on
notera pc : typiquement les champs me´te´os), le mode`le direct s’e´crit :
act = fdirect(p, pc) (C.21)
et la fonction couˆt devient une fonction dont on e´crit la de´pendance selon :
J(p, pc, passim) (C.22)
La solution optimale de´pend alors aussi des parame`tres physiques connus :
p∗(pc, passim) (C.23)
On peut alors s’interroger sur la sensibilite´ des re´sultats a` la valeur des parame`tres phy-
siques suppose´s connus (alors qu’ils ne le sont pas ne´cessairement en pratique) :
∂p∗
∂pc
(C.24)
Toutes ces sensibilite´s de la solution optimale a` divers parame`tres de´finissent ce que l’on
appellera une analyse du second ordre ([Wang et al., 1992]). Ce calcul est habituellement
omis alors qu’il est d’une importance cruciale puisqu’il donne une indication sur la robus-
tesse des re´sultats.
Techniquement, on a aise´ment par diffe´renciation, par exemple pour les parame`tres
physiques connus pc :
∂p∗
∂pc
= −Hess(J)−1 ∂
2J
∂pc∂p
(C.25)
avec Hess(J) le Hessien de J par rapport a` p.
Une analyse du second ordre est donc couˆteuse puisqu’elle ne´cessite de diffe´rencier le
syste`me d’optimalite´ obtenu.
On renvoie a` l’annexe B pour un descriptif de la mise en œuvre de l’analyse du second
ordre et les aspects a` proprement parler nume´rique.
C.1.4.6 Conditions de calcul : expe´riences synthe´tiques
Dans la suite, on va effectuer des expe´riences synthe´tiques (appele´es aussi   expe´riences
jumelles ✁ ), c’est a` dire que les observations sont ge´ne´re´es nume´riquement puis perturbe´es
selon des distributions gaussiennes centre´es autour de la re´alite´ (suppose´e connue) avec
une variance correspondant a` la variance d’erreur utilise´e pour l’assimilation.
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Notons qu’en toute ge´ne´ralite´, on aurait pu distinguer la variance d’erreur utilise´e
pour l’assimilation de donne´e (note´e σ(1)), qui refle`te la connaissance a priori, de la va-
riance d’erreur effective (note´e σ(2)). Cela aurait pu permettre d’e´valuer les strate´gies
  frileuses ✁ (resp.   confiantes ✁ ) de´finies par σ(2) ≤ σ(1) (resp. σ(1) ≤ σ(2)).
Dans un premier temps, on suppose tous les parame`tres d’entre´e du mode`le connus.
On prend alors pour observations, les sorties d’une exe´cution du mode`le, en supposant
que celui-ci est parfait (Il n’introduit pas d’erreur de repre´sentation). Ces observations
peuvent aussi eˆtre bruite´es. Pour la variable obsj , on suppose connue la re´alite´ actrj , avec
une variance d’erreur σj . On tire alors pour valeur effective de obsj :
obsj = actrj (1 + σjwj) , wj ∼ N(0, 1) (C.26)
N(0, 1) correspondant a` une distribution gaussienne de moyenne nulle, de variance 1.
On souhaite que les observations soient non biaise´es, c’est a` dire qu’elles correspondent
en moyenne au mode`le. En pratique, pour le tirage des obsj , j = 1, . . . , niobs, la dernie`re
valeur obsnobs est choisie telle que :
nobs∑
j=1
(obsj − actrj ) = 0 (C.27)
ce qui conduit a` :
obsnobs = actrnobs (1−
nobs∑
j=1
actrjσjwj) (C.28)
Dans un second temps, on   oublie ✁ la valeur de certains parame`tres d’entre´e et on
essaye de les retrouver en ne tenant compte que des observations ainsi ge´ne´re´es.
C.1.5 Objectifs vise´s
En pratique, il s’agit d’affiner la connaissance du de´bit a` partir de mesures d’activite´
effectue´es autour du lieu de rejet.
Dans les sections qui suivent, on pre´sente successivement :
– l’e´tude de sensibilite´ des sorties du mode`le par rapport aux principaux parame`tres
du mode`le (section C.2).
Cette analyse permet a priori d’avoir une estimation de la difficulte´ de mener a` bien
la mode´lisation inverse. Elle donne e´galement des indications sur des positionnements
de capteurs   pre´fe´rables ✁ .
– des expe´riences de mode´lisation inverse (section C.3) sur les parame`tres de´ja` men-
tionne´s : parame`tres de de´bits ponctuels et diffus, parame`tres me´te´os, parame`tres
de de´poˆt.
Les cartes de sensibilite´ et la mode´lisation inverse ont e´te´ faites a` l’aide d’approches
adjointes, qui ont ne´cessite´ la diffe´renciation automatique du code (voir l’annexe B).
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– des expe´riences portant sur la sensibilite´ des re´sultats de l’assimilation de donne´es a`
l’e´gard de parame`tres physiques (des parame`tres non recherche´s) et de parame`tres
de´finissant le re´seau d’observation, notamment le nombre d’observation et leur po-
sition spatiale (section C.4).
Les tests ont e´te´ mene´s dans plusieurs types de re´gime (voir l’annexe A).
C.2 Analyse de sensibilite´
C.2.1 Me´thodologie
C.2.1.1 Parame`tres de sensibilite´
On cherche ici a` quantifier l’importance respective des parame`tres d’entre´e du mode`le
pour la sortie (l’activite´ au sol en l’occurrence, actj pour la position spatiale j). On note
sj(p1, . . . , pn) la de´pendance de la sortie aux n parame`tres d’entre´es p1, . . . , pn.
Les valeurs de sensibilite´ indiquent comment se propagent les incertitudes sur les
parame`tres. Ainsi, une perturbation δpi du parame`tre pi conduit a` une perturbation
δact = si δpi. On va donc chercher a` calculer pour le parame`tre pi, la sensibilite´ sous
la forme :
sij =
∂actj
∂pi
(C.29)
Nos tests n’indiquent pas de diffe´rences notables entre les re´sultats pour les sensibilite´s
absolues (de´finition ci-dessus) et les sensibilite´s relatives.
C.2.2 Re´sultats
Nous pre´sentons les re´sultats sous la forme de carte de sensibilite´ au sol en e´chelles
logarithmiques. Autrement dit, nous avons trace´ le logarithme de la valeur absolue de la
sensibilite´ de l’activite´ sur toutes les mailles au sol par rapport aux parame`tres suivants :
– parame`tres me´te´o : vitesse du vent u et angle de vent α,
– parame`tres du rejet : altitude z1, de´bit Q1 , de´bit du rejet diffus Q2, positionnement
du rejet diffus z2 et d,
– parame`tres de de´poˆt : vitesse de de´poˆt vd et hauteur de re´fe´rence zref .
Les parame`tres de calculs sont fournis dans l’annexe A. Les re´sultats pre´sente´s dans la
suite sont relatifs a` cette situation.
C.2.2.1 Parame`tres me´te´o
La figure C.2 repre´sente la sensibilite´ de l’activite´ au sol par rapport a` la vitesse du
vent. Elle montre l’existence de trois   panaches ✁ de sensibilite´ : un dans l’axe du vent et
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deux autres syme´triques par rapport a` cet axe. Il est possible de montrer l’existence de
ces trois structures par un calcul analytique en conside´rant un profil de cette sensibilite´ a`
x fixe´ en z = 0. Un rapide calcul montre que ce profil suit une loi de la forme :
∂act
∂u
= (f1(u)− f2(u)y2)exp(−f3(u)y2) (C.30)
ou` f1, f2 et f3 sont trois fonctions de u positives, dont la valeur de´pend des parame`tres
nume´riques choisis. Par exemple, pour f1(u) = f2(u) = 1 et f3(u) = 0.5, la courbe obtenue
est celle de la figure C.3.
Fig. C.2 – Sensibilite´ au sol a` la vitesse du vent
Fig. C.3 – Profil au sol a` x fixe´ de la sensibilite´ a` la
vitesse du vent
La figure C.4 correspond a` la sensibilite´ de l’activite´ par rapport a` l’angle entre le
vent et l’axe des abscisses. Elle indique que les valeurs de l’activite´ dans l’axe du rejet ne
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de´pendent pas (ou tre`s peu) de ce parame`tre pour ce jeu de donne´ (voir Annexe A). Par
contre, on observe une forte sensibilite´ selon deux   panaches ✁ syme´triques par rapport a`
l’axe. Un profil a` x fixe´ en z = 0 de cette sensibilite´ suit une fonction de la forme :
∂act
∂α
= (g1(α) + g2(α) ∗ y2)exp(−y2cos2(α)g3(α)) + g4(α) (C.31)
ou` g1, g2, g3 et g4 sont des fonctions de α, dont la valeur de´pend des parame`tres nume´riques
choisis. Il faut noter que le signe positif entre g1 et g2, conse´quence de la de´rivation de
−cos(α). Par exemple, pour g1(α) = 1, g2(α) = 10, cos(α) ∗ g3(α) = 1 et g4(α) = 0 la
courbe obtenue est celle de la figure C.5.
Fig. C.4 – Sensibilite´ a` l’angle du vent
Fig. C.5 – Profil au sol a` x fixe´ de la sensibilite´ a`
l’angle du vent
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C.2.2.2 Parame`tres de rejet
Les figures C.6 et C.7 repre´sentent les sensibilite´s de l’activite´ au sol par rapport aux
de´bits des rejets ponctuel et diffus. L’activite´ e´tant une fonction line´aire des de´bits, il est
normal de constater que ces sensibilite´s sont directement proportionnelles a` l’activite´. Elles
montrent une sensibilite´ tre`s faible a` ces deux parame`tres.
Fig. C.6 – Sensibilite´ au de´bit du rejet ponctuel
Fig. C.7 – Sensibilite´ au de´bit du rejet diffus
Les sensibilite´s de l’activite´ par rapport aux parame`tres de positionnement spatial des
rejets (z1, z2 et d) sont e´galement faibles, comme on peut le voir sur les figures C.8, C.9
et C.10.
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Fig. C.8 – Sensibilite´ a` l’altitude du rejet ponctuel
Fig. C.9 – Sensibilite´ a` l’altitude du rejet diffus
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Fig. C.10 – Sensibilite´ a` la distance entre les rejets ponctuel et diffus
C.2.2.3 Parame`tres de de´poˆt
Les figures C.11 et C.12 repre´sentent la sensibilite´ de l’activite´ au sol par rapport aux
parame`tres du de´poˆt sec. L’influence de la vitesse de de´poˆt est beaucoup plus locale que
celle de la hauteur de re´fe´rence.
Fig. C.11 – Sensibilite´ a` la vitesse de de´poˆt
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Fig. C.12 – Sensibilite´ a` la hauteur de re´fe´rence
C.2.2.4 Conclusion
L’e´tude de sensibilite´ nous a permis de   classer ✁ les parame`tres du mode`le selon leur
sensibilite´. On rappelle que cette e´tude a e´te´ mene´e avec un seul jeu de parame`tres et que
les conclusions pre´sente´es ici sont relatives a` cette situation particulie`re.
– Les parame`tres me´te´os et de de´poˆt sont les parame`tres les plus importants du mode`le
pour le re´gime conside´re´, comme l’indiquent les grandes valeurs de sensibilite´ des
figures C.2, C.4, C.11 et C.12. Il est indispensable par conse´quent de bien les spe´cifier.
Il faut noter que la vitesse de de´poˆt est un parame`tre qui est sensible localement (a`
proximite´ du rejet uniquement).
– Les parame`tres de rejet sont les moins sensibles. En particulier, la valeur des de´bits
n’a pas beaucoup d’influence sur l’activite´ au sol. De plus, la zone de sensibilite´ est
restreinte a` proximite´ du rejet.
Elle a mis en e´vidence des re´gions a` forte sensibilite´ situe´es a` proximite´ du point
du rejet. Leurs ge´ome´tries diverses selon les parame`tres montrent qu’une strate´gie de
mesures uniquement dans l’axe du rejet ne donnent pas ne´cessairement l’information la
plus pertinente.
C.3 Expe´rience de mode´lisation inverse
C.3.1 Pre´sentation
On cherche ici a` retrouver des parame`tres par mode´lisation inverse a` partir d’obser-
vations synthe´tiques ge´ne´re´es nume´riquement comme indique´ dans le paragraphe C.1.4.6.
Le re´seau d’observations est de´fini de la manie`re suivante :
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– nombre d’observation : nobs = 30,
– la feneˆtre spatiale d’assimilation de donne´e : les abscisses des observations sont re´-
parties ale´atoirement dans [xmin, xmax]. Typiquement, en me`tres :
xmin = 1000 , xmax = 5000 (C.32)
– l’e´cart a` l’axe du rejet est tire´ selon une gaussienne de variance σaxe = 50 me`tres.
– des erreurs d’observation. σo = 10%.
La figure C.13 repre´sente les valeurs des observations en fonction de l’abscisse de l’axe de
rejet. Les observations non perturbe´es sont aussi repre´sente´es.
Fig. C.13 – Observations
On se re´fe`re a` l’annexe B pour un descriptif de´taille´ des parame`tres de calcul. No-
tamment, le tableau C.3 de l’annexe B donne les valeurs utilise´es dans le processus de
mode´lisation inverse. Il contient :
– les incertitudes σb sur les parame`tres permettent de choisir une valeur de point de
de´part (appele´e   first guess ✁ pour l’algorithme BFGS. On se place volontairement
dans un cas de´favorable, ou` l’erreur relative pour chacun des parame`tres est d’environ
3σb. On rappelle que la probabilite´ pour que l’erreur relative d’une variable suivant
une loi gaussienne soit plus grande que 3σb est d’environ 0, 1%. A partir de la valeur
re´elle du parame`tre pr et de l’incertitude qu’on accorde a` cette valeur, on de´cide de
prendre la connaissance a` priori du parame`tre pb = pr (1+¯3σb).
– l’intervalle admissible, de´limite´ par une borne inf et une borne sup dans lequel le
minimiseur recherche la solution.
Dans la fonction couˆt, seul le terme correspondant a` l’e´cart entre les observations et
les sorties du mode`le est pris en compte, pour les raisons e´voque´es dans l’annexe B.
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L’algorithme ite´ratif BFGS comporte une condition d’arreˆt portant soit sur la valeur
du gradient, soit sur la re´duction de la valeur de la fonction couˆt entre deux ite´rations. En
pratique, pour les calculs qui suivent, le test d’arreˆt est pris le moins contraignant possible
en le reliant directement a` la pre´cision de la machine. Dans une situation ope´rationnelle, il
est e´vident que pour des raisons de couˆt de calcul, ce test sera plus contraignant. En effet,
l’essentiel de la re´duction de la fonction couˆt se fait dans les premie`res ite´rations, l’erreur
relative sur les parame`tres variant tre`s peu par la suite.
C.3.2 Aspects nume´riques
Les re´sultats de la mode´lisation inverse sont particulie`rement sensibles a` la strate´gie
nume´rique utilise´e. On pre´sente dans l’annexe B rapidement :
– la proble´matique de pre´conditionnement par des matrices lie´es au Hessien,
– la sensibilite´ des re´sultats a` la prise en compte ou non de l’e´bauche dans la fonction
couˆt.
Nos tests indiquent la pertinence a` pre´conditionner le proble`me initial. L’algorithme de
minimisation converge ainsi plus rapidement (gain de l’ordre de 2 a` 3). Cette conclusion
serait a` affiner dans une application plus complexe.
Nos re´sultats pre´sentent une grande sensibilite´ vis a` vis de l’e´bauche. Rappelons qu’un
terme d’e´bauche est habituellement utilise´ notamment afin de rendre bien pose´ des pro-
ble`mes sous-de´termine´s (plus de parame`tres a` inverser que d’observations disponibles).
Dans notre cas, le proble`me est syste´matiquement sur-de´termine´.
Nos tests montrent, pour des   faibles erreurs d’observation ✁ (typiquement avec σo ≃
10%), la de´gradation de la pre´cision des re´sultats lorsque l’e´bauche est prise en compte.
On se re´fe`re a` l’annexe B pour des e´le´ments de compre´hension sur un cas simple.
Lorsque les erreurs d’observation deviennent   fortes ✁ (typiquement 30 a` 50 %), le
terme d’e´bauche permet de contraindre le proble`me et d’e´viter de trop fortes erreurs.
La conclusion de cette e´tude est donc directement relie´e aux statistiques d’erreurs
d’observation dont nous pourrions disposer pour un cas pre´-ope´rationnel.
C.3.3 Recherche de l’ensemble des parame`tres
Lorsque l’on cherche a` retrouver simultane´ment tous les parame`tres, le processus de
minimisation s’arreˆte en ayant re´duit la fonction couˆt de l’ordre de 30%, ce qui est insuf-
fisant. En adaptant le re´seau d’observation (notamment l’e´cartement a` l’axe des capteurs
et la taille de la feneˆtre spatiale d’observations), il est ne´anmoins possible de retrouver
certains parame`tres (les parame`tres me´te´os qui sont les plus sensibles).
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Les proble`mes rencontre´s dans la minimisation sont souvent relie´s a` un mauvais condi-
tionnement du Hessien. Il a la proprie´te´ de propager les erreurs faites sur les parame`tres
(cf annexe B). C’est le cas ici, comme le montre le spectre du Hessien repre´sente´ en e´chelles
logarithmiques sur la figure C.14.
Fig. C.14 – Spectre du Hessien
Les vecteurs propres du Hessien associe´s aux grandes valeurs propres permettent de
connaˆıtre les directions privile´gie´es dans lesquelles l’algorithme de minimisation va fonc-
tionner. Ainsi, la projection des vecteurs de base (~ei pour le i
e`me parame`tre) sur le sous-
espace propre forme´ par les vecteurs propres associe´s aux plus grandes valeurs propres
indiquent si le parame`tre est facile ou non a` retrouver par mode´lisation inverse. Sur notre
exemple, on a reporte´ dans la figure C.15, la re´partition des composantes des vecteurs
propres selon les parame`tres. Elle indique que les parame`tres les plus faciles a` retrouver
par mode´lisation inverse sont les parame`tres 1, 2 et 5 qui correspondent a` u, α et vd. En
effet, les composantes des vecteurs propres associe´es aux 3 plus grandes valeurs propres
sont porte´es par ces trois parame`tres. Ces conclusions ont une valeur locale vu que le
Hessien est calcule´ pour un seul jeu de parame`tres (celui correspondant a` la re´alite´). Ces
re´sultats sont en ade´quation avec l’analyse de sensibilite´ de la section 2.
En pratique, on va donc se donner des parame`tres me´te´os et de de´poˆt connus et se
concentrer sur la recherche des parame`tres de de´bit.
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Fig. C.15 – Re´partition des composantes des vecteurs propres en fonc-
tion des parame`tres nume´rote´s de 1 a` 9 : u, α, Q1, z1, vd, zref , Q2, z2,
d
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C.3.4 Recherche des de´bits a` me´te´o et a` parame`tres de de´poˆt connus
On cherche a` pre´sent uniquement a` retrouver la valeur des de´bits ponctuel et diffus
par mode´lisation inverse en supposant connus la vitesse et l’angle du vent d’une part et
la vitesse de de´poˆt et la hauteur de re´fe´rence d’autre part. De plus, la location spatiale
des rejets est fixe. Le mode`le conside´re´ dans ce paragraphe ne contient donc plus que les
de´bits comme parame`tres d’entre´e.
Les re´sultats sont conformes avec les calculs de sensibilite´ : le de´bit diffus Q2 e´tant
le parame`tre le moins sensible, il est difficile de le retrouver. Quelle que soit la strate´gie
de connaissance a priori utilise´e, la recherche de Q2 est difficile. Nous avons notamment
essaye´ (tests non reporte´s ici) :
– remplacer Q2 par le rapport Q1/Q2,
– pe´naliser par un terme de rappel la fonction couˆt (rajouter ||Q1−β Q2||2 a` la fonction
couˆt, β fixe´),
La seule strate´gie qui soit efficace est celle consistant a` se fixer le rapport Q2/Q1 = 1/β.
Dans ces conditions, il n’y a plus qu’une seule variable a` chercher (Q1) et les re´sultats sont
les meilleurs de tous ceux pre´sente´s ici.
On peut noter cependant que lorsque l’on multiplie la valeur de Q2 par 100, il devient
alors possible de le retrouver par mode´lisation inverse. On passe d’une erreur de 15% a`
1.3%.
A l’inverse, le parame`tre de rejet ponctuel est syste´matiquement retrouve´ avec une
strate´gie d’observation adapte´e (voir section C.4). Partant d’une erreur relative initiale de
9% sur la valeur du de´bit ponctuel, l’algorithme de minimisation permet en 3 ite´rations
sur la configuration de´crite dans l’annexe B, de re´duire l’erreur sur ce parame`tre a` 1.2%.
Le choix du point de de´part de l’algorithme BFGS n’est ici pas de´terminant et on obtient
le meˆme re´sultat en commenc¸ant la minimisation avec une erreur relative initiale de 50%
par exemple.
Ces re´sultats s’expliquent par la forme du mode`le conside´re´. Ici, on peut e´crire au point
spatial i :
acti = aiQ1 + biQ2 (C.33)
avec bi ≪ ai. Cet exemple line´aire est de´taille´ dans l’annexe B. On montre que l’erreur
relative lie´e a` la mode´lisation inverse de Q1 est borne´e par l’erreur d’observation alors que
celle lie´e a` la mode´lisation inverse de Q2 est grande et est inversement proportionnelle a`
la valeur de Q2.
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C.4 Analyse du second ordre et expe´riences de positionne-
ment de capteurs
C.4.1 Pre´sentation
L’objet de cette section est d’e´tudier la sensibilite´ des re´sultats (p∗, ici Q∗1) a` l’ensemble
des parame`tres suppose´s connus :
– autres parame`tres physiques (notamment la me´te´o),
– parame`tres d’assimilation de donne´e,
– choix du re´seau (nombre, position spatiale).
On se re´fe`re a` la section 1 pour un descriptif de l’approche utilise´e. Les aspects a` strictement
parler algorithmiques (calcul de l’adjoint du second-ordre peuvent eˆtre trouve´s en annexe
B).
C.4.2 Influence aux parame`tres physiques
Nous avons syste´matiquement calcule´ la sensibilite´ relative du parame`tre recherche´ par
rapport a` la valeur des autres parame`tres physiques suppose´s connus :
pc
p∗
∂p∗
∂pc
(C.34)
Les parame`tres auxquels la sensibilite´ est la plus forte sont les parame`tres me´te´os et la
vitesse de de´poˆt (ce qui est en cohe´rence avec la sensibilite´ du mode`le direct, voir section
1), comme le montre le tableau C.1. Il est a` noter ici la grosse influence de la vitesse de
de´poˆt sur la valeur du de´bit de rejet obtenu par mode´lisation inverse.
parame`tre
pc
p∗
∂p∗
∂pc
u -2.4 E+5
α -2.6 E+6
Q1 1.
z1 -2.1 E+4
vd -2.4 E+6
zref -8.7
Q2 1.7
z2 -3. E+1
d -4.7
Tab. C.1 – Sensibilite´ aux parame`tres connus
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C.4.3 Influence aux parame`tres d’assimilation
Nous avons calcule´ la sensibilite´ relative des re´sultats a` la valeur des observations :
obs
p∗
∂p∗
∂obs
= constante (C.35)
On rappelle que nous avons fait l’hypothe`se que les erreurs d’observations sont les meˆmes
en tout point spatial. Dans ce cas, la sensibilite´ des re´sultats a` la valeur des observations
n’est fonction que de la sensibilite´ du mode`le a` Q1. Les erreurs de mesures ont donc
d’autant plus d’impact qu’elles sont proches de l’endroit ou` le rejet atteint le sol et qu’on
se place dans l’axe du rejet.
Notons que dans le cas ou` l’erreur d’observations n’est pas constante, la sensibilite´ a`
l’observation combine a` la fois la sensibilite´ du mode`le direct et les erreurs d’observation
(Annexe B).
C.4.4 Sensibilite´ au re´seau d’observation
Nous avons mene´ plusieurs expe´riences en modifiant la configuration du re´seau d’ob-
servation. Les expe´riences pre´sente´es ont e´te´ mene´es sur une configuration qui permet de
retrouver de´ja` correctement le de´bit de rejet ponctuel (1.2% d’erreur sur le parame`tre apre`s
minimisation). Les re´sultats restent les meˆmes pour une configuration moins favorable.
Pour cela, nous avons fait varier se´pare´ment ;
– le nombre d’observation nobs (voir figure C.16),
– l’extension de la feneˆtre d’observation en faisant varier la position du premier capteur
vis a` vis du rejet xmin a` xmax fixe´ (voir figure C.17),
– l’e´loignement a` l’axe du rejet avec σaxe, (voir figure C.18).
Ces tests montrent qu’un re´seau d’observation efficace comporte :
– un nombre suffisant d’observations (Pour notre e´tude, nobs > 24 donne de meilleurs
re´sultats,
– une re´partition des capteurs autour de l’axe de rejet et non pas uniquement sur l’axe.
Ces tests permettent de montrer la sensibilite´ des re´sultats au choix du re´seau d’ob-
servation. Un   bon ✁ re´seau permet d’ame´liorer fortement les re´sultats. Il est difficile de
mettre en relation les comportements des sensibilite´s avec les grandeurs physiques du mo-
de`le. Les parame`tres nume´riques (Par exemple : le choix du point de de´part de l’algorithme
BFGS) ne peuvent pas eˆtre dissocie´s dans l’explication de ces re´sultats.
Nous n’avons pas balaye´ l’ensemble des configurations possibles d’observation et les
re´seaux obtenus ne sont que sous-optimaux. L’utilisation de me´thodes automatiques reste
a` mener ([Sportisse et Que´lo, 2002]).
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Fig. C.16 – Sensibilite´ au nombre d’observations
Fig. C.17 – Sensibilite´ a` la taille de la feneˆtre
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Fig. C.18 – Sensibilite´ a` l’e´cart a` l’axe du rejet
C.5 Conclusion
C.5.1 Travail re´alise´
Ce travail a permis de mener a` bien une e´tude de faisabilite´ de l’utilisation des me´-
thodes d’assimilation de donne´es pour la mode´lisation de la dispersion a` petite e´chelle des
radionucle´ides.
Le mode`le utilise´ est un mode`le gaussien, une version simplifie´e de la chaˆıne ope´ration-
nelle telle qu’elle est ope´re´e par l’IRSN.
Un mode`le adjoint a e´te´ construit a` partir du code initial et a e´te´ utilise´ pour diverses
expe´riences d’assimilation de donne´e.
Une chaˆıne logiciel de divers outils a ainsi pu eˆtre construite et est a` pre´sent disponible,
permettant de :
– calculer des sensibilite´s des sorties aux divers parame`tres d’entre´e,
– effectuer la mode´lisation inverse de parame`tres (comme les de´bits) en fonction d’ob-
servations synthe´tiques (ge´ne´re´es nume´riquement) perturbe´es,
– e´tudier la sensibilite´ de second ordre aux parame`tres physiques connus et aux para-
me`tres d’assimilation (observations notamment),
– e´tudier la sensibilite´ a` la de´finition du re´seau de mesures.
C.5.2 Enseignements
Plusieurs enseignements peuvent eˆtre tire´s de cette e´tude de faisabilite´ :
Section C.5 – Conclusion 231
1. Les me´thodes d’assimilation de donne´es variationnelles peuvent eˆtre applique´es a` ce
contexte et permettent effectivement de retrouver des parame`tres de de´bit.
Le de´bit ponctuel est syste´matiquement retrouve´ au contraire du de´bit diffus lorsque
celui-ci joue un roˆle faible (dans ce cas la`, ceci n’a de toute manie`re pas d’impact
sur la qualite´ de la chaˆıne de pre´vision).
2. A petite e´chelle, selon les configurations, la sensibilite´ des sorties aux entre´es est
parfois particulie`rement faible. Dans ces cas la`, il n’est pas possible de retrouver
un jeu de parame`tres trop important (combinant par exemple variables de de´bit et
variables me´te´os).
3. Les strate´gies d’assimilation de donne´es (pre´conditionnement, prise en compte ou
non de terme d’e´bauche) ont un impact fort sur la qualite´ du re´sultat. Comme le
nombre de parame`tres cherche´s est faible et qu’aucune re´gularisation par un terme
d’e´bauche n’est ne´cessaire, il est pre´fe´rable de ne tenir compte (dans ce jeu d’expe´-
riences synthe´tiques) que des observations. Ce point sera bien suˆr a` re´examiner dans
un contexte plus   re´el ✁ .
4. Les informations lie´es aux analyses du second ordre sont riches et ont montre´ no-
tamment la grande sensibilite´ des re´sultats aux conditions me´te´os.
5. La qualite´ des re´sultats de´pend fortement du re´seau d’observation utilise´. Ce point
est crucial pour la seconde phase et me´rite d’eˆtre approfondi dans un contexte plus
ope´rationnel.
C.5.3 Prospective
De manie`re prospective, on peut de´gager plusieurs pistes pour l’utilisation de ces re´-
sultats :
1. Le mode`le direct utilise´, un mode`le gaussien, doit eˆtre ame´liore´ afin que la com-
paraison a` des donne´es re´elles puisse avoir un sens. On peut songer notamment a`
l’utilisation de mode`les de dispersion plus e´labore´s et a` une complexification de la
physique prise en compte (notamment pour les ae´rosols).
2. Il convient de mener a` bien une expe´rience avec des donne´es re´elles.
3. Avant de passer a` une phase pre´-ope´rationnelle, une connaissance plus fine des statis-
tiques d’erreurs (notamment d’observation) est ne´cessaire. Ceci implique une mise a`
plat de l’existant en terme de mesures et de variances d’erreurs connues ou suppose´es.
4. Les expe´riences sur la de´finition du re´seau de mesure doivent eˆtre poursuivies, du
fait de la forte sensibilite´ des re´sultats aux caracte´ristiques (densite´, positionnement)
des capteurs de mesure.
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Annexes
Parame`tres physiques
Toutes les applications nume´riques ont e´te´ mene´es sur la meˆme configuration d’e´tude :
– Nous avons effectue´ les calculs au sol uniquement, sur une grille carte´sienne re´gulie`re
20000× 10000 (en me`tres) discre´tise´e par 100 points selon x et 50 points selon y.
– Les conditions me´te´os sont un vent u = 2m.s−1 faisant un angle α = 0, 3 rad avec
l’axe des abscisses du maillage. On suppose eˆtre dans des conditions de diffusion
normale.
– Le rejet ponctuel de de´bit Q1 = 1, 1.10
6Bq.s−1 s’effectue au point (500, 1000, 80).
La contribution du rejet diffus est de Q2 = 2.10
3Bq.s−1. Elle est situe´e a` la distance
d = 100m et a` la hauteur z2 = 40m.
– L’unique radionucle´ide conside´re´ est un ae´rosol de vitesse de de´poˆt vd =
5.10−3m.s−1. On a choisi la hauteur de re´fe´rence zref = 1m.
Me´thodes adjointes et aspects nume´riques
Adjointisation et diffe´renciation automatique
L’utilisation d’un diffe´renciateur automatique tel que Odysse´e
([Faure et Papegay, 1997]) permet de ge´ne´rer automatiquement a` partir d’un code
existant un code de´rive´ permettant de calculer le gradient de sorties par rapport aux
entre´es du mode`le.
Par exemple, pour le mode`le simplissime suivant :
J=X*Y
pour lequel les parame`tres d’entre´es sont X et Y , on de´finit :
1. le mode`le line´aire tangent qui associe a` des perturbations de X et de Y (note´es
dXtl et dY tl) la perturbation re´sultant pour J (dJtl) :
dXtl= ...
dYtl= ...
dJtl(dXtl,dYtl)=X*dYtl+Y*dXtl
Noter que le calcul de ∇J ne´cessite deux utilisations de ce code : d’abord dJtl(1, 0)
puis dJtl(0, 1).
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2. le mode`le adjoint permet de calculer directement le gradient selon la proce´dure sui-
vante :
– on conside`re la relation :

 dXtldY tl
dJtl

 =M

 dXtldY tl
dJtl

 , M =

 1 0 00 1 0
Y X 0

 (C.36)
– puis on e´crit pour les variables adjointes d ∗ cl : :

 dXcldY cl
dJcl

 =MT

 dXcldY cl
dJcl

 (C.37)
soit encore :
dXcl(dXcl,dYcl,dJcl)=dXcl+Y*dJcl
dYcl(dXcl,dYcl,dJcl)=dYcl+X*dJcl
dJcl=0
Noter qu’a` pre´sent on a directement ∇J en prenant pour entre´e dJcl = 1, les
composantes du gradient e´tant a` lire dans (dXcl, dY cl).
L’extension de cette approche a` un cas ge´ne´ral (ie un code informatique avec une succession
de lignes d’instructions) est relativement aise´e. Un point important est l’inversion de la
se´quence des instructions :
(M1M2)
T =MT2 M
T
1 (C.38)
Dans l’e´tape de validation du code de´rive´, il faut ve´rifier la validite´ du calcul de toutes
les de´rive´es directionnelles. Le test du gradient consiste a` regarder la convergence du
rapport de la de´rive´e partielle dans une direction obtenue par diffe´rences finies (relative a`
une certaine perturbation) sur le gradient provenant du code de´rive´ quand la perturbation
est petite :
sj(pi + δpi)− sj(pi)
δpi
∂act
∂pi
(C.39)
Deux e´tapes sont a` observer dans la convergence lorsque la perturbation tend vers
ze´ro. Tout d’abord, ce rapport tend vers 1 quand la perturbation diminue, puis les erreurs
d’arrondi prennent l’ascendant et la comparaison n’est plus valide.
Le tableau C.2 pre´sente un exemple de test du gradient. Il s’agit de ve´rifier la validite´
de la de´rive´ ∂act(x,y,z)∂Q1 au point spatial (5000, 2300, 0).
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perturbation rapport
relative
10E-1 0.994094073
10E-2 0.999361612
10E-3 0.999935578
10E-4 0.999993552
10E-5 0.999999355
10E-6 0.999999937
10E-7 0.999999997
10E-8 1.00000022
10E-9 1.00000306
10E-10 1.00010413
Tab. C.2 – Test du gradient
Choix des parame`tres de mode´lisation inverse
Le tableau C.3 donne les valeurs utilise´es dans le processus de mode´lisation inverse. Il
contient :
– les incertitudes sur les parame`tres qui ont permis de choisir une valeur de point
de de´part (appele´e   first guess ✁ pour l’algorithme BFGS. Nous avons choisi un
cas de´favorable en perturbant la valeur re´elle des parame`tres de 3 fois la valeur de
l’incertitude,
– l’intervalle admissible, de´limite´ par une borne inf et une borne sup dans lequel le
minimiseur recherche la solution.
parame`tre valeur re´elle incertitude first guess borne inf borne sup
u 2 0.03 2.2 0.01 12
α 0.05 0.03 0.055 -0.05 0.15
Q1 1.1e6 0.03 1e6 1e5 1e7
z1 80 0.01 81 120 40
vd 5e-3 0.2 6e-3 5e-1 5e-5
zref 1 0.02 1.1 0.1 10
Q2 2e3 0.1 1.8e3 20 2e5
z2 40 0.05 42 60 20
d 100 0.01 110 50 150
Tab. C.3 – Parame`tres de mode´lisation inverse
Pre´conditionnement
La qualite´ des re´sultats de la mode´lisation inverse est directement relie´e au condition-
nement du Hessien : les erreurs se propageront de manie`re pre´fe´rentielle en effet le long
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des directions associe´es aux plus petites valeurs propres du Hessien.
De plus, la convergence de l’algorithme ite´ratif de minimisation est e´galement relie´e au
conditionnement du Hessien.
De manie`re usuelle, on cherche donc a` pre´conditionner le proble`me afin d’avoir un
nombre de conditionnement aussi proche de 1 que possible.
Pour la minimisation de la fonction couˆt J(p) ceci revient a` minimiser par rapport
a` une variable pre´conditionne´e p˜ = Kp p ou` Kp est une matrice de pre´conditionnement
(diagonale en pratique) telle que le conditionnement du proble`me de minimisation de
J˜(p˜) = J(p) soit proche de 1.
Un conditionnement souvent utilise´ ([Bouttier et Courtier, 1999]) est de prendre Kp =
L−1 ou` la matrice L est donne´e par la de´composition de Choleski du Hessien selon Hess =
LLT .
Pour la mode´lisation inverse du de´bit, le pre´conditionnement permet de faire converger
l’algorithme de minimisation en une ite´ration (contre 3 sinon).
A propos de la prise en compte d’une e´bauche
On pre´cise ici le roˆle joue´ par la prise en compte ou non de l’e´bauche.
Pour simplifier, on conside`re un mode`le line´aire que l’on notera act = f × p avec f un
parame`tre fixe´, p un parame`tre scalaire a` estimer (typiquement le de´bit). On ne prend en
compte qu’une observation.
Notons que dans notre cas d’application, le proble`me pour les de´bits est effectivement
sur-de´termine´ (plus d’observations que de parame`tres a` estimer).
La fonction couˆt est alors en conservant les notations utilise´es :
J(p) = (p− pb)2/σ2b + (fp− obs)2/σ2o (C.40)
On note pr la valeur re´elle du parame`tre recherche´. On e´crit alors :
pb = pr(1 + ǫb) , obs = f pr(1 + ǫo) , p
∗ = pr(1 + ǫp) (C.41)
avec ǫb, ǫo et ǫp les erreurs (relatives) respectivement d’e´bauche, d’observation et d’esti-
mation du parame`tre. Les erreurs ǫb et ǫo sont des donne´es (non connues bien suˆr) du
proble`me d’assimilation et on cherche a` re´duire l’erreur d’estimation ǫp.
On a aise´ment par de´finition de p∗ :
p∗ = (pb/σ2o + f obs/σ
2
o)/Hess , Hess = 1/σ
2
b + f
2/σ2o (C.42)
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d’ou` une erreur d’estimation :
ǫp = (ǫb/σ
2
b + f
2 ǫo/σ
2
o)/Hess , (C.43)
On a directement :
ǫp − ǫo
ǫp − ǫb = −(
f σb
σo
)2 ≤ 0 (C.44)
ce qui implique que min(ǫo, ǫb) ≤ ǫp ≤ max(ǫo, ǫb).
Si les erreurs d’e´bauche et d’observation vont dans le   meˆme sens ✁ (par exemple
positives), on obtient donc une erreur de´grade´e par rapport a` l’erreur de l’information la
plus fiable (mais c’est en quelque sorte un pis aller puisque l’on ne connaˆıt pas en re´alite´
les erreurs bien suˆr).
Cette indication n’est que parcellaire puisqu’il faut plutoˆt raisonner en terme de cycle
statistique (ie sur l’ensemble des valeurs que peuvent prendre les variables stochastiques
ǫb et ǫo).
Un rapide calcul montre que :
< ǫ2p > (a) = σ
2
o
a2 + f4
(a2 + f2)2
, a =
σo
σb
(C.45)
ou` l’on a moyenne´ statistiquement en faisant l’hypothe`se que ǫo ∼ N(0, σo) et ǫb ∼
N(0, σb).
Si la qualite´ de l’e´bauche est faible, ie a ≪ 1, alors on a effectivement fortement
de´grade´ la pre´cision des re´sultats puisque < ǫ2p >∼ σ2o .
Enfin un dernier e´le´ment qui va dans le sens ou` l’e´bauche peut eˆtre omise dans notre
proble`me est la de´pendance a` f (qui joue ici le roˆle de la sensibilite´ du mode`le aux para-
me`tres d’entre´e).
Pour des petites valeurs de f (notre cas en pratique, voir les tests de sensibilite´), on a
directement :
ǫp ≃ ǫb (C.46)
c’est a` dire que les observations n’ame`nent plus d’information et que la solution optimale
est syste´matiquement la valeur d’e´bauche (dans ces cas la`, le calcul de l’e´quation (C.44)
n’est plus licite). L’assimilation de donne´e ne sert alors plus a` rien.
Tous ces e´le´ments nous ont conduit a` ne pas prendre en compte l’e´bauche, qui n’est
pas ne´cessaire, le proble`me n’e´tant pas sous-de´termine´.
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Analyse du second ordre
Les analyses du second ordre ne´cessitent de calculer des de´rive´es secondes de la fonction
couˆt J(p, pc, passim) ou` l’on rappelle que p correspond aux parame`tres physiques recherche´s,
pc les parame`tres physiques connus, passim les parame`tres d’assimilation de donne´es.
En pratique, nous avons utilise´ un adjoint du second-ordre ([Wang et al., 1992]), qui
revient a` calculer le mode`le line´aire tangent du mode`le adjoint. En effet, l’analyse du
second ordre ne´cessite des e´valuations Hessien×vecteur (voir section 1) :
Avec les notations utilise´es, on a pour tout vecteur h ([Ngodock, 1996]) :
Hess(J)h = h/σ2b + (
∂f
∂p
)T
∂f
∂p
h/σ2o + (
∂2f
∂p2
h)T (f(p)− obs)/σ2o (C.47)
Le deuxie`me terme est calculable a` l’aide du mode`le adjoint avec en entre´e une sortie du
line´aire tangent. Le troisie`me terme est obtenu a` l’aide d’un nouveau code (on a construit
le line´aire tangent du code adjoint).
Cette formule est utilisable pour l’estimation de ∂
2J
∂p2
et est ge´ne´ralisable dans le meˆme
esprit aux autres calculs de second ordre.
Sensibilite´ aux observations
Avec les notations utilise´es, on a pour un mode`le line´aire :
p∗ = Hess−1(pb/σ2b +
i=nobs∑
i=1
(fdirect)i obsi/σ
2
i ) (C.48)
D’ou` :
∂p∗
∂obsi
= Hess−1(fdirect)i/σ2i (C.49)
et la sensibilite´ de´pend donc a` la fois de l’erreur d’observation et de la propagation par l’in-
verse du Hessien de la sensibilite´ (fdirect)i (dans le cas ge´ne´ral, c’est l’adjoint qui apparaˆıt
ici).
Erreur de mode´lisation inverse pour un parame`tre line´aire
On conside`re le mode`le line´aire yi = ai p+ bi donnant l’activite´ au point i en fonction
du parame`tre scalaire p. ai et bi sont des constantes scalaires inde´pendantes de p.
La mode´lisation inverse de p consiste a` minimiser la fonction couˆt :
J(p) =
1
2
nobs∑
i=1
(
yi − obsi
σo
)2 (C.50)
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a` partir d’observations obsi = (ai pr + bi)(1 + σo ǫi) ou` ǫi ∼ N(0, 1) et pr correspond a` la
re´alite´. On fait l’hypothe`se supple´mentaire que les observations sont non biaise´es.
La valeur p⋆, solution du proble`me de mode´lisation inverse, re´alise ∇J(p⋆) = 0 et est
donne´e par : q
p⋆ = pr +
∑nobs
i=1 ai (ai pr + bi) ǫi∑nobs
i=1 a
2
i
σo (C.51)
= pr +Hess
−1
∑nobs
i=1 ai (ai pr + bi) ǫi
σo
(C.52)
ou` le Hessien est donne´ par :
Hess =
1
σ2o
nobs∑
i=1
a2i (C.53)
On remarque que si ai est constant (ce qui correspond a` une sensibilite´ uniforme sur
le domaine conside´re´), on retrouve exactement p⋆ = pr, puisque les observations sont non
biaise´es.
L’erreur relative de mode´lisation inverse s’e´crit dans le cas ge´ne´ral :
ǫ⋆ =
p⋆ − pr
pr
=
∑nobs
i=1 a
2
i ǫi∑nobs
i=1 a
2
i
σo +
∑nobs
i=1 ai bi ǫi∑nobs
i=1 a
2
i
σo
pr
(C.54)
Elle e´volue line´airement avec l’erreur d’observation σo. La premie`re contribution de la
somme donnant l’erreur relative est majore´e par σo alors que la deuxie`me peut-eˆtre grande
si bi est pre´ponde´rant devant ai pr. Ce cas correspond a` une sensibilite´ relative du mode`le
faible :
pr
ymax
∂yi
∂p
≃ ai pr
bmax
≪ 1 (C.55)
On rappelle qu’en pratique il faut rajouter une erreur nume´rique a` l’erreur relative de
mode´lisation inverse en raison de l’inversion du Hessien lorsqu’il est petit (cas scalaire) ou
mal conditionne´ (cas ge´ne´ral).
Section C.5 – Conclusion 239
Nomenclature
Parame`tres physiques
act(x, y, z) : activite´ au point (x, y, z) (unite´ : Bq/m3).
Q1 : de´bit direct (unite´ : Bq/s).
z1 resp. z2) : hauteur de rejet du de´bit 1 (unite´ : m), resp. du de´bit 2.
Q2 : de´bit diffus.
d : distance du rejet diffus en amont du rejet ponctuel.
u : composante horizontal du vent (unite´ : m/s).
α : angle du vent.
σy (resp. σz) : e´cart type de Doury dans la direction y (resp. z), unite´ : .
vd : vitesse de de´poˆt sec (unite´ : m/s).
zref : hauteur de re´fe´rence du de´poˆt sec.
Λ : taux de lessivage par la pluie (unite´ : s−1).
tpluie : dure´e de l’e´pisode de pluie (unite´ : s).
Parame`tres de l’assimilation de donne´e
J : fonction couˆt.
nobs : nombre d’observation.
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obsi : i-e`me observation.
p : parame`tres physiques recherche´s.
pb : valeur de l’e´bauche, p
∗ : valeur optimale, pr : valeur re´elle.
pc : parame`tres physiques connus.
σb : variance de l’erreur d’e´bauche.
σi : variance de l’erreur d’observation pour l’observation i. (σo lorsqu’elles sont
suppose´es constantes.
Hess(J) : Hessien de la fonction couˆt.
passim : ensemble des parame`tres de l’assimilation (pb, σb, (σi)i).
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