Research on visual and auditory modalities in human-computer interfaces has been aimed at making the interface similar to the process through which people naturally acquire information. The objective of this study is to compare the effectiveness of visual, auditory, and multi-modalities for representing information in different problem domains.
Introduction
Modality is a characteristic of a communication channel that provides information to people or maw x chines 15 . It is any picture, sound, text, or combination thereof, used to convey information. Research on visual and auditory modalities has been aimed at making the human-computer interface similar to the process through which people naturally acquire inw x formation 26 . In spite of the potential advantages of the auditory modality, user interface research has tended to focus on the visual modality. This research includes comparisons of direct manipulation vs. menu-type interfaces, and graphic and text-only data representations. In contrast, there has been relatively w x little research on auditory data representation 3 . Moreover, the majority of current auditory modality research has been on alternative methods of expresw x sion for visual icons 5,6 or on design methods for w x auditory icons 4,10 .
Visual icons have been widely adopted since the mid-1980s, especially as graphic user interfaces Ž . GUIs have become popular. Most information in computer interfaces is provided through visual icons and text, but rarely through auditory modality. If a large amount of information is conveyed solely through visual modality, visual overload can occur. Therefore, it is desirable to apply both visual and 0167-9236r01r$ -see front matter q 2001 Elsevier Science B.V. All rights reserved.
Ž . PII: S 0 1 6 7 -9 2 3 6 0 1 0 0 0 9 8 -7 ( )auditory modalities to construct a user-interface that is most similar to the human process of assimilating information. The advantages of multi-modality are especially apparent in overload situations where tasks cannot be effectively dealt with using either visual or w x auditory modality alone 16 . The objective of this study is to compare the effectiveness of visual, auditory, and multi-modalities on user performance. The effectiveness of these modalities is measured across Ž . varying task characteristics static or changing and overload levels in order to identify the fit between task and modality.
Theoretical foundations and hypotheses
In this section, the literature on visual, auditory, and multi-modality is reviewed, the research framework is discussed and the hypotheses to be tested are described.
Visual icons
Visual icons, often referred to simply as icons, are pictures composed of small objects used to communicate a string of executed events or action results generated by a computer operation. Early computer interfaces typically displayed information as text. This trend has changed considerably since the early 1970s as graphical symbols, known as icons, have come to convey more information. Icons are versatile because they can represent a variety of states and entities in the user interface. Examples include system state information, utilities, processes, programs, commands, cursors, menus, menu items, windows, screen selection buttons, and status objects such as w x files 4 .
Earcons and auditory icons w x
Blattner et al. 4 define earcons as Anon-verbal audio messages that provide information to the user about some computer object and operation, or about interaction during computer-user interface.B Unlike w x Blattner et al., Gaver 16 classified audio messages into two types-earcons and auditory icons. The everyday sounds we hear are what Gaver calls auditory icons, while diversified artificial-composite sounds using other features such as pitch, tone and w x strength are classified as earcons 1 . Auditory icons have the advantage of being immediately understood by the user without learning or memorization. On the other hand, for earcons, no intuitive relationship exists between the sound used and the object being represented. Therefore, the user must discern the association via a AlearningB and ArecallingB process. Despite this handicap, earcons are able to freely designate events that do not exist in reality. w x Sumikawa 23 suggests a number of rules for designing earcons. For easy comprehension and memorization, earcons must be short and simple, easily distinguishable from other earcons, and convey only one meaning.
At present, there are few studies on information representation using auditory modality that deal with w x the effectiveness of earcons alone 17,22 . Early literature has focused on user perceptions according to sound characteristics, such as pitch, tone, intensity and sound location. Auditory icon effectiveness was verified through a Macintosh interface called Sonw x icFinder 16 , but this interface was not widely used due to its lack of expression capability in using auditory icons.
Comparison of Õisual and auditory modalities
According to psychological theory, there is a distinct difference between visual and audio forms of data representation. Human perception of visual information is independent from that of audio informaw x tion 2 . Therefore, information required for a task can be classified into two categories: those suitable for visual modality and those suitable for auditory modality. One way to contrast audio and visual modalities is by considering that sound exists in time and over space, while vision exists in space and over Ž .w x time see Fig. 1 16 .
Visual modality has the advantage of allowing repetitive access to a wide variety of data representa-Ž tions at the time e.g., people might not hear a sound . again, but can look at an object more than once . Thus, visual modality is generally favorable for tasks requiring complicated calculations or decision-making. On the other hand, auditory modality lasts for only a short period of time, but it is known to be favorable for attracting user attention or providing Ž information on changing circumstances e.g., warn-. ing errors, closing doors, and approaching cars . Auditory modality allows the artificial modification of the sound characteristics, such as pitch and tone, and does not need to be focused at the place where the sound is represented.
Visual and auditory modalities are not only complementary, they also convey different kinds of information. Auditory modality is able to provide information beyond that of vision. For example, people can listen to automobile motors, or hear actions in w x the next office, even if they cannot see them 16 .
The multi-modal theory
If too much information is provided through one modality, information overload occurs, resulting in the loss or neglect of some information. In an experiment that measured simple sounds through a w x sonobuoy, Colquhoun 13 discovered that conveying a signal through two modalities, instead of one, produced superior results. However, empirical results are equivocal. There were cases in which multimodality was superior to both visual only and audio only modalities, as well as cases in which it was superior to use either visual only or auditory only modalities. Therefore, designers can use multimodality to lower the user's burden, while allowing for individual user preferences.
An interface utilizing two or more forms of modality requires a higher level of design attention than one using a single modality. Users may have difficulty comprehending information coming from more than one modality simultaneously, either disregarding or totally ignoring one or the other.
There are cases when a person is capable of Ž working simultaneously at several tasks e.g. driving . while listening to music , and cases when one can Ž work at only a single task at a time e.g. using a . chain saw to cut down a tree . Psychologists use the concept of AattentionB to explain this phenomenon w x 18 . When limits to human attention are exceeded, information is either disregarded or forgotten. In the previous example of listening to music while driving, the amount of attention required to drive a car does not exceed a person's attention capacity, allowing the successful execution of both tasks. For the chain saw example, a high level of attention is required for the physical task as well as to avoid danger. These demands combine to exceed the available attention capacity, thereby preventing more than one task from being completed. Other theories on AattentionB are based on the Acapacity theoryB framework of w x w x Knowles 19 and Moray 21 . According to this ( )theory, several tasks can be accomplished at one time as long as there is no emotional overload or bottleneck effects. w x Multiple resource theory 26 asserts that humans possess several cognitive resources instead of one. According to this theory, as long as tasks are concentrated on one resource without any type of interference, they can be accomplished simultaneously. w x Brown et al. 11 conducted an experiment using auditory and visual signals to search for visual targets. The aim was to study methods of reducing visual workloads by using multi-modality instead of a single modality. They concluded that humans possess different levels of cognitive limits, each with distinct characteristics. If two tasks require separate resources, the tasks can still be effectively completed. However, if the tasks require the same resource, there will be interference. In the Brown et al. experiment, two different tasks performed through both visual and auditory modality were referred to as Aintermodal task sharingB. When these tasks were performed through visual or auditory modality alone, they were referred to as Aintramodal task sharingB. The study concluded that intermodal task sharing led to a much higher performance than intramodal task sharing.
Research framework w
x Cognitive fit theory 24,25 explains the influence of graphical data representation on decision-making processes and performance. According to this theory, performance is enhanced when the form of information being represented is matched well with the task. Cognitive fit theory can be applied to the domain of task and modality. If there is an appropriate fit Ž between the task and the modality i.e., the appropriate information representation required to accom-. plish the task , this fit reduces the user's cognitive w x load and induces higher performance 14,24 . For example, visual modality is more appropriate for tasks requiring complicated calculations or decisionmaking, while auditory modality is better for attracting user attention or providing information on changing circumstances.
If a single modality is used and the user's cognitive ability to process information is exceeded, the user experiences an overload. This overload results in the loss of information. If either information load or attention capacity limits are exceeded, less urgent data will either be postponed or disregarded in order to maintain a standard level of data processing. This study aims to explore individual and joint effects of tasks and modality on performance. To accomplish Ž this, the following research framework is used see . Fig. 2 . Cognitive workload is adopted as an intervening variable. This construct is an unobservable Ž process andror state within an organism e.g., a
. person that helps to explain linkages between an independent variable and a dependent variable.
Research hypotheses
Performance is enhanced when the task characteristics are in sync with the modality of information representation. The closer the fit is between informa- ( )tion modality and the means by which people perceive information, the more natural its assimilation by the user. Vision is better suited than sound for conveying information about relatively stable events Ž . i.e., static tasks , such as finding the highest slope among several line graphs. Audio is more appropriate to represent changing events, such as alerting that new important information is available:
H1. For static tasks, performance will be higher if information is represented by either visual or multimodality compared to auditory modality.
H2.
For changing tasks, performance will be higher if information is represented by either auditory or multi-modality compared to visual modality.
Information exceeding one's cognitive limits is either disregarded or forgotten. When information overload occurs, one's cognitive resource capacity can be expanded by using multi-modality instead of a single modality. If the given task is simple enough Ž . e.g., low attention tasks so that the amount of data represented does not exceed the user's cognitive capacity, user performance will be similar regardless of the type of modality used. If, however, data Ž representation exceeds cognitive capacity e.g., high
. attention tasks and problem complexity is not resolved through single modality, the strengths of multiple modes can be exploited. Therefore, in a high-attention task the differences in performance between multi-modality and single modality are expected to be greater than those in a low-attention task:
H3. For low-attention tasks, there will be no difference in performance between multi-modality and single modality.
H4.
For high-attention tasks, performance of the multi-modality group will be higher than that of the single modality group.
Research methods
This study employed a laboratory experiment. This method allows us to manipulate the independent variables, modality and task characteristics, in a systematic fashion, while controlling for the extraneous variables that might confound or contaminate the dependent variables. The independent and dependent variables and the experimentation process are explained in this section.
Independent Õariables

Task characteristics
Two dimensions of task characteristics were manipulated. The first dimension was changeability: static or changing. The second dimension was attention level: low or high.
A Acurrency exchangeB task was adopted for the experiment. Subjects were required to sell or buy foreign currencies based on given rules. The task consisted of 40 sessions. Each session automatically proceeded to the next after 28 s whether the subject had completed the transaction or not. The task screen Ž . Ž consisted of: 1 two news windows one for foreign . news and one for national news that displayed a Ž . continuous flow of information, 2 a worksheet that Ž . provided detailed exchange rate information, 3 a Ž . currency selection button, 4 a transaction selection Ž . Ž . button, and 5 a calculator see Fig. 3 .
In each session, subjects received detailed exchange rates of five different currencies and the units to be transacted for that session contained in a worksheet. Fig. 4 provides a flowchart of the decision logic the user was required to follow. If there was a currency whose exchange rate had changed over 3% from the previous session, then the subject was instructed to multiply the difference between the currency exchange rate of the current and previous sessions with the transaction units of the current session. The calculator was provided to determine Ž the exchange margin. If the calculated result Aex-. change marginB was greater than a predetermined Ž amount for example, 15,000 for US dollars and . Ž 20,000 for Japanese Yen , then a transaction e.g., . sell or buy the currency should take place. If multiple currencies met the 3% condition, the subject should trade the currency with the maximum exchange margin.
During each session, news reports continuously appeared on the screen for 4-s intervals before disappearing. Both news that was critical for completing Ž . the transaction Aimportant newsB and inconsequen- tial news were displayed. If a news item appearing in the foreign news window matched the items in the news column in Table 1 , subjects were asked to ignore the 3% rule and to follow the rules stated in Ž . Table 1 instead see Fig. 4 . Only one important news item appeared per session and this occurred only in the middle of the session.
In summary, there were four kinds of transactions Ž that could occur in each session see corresponding . levels in Table 2 . First, if there was a currency that Ž satisfied the transaction condition more than 3% . change and no important news was received, then the subject traded the currency that satisfied the condition. Second, if there was no currency that satisfied the transaction condition, but important news was received, then the subject traded the currency Ž . related to the news as shown in Table 1 . Third, if there was a currency that satisfied the transaction condition and important news was received, then the subject should ignore the exchange rate information and traded the currency that was related to the news. Fourth, if there was no currency that satisfied the transaction condition and no important news was received, then the subject should not trade any currency. These four types of transactions appeared randomly for a total of 40 sessions, so as to minimize the potential bias of a learning effect among different types of transactions.
Exchange rates were provided at the beginning of each session, while important news appeared only in the middle of session. If important news appeared, subjects had to stop calculating exchange margins and watch the news screen. The appearance of important news changes the nature of the task from one that might require a complex calculation to a simple choice of a currency as indicated in Table 1 . Thus, the transactions related to important news are classified as a changing task, and the rest as static.
Subjects were required to concentrate on calculating the exchange margin if there was a currency Ž change that satisfied the transaction condition condi-. tions 1 and 3 in Table 2 . This calculation task was designed to be very complex and therefore put subjects in a state of overload requiring a high degree of attention. Low attention tasks did not require complicated calculations, so users were able to complete the Ž task without much effort conditions 2 and 4 in . Table 2 . On the other hand, high-attention tasks required subjects to watch news items while solving a complex calculation problem. As expected, a manipulation check showed that subjects performed sig-Ž . nificantly better p -0.01 on low attention tasks Ž . Ž 92% correct than on high attention tasks 70% . correct .
Modality
Two single modalities-visual and auditory-and one multi-modality condition were employed in this study. Visual modality represented information in graphical form. Auditory modality utilized earcons Table 1 Transaction rules for important news items
Important news Transaction
Natural disaster happens in the country. Sell the currency of the country. Ž . Ž . The stock index of the country drops rises suddenly.
Sell buy the currency of the country. Ž . Ž . The interest rate of the country goes up down suddenly.
Sell buy the currency of the country. To compare the performance of different types of modality objectively, three types of modality were carefully designed so that the contents of each were equivalent. The screen for visual modality was designed first. Each visual graph and blinking effect were converted into earcons of the same information to create the auditory modality. Both the graphical information of visual modality and the sound information of auditory modality were provided for the multi-modality condition.
Visual modality.
The subjects were provided with line graphs that displayed the fluctuations in exchange rates. In addition, bar charts were provided to confirm the ups and downs between the previous Ž . and current transaction stage for the task see Fig. 3 . If there was a currency that was changed more than 3% from the previous session, then the colors of the graph title was blinked from black lettering on a white background to green lettering on a red background. For important news that was critical to completing the transaction, the same blinking effect was applied to attract the attention of the subjects.
Auditory modality.
For the auditory group, all graphs were omitted and only earcons were provided. The earcons related to currencies for the Ž experiment were categorized into three types Table  . Ž . Ž 3 : 1 sounds that indicated currency type Dollar, . Ž . Yen, Pound etc. , 2 sounds that indicated rising or falling exchange rates compared to the previous ses-Ž . sion, and 3 sounds that emphasized the currency that changed more than 3% from the previous session. These sounds were integrated to form a single unit. The sound emitted for a currency lasted for 8 ms and was followed by the rising or falling cur-Ž . rency sound 3 ms after a 0.1-s interval. Then, for Ž the next currency, another currency and rising or . falling sound followed after a 0.2-s interval. The detailed design of earcons is summarized in Table 3 . To test the extent of earcon discrimination, a pilot test was administered to 23 participants. Out of 10 test problems, the subjects accurately discerned an average of 91.5% cases. Therefore, it was decided that the earcons adopted for the experiment were sufficiently discernable. Lastly, another earcon was used to represent important news, indicated by a fanfare sound.
Multi-modality.
For the multi-modality group, both visual and auditory information described above were provided.
Dependent
Õariable: correctness w x In prior studies investigating earcons 5,7-9 , the variables of task execution time, task correctness Ž . error occurrence ratio , and post-task sound recol- 
G s visual modality group, G sauditory modality group, G V A M s multi-modality group.
lection were used to measure performance. Among these variables, this study employed correctness because task completion time was fixed to manipulate information overload. Correctness was defined as the percentage of correct transactions according to a pre-determined task scenario as shown in Fig. 4 .
Experimental design
A three-factor experiment with repeated measures was employed for the research. Subjects were randomly assigned to one of the three modality types, then these three experimental units were exposed to all levels of the changeability and attention levels. This design is shown in Table 4 .
Subjects
A total of 51 students participated in the experiment. Seventeen participants were assigned to each of the three modalities. Demographic data for subjects are provided in Table 5 and the numbers inside the parentheses indicate standard deviations. Subjects were students taking ABasic ComputingB classes at the business school in a large private university. Subjects were exposed to both static and changing conditions. Thus, modalities were a between-subjects factor, and task characteristics were within-subjects factors. As the results of the experiment might be influenced according to the degree of familiarity with computers, subjects were asked to complete a questionnaire in advance. Subjects with similar levels of computer skills were randomly assigned to experimental groups in order to guarantee a reasonably balanced level of skills in each treatment group. To motivate participants, homework was reduced for volunteers and those who achieved excellent results were presented with gifts.
Analysis of data
Task correctness was analyzed using a repeatedmeasures ANOVA. This is a special form of ANOVA that takes into consideration that the same subjects are measured at different levels of the independent variable. There was one between-subjects factor, modality type, and two within-subjects factors, changeability and attention level. The structural model underlying the design was:
where Y s the correctness score for modality type 
Results
Data were analyzed using a repeated-measures ANOVA test with the three independent variables, Ž . modality between-subjects , changeability and atten-Ž . tion level within-subjects . Table 6 shows the results. The significance level for alpha, for testing differences in means, was set at 0.05. For significant F values, the source of this significant difference between groups was identified using multiple comparison methods.
There were several significant outcomes: modal-Ž . ity, changeability p s 0.058 , attention level, changeability = modality, and attention level = modality. Among them, the changeability= modality Ž . interaction effect F s 9.58, p -0.001 provides direct evidence for testing H1 and H2. The mean Ž . scores the maximum score in a cell is 10 and Ž . standard deviations the numbers inside parentheses of various treatment groups related to the changeability = modality interaction effect are shown in Table  7 .
ANOVA statistics indicate there is a significant interaction effect, so each changeability condition was examined to find out the cause of the interaction Ž . see Fig. 5 . There are significant mean differences Ž among modality both for the static F s 7.38, p s . Ž 0.002 and for the changing tasks F s 16.21, p -. 0.001 . Because there are three types of modality, a multiple comparison test was performed to determine which particular means were significantly different from one another. The results of the Scheffe multiple-comparison test at the 0.05 significance level are summarized in Table 8 . For the static task, there is a significant difference in performance between the Ž . Ž . multi-modality 9.22 and auditory 7.49 conditions. However, there is no significant difference between Ž . auditory and visual 8.25 or visual and multi-modality conditions. Thus, H1 is partially supported.
When the task is changing, there is no difference Ž . in performance between auditory 8.36 and multi-Ž . modality 8.76 conditions, but both groups perform Ž . significantly better than visual groups 6.35 . Thus, H2 is supported.
The multi-modal theory states that multi-modality is superior to single modality when the information load is high. The attention level = modality interac-Ž . tion effect F s 8.005, p s 0.001 provides direct evidence for testing H3 and H4. The mean scores and standard deviations of various treatment groups are shown in Table 9 .
ANOVA statistics indicate that there is a significant interaction effect between attention level and modality. So the high and low attention condition were examined to find out the cause of the interac-Ž . tion see Fig. 6 . There are no significant differences Ž among modality for the low-attention task F s 2.87, . P ) 0.05 . H3 is supported.
However, there are significant mean differences Ž among modality for the high-attention task F s . 14.47, P -0.001 . A multiple comparison test is performed to determine which particular means were significantly different from one another. The results of the Scheffe multiple-comparison test at the 0.05 significance level are summarized in Table 10 .
Ž . Multi-modality subjects 8.41 perform significantly Ž . Ž . better than either auditory 6.83 or visual 5.67 , but performance is not distinguishable between auditory and visual subjects. Thus, H4 is supported. 
Discussion
Limitations of the study, suggestions for future studies, and implications of the findings are discussed in this section.
Limitations of the study and suggestions for future research
Because this study was carried out on the basis of artificially created tasks, its external Õalidity is limited . Although sufficient consideration was taken in the design of the experiment and task, these limitations could not be entirely alleviated. In addition, there is a need to study the contributions of earcons along a variety of decision-making contexts. In spite of these limitations, the results of the study are significant in that it is the first attempt to present a theory concerning the fit between task and modality.
The study is partially limited in explaining the full range of human cognitive processes. As the task Ž completion time was fixed to create information and . cognitive overload , task correctness was the only dependent variable measured. If the users are allowed to complete the task at their own pace, transaction completion time can be utilized as an added performance variable. Further studies should expand the boundaries of this study and clarify finer modality effects on time and cognitive effort.
Implications of the findings
Ž Although H1 is only partially supported see Table  . 11 , the results indicate that the modality utilized for information representation produces the highest performance when fit with the task is achieved. For low-attention task environments, where tasks can be accomplished without significant mental load, modality exerts little influence. However, in highattention task environments that approach data overload levels, users are unable to process data represented through one modality alone and exhibit dysfunctional tendencies, such as forgetting or disregarding data. Generally, in a decision support system, visual modality is the most common data representation. Therefore, the user often experiences visual information overload, resulting in the loss of unassimilated data. In such situations, a performance increase can be realized through the introduction of a secondary source of data input, namely, multi-modality.
The second main finding of this study refers to the changes in the external environment. Theoretically, there exists an inherent domain for visual modality and another for auditory modality. Our findings indicate that visual modality is appropriate for representing unchanging, static objects or events, while audio-modality is appropriate for the representation of changing events. Visual modality data can be referred to repeatedly with little difficulty in perception even if several data points are presented simultaneously. Although auditory modality data must be perceived at the moment of occurrence, there is no need to detect its physical location. Utilizing these modality characteristics together, human capacity for data perception can be increased.
From a theoretical point of view, the third significant point is the application of earcons in auditory modality. The general implication of prior research is that earcons assume a supplementary role to icons. This is due to the existing theory that 90% of information processed by humans is through visual modality, while the cognitive resource capacity for processing auditory data is only 30%. Moreover, auditory data is thought to be practical only for simple data conveyance, such as attracting the user's Table 11 Results of hypothesis tests ( )attention, rather than for providing data needed in decision-making.
Concluding comments
Despite the variety of inherent expression capabilities and advantages of auditory data, its application has been limited. However, the results of this study suggest that earcons are potentially useful to represent information that is quite complex. An adequately designed earcon can convey as much information as a visual icon to sufficiently accomplish a complex task. Humans are capable of distinguishing a maximum of 49 different sounds at one time, and can recognize the difference between two sounds w x among more than 400,000 possibilities 20 . Therefore, by using earcons specifically designed through methods such as repetition, alteration, or comparison w x 23 , visually handicapped persons can be enabled, via computer support, to perform complex tasks. However, there is a cost associated with earcons; in order to use them, one must first go through a learning period that requires significant time and effort.
This study points out that integral icons perform exceptionally well in comparison to other forms of modality. It was expected that when information was conveyed through both visual and audio modalities, performance would increase, as long as identical intellectual resources were not used simultaneously in processing data. However, we discovered that auditory data had a considerable performance-enhancing effect even in situations when only data suitable to visual modality was available. This is due to the substantial reduction in both effort and time spent in seeking information with audio modality, allowing the user to concentrate on information processing. Overlapping auditory data reinforce the recollection of visually assimilated data, prolonging the time associated with memory fading due to working memory limitations. As a result, the need for additional activity, such as searching for data forgotten during the data-processing time, is reduced. Theoretically, auditory data last 7.5 times longer than visual w x data in working memory 12 . In addition, another reason that task completion time can be shortened is due to the fact that action can be immediately taken to verify errors when visual data and auditory data contradict each other. This is another leading factor in performance enhancement.
Early research on modality types has focused on the explanation of performance differences without theoretical foundation. This study makes a contribution by extending the realm of analysis from computer-operation related tasks, such as mouse manipulation or menu selection, to issues such as earcon or integral icon effectiveness in decision making task environments, thereby broadening the sphere of effectiveness for data using auditory modality or multi-modality.
