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In this paper, we study the properties of lackadaisical quantum walks on a line. This model is
first proposed in [1] as a quantum analogue of lazy random walks where each vertex is attached
τ self-loops. We derive an analytic expression for the localization probability of the walker at the
origin after infinite steps, and obtain the peak velocities of the walker. We also calculate rigorously
the wave function of the walker starting from the origin and obtain a long time approximation for
the entire probability density function. As an application of the density function, we prove that
lackadaisical quantum walks spread ballistically for arbitrary τ , and give an analytic solution for
the variance of the walker’s probability distribution.
PACS numbers:
I. INTRODUCTION
Since the seminal works by [2–4], quantum walks have
been the subject of research in two decades. They were
originally proposed as a quantum generalization of ran-
dom walks [5]. Asymptotic properties such as mixing
time, mixing rate and hitting time of quantum walks on
a line and on general graphs have been studied exten-
sively [6–10]. Applications of quantum walks in quan-
tum information processing have also been investigated.
Especially, quantum walks can solve the element distinct-
ness problem [11, 12] and perform the quantum search-
ing [13]. In some applications, quantum walks based
algorithms can even gain exponential speedup over all
possible classical algorithms [14]. The discovery of their
capability for universal quantum computations [15, 16]
indicates that understanding quantum walks is helpful
for better understanding quantum computing itself. For
a more comprehensive review, we refer the readers to
[17, 18] and the references within.
Lackadaisical quantum walks (LQWs), first considered
by Wong et al. [1], are quantum analogous of lazy random
walks. This model also generalizes three-state quantum
walks on a line [19–22], which only have one self-loop
at each vertex. In [1], the authors mainly investigate
the effect of extra self-loops on Grover’s algorithm when
formulated as search for a marked vertex on complete
graphs. They find that adding self-loops can either slow
down or boost the success probability by choosing dif-
ferent coin operators. On the other hand, three-state
quantum walks on a line have been investigated exhaus-
tively. Most notably, if the walker of a three-state quan-
tum walk is initialized at one site, it will be trapped with
large probability near the origin after walking enough
steps [19, 20]. This phenomenon is previously found in
∗Correspondence to: nwu@nju.edu.cn
quantum walks on square lattices [23] and is called lo-
calization. Researches show that the localization effect
happens with a broad family of coin operators in three-
state quantum walks [21, 24, 25]. Moreover, a weak limit
theorem is recently derived in [20, 26] for arbitrary coin
initial state and coin operator. However, the properties
of LQWs, such as localization and spread behavior, are
still open. In this paper, we give a in-depth study the
LQWs on a line. Since the lackadaisical model is more
complicated than the standard one, we could expect more
intrinsic characteristics.
The rest of this paper is organized as follows. In
Sec. II, we give formal definitions of LQWs and describe
the Fourier transformation method which is often used
in analyzing quantum walks. In Sec. III, we provide
a mathematical framework for the walker’s localization
probability on the time limit. In Sec. IV, we find the
explicit forms to compute the velocities of the left- and
right-travelling peaks appeared in the walker’s probabil-
ity distribution. And in Sec. V, we obtain a long time
approximation for the entire probability density function
and prove that all LQWs spread ballistically. Finally, we
conclude in Sec. VI.
II. DEFINITIONS
A. Lackadaisical quantum walks
In this paper, a LQW is defined to be a quantum walk
on an infinite line with τ self-loops attached to each ver-
tex. An illustrative example is given in Fig. 1, in which
each vertex has 2 additional self-nodes. We term the
number of self-loops τ as the laziness factor. If τ = 0, it
is the standard quantum walk (also called the Hadamard
walk). In this paper we consider τ > 0. It’s obvious that
in lazy random walks, the greater the τ is, the more the
walker prefers to stay. The total system of a LQW with
laziness factor τ is given by H = HP ⊗HC , where HP is
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2FIG. 1: An illustrative example of an infinite line with 2 self-
loops attached to each vertex.
the position space defined as
HP = Span{|n〉, n ∈ Z},
and HC is the coin space. In each step, the walker has
∆ (∆ = τ + 2) choices - it can move to the left, or the
right, or just stay in current position via a self-loop. For
each of these options, we assign a standard basis of the
coin space HC . Thus HC is defined as
HC = C∆ = Span{|1〉, |2〉, · · · , |∆〉}.
A single step of quantum walk is given by U = S ·(IP⊗C)
where S is the position shift operator, IP is the identity
of HP and C is the coin flip operator. For LQWs, the
position shift operator S is
S =
∑
n∈Z
{
|n− 1〉〈n| ⊗ |1〉〈1|+ |n+ 1〉〈n| ⊗ |2〉〈2|
+
∆∑
j=3
|n〉〈n| ⊗ |j〉〈j|
}
.
For the coin operator C, a common choice is the Grover
operator G, which is defined as
G =
1
∆

−τ 2 2 · · · 2
2 −τ 2 · · · 2
2 2 −τ · · · 2
...
...
...
...
...
2 2 · · · 2 −τ
 . (1)
Let |Ψ(t, n)〉 = [ψ1(t, n), ψ2(t, n), · · · , ψ∆(t, n)]† ∈ HC be
the probability amplitude of the walker at position n at
time t, then the system state can be expressed by
|Ψ(t)〉 =
∑
n∈Z
|n〉 ⊗ |Ψ(t, n)〉.
|Ψ(t)〉 can be obtained by applying U to the initial state
|Ψ(0)〉 for t times, i.e. |Ψ(t)〉 = U t|Ψ(0)〉. The walker Xt
can be found at position n at time t with probability
P(Xt = n) = 〈Ψ(t, n)|Ψ(t, n)〉 =
∆∑
j=1
|ψj(t, n)|2. (2)
Expanding |Ψ(t+ 1)〉 = U |Ψ(t)〉 in terms of |Ψ(t, n)〉, we
obtain the master equation for the walker at position n
|Ψ(t+ 1, n)〉 = G1|Ψ(t, n+ 1)〉+G2|Ψ(t, n− 1)〉
+
∆∑
j=3
Gj |Ψ(t, n)〉, (3)
where Gj =
∑∆
k=1Gj,k|j〉〈k|, j = 1, 2, · · · ,∆, and Gj,k
are the elements of G defined in Eq. 1.
B. Fourier analysis
Eq. 3 can be solved by Fourier transformation on the
system state
|Ψ˜(t, k)〉 =
∑
n∈Z
e−ikn|Ψ(t, n)〉, k ∈ (−pi, pi]. (4)
From now on, a tilde indicates quantities with a k depen-
dence. The inverse Fourier transform is
|Ψ(t, n)〉 =
∫ pi
−pi
dk
2pi
eink|Ψ˜(t, k)〉. (5)
Substituting Eq. 4 to Eq. 3 yields the master equation in
the Fourier space
Ψ˜(t+ 1, k) =
[
G1e
ik +G2e
−ik +
∆∑
j=3
Gj
]
︸ ︷︷ ︸
U˜k
Ψ˜(t, k). (6)
Let κ = eik, U˜k has the form of
U˜k =
1
∆

−τκ 2κ 2κ · · · 2κ
2/κ −τ/κ 2/κ · · · 2/κ
2 2 −τ · · · 2
· · · · · · · · · · · · · · ·
2 2 · · · 2 −τ
 .
Since U˜k is unitary, its eigenvalues have the forms of
λj = e
iωj . We denote |λj〉 as the corresponding eigen-
vectors. After some calculation, we get explicit forms of
the eigenvalues
ωj =

θ, j = 1,
−θ, j = 2,
0, j = 3,
pi, j ≥ 4,
where θ satisfies
cos θ = −τ cos k + 2
τ + 2
,
sin θ =
√
τ(1− cos k)(τ + 4 + τ cos k)
τ + 2
.
The corresponding eigenvectors are
|λj〉 =
√
Nj

1
1+ei(ωj−k)
1
1+ei(ωj+k)
1
1+eiωj
...
...
1
1+eiωj

, for j = 1, 2, 3;
3|λj〉 = 1√
2

0
0
−1
0
...
0
1
0
...
← j-th row
, ∀j ≥ 4, (7)
where Nj is the corresponding normalization factor.
Putting U˜k in its eigenbasis, we can rewrite Eq. 6 as
Ψ˜(t, k) = U˜kΨ˜(t, k) = U˜
t
kΨ˜(0, k)
=
∆∑
j=1
λtj |λj〉〈λj |Ψ˜(0, k), (8)
where Ψ˜(0, k) is the Fourier transformed initial state.
In this paper, we assume the walker always starts at
position 0 and the initial coin state satisfies |Ψ(0, 0)〉 =
α|1〉+β|2〉, where α, β ∈ C, α2+β2 = 1. This assumption
is quite reasonable if we want to have a same initial state
for walks with different τ . We guarantee the quantum
walker starts with its coin state in superposition of only
left and right bases. Therefore, the system’s initial state
can be formulated as
Ψ(0) =
∑
n∈Z
δn,0|0〉 ⊗
[
α|1〉+ β|2〉], (9)
where δn,0 is the Kronecker function. By Eq. 4 the
Fourier transformed system’s initial state becomes
Ψ˜(0, k) = [α, β, 0, · · · , 0]†, ∀k ∈ (−pi, pi]. (10)
III. PROBABILITY AT ORIGIN
In this section, we focus on the localization phe-
nomenon on LQWs. To determine whether the local-
ization will occur at the origin, we need to calculate
limt→∞ P(Xt = 0). Let the probability be Pˆ0, where
we use a caret (ˆ ) to indicate the asymptotic limit of t.
THEOREM 1. For a LQW with laziness factor τ , if the
walker starts with the state given by Eq. 9, the asymptotic
limit of the probability of the walker at origin is
Pˆ0 = 2 · τ + 4− 2
√
2τ + 4
τ2
. (11)
It’s obvious from the theorem that, if the walker starts
on a superposition of only left and right directions, the
localization probability of the walker is independent on
the coin initial state, and is totally dominated by the
laziness factor τ . When τ = 1, we get Pˆ0 = 2(5− 2
√
6).
This result coincides with Eq. 15 derived in [20] when
FIG. 2: Numerical probabilities of finding the walker at the
origin as a function of walking steps for LQWs with various
laziness factors τ = 1 (blue dots), τ = 6 (red dots), and
τ = 20 (green dots). These factors are carefully chosen to
show different oscillating behaviors. The initial coin state is
α = 1
2
, β = i
2
for all walks. The horizontal lines are the
corresponding theoretical localization probabilities obtained
by Eq. 11.
β = 0. We perform numerical simulations and the con-
clusions are summarized in Fig. 2. The figure manifests
the probabilities P(Xt = 0) oscillate around their corre-
sponding theoretical limiting values Pˆ0 for τ = 1, τ = 6,
and τ = 20. It is clearly that, for different laziness fac-
tors, the probability at the origin oscillates periodically
with different patterns. These oscillations clearly exhibit
tendencies to converge, indicating that the walker does
have a non-zero probability to be localized. Furthermore,
we observe that the larger the τ is, the faster the proba-
bilities converge.
Proof. By Eq. 2, we have
Pˆ0 ≡ lim
t→∞P(Xt = n) = limt→∞〈Ψ(t, 0)|Ψ(t, 0)〉. (12)
To obtain Pˆ0, we have to calculate limt→∞ |Ψ(t, 0)〉. Sub-
stitute Eq. 8 into Eq. 5 and let n = 0, we derive the
explicit form for |Ψ(t, 0)〉
|Ψ(t, 0)〉 =
∫ pi
−pi
dk
2pi
Ψ˜(t, k) =
∫ pi
−pi
dk
2pi
∆∑
j=1
λtj |λj〉〈λj |Ψ˜(0, k)〉.
From Lemma 1 in [27], we know that the contributions
to |Ψ(t, 0)〉 from items with j = 1, 2 in the above equa-
tion are negligible when t approaches infinity. As a re-
sult, |Ψ(t, 0)〉 is totally determined by the integrals with
j ≥ 3. Since λ3 = 1, and ∀j ≥ 4, λj = −1, we can
further simplify the equation above by substituting into
these constant eigenvalues. The final expression is shown
in Eq. 13. In this equation, only |λ3〉 is a function of k,
while for all j ≥ 4, |λj〉 and Ψ˜(0, k) are independent on k
according to Eq. 7 and 10 respectively. Actually, Eq. 13
4can be understood as a series of linear maps from the
initial state Ψ˜(0, k) to Ψ(t, 0). The linear maps are rep-
resented by a set of transformation matrices Fj defined
as
lim
t→∞ |Ψ(t, 0)〉 ∼
∫ pi
−pi
dk
2pi
[
|λ3〉〈λ3|+
∆∑
j=4
(−1)t|λj〉〈λj |
]
|Ψ˜(0, k)〉
=
[∫ pi
−pi
dk
2pi
|λ3〉〈λ3|+
∆∑
j=4
(−1)t
∫ pi
−pi
dk
2pi
|λj〉〈λj |
]
|Ψ˜(0, k)〉, (13)
F3 =
∫ pi
−pi
dk
2pi
|λ3〉〈λ3|, (14)
Fj =
∫ pi
−pi
dk
2pi
|λj〉〈λj | = |λj〉〈λj |, ∀j ≥ 4. (15)
The matrices Fj capture all information about the
walker’s behavior at its original position when t → ∞.
The existence of localization is directly related to the sys-
tem’s initial state via the matrices Fj . For all j ≥ 4, Fj
is independent on k, so it is a constant matrix and can be
easily calculated. The exact form of F3 can be obtained
by exploiting the eigenvector |λ3〉. Let κ1 = 21+e−ik ,
κ2 =
2
1+eik
, it’s obvious that κ†1 = κ2 and κ
†
2 = κ1. Sub-
stitute ω3 = 0 into Eq. 7 for j = 3, we get the explicit
form of |λ3〉
|λ3〉 =
√
N3
[
κ1, κ2, 1, · · · , 1
]†
,
where N3 =
1
κ1κ
†
1+κ2κ
†
2+τ
= τ+4+τ cos k1+cos k is the normaliza-
tion factor. Then
F3 =
∫ pi
−pi
dk
2pi
N3

κ1κ2 κ1κ1 κ1 · · · κ1
κ2κ2 κ2κ1 κ2 · · · κ2
κ2 κ1 1 · · · 1
...
...
...
...
...
κ2 κ1 1 · · · 1
 .
Define Θ1 =
1
τ −
√
2τ+4
τ(τ+2) , Θ2 =
√
2τ+4
2τ+4 , and Θ3 =
2
τ −
(τ+4)
√
2τ+4
2τ(τ+2) , we can show after some tedious calculations
∫ pi
−pi
dk
2pi
N3 =
∫ pi
−pi
dk
2pi
N3κ1 =
∫ pi
−pi
dk
2pi
N3κ2 = Θ1,∫ pi
−pi
dk
2pi
N3κ1κ2 =
∫ pi
−pi
dk
2pi
N3κ2κ1 = Θ2,∫ pi
−pi
dk
2pi
N3κ1κ1 =
∫ pi
−pi
dk
2pi
N3κ2κ2 = Θ3.
Thus the explicit form of F3 is
F3 =

Θ2 Θ3 Θ1 · · · Θ1
Θ3 Θ2 Θ1 · · · Θ1
Θ1 Θ1 Θ1 · · · Θ1
...
...
...
...
...
Θ1 Θ1 Θ1 · · · Θ1
 .
Substitute Fj into Eq. 13, we get
lim
t→∞ |Ψ(t, 0)〉 =
[
F3 +
∆∑
j=4
(−1)tFj
]
|Ψ˜(0, k)〉, (16)
where |Ψ˜(0, k)〉 is given in Eq. 10. Let limt→∞ |Ψ(t, 0)〉 =
[φ1, · · · , φ∆]†, as Fj has no impact on the first two com-
ponents of |Ψ˜(0, k)〉 for all j ≥ 4, Eq. 16 can be easily
solved:
φ1 = Θ2α+ Θ3β,
φ2 = Θ3α+ Θ2β,
φj = Θ1(α+ β), ∀j ≥ 3.
The asymptotic limit of the probability at origin Pˆ0 can
be obtained now
Pˆ0 = |φ1|2 + |φ2|2 + τ |φ3|2 = 2 · τ + 4− 2
√
2τ + 4
τ2
.
Though Theorem 1 only considers localization proba-
bilities for a special class of initial states (given in Eq. 9),
we should point out that we are able to calculate the
localization probability by Eq. 12 and 16 for arbitrary
system’s initial state that satisfies
Ψ(0) =
∑
n∈Z
δn,0|0〉 ⊗
∆∑
j=1
αj |j〉,
where αj ∈ C, and
∑∆
j=1 |αj |2 = 1.
5IV. PEAK VELOCITY
In this section, we determine the peak velocity at which
LQWs spread on the line. The analytical method we use
here is first described in [24]. From their arguments, we
know that the peak velocity is given by the first order of
the stationary points of the phase
ω˜j ≡ ωj − n
t
k.
The stationary point of the second order of ω˜j corre-
sponds to the solution of k. We should notice that both
the first and second derivatives of ω˜j with respect to k
vanish. Therefore in order to obtain the peak velocity,
we need to solve equations
dω˜j
dk
=
dωj
dk
− n
t
= 0,
d2ω˜j
dk2
=
d2ωj
dk2
= 0. (17)
Assume k0 is the solution of the second equation in
Eq. 17, then by the first equation we obtain the posi-
tion of the peak after t steps
n =
dωj
dk
∣∣∣
k0
t.
The peak propagates with a constant velocity
dωj
dk
∣∣
k0
.
Now we show the peak velocities for LQWs on a line.
As the phases ωj are constant for all j ≥ 3, we immedi-
ately know that their corresponding peak velocities are
vS = 0. This is easy to understand as the constant phases
result in the central peak of the probability distribution
staying . Thus the velocities of left and right travelling
peaks are dominated by ω1,2. We find the equations in
Eq. 17 can be solved by investigating ω1 and ω2
dω1,2
dk
= ± τ sin k√
τ(1− cos k)(τ cos k + τ + 4) , (18)
d2ω1,2
dk2
= ±2
√
τ(1− cos k)
(τ cos k + τ + 4)3
.
In k ∈ (−pi, pi], d2ω1,2/dk2 = 0 has a solution when k0 =
0. Evaluating ω1,2/dk at k0, we get the peak velocities
of the left and right traveling probabilities
vR = lim
k→0+
dω2
dk
=
√
τ
τ + 2
, (19)
vL = lim
k→0+
dω1
dk
= −
√
τ
τ + 2
. (20)
When the laziness factor satisfies τ = 1, we recover the
results presented in [24]. As an illustrative example, we
plot the walker’s probability distribution of the LQW
whose laziness factor is 10 in Fig. 3. The probability
distribution contains three dominant peaks, the left and
FIG. 3: Probability distributions of LQWs after T = 50
steps, for various laziness factors τ . The coin initial state is
α = 1/
√
2, β = i/
√
2, This state will give a symmetric walk.
We can easily identify three dominant peaks in each probabil-
ity distribution. We visualize the right peaks
√
1/3T ≈ 29,√
5/6T ≈ 46 in grid lines for τ = 1 and τ = 10. These the-
oretical peaks coincide with the positions of peaks obtained
from numerical simulations.
right travelling peaks are given by the peak velocities vL
and vR respectively.
From Eq. 19 (Eq. 20) we can see that as the laziness
factor increases, the right (left) peak velocity also be-
comes larger. In this sense, we can control the spread
behavior the quantum walker and achieve faster spread-
ing than the standard quantum walks. In [24], the au-
thors offer a different way to control the spread behavior
of the walker by tuning the parameter ρ of the general-
ized Grover coin operator (see Eq. 14 in their paper), the
underlying quantum walks are still three-state quantum
walks. While in our paper we actually propose a multi-
state quantum walk scheme by introducing different num-
ber of self-loops to each vertex, the spread behavior of the
walker can be controlled by tuning the laziness factor τ ,
the underlying coin operator is always Grover operator.
In the extreme case we have τ → ∞ ⇒ |vR,L| = 1. This
indicates that if there is infinite self-loops in each ver-
tex, the quantum walker will propagate on the line with
constant speed 1. This can be explained by investigating
the coin operator G defined in Eq. 1. When τ → ∞, G
satisfies
lim
τ→∞G ≡ limτ→∞ 2|ψ〉〈ψ| − IC
= lim
τ→∞
2
τ + 2
∑
j=1
∑
k=1
|j〉〈k| − IC ∼ −IC ,
where IC is the identity of HC . That is, when τ → ∞,
the coin operator G approximates to −IC , which results
in a trivial quantum walk. This fast spread behavior of
LQWs is striking different from lazy random walks, in
which the additional self-loops will slow down the spread
speed. In the extreme case where τ → ∞, the classical
6walker will localize in the origin and never spread.
V. WEAK LIMIT
In this section, we present a weak limit distribution for
the rescaled LQWXt/t as t→∞. It expresses an asymp-
totic behavior of the walk after long enough time. The
limit distribution is composed of a Dirac δ-function re-
lated to the localization probability calculated in Sec. III
and a continuous function with a compact support whose
domain is given by the peak velocities given in Sec. IV.
We also prove that LQWs spread ballistically. The an-
alytical method we use in this section is first proposed
in [28] and we mainly follow the proof procedure out-
lined in [26]. What’s more, one should keep in mind that
in this paper we only consider a special class of system’s
initial states defined in Eq. 9.
THEOREM 2. For any real number x, we have
lim
t→∞P(
Xt
t
≥ x) =
∫ x
−∞
dy
{
δ0,yPˆ + f(y)I(−Ω,Ω)(y)
}
,
where
• δ0,y is the Dirac δ-function at the origin,
• Pˆ is the sum of localization probabilities in all po-
sitions and satisfies
Pˆ =
√
2τ + 4
2τ + 4
+ 2
{2
τ
− (τ + 4)
√
2τ + 4
2τ(τ + 2)
}
R(α†β),
• f(y) is the weak limit density function defined in
Eq. 24,
• Ω =
√
τ
τ+2 is the bound of the compact support
domain, and
• IΓ(y) is the compact support function whose do-
main is Γ and defined as
IΓ(y) =
{
1, y ∈ Γ,
0, y /∈ Γ.
From the theorem we can see that the limit density
function rescaled by time has a compact support and
its domain (−Ω,Ω) is totally determined by the walker’s
travelling peak velocities. A weak limit theorem of three-
state walks is presented in [26]. Our results are the same
as theirs when we let τ = 1 and set the parameters c =
−1/3, s = 2√2/3, β = 0 in Theorem 2 of their paper.
One should note the difference between Pˆ and Pˆ0 (the
localization probability at the origin) studied in Sec. III.
Actually, Pˆ is the sum of localization probabilities in all
positions, i.e., Pˆ =
∑
n∈Z Pˆn. We are unable to derive
an analytic expression for Pˆn for n 6= 0, but luckily we
can still calculate Pˆ .
Proof. The r-th moment of the quantum walker’s proba-
bility distribution can be calculated as
E(Xrt ) =
∑
n∈Z
nrP(Xt = n)
=
∫ pi
−pi
dk
2pi
〈Ψ˜(t, k)|
(
Dr|Ψ˜(t, k)〉
)
= (t)r
∫ pi
−pi
dk
2pi
∆∑
j=1
(
i
λ′j
λj
)r∣∣∣〈λj |Ψ˜(0, k)〉∣∣∣2 +O(tr−1),
where D = i(d/dk) and (t)r = t(t− 1) · · · (t− r + 1). To
have Xt spatially rescaled by time, we divide both sides
of the above equation by tr and take a limit on t
lim
t→∞E
[(Xt
t
)r]
=
2∑
j=1
∫ pi
−pi
dk
2pi
(
i
λ′j
λj
)r∣∣∣〈λj |Ψ˜(0, k)〉∣∣∣2
+
∆∑
j=3
∫ pi
−pi
dk
2pi
∣∣∣〈λj |Ψ˜(0, k)〉∣∣∣2. (21)
As Fj has no impact on the first two components of
|Ψ˜(0, k)〉 for all j ≥ 4, the second term in Eq. 21 can
be easily calculated by making use of the transformation
matrix F3 defined in Eq. 14
∆∑
j=3
∫ pi
−pi
dk
2pi
∣∣∣〈λj |Ψ˜(0, k)〉∣∣∣2 = ∫ pi
−pi
dk
2pi
∣∣∣〈λ3|Ψ˜(0, k)〉∣∣∣2
= 〈Ψ˜(0, k)| · F3 · |Ψ˜(0, k)〉
= Θ2 + 2Θ3R(α
†β). (22)
Then we calculate the first term. As λj = e
iωj , we can
get the derivation of λj using the expressions for dωj/dk
obtained in Eq. 18 for j = 1, 2
i
λ′j
λj
= −dωj
dk
= (−1)j−1 τ sin k√
τ(1− cos k)(τ cos k + τ + 4) .
Putting iλ′j/λj = x in the integrals of Eq. 21 and after
some tedious calculations, we are able to show that
2∑
j=1
∫ pi
−pi
dk
2pi
(
i
λ′j
λj
)r∣∣∣〈λj |Ψ˜(0, k)〉∣∣∣2 = ∫ √ ττ+2
−√ ττ+2
xrf(x)dx,
(23)
where f(x) satisfies
7f(x) =
1
pi(1− x2)√2τ − 2(τ + 2)x2
{
1 + 2R(α†β) + 2(|β|2 − |α|2)x+
(
1− 2R(α†β)τ + 4
τ
)
x2
}
. (24)
Substitute Eq. 22 and 23 into Eq. 21, we obtain the r-th
moment of the quantum walkers probability distribution
lim
t→∞E
[(Xt
t
)r]
= Pˆ +
∫ √ τ
τ+2
−√ ττ+2
xrf(x)dx
=
∫ ∞
−∞
xr
{
δ0,xPˆ + f(x)I(−Ω,Ω)(x)
}
dx.
As a corollary of the weak limit theorem, we prove all
LQWs with system initial states defined in Eq. 9 spread
ballistically and obtain an analytical expression for the
variance of the walker’s probability distribution. The
variance of a walker’s probability distribution is defined
as
σ2 = E(X2t )− E2(Xt) ∼ ctα,
where c is the spread coefficient, and α is the spread
exponent. The spread behavior of a quantum walk is
determined by the spread exponent of the variance. If
α = 2, we say that the walk spreads ballistically; If α = 1,
we say that the walk spreads diffusively. It has been
proved that for standard quantum walks α = 2 [29], while
for random walks α = 1 [18].
COROLLARY 1. For a LQW whose laziness factor is
τ , if the walker starts with the system initial state given in
Eq. 9, the variance of the walker’s probability distribution
satisfies
σ2 = c(τ, α, β)t2,
where c(τ, α, β) is the spread coefficient defined in Eq. 26.
We can see easily from Corollary 1 that all lackadaisi-
cal quantum walks spread ballistically for system initial
states defined in Eq. 9 as the spread exponent is 2. More-
over, we obtain an analytical solution for the spread coef-
ficient c(τ, α, β) of the variance in Eq. 26, from which we
find that it is dependent on both τ and coin initial state
α, β and the laziness factor τ . By tuning the parameters
τ , α and β, we can achieve arbitrary spread coefficients
in the range (0, 1). We conduct numerical simulations
to calculate the spread coefficients for different laziness
factors and the comparison between numerical and the-
oretical results are illustrated in Fig. 4.
Proof. By Theorem 2 it is easy to see that
σ2 = E(X2t )− E2(Xt)
∼ t2
∫ Ω
−Ω
x2f(x)dx− t2
{∫ Ω
−Ω
xf(x)dx
}2
= c(τ, α, β) t2,
where the coefficient function c(τ, α, β) is defined as
c(τ, α, β) =
∫ Ω
−Ω
x2f(x)dx−
{∫ Ω
−Ω
xf(x)dx
}2
. (25)
Solving Eq. 25, we obtain the analytical solution for
c(τ, α, β) which has the form of
c(τ, α, β) = 1− (5τ + 8)
√
2τ + 4
(2τ + 4)2
+
{
2(τ2 + 12τ + 16)
√
2τ + 4
τ(2τ + 4)2
− 4
τ
}
R(α†β)−
{(
1−
√
2τ + 4
τ + 2
)
(|β|2−|α|2)
}2
. (26)
VI. CONCLUSION
In this paper, we analyze in detail the properties of
LQWs on a line for arbitrary laziness factor τ . First, we
study the localization phenomenon shown in the walks.
With the discrete Fourier transformation method, we are
able to present an explicit form for the localization prob-
ability of the walker in the limit of t→∞. The limiting
coin state is obtained by a set of linear maps Fj on the ini-
tial coin state. This set of Fj contain all information re-
quired to depict the walker’s behavior at the origin. The
localization probability is the inner product of the limit-
ing coin state, which is shown independent on the initial
coin state, and totally determined by τ . We also calculate
8FIG. 4: Numerical and theoretical spread coefficients for dif-
ferent laziness factors. The system initial state is α = 1+
√
2i
2
,
β =
√
2(1+i)
4
. This state is designated to guarantee that both
R(α†β) and |β|2 − |α|2 do not equal to 0. The theoretical
results are obtained by Eq. 26. The numerical results are got
by fitting the numerical data to function ctα in Matlab. The
slight difference between two curves is due to that the nu-
merical data is obtained by running the walks for only 1000
steps.
the velocities of the left and right-travelling probability
peaks appeared in the walker’s probability distribution.
We can control the spread behavior the quantum walks
and achieve faster spreading than the standard quantum
walks by tuning the laziness factor. Furthermore, we
show that when τ approaches infinity, the LQW degen-
erates to a trivial walk. At last, we calculate rigorously
the system state and get a long time approximation for
the entire probability density function. The density func-
tion has both the Dirac δ-function and a continuous func-
tion with a compact support whose domain is determined
by the peak velocities. As an application of the density
function, we prove that all LQWs spread ballistically, and
give an analytic solution for the variance of the walker’s
probability distribution. The analytical results we obtain
illustrate interesting characteristics of LQWs compared
to standard quantum walks and the corresponding lazy
random walks. For example, it is obvious that the greater
the τ is, the more the walker prefers to stay in lazy ran-
dom walks. However, a lackadaisical quantum walker
spread even faster with the increment of τ . That’s why
we say the lackadaisical quantum walker is not lazy at
all.
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