Diseño e implementación de un demodulador para un sistema de comunicaciones CDMA by Pastor Pérez, Javier
                                                                 
ETSETB - UPC 
Diseño e 
implementación de un 





Autor: Javier Pastor Pérez 












En primer lugar me gustaría agradecer a Juan Antonio Fernández Rubio, profesor de 
departamento de teoría de la señal y comunicaciones (TSC),  la dirección de este 
proyecto, a David Bernal por su ayuda en los comienzos del mismo, a Pau Closas 
Gómez por su ayuda y correcciones y por último al CTTC (Centro Tecnológico de 







1 Introducción .......................................................................................................... 8 
2 Aspectos Generales del sistema ........................................................................... 10 
2.1 Codificación Reed-Solomon .......................................................................... 13 
2.1.1 Propiedades de los códigos Reed-Solomon ............................................ 13 
2.1.2 CAMPOS DE GALOIS APLICADOS A LA CODIFICACIÓN REED-SOLOMON . 13 
2.1.3 Configuración Reed-Solomon en el sistema ........................................... 14 
2.2 Codificador Convolucional ............................................................................ 15 
2.2.1 Representación del codificador convolucional ....................................... 16 
2.2.2 Ejemplo práctico de convolucionador .................................................... 17 
2.2.3 Puncturing ............................................................................................. 20 
2.2.4 Configuración del codificador convolucional en el sistema..................... 20 
2.3 Interleaving ................................................................................................... 22 
2.3.1 Entrelazadores por bloque ..................................................................... 22 
2.3.2 Entrelazadores convolucionales ............................................................. 23 
2.4 CDMA – Multiplexación por división de código ............................................. 27 
2.4.1 Ensanchamiento de espectro ................................................................. 27 
2.4.2 Un usuario ............................................................................................. 28 
2.4.3 M usuarios ............................................................................................. 33 
2.4.4 Códigos CDM ......................................................................................... 39 
2.4.5 Propiedades básicas del código .............................................................. 40 
2.4.6 Códigos utilizados en el sistema ............................................................. 41 
2.5 Costas Loop .................................................................................................. 46 
2.6 Canal piloto ................................................................................................... 48 
2.6.1 Símbolo Piloto, Frame y Superframe ...................................................... 48 
3 Simulación del sistema en Matlab ........................................................................ 51 
3.1 Generación de la señal .................................................................................. 51 
3.1.1 Configuración del sistema ...................................................................... 52 
3.1.2 Formación de la señal ............................................................................ 53 
 
5 
3.1.3 Expansion de la señal ............................................................................. 54 
3.1.4 Normalización de potencia .................................................................... 54 
3.1.5 Generación y adición de ruido ............................................................... 55 
3.1.6 Introducción offset de frecuencia .......................................................... 56 
3.2 Demodulación de la señal. ............................................................................ 57 
3.2.1 Despreading........................................................................................... 57 
3.2.2 Recuperación de la frecuencia ............................................................... 58 
3.2.3 Detección de frame ............................................................................... 60 
3.2.4 Decodificación ....................................................................................... 62 
3.2.5 Comprobación de errores ...................................................................... 63 
4 Diseño del receptor ............................................................................................. 67 
4.1 Secuencia PRN .............................................................................................. 67 
4.1.1 Entradas y salidas .................................................................................. 68 
4.1.2 Descripción del funcionamiento............................................................. 68 
4.1.3 Simulación ............................................................................................. 68 
4.2 Secuencia Walsh ........................................................................................... 70 
4.2.1 Entradas y Salidas .................................................................................. 70 
4.2.2 Descripción del funcionamiento............................................................. 70 
4.2.3 Simulación ............................................................................................. 71 
4.3 Acumulador .................................................................................................. 73 
4.3.1 Entradas y Salidas .................................................................................. 73 
4.3.2 Descripción del funcionamiento............................................................. 74 
4.3.3 Simulación ............................................................................................. 74 
4.4 Correlador de Frame ..................................................................................... 76 
4.4.1 Entradas y salidas .................................................................................. 77 
4.4.2 Esquema de diseño ................................................................................ 78 
4.4.3 Correlador de frame .............................................................................. 78 
4.4.4 Contador de bits .................................................................................... 79 
4.4.5 Comparador........................................................................................... 81 
4.4.6 Simulación ............................................................................................. 81 
4.5 Costas Loop .................................................................................................. 84 
4.5.1 Entradas y Salidas .................................................................................. 85 
 
6 
4.5.2 Esquema de Diseño................................................................................ 87 
4.5.3 Multiplicador Complejo ......................................................................... 89 
4.5.4 Truncador .............................................................................................. 90 
4.5.5 Complemento a2 a modulo-signo .......................................................... 92 
4.5.6 Cálculo de ángulo................................................................................... 93 
4.5.7 Filtro IIR ................................................................................................. 94 
4.5.8 Seno y Coseno ....................................................................................... 98 
4.5.9 Simulación del lazo de costas ............................................................... 101 
4.6 Demodulador de canal piloto ...................................................................... 103 
4.6.1 Entradas y salidas ................................................................................ 103 
4.6.2 Esquema de diseño y descripción de funcionamiento .......................... 104 
4.6.3 Simulación demodulador canal piloto .................................................. 106 
4.7 Demodulador de canal de datos ................................................................. 107 
4.7.1 Entradas y Salidas ................................................................................ 107 
4.7.1 Esquema de diseño y descripción de funcionamiento .......................... 108 
4.8 Bloque de control ....................................................................................... 110 
4.8.1 Entradas y Salidas ................................................................................ 110 
4.8.2 Descripción del funcionamiento........................................................... 111 
4.9 Sistema Completo ....................................................................................... 112 
4.9.1 Entradas y Salidas ................................................................................ 112 
4.9.2 Esquema de diseño .............................................................................. 114 
4.9.3 Simulación del sistema......................................................................... 115 
Conclusiones ............................................................................................................. 116 









El titulo del proyecto es “Diseño de un demodulador CDMA” y como su nombre indica 
su objetivo básico es el diseño de un demodulador CDMA que se ajuste a un receptor 
multimedia móvil ante la emisión descrita por el ITU-R BO1130 Digital System E [1]. 
Pero además, este proyecto lo que pretende es que el estudiante adquiera 
conocimientos sobre diseño de dispositivos lógicos programables, acercarse al mundo 
práctico aplicando la teoría adquirida y  familiarizarse con el uso de la herramienta que 
se utiliza para trabajar con estos dispositivos, el código VHDL [2].  
De esta manera, además de refrescar conocimientos sobre demodulación, filtrado y 
electrónica digital se han aprendido otros nuevos como son: la programación en VHDL 
y trabajar con dispositivos programables como es la FPGAs.  
Este proyecto está formado por cuatro capítulos en los que: se explica el estándar del 
broadcast multimedia para el que será usado nuestro demodulador, las bases teóricas 
para el diseño del demodulador, la simulación software de la generación de la señal así 
como su demodulación y  la implementación del demodulador. A continuación, 
resumiremos estos capítulos.  
En el capitulo dos haremos una descripción del estándar que nos define la generación 
de la señal que queremos demodular, adentrándonos en los conceptos teóricos 
necesarios para el diseño de nuestro demodulador. 
En el capitulo tres describiremos como ha sido simulado mediante la plataforma 
Matlab tanto la generación de la señal como la demodulación de la misma. Las 
ventajas de esta simulación es que al ser a nivel de muestra nos facilitará el posterior 
diseño de nuestro sistema en VHDL que es un lenguaje a más bajo nivel. Además 
aportará datos al funcionamiento del sistema y nos permitirá comparar resultados y 
evaluar el correcto funcionamiento de nuestro diseño. 
En el capitulo cuatro veremos la descripción de cada uno de los bloques que 
componen nuestro demodulador. Su funcionamiento a nivel interno y cómo 
interactúan entre ellos para conseguir la correcta demodulación de la señal. Además 
evaluaremos el correcto funcionamiento de cada una de las partes que compone este 









2 Aspectos Generales del sistema 
 
El sentido común nos dice que un sistema de transmisión por satélite es capaz de 
cubrir zonas más amplias que un servicio terrestre de radiodifusión. También es 
habitual que un receptor de satélite necesite una mayor ganancia con una antena 
parabólica instalada en una posición fija orientada al satélite emisor. La recepción 
móvil de los servicios de radiodifusión por satélite es, en general muy difícil porque la 
dirección de una antena receptora debe mantenerse enfocada al satélite para 
mantener los niveles de ganancia necesarios.  
 
Figura 2-1. Esquema del escenario de transmisión [3]  
 
 
Este sistema (sistema digital E de la recomendación ITU-R BO. 1130) está diseñado 
para proporcionar una capacidad de recepción móvil de la señal vía satélite con 
antenas no-direccionales. Los receptores típicos de este sistema son receptores 
móviles de mano o para vehículos. 
Nuestro sistema digital está diseñado para proporcionar servicios  de audio HQ (High 
Quality) y datos multimedia para vehículos y receptores fijos y portables mediante 
emisores por satélite y repetidores terrestres. El sistema usa Acceso Múltiple por 
División de Código (CDMA – Code Division Multiple Access) basado sobre una 
modulación QPSK (Quadrature Phase-Shift Keying) concatenado con una codificación 
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de canal usando un código de bloque Reed-Solomon (RS) y otro convolucional 
correctores de errores ambos además de un entrelazado de datos (interleaving) que 
proporcionara cierta robustez antes las ráfagas de errores.  
Un diagrama de bloques de la generación de la señal emitida puede verse en la Figura 
2-2. En las siguientes subsecciones discutiremos los bloques que conforman el 








Como podemos ver en el esquema los datos serán codificados y entrelazados antes de 
la modulación, tenemos un total de 30 canales y un canal piloto que servirá para tareas 
de sincronización y control. Un diagrama de bloques más detallado sobre la 









2.1 Codificación Reed-Solomon 
 
El código Reed-Solomon es un código corrector de errores basado en bloques en 
donde el codificador procesa un bloque de símbolos de datos, a los que agrega 
redundancia para producir un bloque de símbolos codificados. En la actualidad, los 
códigos Reed-Solomon se utilizan para corregir errores en varios sistemas incluyendo 
los dispositivos de almacenamiento –cintas, discos compactos, DVD, códigos de barras, 
etc.–, comunicaciones inalámbricas o móviles –telefonía celular, enlaces de 
microondas, etc.–, comunicaciones satelitales, televisión Digital/ DVB, módem de alta 
velocidad como ADSL, xDSL. 
2.1.1 Propiedades de los códigos Reed-Solomon 
El código Reed-Solomon es un subconjunto de los códigos BCH (Bose Chaudhuri 
Hocquenqhem), códigos cíclicos que presentan entre sus parámetros (n,k,t) una 
relación entre los símbolos de datos (k), del código total (n) y del número máximo de 
errores por ser corregidos (t), y son de bloques lineales. Un código Reed-Solomon se 
especifica como RS(n,k) con símbolos de s bits. Lo anterior significa que el codificador 
toma k símbolos de los s bits y añade símbolos de paridad para hacer una palabra de 
código de n símbolos. Existen n-k símbolos de paridad de s bits cada uno. Un 
decodificador puede corregir hasta t símbolos que contienen errores en una palabra 
de código, donde 2t = (n-k). 
2.1.2 CAMPOS DE GALOIS APLICADOS A LA CODIFICACIÓN REED-SOLOMON 
Los códigos Reed-Solomon se basan en un área especializada de la matemática 
llamada campos de Galois [6][7] o campos finitos. Un campo finito tiene la propiedad 
de que las operaciones aritméticas sobre elementos del campo siempre tienen un 
resultado en el campo. Un codificador o decodificador Reed-Solomon debe ser capaz 
de realizar estasoperaciones aritméticas. 
Una palabra de código Reed-Solomon es generada usando un polinomio especial. 
Todas las palabras de código válidas son divisibles exactamente por el polinomio 
generador representado por la siguiente ecuación: 
          (2.1) 
dónde  es un elemento primitivo en el campo de galois de 2m elementos . 
La palabra de código se genera de c(x) = g(x)*i(x), donde g(x) es el polinomio 
generador, i(x) es el bloque de información, c(x) es una palabra código válida. 
 
14 
El primer paso corresponde a la definición del campo de Galois para la codificación, el 
cual estará definido en función de la longitud del símbolo entiéndase m bits/símbolo, 
el cual permite conocer el polinomio reducible del campo de Galois GF(2m). 




n: longitud de la palabra codificada (en símbolos) 
k: longitud del mensaje codificado (en símbolos) 
m: longitud del símbolo (bits) 
Gi: coeficientes binarios del polinomio 
 
 
2.1.3 Configuración Reed-Solomon en el sistema 
En nuestro sistema m = 8, k = 204, n = 188 para los canales de datos y para el canal 
piloto los parámetros serán m = 8, k = 96, n = 80. 
La codificación RS (204, 188) es una versión acortada de la codificación original RS 
(255, 239), la forma acortada se realiza añadiendo primeramente 51 bytes nulos 
delante de los 188 bytes de información, con lo que se completan 239 bytes. Al pasar 
por el codificador RS(255, 239, t=8) se añaden los 16 bytes de paridad: total 255 bytes; 
finalmente se eliminan los 51 bytes nulos con lo que resultan los 204 bytes para cada 
bloque sometido a la codificación. En estas condiciones pueden corregirse hasta un 
total de 8 bytes erróneos. El polinomio generador utilizado para esta codificación es: 





2.2  Codificador Convolucional 
 
El codificador convolucional[8][9] al igual que el codificador Reed-Solomon es un 
código corrector de errores. Los códigos convolucionales  se describen normalmente 
mediante tres números enteros, n, k, y K, donde k/n es la tasa de código k es el 
numero de bits de entrada y n los de salida. Una característica que lo diferencia del 
código de Reed-Solomon es que no tiene un formato de bloque y por lo tanto no tiene 
una longitud de bloque. El entero K indica el número de registros de desplazamiento 
que forman el codificador. Como veremos más adelante, la característica del código 
convolucional es que la salida del codificador no sólo depende de los k bits de entrada 
sino de los K – 1 bits precedentes. La capacidad correctora de un código convolucional 
depende de la denominada distancia mínima libre. Cuanto menor es la tasa del código 
mayor es la distancia libre del código y, para códigos con la misma tasa, la distancia 
libre aumenta cuanto mayor es la longitud de influencia del código, es decir, cuanto 
mayor sea el número de registros de desplazamientos (K). 
Un codificador convolucional se puede construir con K registros de desplazamiento y n 
sumadores en módulo 2, como se muestra en la Figura 2-4. Por cada unidad de tiempo 
que pasa entran al registro k bits y simultáneamente se produce k desplazamientos 
hacia la derecha de los bits que ya están dentro de los registros. Las salidas de los 
sumadores son muestreadas secuencialmente produciendo el código de salida. Ya que 
por cada k bits que entran en el registro salen n bits, resulta que la tasa de código es 
k/n, con k < n. En la Figura 2-4 podemos ver un codificador convolucional genérico, la 
secuencia U de la figura será los datos de salida del codificador U = U1 + U2 + U3 +... 
dónde cada Ui es la salida de cada uno de los sumadores en la iteración i, esta iteración 




Figura 2-4. Codificador convolucional 
 
La forma más fácil de entender el funcionamiento de esté codificador es viendo un 
ejemplo, a fin de simplificar el desarrollo del tema utilizaremos k = 1, que por otra 
parte pertenece al codificador convolucional más común. 
2.2.1 Representación del codificador convolucional 
Aunque la descripción de un código convolucional puede hacerse de varias maneras 
(Conexión de vectores o polinomios, diagrama de estado, diagrama de árbol y 
diagrama trellis) aquí nos concentraremos en la descripción por vectores. 
 




Para discutir este tema utilizaremos el esquema de la Figura 2-5 como modelo. La 
figura muestra un codificador (2, 1) con K = 3. Hay n = 2 sumadores en módulo 2 y 
como k = 1 la tasa de código es k/n = ½. Cada vez que ingresa un bit se produce un 
desplazamiento, de un lugar, de izquierda a derecha. Seguidamente, la llave de la 
salida muestrea la salida de cada sumador (por ejemplo, primero el de arriba, luego el 
de abajo) formando el código de salida. 
Por cada bit que ingresa, este código está formado por u1 y u2, como se muestra en la 
Figura 2-5. Este proceso entonces se repite por cada bit de entrada. La elección de las 
conexiones de los sumadores le da una característica definida al codificador. Desde 
luego, esta elección no se hace en forma arbitraria sino que se hace de manera 
conveniente para obtener buenas propiedades de distancia entre los códigos 
generados, cosa que no es para nada sencilla y que normalmente requiere soluciones 
asistidas por computadoras. 
Una manera de representar el codificador es especificando un conjunto de n vectores 
de conexión, o sea, un vector de conexión por cada sumador. Cada vector tiene 
dimensión K y describe las conexiones de los registros con los sumadores. Un 1 en la i-
ésima posición del vector indica que el i-ésimo registro está conectado al sumador. Un 
0 en tal posición indica que ese registro no está conectado a ese sumador. Por 
ejemplo, los vectores que describen al codificador de la Figura 2-5, son: 
 
 
donde G1 describe a la rama superior y G2 describe a la rama inferior. 
 
2.2.2 Ejemplo práctico de convolucionador 
Supongamos que el mensaje m = 101 ingresa al codificador. Los tres bits que 
conforman este mensaje (en realidad, y esto no hay que perderlo de vista, es un 
fragmento de una secuencia de bits de longitud indefinida) ingresan de a uno a la vez, 
en los tiempos t1, t2 y t3, como se muestra en la Figura 2-6. Al final de la secuencia, en 
los tiempos t4 y t5, ingresan dos ceros para permitir el último 1 del mensaje m pueda 
llegar hasta el registro K. La secuencia de salida obtenida es 1110001011, donde los 













La técnica del perforado o puncturing se utiliza para conseguir otras tasas de código a 
partir de la tasa 1/2. Para conseguirlo obviamos y dejamos de enviar algunos bits 
redundantes. Si el decodificador sabe cuáles son los bits no enviados puede seguir 
descodificando el mensaje sin problemas. Los bits “borrados” son los elegidos por la 
matriz de perforado; cada fila de esta matriz simboliza “los brazos” del esquema de 
codificación, es decir, cada una de las filas corresponde a cada una de las expresiones 
Gi, por ejemplo en el esquema de la Figura 2-5 si decimos que usa una matriz de 
perforado    significaría que de 4 bits que deberíamos enviar solo enviamos 3, 
de la rama de G1 enviaríamos un bit si y otro no (1 simboliza que se envía, 0 simboliza 
que no se envía) y de la rama de G2 enviaríamos todos los bits, por lo que si antes 
teníamos una tasa de 1/2  y ahora de cada cuatro bits nos quedamos tres, estamos 
realizando una conversión de una tasa de 2/3 = 1/2 * 4/3. 
2.2.4 Configuración del codificador convolucional en el sistema 
Nuestro sistema usará una codificación convolucional con K=7, la tasa de código 
utilizada será variable y seleccionable para cada canal tomando como valores posibles 
1/2,  2/3,  3/4,  5/6  y  7/8, la forma de seleccionar estas tasas será generando el 1/2 y 
mediante la técnica denominada puncturing (perforado) generaremos el resto. El 
receptor sabrá que tasa usa cada canal mediante información que nos dará el canal 






El esquema sería el siguiente: 
 




Podemos ver en la figura siguiente las matrices de perforado que usa el sistema para 











Entrelazado o interleaving[10] es una técnica consistente en organizar la información 
digital de forma no contigua para mejorar las prestaciones de un sistema. El 
entrelazado es utilizado en transmisión digital de datos como técnica para proteger la 
información frente a los errores de ráfaga (burst errors). Este tipo de errores 
ocasionales afectan a varios bits seguidos, e invalidan las propiedades correctoras de 
error de los códigos redundantes que se emplean en la transmisión de datos. Al 
emplear técnicas de entrelazado, los errores de ráfaga se ven distribuidos entre varias 
palabras, facilitando la labor correctora del código empleado. La principal desventaja 
del entrelazado es que introduce latencia al sistema, ya que tenemos que esperar a la 
recepción de un gran parte de los bits del mensaje para poder desentrelazar y emplear 
las técnicas de corrección de errores. Existen dos grandes grupos de entrelazadotes: 
entrelazadores por bloque o entrelazadores convolucionales.  
2.3.1 Entrelazadores por bloque 
Estos entrelazadores funcionan a nivel de bloque, es decir se introduce en ellos un 
bloque de datos de tamaño fijo y cambia de posición estos datos. En recepción para 
volver a tener nuestros datos originales debemos devolver todos los datos a su 
posición original dentro del bloque. A continuación veremos un ejemplo de un 
entrelazador muy sencillo para entender su funcionamiento. 
Imaginemos una secuencia de datos que representaremos con letras para cada 
símbolo: 
Datos de entrada: a,b,c,d,e,f,g,h,i,j,k,l,m,n,o,p,q,r,s,t. (bloque de 20 símbolos) 
Ahora imaginemos que rellenamos una matriz de dimensión 4 x 5, de tal forma que 
vamos rellenando por orden primero las filas, nos quedaría la siguiente matriz: 
 
Un entrelazado por bloque sencillo sería que los datos de salida los expulsásemos 
primero vaciando las columnas  de tal manera que nos quedaría: 
Datos de salida:  a,f,k,p,b,g,l,q,c,h,m,r,d,i,n,s,e,j,o,t. 
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En recepción para volver a obtener la secuencia de datos ordenado deberíamos 
realizar la función inversa, es decir, rellenar por columnas y sacar los datos por filas. 
2.3.2 Entrelazadores convolucionales 
Un entralazador convolucional consiste en un conjunto de registros de 
desplazamiento, cada uno con un retardo constante. En un típico entralazador 
convolucional, los retardos son enteros positivos múltiplos de otro entero constante 
(aunque sería posible cualquier valor sin restricciones). Cada uno de los símbolos entra 
secuencialmente en cada uno de los registros de desplazamiento esto implica que 
estos registros deben de tener memoria. El desentrelazador tendrá el mismo esquema 
que el entrelazador pero con los retardos de los registros invertidos. Podemos ver un 
esquema en la Figura 2-9. 
 
Figura 2-9: Esquema de un entrelazador y desentrelazador. 
 Nuestro sistema usará un entrelazador de B=51 registros, el retardo de cada 
uno de ellos será un múltiplo de 51 x m (Figura 2-10), donde m es una constante 
seleccionable, los diferentes valores que puede tomar m se pueden ver en la Figura 
2-11.  
Registro Retardo (x 51 x m)  Registro Retardo (x 51 x m) 
1 0  16 5 
2 17  17 22 
3 34  18 39 
4 1  19 6 
5 18  20 23 
6 35  21 40 
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7 2  22 7 
8 19  23 24 
9 36  24 41 
10 3  25 8 
11 20  26 25 
12 37  27 42 
13 4  28 9 
14 21  29 26 
15 38  30 43 
 
Registro Retardo (x 51 x m)  Registro Retardo (x 51 x m) 
31 10  46 15 
32 27  47 32 
33 44  48 49 
34 11  49 16 
35 28  50 33 
36 45  51 50 
37 12    
38 29    
39 46    
40 13    
41 30    
42 47    
43 14    
44 31    
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45 48    
 
Figura 2-10. Retardos usados en cada uno de los registros del sistema 
 
 














2.4 CDMA – Multiplexación por división de código 
 
En los sistemas de comunicación con espectro ensanchado (Spread Spectrum), el 
ancho de banda de la señal es expandido, comúnmente a varios órdenes de magnitud 
antes de su transmisión. Cuando hay un único usuario en un canal ensanchado, el uso 
del ancho de banda es ineficiente. En cambio, en un escenario multiusuario, los 
usuarios pueden compartir el mismo canal y el sistema llega a ser eficiente. En nuestro 
caso cada uno de los usuarios serán los diferentes canales que transmitirá el satélite 
[5]. 
2.4.1  Ensanchamiento de espectro  
En los sistemas de espectro ensanchado se transmite la señal sobre un ancho de banda 
mayor al estrictamente requerido por la señal de banda estrecha a transmitir. 
La SNR se puede disminuir sin que aumente la tasa de error de bit. Esto significa que si 
la señal se ensancha sobre un ancho de banda grande con un nivel menor de potencia 
espectral, aún se puede lograr la tasa requerida. Si la potencia total de señal se 
interpreta como el area de la densidad espectral de potencia, entonces señales con la 
potencia total equivalente  pueden tener una potencia de señal elevada concentrada 
en un ancho de banda pequeño o una potencia pequeña de señal esparcida sobre un 











2.4.2 Un usuario 
Para entender mejor el funcionamiento de esta modulación, comenzaremos 
analizando el caso de un único usuario. Consideremos una transmisión binaria. 
Supongamos que la señal en banda base a transmitir toma la forma: 
n
n
b(t) A a (t nT)


   
           
(2.4) 
 
donde  an = {1} son los bits de datos, A es la amplitud de la señal  y (t) es una señal 
cualquiera de duración limitada T(intervalo[ 0,T ]) y energía unitaria.  Esta señal se 
multiplica por una señal de spreading creada a partir de la secuencia creada por un 
generador PRN (pseudorandom-noise, se comentará en el apartado de códigos). 






ccn nTtpctc )()(  (2.5) 
donde  
  
                                         (2.6)  
 
y  es un pulso cuadrado de valor 1 en el intervalo de t (0,1). 
 A este pulso rectangular se le suele llamar chip, y su duración temporal Tc es lo que 
llamamos periodo de chip.   





G   
En la práctica, lo habitual es que la ganancia de procesado sea un entero (con Gp>>1), 













































A continuación, se genera una nueva forma de onda mediante el producto de ambas 
señales:  
)t(c)t(b)t(s   (2.9) 
Gráficamente: 
 
Figura 2-14. Generación de s(t) 
 
Una posible estructura del modulador es: 
 
Figura 2-15. Estructura de modulador CDMA. 
El bloque 'modulador' se encarga de modular en banda base con una BPSK, QPSK, 







Donde cada una de las formas de onda transmitidas se genera: 
 
Figura 2-16. Estructura modulador CDMA  
Cada una de las formas de onda de la señal transmitida para cada bit toma la forma: 
i i i
ˆs (t) A a (t) c(t) A a (t)        (2.10) 




s(t) A a (t nT)






Una posible estructura del demodulador es: 
 
Figura 2-17. Demodulador CDMA 1. 
Éste esquema corresponde a un demodulador con filtro adaptado, el interruptor 
simboliza el muestreo de la señal y el bloque DEC simboliza al decisor. 
También es posible diseñar el demodulador como: 
 





Al hecho de multiplicar s(t) por c(t) se le llama despreading, debido a que la 
autocorrelación de la secuencia de spreading es máxima cuando el código local está 
alineado con el recibido, y casi nula en otro caso (estas propiedades de los códigos 
utilizados son descritas en apartados posteriores), podemos escribir que: 
t1)t(c2   
Tomando lo anterior en consideración, y suponiendo sincronización perfecta, 
recuperamos la señal en banda base original: 
)()()()()()( 2 tbtctbtctstr   (2.12) 
 
A la hora de demodular la señal, nos centraremos en el hecho de detectar un único 
símbolo, simplemente para facilitar los cálculos. También supondremos que la 
sincronización con la secuencia PRN nos viene dada por un bloque de seguimiento. 
Consideramos una estructura para el demodulador de la forma: 
 
Figura 2-19. Demodulador CDMA un único símbolo. 
Realizaremos el análisis de la señal y el ruido por separado: 
Señal útil: 
Como ya hemos visto en el punto (1) tenemos: 
2
i i i






Por lo que respecta al punto (2), obtenemos: 
T T
2
i i i b
0 0








En el punto (1), el ruido toma la forma: 
     (2.16) 
 
A la hora de calcular la probabilidad de error del sistema, lo único que nos interesa del 
ruido es su potencia. Por tanto: 




twEtwEtctwEtnEn   (2.17) 




donden 021 1  
 








2.4.3 M usuarios 
En el caso de tener M usuarios en el sistema, a cada uno de ellos se le asigna un código 






)k()k( )nTt(cˆ)t(c (2.18) 
 
dónde  es la secuencia PRN asociada 
pG 1
(k ) (k )
n c c
n 0
cˆ (t ) c p (t nT ) si 0 t T






La señal transmitida por cada uno de los usuarios es: 
(k ) (k ) (k ) (k )
i b i




debemos recordar que el subíndice i hace referencia a que estamos trabajando con el 
trozo de señal correspondiente a un solo símbolo i de manera que lo que finalmente 













A la hora de detectar la señal j-ésima (que pertenece al usuario j), el demodulador 
mantiene la misma estructura que en los casos anteriores: 
 






En el punto ( 1 ) tenemos: 
M M
( j) ( k ) ( j) ( k ) ( k ) ( k ) ( j)
i i b i
k 1 k 1
M
(k ) ( k ) ( k ) ( j)
b i
k 1
ˆ ˆ ˆ ˆs (t ) c (t ) b (t ) c (t ) E a (t ) c (t ) c (t )
ˆ ˆE a (t) c (t ) c (t )
 

        





En el punto ( 2 ), obtenemos: 
p pG 1 G 1 TM
( j) ( k ) ( k ) ( k ) ( j) 2
i b i n m c c c c
k 1 n 0 m 0 0
y E a c c p (t nT ) p (t mT ) (t) dt
 
  













Tp (t nT ) p (t mT ) (t) dt
0 si n m
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   
(2.26)
 
Por tanto, en el caso ideal, el sistema es capaz de eliminar la interferencia provocada 
por el resto de usuarios, es decir: 
p pG 1 G 1M
( j) ( j) ( j) ( j) ( j) ( k ) ( k ) ( k ) ( j) ( j) ( j)
i b i n n b i n n b i
n 0 k 1 n 0p p
k j
1 1



































es lo que denominamos como interferencia multiusuario o de múltiple acceso (MAI-




Finalmente, si tenemos en cuenta el ruido, recuperamos el resultado del producto 
entre el ruido aditivo Gaussiano a la entrada del receptor con la secuencia PRN del 







i aEy   
(2.29) 
 












































A continuación se puede ver un ejemplo de una comunicación CDMA con un usuario: 
 
Figura 2-21. Ejemplo de comunicación CDMA con una señal transmitida. 
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T1 representan los bits que queremos transmitir del usuario 1. 
C1 secuencia de código del usuario 1.  R1 es la señal recibida después del decisor. 
 
Si en el ejemplo anterior, en lugar de multiplicar en recepción por el código C1, se 
multiplica por un código C2 igual al código inicial, pero desplazado una muestra se 
obtendría: 
 
Figura 2-22. Ejemplo de comunicación CDMA con una señal transmitida, un código en recepción 
erróneo y un filtro adaptado en recepción. 
 
El ejemplo anterior se corresponde con el caso de que el transmisor y el receptor no se 
encuentren sincronizados. En la Figura 2-22 se puede ver como a la salida del filtro 
adaptado el nivel de la señal en los periodos de muestreo es casi despreciable si la 
comparamos con el caso dónde la sincronización es correcta. 
  
En la Figura 2-23 se puede ver como en un entorno multiusuario, donde cada usuario 
tiene su propio código, es posible recuperar las señales en recepción multiplicándolas 









Figura 2-23. Ejemplo de comunicación CDMA con dos señales transmitidas (T1 y T2), dos códigos  (C1 y C2) y un 
filtro adaptado en recepción. 
2.4.4 Códigos CDM 
Un código CDM es utilizado para modular la señal a transmitir. Dicho código consiste 
en una serie de impulsos binarios o chips, que es una secuencia binaria con un periodo 
determinado y definido por Tc. El código se ejecuta a una tasa más alta que la señal a 
transmitir y determina el ancho de banda real de transmisión. Es una secuencia binaria 
representada con valores -1 y 1, que posee una densidad espectral de potencia similar 
a las del ruido. Esto determina valores pequeños de correlación entre los códigos y la 
dificultad de bloqueo o detección de una señal de información por un usuario no 
deseado. 
La dispersión de energía sobre una banda ancha, o rebajar la densidad espectral de 
potencia, hace que el sistema CDM genere señales menos probables para interferir 
con comunicaciones de banda estrecha, porque la potencia ensanchada de la señal 
está cerca de los niveles gaussianos de ruido e incluso por debajo en algunos sistemas 
(GPS). Las comunicaciones de banda estrecha, ocasionan poca o ninguna interferencia 
en sistemas CDM porque el receptor de correlación integra sobre un ancho de banda 
muy amplio para recuperar una señal CDM. 
 
 





2.4.5 Propiedades básicas del código 
En una transmisión CDM la señal de información es modulada mediante un código 
CDMA y en el receptor la señal recibida es correlada con una réplica del mismo código. 
Debido a esto, es importante que exista una baja correlación cruzada entre la señal 
deseada y las señales interferentes de los demás usuarios para poder suprimir la 
interferencia multiusuario. 
 También se requiere que tengan unos valores de autocorrelación altos frente a unos 
valores de correlación cruzada con otros códigos bajos para una buena sincronización. 
Además, la buena autocorrelación es importante para eliminar la interferencia debida 
a la propagación multicamino. Las funciones de autocorrelación y correlación cruzada 
están relacionadas de forma que en un mismo instante de tiempo no se pueden 
alcanzar buenos valores de ambas. Así pues se utilizarán las funciones de 
autocorrelación y correlación cruzada periódicas para juzgar si un código está 
cualificado o no para ser utilizado. En particular se utilizan las funciones de 
autocorrelación y correlación cruzada discretas que se pueden ver a continuación: 
• Función de autocorrelación periódica 
            (2.32) 
• Función de correlación cruzada periódica: 
            (2.33) 
donde, 
• Cx(i) es el i-ésimo chip del código x con longitud L. 
• Cy(i) es el i-ésimo chip del código y con longitud L. 
Para los sistemas CDM, los códigos deben de tener un pico elevado en la 
autocorrelación para l=0. Para el resto de valores de l, la función de autocorrelación 
debe de ser tan próxima a cero como sea posible. Esto será útil a la hora de poder 
sincronizar el transmisor y el receptor. Para una gran capacidad multiusuario en 
sistemas CDMA, los diferentes códigos deben de ser ortogonales entre ellos, siendo 
cero el valor de la función de correlación cruzada para l=0. Para cualquier código 
conocido, las propiedades de las funciones de autocorrelación y correlación cruzada, 
que se requieren en los sistemas CDMA, no pueden cumplirse simultáneamente. 
Mientras que hay muchos códigos que cumplen la propiedad de la correlación cruzada 
para l=0, en muchos casos no se cumplirá que el valor de la función de correlación 





2.4.6 Códigos utilizados en el sistema 
 
Los códigos utilizados en el sistema como ya dijimos en el apartado anterior deben 
tener  un valor autocorrelación elevado cuando el sistema esté sincronizado y un nivel 
bajo cuando no lo esté, además la función de correlación cruzada entre códigos debe 
de ser baja en todos los casos. Nuestro sistema para conseguir estas dos propiedades 
usaremos dos códigos: 
 Los códigos de walsh, que se encargarán de hacer la multiplexación entre canales  ya 
que son códigos con una perfecta ortogonalidad por lo que en el momento en el que el 
sistema esté sincronizado la correlación cruzada entre códigos de diferentes canales 
será nula y la autocorrelación máxima.  
Código PRN (pseudorandom noise), que nos será útil para la sincronización entre 
emisor y receptor ya que su función de autocorrelación es baja en todos los puntos 
menos cuando se consigue la sincronización. Éste código PRN lo generaremos 
mediante una M-Secuencia que será explicada a continuación. 
Usar los dos códigos tiene otra ventaja adicional y es que podemos diferenciar satélites 
con diferentes emisiones, es decir pueden existir dos satélites emitiendo datos 
diferentes con los mismos códigos de walsh para cada canal y a la misma frecuencia 
pero con diferentes códigos PRN. Así, usando un código u otro podemos elegir de que 
satélite queremos recibir los datos. 
 
Códigos ortogonales de Walsh 
En 1923, J.L Walsh definió un sistema de funciones ortogonales. La característica más 
importante de los códigos de Walsh es la perfecta ortogonalidad entre los códigos, y es 
por ello, que se utilizan en aplicaciones de comunicaciones. [11] 
Las secuencias de Walsh se pueden generar con la ayuda de las denominadas matrices 
de Hadamard, las cuales son matrices cuadradas. Cada fila o columna de una matriz de 
Hadamard es una secuencia de Walsh. Las matrices de Hadamard se pueden calcular 






O lo que es lo mismo, 





Se puede ver con facilidad que todas las columnas y las filas son mutuamente 
ortogonales. Las siguientes propiedades se pueden derivar si se define la secuencia de 
Walsh Wi como la i-ésima fila o columna de una matriz de Hadamard: 
• Las secuencias de Walsh son secuencias binarias con valores de +1 y –1. 
• La longitud de las secuencias de Walsh son siempre potencia de 2. 
• Siempre hay L secuencias diferentes de longitud L. 
• Las secuencias de Walsh son mutuamente ortogonales si están sincronizadas, es 
decir,      . 
• Si dos secuencias de Walsh tienen desplazamiento en el tiempo, la función de 
correlación cruzada puede tomar valores mayores que el pico de la función de 
autocorrelación, el cual es igual a la longitud L de la secuencia. Aunque también es 
posible que la función de correlación cruzada tome un valor de cero incluso cuando 
existe cualquier desplazamiento en el tiempo. 




Las M-Secuencias son generados con un registro lineal de desplazamiento junto a unos 
operadores lógicos apropiados. Dichos operadores realimentan a la entrada del 
registro una combinación de los estados de dos o más de sus registros como se puede 





Figura 2-25. Generador de una M-secuencia. 
 
Las conexiones de los registros al módulo sumador vienen determinadas por el 
polinomio generador de la secuencia PRN, que es de la forma: 
         (2.34) 
Donde Ai es ‘1’ o ‘0’ dependiendo si hay conexión o no con el módulo sumador. El 
estado inicial de los registros es lo que se denomina semilla del código. Los sumadores 
lógicos realizan una OR-Exclusiva (XOR) de los registros para ser realimentados. Para el 
caso de códigos binarios la operación de suma módulo-2 es equivalente a la operación 
XOR. Hay que tener en cuenta que no todos los polinomios generadores producen una 
secuencia PN de máxima longitud, por lo que es necesario consultar tablas estándar 
donde se encuentren las especificaciones. Las M-Secuencias son códigos que tienen la 
máxima longitud realizable con un registro de desplazamiento consistente en N 
casillas, de ahí procede su nombre Máxima-Secuencia. Dicha longitud es . 
Las M-Secuencias están definidas por los denominados polinomios irreducibles o 
primitivos. Para diferentes valores iniciales de las casillas, la M-Secuencia obtenida es 
siempre la misma, la única diferencia es que empieza con un desplazamiento en el 
tiempo llamado fase de código. 
A continuación se pueden ver las propiedades más importantes de las M-Secuencias: 
• Para la función de autocorrelación se puede encontrar: 
                        
(2.35) 
 
si los elementos del código son mapeados a {-1,1}. 
• Hay  unos y  ceros en un periodo de código. 
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• El número de repeticiones (un cierto número de chips consecutivos con el mismo 
valor) de longitud p es  tanto para los ceros como para los unos. 
No hay repeticiones de ceros de longitud N o de unos de longitud N-1. Además, el 
número de repeticiones decrece en potencia de 2 a medida que su longitud crece. La 
distribución estadística de unos y ceros aparenta ser totalmente aleatoria pero está 
bien definida y siempre es la misma. Esta aleatoriedad también se puede ver en la 
forma de la función de autocorrelación, ya que la correlación de una M-Secuencia con 
una versión de ella misma desplazada en el tiempo es casi cero, indicando que los 
valores del código c(i) son estadísticamente independientes. 
• Si una M-Secuencia se suma módulo-2 con una versión de ella misma desplazada en 
el tiempo, el resultado es la misma secuencia de código con un nuevo desplazamiento 
en el tiempo. Si dos M-Secuencias diferentes de igual longitud se suman módulo-2, el 
resultado es una secuencia compuesta de igual longitud. Esta secuencia compuesta es 
diferente para cada combinación de desplazamiento en el tiempo de las secuencias 
originales. Gracias a este resultado se pueden generar un gran número de códigos 
diferentes, así es como se calculan los códigos de la familia Gold en el apartado 4.3.1.3. 
• Se ha demostrado que para todas las M-Secuencias de una determinada longitud, 
sólo unas pocas de ellas tienen unas “buenas” propiedades de correlación cruzada. En 
este contexto “buenas” significa que la correlación cruzada solamente toma tres 
posibles valores: 
 (2.36) 
Donde  denota la parte entera del número real x. Desafortunadamente el número 
de M-Secuencias con estas “buenas” propiedades de correlación cruzada, también 
conocido como mightiness, es muy pequeño y no crece con la longitud de las M-
Secuencias como se puede ver en la siguiente tabla: 
 







A continuación se puede ver un ejemplo de la generación de una secuencia PRN: 
 
Figura 2-27. Esquema de un registro lineal de desplazamiento con semilla 110 
Donde: 
N = 3 
Semilla = 110 
G(X) = 1 + X2 + X3 
L = 7 
Haciendo un seguimiento del circuito se puede ver como la secuencia PN de salida es 
la siguiente: 
0 1 1 1 0 1 0 0 1 1 1 0 1 0 ... 
Se puede ver como la secuencia PN se repite cada 7 chips. 
 
Nuestro sistema utilizará una M-secuencia de longitud 4095 (m=12) truncada a los 










2.5  Costas Loop 
 
Las señales con portadora suprimida, así como sistemas de transmisión digital 
coherente de microondas (BPSK, QPSK, QAM, etc); requieren una demodulación 
coherente con el oscilador local. El término coherente hace referencia al hecho de que 
las señales deben coincidir en frecuencia y tener una fase muy similar, es decir un 
error de fase muy pequeño. 
Cuando con la señal se transmite una señal piloto un simple PLL que enganche con 
dicha señal piloto es suficiente para recuperar la señal portadora en frecuencia y fase. 
Desafortunadamente en sistemas de portadora suprimida no hay piloto y en el 
espectro no existe componente a la frecuencia portadora, por tanto un PLL no puede 
engancharse a algo que no existe. 
Sin embargo en los sistemas de DBL (doble banda lateral) con portadora suprimida, las 
bandas dan información sobre la situación de la portadora. En la Figura 2-28 se 
muestra el circuito necesario para recuperar dicha información, se denomina Costas 
Loop y es ampliamente utilizado en la modulación digital. El circuito se compone de 
dos multiplicadores equilibrados y un detector de fase constituido por un multiplicador 
más. La salida de este detector de fase, después de pasar por un filtro paso bajo, 
controla un oscilador de frecuencia variable. El detector de fase producirá una señal de 
control  proporcional a cualquier desfase del oscilador local respecto de la portadora. 
Esta tensión de control se utiliza para controlar la fase, y por tanto la frecuencia, del 
oscilador local (VCO). Cuando la salida del VCO esté sincronizada en fase y frecuencia 
con la portadora que lleva la señal, el sistema se estabiliza ya que en ese momento la 




Figura 2-28. Circuito de Costas Loop [12] 
Supongamos ahora una situación en la que la señal que genera el VCO no está en fase 
con la señal portadora que se está recibiendo, en tal caso las señales indicadas en la 




dónde wc = 2πf y es la diferencia entre la fase de la señal recibida y la generada por 
















donde  es el valor medio del cuadrado del mensaje, k y k´son dos constantes y 
donde podemos realizar la aproximación  ya que  puede 
considerarse pequeño. La última ecuación indica que la tensión con la que se controla 
el VCO es proporcional al desfase existente entre la portadora que se está generando 
en recepción y la que está llegando por la antena. Se obtiene pues una tensión de 
realimentación que corrige el nombrado error de fase tratando de mantener la 
estabilidad. 
2.6  Canal piloto 
 
Mientras se envía el “broadcast” multimedia mediante los canales de datos, el sistema 
usa el canal piloto para simplificar la sincronización del receptor y transmitir datos de 
control del sistema. El canal piloto tiene tres funciones. El primero es transmitir una 
secuencia de bits específica para la sincronización del frame y su enumeración para 
formar los super-frames. La segunda es para enviar un símbolo piloto. La tercera para 
transmitir datos de control para facilitar las funciones del receptor. Por lo tanto el 
canal piloto tiene un rol importante dentro de nuestro sistema y como el buen 
funcionamiento del mismo depende de la correcta recepción de éste, el canal piloto se 
emite con potencia doble respecto a los demás canales. 
2.6.1 Símbolo Piloto, Frame y Superframe 
 
Un super-frame tiene una duración de 76.5 ms (19584 bits). Cada super-frame está 
compuesto por 6 frames de 12.75 ms (3264 bits) y cada frame se divide en 51 bloques 
de 250 μs (64 bits) compuesto cada uno por 32 bits del denominado símbolo piloto  
(PS-Pilot Symbol)  y 32 bits de la denominada palabra piloto, numeraremos cada 
palabra piloto en orden de aparición dentro del frame, así D1 será la primera en 
aparecer, D2 la segunda y así sucesivamente.  
El símbolo piloto es una secuencia de 32 bits a nivel alto (1’s) y los bits de la palabra 
piloto darán información al receptor. Así por ejemplo D2 nos indica la numeración de 
cada frame dentro del super-frame D1 será una palabra única que no se repetirá en 
ningún otro momento del frame y las demás palabras darán información de control. 
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Es necesario aclarar la estructura de este canal piloto porque en futuros capítulos 
haremos uso de esta distribución para sincronizar el receptor. Toda esta descripción 
queda representada en la Figura 2-29. 
 








3 Simulación del sistema en Matlab 
 
Simularemos todo el sistema Digital System E descrito en el capítulo 2, tanto la 
generación de señal como la demodulación, todo ello en banda base  mediante 
Matlab. Por un lado programaremos un script que nos permita la generación de la 
señal recibida en nuestro receptor y por otro lado programaremos un receptor como 
el que queremos diseñar para la FPGA esto nos ayudará para comprobar los resultados 
que nos irá dando nuestro sistema cuando esté cargada en la placa con los resultados 
de la simulación de matlab, comprobando el correcto funcionamiento del sistema. 
Para ello explicaremos el código del archivo “CORPA_input_base_band_signal.m”  sin 
profundizar demasiado explicando la función de cada línea de código y haciendo 
hincapié en determinadas funciones, todos los códigos utilizados están incluidos en los 
anexos para su estudio en profundidad si así se desea.  
 
 
3.1 Generación de la señal 
 
Generamos la señal de los 30 canales mas el piloto, primero generamos los bits de 
datos aleatorios en los 30 canales y los del piloto, a continuación le pasaremos la 
codificación de canal en este caso el codificador convolucional y el Reed-Solomon, el 
interleaving decidimos no incluirlo en la simulación debido a que genera un retraso 
muy grande en la señal y para comprobar su funcionamiento tendríamos que generar 
una longitud de señal prohibitiva para ser procesadas, aún así se diseñó y comprobó el 
correcto funcionamiento del interleaving pero con retrasos más pequeños que los 
descritos por el ITU-R. Después de generar nuestros bits, los codificaremos con nuestra 
secuencia PRN y luego realizaremos el ensanchamiento de espectro CDMA, cada canal 
se transmite en QPSK por lo que tendremos datos reales e imaginarios. El esquema 
sería similar al comentado en el capítulo de la descripción del sistema y lo podemos 





Figura 3-1. Estructura de generación de señal simulado en Matlab 
 
Por último aunque la generación de la señal es en banda base introducimos un 
pequeño offset en frecuencia debido a posibles errores al pasar la señal a banda base, 
además le agregaremos ruido y una señal interferente para comprobar la robustez del 
sistema. 





CORPA_uncoding_data;%datos sin codificar de todos los canales 
 
Con la primera sentencia borramos todas las variables que puede haber en el 
programa, la función CORPA_baseBandSignals_settings al igual que las funciones que 
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se mencionarán en un futuro pueden ser examinadas en los anexos, su cometido es 
inicializar toda la configuración inicial de nuestro sistema entre otras cosas, el número 
de canales (30 + el piloto), la longitud del frame, el offset de frecuencia, la velocidad de 
chip, las muestras por chip, el factor roll-off del pulso conformador, nuestro código 
prn, los 31 códigos de Walsh utilizados, etc 
La función CORPA_uncoding_data crea un frame de datos de los 30 canales de la parte 




3.1.2 Formación de la señal 
 
[CORPA.Esequence,CORPA.codedData] = CORPA_frame_Esequence_encoding(CORPA); 
 
Esta sentencia codifica los datos, pasa todo los datos por el bloque Reed-Solomon y 
por el codificador convolucional, normaliza la potencia de los canales de datos a 1 y del 
canal piloto a 2, ensancha el espectro de la señal de cada uno de los canales con su 
respectivo código de Walsh y por último codifica todo mediante el código PRN. Una 
vez que tenemos todos los canales tanto de datos como el piloto listos los suma todos 
en una sola señal. La variable CORPA.codedData tendrá en su interior los datos de cada 
uno de los canales codificados de un frame y la variable CORPA.Esequence será la señal 
codificada, expandida y sumada de un frame. Durante la descripción del código iremos 
haciendo la descripción matemática de la generación para la cual empezaremos por 












3.1.3 Expansion de la señal 
 
%extended data 
nex = 3; 
ndata = nex*64; 
dat = CORPA.codedData; 
CORPA.extendedData = [dat(:,end-ndata+1:end) dat dat(:,1:ndata)]; 
 
%extended sequence 
E_seq_frame = CORPA.Esequence.sequence; 
nextension = nex*4096; 
CORPA.Esequence.extendedSequence=[E_seq_frame(end-nextension+1:end) E_seq_frame E_seq_frame(1:nextension)]; 
 
 
Estas instrucciones alargan la señal que teníamos de un frame, añadiendo al principio 
el final de un supuesto frame anterior y añadiendo al final el principio de otro supuesto 
frame. Esto lo haremos para poder comprobar la detección del comienzo de un frame 
que como veremos más tarde, será necesario, realmente la señal quedaría como si 
cogiésemos tres frames repetidos, y nos quedásemos con el del medio entero, un 
trozo del primero y otro trozo del tercero como indica la  Figura 3-2. 
 
Figura 3-2. Extensión del frame 
 
3.1.4 Normalización de potencia 
 




Con esta sentencia calculamos la potencia de la señal y la guardamos en la variable 
power. 




Normalizamos la potencia dividiendo la amplitud de la señal por la raiz cuadrada de la 
potencia calculada en la sentencia anterior. 
3.1.5 Generación y adición de ruido 
 
%Adding noise 
SNR = CORPA.SNRseq; 
sn = sqrt(10^(-SNR/10)); 
lsig = length(CORPA.Esequence.extendedSequence); 
noise = sn*(randn(1,lsig)+j*randn(1,lsig))/sqrt(2); %complex noise with power = sn^2; 
signalBB = CORPA.Esequence.extendedSequence + noise; 
 
Recuperamos el SNR que inicializamos cuando configuramos el sistema que es de 6dB, 
a partir de este dato calculamos el “sn” que será la amplitud del ruido.  
         (0.2) 
 
puesto que la potencia de la señal está normalizada nos queda: 
         (0.3) 
 
como lo que queremos es fijar la SNR, ésta nos determinará la potencia del ruido: 
          (0.4) 
 
la potencia del ruido es igual al cuadrado de la amplitud por lo que la amplitud será: 
          (0.5) 
 
Generamos una secuencia compleja de ruido de longitud igual a la secuencia 
expandida generada y se la sumamos. Esta señal la guardamos en la variable signalBB, 
aquí tendremos nuestra señal final en banda base. 
 






3.1.6 Introducción offset de frecuencia 
 
Cuando el receptor baje la señal recibida a banda base, siempre habrá un pequeño 
error en la frecuencia generando un offset de frecuencia en la señal en banda base ese 
error también será simulado. 
%modulated signal wuith the frequency offset 
offset_freq = CORPA_freqOffset; 
rc = CORPA.settingsDMB.chipRate; 
norm_freq = offset_freq/rc; 
signal = signalBB.*exp(j*2*pi*(norm_freq*[0:lsig-1]+rand(1))); 
 
La frecuencia de offset será de 2 KHz, calculamos la frecuencia normalizada 
dividiéndola por la frecuencia de chip, y añadimos este error de frecuencia a la señal 
en banda base guardándola en la variable signal, se puede ver que a este offset le 
añadimos un pequeño error aleatorio. Así hemos generado la señal tanto en banda 
base “signalBB” como con el offset de frecuencia “signal”. 
 
       (0.7) 
 






3.2  Demodulación de la señal. 
 
En este apartado veremos en líneas generales (como ya hicimos con la generación de 
la señal) cómo demodulamos y recuperamos los datos originales. Estos resultados nos 
serán de gran valor y utilidad en etapas de diseño hardware posteriores para poder 
comparar resultados y comprobar el correcto diseño del sistema. 
3.2.1 Despreading 
 
En primer lugar realizaremos el estrechamiento o des-ensanchamiento de la señal. 
Para comprobar el efecto del offset de frecuencia introducido, haremos el despreading 
tanto a la señal en banda base sin offset como a la que le introdujimos ese Offset. El 
código es el siguiente y como en los demás apartados para ver los código fuentes de 
las funciones empleadas se debe visitar los anexos. 
%despreading without offset 
lpreamb = 0; 
Mseq = CORPA.settingsDMB.Mseq; 
Walsh_codes = CORPA.settingsDMB.WalshCodes; 
data_despread = CORPA_despread_data(Mseq,Walsh_codes,signalBB,lpreamb); 
 
 
%despreading with offset en frecuencia 
data_despread_offset = CORPA_despread_data(Mseq,Walsh_codes,signal,lpreamb); 
 
Simplemente recuperamos la secuencia PRN y las secuencias de Walsh, también 
recuperamos la variable “lpreamb” necesaria para la sincronización de código, 
podemos ver como se realiza el des-ensanchamiento en la función 
CORPA_despread_data.m. 
Para el canal j multiplicamos por la secuencia PRN y por la secuencia de Walsh 
correspondiente al canal j: 
       (0.8) 
 
               (0.9) 
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Después pasamos esta señal por el acumulador sincronizado con el código de Walsh de 
tal forma que nos queda: 
       
(0.10) 
 
como  = 0   nos quedará: 
          (0.11) 
como  entonces   = 64  
 
               (0.12) 
 
Podemos ver las diferencias entre los datos des-ensanchados con el offset y sin el 
Offset. Quedan reflejadas en las siguientes figuras, donde se puede ver claramente la 
sinusoide afectando a los datos en el caso de la señal con el offset. La gráfica superior 




Figura 3-3. Despread data con y sin offset. 
 




Puesto que con el offset de frecuencia no podemos recuperar ningún dato debemos 
recuperar esta frecuencia y volver nuestra señal a banda base, para ello primero 
realizaremos un tracking de fase. Usaremos un PLL, en concreto el costas-loop. 
%Phase tracking 
lw = size(Walsh_codes,2); 
fsr = rc/lw;%decimated sampling rate after despreading 
ifilt = 0; 
 
CORPA_phase_tracking_settings; 
[phase,out,Zf] = costas_loop(data_despread_offset(1,:),Zi0,a,b); 
 
 
Podemos ver en la Figura 3-4 como nuestro PLL va siguiendo la fase correctamente, los 
saltos que aparecen no son en realidad saltos, es debido a que la fase está 
representada módulo 2π y cuando sobrepasamos ese valor volvemos al cero. 
Dibujamos el seguimiento de fase junto a los datos con el offset para poder observar 
como coincide el seguimiento de fase con la sinusoide que se marca en los datos. 
 
 
Figura 3-4. Seguimiento de fase mendiante Costas-Loop. 
 
Una vez tenemos el seguimiento de fase creamos una señal que oscile a estas fases 
cálculadas y buscamos la frecuencia de offset mediante la transformada de Fourier, 
buscando en que frecuencia se encuentra el máximo de esta transformada. 
%frquency offset estimation 
[FF,XX] = CORPA_espectro(exp(j*phase),length(phase)); 
I = find(XX == max(XX)); 




Por último corregimos la señal pasándola a banda base. Y calculamos los datos 
estimados que serán el signo de la parte real e imaginaria 
%phase recovering 
data_despread_recovered = data_despread_offset.* 
exp(-j*kron(ones(size(data_despread_offset,1),1),phase(1:end-1))); 
 
s_est_real = real(data_despread_recovered); 
s_est_imag = imag(data_despread_recovered); 
 
%data detection 
data_est_real = sign(s_est_real); 
data_est_imag = sign(s_est_imag); 
La señal que nos queda después de correguir éste offset será: 
           (0.13) 
puesto que lo que realizamos es una estimación de la frecuencia nos quedará un 
pequeño desfase de error:  
                  (0.14) 
Como podemos ver obtenemos la secuencia de datos inicial del canal j, el escalar que 
va multiplicando no afectará ya que nuestro decisor será la función signo. 
 
 
3.2.3 Detección de frame 
 
Para realizar la decodificación de canal a los datos obtenidos necesitamos identificar el 
inicio de frame, el canal piloto tiene al final de frame una señal pseudoaleatoria 
específicamente diseñada para esto. La función que realiza esta misión está en el 
código CORPA_finding_frame.m, lo que hace es la correlación de esta señal 
pseudoaleatoria con los datos recibidos, la correlación dará su máximo cuando 
coincida con el final de frame. 
%Finding_frame 
distance = 51*64; 
[corr2,cluster,maximos] = CORPA_finding_frame(data_est(1,:),distance); 
init_frame = maximos(1)+1 
init_sequence = maximos(1)*64+1 




Comprobamos la eficiencia de nuestra señal pseudoaleatoria observando la 
correlación, se puede ver claramente que la correlación es baja en toda la señal 
excepto cuando estamos al final del frame en la Figura 3-5. Además comprobamos la 
distancia entre los dos picos, la distancia debe ser justo el tamaño de un frame. El 
primer pico se encuentra en el bit 192 y el segundo en el 3456, por lo tanto la 
diferencia entre los dos picos es de 3456-192=3264 que es justo el tamaño en bit de un 
frame. 
 







Una vez tenemos los datos y conocemos el inicio de frame podemos realizar la 
decodificación. En primer lugar guardamos los datos del frame. 
%estimated frame data  
data_est_frame = data_est(:,init_frame:init_frame+distance-1); 
  
Puesto que el demodulador genera una ambigüedad de π radianes los datos podrían 
estar invertidos en fase, es decir, los unos podrían ser ceros y los ceros unos, para 
solucionar este problema aprovechamos la estructura del canal piloto el cual va 
alternando rachas de 32 ceros con datos, comprobamos que la racha sea de 32 ceros, 
si es así dejamos la señal tal como está si la racha es de 32 unos invertimos todos los 
datos.  
%Determining the sign of the bins(amiguity of pi radians) 
isig = sign(sum(data_est_frame(1,1:32))); 
 
%correcting the ambiguity 
data_est_frame_correct = -isig*data_est_frame; 
 
Nuestra señal ahora mismo está compuesta por 1 y -1, para realizar la decodificación 
tenemos que pasarla a 1 y 0. 
%converting to bits 
data_real = (1-sign(real(data_est_frame_correct(2:31,:))))/2; 
data_imaginary = (1-sign(imag(data_est_frame_correct(2:31,:))))/2; 
data_pilot = (1-sign(real(data_est_frame_correct(1,:)))); 
 
Por último decodificamos el frame, primero pasamos los datos por un decodificador de 
viterbi para deshacer la codificación convolucional y después por el decodificador Reed 
Solomon. 
%Convolutional and Reed Salomon decoding 
decoded.realData = CORPA_frame_data_decoding(data_real); 
decoded.imaginaryData = CORPA_frame_data_decoding(data_imaginary); 




3.2.5 Comprobación de errores 
 
Puesto que al generar la señal introdujimos ruido, una señal interferente y un offset de 
frecuencia es de esperar que los datos recibidos deben contener algunos errores. 
Comprobaremos cuantos errores fueron introducidos por el canal y con qué 
probabilidad los ha resuelto la codificación. 
Primero comprobamos los errores comparando los datos codificados antes y después 
de pasar por el canal, de todos los canales. 
%Coded data errors 
nerrors_coded_data = length(find(data_est_frame_correct ~= CORPA.codedData));  
  
Después de ejecutar esta instrucción comprobamos que el número total de errores es 
de 1001 en una realización, éste número cambiará en cada generación de la señal que 
se ejecute ya que estos errores son aleatorios. 
Para comprobar la robustez del sistema solo nos queda comprobar cuántos de esos 
errores se corrigen, para ello tenemos las siguientes instrucciones comprobando la 
parte real e imaginaria de los canales de datos y los datos del piloto. 
%Uncoded data errors 
nerrors_real_uncodedData = length(find(CORPA.uncoded.realData~=decoded.realData)) 
nerrors_imaginary_uncodedData = length(find(CORPA.uncoded.imaginaryData~=decoded.imaginaryData)) 
nerrors_pilot_uncodedData = length(find(CORPA.uncoded.pilotData~=decoded.pilotData)) 
 
Observamos el número de errores después de la codificación y resulta que no 
obtenemos ninguno, el sistema se encargó de corregir todos los errores en esta 
realización, poniendo en manifiesto la robustez de la codificación que por otra parte 
era previsible ya que más de la mitad de los bits codificados son redundantes para este 
fin. Además faltaría el interleaving que lo simulamos aparte pero no con todo el 
sistema ya que introduce un retardo tan grande (2.357 segundos) que necesitaríamos 
demasiada memoria para comprobar la robustez del sistema ante desvanecimientos 
lentos, pero teóricamente podría soportar desvanecimientos de hasta 1.2 segundos de 
duración. 
Para hacer un estudio en profundidad de esta robustez podemos realizamos más de 
100 realizaciones modificando el SNR y comprobando el número de errores que se 




















Figura 3-7. BER del sistema con la codificación correctora de errores. 
 
Para obtener una visualización clara de la mejora con la introducción de los códigos 
correctores superpondremos las dos gráficas obteniendo en azul la BER (Bit Error Rate) 











4 Diseño del receptor 
 
Una vez estudiada la base teórica de nuestro sistema de transmisión CDMA y del 
diseño de la generación de la señal y de su demodulación mediante las simulaciones 
en Matlab, es el momento de comenzar su diseño en el lenguaje VHDL para su 
posterior implementación en la FPGA. Usaremos una demodulación lo más parecida 
posible  a la realizada en Matlab con las diferencias evidentes debidas a las 
limitaciones de la FPGA (cuantificación, ahorro de recursos, etc). 
A continuación explicaremos paso a paso la demodulación de la señal, primero 
explicaremos cada uno de los bloques que usaremos para la demodulación y por 
último analizaremos cómo evoluciona la señal modulada hasta obtener los bits.   
Durante todo el proceso de demodulación se usará lógica inversa usando nivel bajo 
para representar 1’s y nivel alto para representar 0’s. No tendremos que preocuparnos 
con esto ya que como para comprobar el funcionamiento del sistema iremos 
comparando los resultados con Matlab, estos últimos ya están en lógica inversa para 




4.1  Secuencia PRN 
 
Como ya vimos en la descripción del sistema nuestro código de modulación CDMA es 
una combinación de código PRN generado mediante una M-Secuencia truncada y 
código de walsh por lo que para la correcta demodulación del sistema debemos 





Figura 4-1. Bloque secuencia PRN. 
 
4.1.1 Entradas y salidas 
 
CLK: Reloj del sistema a 16,384 MHz 
Ready: Señal auxiliar, puesto que la sincronización de código nos viene dado, esta 
señal de entrada será la encargada de avisar al bloque que comience a funcionar. 
Activándose a nivel alto (‘1’). 
Data_in(7:0): Bus de ocho bits, serán los datos de entrada o reales o imaginarios. 
Data_out(7:0): Bus de ocho bits, serán los mismos datos de entrada pero multiplicados 
por la secuencia PRN. 
4.1.2 Descripción del funcionamiento 
 
Este bloque de funcionamiento sencillo espera que se active la señal ready que 
indicará que la sincronización de código es correcta y en cada golpe de reloj la salida 
será la misma que la entrada con o sin el signo cambiado dependiendo de si tenemos 
en ese momento un ‘1’ o un ‘0’ en la secuencia pseudoaleatoria que el mismo bloque 
generará internamente. Si en ese instante la secuencia PRN toma el valor ‘1’ no se 
modificaran los datos de entrada pero si toma un valor ‘0’ el bloque realiza un cambio 
de signo, al trabajar con complemento a dos, lo realizará negando cada uno de los bits 
y luego sumándole uno. 
Algoritmo simplificado: 
-Esperamos a que ready esté activado 
 -Esperamos a que la señal de reloj cambio de ‘0’ a ‘1’ 
  -Comprobamos la secuencia PRN 
   -Si tenemos un ‘1’ dejamos la señal igual 
   -Si tenemos un ‘0’ cambiamos de signo la señal de entrada 
  -Actualizamos secuencia PRN 
4.1.3 Simulación 
 
A continuación mostramos una simulación realizada con el programa Xilinx ISE. Tanto 
ésta como las siguiente simulaciones mostradas se han realizado de la misma manera: 
generamos la señal del satélite mediante un script de matlab, cuantificamos esta señal 
a 8 bits y lo guardamos en un archivo. El test bench encargado de la simulación irá 
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leyendo en cada golpe de reloj los datos entrantes del archivo mencionado. Para la 
correcta interpretación de la simulación necesitamos saber cuál es el código PRN 





Figura 4-2. Simulación bloque secuencia PRN. 
 
 Podemos observar como cuando la secuencia PRN tiene el valor 0 los datos de 
salida son los mismos que los de entrada sin alterar nada sin embargo cuando 
corresponde a un 1 el código PRN la salida es la misma que la entrada pero 
multiplicado por -1, también observamos que el bloque introduce un retardo de un 
golpe de reloj, esto lo tenemos que tener en cuenta al concatenar los siguientes 




4.2 Secuencia Walsh 
 
Puesto que la multiplexación de cada canal se hace mediante CDMA, necesitaremos la 
secuencia de Walsh del canal deseado para “des-ensanchar” el espectro y obtener la 




Figura 4-3. Bloque secuencia de Walsh 
 
4.2.1 Entradas y Salidas 
CLK: Reloj del sistema a 16,384 MHz. 
Ready: Señal de control, indica cuando se realiza la sincronización de código activa a 
nivel alto. 
Data_in(7:0): Bus de datos de entrada de 8 bits. 
Data_out(7:0): Bus de datos de salida de 8 bits. 
 
 
4.2.2 Descripción del funcionamiento 
 
El funcionamiento de este bloque es muy similar al de la secuencia de prn. Como vimos 
en la parte teórica, tenemos que multiplicar la señal de entrada por el código 
correspondiente de Walsh, dependiendo del canal seleccionado. El código de Walsh 
será una serie de 1 y -1, por lo tanto al igual que en el bloque de prn, cuando tengamos 
un 1 dejaremos la señal de salida idéntica a la de entrada y cuando tengamos un -1, 
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cambiaremos el signo de la señal de entrada, al estar en complemento a 2 solo 
tendremos que negar la señal y sumarle uno. 
 
Algoritmo simplificado: 
-Esperamos a que ready esté activado 
 -Esperamos a que la señal de reloj cambio de ‘0’ a ‘1’ 
  -Comprobamos la secuencia Walsh 
   -Si tenemos un ‘1’ dejamos la señal igual 
   -Si tenemos un ‘-1’ cambiamos de signo la señal de entrada 





A continuación se puede observar la simulación del bloque, como podemos ver la 
salida del bloque de secuencia PRN es la entrada del bloque de Walsh y al tener los dos 
el mismo “ready” debemos tenerlo en cuenta ya que los datos llegarán con un golpe 
de reloj más tarde que el Reddy. Estas consideraciones se han tenido en cuenta en el 
diseño de este bloque para su correcto funcionamiento. Para comprobar que funciona 
correctamente el bloque hay que saber que el código de Walsh utilizado fue el del 
canal piloto. 
Código de Walsh: "1010101010101010101010101…" 
 
 
Figura 4-4. Simulacion bloques secuencia PRN y secuencia Walsh. 
 
El funcionamiento es correcto pero volvemos a observar que este bloque introduce 
otro retraso de un golpe de reloj que habrá que tener en cuenta en los bloques 
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posteriores junto a los retrasos anteriores, en concreto tendremos un retraso de dos 




4.3  Acumulador 
 
Como ya dijimos el acumulador es el encargado junto al bloque de secuencia de Walsh 
de la demultiplexación por código del canal deseado. 
 
Figura 4-5. Bloque Acumulador 
4.3.1 Entradas y Salidas 
 
CLK: reloj del sistema a 16,384 MHz. 
Enable: señal de control indica cuando comienza la sincronización de código. 
Data_in(7:0): bus de  datos de entrada de 8 bits del bloque, estarán conectados con los 
datos de salida de la secuencia de Walsh. 
Data_out_bit: datos de salida, serán los bits demadulados del canal seleccionado. 
Data_out(14:0): bus de datos de salida de 15 bits, es el resultado del acumulador su 
uso es para debugar y comprobar el funcionamiento, realmente no se usará en 
bloques posteriores. 
Clk_out, clk1_out, clk2_out, clk3_out: clk’s auxiliares sincronizados con los datos de 
salida desfasados en π/2 cada uno, mientras que el reloj del sistema funciona a tasa de 
chip, estos relojes funcionaran a tasa de bit, 64 veces más lento (longitud de código de 
Walsh). Para una visualización más clara del funcionamiento de estos relojes podemos 





Figura 4-6. Relojes a velocidad de bit desfasados π/2 
4.3.2 Descripción del funcionamiento 
 
El acumulador hace la suma de los 64 chips que recibe del bloque secuencia de Walsh, 
y dependiendo del signo del resultado la salida data_out_bit será un 1 o un 0. 
Algoritmo simplificado: 
-Esperamos a que ready esté activado 
 -Dividimos la frecuencia de reloj por 64 creando los cuatro relojes de salida.  
-Esperamos a que la señal de reloj cambie de ‘0’ a ‘1’ 
-Cada golpe de reloj aumentamos un contador de 0 a 63 que nos indicará cuando tenemos acumulados todos los 
chips 
  -Acumulamos los data_in en la variable data_out(14:0) 
  -Si el contador nos indica que ya tenemos los 64 bits acumulados: 
-Comprobamos el signo del data_out(14:0) si es positivo por data_out_bit  tendremos un 1 y si es negativo un 0. 




Primero comprobamos que el acumulador funciona de forma correcta, comprobando 
que realmente los valores se van acumulando y la salida después de sumar los 64 bits 




Figura 4-7. Simulacion PRN, WALSH y Acumulador. 
  
  
Como podemos ver en la Figura 4-7 la variable tmp(14:0) va acumulando los valores de 
data_in, el contador count es el encargado de indicarnos cuando se han sumado los 64 
chips y cuando vuelve a uno vemos que la salida cambia de cero a uno, ya que la suma 
acumulada es positiva (737 concretamente).  
Para comprobar el funcionamiento del reloj de salida y de los tres bloques comentados 
juntos (prn + Walsh + acumulador) introducimos como dijimos una señal similar a la 
recibida desde el satélite modelada con matlab, comprobamos la salida de los bits y 
comparamos con la que teníamos en matlab. 
 
 
Figura 4-8. Datos canal piloto, simulaciones circuito vs modelado matlab 
 
Podemos observar que los datos del canal piloto conseguidos simulando la 
demodulación CDMA y los generados mediante matlab, coinciden totalmente, y ahora 





4.4  Correlador de Frame 
 
Una vez tenemos los bits que nos entrega el acumulador necesitamos decodificar la 
señal ya que previamente pasó por el codificador convolucional y el Reed-Solomon, el 
decodificador convolucional no tiene ningún problema, pero el decodificador de Reed-
Solomon al usar una codificación de bloque, necesitamos saber el inicio de bloque que 
coincidirá con el inicio de frame. Por lo tanto necesitamos un sistema que nos detecte 
el comienzo de frame, para conseguirlo debemos estudiar el final de frame del canal 
piloto. 
El canal piloto irá alternando 32 bits a nivel bajo (1’s) y 32 bits de control codificados, 
pero el total de datos de control no será suficiente para ocupar todo el frame por lo 
que dispondremos de unos “huecos” libres en el frame que usaremos para realizar la 
sincronización de frame en concreto los 192 últimos bits del frame. De estos 192 bits 
96 de ellos serán tres bloques de 32 unos como indicamos anteriormente y los otros 
tres bloques de 32 bits serán una secuencia pseudoaleatoria generada con un sistema 
de registros de desplazamiento diseñada para que la correlación con el resto de la 
señal sea baja. En concreto los 96 bits pseudoaleatorios los generamos con el circuito 
cuya descripción vectorial tiene la forma [0 0 0 1 0 0 1] e inicializado con unos en su 




Figura 4-9. Detección de inicio de frame 
Mediante la simulación en Matlab comprobamos que las propiedades del código usado 
son correctas. Para ello correlamos estos 192 bits con toda la señal y observamos 
como el sistema detecta el principio de cada frame con unos picos elevados de 
correlación como vemos en la gráfica anterior, Figura 4-9. 
Nuestro diseño del correlador de frame en VHDL, para su implementación en la FPGA, 
además de realizar la detección de frame se ha diseñado de tal manera que nos 
solucione el problema de la ambigüedad de pi radianes que sufre nuestro PLL a la hora 
de hacer la democulación BPSK y QPSK. El modo de solucionarlo es hacer dos 
correlaciones, una con los datos originales y otra con los datos negados, la rama cuya 
correlación alcance el umbral exigido para la detección de frame será la deseada y 
descartaremos la otra rama 
 
4.4.1 Entradas y salidas 
 
 
Figura 4-10. Correlador de frame 
Data_in: bits de datos provenientes del acumulador 
Clk: reloj generado en el acumulador cuya tasa es la misma que la de bit. 
Data_out1(8:0) y data_out2(8:0): resultado de la correlación de cada una de las ramas. 
Corr1act y corr2act: indicadores que se activan con un 1 cuando se alcanza el umbral 




4.4.2 Esquema de diseño 
 
 
Figura 4-11. Esquema de diseño del detector de frame 
 
Como podemos ver en la figura Figura 4-11 nuestro detector de frame consta de tres 
bloques básicos, un correlador de frame, un par de contadores de bits, y un par de 
comparadores. A continuación explicaremos le funcionamiento de cada uno de ellos 
con más profundidad, pero a modo de presentación podemos decir que el correlador 
de frame será el encargado de correlar la señal junto al contador de bits y el 
comparador servirá para detectar cuando nuestra correlación pasa el umbral límite 
que nos indica el principio de frame. 
 
4.4.3 Correlador de frame 
 
El funcionamiento del correlador de frame es sencillo, internamente dispone de dos 
registros de 192 bits uno será fijo con la señal de muestra girada que iremos 
correlando con los datos que vamos recibiendo, el otro irá actualizándose. A cada 
golpe de reloj, los 191 primeros bits se desplazarán hacia la derecha y actualizaremos 
el bit de mayor peso con el nuevo bit adquirido. Cada uno de los bits de los dos 
registros estarán conectados con una puerta lógica XOR, generando una salida de 192 
bits donde habrá un uno en cada uno de los bits que coinciden y un cero en los que no 
coinciden, de esta forma solo nos quedará contar el número total de unos de nuestro 
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vector de salida para cuantificar la correlación entre los dos registros. Un esquema 
aproximado es el que podemos ver en la Figura 4-12. 
 
 
Figura 4-12. Esquema de correlador 
 
Como ya dijimos este esquema se repite y en vez de un registro donde guardar la señal 
tenemos dos, en uno guardamos la señal original y en el otro la negada y en ambas 
realizamos el xor con el registro donde guardamos la secuencia de muestra, así 
resolvemos el problema de la ambigüedad de pi en la fase. 
 
Figura 4-13. Bloque correlador 
4.4.4 Contador de bits 
 
El contador de bits es el bloque encargado de cuantificar la correlación calculada por el 
bloque correlador, para ello le entregaremos los 192 bits resultantes de la operación 
xor y el bloque contará la cantidad de ‘1’s que hay en ella, así cuantificaremos el 




Figura 4-14. Bloque contador de bits 
Para la realización de este bloque se han diseñado múltiples subbloques que van 
contando el numero de unos por separado y luego sumándolos entre si, el esquema de 




Figura 4-15. Esquema de diseño contador de bits. 
 
 
 El bloque cuentabits cuenta el numero de unos que hay en el vector de 32 bits que 
recibe y a su vez está construido con mas bloques similares y la idea es la misma: 
primero sumamos de dos en dos, luego ese resultado lo sumamos al de los demás 




Figura 4-16. Simulación contador de bits. 
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Simulamos el contador de bits introduciéndole datos de entrada con un número de 
unos conocido y comprobamos que el bloque funciona correctamente, pues que el 
vector es de 192 no se puede visualizar bien correcto funcionamiento del sistema y por 




Figura 4-17. Bloque comparador 
 
El bloque comparador dispone de una entrada y una salida, la entrada será la salida del 
contador de bits y será un numero del 0 al 192 que indicará el número de bits el 
bloque comparará este número con el del umbral programable y que guarda en 
memoria. La salida a_gt_b nos indica cuando la entrada es mayor que el umbral y por 




Para la simulación de todo el sistema agregamos este último bloque al de prn, Walsh y 
acumulador, introducimos señal en banda base cuantificada que leemos de un archivo 
generado con matlab y comprobamos que funcione todo correctamente y si detecta el 
inicio de frame correctamente. 
 
 




Como podemos ver en la Figura 4-18 cuando el contador de bits alcanza la cifra 192, 
que está por encima de nuestro umbral la señal corr1act se activa indicando el 
principio del frame, también podemos observar la dualidad del bloque comprobando 
que el otro brazo del sistema calcula la correlación de la señal negada y que la suma de 
las dos siempre da 192 como era de esperar. 
Si alejamos el zoom de la señal vemos el trozo de señal correspondiente al final de 
frame pero para comprobarlo podemos hacerlo de una forma precisa comprobando la 
diferencia de tiempos entre que empiezan a transmitirse los datos y el principio de 
frame. Dividiendo entre el tiempo de cada bit podemos saber en qué bit se encuentra 
el principio de frame y comprobarlo con las simulaciones realizadas en matlab. En la 
Figura 4-19 podemos ver que el tiempo entre que empezamos a enviar datos hasta 
detectar el inicio de frame es de 247.1μs. Sabiendo que el periodo de cada ciclo de 
reloj es de 20ns y que cada 64 ciclos de reloj tenemos un bit, tendremos un bit cada 
1.28μs. Si ahora dividimos 247.1 entre 1.28 descubrimos que el principio de frame en 
nuestra simulación se situa en el bit 193. Hay que tener encuenta que aunque los bits 
finales el sistema los manda correctamente, durante todos estos bloques se usará 
lógica inversa por lo que aunque veamos que las secuencias son de 32 bits a nivel bajo 
la señal es correcta. 
 
 
Figura 4-19. Simulación prn, Walsh, acumulador y detector de frame 2. 
 
Ahora solo nos hace falta saber en que bit se situaba el principio de frame simulado en 
matlab y comprobar que coincida para ello hacemos un zoom en la Figura 4-9. 





Figura 4-20. Zoom detección de inicio de fame. 
Vemos que no coincide exactamente mientras que en matlab la detección se realizaba 
en el bit 192 en nuestra simulación se realiza en el 193, esto no es de importancia ya 
que el error de un bit viene dado por el retraso de la señal y no por el mal 
funcionamiento del sistema. De hecho lo que nos indica esta gráfica es donde se sitúa 
el último bit de frame por lo tanto el inicio de frame si que es en la muestra 193 como 




4.5 Costas Loop 
 
Con los bloques descritos anteriormente sería suficiente para construir el 
demodulador si la señal recibida estuviera en banda base sin ningún error de 
frecuencia. Esto sería una situación ideal pero todo conversor a banda base introducirá 
un  offset de frecuencia a la señal. Esta situación como ya comentamos anteriormente 
la modelamos en la generación de la señal con Matlab, pudiendo ver  el efecto de este 




Figura 4-21. Datos sin offset vs con offset. 
 
 
Para corregir este efecto usaremos el denominado Costas Loop. Le aplicaremos este 
bloque a la señal piloto BPSK y usaremos la fase que nos dé para corregir el offset de 
los demás canales ya que el error será el mismo en todos los canales, debido a que 
provienen del mismo transmisor. El Costas Loop nos proporcionará una ambigüedad 
de π radianes, pero de este efecto se ocupa el bloque detector de frame, el cual nos 





4.5.1 Entradas y Salidas 
 
 
Figura 4-22. Bloque Costas Loop 
 
Clk_fast: es una señal de reloj a frecuencia de chip, el reloj del sistema que hemos 
estado usando todo el diseño anterior. 
Clk1, clk2, clk3: son 3 de los 4 relojes a velocidad de bit que generaba el bloque 
acumulador, nos serviremos de ellos para conseguir que el funcionamiento del Costas 
Loop sea secuencial. 
Ready: señal de control activa a nivel alto. 
Data_in_real (14:0), data_in_imag(14:0): bus de datos reales e imaginarios que nos 
proporciona el bloque acumulador. 
Angulo(7:0): fase de la señal que nos calcula el Costas Loop cuantificada a 8 bits. 
Seno(10:0), coseno(10:0): seno y coseno de la fase calculada cuantificados a 11 bits. 
Real_out(26:0), imag_out(26:0): Componentes real e imaginaria en banda base de los 






4.5.2 Esquema de Diseño 
 
Figura 4-23. Schematics del bloque Costas Loop. 
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El funcionamiento del Costas Loop digital es simple, se trata de discretizar el sistema 
analógico. Nuestra señal será la del canal piloto por lo que hablamos de una señal 
BPSK con un offset de frecuencia , la fase de  al ser una señal BPSK, 
será siempre aproximadamente 0 o π y  es el offset en cada una de las muestras.  
El multiplicador complejo realiza la operación: 
             (0.1) 
donde   es el ángulo que sale del filtro inicializado a 0 y que se va modificando en 
cada iteración. 
Los siguientes bloques son los encargados de calcular la fase de la señal que acabamos 
de describir que sería: 
           (0.2) 
Puesto que la forma de calcular la fase es mediante el  el resultado del 
cálculo de ángulo no va a depender de la información de la señal BPSK, en cambio 
nuestro Lazo de Costas introducirá una incertidumbre de π radianes que supondría un 
giro de todos los datos, pero ese problema se solucionará mediante el bloque 
correlador y no nos preocupa por el momento. La salida del bloque cálculo de ángulo 
nos dará: 
            (0.3) 
que llamaremos error de fase. Éste error de fase pasará por un filtro paso bajo IIR que 
realimentará el circuito permitiendo que a cada iteración éste error sea menor. 
Podemos dividir los cálculos que se han de realizar en cuatro: captura de datos, 
multiplicación compleja, cálculo del ángulo, filtro. Estas cuatro fases deben realizarse 
de forma secuencial en el orden que se han enunciado para ello usaremos los relojes a 
velocidad de bit desfasados π/2 que generaba el bloque acumulador, cada una de las 









Figura 4-24. Bloque multiplicador complejo 
 
 
Éste bloque multiplica dos números complejos uno de ellos es la señal de entrada 
(real_in, imag_in) y el otro es  cuya parte real es el  y su parte 
imaginaria es  por eso tienen ese nombre las otras dos entradas del 
bloque.  
      (0.4) 
    (0.5) 
 
Se puede ver el buen funcionamiento de este bloque en la Figura 4-25 comprobando 
calculadora en mano que se cumplen las ecuaciones (3.4) y (3.5). 
 
 







Figura 4-26. Bloque Truncador 
Debido a que el posterior cálculo del ángulo lo realizaremos mediante una look-up 
table y con el fin de ahorrar recursos de la placa (memoria en este caso), 
aprovechándonos de las características de la forma que tiene la función  
realizaremos un truncamiento inteligente de la parte real e imaginaria y como lo que 
nos importa es la relación , este truncamiento afectara casi igual a las dos 
señales por lo que el error que introduciremos con este recurso será despreciable 
mientras que el ahorro de memoria será considerable. 
La forma en la que realiza el truncamiento este bloque es sencilla, lo explicaremos 
mediante un ejemplo. Primero calcula cual de las dos señales tiene un valor absoluto 
mayor.  
 in1 = “111111101010101011010101011”            in1= -698709 
Abs(in1) = “000000010101010100101010101”    Abs(in1) = 698709 
in2 = “000000000010110111110100100”              in2 = 94116 
Abs(in2)= “000000000010110111110100100”      Abs(in2) = 94116 
En este caso sería in1. A continuación truncamos la señal a los 8 bits más significativos 
de la entrada con valor absoluto mayor eliminando todos los ceros a la izquierda 
menos el primero que será el que nos indique el signo.   
         in1 = “111111101010101011010101011”    
Abs(in1) = “000000010101010100101010101”    
         in2 = “000000000010110111110100100”            
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Abs(in2)= “000000000010110111110100100”                    
out1 = “10101010” out1 = -86 out2 = “00001011” out2 = 11 
Podemos ver el error que introducimos en este caso concreto de la siguiente manera: 
Sin truncamiento:  
Con truncamiento:   
El error en este caso sería de , este error no afectará al buen 
funcionamiento de nuestro sistema. 
Podemos también calcular el error máximo que introduciremos con este truncamiento. 
Para ello tenemos que ponernos en el peor caso que sería en el que la diferencia entre 
los dos números sea mayor y en la parte de la función dónde esa diferencia se ve más 
afectada. Ya que la función es el arco-tangente, la parte con más pendiente será los 
cercanos a cero, por lo que calcularemos el error en el caso de que tengamos la parte 
imaginaria igual a 0, así forzamos que imag/real sea también cero. Por otro lado 
buscamos el caso en el que la parte real sea menor en estas circunstancias, así la 
división será mayor. Por el funcionamiento del truncador, ésta será cuando la salida de 
la parte real sea “01000000” y para que el error sea máximo, sólo nos queda por forzar 
que estos bits truncados sean los más significativos y que la diferencia entre los bits 
que eliminamos sea máxima, así tendremos estos dos datos en el caso extremo: 
Parte_imag = “000000001111111111111111111”= 524287 
Parte_real = “010000000000000000000000000” = 33554432 
Actg (imag/real)= 0.0156 radianes 
Con el truncador, el resultado que nos da es de 0 radianes, por lo que el error máximo 
será de 0.0156 radianes, sigue sin ser un error significativo y no influirá al 
funcionamiento, además las probabilidades de que se produzca este error son muy 
bajas. [13] 
Para calcular la cantidad de memoria que usamos debemos analizar el bloque cálculo 
de ángulo: 
Para dos entradas de 8 bits cada una y  el resultado cuantificado a 8 bits, que es la 
solución elegida necesitamos almacenar 16.384 (2^14) palabras de 8 bits, es decir 
16.384 bytes, o si se prefiere 16 kbytes. Para dos entradas de 27 bits necesitaríamos 
una cantidad de memoria ingente si quisiéramos optar por la misma solución para el 
cálculo del arco-tangente. 
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Por todo esto consideramos que la solución del cálculo del arcotangente truncando los 
datos de entrada será una solución válida y eficiente.  
Un ejemplo de la simulación que corrobora el buen funcionamiento de este bloque lo 
podemos ver en la Figura 4-27 dónde como datos de entrada tenemos justo el ejemplo 
explicado anteriormente. 
 
Figura 4-27. Simulación del truncador 
 
4.5.5 Complemento a2 a modulo-signo 
 
 
Figura 4-28. ca2 to mod_sig bloque 
 
El funcionamiento de esta caja es una conversión simple de complemento a 2 a 
módulo signo, la forma de hacerlo consiste en mirar si el numero es positivo o 
negativo, si es positivo la salida es igual que la entrada ya que los números positivos se 
representan de la misma manera. Si el número de entrada es negativo, calculamos el 
valor absoluto negando todos los bits y sumándole uno y la salida será ese número 
pero con el número más significativo cambiado a 1. 
La motivación de la existencia de este conversor es que nos simplifica mucho el trabajo 
para el siguiente bloque. 
La simulación la encontramos en la Figura 4-29 comprobando el correcto 





Figura 4-29. Simulación de la conversión complemento a2 a nomenclatura módulo-signo 
4.5.6 Cálculo de ángulo 
 
 
Figura 4-30. Bloque cálculo de ángulo 
 
Necesitamos calcular el , éste cálculo lo realiza el bloque cálculo de 
ángulo, la forma de hacerlo es simple, mantenemos en memoria los resultados para 
cada una de las combinaciones posibles de los datos reales e imaginarios y 
dependiendo de estas entradas sacaremos el ángulo correspondiente. Para ahorrarnos 
memoria, nos aprovecharemos de que la función arco-tangente es impar, por lo que 
solo guardaremos en memoria los resultados positivos; los datos de entrada al estar en 
notación módulo signo nos simplifica el trabajo. Así, calculamos con la memoria el 
arcotangente del módulo de la división y luego mirando los bits más significativos de 
cada bus de entrada invertimos el resultado, si estos dos bits difieren, o lo dejamos 
igual, si estos dos bits son iguales. Para crear este bloque se ha programado un sencillo 
script en matlab calculando cada valor de salida correspondiente a cada uno de los 
posibles valores de entrada y escribiéndolos en el mismo *.vhdl . 
Podemos analizar el correcto funcionamiento del bloque con la siguiente simulación 
representada en la Figura 4-31 dónde out1 es la parte real y out2 la parte imaginaria y 
angulo_out el resultado de arctg(out2/out1). Comprobamos si el resultado es correcto: 
 
si cuantificamos este resultado a 8 bits teniendo en cuenta que el rango de resultados 
es de –π a π vemos que el resultado es  por lo que la 




Figura 4-31. Simulación cálculo de ángulo 
 
4.5.7 Filtro IIR 
 
 
Figura 4-32. Bloque filtro 
 
El filtro elegido es un filtro IIR paso bajo. Éste filtro realimentado se encargará de hacer 
el seguimiento de la fase, haciendo que la fase de error (ec.(3.3)) busque el cero. Las 
ecuaciones que definen al filtro son las siguientes: 
 
                (0.6) 
 
En el dominio de la transformada Z la ecuación del filtro es: 
                  (0.7) 
La respuesta frecuencial en módulo y fase de este filtro queda representada en la 




Figura 4-33. Módulo de la respuesta frecuencial del filtro IIR. 
 
Figura 4-34. Fase de la respuesta frecuencial del filtro IIR. 
 
 




Figura 4-35. Esquema de filtro IIR simplificado 
 
 
Los bloques  son retardadores, guardan en un buffer la señal de entrada y en el 
siguiente golpe de reloj la ponen en la salida. 
Los coeficientes se han diseñado para que la implementación del filtro sea la mas 
sencilla posible. Así los coeficientes 0.5, como lo que tenemos que hacer es dividir 
entre dos lo único que hacemos es un desplazamiento de los bits a la derecha y cuando 
multiplicamos por dos los desplazamos hacia la izquierda, el coeficiente negativo al 
tratarse de números en complemento a 2 negaremos la señal y le sumaremos uno. 
Para comprobar el resultado correcto del bloque en su lugar pondremos los resultados 
obtenidos con una señal conocida de entrada y los mismos resultados con el filtro 
diseñado en matlab comprobando si las salidas coinciden. Además podemos ver en la 
captura de la simulación, Figura 4-36, los primeros datos de la salida. 
 
 
Figura 4-36. Simulación filtro 
 
Datos de entrada:  
X = [0, 0, -5, 3, -6, 10, -3, 4, 8, 0, -8, -2] 
Datos de salida VHDL: 
Y= [0, -3, -2, -5, 0, -2, 0, 4, 4, 0, -1] 
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Datos de salida Matlab: 
Y= [0, -2.5, -1, -4, 1, -0.5, 1.5, 5.5, 5.5, 1.5, 0.5] 
La diferencia entre los dos resultados es debida a que al dividir por dos en el filtro 
realizado en vhdl perdemos la última cifra binaria y eso va generando un error que 
provoca que el filtro no se comporte igual que el de matlab, aún así como ya veremos 
en la simulación del Costas Loop este error al ser un circuito realimentado no se va a ir 








Figura 4-37. Bloques seno y coseno 
 
 
Estos dos bloques funcionan de forma similar, mediante un script programado en 
matlab creamos una look-up table dónde introduciendo el ángulo cuantificado a 8 bits 
asigna el seno y el coseno cuantificado en 11 bits. Aprovechando la simetría de los 
distintos cuadrantes de una forma de onda sinusoidal, lo que hacemos es almacenar 
solamente el primer cuadrante de una sinusoide y, a partir de éste, generaremos los 
valores del seno y el coseno. Esta forma de implementación hará mucho más eficiente 
nuestro diseño, ya que reduciremos considerablemente la memoria utilizada en la 
FPGA, haciendo que la memoria necesaria sea 4 veces menor y sólo se guarde un único 
cuadrante de las dos formas de onda.  
 
 





Pondremos las operaciones que debemos realizar para el cálculo del valor a partir del 
cuadrante seleccionado para el caso del coseno. 
Primero dividiremos la onda en 4 cuadrantes: 
1- De 0 a π/2 
2- De π/2 a π 
3- De π a 3π/2 
4- De 3π/2 a 2π 
Los datos guardados en memoria son los valores para las entradas de cuadrante 1 (x1) 
por lo que todos los datos de entrada pertenecientes a ese rango de valores no 
necesitarán ninguna modificación. 
Los valores que detectemos que se encuentran en el cuadrante 2 (x2) modificaremos 
su valor a π - x2 calcularemos su valor almacenado en memoria y lo multiplicaremos 
por -1. 
Los valores que detectemos que se encuentran en el cuadrante 3 (x3) modificaremos 
su valor a x3 – π calcularemos su valor almacenado en memoria y lo multiplicaremos 
por -1. 
Los valores que detectemos que se encuentran en el cuadrante 4 (x4) modificaremos 





Para la simulación de estos dos bloques hay que tener en cuenta que tanto el ángulo 
de entrada está cuantificado como el resultado por lo que para comprobar el 
funcionamiento correcto debemos hacer las pertinentes conversiones de los datos 
recogidos en la Figura 4-39. 
 
 




Veamos por ejemplo el instante en el que el ángulo vale 21, en radiantes realizando la 
conversión de cuantificación sería:   
Si ahora calculamos el seno y el coseno obtendremos lo siguiente: 
 
 
Vemos que los resultados coinciden aunque hay unos pequeños errores de 







4.5.9 Simulación del lazo de costas 
 
Para la simulación del lazo de costas introducimos como datos de entrada la señal de 
matlab cuantificada a 15 bits correspondiente al momento en el que realizamos el 
despreading de la señal con el offset incorporado. Si dibujamos los datos que 
introducimos a la simulación nos quedaría la Figura 4-40. 
 
Figura 4-40. Datos reales e imaginarios introducidos en la simulación del PLL 
 
En la captura de la simulación de la Figura 4-41 podemos ver como el resultado del 
ángulo va creciendo en cada golpe de reloj, intuyendo que realmente funciona este 
bloque. 
 
Figura 4-41. Simulacion Costas Loop 
 
Aunque parece bastante claro el buen funcionamiento del bloque, para asegurarnos 
guardamos en un fichero txt los resultados de la simulación y capturamos los datos 
mediante un script programado en matlab y representamos los resultados en la Figura 




Figura 4-42. Angulo calculado por el lazo de Costas 
 
Si comparamos los datos con los resultados obtenidos despejamos cualquier duda 
(Figura 4-43). El bloque funciona correctamente ya que vemos que la progresión de la 
fase sigue la evolución de las sinusoides y los valores de 2π, los máximos, coinciden 









4.6  Demodulador de canal piloto 
 
Una vez explicados todos los bloques que usaremos en la demodulación nos 
disponemos a exponer la interacción entre todos ellos para la demodulación del canal 
piloto. 
4.6.1 Entradas y salidas 
 
 
Figura 4-44. Demodulador canal piloto 
 
Data_in_real(7:0) y data_in_imag(7:0): Es la parte real e imaginaria de la señal recibida 
cuantificada a 8 bits. 
Clk: Reloj a velocidad de chip 
Ready: Señal que nos indica la sincronización de código. 
Real_pilot_out(26:0): Parte real de la señal demodulada, esta señal irá al decisor que 
será simplemente un detector de signo, por lo que realmente los bits reales del canal 
piloto será el bit de mayor peso de esta señal 
Seno(10:0) y coseno(10:0): Son el seno y el coseno del offset de frecuencia de la señal, 
estos datos serán necesarios para la correcta demodulación de los canales de datos y 
son proporcionados como ya veremos por el lazo de costas. 
Corract1 y corract2: Son indicadores que nos indicarán el inicio de frame, necesario 
para la decodificación de canal ya que es una decodificación de bloque, además nos 
indicará si los datos están girados, si el que se activa es el corract1 los datos no están 
desfasados pero si el que se activa es el corract2 esto nos indicará que todos los datos 




4.6.2 Esquema de diseño y descripción de funcionamiento 
 




La parte real e imaginaria de la señal pasan primero por el bloque PRN que debe de 
estar sincronizado para poder eliminar esa componente de la señal. Una vez eliminada 
la componente pseudoaleatoria, multiplicamos por el código de Walsh del piloto y 
pasamos el resultado obtenido por el acumulador que irá acumulando los valores de 
los 64 bits correspontiendes al código de Walsh. Así eliminamos las componentes de la 
señal de todos los demás canales.  
La señal resultante tendrá la forma que ya vimos anteriormente que podemos 
recordar en la Figura 4-40, por lo que necesitamos eliminar el offset de frecuencia. 
Para ello introducimos en el bloque costas loop la señal des-ensanchada, éste bloque 
hará un seguimiento de esta frecuencia y bajará la señal a banda base eliminando esa 
componente frecuencial. Puesto que el canal piloto solo tiene información dentro de la 
parte real de la señal, solo nos quedaremos con ésta. 
A continuación introducimos el bit más significativo de la señal demodulada en el 
detector de frame. Introducimos ese bit porque el decisor es sólo la función signo y 
este bit es el que nos indica el signo de los datos, por lo que este bit más significativo 
podemos decir que son los bits del canal piloto demodulados. No debemos olvidar el 
lazo de costas introduce en la señal una incertidumbre de  radianes por lo que los 
datos pueden estar girados. El detector de frame hará la convolución de los datos del 
canal piloto (normales y girados) con la secuencia que tiene almacenada en memoria 
que nos permite detectar cuando acaba el frame, al obtener la correlación máxima. En 
ese momento se activa la señal corract1 si  la correlación máxima se ha obtenido con 
los datos sin girar o la señal corract2 si la correlación máxima se ha obtenido con los 
datos girados. De esta forma podremos detectar el inicio de frame, algo necesario para 
realizar la decodificación de bloque y para interpretar los datos de control, y también 
podremos saber si los datos están girados o no, para poder girarlos en el futuro. 
Los datos de salida los retrasamos una muestra por temas de sincronización, con este 
sencillo retardo sincronizamos el detector de frame para que se active justo en el bit 
anterior al primer bit de frame. Así cuando haya un desfase de π radianes y tengamos 
que invertir los datos podremos hacerlo justo en el primer bit de frame, obteniendo el 






4.6.3 Simulación demodulador canal piloto 
 
Para una visualización sencilla del correcto funcionamiento de este bloque 
capturaremos la imagen de la simulación justo al final del frame para poder ver la 
forma de onda del final de frame que nos es conocía y podremos comparar con la 
simulación de matlab y para poder comprobar la activación de la señal que nos indica 




Figura 4-46. Simulación demodulador canal piloto 
 
 
Analizando la Figura 4-46 que corresponde a una captura de la simulación en el 
instante en el que detecta el inicio de frame podemos comprobar que la correlación 
que se activa es la 2 por lo tanto la forma de onda del data_in (en realidad esta señal 
son los bits reales del canal piloto pero tiene ese nombre porque son los datos de 
entrada del bloque detector de frame) que corresponde a los datos del canal piloto 
están girados. En esta captura también se muestra como el lazo de costas hace el 
seguimiento de la fase, vemos como la señal ángulo va incrementando su valor en cada 






4.7  Demodulador de canal de datos 
 
Este bloque es muy similar al demodulador del canal piloto. Las principales diferencias 
a modo de introducción son dos: La primera es que dispondrá de un selector de canal 
para elegir entre los dos canales y la segunda es la ausencia del Costas Loop y el 
detector de frame, ya que esta función solo se realiza en el canal piloto, en su lugar 
tendremos un multiplicador complejo. 
4.7.1 Entradas y Salidas 
 
 
Figura 4-47. Bloque demodulador de canal 
 
Data_in_real(7:0), data_in_imag(7:0), clk, ready: Entradas similares a demodulador de 
canal piloto. 
Cos_in(10:0), sen_in(10:0): Coseno y Seno de la fase de seguimiento del PLL. 
Canal_sel(4:0): Selector de canal. 
Real_out(26:0), imag_out(26:0): Salidas del cumulador, el bit más significativo 
representa los bits de datos del canal seleccionado 





4.7.1 Esquema de diseño y descripción de funcionamiento 
 




El funcionamiento de este bloque es, como ya dijimos, muy similar al demodulador de 
canal piloto. En este caso hemos sustituido el bloque de walsh por otra versión con 
una entrada adicional (canal_sel(4:0)). Esta entrada nos indica el canal que queremos 
demodular. El funcionamiento de este bloque de walsh es exactamente igual al 
anteriormente descrito con la única diferencia de que el código de walsh utilizado es el 
del canal que nos indica la nueva señal de entrada.  
Una vez obtenemos los datos que provienen del acumulador debemos recordar que 
estos datos tienen un offset de frecuencia, por esto es necesario el multiplicador 
complejo. Este multiplicador complejo corrige este offset mediante la multiplicación 
del valor , descrito por las señales de entrada sen_in y cos_in. 
Omitimos esta vez la simulación de este bloque independiente y probaremos el 






4.8  Bloque de control 
 
La función de este último y sencillo bloque es la de proporcionar los bits tanto del 
canal piloto como del canal de datos sin ningún error de fase. 
4.8.1 Entradas y Salidas 
 
 
Figura 4-49. Bloque de control 
 
Clk_bit: reloj a velocidad de bit. 
Corract1, corract2: señales que indican el comienzo de frame y si es necesaria la 
inversión de los bits. 
Real_pilot_in(26:0), real_canal_in(26:0), imag_canal_in(26:0): señales que indicarán los 
bits de los canales piloto y de datos. Son la salida de los acumuladores con el offset 
corregido. 
Real_pilot_out, real_canal_out, imag_canal_out: señales con los bits de los canales 







4.8.2 Descripción del funcionamiento 
 
El funcionamiento de este bloque es muy sencillo: simplemente nos quedamos con el 
bit de mayor peso de las señales provenientes de los acumuladores con el offset 
corregido y los expulsamos por las salidas. Como ya se explicó, el decisor es la función 
signo aplicada a la señal de la salida del acumulador, que como está expresada en 
complemento a 2, éste signo será positivo para el bit de mayor peso igual a 0 y 
negativo para el bit de mayor peso igual a 1. Además este bloque invierte estas salidas 
cambiando los 0´s por 1´s y viceversa si la señal que se activa es corract2 corriguiendo 







4.9  Sistema Completo 
 
Por último, combinamos los dos demoduladores (de canal piloto y de canal de datos) 
junto al bloque de control para obtener nuestro demodulador CDMA.  
 
4.9.1 Entradas y Salidas 
 
 
Figura 4-50. Bloque de nuestro sistema al completo 
 
Nuestro sistema tendrá como entradas los datos muestreados por el receptor a una 
muestra por chip cuantificados a 8 bits, un reloj a velocidad de chip, una entrada 
denominada ready que nos proporcionará la sincronización de código de la señal y otra 
denominada canal_sel que nos indicará que canal queremos demodular. 
El sistema realizará la demodulación de la señal proporcionando los bits del canal 
piloto y los del canal de datos seleccionado además de proporcionarnos una señal de 






4.9.2 Esquema de diseño 
 
Figura 4-51. Esquema de diseño. Interacción entre bloques 
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4.9.3 Simulación del sistema 
 
Para comprobar la simulación de todo el sistema, primero haremos una captura dónde 
se aprecia cómo se realiza la inversión de datos cuando existe un desfase de π radianes 
durante la demodulación y por último visualizaremos que los datos demodulados de la 
parte real e imaginaria de la señal del canal seleccionado coinciden con los emitidos. 
Puesto que en nuestra simulación los datos están en lógica inversa aunque parezca 
que la secuencia está correcta (secuencias de 32 1’s cada 64 bits) en realidad está 
desfasado π radianes. 
 
 
Figura 4-52. Comprobación del inversor 
 
Después de comprobar el funcionamiento del inversor de los datos, pasaremos a la 
comprobación del canal de datos. Para ello seleccionamos el canal 30 y comprobamos 
la forma de la señal de datos con los bits emitidos en Matlab. Nos situaremos al 
principio del frame para tener una referencia y comprobar que los datos coinciden, los 
primeros bits del frame transmitidos son: 
Parte real: 0, 0, 1, 0, 0, 1, 1, 0, 0… 
Parte imaginaria: 1, 1, 0, 0, 1, 0, 0, 1, 1…. 
Observando la forma de onda de las señales de datos vemos que se cumple esta 
secuencia, ponemos un marcador azul para señalar el principio de frame. 
 
 





Hemos estudiado un sistema real de broadcast multimedia mediante satélite, 
simulando la generación de la señal emitida y la demodulación mediante Matlab, 
incluso hemos programado parte de estas simulaciones como la codificación de canal y 
por último hemos diseñado en su totalidad un demodulador CDMA compatible con 
éste sistema de emisión broadcast. Hemos comprobado y aprendido la diferencia de la 
base teórica a una implementación real de un sistema teniendo que salvar escollos 
como la sincronización, cuantificación y ahorro de recursos, buscando siempre una 
solución óptima y efectiva contra los problemas que se presentaban. Se ha 
comprobado que estas soluciones a los distintos problemas que íbamos encontrando 
funcionaban correctamente haciendo el demodulador, un demodulador funcional y 
real no muy diferente a los diseños de demoduladores comerciales que podríamos 
encontrar en el mercado. Varias son las dificultades a priori desconocidas para 
nosotros y que surgieron continuamente durante el desarrollo del proyecto. Una de 
ellas fue conseguir la sincronización entre todos los bloques para cada uno actúe en el 
momento que debe hacerlo y otra la dificultad en detectar el fallo de programación 
cuando un bloque no funciona además de las limitaciones del código VHDL. 
Se podría ir más allá y una posible mejora sería ampliar este proyecto haciendo el 
tratamiento de datos necesario para convertir estos bits recibidos en archivos 
multimedia que podrían ser reproducidos. También podríamos realizar el diseño del 
modulador en VHDL, de hecho podría reciclarse la mayor parte del código utilizado en 
el demodulador. Un modulador sería bastante más sencillo de diseñar y mas 
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