Based on the Steffensen-type method, we develop fourth-, eighth-, and sixteenth-order algorithms for solving one-variable equations.
Introduction
Finding faster and exact roots of scalar nonlinear equations is the most important problem in engineering, scientific computing, and applied mathematics. In general, this is the problem of solving a nonlinear equation f (x) = 0. Analytical methods for finding solutions of such problems are almost nonavailable, so the only way to get appropriate solutions by numerical methods is based on iterative algorithms. Newton's method is one of the well-known and famous methods for finding solutions of nonlinear equations or local minima in problems of optimization. Despite its nice properties, it will often not work efficiently in some real-life practical applications. Ill conditioning of the problems, the computational expense of functional derivative, accurate initial guesses, and a late convergence rate generally lead to difficulties in its use. Nevertheless, many advantages in all of these drawbacks have been found and led to efficient algorithms or codes that can be easily used (see References [1, 2] and references therein). Hence, Steffensen developed a derivative-free iterative method (SM2) (see References [3] ):
where f [x (n) , w (n) ] = f (x (n) )− f (w (n) )
x (n) −w (n) , which preserves the convergence order and efficiency index of Newton's method.
The main motivation of this work is to implement efficient derivative-free algorithms for finding the solution of nonlinear equations. We obtained an optimal iterative method that will support the conjecture [4] . Kung -Traub conjectured that multipoint iteration methods without memory based on d functional evaluations could achieve an optimal convergence order 2 d−1 . Furthermore, we studied the behavior of iterative schemes in the complex plane.
Let us start a short review of the literature with some of the existing methods with or without memory before proceeding to the proposed idea. Behl et al. [5] presented an optimal scheme that does not need any derivative evaluations. In addition, the given scheme is capable of generating new optimal eighth-order methods from the earlier optimal fourth-order schemes in which the first sub-step employs Steffensen's or a Steffensen-type method. Salimi et al. [6] proposed a three-point iterative method for solving nonlinear equations. The purpose of this work is to upgrade a fourth-order iterative method by adding one Newton step and by using a proportional approximation for the last derivative. Salimi et al. [7] constructed two optimal Newton-Secant-like iterative methods for finding solutions of nonlinear equations. The classes have convergence orders of four and eight and cost only three and four function evaluations per iteration, respectively. Matthies et al. [8] proposed a three-point iterative method without memory for solving nonlinear equations with one variable. The method provides a convergence order of eight with four function evaluations per iteration. Sharifi et al. [9] presented an iterative method with memory based on the family of King's methods to solve nonlinear equations. The method has eighth-order convergence and costs only four function evaluations per iteration. An acceleration of the convergence speed is achieved by an appropriate variation of a free parameter in each step. This self-accelerator parameter is estimated using Newton's interpolation fourth degree polynomial. The order of convergence is increased from eight to 12 without any extra function evaluation. Khdhr et al. [10] suggested a variant of Steffensen's iterative method with a convergence order of 3.90057 for solving nonlinear equations that are derivative-free and have memory. Soleymani et al. [11] presented derivative-free iterative methods without memory with convergence orders of eight and sixteen for solving nonlinear equations. Soleimani et al. [12] proposed a optimal family of three-step iterative methods with a convergence order of eight by using a weight function alongside an approximation for the first derivative. Soleymani et al. [13] gave a class of four-step iterative schemes for finding solutions of one-variable equations. The produced methods have better order of convergence and efficiency index in comparison with optimal eighth-order methods. Soleymani et al. [14] constructed a class of three-step eighth order iterative methods by using an interpolatory rational function in the third step. Each method of the class reaches the optimal efficiency index according to the Kung-Traub conjecture concerning multipoint iterative methods without memory. Kanwar et al. [15] suggested two new eighth-order classes of Steffensen-King-type methods for finding solutions of nonlinear equations numerically. Cordero et al. [1] proposed a general procedure to obtain derivative-free iterative methods for finding solutions of nonlinear equations by polynomial interpolation. In addition, many authors have worked with these ideas on different iterative schemes [16] [17] [18] [19] [20] [21] [22] [23] [24] , describing the basin of attraction of some well-known iterative scheme. In this work, we developed a novel fourth-order iterative scheme, eighth-order iterative scheme, and sixteenth-order iterative scheme, that are without memory, are derivative-free, and are optimal.
The rest of this paper is ordered as follows. In Section 2, we present the proposed fourth-, eighth-, and sixteenth-order methods that are free from derivatives. Section 3 presents the convergence order of the proposed scheme. In Section 4, we discuss some well-known iterative methods for the numerical and effectiveness comparison of the proposed schemes. In Section 5, we display the performance of proposed methods and other compared algorithms described by problems. The respective graphical fractal pictures obtained from each iteration scheme for test problems are given in Section 6 to show the consistency of the proposed methods. Finally, Section 7 gives concluding remarks.
Development of Derivative-Free Scheme

Optimal Fourth-Order Method
Let us start from Steffensen's method and explain the procedure to get optimal methods of increasing order. The idea is to compose a Steffensen's iteration with Newton's step as follows:
The resulting iteration has convergence order four, with the composition of two second-order methods, but the method is not optimal because it uses four function evaluations. In order to get an optimality, we need to reduce a function and to preserve the same convergence order, and so, we estimate f (y (n) ) by the following polynomial:
where
is the generalized divided differences of kth order at
. It is noted that N 2 (y (n) ) = f (y (n) ). Differentiating Equation (3) and putting t = y (n) , we get
Now, approximating f (y (n) ) ≈ N 2 (y (n) ) in Equation (2), we get a new derivative-free optimal fourth-order method (PM4) given by
Optimal Eighth-Order Method
Next, we attempt to get a new optimal eighth-order method in the following way:
The above has eighth-order convergence with five function evaluations, but this is not an optimal method. To get an optimal, we need to reduce a function and to preserve the same convergence order, and so, we estimate f (z (n) ) by the following polynomial:
It is clear that N 3 (z (n) ) = f (z (n) ). Differentiating Equation (7) and setting t = z (n) , we get
Now, approximating f (z (n) ) ≈ N 3 (z (n) ) in (6), we get a new derivative-free optimal eighth-order method (PM8) given by
Optimal Sixteenth-Order Method
Next, we attempt to get a new optimal sixteenth-order method in the following way:
The above has sixteenth-order convergence with six function evaluations, but this is not an optimal method. To get an optimal, we need to reduce a function and to preserve the same convergence order, and so, we estimate f (p (n) ) by the following polynomial:
It is clear that N 4 (p (n) ) = f (p (n) ). Differentiating Equation (11) and setting t = p (n) , we get
Now, approximating f (p (n) ) ≈ N 4 (p (n) ) in Equation (10), we get a new derivative-free optimal sixteenth-order iterative method (PM16) given by
where N 4 (p (n) ) given in Equation (12).
Convergence Analysis
In this part, we will derive the convergence analysis of the proposed schemes in Equations (5), (9) , and (13) with the help of MATHEMATICA software.
Theorem 1. Let f : D ⊂ R → R be a sufficiently smooth function having continuous derivatives. If f (x) has a simple root x * in the open interval D and x (0) is chosen in a sufficiently small neighborhood of x * , then the method of Equation (5) is of local fourth-order convergence and and it satisfies the error equation
Then, we have 
Also, we have
Using Equations (14)- (20) in the scheme of Equation (5), we obtain the following error equation:
This reveals that the proposed method PM4 attains fourth-order convergence. is chosen in a sufficiently small neighborhood of x * , then the method of Equation (13) is of local sixteenth-order convergence and and it satisfies the error equation
Some Known Derivative-Free Methods
Let us consider the following schemes for the purpose of comparison. Derivative-free Kung-Traub's two-step method (KTM4) [4] is as follows:
Derivative-free Argyros et al. two-step method (AKKB4) [25] is as follows:
Derivative-free Zheng et al. two-step method (ZLM4) [26] is as follows:
Derivative-free Argyros et al. three-step method (AKKB8) [25] is as follows:
Derivative-free Kanwar et al. three-step method (KBK8) [15] is as follows:
Derivative-free Soleymani three-step method (SM8) [2] is as follows:
Derivative-free Zheng et al. four-step method (ZLM16) [26] is as follows:
Test Problems
We compare the performance of the proposed methods along with some existing methods for test problems by using MATLAB. We use the conditions for stopping criteria for | f (x (N) )| < where = 10 −50 and N is the number of iterations needed for convergence. The computational order of convergence (coc) is given by
The test problems and their roots are given below: Tables 1-5 show the results of all the test functions with a given initial point. The computational order of convergence conforms with theoretical order of convergence. If the initial points are close to the zero, then we obtain less number of iterations with least error. If the initial points are away from the zero, then we will not obtained the least error. We observe that the new methods in all the test function have better efficiency as compared to other existing methods of the equivalent methods. Table 2 . Comparisons between different methods for f 2 (x) at x (0) = 1.6. Table 3 . Comparisons between different methods for f 3 (x) at x (0) = 2.7. Table 4 . Comparisons between different methods for f 4 (x) at x (0) = 1.9. Table 5 . Comparisons between different methods for f 5 (x) at x (0) = −0.2. 
Methods
N |x (1) − x (0) | |x (2) − x (1) | |x (3) − x (2) | |x (N) − x (N−1) | coc SM2(
N |x (1) − x (0) | |x (2) − x (1) | |x (3) − x (2) | |x (N) − x (N−1) | coc SM2(Methods N |x (1) − x (0) | |x (2) − x (1) | |x (3) − x (2) | |x (N) − x (N−1) | coc SM2(Methods N |x (1) − x (0) | |x (2) − x (1) | |x (3) − x (2) | |x (N) − x (N−1) | coc SM2(
Basins of Attraction
The iterative scheme gives information about convergence and stability by studying basins of attraction of the rational function. The basic definitions and dynamical concepts of rational function can found in References [17, 27, 28] . Let us consider a region R × R = [−2, 2] × [−2, 2] with 256 × 256 grids. We test iterative methods in all the grid point z (0) in the square. The iterative algorithms attempt roots z * j of the equation with condition | f (z (k) )| < ×10 −4 and a maximum of 100 iterations; we conclude that z (0) is in the basin of attraction of this zero. If the iterative method starting in z (0) reaches a zero in N iterations, then we mark this point z (0) with colors if |z (N) − z * j | < ×10 −4 . If N > 50, then we assign a dark blue color for diverging grid points. We describe the basins of attraction for finding complex roots of p 1 (z) = z 2 − 1, p 2 (z) = z 3 − 1, p 3 (z) = (z 2 + 1)(z 2 − 1), and p 4 (z) = z 5 − 1 for proposed methods and some higher-order iterative methods.
In Figures 1-5 , we have given the basins of attraction for new methods with some existing methods. We confirm that a point z 0 containing the Julia set whenever the dynamics of point shows sensitivity to the conditions. The neighbourhood of initial points leads to the slight variation in behavior after some iterations. Therefore, some of the compared algorithms obtain more divergent initial conditions. 
Concluding Remarks
We have proposed fourth-, eighth-, and sixteenth-order methods using finite difference approximations. Our proposed new methods requires 3 functions to get the 4th-order method, 4 functions to obtain the 8th-order method, and 5 functions to get the 16th-order one. We have increased the convergence order of the proposed method, respectively, to four, eight, and sixteen with efficiency indices 1.587, 1.565, and 1.644 respectively. Our new proposed schemes are better than the Steffensen method in terms of efficiency index (1.414 ). Numerical solutions are tested to show the performance of the proposed algorithms. Also, we have analyzed on the complex region for iterative methods to study their basins of attraction. Hence, we conclude that the proposed methods are comparable to other well-known existing equivalent methods. 
