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Abstract
We obtain a global existence result for the three-dimensional Navier-Stokes equations
with a large class of data allowing growth at spatial infinity. Namely, we show the global
existence of suitable weak solutions when the initial data belongs to the weighted space
M˚2,2
C
introduced in [2]. This class is strictly larger than currently available spaces of
initial data for global existence and includes all locally square integrable discretely self-
similar data. We also identify a sub-class of data for which solutions exhibit eventual
regularity on a parabolic set in space-time.
1 Introduction
The Navier-Stokes equations describe the evolution of the velocity u and the pressure p,
solving
∂tu−∆u+ u · ∇u+∇p = 0,
∇ · u = 0,
(1.1)
in the sense of distributions [6, 11, 27, 21, 23, 29, 30]. The system (1.1) is set on R3× (0, T )
where T > 0 can be +∞. Also, u evolves from a prescribed, divergence-free initial data
u0 : R
3 → R3.
In [24], J. Leray constructed a global-in-time weak solution to (1.1) on R3 × (0,∞) for
any divergence-free vector field u0 ∈ L
2(R3). In [21], Lemarie´-Rieusset introduced a local
analogue of a Leray weak solution evolving from uniformly locally square integrable data
u0 ∈ L
2
uloc. Here, L
q
uloc, for 1 ≤ q ≤ ∞, is the space of functions on R
3 such that
‖u0‖Lq
uloc
= sup
x∈R3
‖u0‖Lq(B(x,1)) <∞.
We also denote
Eq = ClLq
uloc
(C∞0 (R
3))
1
the closure of C∞0 (R
3) in the Lquloc-norm. We do not define solutions exactly as in [21] but
instead recall a definition from [2]. For a cube Q in R3, we denote by Q∗ and Q∗∗ concentric
cubes with side-lengths 4|Q|1/3/3, and 5|Q|1/3/3, respectively. Thus Q ⊂ Q∗ ⊂ Q∗∗. This
is a slightly different definition from [2].
Definition 1.1 (Local energy solutions). A vector field u ∈ L2loc(R
3 × [0, T )), where 0 <
T <∞, is a local energy solution to (1.1) with divergence-free initial data u0 ∈ L
2
loc(R
3) if
the following conditions hold:
1. u ∈
⋂
R>0 L
∞(0, T ;L2(BR(0))) and ∇u ∈ L2loc(R
3 × [0, T ]),
2. for some p ∈ L
3/2
loc (R
3 × (0, T )), the pair (u, p) is a distributional solution to (1.1),
3. for all compact subsets K of R3 we have u(t)→ u0 in L
2(K) as t→ 0+,
4. u is suitable in the sense of Caffarelli-Kohn-Nirenberg, i.e., for all non-negative φ ∈
C∞0 (R3 × (0, T )), we have the local energy inequality
2
∫∫
|∇u|2φdx dt ≤
∫∫
|u|2(∂tφ+∆φ) dx dt+
∫∫
(|u|2 + 2p)(u · ∇φ) dx dt, (1.2)
5. the function t 7→
∫
u(x, t)·w(x) dx is continuous on [0, T ) for any compactly supported
w ∈ L2(R3),
6. for every cube Q ⊂ R3, there exists pQ(t) ∈ L
3/2(0, T ) such that for x ∈ Q∗ and
0 < t < T ,
p(x, t)− pQ(t) = −
1
3
|u(x)|2 + p.v.
∫
y∈Q∗∗
Kij(x− y)(ui(y, s)uj(y, s)) dy
+
∫
y/∈Q∗∗
(Kij(x− y)−Kij(xQ − y))(ui(y, s)uj(y, s) dy,
where xQ is the center of Q and Kij(y) = ∂i∂j(4π|y|)
−1.
We say that u is a local energy solution on R3 × [0,∞) if it is a local energy solution on
R
3 × [0, T ) for all T <∞.
In comparison with the definitions in [21, 16, 28, 14, 5], we do not require u0 ∈ L
2
uloc or
ess sup
0≤t<R2
sup
x0∈R3
∫
BR(x0)
|u(x, t)|2 dx+ sup
x0∈R3
∫ R2
0
∫
BR(x0)
|∇u(x, t)|2 dx dt <∞,
for any R > 0. For other low-regularity solution classes cf. [8, 18]. Suitability is an impor-
tant property as it allows the application of the Caffarelli-Kohn-Nirenberg [7] and related
regularity criteria and can be used to establish certain turbulent dynamics [9].
Local energy solutions are known to exist locally in time for initial data in L2uloc(Ω)
where Ω is R3 [21, 23, 16, 19] or R3+ [26]. The global existence usually requires some type
of decay or a structural assumption on the data [21, 16, 19, 4, 8, 5]. In particular, in [5]
two of the authors constructed global solutions for initial data satisfying
lim
R→∞
sup
x0∈R3
1
R2
∫
BR(x0)
|u0|
2 dx = 0.
2
In two dimensions, Basson constructed local solutions for a new class of (specified below)
and global solutions for non-decaying data in the uniform space L2uloc [1].
Recently, several existence results have appeared which allow for initial data in L2loc \
L2uloc. In [2], two of the authors constructed local in time solutions for initial data in the
space M˚2,2C defined below. This construction is related to the idea of Basson [1], but is given
in three dimensions as opposed to two, in a different setting, and uses a different approach
to the pressure and estimates. In [10], Ferna´ndez-Dalgo and Lemarie´-Rieusset constructed
global solutions assuming the initial data u0 satisfies∫
R3
|u0(x)|
2
(1 + |x|)2
dx <∞.
Ferna´ndez-Dalgo and Lemarie´-Rieusset also included a new construction of discretely self-
similar (DSS) solutions in [10] for any DSS data in L2loc based on their global existence
result (this gives a new proof of results in [8, 4]; cf. also [13, 3]) and is therefore of interest
beyond the existence problem.
The purpose of this paper is to construct global solutions for the class of initial data
M˚2,2C introduced in [2], which strictly includes the initial data from [5, 10]. For n ∈ N0, let
Qn = {x : |xi| < 2
n+1 for i = 1, 2, 3}. (1.3)
Denote
S0 = Q0, Sn = Qn \Qn−1 for n ∈ N.
Partition S0 into 64 cubes of side-length 1 and Sn into 56 cubes of side-length 2
n. Let C be
the collection of these cubes. Note that the number of cubes in
⋃n−1
i=0 Si grows linearly in n.
The main features of the collection C are the following:
(i) The side-length of a cube is proportional to the distance of its center from the
origin.
(ii) Adjacent cubes have comparable volumes.
(iii) If |Q′| < |Q|, then the distance between the centers of Q and Q′ is proportional to
|Q|1/3.
(iv) The number of cubes Q′ satisfying |Q′| < |Q| is bounded above by a constant multiple
of log |Q|.
For convenience we also refer to the collection of cubes in C contained in Sn as Sn and
accordingly write Q ∈ Sn if Q is part of the collection Sn.
Our initial data space is an analogue of L2uloc but adapted to the cover C and weighted.
Definition 1.2. Let p ∈ [1,∞) and q ≥ 0. We have f ∈Mp,qC if
‖f‖p
Mp,qC
:= sup
Q∈C
1
|Q|q/3
∫
Q
|f(x)|p dx <∞.
Let M˚p,qC be the set of f ∈M
p,q
C such that
1
|Q|q/3
∫
Q
|f |p dx→ 0 as |Q| → ∞, Q ∈ C.
3
Our main result asserts the existence of a global in time local energy solutions to the
Navier-Stokes equations with data in M˚2,2C .
Theorem 1.3 (Global existence). Assume u0 ∈ M˚
2,2
C is divergence-free. Then there exists
u : R3× (0,∞)→ R3 and p : R3× (0,∞)→ R so that (u, p) is a local energy solution to the
Navier-Stokes equations on R3 × (0,∞).
Theorem 1.3 is proven by first establishing the equivalence of the norm in M˚2,qC with the
norm on the space M˚2,qCn described next. Let
‖u0‖
2
M2,qCn
= sup
Q∈Cn
1
|Q|q/3
∫
Q
|u0|
2 dx,
where
Cn = {Qn−1} ∪ {Q ∈ C : ∃k ≥ n such that Q ∈ Sk}, (1.4)
and, by (1.3), Qn =
⋃
i≤n;Q′∈Si Q
′. Thus we have replaced cubes in C with the side-lengths
less than 2n by a single cube of side-length 2n+1. We say u0 ∈ M
2,q
Cn if ‖u0‖M2,qCn
< ∞.
The relationship between M˚2,2C and M˚
2,2
Cn is described in Lemma 2.1 below. The solution
constructed in the proof of Theorem 1.3 also satisfies
ess sup
0<s<t
‖u(s)‖2
M2,2Cn
+ sup
Q∈Cn
1
|Q|2/3
∫ t
0
∫
Q
|∇u(x, s)|2 dx ds ≤ C‖u0‖
2
M2,2Cn
for t ≤ Tn, where Tn is given in (3.4) below.
Note that Theorem 1.3 improves the constructions in [2, 10, 5]. The details are given in
Section 2.
In [1], Basson considered local existence in two dimensions for initial data u0 satisfying
sup
R≥1
1
R2
∫
|x|≤R
|u0|
2 dx <∞.
Basson left open the global existence of weak solutions in both 2D and 3D. In three
dimensions
u0 ∈ M˚
2,2
C ⇐⇒ limR→∞
1
R2
∫
|x|≤R
|u0|
2 dx = 0.
Based on the global existence result Theorem 1.3, we expect that, in two dimensions, we
get the global existence if
lim
R→∞
1
R2
∫
|x|≤R
|u0|
2 dx = 0,
which is a subset of Basson’s class that has very mild decay at spatial infinity.
Using the new a priori bounds in the proof of Theorem 1.3 allows us to establish the
following eventual regularity result.
Theorem 1.4 (Eventual Regularity). Assume u0 ∈ M˚
2,1
C is divergence-free, and let (u, p)
be a local energy solution on R3 × (0,∞) with initial data u0. Assume additionally that
ess sup
0<s<t
‖u(s)‖2
M2,1C
+ sup
Q∈C
1
|Q|1/3
∫ t
0
∫
Q
|∇u(x, s)|2 dx ds <∞,
for all t <∞. Then for any δ > 0, there exists a time τ depending only on u0 and δ so that
u is smooth on {
(x, t) : t > max{δ|x|2, τ}
}
.
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This follows from a priori bounds below, ideas in [5], and a partial regularity result of [7]
(in particular, the version in [25]); cf. also [17, 20]. This is variant of the usual notion of
eventual regularity as it is not uniform in x ∈ R3. The class M˚2,1C excludes DSS data and
leaves DSS solutions as the borderline candidate for the failure of eventual regularity even
for our non-uniform version. Note that the shape of the regular set is consistent with that
obtained for DSS solutions in [15]. In contrast, all self-similar solutions in this class are
regular by [12].
It turns out that the spaces Mp,qC are equivalent to certain Herz spaces. Let Ak = {x ∈
R
n : 2k−1 ≤ |x| < 2k}. For n ∈ N, s ∈ R and p, q ∈ (0,∞], the homogeneous Herz space.
Ksp,q(R
n) is the space of functions f ∈ Lploc(R
n \ {0}) with finite norm
‖f‖ .
Ksp,q
=


(∑
k∈Z
2ksq‖f‖qLp(Ak)
)1/q
if q <∞,
sup
k∈Z
2ks‖f‖Lp(Ak) if q =∞.
The non-homogeneous Herz space Ksp,q(R
n) is, with A0 redefined as B1,
‖f‖Ksp,q =


( ∑
k∈N0
2ksq‖f‖qLp(Ak)
)1/q
if q <∞,
sup
k∈N0
2ks‖f‖Lp(Ak) if q =∞.
Then the space Mp,qC is equivalent to the space with the norm(∫
|x|<1
|f |pdx
)1/p
+ sup
R=2k ,k∈N
(
1
Rq
∫
R<|x|<2R
|f |pdx
)1/p
,
i.e., with the non-homogeneous Herz space K−qp,∞. Local in time existence of mild solutions
for large data in some subcritical weak Herz spaces (which include the Herz spaces) has
been established by Tsutsui [31] (p > 3 is required). These spaces also appear in [15]
The paper is organized as follows. In Section 2 we reformulate the assumption u0 ∈ M˚
2,2
C
in a more usable context. In Section 3 we establish a new a priori bound that can be pushed
to arbitrarily large times. In Section 4 we use the a priori bound from Section 3 to construct
global solutions, while in Section 5 we prove Theorem 1.3.
2 The space of initial data
We first slightly reframe the assumption on the initial data.
Lemma 2.1. Let f ∈ L2loc. The following statements are equivalent
1. f ∈ M˚2,2C ,
2. ‖f‖M2,2Cn
→ 0 as n→∞,
3. limR→∞ 1R2
∫
BR(0)
|f |2 → 0.
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Proof. We first check that our decay condition (2) matches (3). Assume ‖f‖
M2,2Cn
→ 0 as n→
∞. This clearly implies R−2
∫
BR(0)
|f |2 dx→ 0. On the other hand, if R−2
∫
BR(0)
|f |2 dx→
0, then, for Q ∈ C with |Q| sufficiently large, we can make sure that
1
|Q|2/3
∫
Q
|f |2 ≤ C
1
R2
∫
BR(0)
|f |2 dx
is arbitrarily small. This also implies
1
|Qn−1|2/3
∫
Qn−1
|f |2 dx→ 0,
as n→∞. Since Cn contains cubes with side-length larger than 2
n and Qn−1, we may take
n sufficiently large and ensure that ‖f‖
M2,2Cn
is small. Thus (2) and (3) are equivalent.
Finally we check the equivalence of (1) and (2). Assume f ∈ M˚2,2C . It suffices to show
1
22n
∫
Qn
|f |2 dx→ 0.
Let ǫ > 0 be given. Then, since f ∈ M˚2,2C , for any constant C¯ there exists N so that
1
|Q|2/3
∫
Q
|f |2 dx ≤
ǫ
2C¯
,
provided |Q| ≥ 23N and Q ∈ C. We now have
1
22n
∫
Qn
|f |2 dx ≤
∑
Q∈C;Q⊂Qn;|Q|≥23N
1
22n
∫
Q
|f |2 dx+
∑
Q∈C;Q⊂Qn;|Q|<23N
1
22n
∫
Q
|f |2 dx.
By our choice of N we have
∑
Q∈C;Q⊂Qn;|Q|≥23N
1
22n
∫
Q
|f |2 dx ≤
ǫ
2C¯
∑
Q∈C;Q⊂Qn
|Q|2/3
22n
≤
ǫ
2
,
where we have set C¯ to be the uniform (in n) bound on the partial sum appearing above.
On the other hand,
∑
Q∈C;Q⊂Qn;|Q|<23N
1
22n
∫
Q
|f |2 dx ≤
1
22n
‖f‖2
M2,2C
∑
Q∈C;|Q|<23N
|Q|2/3.
The last sum is bounded by C22N . By requiring n to be large in comparison to N , we can
ensure the last expression is smaller than ǫ/2. Hence, for a sufficiently large n,
1
22n
∫
Qn
|f |2 dx < ǫ,
and we have established that (1) implies (2).
Conversely, if ‖f‖Cn → 0, then f ∈ M˚
2,2
C follows immediately.
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3 A priori bounds
In this section we work exclusively with Cn, where n ∈ N is given. Let Qn =
⋃
m≤n;Q′∈Sm Q
′.
3.1 Pressure estimate
We adapt the pressure estimates in [2] to the M2,qCn framework. Denote
Gijf(x) = RiRjf(x) = −
1
3
δijf(x) + p.v.
∫
Kij(x− y)f(y) dy,
where Ri denotes the i-th Riesz transform and
Kij(y) = ∂i∂j
1
4π|y|
=
−δij|y|
2 + 3yiyj
4π|y|5
.
Fix a cube Q ⊂ R3, and let Q∗, Q∗∗ be as defined preceding Definition 1.1. For x ∈ Q∗, let
GQijf(x) = −
1
3
δijf(x) + p.v.
∫
y∈Q∗∗
Kij(x− y)f(y) dy
+
∫
y/∈Q∗∗
(
Kij(x− y)−Kij(xQ − y)
)
f(y) dy.
(3.1)
We say that a pressure p, associated to a local energy solution u, satisfies the pressure
expansion if
p(x, t)− pQ(t) = (G
Q
ijuiuj)(x, t), x ∈ Q
∗,
for some pQ(t) ∈ L
3/2(0, T ).
Lemma 3.1. Fix n ∈ N. Assume u is a local energy solution to (1.1) on R3 × [0, T ] with
an associated pressure p. Then, for Q ∈ Cn and t < T ,
1
|Q|1/3
∫ t
0
∫
Q∗
|p− pQ(s)|
3/2 dx ds
≤ C sup
Q′∈Cn;Q′∩Q∗∗ 6=∅
1
|Q′|1/3
∫ t
0
∫
Q′
|u|3 dx ds
+ C|Q|q/2−5/6(log〈|Q|1/3/2n〉)3/2
∫ t
0
(
sup
Q′∈Cn
1
|Q′|q/3
∫
Q′
|u(x, s)|2 dx
)3/2
ds,
(3.2)
where we denote 〈x〉 = (1 + |x|2)1/2.
Proof. The proof follows [2, Proof of Lemma 2.1] with an improved bound on the far part
of the pressure (cf. the last term in (3.2)). For x ∈ Q∗, write
p(x, t)− pQ(t) = Inear(x, t) + Ifar(x, t),
where Inear(x, t) is the sum of the first two terms on the right hand side of (3.1) and Ifar(x, t)
is the last term where f = uiuj .
The Caldero´n-Zygmund inequality implies
1
|Q|1/3
∫ t
0
∫
Q∗
|Inear|
3/2 dx ds ≤
C
|Q|1/3
∫ t
0
∫
Q∗∗
|u|3 dx ds.
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Since |Q| ∼ |Q′| whenever Q′ ∈ Cn and Q′ ∩ Q∗∗ 6= 0 and there are a bounded number of
cubes satisfying this property (independent of Q and n), we have
1
|Q|1/3
∫ t
0
∫
Q∗∗
|u|3 dx ds ≤ C sup
Q′∩Q∗∗ 6=∅,Q′∈Cn
1
|Q′|1/3
∫ t
0
∫
Q′
|u|3 dx ds.
We now estimate Ifar. Recall that if xQ is the center of Q, then Q
∗ is the cube centered
at xQ with the side-length 4|Q|
1/3/3, and Q∗∗ is the same but with the side-length 5|Q|1/3/3.
Also, if Q ∈ Cn, then Q
∗ and Q∗∗ only overlap cubes in Cn which are adjacent to Q. If
y /∈ Q∗∗ and x ∈ Q∗, then
|Kij(x− y)−Kij(xQ − y)| ≤
C|Q|1/3
|x− y|4
.
Let m ∈ N be such that |Q| = 23m. For x ∈ Q∗, we have
|Ifar(x, t)| ≤ C|Q|
1/3
∫
R3\Q∗∗
1
|x− y|4
|u(y, t)|2 dy
≤ C
∑
Q′∈S1
|Q|1/3
∫
Q′∩(Q∗∗)c
1
|x− y|4
|u|2 dy
+ C
∑
Q′∈S2
|Q|1/3
∫
Q′∩(Q∗∗)c
1
|x− y|4
|u|2 dy,
where S1 is the collection of Q
′ ∈ Cn such that Q′ ⊂ Qm+1 while S2 is the collection of
Q′ ∈ Cn such that Q′ ⊂ Qcm+1.
We first focus on S1. The number of cubesQ
′ in S1 is bounded above by C log〈|Q|1/3/2n〉.
Furthermore, |Q|1/3 ∼ |xQ − xQ′ | whenever Q
′ ∈ S1. We claim that if y ∈ Q′ ∩ (Q∗∗)c and
x ∈ Q, then |x − y| ∼ |xQ − x
′
Q|. This is clear if Q
′ and Q are not adjacent. If they are
adjacent, then we obviously have |xQ−xQ′| ∼ 2
m and |x−y| ≤ 3 ·2m. For the lower bound,
since y /∈ Q∗∗, we must have |x− y| ≥ 2m−1. This proves our claim. Hence,
∑
Q′∈S1
|Q|1/3
∫
Q′∩(Q∗∗)c
1
|x− y|4
|u|2 dy ≤ C
∑
Q′∈S1
|Q|1/3
|Q|4/3
∫
Q′
|u|2 dy
≤ C sup
Q′∈S1
log〈|Q|1/3/2n〉
|Q|
∫
Q′
|u|2 dy
= C sup
Q′∈S1
|Q′|q/3 log〈|Q|1/3/2n〉
|Q|
1
|Q′|q/3
∫
Q′
|u|2 dy
≤ C|Q|q/3−1 log〈|Q|1/3/2n〉 sup
Q′∈Cn
1
|Q′|q/3
∫
Q′
|u|2 dx.
On the other hand, if Q′ ∈ S2 then Q′ ∩ (Q∗∗)c = Q′ (because Q∗∗ only overlaps with cubes
adjacent to Q which are all subsets of Qm+1). Hence, the S2 term is bounded as∑
Q′∈S2
|Q|1/3
∫
Q′
1
|x− y|4
|u|2 dy =
∑
l≥m+1
∑
Q′∈Sl∩S2
|Q|1/3
|xQ − xQ′ |4
∫
Q′
|u|2 dx
≤ C|Q|1/3
∑
l≥m+1
1
2(4−q)l
sup
Q′∈Cn
1
|Q′|q/3
∫
Q′
|u|2 dx ≤
C|Q|1/3
2(4−q)m
sup
Q′∈Cn
1
|Q′|q/3
∫
Q′
|u|2 dx
≤ C|Q|q/3−1 sup
Q′∈Cn
1
|Q′|q/3
∫
Q′
|u|2 dx.
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Combining these estimates yields (3.3), and the proof is concluded.
3.2 Main estimate
In this section we obtain an estimate for solutions in the spaces M2,qCn .
Our estimate for local cubic terms is the following.
Lemma 3.2. Let u : R3 × (0, T )→ R3. Then, given ε > 0, we have
1
|Q|1/3
∫ t
0
∫
Q
|u|3 dx ds ≤ C(ε)|Q|q−4/3
∫ t
0
(
1
|Q|q/3
∫
Q
|u|2 dx
)3
ds
+ ε
∫ t
0
∫
Q
|∇u|2 dx ds
+ C|Q|q/2−5/6
∫ t
0
(
1
|Q|q/3
∫
Q
|u|2 dx
)3/2
ds,
(3.3)
for any cube Q ⊂ R3.
Proof. By the Gagliardo-Nirenberg and Ho¨lder inequalities we have
1
|Q|1/3
∫ t
0
∫
Q
|u|3 dx ds
≤ C
1
|Q|1/3
∫ t
0
(∫
Q
|u|2 dx
)3/4(∫
Q
|∇u|2 dx
)3/4
ds
+ C
1
|Q|1/3
∫ t
0
1
|Q|1/2
(∫
Q
|u|2 dx
)3/2
ds
≤ C
1
|Q|1/3
(∫ t
0
(∫
Q
|u|2 dx
)3
ds
)1/4(∫ t
0
∫
Q
|∇u|2 dx ds
)3/4
+ C
|Q|q/2
|Q|5/6
∫ t
0
(
1
|Q|q/3
∫
Q
|u|2 dx
)3/2
ds.
Using Young’s inequality ab . a4 + b4/3, the last expression is bounded by
≤ C
|Q|q/4
|Q|1/3
(∫ t
0
(
1
|Q|q/3
∫
Q
|u|2 dx
)3
ds
)1/4(∫ t
0
∫
Q
|∇u|2 dx ds
)3/4
+ C|Q|q/2−5/6
∫ t
0
(
1
|Q|q/3
∫
Q
|u|2 dx
)3/2
ds
≤ C(ε)|Q|q−4/3
∫ t
0
(
1
|Q|q/3
∫
Q
|u|2 dx
)3
ds+ ε
∫ t
0
∫
Q
|∇u|2 dx ds
+ C|Q|q/2−5/6
∫ t
0
(
1
|Q|q/3
∫
Q
|u|2 dx
)3/2
ds,
and the proof is concluded.
We study the local energy by way of cutoff functions φQ which we now define. Let φ be
a radial smooth cutoff function such that φ = 1 in [−1/2, 1/2]3 and φ = 0 off of [−2/3, 2/3]3
9
with φ non-increasing in |x|. For Q ∈ Cn, let φQ be the translation and dilation of φ so
that φQ equals 1 on Q and vanishes off of Q
∗. Then, ‖∂λφQ(x)‖L∞ ≤ C(λ)/|Q||λ|/3 where
C does not depend on Q and λ is any multi-index.
We need the following version of the Gro¨nwall inequality.
Lemma 3.3. Suppose f(t) ∈ L∞loc([0, T ); [0,∞)) satisfies, for some m ≥ 1,
f(t) ≤ a+
∫ t
0
(b1f(s) + b2f(s)
m)ds, 0 < t < T,
where a, b > 0, then for T0 = min(T, T1), with
T1 =
a
b12a+ b2(2a)m
,
we have f(t) ≤ 2a for t ∈ (0, T0).
The proof is obtained by a barrier argument; cf. [5]) for details.
Denote
αn(t) = ‖u(t)‖
2
M2,2Cn
and
βn(t) = sup
Q∈Cn
1
|Q|2/3
∫ t
0
∫
Q
|∇u(x, s)|2 dx ds.
We now state the bound on the existence times. It is motivated by an estimate in [14].
Theorem 3.4. Assume u0 ∈M
2,2
Cn , is divergence-free, and let (u, p) be a local energy solution
with initial data u0 on R
3 × (0,∞). Assume additionally that
ess sup
0<s<t
αn(s) + βn(t) <∞,
for all t <∞. Then there exist constants c0 and c1 both independent of n so that, setting
Tn =
c1
2−2n + ‖u0‖4
M2,2Cn
, (3.4)
we have
sup
0<s<Tn
‖u(s)‖2
M2,2Cn
+ sup
Q∈Cn
1
|Q|2/3
∫ Tn
0
∫
Q
|∇u|2 dx ds ≤ 2c0‖u0‖
2
M2,2Cn
.
Let us briefly explain why this bound is useful. In comparison to the analogous estimate
in [2], we have control over the time scales via the parameter n. Indeed, if ‖u0‖M2,2Cn
→ 0 as
n→∞, then Tn →∞. This leads to a global solution in the next section.
Proof of Theorem 3.4. Fix Q ∈ Cn. The local energy inequality and the item 5 of Defini-
tion 1.1 give
1
2
∫
|u(x, t)|2φQ(x) dx+
∫ t
0
∫
|∇u(x, s)|2φQ(x) dx ds
≤
1
2
∫
|u(x, 0)|2φQ(x) dx +
1
2
∫ t
0
∫
|u(x, s)|2∆φQ(x) dx ds
+
1
2
∫ t
0
∫ (
|u(x, s)|2u · ∇φQ(x) + 2(p(x, s) − pQ(s))u(x, s) · ∇φQ(x)
)
dx ds.
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For the linear term we have,
1
2
∫ t
0
∫
|u|2∆φQ dx ds ≤
C
|Q|2/3
∫ t
0
sup
Q′∩Q∗ 6=∅
∫
Q′
|u|2 dx ds
≤ C
∫ t
0
sup
Q′∩Q∗ 6=∅
1
|Q′|q/3
|Q′|q/3
|Q|2/3
∫
Q′
|u|2 dx ds ≤ C |Q|(q−2)/3
∫ t
0
αn(s) ds,
where we used the fact that |Q′| and |Q| are comparable.
The remaining terms are bounded using Lemmas 3.1 and 3.2. This leads to∫
|u(x, t)|2φQ(x) dx+ 2
∫ t
0
∫
|∇u(x, s)|2φQ(x) dx ds
≤
∫
|u(x, 0)|2φQ(x) dx+ C|Q|
(q−2)/3
∫ t
0
αn(s) ds
+ C(log〈|Q|1/3/2n〉)3/2|Q|q/2−5/6
∫ t
0
αn(s)
3/2 ds
+ C|Q|q−4/3
∫ t
0
αn(s)
3 ds
+ ε sup
Q′∈Cn;Q′∩Q∗∗ 6=∅
|Q′|q/2−1/3
1
|Q′|q/3
∫ t
0
∫
Q′
|∇u|2 dx ds,
(3.5)
where ε > 0 is fixed (with the choice explained after (3.6) below); the constants between
(3.5) and (3.6) depend on ε. Next, plug in q = 2 and divide through by |Q|2/3. Then, by
Young’s inequality,
C(log〈|Q|1/3/2n〉)3/2|Q|q/2−5/6−2/3
∫ t
0
αn(s)
3/2 ds
≤ C(log〈|Q|1/3/2n〉)2|Q|(1−5/6−2/3)4/3
∫ t
0
αn(s) ds +
∫ t
0
αn(s)
3 ds
= C
(log〈|Q|1/3/2n〉)2
(|Q|1/3/2n)222n
∫ t
0
αn(s) ds+
∫ t
0
αn(s)
3 ds.
For Q ∈ Cn,
(log〈|Q|1/3/2n〉)2
(|Q|1/3/2n)2
is bounded and the bound is independent of n. Hence,
C(log〈|Q|1/3/2n〉)3/2|Q|q/2−5/6−2/3
∫ t
0
αn(s)
3/2 ds
≤ C2−2n
∫ t
0
αn(s) ds +
∫ t
0
αn(s)
3 ds.
Using this in (3.5) divided by |Q|2/3 leads to
1
|Q|2/3
∫
|u(x, t)|2φQ(x) dx +
2
|Q|2/3
∫ t
0
∫
|∇u(x, s)|2φQ(x) dx ds
≤
1
|Q|2/3
∫
|u(x, 0)|2φQ(x) dx+
C
22n
∫ t
0
αn(s) ds + C
∫ t
0
αn(s)
3 ds
+ sup
Q′∈Cn;Q′∩Q∗∗ 6=∅
1
|Q′|2/3
∫ t
0
∫
Q′
|∇u|2 dx ds,
(3.6)
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where, to obtain the last line, ε is chosen to be small enough so that ε|Q′|2/3/|Q|2/3 ≤ 1
whenever Q′ ∩ Q∗∗ 6= ∅. Such ε can be chosen independently of Q and n. Taking the
supremum over Q ∈ Cn and absorbing the gradient term in the left hand side gives
‖u(t)‖2
M2,2Cn
≤ c0‖u0‖
2
M2,2Cn
+ C2−2n
∫ t
0
‖u(s)‖2
M2,2Cn
ds+ C
∫ t
0
‖u(s)‖6
M2,2Cn
ds,
where c0 is a fixed constant depending only on φ chosen to ensure
sup
Q∈Cn
1
|Q|2/3
∫
|u0|
2φQ dx ≤ c0‖u0‖
2
M2,2Cn
.
By Lemma 3.3 we obtain
‖u(t)‖2
M2,2Cn
≤ 2c0‖u0‖
2
M2,2Cn
,
provided
t ≤
C
2−2n + ‖u0‖4
M2,2Cn
.
Thus letting c1 be the constant from the above inequality completes the proof.
Remark 3.5. Theorem 3.4 can be re-formulated for M2,qCn for 0 ≤ q < 2. To prove this, just
start at (3.5) and proceed with a different choice of q. Doing so for q = 1 leads to the
estimate
sup
0<s<T¯n
‖u(s)‖2
M2,1Cn
+ sup
Q∈Cn
1
|Q|1/3
∫ T¯n
0
∫
Q
|∇u|2 dx ds ≤ 2c0‖u0‖
2
M2,1Cn
,
where
T¯n ∼
1
2−2n + 2−2n‖u0‖4
M2,1Cn
. (3.7)
If additionally u0 ∈ M˚
2,1
C , then ‖u0‖M2,1Cn
→ 0 as n → ∞ and we may take T¯n ∼ 2
2n for
large n.
4 Construction of global solutions
Recall that the initial data can be approximated by the following lemma proven in [2]. The
second conclusion is new and follows from observations in Section 2.
Lemma 4.1. Assume f ∈ M˚2,2C is divergence-free. For every ǫ > 0 there exists a divergence-
free g ∈ L2 such that ‖f −g‖M2,2C
≤ ǫ and ‖f −g‖M2,2Cn
< ǫ for every n ∈ N (g is independent
of n).
Our proof follows the global existence argument in [5] very closely. The basic elements
of this argument were first written down in [21] and later elaborated in [16]. See also
[22, 19, 23, 26].
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Proof. We argue by induction. For n ∈ N, let un0 be as in Lemma 4.1 where ‖u0−u
n
0‖M2,2C
<
1
n and ‖u0 − u
n
0‖M2,2Ck
< 1/n for all k ∈ N. Let un and p˜n be a global solution in the Leray
class with un(0) = un0 . By the classical theory (see [30] for a reference) we may furthermore
assume that un is suitable and p˜n satisfies the local pressure expansion. Let Tn = infj≥n T¯j
where T¯j is the time-scale from Theorem 3.4. This sequence is non-decreasing and Tn →∞
as n → ∞. Let Bn denote the ball centered at the origin of radius n. Then, Theorem 3.4
implies that un are uniformly bounded in the class from inequalities [16, (4.1)–(4.4)] on
B1 × [0, T1]. Hence, there exists a sub-sequence u
1,k that converges to a vector field u1 on
B1 × (0, T1) in the following sense
u1,k
∗
⇀ u1 in L
∞(0, T1;L2(B1))
u1,k ⇀ u1 in L
2(0, T1;H
1(B1))
u1,k → u1 in L
3(0, T1;L
3(B1)).
By Theorem 3.4, all u1,k are also uniformly bounded on Bn × [0, Tn] for n ∈ N, n ≥
2. Therefore, we can inductively extract subsequences {un,k}k∈N from {un−1,k}k∈N which
converge to a vector field un on Bn × (0, Tn) as k →∞ in the following sense
un,k
∗
⇀ un in L
∞(0, Tn;L2(Bn))
un,k ⇀ un in L
2(0, Tn;H
1(Bn))
un,k → un in L
3(0, Tn;L
3(Bn)).
Let u˜n be the extension by 0 of un to R
3 × (0,∞). Note that, at each step, u˜n agrees with
u˜n−1 on Bn−1 × (0, Tn−1). Let u = limn→∞ u˜n. Then, u = un on Bn × (0, Tn) for every
n ∈ N.
Let u(k) = uk,k on Bk × (0, Tk) and equal 0 elsewhere. Then, for every fixed n and as
k →∞,
u(k)
∗
⇀ u in L∞(0, Tn;L2(Bn))
u(k) ⇀ u in L2(0, Tn;H
1(Bn))
u(k) → u in L3(0, Tn;L
3(Bn)).
Based on the uniform bounds for the approximates, we have that u satisfies
sup
0<t≤Tn
sup
x0∈R3
∫
Bn(x0)
|u(x, t)|2 dx
+ sup
x0∈R3
∫ Tn
0
∫
Bn(x0)
|∇u(x, t)|2 dx ds ≤ C sup
x0∈R3
∫
Bn(x0)
|u0|
2 dx.
The pressure is dealt with as in [19, §3]. Let
p(k)(x, t) =−
1
3
|u(k)|2(x, t) + p.v.
∫
B2
Kij(x− y)(u
(k)
i u
(k)
j )(y, t) dy
+ p.v.
∫
Bc
2
(Kij(x− y)−Kij(−y))(u
(k)
i u
(k)
j )(y, t) dy,
which differs from the pressure associated to u(k) by a function of t which is constant in x,
and so u(k) with the above pressure p(k) is also a distributional solution to (1.1).
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Since u(k) converges to u in the above sense, it follows that p(k) → p in L3/2(0, Tm;L
3/2(Bm))
for all m and p given by
p(x, t) = lim
m→∞ p¯
m(x, t),
where p¯m(x, t) is defined on B2m(0) by
p¯m(x, t) =−
1
3
|u(x, t)|2 + p.v.
∫
B2
Kij(x− y)uiuj(y, t)dy + p¯
m
3 + p¯
m
4 ,
with
p¯m3 (x, t) = p.v.
∫
B
2m+1
\B2
(Kij(x− y)−Kij(−y))uiuj(y, t) dy,
p¯m4 (x, t) =
∫
Bc
2m+1
(Kij(x− y)−Kij(−y))uiuj(y, t) dy.
To prove this one adapts the argument concerning the convergence of the pressure in [2,
Proof of Theorem 1.3].
We now establish the local pressure expansion. Following the analogous argument in
[2], it is possible to show that
GQij(u
(k)
i u
(k)
i )→ G
Q
ij(uiuj) in L
3/2(0, T;L
3/2(Q)), (4.1)
for any cube Q and time T > 0. Fix a cube Q and T > 0. Using (4.1) and taking the
limit of the weak form of (1.1) we find that the pair (u,GQij(uiuj)) solves (1.1) in Q× (0, T ).
Hence, ∇p = ∇GQij(uiuj)) in D
′(R3) at every time t and so there exists a constant pQ(t) so
that
p(x, t) = GQij(uiuj))(x, t) + pQ(t),
for x ∈ Q. Clearly we have pQ ∈ L
3/2(0, T ). This gives the desired local pressure expansion.
At this point we have established the items 1, 2, and 6 from the definition of local energy
solutions. The remaining items follow from the arguments in [2] (see also [16, pp. 156–158]
and [19, §3]). This is because for any time T0, we have the same convergences of u
k and pk
on Bn × T0 for all n ∈ N as in [2]; cf. also [5].
5 Eventual regularity
In this section we use Remark 3.5 to prove Theorem 1.4, but first recall a variant of the
Caffarelli-Kohn-Nirenberg regularity criteria [7] due to Lin [25]; see also [20, 17].
Lemma 5.1 (ǫ-regularity criteria). For any σ ∈ (0, 1), there exists a universal constant
ǫ∗ = ǫ∗(σ) > 0 such that, if a pair (u, p) is a suitable weak solutions of (1.1) in Zr =
Zr(x0, t0) = Br(x0)× (t0 − r
2, t0), and
ǫ3 =
1
r2
∫
Zr
(|u|3 + |p|3/2) dx dt < ǫ∗,
then u ∈ L∞(Zσr). Moreover,
‖∇ku‖L∞(Zσr) ≤ Ckǫ r
−k−1, k ∈ N0
for universal constants Ck = Ck(σ).
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The usual version is σ = 1/2. The general version σ ∈ (0, 1) follows from the usual
version and a partition argument.
Proof of Theorem 1.4. Choose N1 such that ‖u0‖
2
M2,1Cn
< 1 for all n ≥ N1. Let
Q = Qn−1 = (−2n, 2n)3.
Note that Q ∈ Cn by (1.4). By Lemmas 3.1 and removing the log factor due to |Q|
1/3 = 2n+1,
J =
1
|Q|2/3
∫ t
0
∫
Q
(|u|3 + |p− pQ(s)|
3/2) dx ds
≤ sup
Q′∈Cn;Q′∩Q∗∗ 6=∅
C
|Q′|2/3
∫ t
0
∫
Q′
|u|3 dx ds
+ C|Q|
q
2
− 7
6
∫ t
0
(
sup
Q′∈Cn
1
|Q′|q/3
∫
Q′
|u(x, s)|2 dx
)3/2
ds.
(5.1)
Using Lemma 3.2 with ε = 1,
J ≤ sup
Q′∈Cn;Q′∩Q∗∗ 6=∅
|Q|q−5/3
∫ t
0
(
1
|Q|q/3
∫
Q
|u|2 dx
)3
ds
+ |Q|−1/3 sup
Q′∈Cn;Q′∩Q∗∗ 6=∅
∫ t
0
∫
Q
|∇u|2 dx ds
+ C sup
Q′∈Cn;Q′∩Q∗∗ 6=∅
|Q|
q
2
− 7
6
∫ t
0
(
1
|Q|q/3
∫
Q
|u|2 dx
)3/2
ds
+ C|Q|
q
2
− 7
6
∫ t
0
(
sup
Q′∈Cn
1
|Q′|q/3
∫
Q′
|u(x, s)|2 dx
)3/2
ds.
Since the first three terms are the supremum over a finite number (independent of n) of
cubes, we may move the supremum inside the integrals. Taking q = 1, we get
J ≤
C
|Q|2/3
∫ t
0
(
sup
Q′∈Cn
1
|Q′|1/3
∫
Q′
|u|2 dx
)3
ds +
C
|Q|2/3
∫ t
0
(
sup
Q′∈Cn
1
|Q′|1/3
∫
Q′
|u|2 dx
)3/2
ds
+
C
|Q|1/3
sup
Q′∈Cn
∫ t
0
∫
Q′
|∇u|2 dx ds.
Then, using Remark 3.5, ‖u0‖
2
M2,1Cn
≤ 1, and taking t = T¯n = c∗22n where c∗ ∈ (0, 1] is the
suppressed constant in (3.7), we obtain
1
|Q|2/3
∫ T¯n
0
∫
Q
(|u|3+|p− pQ(s)|
3/2) dx ds ≤ C‖u0‖
2
M2,1Cn
(5.2)
for n ≥ N1.
We now prove Theorem 1.4. We may assume 0 < δ < 1. Define σ ∈ (0, 1) by
σ2 =
(
1 +
δ
4
)−1
∈
(
4
5
, 1
)
. (5.3)
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By c∗ ≤ 1, we have
B√c∗2n(0) × [0, c∗2
2n] ⊂ Qn−1 × [0, c∗22n],
for large n. Since ‖u0‖
2
M2,1Cn
→ 0, by (5.2), there exists N2 ≥ N1 so that if n ≥ N2, then
1
c∗22n
∫ c∗22n
0
∫
B√c∗2n (0)
(|u|3+|p − pQ|
3/2) dx dt <
ǫ∗(σ)
4
.
By Lemma 5.1, u is regular in
Zn = Bσ√c∗2n(0)× [(1 − σ
2)c∗22n, c∗22n]
and ‖u‖L∞(Zn) ≤ C2
−n. Note that Zn contains, using (5.3),
Pn =
{
(x, t) ∈ R3+1+ : δ|x|
2 ≤ t, (1− σ2)c∗22n ≤ t ≤ 4(1− σ2)c∗22n
}
.
Hence, u is regular in⋃
n≥N2
Pn =
{
(x, t) ∈ R3+1+ : max{τ, δ|x|
2} ≤ t
}
, τ = (1− σ2)c∗22N2 .
This proves Theorem 1.4.
Remark 5.2. In order to apply Lemma 5.1, we hope to bound both terms on the right side
of (5.1) by ‖u0‖
2
M2,qCn
. Anticipating t ∼ |Q|2/3, we need for the second term
q
2
−
7
6
+
2
3
≤ 0,
i.e., q ≤ 1. Thus q = 1 is the largest q we may choose to obtain the eventual regularity with
our method.
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