On the nodal set of solutions to a class of nonlocal parabolic equations by Audrito, Alessandro & Terracini, Susanna
ar
X
iv
:1
80
7.
10
13
5v
1 
 [m
ath
.A
P]
  2
6 J
ul 
20
18
ON THE NODAL SET OF SOLUTIONS TO A CLASS OF NONLOCAL
PARABOLIC REACTION-DIFFUSION EQUATIONS
ALESSANDRO AUDRITO AND SUSANNA TERRACINI
Abstract. We investigate the nodal properties of solutions u = u(x, t) to a nonlocal parabolic
reaction-diffusion equation. We characterise the possible blow-ups and we examine the structure of
the nodal set of such solutions. More precisely, we prove that their nodal set has at least parabolic
Hausdorff codimension one in RN × R, and can be written as the union of a locally smooth part and
a singular part, which turns out to possess remarkable stratification properties. Moreover, the asymp-
totic behaviour of general solutions near their nodal points is classified in terms of a class of explicit
polynomials of Hermite and Laguerre type, obtained as eigenfunctions to a Ornstein-Uhlenbeck type
operator. Our main results are obtained through a fine blow-up analysis which relies on the mono-
tonicity of an Almgren-Poon type quotient and some new Liouville type results for parabolic equations,
combined with more classical results like the Federer Reduction Principle and the Parabolic Whitney
Extension.
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2 A. AUDRITO AND S. TERRACINI
1. Introduction and structure of the paper
The main purpose of this paper is to give a detailed description of the nodal properties of solutions
to the following nonlocal parabolic equation
(1.1) (∂t −∆)su = h(x, t)u,
where x ∈ RN and t ∈ I ⊆ R. The fractional power 0 < s < 1 is fixed and the potential h = h(x, t)
belongs to a suitable class of functions (cfr. with (2.1)). Nonlocal equations involviing fractional
powers of the Heat operator like (1.1) are of high relevance in pure mathematics as well as in applied
fields such as biology, elasticity and finance. We quote Duvaut and Lion [27], Athanasopoulos et al.
[3], Danielli et al. [24], and Banerjee et al. [6] for works on the obstacle type problem for (∂t −∆)s,
and Metzler and Klafter [47] for connections with the theory of continuous time random walks.
The present paper can be seen as a natural follow-up of [5] by Banerjee and Garofalo, where the
authors proved a space-time strong unique continuation (backward in time) for solutions to (1.1).
Their paper is based on the monotonicity of an Almgren-Poon type quotient (cfr. with formula (3.2)
below), suitably combined with a fine blow-up analysis and the extension theory for solutions to (1.1),
independently developed by Nystro¨m and Sande [52] and Stinga and Torrea [63] (see also [61, 62]) in
very recent years (see Caffarelli and Silvestre [19] for the elliptic counterpart).
We note that in comparison with the existing literature, we are mainly concerned with the problem
of describing the regularity and the structure of the nodal set of solutions to (1.1). As anticipated,
our results will be obtained by combining the use of an Almgren-Poon type monotonicity formula, a
blow-up analysis, the classification of tangent maps and and more classical results such as the Federer
Reduction Principle (cfr. with Theorem 8.5) and the Whitney Extension Theorem (cfr. with Theorem
8.6). We stress that these methods relies on the spectral analysis of a Ornstein-Uhlenbeck operator
type, some new Liouville type results and some Gaussian-Poincare´ inequalities, which will be proved
together with the main results of the present work.
In this regard, the case s = 1 has been widely investigated both in the elliptic and in the parabolic
framework (cfr. for instance the works of Han and Lin [40, 45], and Chen [20]). Let us mention that
there are significative results on nodal properties of solutions to reaction-diffusion systems with strong
competition, like Caffarelli et al. [2, 16, 18] and Terracini et al. [22, 23, 51, 65] (local framework) and
[17, 67, 68, 72] (nonlocal framework). The parabolic case is less studied and, at least to our knowledge,
there is literature for the local setting only (see the papers of Dancer et al. [25, 26]). The elliptic
fractional framework has been very recently treated by G. Tortone in his Ph.D. dissertation [69], while
the parabolic nonlocal case 0 < s < 1 is completely open for both systems and single equation.
Below we give an simplified version of our two main results, while the presentation of their precise
statements will be postponed to Section 3 after having introduced some auxiliary matter. The first
main result is concerned with the asymptotic behaviour of solutions near their nodal points. i.e., points
p0 = (x0, t0) ∈ Γ(u) := u−1({0}). The main fact here is that any solution to (1.1) behaves (near its
nodal points) as a parabolically homogeneous polynomial of suitable order, called tangent map of u,
belonging to a specific class (cfr. with Definition 3.6 and Theorem 3.9).
Theorem 1.1. (Existence and uniqueness of the tangent map at nodal points) Fix 0 < s < 1. Let u =
u(x, t) be a solution to (1.1) with potential h satisfying (2.1) below, and set up0(x, t) = u(x0,t0)(x, t) :=
u(x+ x0, t+ t0). Then the following assertions hold true:
(i) For any p0 = (x0, t0) ∈ Γ(u), there exists a unique half-integer κ ∈ N/2 and a unique parabolically
κ-homogeneous polynomial ϑ = ϑ(x, t) such that
up0(x, t) = ϑp0(x, t) + o(‖(x, t)‖2κ),
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as ‖(x, t)‖2 := |x|2 + |t| → 0+.
(ii) If Γκ(u) and Bκ(u) denote the set of nodal points of order κ ∈ N/2 and the set of parabolically
κ-homogeneous polynomials, respectively (cfr. with Definitions 3.5 and 3.6 below), then the map
Γκ(u)→ Bκ(u) : p0 → ϑp0
is continuous.
The above theorem relies on a fine analysis of the blow-up sequence
up0,λ(x, t) =
up0(λx, λ
2t)
λ2κ
,
and some new Liouville type results (cfr. with Theorem 3.3, Theorem 3.4 and Lemma 7.3). Here we
recall a crucial Ho¨lder bound for the family {uλ}λ>0 (cfr. with Theorem 3.4 and Corollary 7.5).
Theorem 1.2. (Uniform Ho¨lder bounds for blow-up families) Fix 0 < s < 1. Let u ∈ dom(Hs) be a
solution to (1.1) with potential h satisfying (2.1) below.
Then for any p0 = (x0, t0) ∈ Γ(u), there exists an half-integer κ ∈ N/2 such that for any compact set
K ⊂ RN × (−∞, 0), and any 0 < ν < ν∗ := min{1/2, s}, there exists a constant C > 0 not depending
on λ > 0, such that
‖up0,λ‖C2ν,ν(K) ≤ C,
for any λ > 0.
Secondly we state our main result concerning the structure and the regularity of the nodal set of
solutions to (1.1). In particular, we prove it possesses remarkable non-degeneracy and stratification
properties (cfr. with Theorem 3.7, Proposition 3.8 and Theorem 3.12 for the precise statements).
Theorem 1.3. (Structure and Regularity of the nodal set) Fix 0 < s < 1. Let u = u(x, t) be a solution
to (1.1) with potential h satisfying (2.1) below. Then the following assertions hold true:
(i) The nodal set Γ(u) := u−1({0}) has parabolic Hausdorff codimension at least one, i.e.
dimP(Γ(u)) ≤ N + 1,
where dimP(·) denotes the parabolic Hausdorff dimension (cfr. with Definition 8.2).
(ii) Γ(u) can be written as the disjoint union of a regular and singular part, denoted by R(u) and
S(u), respectively. Furthermore:
• R(u) = Γ(u) ∩ {|∇xu| > 0} is a locally C1-manifold of parabolic Hausdorff codimension at least
one, i.e.
dimP(R(u)) ≤ N + 1.
• S(u) := Γ(u) \ R(u) can be written as the countable unions
S(u) =
⋃
κ∈1+N/2
Γκ(u) =
⋃
κ∈1+N/2
⋃
d=0,...,N
Γdκ(u),
and each set Γdκ(u) is contained in a countable union of (d+ 1)-dimensional space-like C1,0 manifolds
for any d = 0, . . . , N − 1, whilst ΓNκ (u) in a countable union of N -dimensional time-like C1 manifolds
(cfr. with Definitions 3.10 and 3.11, below).
The proof of this last theorem relies on the validity of the first two ones, in which the blow-up
analysis is combined with a parabolic version of the Federer Reduction Principle and of the Whitney
Extension Theorem (cfr. with Theorem 8.5 and Theorem 8.6, respectively).
Structure of the paper. The paper is organized in sections as follows.
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In Section 2 we review some important notions and definitions which are the basis of the entire
work. The main references for this part are [5, 52, 63].
In Section 3 we present the detailed versions of our main results.
In Section 4 we review the proof of some Almgren-Poon type monotonicity formulas, and their
immediate consequences.
In Section 5 we prove Theorem 5.2, from which Proposition 3.2 follows as a corollary. As an almost
immediate application of the spectral analysis, we show some new Gaussian-Poincare´ type inequalities
which have a clear self-interest and, furthermore, will be crucially employed in the proof of some
Liouville type results.
In Section 6 we start the blow-up analysis and we provide the proof of Theorem 3.3 which, as before,
will be obtained as a consequence of a more general result (cfr. with Theorem 6.1). In this first step,
we prove the convergence of the blow-up sequence and the uniqueness of the blow-up limit in energy
spaces of Gaussian type.
In Section 7 we complete the blow-up analysis by proving Theorem 7.1 which generalizes Theorem
3.4. The main fact here is that we show that the blow-up sequence not only converges in energy space,
but also locally uniformly in RN+1+ × (0,∞). We stress that, in order to obtain uniform bounds as
(3.14), we employ some new Liouville type results that we show (using again the monotonicity of the
Almgren-Poon quotient) in a separate subsection.
Finally, in Section 8 we focus on the nodal set of solutions to equation (1.1) and we prove the
main results of the entire work. Theorem 3.7 is obtained by combining the blow-up analysis with the
Federer Reduction Principle (cfr. with Theorem 8.5), while the proof of Theorem 3.9 employs the
blow-up classification and some Monneau and Weiss monotonicity formulas. Finally, Theorem 3.12 is
proved through an application of a parabolic version of the Whitney Extension Theorem 8.6.
2. Preliminaries and known results
In the next paragraphs we collect some known result concerning equation (1.1) and introduce some
technical tools which are the basis of this work. Once properly defined the fundamental framework in
which we will move, we will be in a position to state in due detail our main results, which presentation
is postponed to Section 3.
Equation (1.1): framework and non-locality. Keeping in mind this general ideas, we describe
the framework in which equation (1.1) will be studied from now on. First of all, we fix 0 < s < 1 and
we take I := (−T, 0) for some fixed T > 0 (the general case can be recovered through a temporal shift
and eventually taking T = +∞). We assume that the potential h : RN+1 → R satisfies
(2.1)
{
‖h‖C1(RN+1) ≤ C, if 1/2 ≤ s < 1
‖h‖C2(RN+1), ‖x · ∇xh‖L∞(RN+1) ≤ C, if 0 < s < 1/2,
for some constant C > 0, where
‖f‖Ck(RN+1) :=
∑
|α|+j≤k
sup
(x,t)∈RN+1
|∂α∂jt f(x, t)|.
Note that assumption (2.1) coincides with assumption (1.2) of [5], and it turns out to be crucial in the
proof of some regularity results and of the Almgren-Poon monotonicity formula (cfr. with Section 5
and 6 of [5], respectively). As explained in [5], it may be possible to relax it to less a restrictive one.
However, we do not insist on this aspect since it goes out of our purposes.
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The main new feature of the problem is the presence of a fractional power of the Heat operator
H := ∂t −∆. Following [52, 63], we define its fractional power in terms of its Fourier transform
Ĥsu(η, ϑ) := (iϑ + |η|2)s û(η, ϑ),
for all functions u = u(x, t) belonging to the natural domain
dom(Hs) :=
{
u ∈ L2(RN+1) : (iϑ + |η|2)s û ∈ L2(RN+1)} .
We will thus say that a function u = u(x, t) is a solution to (1.1) if u ∈ dom(Hs) and (1.1) is satisfied
a.e. in RN × (−T, 0) (note that this makes sense since u ∈ dom(Hs) implies Hsu ∈ L2(RN+1) by
Plancherel Theorem).
Now, to go deeper into the study of such nonlocal operator, we recall below a pointwise formula for
Hs appeared firstly Section 28.3 of [58] (cfr. with formula (28.52)) and then recently presented in
[5, 52, 63].
Theorem. Let 0 < s < 1 and u ∈ S(RN+1). Then:
Hsu(x, t) =
1
|Γ(−s)|
∫ t
−∞
∫
RN
[u(x, t)− u(z, τ)] GN (x− z, t− τ)
(t− τ)1+s dzdτ,
for any x ∈ RN and t ∈ R, where GN = GN (x, t) is the standard Gaussian probability density defined
in (2.19) below.
The above theorem enlightens the genuine non local nature, both in space and time, of equations
like (1.1). In more precise words, “the random jumps are coupled with the random waiting times”
(cfr. with p. 3894 of [63]). Moreover, starting from the this pointwise representation, it is not difficult
to see that Hsu = (−∆)su if u = u(x), while if u = u(t) it reduces to the extended Caputo derivative
(or Marchaud derivative) Hsu = (∂t)
su (cfr. with [46, 58] and the more recent work [12]). We stress
that it significantly differs from another interesting model of fractional diffusion (in which jumps and
waiting times are independent):
∂tu+ (−∆)su = 0,
and its generalizations (see for instance the works of Va´zquez et al. [13, 71]). See also the papers of
Figalli et al. [8, 14], where the obstacle problem for the above nonlocal parabolic equation is studied
and the very recent paper of Ferna´ndez-Real and Ros-Oton [33].
Equation (1.1): extension theory. Before proceeding further, we need to recall some known
facts from [52, 63] which are the fundamentals of our theory. Following Section 3 of [5], we consider
a solution u ∈ dom(Hs) to
(2.2) (∂t −∆)su = Γ(1− s)
22s−1Γ(s)
h(x, t)u in RN × R,
which differs from (1.1) for the only presence of a normalization constant in front of the potential.
Secondly, setting a := 1− 2s, we introduce the following extension problem:
(2.3)
{
∂tU − y−a∇ · (ya∇U) = 0 in RN+1+ × R,
U(x, 0, t) = u(x, t) in L2(RN+1),
where ∇ = ∇x,y and ∇· = ∇x,y· denotes the gradient and the divergence operator, respectively, and
U = U(x, y, t) with (x, y) ∈ RN+1+ := RN ×R+ and t ∈ R. The theorem below clarifies the connections
between the nonlocal operator Hs and the extension problem (2.3), giving also the expression of a
solution in terms of the convolution between the boundary data u = u(x, t) and a Poisson kernel type.
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Theorem. (Nystro¨m and Sande [52][Theorem 1], Stinga and Torrea [63][Theorem 1.7], Banerjee and
Garofalo [5][Section 3]).
Let 0 < s < 1, a = 1− 2s, u ∈ dom(Hs) and consider the function
(2.4) U(x, y, t) :=
∫ ∞
0
∫
RN
u(x− z, t− τ)P ay (z, τ)dzdτ,
where the Poisson kernel is defined by
(2.5) P ay (x, t) =
1
21−aΓ(1−a2 )
GN (x, t)
y1−a
t1+
1−a
2
e−
y2
4t (x, y) ∈ RN+1+ , t > 0.
Then U = U(x, y, t) satisfies U(·, ·, y) ∈ C∞((0,∞), dom(Hs)) ∩ C([0,∞), L2(RN+1)) and solves the
extension problem (2.3). Moreover, U = U(x, y, t) is smooth in RN+1+ × (−∞,∞) and
(2.6) − 2
2s−1Γ(s)
Γ(1− s) ∂
a
yU(x, t) = H
su(x, t) in L2(RN+1),
where ∂ayU(x, t) := limy→0+ ya∂yU(x, y, t) in L2(RN+1).
This last theorem is crucial for the rest of the paper since it explains how to transform a nonlocal
problem as (1.1) (and/or (2.2)) into a local one, posed in the extended space RN+1+ × R. Miming
Section 4 of [5], we thus consider the extended problem:
(2.7)

∂tU − y−a∇ · (ya∇U) = 0 in RN+1+ × R,
U = u in RN × {0} ×R
−∂ayU = h(x, t)u in RN × {0} ×R,
where the last to equations have to be intended in the L2(RN+1) sense (note that, in view of the
above theorem, the last equation reads without any additional multiplicative term, thanks to the
normalization in (2.2)). Working with the extensions has some technical advantages and, in particular,
it allows us to bypass the non-locality of our equation. The main drawback is the presence of an
additional, though fictitious variable y ∈ R+ that requires the passage to the (nontrivial) limit (2.6),
to be eliminated and return to the original nonlocal problem.
Problem (2.7): weak solutions and regularity theory. In order to deal with problem (2.7),
we have to recall the notion of weak solutions and the subsequent regularity results (cfr. with Section
4 of [5]) adapting them to our setting. Before that, we introduce some notations. If r > 0 and
X0 = (x0, y0) ∈ RN+1, we define
(2.8)
Br(x0) := {x ∈ RN : |x− x0| < r},
Br(X0) := {X = (x, y) ∈ RN+1 : |x− x0|2 + |y − y0|2 < r2},
B+r (X0) := Br(X0) ∩ {y > 0},
and we will set Br := Br(0), Br := Br(0) and B
+
r := B
+
r (0) for simplicity.
Definition. (Banerjee and Garofalo [5][Definition 4.1 and 4.3])
Let −1 < a < 1, r > 0, T1 < T2. We define the space
Va,r,T1,T2 := L2((T1, T2);W 1,2(B+r , yadxdy)),
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endowed with the norm
‖W‖2Va,r,T1,T2 :=
∫ T2
T1
∫
B
+
r
(
W 2 + |∇W |2) yadxdydt <∞.
If V ∈ L∞(Br × (T1, T2)), we say that a function U ∈ Va,r,T1,T2 is a weak solution in B+r × (T1, T2) to
(2.9)
{
∂tU − y−a∇ · (ya∇U) = 0
−∂ayU = h(x, t)U,
if for every η ∈W 1,2(B+r × (T1, T2), yadxdy) with compact support in (B+r ∪Br)× [T1, T2] it holds∫ t2
t1
∫
B
+
r
(∇U · ∇η − U∂tη) yadXdt =
∫
B
+
r
[U(t1)η(t1)− U(t2)η(t2)] yadXdt−
∫ t2
t1
∫
Br
h(x, t)Uη dxdt,
for a.e. T1 < t1 < t2 < T2, where dX := dxdy and U(t) denotes the function (x, y)→ U(x, y, t).
If h ∈ L∞(RN × (T1, T2)), we say that a function U ∈ L2((T1, T2);W 1,2(B+r , yadxdy)) for any r > 0 is
a weak solution in RN+1+ × (T1, T2) to (2.9), if the above integral relation is satisfied for any r > 0.
We are now in the position to recall some crucial regularity results proved in [5]. Their proofs are
based on the De Giorgi-Nash-Moser approach. We stress that equations like (2.3) are included in a
wider group of problems studied in the 80’s by Chiarenza and Serapioni [21] (see also [39, 42], and
[30] for the elliptic setting), since the weight w(y) = ya belongs to the A2 Muckenhoupt class (cfr. for
instance with [7, 50]).
Theorem. (Banerjee and Garofalo [5][Corollary 4.6])
Fix −1 < a < 1 and −∞ ≤ T1 < T2 ≤ +∞. Let u ∈ dom(Hs) be a solution to (2.2) with potential
h = h(x, t) satisfying (2.1) and let U = U(x, y, t) be the function defined in (2.4). Then U is a weak
solution to the extended problem (2.7) in RN+1+ × (T1, T2).
Theorem. (Banerjee and Garofalo [5][Theorem 5.1, Lemma 5.5 and 5.6, Remark 5.7])
Fix −1 < a < 1, r > 0 and −∞ ≤ T1 < T2 ≤ +∞. Let U = U(x, y, t) be a weak solution to problem
(2.9) with potential h = h(x, t) satisfying (2.1). Then the following statements hold:
(i) Ho¨lder regularity: there exist α ∈ (0, 1) depending only on a and N , such that U is locally
α-Ho¨lder continuous up to the boundary y = 0. Moreover, u is globally α-Ho¨lder continuous in RN+1
(in particular it is bounded in RN+1).
(ii) Higher regularity: there exist α′ ∈ (0, 1) depending only on a and N , such that ∇xU , ∂tU , and
ya∂yU are locally α
′-Ho¨lder continuous up to the boundary y = 0. Moreover, u ∈ C1(RN+1).
The results shown above are the basis of [5] and the present work. We end this paragraph with
a remark which introduces the concept of strong solutions, which will be important later. Let U =
U(x, y, t) be a weak solution to problem (2.9) in RN+1+ × (−T, 0), in the special case in which h ≡ 0 in
RN × (−T, 0). Its weak formulation thus reads as∫ t2
t1
∫
B
+
r
(∇U · ∇η − U∂tη) yadXdt =
∫
B
+
r
[U(t1)η(t1)− U(t2)η(t2)] yadXdt,
for any r > 0, every η ∈ W 1,2(B+r × (−T, 0), yadxdy) with compact support in (B+r ∪ Br) × [−T, 0],
and a.e. −T < t1 < t2 < 0. Now, thanks to the regularity results above, we can integrate by parts
w.r.t. to time to obtain
−
∫ t2
t1
∫
R
N+1
+
∇U · ∇η yadXdt =
∫ t2
t1
∫
R
N+1
+
∂tUη y
adXdt,
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for every every η ∈ C1c (RN+1+ ×[−T, 0]), i.e., the operator LaU := y−a∇·(ya∇U) ∈ L∞loc(RN+1+ ×[−T, 0])
and the equation in (2.9) is satisfied a.e. in RN+1+ × (−T, 0), i.e. U = U(x, y, t) is a strong solution
to (2.9), cfr. with Chapter 7 of [44]. Summing up, the regularity theory developed in [5] shows that
weak solutions to (2.9) are indeed solutions in the strong sense.
Problem (2.7): reduction to the case h ≡ 0. Once introduced all the basic notions concerning
equation (1.1) and problem (2.7), we consider the subclass of problems in which the potential is trivial,
i.e. h ≡ 0. This reduction is a key point of the present paper. We will prevalently work in this easier
framework and we will recover our statements for the case h 6≡ 0 by suitably combining our analysis
with some techniques developed in [5] (cfr. with formula (3.16) and (3.17) below). This strategy
has the advantage to work with independent and less technical methods (c.f.r. [5]) and, at the same
time, to be strong enough to cover the more general case of nontrivial potential (cfr. with the crucial
comments at the end of the proof of Theorem 3.4 and Theorem 6.1, and the proof of Corollary 7.5).
To motivate this choice from the beginning, we need once more to recall some key results proved
in [5]. So, let u ∈ dom(Hs) be a solution to (2.2) and let U = U(x, y, t) be defined as in (2.4) (as
we have seen it is a weak solution to (2.7)). We consider the quantities (cfr. with formulas (6.3) and
(6.4) of [5])
k(t, U) :=
∫
R
N+1
+
yaU2(x, y, t)GN+1(x, y, |t|) dxdy
ih(t, U) := −t
∫
RN+1
+
ya|∇U |2(x, y, t)GN+1(x, y, |t|) dxdy + t
∫
RN×{0}
h(x, t)u2(x, t)GN+1(x, |t|) dx
:= i0(t, U) + t
∫
RN×{0}
h(x, t)u2(x, t)GN+1(x, |t|) dx,
for t < 0, where GN+1(x, y, |t|) = (4π|t|)−N+12 e−
|x|2+y2
4|t| is the fundamental solution the Heat Equation
posed in spacial dimension N + 1. Then, we consider their averaged versions (cfr. with formulas
(6.11), (6.12) and (6.13) of [5]):
(2.10)
H(λ,U) :=
1
λ2
∫ 0
−λ2
k(t, U) dt,
Ih(λ,U) :=
1
λ2
∫ 0
−λ2
ih(t, U) dt, I0(λ,U) :=
1
λ2
∫ 0
−λ2
i0(t, U) dt
and the Almgren-Poon quotients (or frequency) of U as
(2.11) Nh(λ,U) =
Ih(λ,U)
H(λ,U)
, N0(λ,U) =
I0(λ,U)
H(λ,U)
,
for any λ > 0 such that H(λ,U) 6= 0. The following theorem is one of the main results proved in [5].
Theorem 2.1. (Banerjee and Garofalo [5][Theorem 1.3 and Corollary 6.12])
Fix 0 < s < 1, a = 1− 2s. Let u ∈ dom(Hs) be a solution to (2.2) with potential h = h(x, t) satisfying
(2.1) and let U = U(x, y, t) be the function defined in (2.4). Then there exist universal constants
C, t0 > 0 such that the function
λ→ exp
{
C
∫ λ
0
t−adt
}(
Nh(λ,U) + C
∫ λ
0
t−adt
)
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is monotone nondecreasing in (0,
√
t0). Furthermore, when the potential h ≡ 0, then the constant C
can be taken equal to zero and we have pure monotonicity of the function λ→ Nh(λ,U) = N0(λ,U).
In such case, N0(λ,U) ≡ κ for 0 < λ < Λ if and only if U is parabolically homogeneous of degree κ in
RN+1+ × (0,Λ) (cfr. with (3.6) below for the definition). Finally,
lim
λ→0+
Nh(λ,U) = lim
λ→0+
N0(λ,U) = κ.
The above theorem is crucial in the analysis of the asymptotic behaviour of the normalized blow-up
family (cfr. with formula (7.2) of [5]):
(2.12) Uλ(x, y, t) :=
U(λx, λy, λ2t)√
λ−aH(λ,U)
.
The main result concerning the limit of (2.12) as λ→ 0+ is resumed in the following theorem.
Theorem 2.2. (Banerjee and Garofalo [5][Lemma 7.2, Lemma 7.4 and Proposition 7.5])
Fix 0 < s < 1, a = 1− 2s. Let u ∈ dom(Hs) be a solution to (2.2) with potential h = h(x, t) satisfying
(2.1), let U = U(x, y, t) be the function defined in (2.4) and Uλ = Uλ(x, y, t) be defined as in (2.12).
Then there exist a subsequence λj → 0+ as j → +∞ and a weak solution U0 = U0(x, y, t) to
(2.13)
{
∂tU − y−a∇ · (ya∇U) = 0 in RN+1+ × (−1, 0)
−∂ayU = 0, in RN × {0} × (−1, 0),
such that Uλj → U0 uniformly and ∇Uλj → ∇U0 weakly in L2(yadxdydt) on compact sets of RN+1+ ×
(−1, 0), and ∫ 0
−R2
∫
RN+1
+
ya
(|Uλj − U0|2 + |t||∇Uλj −∇U0|2)GN+1(x, y, t) dxdydt→ 0,
as j → +∞, for any fixed 0 < R < 1. Moreover, if we denote with
κ := lim
λ→0+
Nh(λ,U) = lim
λ→0+
N0(λ,U),
then U0 = U0(x, y, t) is parabolically homogeneous of degree κ (cfr. with (3.6) below for the definition).
Let us briefly comment this last theorem. First, from the Gaussian type bounds proved in Lemma 8.1
of [5] (see also Chapter 5 of [24] and Section 5 of [6]), it follows that the blow-up limit U0 = U0(x, y, t)
is a strong solution to (2.13) (cfr. with Definition 2.3 below). Moreover, we obtain some further and
more significant information. Indeed, we obtain that the asymptotic limit of the blow-up sequence
(2.12) is a function satisfying problem (2.13), i.e. (2.9) with trivial potential h ≡ 0 and, furthermore,
it is parabolically homogeneous of degree κ, where κ is the limit as λ → 0+ of the Almgren-Poon
quotients introduced above. We will see that these last two properties are the keys that allows us to
study the nodal properties of solutions to the nonlocal Heat Equation
(2.14) (∂t −∆)su = 0,
and then to transfer that information to the solutions to the complete equation (1.1).
Keeping this in mind, we fix −1 < a < 1, T > 0, and we introduce the Neumann type problem
(2.15)
{
∂tU + y
−a∇ · (ya∇U) = 0 in RN+1+ × (0, T )
−∂ayU = 0 in RN × {0} × (0, T ),
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where we recall that ∂ayU := limy→0+ ya∂yU(x, y, t). Note that the above problem corresponds to
(2.9) with the time variable inversion t→ −t. This choice is purely formal, but allows us to strongly
simplify the future notations. At the same time, we consider also the Dirichlet type version of (2.15):
(2.16)
{
∂tU + y
−a∇ · (ya∇U) = 0 in RN+1+ × (0, T )
U = 0 in RN × {0} × (0, T ),
and the one posed in the whole RN+1:
(2.17) ∂tU + |y|−a∇ · (|y|a∇U) = 0 in RN+1 × (0, T ).
Note that solutions U = U(x, y, t) to (2.15) can be reflected in a even way to build solutions
W (x, y, t) = U(x, |y|, t) to (2.17) (cfr. with Theorem 1 of [52] and Lemma 5.1 of [63]). Viceversa,
given a solution W =W (x, y, t) to (2.17), we have that its even part and its odd part
We(x, y, t) :=
W (x, y, t) +W (x,−y, t)
2
, Wo(x, y, t) :=
W (x, y, t)−W (x,−y, t)
2
are solutions to (2.15) and (2.16), respectively. These straightforward observations motivate us to
describe as precisely as possible the solutions to the more general problem (2.17) and then transfer
that information on solutions to (2.15) and (2.16), respectively. This approach is motivated also by
other two important reasons. The first one is related to the optimal Ho¨lder regularity of solution
to (2.17) that, as we have mentioned above, belongs to a more general class of weighted equations.
Chiarenza and Serapioni [21] established a Harnack inequality for weak solutions, together with their
Ho¨lder regularity. However, as far as we known, the optimal Ho¨lder exponent is not know even for
that special weight |y|a. Combing our methods (cfr. with the proof of Theorem 7.1) with some known
results about the elliptic framework (cfr. with [73]), we will give a positive answer to this issue. The
second reason is related to some open problems in the field of reaction-diffusion systems with strong
competition and nonlocal diffusion in the elliptic setting (cfr. with Terracini et al. [66, 67, 68], see
also [72]). Even in this framework, the optimal regularity of solutions is one of the main issues and it
is related to the phenomenon of self-segregation, appearing only in the nonlocal setting. Our idea to
fully understand the properties of solutions to (2.17), which is fundamental in the blow-up analysis, in
order to establish the role played by it, in the reaction-diffusion systems setting. For a wide part of this
work we will thus focus on solutions to equation (2.17) and we will automatically obtain information
on solutions to (2.15) and (2.16), too (cfr. in particular with Theorem 5.2, Theorem 6.1 and Theorem
7.1), whilst only in the end (cfr. with Section 8) we will come back to solutions to (2.15)-(1.1).
Fundamental solution. In the next paragraphs we present the definitions of strong solution to
(2.15), (2.16) and (2.17), respectively. To do that, we need to introduce the fundamental solution to
problem
(2.18)
{
∂tU − LaU = 0 in RN+1+ × (0,∞)
−∂ayU = 0 in RN × {0} × (0,∞),
where, as before, LaU := y−a∇ · (ya∇U). As always, ∇· = ∇x,y· is the spacial divergence, ∇ = ∇x,y
is the spacial gradient. Setting
(2.19) GN (x, t) =
1
(4πt)N/2
e−
|x|2
4t
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and
Ga+1(y, t) =
1
2aΓ(1+a2 )
1
t
1+a
2
e−
y2
4t ,
we define
(2.20) Ga(x, y, t) = GN (x, t)Ga+1(y, t) = CN,a 1
t
N+a+1
2
e−
|x|2+y2
4t ,
where
CN,a :=
1
2aΓ(1+a2 )(4π)
N/2
.
It is straightforward to verify that Ga = Ga(x, y, t) is a smooth solution to (2.18), with the following
key scaling property
Ga(x, y, t) = t−
N+a+1
2 Ga
(
t−1/2x, t−1/2y, 1
)
.
Note that, following [35], we could have proceeded by looking for solutions to (2.18) with the separate
variable form (2.20). This procedure easily leads to the expressions for GN and Ga+1, and it is based
on the decomposition of the operator
La = ∆x + ∂yy + a
y
∂y,
as the sum of the generator of the Heat and the Bessel semigroup, respectively. We stress that the
expression of Ga was already worked out in Theorem 1.8 and Remark 1.9 of [63], as the function
realizing the following identity
−y−a∂yG−a(x, y, t) = P ay (x, t) in RN+1+ × (0,∞),
where P ay is the Poisson kernel defined in (2.5) (cfr. with formula (2.3) of [19] for the elliptic case).
Our choice of the normalization constant CN,a > 0 differs from the one in [63] and makes the family
of functions
(x, y)→ yaGa(x, y, t),
a family of probability densities for any t > 0. We thus define the family of probability measures on
RN+1+
(2.21) dµt = dµt(x, y) := y
aGa(x, y, t) dxdy,
shortened, for t = 1, to dµ := dµ1. In some cases (cfr. with Section 5), we will use the notations
dµx := GN (x, 1)dx =
1
(4π)N/2
e−
|x|2
4 dx, dµy :=
1
2aΓ(1+a2 )
yae−
y2
4 dy,
to denote the marginals of the measure dµ = dµ(x, y) w.r.t. to x ∈ RN and y > 0, respectively.
We conclude the presentation of the fundamental solution by stressing that, since ∂ayGa = 0 in
RN × {0} × (0,∞), it follows that the function
(2.22) G˜a(x, y, t) := CN,a
2
t−
N+a+1
2 e−
|x|2+y2
4t ,
is a smooth solution to equation
(2.23) ∂tU − LaU = 0 in RN+1 × (0,∞),
where now, with some abuse of notation, we set LaU := |y|−a∇ · (|y|a∇U) (cfr. with Lemma 5.1 of
[63] or check it directly by repeating the above procedure for y < 0). We will call it fundamental
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solution to equation (2.23) and, with more abuse of notation, we will denote it with Ga = Ga(x, y, t).
Of course, it satisfies the same properties of the fundamental solution in the half-space RN+1+ . We will
set again
(2.24) dµt = dµt(x, y) := |y|aGa(x, y, t) dxdy,
which is now a probability measure on RN+1, for all t > 0. Again we will shorten with dµ instead of
dµ1. Also in this case we will indicate with
dµy :=
1
21+aΓ(1+a2 )
|y|ae− y
2
4 dy,
the marginal of the measure dµ = dµ(x, y) w.r.t. to y > 0. We have decided not to distinguish between
the to kinds of fundamental solutions and related probability measures not to exceed in notations. It
will be always clear from the context in which framework we will work.
Functional setting and strong solutions. We have seen that the fundamental solution Ga =
Ga(x, y, t) naturally defines a family of probability measures on RN+1+ . We thus define the family of
Hilbert spaces
L2(RN+1+ , dµt) :=
{
V = V (x, y) measurable:
∫
R
N+1
+
V 2(x, y) dµt(x, y) < +∞
}
, t > 0,
where dµt = dµt(x, y) is defined in (2.21), endowed with the natural L
2 type norm. We anticipate
that, we will often simplify the notation to
L2µt := L
2(RN+1+ , dµt) and L
2
µ := L
2(RN+1+ , dµ).
Then, we introduce the family of weighted Sobolev norms
‖V ‖2
H1(RN+1
+
,dµt)
:=
∫
R
N+1
+
V 2(x, y) dµt(x, y) + t
∫
R
N+1
+
|∇V |2(x, y) dµt(x, y),
and the Hilbert spaces
H1(RN+1+ , dµt) and H
1
0 (R
N+1
+ , dµt),
obtained as the closure of the spaces C∞c (RN+1+ ) and C∞c (RN+1+ ) w.r.t. the norm ‖ · ‖H1(RN+1
+
,dµt)
defined above, respectively. Again, we will shorten
H1µt := H
1(RN+1+ , dµt), H
1
0,µt := H
1
0 (R
N+1
+ , dµt), H
1
µ := H
1(RN+1+ , dµ), H
1
0,µ := H
1
0 (R
N+1
+ , dµ).
Finally, we will need some space-time L2-Sobolev type spaces:
L2(0, T ;L2µt) :=
{
V = V (x, y, t) measurable :
∫ T
0
‖V (t)‖2L2µt dt < +∞
}
L2(0, T ;H1µt) :=
{
V = V (x, y, t) measurable :
∫ T
0
‖V (t)‖2H1µt dt < +∞
}
L2(0, T ;H10,µt) :=
{
V = V (x, y, t) measurable :
∫ T
0
‖V (t)‖2H1
0,µt
dt < +∞
}
,
which are again Hilbert spaces with the natural scalar product and associated norm.
In the same way, we consider the family of spaces
L2(RN+1, dµt) :=
{
V = V (x, y) measurable:
∫
RN+1
V 2(x, y) dµt(x, y) < +∞
}
, t > 0,
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where dµt = dµt(x, y) is defined in (2.24), for all t > 0. Again we will use the simplified notations
L2µt := L
2(RN+1, dµt) and L
2
µ := L
2(RN+1, dµ).
As before, considering the family of weighted Sobolev norms
‖V ‖2H1(RN+1,dµt) :=
∫
RN+1
V 2(x, y) dµt(x, y) + t
∫
RN+1
|∇V |2(x, y) dµt(x, y),
we can define the family of spaces H1(RN+1, dµt) obtained as the closure of the space C∞c (RN+1) w.r.t.
the above norm. Also in this case we will shorten H1µt := H
1(RN+1, dµt) and H
1
µ := H
1(RN+1, dµ).
Finally, the Hilbert spaces L2(0, T ;L2µt) and L
2(0, T ;H1µt) are defined as above substituting R
N+1
+ with
RN+1. We are now ready to introduce the definition of strong solution to (2.15), (2.16) and (2.17).
Definition 2.3. A function U = U(x, y, t) is said to be a strong solution to problem (2.15) if the
following properties hold true:
• U ∈ L2(0, T ;H1µt), with t∂tU + (x,y)2 · ∇U, LaU ∈ L2loc(0, T ;L2µt).
• The identity ∂tU + LaU = 0 is satisfied a.e. in RN+1+ × (0, T ).
• −∂ayU(x, t) := − limy→0+ ya∂yU(x, y, t) = 0 in L2(RN × (0, T )).
A function U = U(x, y, t) is said to be a strong solution to problem (2.16) if U ∈ L2(0, T ;H10,µt), the
first two properties above hold true, and the third one is replaced with U = 0 in RN × {0} × (0, T ).
Definition 2.4. A function U = U(x, y, t) is said to be a strong solution to equation (2.17) if the
following properties hold true:
• U ∈ L2(0, T ;H1µt), with t∂tU + (x,y)2 · ∇U, LaU ∈ L2loc(0, T ;L2µt).
• The identity ∂tU + LaU = 0 is satisfied a.e. in RN+1 × (0, T ).
The concept of strong solution is well-known in parabolic equations (cfr. for instance with Chapter
7 of [44]). However, before moving forward, we must clarify some aspects of the above definitions. We
mainly focus on strong solutions to equation (2.17), specifying which are the main differences with
respect to the other two cases.
First of all, we point out that classical solutions (satisfying the first requirements in Definition
2.4) are strong solutions, while smooth strong solutions are in fact classical solutions. This easily
follows from the definition. On the other hand, strong solutions are weak solutions in the sense of
Definition 2.1 of [21] (or Definitions 4.1 and 4.3 of [5] for the Neumann setting). As we have anticipated
before, the substantial difference between weak and strong solutions is that in the second case the
time derivative and the diffusion operator are required to belong to the space L2loc(0, T ;L
2
µt). This is
not the case in the weak solutions framework, where these derivatives are allowed to be distributions.
However, the regularity results recalled at the beginning of this introduction show that weak solutions
are indeed more regular, justifying our definition of strong solution. Actually, strong solutions satisfies
also all the regularity properties recalled above (cfr. with [5]) like Ho¨lder continuity. Note that the
requirements like U ∈ L2(0, T ;H1µt) are completely justified by the Gaussian type estimates proved in
Lemma 8.1 of [5] for weak solutions to (2.15), which hold also for weak solutions to (2.16) and (2.17)
with minor changes (see also Chapter 5 of [24] and Section 5 of [6]).
To end the discussion about strong solutions, we point out that we can replace the second requirement
in Definition 2.4 (resp. Definition 2.3) with two equivalent integral formulations. Indeed, multiplying
the relation ∂tU + LaU = 0 by a test function with the form
t|y|aGa(x, y, t)η(x, y, t),
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where η belongs to L2(0, T ;H1µt), and integrating over R
N+1×(t1, t2) (for any choice 0 < t1 < t2 < T ),
we obtain the identity
(2.25)
∫ t2
t1
∫
RN+1
[
t∂tU +
(x, y)
2
· ∇U
]
η dµt(x, y)dt =
∫ t2
t1
t
∫
RN+1
∇U · ∇η dµt(x, y)dt
holding for all η ∈ L2(0, T ;H1µt) (test firstly with η ∈ C∞c (RN+1 × (0, T )) and then use density).
Note that, even though it suffices to take η ∈ L2loc(0, T ;H1µt) (which is important to widen the set of
test functions) we limit ourselves the choice η ∈ L2(0, T ;H1µt) not to weight down the presentation.
Identity (2.25) have the advantage to be easily compared with the definition of weak solutions.
In performing the above integration by parts, we have crucially used the remarkable property of the
fundamental solution
∇x,yGa(x, y, t) = −(x, y)
2t
Ga(x, y, t).
From the above integral formulation it is thus clear the reason for the requirement t∂tU +
(x,y)
2 ·∇U ∈
L2loc(0, T ;L
2
µt). Conversely, having LaU ∈ L2loc(0, T ;L2µt) too, and integrating back in (2.25), we easily
obtain ∂tU + LaU = 0 a.e. in RN+1 × (0, T ) by the Test Lemma (note that we have strongly used
the fact that 0 < t1 < t2 < T are arbitrarily fixed). In the same way, we could have asked that the
identity
(2.26)
∫
RN+1
[
∂tU +
(x, y)
2t
· ∇U
]
η dµt(x, y) =
∫
RN+1
∇U · ∇η dµt(x, y),
holds for a.e. 0 < t < T and all η ∈ L2(0, T ;H1µt) (also in this case the choice η ∈ L2loc(0, T ;H1µt) would
be enough). This last identity will be very important in the proof of the monotonicity formulas (cfr.
with Lemma 3.1 and 4.1). Of course, there are versions of (2.25) and (2.26) for solutions to problems
(2.15) and (2.16), which are obtained in the same way, but by integrating on RN+1+ instead of R
N+1.
We conclude this introduction with some remarks on re-scaled solutions. So, let U = U(x, y, t)
be a strong solution to equation (2.17). In the proof of the monotonicity formulas and the blow-up
procedure, it will be useful to consider the rescaled version of U = U(x, y, t), defined by
(2.27) U˜(x, y, t) := U(
√
tx,
√
ty, t).
It is straightforward to see that if we define the Ornstein-Uhlenbeck type operator as
(2.28) −OaU˜ := − 1|y|aGa∇ · (|y|
aGa∇U˜) = −|y|−a∇ · (|y|a∇U˜) + (x, y)
2
· ∇U˜ ,
then U˜ = U˜(x, y, t) is a strong solution to
(2.29) t∂tU˜ +OaU˜ = 0 in RN+1 × (0, T ),
in the sense that U˜ ∈ L2(0, T ;H1µ) with t∂tU˜ , OaU˜ ∈ L2loc(0, T ;L2µ) and equation (2.29) is satisfied
a.e. RN+1 × (0, T ). Note that, proceeding as before, we obtain the equivalent integral formulations
for (2.29). In the first one, we integrate both in space and time, to deduce that for each choice of of
times 0 < t1 < t2 < T , the identity
(2.30)
∫ t2
t1
t
∫
RN+1
∂tU˜η dµ(x, y)dt =
∫ t2
t1
∫
RN+1
∇U˜ · ∇η dµ(x, y)dt
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holds for all η ∈ L2(0, T ;H1µ) (or η ∈ L2loc(0, T ;H1µt)). In the second one, we integrate in space to
obtain that U˜ = U˜(x, y, t) satisfies
(2.31) t
∫
RN+1
∂tU˜η dµ(x, y) =
∫
RN+1
∇U˜ · ∇η dµ(x, y),
for a.e. 0 < t < T and all η ∈ L2(0, T ;H1µ) (or as always η ∈ L2loc(0, T ;H1µt)). It is much important to
observe that testing with η ≡ 1, we obtain ∫
RN+1
∂tU˜ dµ(x, y) = 0 for all 0 < t < T , i.e., the weighted
mean of U˜ = U˜(x, y, t) is constant in time
(2.32) t→
∫
RN+1
U˜(x, y, t) dµ(x, y) ≡ C,
for some suitable constant C ∈ R. On the other hand, if U = U(x, y, t) is a strong solution to problem
(2.15) (resp. (2.16)), it follows that its re-scaling U˜ = U˜(x, y, t) satisfies U˜ ∈ L2(0, T ;H1µ) (resp.
U˜ ∈ L2(0, T ;H10,µ)), with t∂tU˜ , OaU˜ ∈ L2loc(0, T ;L2µ), and it satisfies the problem
(2.33)
{
t∂tU˜ +OaU˜ = 0 in RN+1+ × (0, T )
−∂ay U˜ = 0 (resp. U˜ = 0) in RN × {0} × (0, T ),
in the sense that the equation is satisfied a.e. in RN+1+ × (0, T ), while the boundary conditions in the
sense of Definition 2.3. Note that in this case, the Ornstein-Uhlenbeck type operator is
−OaU˜ := − 1
yaGa∇ · (y
aGa∇U˜) = −y−a∇ · (ya∇U˜) + (x, y)
2
· ∇U˜ .
Again, we have that for each choice of of times 0 < t1 < t2 < T , the identity
(2.34)
∫ t2
t1
t
∫
R
N+1
+
∂tU˜η dµ(x, y)dt =
∫ t2
t1
∫
R
N+1
+
∇U˜ · ∇η dµ(x, y)dt
holds for all η ∈ L2(0, T ;H1µ) and, similarly,
(2.35) t
∫
R
N+1
+
∂tU˜η dµ(x, y) =
∫
R
N+1
+
∇U˜ · ∇η dµ(x, y),
for a.e. 0 < t < T and all η ∈ L2(0, T ;H1µ). For what concerns the time conservation of the weighted
mean, note that the function (cfr. with (2.32))
t→
∫
R
N+1
+
U˜(x, y, t) dµ(x, y),
is constant only for solutions to (2.15) (testing with constant is not allowed in the definition of strong
solutions to (2.16)). This ends the introduction of the main definitions. In the next section we give
an extensive presentation of our main results together with the idea of the path we have followed to
prove them.
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3. Detail of our main results
As mentioned above, we devote the next paragraphs to a complete description of the most sig-
nificative results of the present work and the main ideas behind them. The first main tool we are
going to introduce is an Almgren-Poon type monotonicity formula (cfr. with the classical paper of
Poon [53]). As recalled in the first lines of the introduction, this formula has been already proved
in Theorem 8.3 of [5] and Theorem 1.15 of [63] (actually, in Theorem 1.3 of [5] the authors proved a
stronger monotonicity formula for a more general class of equations). For the sake of completeness we
show below the proof, because the technique slightly differs from the previous ones, as is based on the
analysis of the rescaled version of U˜ of U (cfr. with (2.27)). The idea to use to the rescaled variable
U˜ is crucial in the rest part of the work, too.
So, let us fix −1 < a < 1, T > 0, and let U = U(x, y, t) be a strong solution to problem (2.15).
Introducing the set
Σ := {(x, y, t) ∈ RN+1+ × (0, T ) : y = 0} = RN × {0} × (0, T ),
we consider the transformation
(3.1) Up0(x, y, t) := U(x+ x0, y, t+ t0),
where p0 = (x0, 0, t0) ∈ Σ. Following [53], we consider the quantities
H(p0, t, U) :=
∫
RN+1
+
yaU2(x, y, t)Gp0a (x, y, t) dxdy,
I(p0, t, U) :=
∫
R
N+1
+
ya|∇U |2(x, y, t)Gp0a (x, y, t) dxdy,
where Gp0a = Ga(x− x0, y, t− t0) is the fundamental solution defined in (2.20) centered at p0, and the
Almgren-Poon type quotient
(3.2) N(p0, t, U) :=
(t− t0)I(p0, t, U)
H(p0, t, U)
=
(t− t0)
∫
R
N+1
+
ya|∇U |2(x, y, t)Gp0a (x, y, t)∫
R
N+1
+
yaU2(x, y, t)Gp0a (x, y, t) dxdy ,
for all t > t0 such that H(p0, t, U) 6= 0 (cfr. with Corollary 4.4). Note that all the integrals are well
defined thanks to our integrability assumptions on U = U(x, y, t) (cfr. with Definition 2.3) and, if 0 =
(0, 0, 0), setting H(0, t, U) := H(t, U), I(0, t, U) := I(t, U) (and consequently N(0, t, U) := N(t, U)),
it is immediately seen that
(3.3)
H(p0, t, U) = H(t− t0, Up0),
I(p0, t, U) = I(t− t0, Up0),
N(p0, t, U) = N(t− t0, Up0), t > t0.
These last relations in particular imply that it suffices to study the case p0 = 0 and then recover the
general case by translation. Consequently, we consider the quotient
(3.4) N(t, U) :=
tI(t, U)
H(t, U)
=
t
∫
R
N+1
+
|∇U |2(x, y, t) dµt(x, y)∫
R
N+1
+
U2(x, y, t) dµt(x, y)
,
for all t > 0 such that H(t, U) 6= 0, where we recall that dµt(x, y) := yaGa(x, y, t) dxdy. Before stating
the first fundamental result, we point out that, passing to the rescaled version U˜ = U˜(x, y, t) defined
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in (2.27) and using the intrinsic scaling of the fundamental solution, it is easy to see that
H(t, U) =
∫
R
N+1
+
yaU˜2(x, y, t)Ga(x, y, 1) dxdy =
∫
R
N+1
+
U˜2(x, y, t) dµ(x, y) := H(1, U˜ ),
I(t, U) =
1
t
∫
R
N+1
+
ya|∇U˜ |2(x, y, t)Ga(x, y, 1) dxdy = 1
t
∫
R
N+1
+
|∇U˜ |2(x, y, t) dµ(x, y) := 1
t
I(1, U˜ ),
and so the quotient has a scaling too:
N(t, U) =
tI(t, U)
H(t, U)
=
I(1, U˜ )
H(1, U˜ )
:= N(1, U˜ ).
These scaling properties are the keys of the majority of our results.
Lemma 3.1. (Banerjee and Garofalo [5][Theorem 8.3], Stinga and Torrea [63][Theorem 1.15])
Let U = U(x, y, t) be a function satisfying
• U ∈ L2(0, T ;H1µt), with t∂tU + (x,y)2 · ∇U ∈ L2loc(0, T ;L2µt).• The identity
(3.5)
∫
R
N+1
+
[
∂tU +
(x, y)
2t
· ∇U
]
η dµt(x, y) =
∫
R
N+1
+
∇U · ∇η dµt(x, y),
holds for a.e. 0 < t < T and all η ∈ L2(0, T ;H1µt),
and let N(t, U) be defined as in (3.4). Then the function
t→ N(t, U)
is non-decreasing for a.e. 0 < t < T . Moreover, the quotient t → N(t, U) is constant if and only if
U = U(x, y, t) is parabolically homogeneous of degree κ, for some κ ≥ 0.
Some remarks are now in order. First of all, we point out that the same statement holds for functions
U = U(x, y, t) satisfying
• U ∈ L2(0, T ;H10,µt), with t∂tU + (x,y)2 · ∇U ∈ L2loc(0, T ;L2µt).
• Identity (3.5) holds for a.e. 0 < t < T and all η ∈ L2(0, T ;H10,µt),
i.e. for strong solutions to (2.16) (cfr. in particular with Theorem 1.15 of [63]). Moreover, a very
similar result remains valid for strong solutions to (2.17) with a notion of Almgren-Poon quotient
adapted to this different kind of problem (cfr. with Lemma 4.1).
The second main fact is that the limit
lim
t→0+
N(t, U) = κ ≥ 0
exist and is finite (if κ = +∞ then N(t, U) = +∞ for any t ∈ (0, T ), which is in contradiction with
the fact that I(t, U) < +∞ and U 6≡ 0). This implies that the function
p0 → N(p0, t+0 , U) := lim
t→t+
0
N(p0, t, U),
is upper semi-continuous on Σ. This easily follows from the fact that N(·, t+0 , U) is defined as an
infimum of a family of continuous functions t→ N(p0, t, U).
Finally, we have to clarify the notion of parabolically homogeneity of degree κ. A function U =
U(x, y, t) is said to be parabolically homogeneous of degree κ ∈ R if
(3.6) U(δx, δy, δ2t) = δ2κU(x, y, t), for any δ > 0.
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Under suitable regularity assumptions, the above relation is equivalent to say that U satisfies the
following equation
(3.7) t∂tU +
(x, y)
2
· ∇U = κU in RN+1+ × (0, T ),
Passing to the rescaled variable U˜(x, y, t) := U(
√
tx,
√
ty, t), we easily see that equation (3.7) is
transformed into
(3.8) −OaU˜ = κU˜ in RN+1+ × (0, T ),
where the Ornstein-Uhlenbeck operator in the l.h.s. of the above equation is defined in (2.28). This
fact has a crucial consequence. Indeed, from the last part of Lemma 3.1, we deduce that the class
of solutions to (2.15), which make the Almgren-Poon quotient (3.4) constant in time, is composed
uniquely by parabolically homogeneous solutions of some degree κ ∈ R, i.e., solutions with rescaled
U˜ = U˜(x, y, t) being the eigenfunctions to the Ornstein-Uhlenbeck eigenvalue problem type (3.8)
coupled with Neumann boundary conditions −∂ay U˜ = 0 in RN × {0} × (0, T ). We are thus naturally
led to the spectral analysis of the following eigenvalue problem
(3.9)
{
−OaV = κV in RN+1+
−∂ayV = 0 in RN × {0}.
The complete description of the spectral properties of problem (3.9) is stated in the following propo-
sition.
Proposition 3.2. Fix −1 < a < 1. Then the set of eigenvalues of the homogeneous Neumann problem
(3.9) is
{κ˜n,m}n,m∈N, where κ˜n,m := n
2
+m, n,m ∈ N,
with finite geometric multiplicity. For any n0,m0 ∈ N, the eigenspaces are given by
Vn0,m0 = span
{
Vα,m(x, y) = Hα(x)L(a−1
2
),m(y
2/4) : (α,m) ∈ J˜0
}
,
where
J˜0 :=
{
(α,m) ∈ ZN≥0 × N : |α| = n ∈ N and κ˜n,m = κ˜n0,m0
}
,
while Hα(·) is a N-dimensional Hermite polynomial of order |α|, and L(a−1
2
),m(·) is the mth Laguerre
polynomial of order (a−1)/2. Furthermore, the set of eigenfunctions {Vα,m}α,m is an orthogonal basis
of L2(RN+1+ , dµ).
The above proposition is decisive since it not only gives the precise values of the discrete spectrum to
(3.9), but also the expressions of the eigenfunctions in terms of Hermite and Laguerre polynomials (cfr.
with [64]). These facts have important consequences in the blow-up analysis and in the description
of the nodal set of solutions to equation (1.1). We anticipate that Proposition 3.2 will be obtain as a
byproduct of a more general theorem (cfr. with Theorem 5.2), in which we analyse also parabolically
homogeneous solutions to (2.16) and (2.17).
Once Proposition 3.2 is established, we turn to the blow-up analysis. So, given a strong solution
U = U(x, y, t) to problem (2.15), we denote with
Γ(U) := {(x, y, t) ∈ RN+1+ × (0, T ) : U(x, y, t) = 0} = U−1({0}),
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its nodal set. Now, if p0 = (x0, 0, t0) ∈ Γ(U) ∩Σ, we consider the normalized blow-up family
(3.10) Up0,λ(x, y, t) :=
Up0(λx, λy, λ
2t)√
H(λ2, Up0)
,
and we study its asymptotic behaviour as λ→ 0+. Indeed, the basic idea of the blow-up technique is
to zoom the solution near its nodal points, properly normalizing it in order to avoid the collapse of
blow-up sequence. Its limit (the fact that it exists is highly nontrivial) must contain some information
about the nodal properties of U . The first main result in that direction is the following theorem.
Theorem 3.3. Fix −1 < a < 1, p0 = (x0, 0, t0) ∈ Γ(U)∩Σ, and let U = U(x, y, t) be a strong solution
to problem (2.15). Then there exist n0,m0 ∈ N such that the following assertions hold:
(i) The Almgren-Poon quotient t→ N(t, Up0) (cfr. with the formula in (3.2)) satisfies
(3.11) lim
t→0+
N(t, Up0) = κ˜n0,m0 ,
where the admissible values for κ˜n,m = n/2 +m are the eigenvalues to problem (3.9).
(ii) There exists a constant L0 > 0 (depending on p0 and U), such that
(3.12) lim
t→0+
t−2κ˜n0,m0H(t, Up0) = L0,
where the function t→ H(t, Up0) is the denominator of the Almgren-Poon quotient.
(iii) For all T∗ > 0, the following convergence holds true
Up0,λ → Θp0 in L2(0, T∗;H1(RN+1+ , dµt)) ∩ C0(0, T∗;L2(RN+1+ , dµt)),
as λ→ 0+, i.e.:
(3.13) lim
λ→0+
∫ T∗
0
‖Up0,λ −Θp0‖2H1µt dt = limλ→0+ supt∈(0,T∗]
‖Up0,λ −Θp0‖2L2µt = 0,
where
Θp0(x, y, t) := t
κ˜n0,m0
∑
(α,m)∈J˜0
vα,mV α,m
(
x√
t
,
y√
t
)
,
and vα,m are suitable constants (depending on p0 and U), the sum is done over the set of indices
J˜0 := {(α,m) ∈ ZN≥0 × N : |α| = n ∈ N and κ˜n,m,= κ˜n0,m0},
and the integration probability measure is defined in (2.21). Moreover,
V α,m(x, y) :=
Vα,m(x, y)
‖Vα,m‖L2µ
, α ∈ ZN≥0, m ∈ N,
are the normalized versions of the eigenfunctions Vα,m = Vα,m(x, y) to problem (3.9) corresponding to
the eigenvalue κ˜n,m, defined in the statement of Proposition 3.2.
Let us briefly comment the statement of Theorem 3.3. The first crucial fact is that part (i) clarifies
the links between the eigenvalue problem (3.9) and the spectrum of the Almgren-Poon quotient (3.2).
In particular, it explains that N(p0, t
+
0 , U) can assume only a countable number of values which, by the
way, are the half-integer. This will be very important soon, in the study of the structure of nodal set
of solutions to (1.1). Secondly, part (ii) states that the function t→ H(t, Up0) has a precise behaviour
as t goes to zero
H(t, Up0) ∼ L0 t2κ˜n0,m0 for t ∼ 0+,
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for a suitable constant L0 > 0 (depending on p0 and U). This allows us to re-write the limits in (3.13)
in a slightly different form, which emphasizes the normalization factor of the blow-up sequence:
lim
λ→0+
∫ T∗
0
∥∥∥∥∥∥λ−2κ˜n0,m0U(x0 + λx, λy, t0 + λ2t)− tκ˜n0,m0
∑
(α,m)∈J0
vα,mV α,m
(
x√
t
,
y√
t
)∥∥∥∥∥∥
2
H1µt
dt = 0,
lim
λ→0+
sup
t∈(0,T∗]
∥∥∥∥∥∥λ−2κ˜n0,m0U(x0 + λx, λy, t0 + λ2t)− tκ˜n0,m0
∑
(α,m)∈J0
vα,mV α,m
(
x√
t
,
y√
t
)∥∥∥∥∥∥
2
L2µt
= 0,
where we are implicitly absorbing a factor
√
L0 into the coefficients vα,m. This convention will be
adopted throughout the paper and we will not distinguish the normalized blow-up sequence defined
in (3.10) from the the sequence λ−2κ˜n0,m0U(x0 + λx, λy, t0 + λ2t). Finally, we stress that part (iii)
provides relevant (and in some sense sharp) information about the behaviour of the blow-up sequence,
in terms of explicit eigenfunctions, given by combinations of N -dimensional Hermite polynomials and
Laguerre polynomials of different orders, highlighting once more the relevance of the spectral analysis
done in the proof of Proposition 3.2.
The second main blow-up result states that the convergence of the blow-up sequence to the blow-up
limits is indeed locally uniform.
Theorem 3.4. Fix −1 < a < 1, p0 = (x0, 0, t0) ∈ Γ(U)∩Σ. Let U = U(x, y, t) be a strong solution to
problem (2.15) and Up0,λ = Up0,λ(x, y, t) its normalized blow-up sequence defined in (3.10). Then for
any compact set K ⊂ RN+1+ × (0,∞) and any 0 < ν < ν∗ := min{1, 1 − a}/2, there exists a constant
C > 0 not depending on λ > 0, such that
(3.14) ‖Up0,λ‖C2ν,ν(K) ≤ C,
and, moreover, we have as λ→ 0+
(3.15) Up0,λ → Θp0 uniformly in K,
where Θp0 = Θp0(x, y, t) is the blow-up limit of U at p0, defined in Theorem 3.3.
First of all, we point out that estimate (3.14) remains true, even for solutions to (2.7) (we avoid to
state it for expository reasons) as showed in Corollary 7.5. Let us stress that the approach based on
the uniform bound of the blow-up sequence parabolic Ho¨lder norm, defined by
‖F‖C2ν,ν(K) := ‖F‖L∞(K) + [F ]C2ν,ν (K),
where X = (x, y), |X|2 = |x|2 + y2, 0 < ν < 1 and
[F ]C2ν,ν(K) := sup
(X1,t1),(X2,t2)∈K
(X1,t1)6=(X2,t2)
|F (X1, t1)− F (X2, t2)|
(|X1 −X2|2 + |t1 − t2|)ν ,
is the main difference in our methods with respect to the techniques employed in [5]. As will be
clearer later it has remarkable consequences from both the regularity viewpoint and the blow-up
limits uniqueness. Furthermore, the uniform convergence of the blow-up sequences to their blow-up
limits will be crucial to estimate the parabolic Hausdorff dimension of the nodal set of solutions to
(1.1) and, more precisely, in the application of the Federer Reduction Principle.
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Now, to proceed further, we must highlight some connections between our setting and the one of
[5]. So, let w ∈ dom(Hs) be a solution to (2.2) in RN × (−T, 0) and let W = W (x, y, τ) its extension
(2.4) (it thus satisfies problem (2.7) in RN+1+ × (−T, 0)). As we have seen (cfr. with the review above),
in [5] the authors introduced the Almgren-Poon quotients type λ → Nh(λ,W ), λ → N0(λ,W ) (cfr.
formula (2.11)), and showed that
lim
λ→0+
Nh(λ,W ) = lim
λ→0+
N0(λ,W ) = lim
λ→0+
I0(λ,W )
H(λ,W )
,
where the functions λ → H(λ,W ) and λ → I0(λ,W ) are defined in (2.10). Now, setting u(x, t) :=
w(x,−t) and U(x, y, t) :=W (x, y,−t), it is easily seen that
H(λ,W ) =
1
λ2
∫ λ2
0
∫
RN+1
+
yaU2(x, y, t)GN+1(x, y, t) dxdydt =
cN,a
λ2
∫ λ2
0
t
a
2H(t, U) dt
I0(λ,W ) =
1
λ2
∫ λ2
0
t
∫
R
N+1
+
ya|∇U |2(x, y, t)GN+1(x, y, t) dxdydt = cN,a
λ2
∫ λ2
0
t1+
a
2 I(t, U) dt,
where t→ H(U, t) and t→ I(U, t) are defined above (cfr. with formula (3.2)), and we have used the
fact that
GN+1(x, y, t) = cN,a t
a
2Ga(x, y, t),
for a suitable normalization constant cN,a > 0. Consequently, if 0 ∈ Γ(U) (the general case p0 6= 0
follows by translation), we obtain through a simple differentiation
(3.16) lim
λ→0+
N0(W,λ) = lim
λ→0+
∫ λ2
0 t
1+ a
2 I(t, U) dt∫ λ2
0 t
a
2H(t, U) dt
= lim
λ→0+
λ2I(λ2, U)
H(λ2, U)
= lim
λ→0+
N(λ2, U).
It thus follows that the limit of the Almgren-Poon quotient type Nh(W,λ) as λ→ 0+ does not depend
on the presence of the potential (cfr. with Theorem 2.1) and, furthermore, it coincides with the limit
of the quotient (3.3). In particular, we deduce that the admissible limits for λ → Nh(U, λ) are the
half-integers, as stated in part (i) of Theorem 3.3 for the quotient t→ N(t, U).
The second key point concerns the convergence of the blow-up sequence W λ = Wλ(x, y, t) defined
in (2.12). Indeed, as stated in Theorem (2.2), it converges uniformly and in suitable Gaussian spaces
to a blow-up limit W0 =W0(x, y, τ) which satisfies problem (2.13) and is parabolically homogeneous of
degree κ, where κ is the limit of the Almgren-Poon quotient. Setting as before U0(x, y, t) =W (x, y,−t)
(which now solves (2.15)), we easily conclude that U0 must coincide with a blow-up limit Θ = Θ(x, y, t)
defined in Theorem 3.3 (depending of course by κ). In particular, using a translation argument again,
we deduce that for any compact set K ⊂ RN+1+ × (0,∞), we have as λ→ 0+
(3.17) Up0,λ → Θp0 uniformly in K,
where Θp0 is defined in Theorem 3.3. The uniqueness of the above limit is highly not trivial. As we will
see, its proof makes use of the equation satisfied by Up0,λ, combined with the uniform estimate (3.14)
which, as we have anticipated holds true for solutions to (2.7). We stress that the crucial nontrivial
fact here is that, compared with Theorem (3.4), the blow-up sequence Up0,λj does not satisfies the
homogeneous Neumann problem (2.15), but a nonhomogeneous one, which is the corresponding version
of (2.7) (with a time inversion and a p0-translation of the potential). Moreover, with respect to the
existing literature (cfr. for instance with [6, 24, 38]) where the authors introduced some Monneau
and Weiss type monotonicity formulas (cfr. with [48, 49] and [74, 75], respectively), our proof of
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the blow-up limit uniqueness strongly relies on the spectral decomposition of the space L2(RN+1+ , dµ)
stated in Proposition 3.2, and the explicit expression of the eigenfunctions.
In order to state the last main results of the present work, we have to introduce some further notions
and definitions. As we have done above, we consider a solution w ∈ dom(Hs) to (2.2) in RN × (−T, 0),
its extension W =W (x, y, t) and we define u(x, t) := w(x,−t) and U(x, y, t) :=W (x, y,−t). Defining
the set
K˜ := {κ˜n,m}n,m∈N =
{n
2
+m
}
n,m∈N
,
we give the following definition.
Definition 3.5. For any κ ∈ K˜, we define
Γκ(U) :=
{
p0 ∈ Γ(U) ∩ Σ : lim
t→0+
N(t, Up0) = κ
}
.
In particular, we set R(U) := Γ1/2(U) and S(U) := Γ(U) \ R(U). Finally, we define
(3.18)
Γ(u) := Γ(U) ∩ Σ, Γκ(u) := Γκ(U),
R(u) := Γ1/2(u),
S(u) := Γ(u) \ R(u).
Note that both unions Γ(U) = R(U) ∩ S(U) and Γ(u) = R(u) ∩ S(u) are disjoint by definition. R(u)
and S(u) are called regular and singular part of Γ(u), respectively.
Definition 3.6. Fix κ ∈ K˜ and p0 ∈ Γκ(U). We define the set of all the possible blow-up limits of U
at p0 as
Bκ(U) :=
Θp0(x, y, t) = tκn0,m0 ∑
(α,m)∈J˜0
vα,mV α,m
(
x√
t
,
y√
t
) ,
where n0,m0 ∈ N are chosen so that κ = κn0,m0 , while J˜0, vα,m, and V α,m = V α,m(·, ·) are as in
Theorem 3.3. Furthermore, the tangent map of U at p0 is the unique Θp0 ∈ Bκ(U) such that for any
compact set K ⊂ RN+1+ × [0,∞)
Up0,λ → Θp0(x, y, t) uniformly in K,
as λ→ 0+.
We are now ready to state the first main theorem concerning the nodal set of solutions to (1.1). In
particular, it shows that such set is thin i.e. it has at least codimension 1 in RN × R w.r.t. to the
parabolic Hausdorff dimension. Its proof is based the blow-up theorems stated above and the classical
Reduction Principle of Federer (cfr. with Chen [20]).
Theorem 3.7. Let u ∈ dom(Hs) be a nontrivial solution to (1.1). Then:
dimP(Γ(u)) ≤ N + 1,
where dimP(E) denotes the parabolic Hausdorff dimension of a set E ⊂ RN × R.
Once the bound above is established, we move forward with the analysis of the regular set R(u) =
Γ1/2(u). In particular, we clarify the relation between regular points and the limit of the Almgren-
Poon quotient centered at p0. The main fact here is that the set R(u), defined in terms of the limit
of the quotient (3.2), has some regularity properties that a priori are not immediate.
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Proposition 3.8. (Regularity of R(u)) Let u ∈ dom(Hs) be a nontrivial solution to (1.1). Then the
following two assertions hold:
(i) For any p0 = (x0, 0, t0) ∈ R(u) it holds |∇xU(p0)| 6= 0.
(ii) R(u) is a locally C1-manifold of parabolic Hausdorff codimension at least one.
We are thus left to study the singular set S(u) defined in (3.18):
S(u) := Γ(u) \ R(u) =
⋃
κ∈1+N
2
Γκ(u).
This part contains the main novelties with respect to the classical case and, to better understand
them, a review of what is known for local diffusion is now in order. In [40], Han and Lin studied the
nodal set of solutions u = u(x, t) to
∂tu = aij(x, t)∂iju+ bi(x, t)∂iu+ c(x, t)u in Q1 ⊂ RN × R,
where ∂i and ∂ij indicate the first and second partial derivatives of U w.r.t. to the spacial variables
(cfr. with formula (1.1) of [40]), assuming the uniform ellipticity of the diffusion matrix aij = aij(x, t)
on Q1, and the ν-Ho¨lder regularity of the coefficients in Q1:
(3.19) ‖aij‖C2ν,ν (Q1) + ‖bi‖C2ν,ν(Q1) + ‖c‖C2ν,ν (Q1) < +∞,
for all i, j = 1, . . . , N and some 0 < ν < 1/2 (cfr. with formulas (1.2) and (1.3) of Han and Lin
paper). Moreover, they worked with smooth solutions satisfying the doubling property (cfr. with
formula (1.5)): there exist C = C(N) > 0 and a positive integer d, such that, setting
‖u‖2(x,t),r :=
1
rN+2
∫
Qr(x,t)
u2, Qr(x, t) := Br(x)× (t− 7r2/8, t + r2/8),
it holds
(3.20)
‖u‖(x,t),r
‖u‖(x,t),r/2
≤ Cd, for all (x, t), r > 0 with Qr(x, t) ⊂ Q1.
This is a non-degeneracy assumption needed by the authors to exclude solutions vanishing on nonempty
open subsets of RN ×R (cfr. with Jones’s example [43]). Then, for this class of functions they proved
the following estimates on the Hausdorff dimension of the nodal set of u (cfr. with Theorem 1.1 of
[40]):
(3.21)
dimH(Γ(u)) ≤ N
dimH(S(u)) ≤ N − 1.
It thus follows that Γ(u) ∩ Q1 is composed by the union of the locally C1 manifold Γ(u) ∩ Q1 ∩
{|∇xu| > 0} of Hausdorff dimension not grater than N and the (closed) set S(u) ∩ Q1 of Hausdorff
dimension not greater thanN−1. To our knowledge, these are the first results concerning the parabolic
framework. However, as above, we will prevalently use the notion of parabolic Hausdorff dimension
(cfr. for instance with [20]) which better adapts to the parabolic scaling. In his remarkable work, Chen
[20] considered more general differential parabolic inequalities (which contains the class of equations
studied by Han and Lin) and proved estimates corresponding to (3.21), in terms of parabolic Hausdorff
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dimension, i.e.
(3.22)
dimP(Γ(u)) ≤ N + 1
dimP(S(u)) ≤ N
dimH(Zt(u)) ≤ N − 1,
where Zt(u) := {x ∈ RN : u(x, t) = 0}, t > 0.
Combing back to solutions to (1.1), we point out that Theorem 3.7 shows that the first bound
holds also for the nonlocal framework while Theorem 3.8 states that the regular part of the nodal set
possesses similar properties of its corresponding set in the local diffusion framework. As anticipated,
the main deviances occur in the analysis of the singular set S(u). Indeed, taking N = 1, we note that
if U = U(x, y, t) is a strong solution to problem (2.15) with 0 ∈ Γ(U) and Almgren-Poon limit κ = 1,
then its blow up limit must be a linear combination of the right rescaled eigenfunctions (cfr. with the
end of Section 6):
ΘA,B(x, y, t) = AΘ˜2,0(x, y, t) +BΘ˜0,1(x, y, t) = A(x
2 − 2t) +B
[(
1 + a
2
)
t− y
2
4
]
= Ax2 +
[
1 + a
2
B − 2A
]
t− B
4
y2.
In particular, taking A = 1, B = 4/(1 + a) and A = 0, B = 4/(1 + a), we obtain
Θ1,
4
1+a (x, y, t) = x2 − y
2
1 + a
, Θ0,
4
1+a (x, y, t) = 2t− y
2
1 + a
,
with traces on RN × R
ϑ1,
4
1+a (x, t) := Θ1,
4
1+a (x, 0, t) = x2, ϑ0,
4
1+a (x, t) := Θ0,
4
1+a (x, 0, t) = 2t,
respectively. Consequently, since dimP(S(ϑ1,
4
1+a )) = dimP(S(ϑ0,
4
1+a )) = 2 6= 1, we understand that
the non-locality of the operator Hs plays a central role the description of the singular set properties.
Recalling that
Zt(u) := {x ∈ RN : u(x, t) = 0},
we note that also dimH(Z0(ϑ0,
4
1+a )) = 1 6= 0 and so all the relations in (3.22) seems not hold. We
stress that an explicit counterexample to inequalities (3.22) has been given for the elliptic-nonlocal
setting by Tortone in his Ph.D. dissertation [69].
Once clarified this point, we present a first main result concerning the asymptotic behaviour and
the differentiability of solutions near singular nodal points in Γκ(u). Furthermore, it establishes the
continuity of the tangent map p0 → Θp0 , seen as a function from Γκ(U) to Bκ(U).
Theorem 3.9. (Continuous dependence of the blow-up limits) Let u ∈ dom(Hs) be a nontrivial
solution to (1.1) and let U = U(x, y, t) its extension (2.4). Let p0 ∈ Γκ(U) and Θp0 ∈ Bκ(U) its
tangent map at p0 (cfr. with Definition 3.6), for some κ ∈ K˜. Then the following assertions hold:
(i) We have as ‖(x, y, t)‖2 := |x|2 + y2 + |t| → 0+
Up0(x, y, t) = Θp0(x, y, t) + o(‖(x, y, t)‖2κ).
(ii) The map p0 → Θp0 from Γκ(U) to Bκ(U) is continuous.
NODAL SET OF SOLUTIONS TO NONLOCAL PARABOLIC EQUATION 25
(iii) For any compact set K ⊂ Γκ(U) there exists a modulus of continuity σ = σ(K) with σ(0+) = 0,
such that as ‖(x, y, t)‖2 := |x|2 + y2 + |t| → 0+,
|Up0(x, y, t)−Θp0(x, y, t)| ≤ σ(‖(x, y, t)‖) ‖(x, y, t)‖2κ ,
for any p0 ∈ K (the main fact here is that σ does not depend on p0, but only on K).
Finally, to state the last theorem of this treatise, we must give two more definitions inspired by the
work of Danielli et al. [24] (cfr. with Definition 12.9 of that paper).
Definition 3.10. Let w ∈ dom(Hs) be a nontrivial solution to (1.1), u(x, t) = w(x,−t), and (x0, t0) ∈
Γκ(u). We define the spatial dimension of Γκ(u) at (x0, t0) as
dκ(x0,t0) := dim
{
ξ ∈ RN : ξ · ∇x∂αx ∂jt ϑp0 = 0, for any α ∈ ZN≥0, j ∈ N with |α|+ 2j = 2κ− 1
}
,
where p0 = (x0, t0), ϑp0(x, t) = Θp0(x, 0, t) and Θp0 ∈ Bκ(U) is the blow-up limit of U = U(x, y, t) at
p0.
Finally, for any d = 0, . . . , N , we define
Γdκ(u) :=
{
(x0, t0) ∈ Γκ(u) : dκ(x0,t0) = d
}
.
Finally, we introduce the notion of space-like and time-like manifolds.
Definition 3.11. (Definition 12.11 of [24])
A (d+ 1)-dimensional manifold M⊂ RN ×R (with d = 0, . . . , N − 1) is said to be space-like of class
C1,0 if it can be locally represented as a graph of a C1,0 function g : Rd × R→ RN−d
(xd+1, . . . , xN ) = g(x1, . . . , xd, t),
up to rotation of coordinate axis in RN .
A N -dimensional manifoldM⊂ RN×R is said to be time-like of class C1 if it can be locally represented
as a graph of a C1 function g : RN → R
t = g(x1, . . . , xN ).
We can now state our Structure of the singular set theorem. Its proof relies on a suitable and
nontrivial adaptation of some techniques due to Garofalo and Petrosyan [38] (local elliptic setting)
and Danielli et al. [24] (local parabolic setting), based on a ingenious combination of the Implicit
Function Theorem and a parabolic version of the Whitney Extension Theorem, which we recall later.
Theorem 3.12. (Structure of the singular set) Let u ∈ dom(Hs) be a nontrivial solution to (1.1).
Then the set Γdκ(u) is contained in a countable union of (d+ 1)-dimensional space-like C1,0 manifolds
for any d = 0, . . . , N − 1, while ΓNκ (u) is contained in a countable union of N -dimensional time-like
C1 manifolds.
The above theorem concludes this presentation. Let us stress that its importance is due to the
possibility of giving a stratification of the singular set S(u) in terms of the limit of the quotient
(3.2). This is possibly one of the most surprising consequences of the study of the monotonicity of
Almgren-Poon quotients type.
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4. Almgren-Poon type formulas and some immediate applications
In this section, we will derive two parabolic Almgren-Poon type formulas which will be employed
later for showing the asymptotic behaviour of strong solutions to equation (2.17), and problems (2.15),
(2.16), respectively. As anticipated above, a similar monotonicity formula was firstly proved for more
regular functions by Stinga and Torrea in [63] and an averaged version of it by Banerjee and Garofalo
in [5] for non-smooth functions and in the more general setting of weak solutions. It is important to
stress that in the context of strong solutions, the proofs of the monotonicity formulas are much easier
than in the case of weak solutions, where very hard work is required to obtain partial regularity of
the weak solutions (cfr. with Section 5 and 6 of [5]). Here we are in the position to assume all these
regularity result, as explained in the introduction.
4.1. Poon-Almgren formula for solutions to problems (2.15) and (2.16). Let −1 < a < 1
and 0 < T <∞ be fixed, and let U = U(x, y, t) be a strong solution to problem (2.15):{
∂tU + LaU = 0 in RN+1+ × (0, T ),
−∂ayU = 0 in RN × {0} × (0, T ),
or (2.16), which is (2.15) with Dirichlet homogeneous boundary conditions replacing the Neumann
ones (cfr. with Definition 2.3).
Proof of Lemma 3.1. We take p0 = 0 for simplicity (the general case is recovered by translation).
The proof is divided in four essential steps as follows.
Step1: Derivative of H(t, U). Let us fix 0 < t1 < t2 < T and let us use for a moment the rescaled
version U˜ = U˜(x, y, t). Since both U˜ and ∂tU˜ belong to L
2
loc(0, T ;L
2
µ), it follows that the function
t→ U˜(·, ·, t) is absolutely continuous on [t1, t2] and, furthermore, it holds
d
dt
‖U˜ (t)‖2L2µ = 2〈∂tU˜(t), U˜ (t)〉L2µ ,
in the weak sense. Consequently, using that H(t, U) = H(1, U˜ ) = ‖U˜(t)‖2L2µ , we deduce
H(t2, U)−H(t1, U) =
∫ t2
t1
d
dt
‖U˜(t)‖2L2µdt = 2
∫ t2
t1
〈∂tU˜(t), U˜ (t)〉L2µ dt
= 2
∫ t2
t1
∫
R
N+1
+
∂tU˜ U˜ dµ(x, y)dt = 2
∫ t2
t1
1
t
∫
R
N+1
+
|∇U˜ |2 dµ(x, y) dt
= 2
∫ t2
t1
1
t
I(1, U˜ ) dt = 2
∫ t2
t1
I(t, U) dt,
where we have employed the integral relation (2.31) in the fourth equality with test η = U˜ , and the
fact that tI(t, U) = I(1, U˜ ), in the last one. We have thus obtained
H ′(t, U) = 2I(t, U) or equivalently H ′(1, U˜ ) =
2
t
I(1, U˜ )
in the weak sense. Note that since H ′(1, U˜ ) = 2
∫
R
N+1
+
U˜ ∂tU˜ dµ(x, y), we easily deduce
(4.1) I(1, U˜ ) = t
∫
R
N+1
+
U˜ ∂tU˜ dµ(x, y).
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Step2: Derivative of I(t, U). Now, testing the equation of U˜ = U˜(x, y, t) (cfr. with (2.34)) with
test η = ∂tU˜ , we see that∫ t2
t1
t
∫
R
N+1
+
(∂tU˜)
2 dµ(x, y)dt =
∫ t2
t1
∫
R
N+1
+
ya∇U˜ · ∇(∂tU˜)Ga dxdydt,
from which we deduce that the r.h.s. is finite thanks to our integrability assumptions on ∂tU˜ (note that
testing with η = ∂tU˜ is not admissible by definition but one can proceed by suitable approximations).
On the other hand, from Fubini’s Theorem and well known properties of weak derivatives, we have∫ t2
t1
∫
R
N+1
+
ya∇U˜ · ∇(∂tU˜)Ga dxdydt = 1
2
∫ t2
t1
∫
R
N+1
+
∂
∂t
(
|∇U˜ |2
)
yaGa dxdydt
=
1
2
[∫
R
N+1
+
(
|∇U˜ |2(x, y, t2)− |∇U˜ |2(x, y, t1)
)
dµ(x, y)
]
=
1
2
[
I(1, U˜ (t2))− I(1, U˜ (t1))
]
.
Consequently, we have obtained that
I ′(1, U˜ ) =
2
t
∫
R
N+1
+
(t∂tU˜)
2 dµ(x, y),
in the weak sense.
Step3: Derivative of N(t, U). We are now ready to prove that the function t→ N(t, U) is monotone
non-decreasing. Using (4.1) and the expressions for H ′(1, U˜ ) and I ′(1, U˜ ), we deduce
I ′(1, U˜ )H(1, U˜ )− I(1, U˜ )H ′(1, U˜ )
=
2
t
∫
R
N+1
+
U˜2dµ(x, y)
∫
R
N+1
+
(t∂tU˜)
2 dµ(x, y)−
(∫
R
N+1
+
U˜ t∂tU˜ dµ(x, y)
)2 ≥ 0,
thanks to Cauchy-Schwartz inequality.
Step4: Final remarks. We are left to prove that the function t → N(t, U) is constant if and
only if U = U(x, y, t) is parabolically homogeneous of some degree. Now, from the Cauchy-Schwartz
inequality and the above inequality it follows that
N ′(t, U) ≡ 0 for a.e. 0 < t < T if and only if t∂tU˜ = κ(t)U˜ for a.e. 0 < t < T,
for some real function κ = κ(t). Consequently, taking t∂tU˜ = κ(t)U˜ in (2.35), we deduce that
U˜ = U˜(x, y, t) satisfies
(4.2) κ(t)
∫
R
N+1
+
U˜η dµ(x, y) =
∫
R
N+1
+
∇U˜ · ∇η dµ(x, y),
for 0 < t0 < t < T and all η ∈ L2(0, T ;H1µ) and so, the same equation is satisfied by U˜0. Hence,
testing with η = U˜ , we obtain
κ(t) = N(1, U˜ ) = N(t, U) ≡ κ for all 0 < 0 ≤ t < T,
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for some κ ≥ 0. Note that this implies that the function
(4.3) t→ U(
√
tx,
√
ty, t)
tκ
is constant in (0, T ). Moreover, (4.2) holds with κ replacing of κ(t), and so using (2.35):
κ
∫
R
N+1
+
U˜η dµ(x, y) =
∫
R
N+1
+
∇U˜ · ∇η dµ(x, y) = t
∫
R
N+1
+
∂tU˜η dµ(x, y),
for all η ∈ L2(0, T ;H1µ). Changing variables x→
√
tx and y → √ty in the first and the last integral,
we obtain ∫
R
N+1
+
[
t∂tU +
(x, y)
2
· ∇U − κU
]
η dµt = 0,
for all η ∈ L2(0, T ;H1µt), and so, by the Test Lemma, it follows
t∂tU +
(x, y)
2
· ∇U = κU a.e. in RN+1+ × (0, T ),
which is equivalent to say that U = U(x, y, t) is parabolically κ-homogeneous: U(δx, δy, δ2t) =
δ2κU(x, y, t), for any δ > 0 (cfr. with [5, 63]). Note that we could have obtained relation (3.7)
by differentiating (w.r.t. time) the constant function (4.3).
Of course, the same homogeneity property holds also for U˜ = U˜(x, y, t) which satisfies the problem{
−OaU˜ = κU˜ in RN+1+ × (0, T ),
−∂ay U˜ = 0 in RN × {0} × (0, T )
where −OaU˜ := −LaU˜ + (x,y)2 · ∇U˜ (it is the Ornstein-Uhlenbeck type operator introduced in the
introduction), in the sense that the identity∫
R
N+1
+
∇U˜ · ∇η dµ(x, y) = κ
∫
R
N+1
+
U˜η dµ(x, y),
is satisfied for a.e. 0 < t < T and all η ∈ L2(0, T ;H1µ). Note that, with respect to (3.7), the above
equation does not involve time derivatives but second order spacial derivatives. Consequently, the
study of the parabolically κ-homogeneous profiles is equivalent to the study of the Ornstein-Uhlenbeck
type problem introduced before, which we will present in detail in the next section. 
4.2. Poon-Almgren formula for solutions to equation (2.17). Let −1 < a < 1 and 0 < T <∞
be fixed. We now repeat the analysis carried out before, for strong solutions to equation (2.17):
∂tU + LaU = 0 in RN+1 × (0, T ),
where we recall that in this setting LaU := |y|−a∇ · (|y|a∇U). Following Section 3, we consider the
quantities
H(t, U) :=
∫
RN+1
|y|aU2(x, y, t)Ga(x, y, t) dxdy,
I(t, U) :=
∫
RN+1
|y|a|∇U |2(x, y, t)Ga(x, y, t) dxdy,
and the quotient
(4.4) N(t, U) :=
tI(t, U)
H(t, U)
,
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for a.e. 0 < t < T such that H(t, U) 6= 0. Again, H(t, U) and I(t, U) satisfy the scaling properties:
H(t, U) =
∫
RN+1
|y|aU˜2(x, y, t)Ga(x, y, 1) dxdy =
∫
RN+1
U˜2(x, y, t) dµ(x, y) := H(1, U˜ ),
I(t, U) =
1
t
∫
RN+1
|y|a|∇U˜ |2(x, y, t)Ga(x, y, 1) dxdy = 1
t
∫
RN+1
|∇U˜ |2(x, y, t) dµ(x, y) := 1
t
I(1, U˜ ),
where U˜ = U˜(x, y, t) is defined in (2.27), so that N(t, U) = N(1, U˜ ).
Lemma 4.1. Let U = U(x, y, t) be a function satisfying
• U ∈ L2(0, T ;H1µt), with t∂tU + (x,y)2 · ∇U ∈ L2loc(0, T ;L2µt).
• Identity (2.26):∫
RN+1
[
∂tU +
(x, y)
2t
· ∇U
]
η dµt(x, y) =
∫
RN+1
∇U · ∇η dµt(x, y),
holds for a.e. 0 < t < T and all η ∈ L2(0, T ;H1µt),
and let N(t, U) be defined as in (4.4). Then the function
t→ N(t, U)
is non-decreasing for a.e. 0 < t < T . Moreover, the quotient t → N(t, U) is constant if and only
if U = U(x, y, t) is parabolically homogeneous of degree κ, for some κ ≥ 0. (We recall that in this
framework we use the convention L2µt = L
2(RN+1, dµt) and H
1
µt = H
1(RN+1, dµt)).
Proof. The proof is very similar to the previous one and we show it by completeness.
Step1: Derivative of H(t, U). This step formally coincides with Step1 of the proof of Lemma 3.1.
We just have to replace L2(RN+1+ , dµt) by L
2(RN+1, dµt), and using identity (2.26) instead of (3.5).
Consequently, it follows newly H ′(t, U) = 2I(t, U) (i.e H ′(1, U˜ ) = 2t−1I(1, U˜ )) in the weak sense, and
from the fact that H ′(1, U˜ ) = 2
∫
RN+1
U˜ ∂tU˜ dµ(x, y), we have again
I(1, U˜ ) = t
∫
RN+1
U˜ ∂tU˜ dµ(x, y).
Step2: Derivative of I(t, U). Proceeding as before, we test equation (2.26) with η = ∂tU˜ and we
compute ∫ t2
t1
t
∫
RN+1
(∂tU˜)
2 dµ(x, y)dt =
∫ t2
t1
∫
RN+1
|y|a∇U˜ · ∇(∂tU˜)Ga dxdydt
=
1
2
∫ t2
t1
∫
R
N+1
+
∂
∂t
(
|∇U˜ |2
)
yaGa dxdydt
=
1
2
[
I(1, U˜ (t2))− I(1, U˜ (t1))
]
,
using Fubini Theorem. This implies again
I ′(1, U˜ ) =
2
t
∫
RN+1
(t∂tU˜)
2 dµ(x, y),
in the weak sense.
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Step3: Derivative of N(t, U). Exactly as before it is straightforward to compute
I ′(1, U˜ )H(1, U˜ )− I(1, U˜ )H ′(1, U˜ )
=
2
t
[∫
RN+1
U˜2dµ(x, y)
∫
RN+1
(t∂tU˜)
2 dµ(x, y)−
(∫
RN+1
U˜ t∂tU˜ dµ(x, y)
)2]
≥ 0,
thanks to Cauchy-Schwartz inequality.
Step4: Final remarks. This last step coincides with Step4 of Lemma 3.1. In the same way, we
obtain that N ′(t, U) ≡ 0 if and only if
t∂tU +
(x, y)
2
· ∇U = κU a.e. in RN+1 × (0, T ),
which implies that U = U(x, y, t) is parabolically homogeneous of degree κ ∈ R. This time the
equation for U˜ = U˜(x, y, t) is
−OaU˜ = κU˜ in RN+1 × (0, T )
for some κ ∈ R, where −OaU˜ := −LaU˜ + (x,y)2 · ∇U˜ , in the sense that the identity∫
RN+1
∇U˜ · ∇η dµ(x, y) = κ
∫
RN+1
U˜η dµ(x, y),
is satisfied for a.e. 0 < t < T and all η ∈ L2(0, T ;H1µ). Note that again the study of profiles making
constant the Almgren-Poon quotient is equivalent the study of the above eigenvalue problem. 
4.3. Some immediate applications of the Poon-Almgren monotonicity formula. We now
focus on some immediate applications of the monotonicity formula proved in Lemma 3.1 and Lemma
4.1. We will mostly show our results in the setting of Lemma 3.1 since the proof in the other framework
is almost identical.
We recall that we have proved that, if U = U(x, y, t) satisfies the assumptions of Lemma 3.1, then the
function
t→ N(t, U) = t I(t, U)
H(t, U)
=
t
∫
R
N+1
+
ya|∇U |2(x, y, t)Ga(x, y, t) dxdy∫
R
N+1
+
yaU2(x, y, t)Ga(x, y, t) dxdy
is monotone non-decreasing for all t > 0 (and a similar result hold for functions U = U(x, y, t)
satisfying the assumptions in Lemma 4.1).
Corollary 4.2. Let U = U(x, y, t) be a nontrivial function satisfying the assumptions of Lemma 3.1.
Then both limits
lim
t→0+
N(t, U) = κ ≥ 0, lim
t→0+
t−2κH(t, U) ≥ 0,
exist and are finite (of course, N(t, U) and H(t, U) are defined as in (3.4)).
Proof. The limit κ ∈ [0,+∞] exists since N(t, U) is non-decreasing. Moveover, if κ = +∞, then
N(t, U) ≡ +∞ for any 0 < t < T and so, since
tI(t, U) = t
∫
R
N+1
+
ya|∇U |2(x, y, t)Ga(x, y, t) dxdy < +∞ for a.e. 0 < t < T,
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it follows that H(t, U) = 0 for a.e. 0 < t < T , i.e. U ≡ 0 in RN+1+ × (0, T ), which is a contradiction.
For what concerns the second limit, we have
(4.5)
d
dt
(
t−2κH(t, U)
)
= 2t−2κ−1H(t, U) [N(t, U)− κ] ≥ 0, t > 0,
and so the limit limt→0+ t−2κH(t, U) exists. The fact that it is finite follows as before. 
Corollary 4.3. Let U = U(x, y, t) be a nontrivial function satisfying the assumptions of Lemma 3.1.
Then for any 0 < t0 < T , the following formulas hold
(4.6) H(t, U) ≥ H(t0, U)
(
t
t0
)2N(t0,U)
for all 0 < t ≤ t0,
(4.7) H(t, U) ≤ H(t0, U)
(
t
t0
)2κ
for all 0 < t ≤ t0,
where as before κ = limt→0+ N(t, U).
Proof. Recall that H ′(t, U) = 2I(t, U) (see the proof of Lemma 3.1):
H ′(t, U)
H(t, U)
=
2I(t, U)
H(t, U)
=
2N(t, U)
t
≤ 2N(t0, U)
t
, for all 0 < t ≤ t0,
where 0 < t0 < T is arbitrarily fixed. Integrating the previous inequality between t and t0, it is
straightforward to obtain (4.6). Similarly,
H ′(t, U)
H(t, U)
=
2I(t, U)
H(t, U)
=
2N(t, U)
t
≥ 2κ
t
, for all t > 0,
Integrating between t and t0 as before, we obtain (4.7), too. From another view point, we can note
that proving (4.7) is equivalent to prove that the function
t→ t−2κH(t, U)
is nondecreasing, and this fact easily follows from (4.5). 
The following corollary (of Lemma 3.1) is classical and we follow the proof done in [32, 53] relying on
a doubling type property. See also the end of Section 6 of [5].
Corollary 4.4. (Weak unique continuation property with respect to t) Let U = U(x, y, t) be a non-
trivial function satisfying the assumptions of Lemma 3.1. If there exists 0 < t0 < T such that
U(·, ·, t0) ≡ 0 a.e. in RN+1+ ,
then U ≡ 0 a.e. in RN+1+ × (0, T ).
Proof. We begin the proof by showing that for any 0 < T < ∞ and any U = U(x, y, t) satisfying
our assumptions, it holds
(4.8) U 6≡ 0 a.e in RN+1+ × (0, T ) ⇒ H(t, U) > 0 for all 0 < t < T.
We proceed in three short steps as follows.
Step1. First, we note that
H(t0, U) = 0 for some t0 > 0 ⇒ H(t, U) = 0 for all 0 < t ≤ t0.
This easily follows from the fact that H ′(t, U) ≥ 0 for all t > 0.
32 A. AUDRITO AND S. TERRACINI
Step2. Now, we show that
H(·, U) 6≡ 0 ⇒ H(t, U) > 0 for all t > 0.
Since H(·, U) 6≡ 0 there is t0 > 0 such that H(t0, U) > 0, which implies H(t, U) > 0 for all t ≥ t0.
Now, let
t0 := inf {t0 > 0 : H(t0, U) > 0} .
If by contradiction t0 > 0, we deduce
0 = H(t0, U) ≥ H(t0, U)
(
t0
t0
)2N(t0,U)
> 0,
for some t0 < t0, which rises the desired contradiction.
Step3. Let T > 0. We show that
U 6≡ 0 a.e in RN+1+ × (0, T ) ⇒ H(t, U) > 0 for all 0 < t < T.
Assume U 6≡ 0 a.e. in RN+1+ × (0, T ). Hence, there is 0 < t0 < T such that U(·, ·, t0) 6≡ 0 and so
H(t0, U) > 0. From the previous step, we conclude H(t, U) > 0 for all 0 < t < T .
Step4: Conclusions. If U(·, ·, t0) ≡ 0 a.e in RN+1+ it obviously follows that H(t0, U) = 0, and this
contradicts (4.8), unless U ≡ 0 in RN+1+ × (0, T ). 
Important Remark. The statements of Corollary 4.2, Corollary 4.3 and Corollary 4.4 hold true
for functions U = U(x, y, t) satisfying the assumptions of Lemma 4.1, where N(t, U) and H(t, U) are
defined in (4.4).
5. Proof of Proposition 3.2
This section is devoted to the proof of Proposition 3.2 which will actually be obtained as a conse-
quence of a more general result (cfr. with Theorem 5.2). To do that, together with the solutions to
problem (3.9), we will study also the boundary value problem
(5.1)
{
−OaV = κV in RN+1+
V = 0 in RN × {0},
which is (3.9) with homogeneous Dirichlet boundary conditions, and problem
(5.2) − |y|−a∇ · (|y|a∇V ) + (x, y)
2
· ∇V = κV in RN+1,
where V = V (x, y) will belong to a suitable functional space. In what follows it will be useful to keep
in mind that (5.2) is equivalent to (for short Ga = Ga(x, y, 1))
(5.3) − 1|y|aGa∇ · (|y|
aGa∇V ) = κV in RN+1,
and similarly for problems (3.9) and (5.1). The importance of the formulation in (5.3) is clearer in
the following fundamental definition.
Definition 5.1. We proceed with three different definitions.
• A nontrivial function V ∈ H1(RN+1+ , dµ) is said to be a weak eigenfunction to problem (3.9) with
eigenvalue κ ∈ R if
(5.4)
∫
R
N+1
+
∇V · ∇η dµ(x, y) = κ
∫
R
N+1
+
V η dµ(x, y), for all η ∈ H1(RN+1+ , dµ).
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• A nontrivial function V ∈ H10 (RN+1+ , dµ) is said to be a weak eigenfunction to problem (5.1) with
eigenvalue κ ∈ R if
(5.5)
∫
R
N+1
+
∇V · ∇η dµ(x, y) = κ
∫
R
N+1
+
V η dµ(x, y), for all η ∈ H10 (RN+1+ , dµ).
• A nontrivial function V ∈ H1(RN+1, dµ) is said to be a weak eigenfunction to problem (5.2) with
eigenvalue κ ∈ R if
(5.6)
∫
RN+1
∇V · ∇η dµ(x, y) = κ
∫
RN+1
V η dµ(x, y), for all η ∈ H1(RN+1, dµ).
Before moving forward, we stress that using the fact that ∇Ga(x, y, 1) = − (x,y)2 Ga(x, y, 1), a simple
integration by parts shows that classical eigenfunctions to (3.9), (5.1) and (5.2) (belonging to H1µ) are
a weak eigenfunctions to (3.9), (5.1) and (5.2), respectively. Moreover, it is easily seen that smooth
weak eigenfunctions are classical eigenfunctions. Note that in both (3.9)/(5.1) and (5.2) we obtain
the classical Ornstein-Uhlenbeck eigenvalue problem by taking a = 0. As we will see, an interesting
fact is that the study of the eigenvalue problems (3.9) and (5.1) will give us enough information for
describing the set of eigenvalues and eigenfunctions to the third one. In the following theorem we
completely characterize the spectrum of the above problems.
Theorem 5.2. Fix −1 < a < 1. Then the following three assertions hold:
(i) The set of eigenvalues of the homogeneous Neumann problem (3.9) is
{κ˜n,m}n,m∈N, where κ˜n,m := n
2
+m, n,m ∈ N,
with finite geometric multiplicity. For any n0,m0 ∈ N, the eigenspaces are given by
Vn0,m0 = span
{
Vα,m(x, y) = Hα(x)L(a−1
2
),m(y
2/4) : (α,m) ∈ J˜0
}
,
where
J˜0 :=
{
(α,m) ∈ ZN≥0 × N : |α| = n ∈ N and κ˜n,m = κ˜n0,m0
}
,
while Hα(·) is a N-dimensional Hermite polynomial of order |α|, while L(a−1
2
),m(·) is the mth Laguerre
polynomial of order (a−1)/2. Furthermore, the set of eigenfunctions {Vα,m}α,m is an orthogonal basis
of L2(RN+1+ , dµ).
(ii) The set of eigenvalues of the homogeneous Dirichlet problem (5.1) is
{κ̂n,m}n,m∈N, where κ̂n,m := n
2
+m+
1− a
2
, n,m ∈ N,
with finite geometric multiplicity. For all n0,m0 ∈ N, the eigenspaces are given by
Vn0,m0 = span
{
Vα,m(x, y) = Hα(x) y
1−aL( 1−a
2
),m(y
2/4) : (α, n) ∈ J0
}
,
where
Ĵ0 :=
{
(α,m) ∈ ZN≥0 × N : |α| = n ∈ N and κ̂n,m = κ̂n0,m0
}
,
while now L( 1−a
2
),m(·) is the mth Laguerre polynomial of order (1− a)/2. Again, the set of eigenfunc-
tions {Vα,m}α,m is an orthogonal basis of L2(RN+1+ , dµ).
(iii) The set of eigenvalues of problem (5.2) is
{κn,m}n,m∈N = {κ̂n,m}n,m∈N ∪ {κ˜n,m}n,m∈N,
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with finite geometric multiplicity (κ˜n,m and κ̂n,m are defined in part (i) and (ii), respectively). For
any n0,m0 ∈ N, the eigenspaces corresponding to κ̂n0,m0 and κ˜n0,m0 are given by
V˜n0,m0 = span
{
V˜α,m(x, y) = Hα(x)L(a−1
2
),m(y
2/4) : (α,m) ∈ J˜0
}
,
V̂n0,m0 = span
{
V̂α,m(x, y) = Hα(x) y|y|−aL( 1−a
2
),m(y
2/4) : (α,m) ∈ Ĵ0
}
,
respectively, where J˜0 and Ĵ0 are defined in part (i) and (ii), respectively. Finally, similarly to the
previous cases, the set {V˜α,m(x, y)}(α,m) ∪ {V̂α,m(x, y)}(α,m) is an orthogonal basis of L2(RN+1, dµ).
Note that part (i) of the above theorem coincides with the statement of Proposition 3.2. The proof
is based on separation of variables together with some known results about Hermite and Laguerre
polynomials (cfr. also with [32] from which we borrow some ideas) and will be crucial to characterize
the blow-up profiles studied in the next chapter. Furthermore, we mention that we will obtain some
Gaussian-Poincare´ type inequalities as almost immediate consequences of this spectral analysis. This
class of inequalities was known for a long time (cfr. with [9, 50]). However, since they will play an
important role in the rest part of the work and we give versions of them with optimal constants, we
have decided to devote to them an entire subsection.
In the spectral analysis of problems (3.9), (5.1), and (5.2), the following one-dimensional eigenvalue
problem (where we set ψ′ = dψ/dy for simplicity)
(5.7) − y−a (yaψ′)′ + y
2
ψ′ = σψ, y > 0,
which, similarly as before, is equivalent to
(5.8) − 1
yaGa+1
(
yaGa+1 ψ
′)′ = σψ, y > 0,
will play an important role (here Ga+1 = Ga+1(y) = Ga(0, y, 1), cfr. with the introductions). This is
due to the fact that the fundamental solution defines a probability measure that can be written as the
product of two marginal measures, which are probabilities on the marginal spaces (cfr. with (2.21)),
and the differential Ornstein-Uhlenbeck operators type, defined in (3.9), (5.1) and (5.2) possess a
similar property (that we clarify later). For these reasons, we will devote an entire paragraph to the
study of equation (5.7).
Spectral analysis for equation (5.7). As anticipated before, we now focus on equation (5.7).
More precisely, we will obtain information about the following eigenvalue problems (corresponding to
(3.9), (5.1) and (5.2)):
(5.9)
{
−y−a (yaψ′)′ + y2 ψ′ = σψ, for y > 0,
−∂ayψ = 0 for y = 0,
(5.10)
{
−y−a (yaψ′)′ + y2 ψ′ = σψ, for y > 0,
ψ = 0 for y = 0,
and
(5.11) − |y|−a (|y|aψ′)′ + y
2
ψ′ = σψ, y 6= 0.
In the following definition, we introduce the concept of weak eigenfunction to (5.9), (5.10), and (5.11),
respectively.
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Definition 5.3. Again we proceed in three cases.
• A nontrivial function ψ ∈ H1(R+, dµy) is said to be a weak eigenfunction to problem (5.9) with
eigenvalue σ ∈ R if
(5.12)
∫
R+
ψ′η′ dµy = σ
∫
R+
ψη dµy, for all η ∈ H1(R+, dµy).
• A nontrivial function ψ ∈ H10 (R+, dµy) is said to be a weak eigenfunction to problem (5.10) with
eigenvalue σ ∈ R if
(5.13)
∫
R+
ψ′η′ dµy = σ
∫
R+
ψη dµy, for all η ∈ H10 (R+, dµy).
• A nontrivial function ψ ∈ H1(R, dµy) is said to be a weak eigenfunction to problem (5.11) with
eigenvalue σ ∈ R if
(5.14)
∫
R
ψ′η′ dµy = σ
∫
R
ψη dµy, for all η ∈ H1(R, dµy).
Note that in the previous definition we employ the probability measure dµy := Ga+1(y)dy in prob-
lems (5.12) and (5.13), while its even extension in (5.14) (cfr. with the introduction again).
We now carry out a detailed analysis of the spectrum of equation (5.7):
−y−a (yaψ′)′ + y
2
ψ′ = σψ, y > 0.
In order to work in the framework as general as possible, we do not impose boundary conditions at
y = 0 but only the following integrability conditions (which are necessary to have weak eigenfunctions)
(5.15)
∫ ∞
0
ψ2(y) yae−
y2
4 dy < +∞,
∫ ∞
0
∣∣ψ′(y)∣∣2 yae− y24 dy < +∞.
Our procedure will naturally distinguish the solutions with Dirichlet and/or Neumann boundary con-
ditions.
So, let us set ψ(y) = ζ(y2/4). It is easily seen that the equation for ζ = ζ(r), r = y2/4 is:
(5.16) r
d2ζ
dr2
+
(
1 +
a− 1
2
− r
)
dζ
dr
+ σζ = 0, r > 0,
which can be seen as a Kummer Confluent Hypergeometric type equation, with
b1 = −σ and b2 = 1 + a− 1
2
=
1 + a
2
,
and/or a Laguerre equation with
α =
a− 1
2
> −1.
A detail report about these topics is given in [1], see also the classical reference [64]. We know that
all solutions are given by
(5.17) ζ(r) = A1M
(
−σ, 1 + a
2
, r
)
+A2M˜
(
−σ, 1 + a
2
, r
)
, r > 0,
where A1, A2 ∈ R, andM(·, ·, ·) and M˜(·, ·, ·) are the Kummer and the Tricomi functions, as explained
in the appendix mentioned above. We divide the analysis in three cases:
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• Case σ ∈ N. As explained in [64], when σ = m ∈ N = {0, 1, . . .}, then to each σ = m it corresponds
a unique solution (up to multiplicative constants) to (5.16) given by the mth Laguerre polynomial of
order (a− 1)/2:
ζm(r) = L(a−1
2
),m(r), r > 0, m ∈ N,
and so, for any σ = m ∈ N, we obtain the solutions to (5.7), given by
(5.18) ψ˜m(y) = A˜mζm
(
y2
4
)
= A˜mL(a−1
2
),m
(
y2
4
)
, y > 0,
where A˜m is an arbitrary real constant. Note that since {L(a−1
2
),m}m∈N is an orthogonal basis for the
space
L2(R+, dν) where dν(r) = r
a−1
2 e−rdr,
it is immediate to see that {ψ˜m}m∈N is an orthogonal basis for L2(R+, dµy).
Similarly, one could have used formula (5.17) for the explicit expression of all solutions to (5.16) and
note that for σ = m ∈ N, we have
M
(
−m, 1 + a
2
, r
)
:= Q˜m(r) =
m∑
j=0
(−m)j
(1+a2 )j
rj
j!
, r > 0,
while (cfr. with formula 13.1.3 of [1])
M˜
(
−m, 1 + a
2
, r
)
=
π
sin
(
1+a
2 π
) [ M(−m, 1+a2 , r)
Γ(1−a2 −m)Γ(1+a2 )
− r 1−a2 M(
1−a
2 −m, 1 + 1−a2 , r)
Γ(−m)Γ(1 + 1−a2 )
]
=
Γ(1−a2 )
Γ(1−a2 −m)
Q˜m(r), r > 0,
where we have used the well-known properties of the Gamma function
1
Γ(−z) = 0, z ∈ N and
π
sin (zπ)
= Γ(1− z)Γ(z), z 6∈ Z.
Consequently, it follows an equivalent expression for ψ˜m = ψ˜m(y) given by
ψ˜m(y) = A˜mQ˜m
(
y2
4
)
= A˜m
m∑
j=0
(−m)j
4jj!(1+a2 )j
y2j , y > 0,
which is equivalent to the expression found in (5.18) in view of formula 22.5.54 of [1]. In what follows
we will adopt the notation used in (5.18), but always keeping in mind that
L(a−1
2
),m
(
y2
4
)
=
m∑
j=0
(−m)j
4jj!(1+a2 )j
y2j , y > 0,
up to a multiplicative constant.
• Case σ 6∈ N but σ − (1− a)/2 ∈ N. If σ = (1− a)/2 +m, m ∈ N, it follows
M˜
(
−σ, 1 + a
2
, r
)
=
π
sin
(
1+a
2 π
) [M(−σ, 1+a2 , r)
Γ(−m)Γ(1+a2 )
− r 1−a2 M(−m, 1 +
1−a
2 , r)
Γ(−σ)Γ(1 + 1−a2 )
]
= − 2Γ(
1+a
2 )
(1− a)Γ(−1−a2 −m)
r
1−a
2 P˜m(r), r > 0,
NODAL SET OF SOLUTIONS TO NONLOCAL PARABOLIC EQUATION 37
where we have employed again the properties of the Gamma function and we have defined
P˜m(r) =M
(
−m, 1 + 1− a
2
, r
)
=
m∑
j=0
(−m)j
(1 + 1−a2 )j
rj
j!
, r > 0.
On the other hand,
M
(
−σ, 1 + a
2
, r
)
=
∞∑
j=0
(−σ)j
(1+a2 )j
.
rj
j!
∼ Γ(
1+a
2 )
Γ(−σ) e
rr−σ−
1+a
2 , for r ∼ +∞,
since σ 6∈ N (cfr. with formula 13.1.4 of [1]). From the above asymptotic expansion for r ∼ +∞, it is
not difficult to see that the function
y →M
(
−σ, 1 + a
2
,
y2
4
)
does not satisfies the first bound in (5.15) and so, we have to take A1 = 0. Consequently, for
σ = (1− a)/2 +m, m ∈ N, we deduce that
ζa,m(r) = A˜m r
1−a
2 P˜m(r) = A˜m
m∑
j=0
(−m)j
j!(1 + 1−a2 )j
r
1−a
2
+j, r > 0,
and so, coming back to the variable y (we recall that r = y2/4),
ψ̂m(y) = A˜m y
1−aP˜m
(
y2
4
)
= A˜m
m∑
j=0
(−m)j
4jj!(1 + 1−a2 )j
y1+2j−a, y > 0.
Exactly as before, we can recall formulas 13.5.6, 13.5.7, 13.5.8 of [1], to deduce L( 1−a
2
),m(r) =
M(−m, 1 + 1−a2 , r) = P˜m(r) (up to a multiplicative constant), and so
(5.19) ψ̂m(y) = A˜m y
1−aL( 1−a
2
),m
(
y2
4
)
, y > 0.
Again, since {L( 1−a
2
),m}m∈N is an orthogonal basis for the space (note the difference in the measure ν
with respect to the previous case)
L2(R+, dν) where now dν(r) = r
1−a
2 e−rdr,
it follows again that {ψ̂m}m∈N is an orthogonal basis for L2(R+, dµy).
• Case σ 6∈ N and σ − (1− a)/2 6∈ N. Proceeding as before, we obtain
ζ(r) =
(
A1 +
Γ(1−a2 )
Γ(1−a2 − σ)
A2
) ∞∑
j=0
(−σ)j
(1+a2 )j
rj
j!
− 2Γ(
1+a
2 )
(1− a)Γ(−σ)A2 r
1−a
2
∞∑
j=0
(1−a2 − σ)j
(1 + 1−a2 )j
rj
j!
,
and so, since the coefficient in front of the first series as to be zero (for the same reason of the above
case), we deduce
ζ(r) =
2Γ(1+a2 )Γ(
1−a
2 − σ)
(1− a)Γ(1−a2 )Γ(−σ)
A2 r
1−a
2
∞∑
j=0
(1−a2 − σ)j
(1 + 1−a2 )j
rj
j!
= A2r
1−a
2 M
(
1− a
2
− σ, 1 + 1− a
2
, r
)
∼ Γ(1 +
1−a
2 )
Γ(1−a2 − σ)
A2 e
rr−1−σ, for r ∼ +∞.
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Exactly as before, the above expansion for r ∼ +∞ tells us that ψ(y) = ζ(y2/4) does not satisfies the
first bound in (5.15) and so we to take A2 = 0, i.e. A2 = A1 = 0.
• Conclusions. From the analysis carried out, it follows that the set of eigenvalues for equation (5.7)
is given by
{σ˜m}m∈N ∪ {σ̂m}m∈N where σ˜m = m, σ̂m = 1− a
2
+m,
and to the eigenvalue σ˜m = m it corresponds (up to multiplicative constants) the eigenfunction
ψ˜m(y) = A˜mL(a−1
2
),m
(
y2
4
)
, y > 0,
where L(a−1
2
),m(·) it the mth Laguerre polynomial of order (a − 1)/2, whilst the eigenvalue σ̂m =
(1− a)/2 +m possesses (up to multiplicative constants) the eigenfunction
ψ̂m(y) = y
1−aL( 1−a
2
),m
(
y2
4
)
, y > 0.
We point out that the existence of two distinct orthogonal basis of eigenfunctions of L2(R+, dµy) comes
from the fact that {ψ˜m}m∈N and {ψ̂m}m∈N are solutions to different eigenvalue problems. Indeed, for
all m ∈ N, we have
ψ˜m(0) 6= 0 and ∂ay ψ˜m = 0,
while
ψ̂m(0) = 0 and ∂
a
y ψ̂m 6= 0,
which mean that the functions ψ˜m correspond to the eigenfunctions to equation (5.7) with homoge-
neous Neumann boundary condition at y = 0, i.e., to problem (5.9), while ψ̂m are the eigenfunctions to
equation (5.7) with homogeneous Dirichlet boundary condition at y = 0, i.e., to problem (5.10). Note
that it is not hard to verify that ψ˜m and ψ̂m are weak eigenfunctions to (5.9) and (5.10), respectively,
i.e. they satisfy (5.12) and (5.13), respectively. This easily follows by an integration by parts and
noting that ψ˜m and ψ̂m satisfy both bounds in (5.15). We have thus showed the following lemma.
Lemma 5.4. Fix −1 < a < 1. Then the following two assertions hold:
(i) The eigenvalues and the weak eigenfunctions to the homogeneous Neumann problem (5.9) are
σ˜m = m ∈ N, ψ˜m(y) = A˜mL(a−1
2
),m
(
y2
4
)
, y > 0,
where A˜m ∈ R is arbitrary and L(a−1
2
),m(·) is the mth Laguerre polynomial of order (a− 1)/2.
(ii) The eigenvalues and the weak eigenfunctions to the homogeneous Dirichlet problem (5.10) are
σ̂m =
1− a
2
+m ∈ N, ψ̂m(y) = A˜my1−aL( 1−a
2
),m
(
y2
4
)
, y > 0,
where A˜m ∈ R is arbitrary and L( 1−a
2
),m(·) is the mth Laguerre polynomial of order (1−a)/2. Finally,
both sets {ψ˜m}m∈N and {ψ̂m}m∈N are orthogonal basis of L2(R+, dµy).
Let us now consider equation (5.11):
−|y|−a (|y|aψ′)′ + y
2
ψ′ = σψ, y 6= 0.
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We begin our analysis by noting that if ψ = ψ(y) is a weak eigenfunction to equation (5.11), then
ψ˜(y) = ψ(−y) is a weak eigenfunction too, and so are all their linear combinations. Consequently, it
suffices to consider solutions ψ+ = ψ+(y) to equation (5.7) (already analyzed before) and then using
their reflections (with respect to y = 0) to obtain all solutions to (5.11) defined for all y ∈ R.
From the analysis carried out in the proof of Lemma 5.4, we that the only admissible values for σ are
σ˜m := m with eigenfunctions ψ˜
+
m(y) = A˜mL(a−1
2
),m
(
y2
4
)
, m ∈ N,
defined for all y > 0, satisfying ∂ayψ
+
m = 0 and both bounds in (5.15), and
σ̂m :=
1− a
2
+m with eigenfunctions ψ̂+m(y) = A˜my
1−aL( 1−a
2
),m
(
y2
4
)
, m ∈ N,
defined for all y > 0, satisfying ψ̂+m(0) = 0 and both bounds in (5.15). As always A˜m ∈ R and m ∈ N.
We begin by focusing on ψ̂+m = ψ̂
+
m(y). Clearly, there are two different ways to build a solution
to equation (5.11) with σ = σ̂m, through reflection methods. We can consider both odd and even
extensions:
(5.20) ψ̂om(y) :=
{
ψ̂+m(y) if y ≥ 0
−ψ̂+m(|y|) if y < 0,
ψ̂em(y) :=
{
ψ̂+m(y) if y ≥ 0
ψ̂+m(|y|) if y < 0.
Note that both ψ̂om and ψ̂
e
m satisfy both bounds in (5.15) (this follows from the analysis done above).
However, it is not difficult to see that the even extension (the second formula in (5.20)) produces a
candidate eigenfunction ψ̂em = ψ̂
e
m(y) which is not a weak eigenfunction to problem (5.2), i.e., it does
not satisfy (5.6). Indeed, using the equation of ψ̂em = ψ̂
e
m(y) it is not hard to show that
(5.21)
∫
R
(ψ̂em)
′η′ dµy = σ̂m
∫
R
ψ̂emη dµy − 2(1 − a)η(0), for all η ∈ H1(R, dµy),
where we recall that dµy := |y|aGa+1(y)dy. On the other hand, repeating the same procedure for the
odd extension ψ̂om = ψ̂
o
m(y), we obtain that (5.21) holds for ψ̂
o
m without the extra term 2(1 − a)η(0)
(it cancels thanks to the oddness of ψ̂om), and so ψ̂
o
m = ψ̂
o
m(y) is an eigenfunction associated to the
eigenvalue σ̂m.
Repeating the same procedure for ψ˜+m = ψ˜
+
m(y) it is easily seen that its even reflection is a weak
eigenfunction corresponding to the eigenvalue σ˜m = m, while its odd extension cannot be a weak
eigenfunction since it has a jump discontinuity at y = 0.
Consequently, we can conclude that problem (5.11) has eigenvalues and corresponding weak eigen-
functions defined by
σ˜m := m ψ˜m(y) = A˜mL(a−1
2
),m
(
y2
4
)
, m ∈ N,
σ̂m :=
1− a
2
+m ψ̂m(y) = A˜m y|y|−aL( 1−a
2
),m
(
y2
4
)
, m ∈ N,
defined for all y ∈ R. We stress that, using the parity and the oddness of ψ˜m = ψ˜m(y) and ψ̂m = ψ̂m(y),
respectively, we immediately see that (up to multiplicative constants)∫
R
ψ˜m(y)ψ˜n(y)dµy =
∫
R
ψ̂m(y)ψ̂n(y)dµy = δm,n for all m,n ∈ N,
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while ∫
R
ψ˜m(y)ψ̂n(y)dµy = 0 for all m,n ∈ N,
so that it follows that the family {ψm}m∈N∪{ψ̂m}m∈N is an orthogonal set of L2(R, dµy). The fact that
the family {ψm}m∈N ∪ {ψ̂m}m∈N is a basis of L2(R, dµy) follows since both {ψ˜m}m∈N and {ψ̂m}m∈N
are orthogonal basis of L2(R+, dµy). We thus have proved the following lemma.
Lemma 5.5. Fix −1 < a < 1. Then the set of eigenvalues of problem (5.11) is
{σ˜m}m∈N ∪ {σ̂m}m∈N,
where σ˜m and σ̂m correspond to the eigenvalues of the Neumann problem (5.9) and of the Dirichlet
on (5.10), respectively, and are defined in Lemma 5.4. Moreover, the eigenfunctions corresponding to
σ˜m are
ψ˜m(y) = A˜mL(a−1
2
),m
(
y2
4
)
, y ∈ R,
where A˜m ∈ R is arbitrary and L(a−1
2
),m(·) is the mth Laguerre polynomial of order (a − 1)/2, while
the eigenfunctions corresponding to σ̂m are
ψ̂m(y) = A˜m y|y|−aL( 1−a
2
),m
(
y2
4
)
, y ∈ R,
where A˜m ∈ R is arbitrary and L( 1−a
2
),m(·) is the mth Laguerre polynomial of order (1−a)/2. Finally,
the set {ψ˜m}m∈N ∪ {ψ̂m}m∈N is an orthogonal basis of L2(R, dµy).
End of the proof of Theorem 5.2. We begin by proving part (i) and (ii). We look for solutions
to problems (3.9) and/or (5.1) in separate variables form V (x, y) = ϕ(x)ψ(y), x ∈ RN , y > 0. So,
substituting into (3.9) and/or (5.1), it is not difficult to see that(
−∆xϕ+ x
2
· ∇xϕ
)
ψ +
[
−y−a (yaψ′)′ + y
2
ψ′
]
ϕ = κϕψ in RN+1+ ,
where, as always, ψ′ = dψ/dy. Hence, we recover the eigenvalue κ ∈ R as the sum of ν ∈ R and σ ∈ R
eigenvalues to
(5.22) −∆xϕ+ x
2
· ∇xϕ = νϕ, x ∈ RN
and equation (5.7):
−y−a (yaψ′)′ + y
2
ψ′ = σψ, y > 0,
respectively.
Step1: Analysis of (5.22). Evidently (5.22) is the classical Ornstein-Uhlenbeck eigenvalue problem
in the all Euclidean space. It possesses the sequence of eigenvalues
νn =
n
2
, n ∈ N = {0, 1, . . .},
and a eigenfunction basis composed by the so-called Hermite polynomials
Hα(x) = Hn1(x1) . . . HnN (xN ), x = (x1, . . . , xN ) ∈ RN ,
where α = (n1, . . . , nN ) ∈ ZN≥0 and Hnj(·), j = 1, . . . , N , is the nthj 1 dimensional Hermite polynomial
(cfr. with [11, 64, 70]).
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Step2: Analysis of (5.7) and conclusion. The complete analysis has been carried out above. Conse-
quently, part (i) and (ii) of Theorem 5.2 follow by combining the above mentioned facts about Hermite
polynomials and classical Ornstein-Uhlenbeck eigenvalue problem, with the statement of Lemma 5.4.
In particular, the fact that V˜α,m(x, y) = Hα(x)L(a−1
2
),m(y) and V̂α,m(x, y) = Hα(x) y
1−aL( 1−a
2
),m(y)
form an orthogonal basis of L2(RN+1+ , dµ) comes from the fact that both Hα(x) and L(a−1
2
),m(y)
(resp. y1−aL( 1−a
2
),m(y)) are orthogonal basis for L
2(RN , dµx) and L
2(R+, dµy), respectively, since the
measure dµ = dµ(x, y) defined on RN+1+ is obtained the measure product of dµx and dµy.
Let us now focus on part (iii). Exactly as before we look for solutions to problem (5.2) with form
V (x, y) = ϕ(x)ψ(y), x ∈ RN , y ∈ R and we obtain that V = V (x, y) is an eigenfunction with eigenvalue
κ = ν + σ if ϕ = ϕ(x) satisfies (5.22) and ψ = ψ(y) satisfies (5.11):
−|y|−a (|y|aψ′)′ + y
2
ψ′ = σψ, y 6= 0.
Since the analysis of the above equation has already been done, we deduce part (iii) of Theorem 5.2
exactly as before, but in this case we apply Lemma 5.5 instead of Lemma 5.4. We end the proof by
stressing that the family {V˜α,m(x, y)}(α,m) ∪ {V̂α,m(x, y)}(α,m) is an orthogonal basis of L2(RN+1, dµ).
This follows exactly as before. 
5.1. Immediate applications: some Gaussian-Poincare´ type inequalities. In this section we
study some applications of the spectral analysis carried out above. In particular, we will show three
Gaussian-Poincare´ type inequalities that will easily follows from the spectral decomposition of the
space L2µ through the eigenfunctions to problems (3.9), (5.1) and (5.2). There is a wide literature about
Gaussian-Poincare´ inequalities. Those we prove in Lemma 5.6 and Theorem 5.7 are not completely new
(cfr. for instance with the works of Muckenhoupt [50] and Barthe and Roberto [9] and the references
therein). However, compared with the quoted papers, we will obtain sharp inequalities with optimal
constants. This is essentially due to the availability of a orthogonal basis of eigenfunctions constructed
in the previous section. We end the paragraph by stressing that these kind of inequalities have a self
interest (as the literature show) and, moreover, they will play an important role in the proof of some
Liouville type theorems, essential tools to get L∞loc convergence of the blow-up sequences. For the sake
of clarity, we proceed first with the one dimensional case.
5.2. One-dimensional Gaussian Poincare´ inequality. We dealt with the eigenvalue problem
(5.11):
−|y|−a (|y|aψ′)′ + y
2
ψ′ = σψ, y 6= 0,
where the above equation is intended in the weak sense (cfr. with Definition 5.3) and we have proved
Lemma 5.5 which completely characterizes the spectrum of the above equation. In particular, it
provides a basis of eigenfunctions {ψm}m∈N = {ψ˜m}m∈N ∪ {ψ̂m}m∈N for the space L2(R, dµy) (as in
Lemma 5.5), where, as always,
dµy =
1
21+aΓ(1+a2 )
|y|ae− y
2
4 dy.
Let us highlight a very elementary but crucial fact. We know that {ψm}m∈N ⊂ H1(R, dµy) and∫
R
ψ′mψ
′ dµy = σm
∫
R
ψmψ dµy, for all m ∈ N,
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and for any ψ ∈ H1(R, dµy), where {σm}m∈N = {σ˜m}m∈N ∪ {σ̂m}m∈N (as in Lemma 5.5). From the
above integral characterization, we easily deduce
(5.23)
∫
R
ψ′mψ
′
n dµy = σm
∫
R
ψmψn dµy = σmδm,n, for all m,n ∈ N,
up to normalization, thanks to the L2(R, dµy)-orthogonality of the eigenfunctions (δn,m denotes the
Kronecker delta). This means that not only the eigenfunctions ψm = ψm(y) are orthogonal in
L2(R, dµy), but also in H
1(R, dµy). We end this paragraph by recalling that the space L
2(R, dµy)
is the closure of the space C∞c (R) with respect to the norm
‖ψ‖2L2µy :=
∫
R
ψ2(y) dµy,
while H1(R, dµy) is the closure of the same space but with respect to the norm
‖ψ‖2H1µy :=
∫
R
ψ2(y) dµy +
∫
R
(ψ′)2(y) dµy.
A natural consequence of the spectral analysis is the following Gaussian Poincare´ type inequality.
Lemma 5.6. The following three statements hold:
(i) For any ψ ∈ H1(R, dµy), it holds∫
R
ψ2 dµy −
(∫
R
ψ dµy
)2
≤ 2
1− a
∫
R
(ψ′)2 dµy.
Furthermore, the equality is attained if and only if ψ(y) = A or ψ(y) = Ay|y|−a, A ∈ R.
(ii) For any ψ ∈ H10 (R+, dµy), it holds∫
R+
ψ2 dµy ≤ 2
1− a
∫
R+
(ψ′)2 dµy.
Furthermore, the equality is attained if and only if ψ(y) = Ay1−a, A ∈ R.
(iii) For any ψ ∈ H1(R+, dµy), it holds∫
R+
ψ2 dµy −
(∫
R+
ψ dµy
)2
≤
∫
R+
(ψ′)2 dµy.
Furthermore, the equality is attained if and only if ψ(y) = A or ψ(y) = A(1− 1−a2 − y
2
4 ), A ∈ R.
Proof. Take ψ ∈ H1(R, dµy) with ψ :=
∫
R
ψ dµy, and consider ΨM :=
∑M
m=1 cmψm such that
ΨM → ψ − ψ in L2(R, dµy),
where, of course, cm :=
∫
R
ψψm dµy. Note that the sum ΨM starts from the first nonconstant eigen-
function, since ψ − ψ is orthogonal to the eigenspace generated by the constants. Now, using the
definition of weak eigenfunction and the orthogonality condition in (5.23), it is not difficult to see that∫
R
(Ψ′M )
2 dµy =
∫
R
Ψ′Mψ
′ dµy for all M ∈ N0,
i.e. Ψ′M and Ψ
′
M − ψ′ are orthogonal in L2(R, dµy). Consequently, we have
0 ≤
∫
R
(ψ′ −Ψ′M)2dµy =
∫
R
(ψ′)2dµy − 2
∫
R
Ψ′Mψ
′dµy +
∫
R
(Ψ′M )
2dµy =
∫
R
(ψ′)2dµy −
∫
R
(Ψ′M )
2dµy,
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and so
∫
R
(Ψ′M )
2dµy ≤
∫
R
(ψ′)2dµy < +∞, uniformly in M ∈ N0 (note that here we have used the fact
that ψ ∈ H1(R, dµy)). Finally, from the above bound and employing (5.23) again, we have∫
R
(ψ′)2dµy ≥
∫
R
(Ψ′M )
2 dµy =
M∑
m=1
c2m
∫
R
(ψ′m)
2 dµy =
M∑
m=1
σmc
2
m
∫
R
ψ2m dµy
≥ σ
M∑
m=1
c2m
∫
R
ψ2m dµy = σ
∫
R
Ψ2M dµy,
where we have set σ := minm∈N0{σm} = σ̂0 = (1 − a)/2. Consequently, passing to the limit as
M → +∞, we deduce∫
R
(ψ′)2 dµy ≥
∫
R
(ψ − ψ)2 dµy =
∫
R
ψ2 dµy −
(∫
R
ψ dµy
)2
,
obtaining the desired inequality. The last part of the statement follows from the fact that ψ(y) =
Ay|y|−a is the first non constant eigenfunction to problem (5.11) (with eigenvalue σ̂0 = (1− a)/2).
The proof of (ii) and (iii) is very similar to the one of part (i) and we omit it (note that we just have
to use the bases of eigenfunctions {ψ̂m}m∈N for (ii) and {ψ˜m}m∈N for (iii), instead of {ψm}m∈N). We
just mention that in (ii) we work with the space H10 (R, dµy) which does not contain constant functions
different from the trivial one (this is the reason because we do not need to employ the average of ψ in
Gaussian Poincare´ inequality), while in (iii) it is easily seen that the first nonconstant eigenfunction
ψ(y) = A(1 − 1−a2 − y
2
4 ), A ∈ R has zero mean (with respect to the measure dµy). Note that since
we are now working with functions defined for y > 0, the normalization constant of the probability
measure dµy is different from the one of Lemma 5.6 (cfr. with the introduction). 
5.3. (N+1)-dimensional Gaussian Poincare´ inequality. For the general case, we proceed as
before. We consider problem (5.2):
−LaV + (x, y)
2
· ∇V = κV in RN+1.
From Theorem 5.2 we know that it has the set of eigenvalues {κn,m}n,m∈N = {κ̂n,m}n,m∈N∪{κ˜n,m}n,m∈N
where
κ˜n,m :=
n
2
+m, κ̂n,m :=
n
2
+m+
1− a
2
for all n,m ∈ N,
while the set of eigenfunctions is {Vα,m}(α,m) = {V˜α,m}(α,m) ∪ {V̂α,m}(α,m), where the eigenfunctions
can be of two types
V˜α,m(x, y) = Hα(x)ψ˜m(y), V̂α,m(x, y) = Hα(x)ψ̂m(y), for all (α,m) ∈ ZN≥0 × N,
where as before ψ˜m(y) = L(a−1
2
),m(y
2/4) and ψ̂m(y) = y|y|−aL( 1−a
2
),m(y
2/4) and Hα(·) is a N-
dimensional Hermite polynomial of order |α|. We recall that similarly to the 1-dimensional case
the set {Vα,m}(α,m) is an orthogonal basis of L2(RN+1, dµ), where
dµ(x, y) =
1
21+aΓ(1+a2 )(4π)
N/2
|y|ae− |x|
2
+y2
4 dxdy.
Since the sets of eigenvalues and eigenfunctions are countable, we can drop one index and denote by
κj the j
th eigenvalue with corresponding eigenfunctions Vj, j ∈ N. In this setting, we have that the
44 A. AUDRITO AND S. TERRACINI
first nonzero eigenvalue depends on the parameter −1 < a < 1:
ν∗ := min
j∈N
{κj 6= 0} = 1
2
min{1, 1 − a}.
This is the unique remarkable difference with respect to the 1-dimensional case. We thus have the
following theorem.
Theorem 5.7. The following three statements hold:
(i) For any V ∈ H1(RN+1, dµ), it holds∫
RN+1
V 2 dµ −
(∫
RN+1
V dµ
)2
≤ Pa
∫
RN+1
|∇V |2 dµ,
where Pa := 1/ν∗ = 2/min{1, 1 − a}. Furthermore, the equality is attained if and only if V (x, y) = A
or, depending on −1 < a < 1:
V (x, y) =

Axj if a < 0 for some j ∈ {1, . . . , N}
Axj if a = 0 for some j ∈ {1, . . . , N + 1}
Ay|y|−a if a > 0,
where A ∈ R and we have used the convention xN+1 = y.
(ii) For any V ∈ H10 (RN+1+ , dµ), it holds∫
R
N+1
+
V 2 dµ ≤ 2
1− a
∫
R
N+1
+
|∇V |2 dµ.
Furthermore, the equality is attained if and only if V (x, y) = Ay1−a, A ∈ R.
(iii) For any V ∈ H1(RN+1+ , dµ), it holds∫
RN+1
+
V 2 dµ−
(∫
RN+1
+
V dµ
)2
≤ 2
∫
RN+1
+
|∇V |2 dµ.
Furthermore, the equality is attained if and only if V (x, y) = A or V (x, y) = Axj , for some j ∈
{1, . . . , N} and A ∈ R.
Remark 5.8. Note that, since the Gaussian-Poincare´ constants do not depend on the spacial dimen-
sion N , they can be extended to infinite dimensional spaces (cfr. with Beckner [10]).
Proof. We begin by proving part (i), following the ideas of the case N = 1. Take V ∈ H1(RN+1, dµ)
with V :=
∫
RN+1
V dµ, and we approximate it with the sequence ΨJ :=
∑J
j=1 cjVj such that
ΨJ → V − V in L2(RN+1, dµ), cj :=
∫
RN+1
VjV dµ.
Proceeding as before, we easily find that∫
RN+1
|∇ΨJ |2 dµ =
∫
RN+1
∇ΨJ∇V dµ for all J ∈ N0,
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and so
∫
RN+1
|∇ΨJ |2 dµ ≤
∫
RN+1
|∇V |2 dµ. Hence,∫
RN+1
|∇V |2dµ ≥
∫
RN+1
|∇ΨJ |2 dµ =
J∑
j=1
c2j
∫
RN+1
|∇Vj |2 dµ =
J∑
j=1
σjc
2
j
∫
RN+1
V 2j dµ
≥ ν∗
J∑
j=1
c2j
∫
RN+1
V 2j dµ = ν∗
∫
RN+1
Ψ2J dµ,
where now the minimum of the eigenvalues ν∗ := minj{κj 6= 0} = min{1, 1 − a}/2. Passing to the
limit as J →∞ we obtain the inequality of statement (i).
To prove the second part of the statement, let us firstly fix −1 < a < 0. In this case we have ν∗ = 1/2
and the corresponding eigenfunctions are V (x, y) = Axj for j ∈ {1, . . . , N}. We thus conclude by the
definition of weak eigenfunction and the fact that V (x, y) = Axj has mean zero for any j ∈ {1, . . . , N}
(with respect to the measure dµ). Similarly, if 0 < a < 1 it turns out that ν∗ = (1 − a)/2 and the
corresponding eigenfunctions are V (x, y) = Ay|y|−a (also in this case they have mean zero). Finally, if
a = 0 we have ν∗ = 1/2 and the eigenfunctions are V (x, y) = Axj for j ∈ {1, . . . , N} and V (x, y) = Ay
(note that we get back the classical statement, cfr. for instance with [10]). This conclude the proof of
part (i).
To prove part (ii) and (iii) we employ the bases of eigenfunctions {V̂j}j = {V̂(α,m)}(α,m) for (ii) and
{V˜j}j = {V˜(α,m)}(α,m) for (iii), instead of {Vj}j = {V(α,m)}(α,m). Note that compared with the proof
of Lemma 5.6, the first eigenvalue to the Neumann problem (5.1) is ν∗ = 1/2 with corresponding
eigenfunctions V (x, y) = Axj for j ∈ {1, . . . , N}. 
6. Blow-up analysis I: proof of Theorem 3.3
In this chapter the blow-up procedure begins and we prove a first blow-up classification result which
is a generalization Theorem 3.3. We focus on the study of the asymptotic behaviour as λ→ 0+ of the
normalized blow-up family
Up0,λ(x, y, t) :=
Up0(λx, λy, λ
2t)√
H(λ2, Up0)
, λ > 0,
defined in (3.10), where p0 = (x0, 0, t0) ∈ Γ(U) and H(·, U) is defined in (3.2). In this analysis the
parabolically homogeneous profiles studied in Proposition 3.2 and the decomposition of the space
L2(RN+1, dµ) in orthogonal eigenfunctions play a crucial role.
Theorem 6.1. Fix −1 < a < 1, p0 = (x0, 0, t0) ∈ Γ(U) ∩ Σ, and let U = U(x, y, t) be a nontrivial
strong solution to equation (2.17). Then there exist n0,m0 ∈ N such that the following assertions hold:
(i) The Almgren-Poon quotient N(t, Up0) (cfr. with the formula in (4.4)) satisfies
lim
t→0+
N(t, Up0) = κn0,m0 ,
where the admissible values for κn,m are
κn,m = κ˜n,m :=
n
2
+m and κn,m = κ̂n,m :=
n
2
+m+
1− a
2
,
are the eigenvalues of problem (5.2), for any m,n ∈ N.
(ii) There exists a constant L0 > 0 (depending on p0 and U), such that
(6.1) lim
τ→t+
0
t−2κn0,m0H(t, Up0) = L0,
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where the function t→ H(t, Up0) is the denominator of the Almgren-Poon quotient.
(iii) For all T∗ > 0, the following convergence holds true
Up0,λ → Θp0 in L2(0, T∗;H1(RN+1, dµt)) ∩ C0(0, T∗;L2(RN+1, dµt)),
as λ→ 0+, i.e.:
(6.2) lim
λ→0+
∫ T∗
0
‖Up0,λ −Θp0‖2H1µt dt = limλ→0+ supt∈(0,T∗]
‖Up0,λ −Θp0‖2L2µt = 0,
where
Θp0(x, y, t) := t
κn0,m0
∑
(α,m)∈J˜0
vα,mV α,m
(
x√
t
,
y√
t
)
,
where vα,m are suitable constants, the sum is done over the set of indices
J0 := {(α,m) ∈ ZN≥0 × N : |α| = n ∈ N and κn,m = κn0,m0},
and the integration probability measure is defined in (2.24). Moreover,
V α,m(x, y) :=
Vα,m(x, y)
‖Vα,m‖L2µ
, α ∈ ZN≥0, m ∈ N,
are the normalized versions of the eigenfunctions Vα,m = Vα,m(x, y) to problem (5.2) corresponding to
the eigenvalue κn,m and defined in the statement of Theorem 5.2.
As the reader can easily guess, we will obtain the statement of Theorem 3.3 with minor changes.
Following some ideas of [32], our approach is based on the monotonicity formulas obtained in Section
4 and a priori compactness results in C0 (t1, t2;B) type spaces where 0 < t1 < t2 < ∞ and B is a
Banach space (see [60] or Lemma 6.2). Compared with Section 7 of [5] and [24], where the authors
considered averaged versions of H(t, U) and I(t, U) (cfr. with Section 4), our methods are possibly
naiver but suffice for our purposes. All the proof relies on the following compactness criterion that we
recall for clarity.
Lemma 6.2. (Simon [60, Corollary 8]) Let X ⊂ B ⊆ Y be Banach spaces satisfying the following two
properties:
• X is compactly embedded in Y .
• There exist 0 < θ < 1 and C > 0 such that ‖V ‖B ≤ C‖V ‖1−θX ‖V ‖θY , for all V ∈ X ∩ Y .
Fix −∞ < t1 < t2 < +∞ and 1 ≤ p, r ≤ ∞. Let F be a bounded family in Lp(t1, t2;X), with ∂F/∂t
bounded in Lr(t1, t2;Y ). Then the following two assertions hold true:
• If θ(1 − 1/r) ≤ (1 − θ)/p then F is relatively compact in Lp(t1, t2;B), for all p < p∗, where
1/p∗ = (1− θ)/p− θ(1− 1/r).
• If θ(1− 1/r) > (1− θ)/p then F is relatively compact in C0(t1, t2;B),
where we recall that C0(t1, t2;B) := {V : [t1, t2]→ B continuous : ‖V ‖C0(t1,t2;B) <∞}, where
‖V ‖C0(t1,t2;B) := max
t∈[t1,t2]
‖V (t)‖B .
We will apply the above criterion takingX = H1µ = H
1(RN+1, dµ) andB = Y = L2µ = L
2(RN+1, dµ)
and p = r =∞. To do so, we have to prove the following lemma.
Lemma 6.3. The space H1µ = H
1(RN+1, dµ) is compactly embedded in L2µ = L
2(RN+1, dµ).
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Proof. Let {Uj}j be a bounded sequence in H1µ. Up to subsequences, we can assume the existence
of a function U ∈ H1µ such that Uj ⇀ U (weakly) in H1µ and we must prove that
Uj → U (strongly) in L2µ,
as j → +∞. Let us set Vj := Uj − U . For any A > 0, we can write
(6.3)
∫
RN+1
V 2j dµ(x, y) =
∫
BA
V 2j dµ(x, y) +
∫
BcA
V 2j dµ(x, y),
where, following [5], we have defined
BA := {(x, y) ∈ RN+1 : |x|2 + y2 < A2} with BcA = RN+1 \ BA.
Now, since the measures |y|a dxdy and |y|aGa(x, y, 1) dxdy are equivalent on BA, we obtain that the
first term in the r.h.s. of (6.3) goes to zero as j → +∞, thanks to the well-known H1(BA, |y|a) →֒
L2(BA, |y|a) compact immersions type (cfr. for instance with [30]). Consequently, we are left to prove
that also the second integral in the r.h.s. of (6.3) is converging to zero as j → +∞.
To do so, we repeat the procedure carried out in [5] (cfr. with Lemma 7.4) with some modifica-
tions due to our slightly different framework. Before moving forward, we recall the definition of the
fundamental solution and how it splits into the product of two Gaussians:
Ga(x, y, t) = GN (x, t)Ga+1(y, t) = 1
(4πt)
N
2
e−
|x|2
4t
1
21+aΓ(1+a2 )
1
t
1+a
2
e−
y2
4t ,
and that the following two log-Sobolev type inequalities hold (cfr. with Lemma 7.7 of [24] or formulas
(7.16)-(7.17) of [5]):
(6.4) log
(
1
ca
∫
|f |>0 Ga(·, 1)
)∫
RN+1
f2Ga(·, 1) ≤ 2
∫
RN+1
|∇f |2Ga(·, 1),
for all f ∈ H1(RN+1, dµ), and
(6.5) log
(
1∫
|f |>0GN (·, 1)
)∫
RN
f2GN (·, 1) ≤ 2
∫
RN
|∇f |2GN (·, 1),
for all f ∈ H1(RN , dµx). Note that, with respect to [24] and/or [5], in (6.4) we have introduced
the quantity ca := 2
1+aΓ(1+a2 )/
√
4π due to the different normalization constant of the fundamental
solution (cfr. also with [6]).
Now, fix ε > 0, and take A > 4 large enough such that
(6.6) ca
∫
Bc
A/2
Ga(x, y, 1) dxdy ≤ e−1/ε,
∫
Bc
A/2
GN (x, 1) dx ≤ e−1/ε,
where BA := {x ∈ RN : |x| < A} with BcA = RN \ BA. As explained in [5], (6.4) cannot be directly
applied to estimate the integral∫
BcA
V 2j dµ(x, y) =
∫
BcA
V 2j |y|aGa(x, y, 1)dxdy,
due to some regularity issues. So, we write
(6.7)
∫
BcA
|y|aV 2j Ga(x, y, 1)dxdy =
∫
R˜A
|y|aV 2j Ga(x, y, 1)dxdy +
∫
RA
|y|aV 2j Ga(x, y, 1)dxdy,
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where
R˜A := B
c
A ∩ (RN × {|y| ≤ A/2}) and RA := BcA ∩ (RN × {|y| > A/2}).
Let us start with estimating the first integral in the r.h.s. of (6.7). For any (x, y) ∈ R˜A, we have both
|x|2 + y2 ≥ A2 and y2 ≤ A2/4, so that |x| ≥ (√3/2)A ≥ A/2. Consequently,∫
R˜A
|y|aV 2j (x, y)Ga(x, y, 1)dxdy ≤
∫ A/2
−A/2
|y|aGa+1(y, 1)
(∫
{|x|≥(√3/2)A}
V 2j (x, y)GN (x, 1) dx
)
dy.
Now, if ϕ ∈ C∞c (RN ) is a radially decreasing cut-off function satisfying ϕ = 1 in BA/2 and ϕ = 0
outside BA with |∇ϕ| ≤ 1, we firstly observe that∫
{|x|≥(√3/2)A}
V 2j (x, y)GN (x, 1) dx ≤ C
∫
RN
V 2j (x, y)[1− ϕ(x)]2GN (x, 1) dx,
for some constant C > 0 depending only on ϕ and for a.e. y ∈ R (the above inequality can be directly
verified using the properties of the cut-off function ϕ = ϕ(x)). Secondly, observing that the second
inequality in (6.6), together with the fact that∫
|Vj(1−ϕ)|>0
GN (x, 1) dx ≤
∫
Bc
A/2
GN (x, 1) dx
implies
log
(
1∫
|Vj(1−ϕ)|>0GN (·, 1)
)
≥ 1
ε
we deduce (by applying (6.5) with f = Vj(1− ϕ)):∫
RN
V 2j (x, y)[1 − ϕ(x)]2GN (x, 1) dx ≤ εC
∫
RN
[
V 2j + |∇xVj|2
]
GN (x, 1) dx ≤ εC,
where C > 0 is constant independent of j ∈ N (this follows from the properties of ϕ = ϕ(x) and since
{Vj}j is bounded in H1µ). Consequently, we obtain∫
R˜A
|y|aV 2j (x, y)Ga(x, y, 1)dxdy ≤ εC
∫ A/2
−A/2
|y|aGa+1(y, 1) dy ≤ εC,
where C > 0 is new constant not depending on j ∈ N. Let us focus the second integral in the r.h.s. of
(6.7). We introduce the new cut-off functions
• ϕ ∈ C∞c (RN+1) with ϕ = 1 in BA/2 and ϕ = 0 outside BA with |∇x,yϕ| ≤ 1.
• ϕ˜ ∈ C∞c (R) with ϕ˜(y) = 1 for |y| ≤ A/4 and ϕ˜(y) = 0 for |y| ≥ A/2 with |ϕ˜′| ≤ 1,
and we immediately see that∫
RA
|y|aV 2j Ga(x, y, 1)dxdy ≤
∫
RN+1
|y|aV 2j [1− ϕ(x, y)]2[1− ϕ˜(y)]2 Ga(x, y, 1)dxdy.
Now, exactly as in [5] (cfr. with formula (7.24)), we set f = |y|a/2Vj(1− ϕ)(1− ϕ˜) and we estimate
|∇f |2 ≤ C [ |y|a(V 2j + |∇Vj |2) + |y|a−2V 2j (1− ϕ)2(1− ϕ˜)2 ] ≤ C|y|a(V 2j + |∇Vj|2),
where C > 0 independent of j ∈ N. The last inequality follows since for any |y| ≥ A/4, we have
|y|a−2V 2j (1− ϕ)2(1− ϕ˜)2 ≤ |y|a−2V 2j ≤ |y|aV 2j ,
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where we have used the properties of the support of ϕ˜ = ϕ˜(y) and the fact the we have chosen A > 4
from the beginning. Consequently, applying (6.4) (with f = |y|a/2Vj(1− ϕ)(1− ϕ˜)), we obtain∫
RA
|y|aV 2j Ga(x, y, 1)dxdy ≤ εC
∫
RN+1
|y|a [V 2j + |∇Vj|2]Ga(x, y, 1) dxdy ≤ εC,
where we have used the first inequality in (6.6) and the uniform H1µ bound on the V
′
j s. Summing up,
from (6.7) and the above bounds, we have got∫
BcA
|y|aV 2j Ga(x, y, 1)dxdy ≤ εC,
which completes the proof, by the arbitrariness of ε > 0. 
Remark 6.4. An almost identical proof allows to show that the space H1µ = H
1(RN+1+ , dµ) is compactly
embedded in L2µ = L
2(RN+1+ , dµ).
We are now ready to prove Theorem 6.1. We anticipate that compared with the above mentioned
papers, we first obtain a convergence result in the space L2(t∗, T∗;H1µ) (and also in C0(t∗, T∗;L2µ)) for
any 0 < t∗ < T∗ < ∞, and then, in a second moment, we will improve it obtaining convergence in
L2(0, T∗;H1µ) and C0(t∗, T∗;L2µ), respectively. Proof of Theorem 6.1. Take p0 = 0 for simplicity.
We divide the proof in several steps.
Step1: Basic definitions. For −1 < a < 1 and 0 < T, T∗ <∞ fixed, we consider a nontrivial strong
solution (cfr. with Definition 2.4) U = U(x, y, t) to (2.17):
∂tU + LaU = 0 in RN+1 × (0, T ).
We recall that in particular U = U(x, y, t) satisfies (2.26):∫
RN+1
[
∂tU +
(x, y)
2t
∇U
]
η dµt(x, y) =
∫
RN+1
∇U∇η dµt(x, y),
for a.e. 0 < t < T and all η ∈ L2(0, T ;H1µt). We then define the normalized blow-up family
Uλ(x, y, t) :=
U(λx, λy, λ2t)√
H(λ2, U)
, λ > 0,
where H(·, U) is defined at the beginning of Subsection 4.2. As a preliminary observation, it is not
difficult to see that for any λ > 0, Uλ = Uλ(x, y, t) is a strong solution to equation
∂tUλ + LaUλ = 0 in RN+1 × (0, T/λ2),
and (2.26) holds for Uλ = Uλ(x, y, t), too. Now, we define
H(t, Uλ) :=
∫
RN+1
|y|aU2λ(x, y, t)Ga(x, y, t) dxdy,
I(t, Uλ) :=
∫
RN+1
|y|a|∇Uλ|2(x, y, t)Ga(x, y, t) dxdy,
for t ∈ (0, T/λ2). By scaling we have
H(t, Uλ) =
H(λ2t, U)
H(λ2, U)
, I(t, Uλ) =
λ2I(λ2t, U)
H(λ2, U)
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and so the frequency function corresponding to Uλ:
N(t, Uλ) :=
tI(t, Uλ)
H(t, Uλ)
, satisfies N(t, Uλ) = N(λ
2t, U), 0 < t < T/λ2.
Finally, we consider the family
U˜λ(x, y, t) := Uλ
(√
tx,
√
ty, t
)
, 0 < t < T/λ2, λ > 0,
which is a normalized and rescaled version of Uλ = Uλ(x, y, t). Note that by scaling we have
U˜λ ∈ L2(0, T/λ2;H1µ), t∂tU˜λ ∈ L2(0, T/λ2;L2µ),
and moreover, U˜λ = U˜λ(x, y, t) is a strong solution to (2.29):
(6.8) t∂tU˜λ +
1
|y|aGa∇ · (|y|
aGa∇U˜λ) = 0 in RN+1 × (0, T/λ2).
In particular, it holds
(6.9) t
∫
RN+1
∂tU˜λ η dµ(x, y) =
∫
RN+1
∇U˜λ∇η dµ(x, y),
for a.e. 0 < t < T/λ2 and all η ∈ L2(0, T/λ2;H1µ). Before moving forward, we need to make an
important observation. For a.e. 0 < t < T , the linear functional
η(t)→
∫
RN+1
+
∇U˜λ(t)∇η(t) dµ(x, y), η ∈ H1µ
is well-defined and continuous on H1µ. Consequently, by the Hahn-Banach Theorem it can be contin-
uously extended to a linear functional F tλ defined and continuous on the all L
2
µ, with
‖F tλ‖(L2µ)⋆ ≤ ‖U˜λ(t)‖H1µ , for a.e. 0 < t < T.
On the other hand, from the Riesz Theorem, there exists a function f tλ ∈ L2µ such that
〈F tλ, η(t)〉 =
∫
RN+1
f tλ η(t) dµ(x, y), η(t) ∈ L2µ,
and so, matching with (6.9), we obtain t∂tU˜λ(t) = f
t
λ in L
2
µ for a.e. 0 < t < T . In particular, since
‖F tλ‖ = ‖f tλ‖, we obtain
(6.10) ‖∂tU˜λ(t)‖L2µ ≤
1
t
‖U˜λ(t)‖H1µ for a.e. 0 < t < T/λ2.
Step2: Uniform bounds for U˜λ. Let us assume 1 ≤ T∗ < ∞ (the case 0 < T∗ < 1 is easier). Using
the scaling properties of Ga = Ga(x, y, t), it can be easily seen that
(6.11)
∫
RN+1
|y|aU˜2λ(x, y, t)Ga(x, y, 1) dxdy =
1
H(λ2, U)
∫
RN+1
|y|aU2(x, y, λ2t)Ga(x, y, λ2t) dxdy
=
H(λ2t, U)
H(λ2, U)
, λ > 0,
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and, furthermore,∫
RN+1
|y|a|∇U˜λ|2(x, y, t)Ga(x, y, 1) dxdy = λ
2t
H(λ2, U)
∫
RN+1
|y|a|∇U |2(x, y, λ2t)Ga(x, y, λ2t) dxdy
=
λ2tI(λ2t, U)
H(λ2, U)
= N(λ2t, U)
H(λ2t, U)
H(λ2, U)
, λ > 0.
Now, assume both t ∈ (0, T∗] and λ ∈ (0, 1/
√
T∗]. Using the monotonicity of the functions t→ H(t, U)
and t→ N(t, U) (cfr. with the proof of Lemma 4.1) and formula (4.6) of Corollary 4.3, we obtain
H(λ2t, U)
H(λ2, U)
≤ H(λ
2T∗, U)
H(λ2, U)
≤ T 2N(λ2T∗,U)∗ ≤ T 2N1∗ ,
where we have set N(λ2t, U) ≤ N(1, U) := N1 <∞ and used that λ2t ≤ 1. Consequently, we deduce∫
RN+1
U˜2λ(x, y, t) dµ(x, y) ≤ T 2N1∗ ,
∫
RN+1
|∇U˜λ|2(x, y, t) dµ(x, y) ≤ N1T 2N1∗ ,
for 0 < t ≤ T∗ and 0 < λ ≤ 1/
√
T∗. The last two formulas imply that the family
(6.12) {U˜λ}λ∈(0,1/√T∗] is uniformly bounded in L∞(0, T∗;H1µ),
where we recall that H1µ := H
1(RN+1, dµ). Furthermore, from (6.10), we obtain that
‖∂tU˜λ(t)‖L2µ ≤
N1T
2N1∗
t
for a.e. 0 < t ≤ T∗, and all 0 < λ ≤ 1/
√
T∗
From this last bound we deduce that for any 0 < t∗ < T∗ the family
(6.13) {∂tU˜λ}λ∈(0,1] is uniformly bounded in L∞(t∗, T∗;L2µ).
So it turns out that the family {U˜λ}λ∈(0,1] is relatively compact in C0
(
t∗, T∗;L2µ
)
for all fixed 0 < t∗ <
T∗, where L2µ := L2(RN+1, dµ) (cfr. for instance with Corollary 8 of [60]).
Step3: Compactness and properties of the limit. So, for any λn → 0+ and any fixed 0 < t∗ < 1, we
can extract a sub-sequence λnj → 0+ (that we rename λj := λnj by convenience) such that
(6.14) U˜λj → Θ˜ in C0
(
t∗, T∗;L2µ
)
, as j → +∞,
where Θ˜ ∈ ⋂t∗∈(0,T∗) C0 (t∗, T∗;L2µ). Note that a priori the sequence λj depends on 0 < t∗ < T∗.
However, an easy diagonal procedure (that we skip not to weight down our presentation) allows us to
eliminate this dependence.
Let us now present some important properties of the limit Θ˜ = Θ˜(x, y, t). First of all, since ‖U˜λ(·, ·, 1)‖L2µ =
1 for all λ > 0 (cfr. (6.11) with t = 1), it follows
‖Θ˜(·, ·, 1)‖L2µ = 1,
too and so the limit is not trivial (this crucial property follows since we have normalized the blow-up
family Uλ = Uλ(x, y, t)). Moreover, (6.12) and (6.13) allow us to take the subsequence λj → 0+ such
that
U˜λj ⇀ Θ˜ weakly in L
2(t∗, T∗;H1µ),
∂tU˜λj ⇀ ∂tΘ˜ weakly in L
2(t∗, T∗;L2µ),
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for all 0 < t∗ < T∗. This follows from the fact that L2(t∗, T∗;H1µ) ⊂ L∞(t∗, T∗;H1µ) and L2(t∗, T∗;L2µ) ⊂
L∞(t∗, T∗;L2µ), and from the reflexivity of L2(t∗, T∗;H1µ) and L2(t∗, T∗;L2µ). Consequently, thanks to
the previous two convergence properties and the arbitrariness of 0 < t∗ < T∗, it satisfies
t
∫
RN+1
∂tΘ˜η(t) dµ(x, y) =
∫
RN+1
∇Θ˜∇η(t) dµ(x, y),
for t∗ < t < T∗ and for all η(t) ∈ H1µ (cfr. with (6.9)). Now subtracting the equations of U˜λj and Θ˜,
respectively, and testing with η(t) = (U˜λj − Θ˜)(t) ∈ H1µ we obtain
t
〈
∂t(U˜λj − Θ˜)(t), (U˜λj − Θ˜)(t)
〉
L2µ
=
∫
RN+1
|∇(U˜λj − Θ˜)(t)|2 dµ(x, y), for a.e. t∗ ≤ t ≤ T∗,
and so, integrating between t∗ and T∗, we easily find∫ T∗
t∗
‖(U˜λj − Θ˜)(t)‖2L2µ + ‖∇(U˜λj − Θ˜)(t)‖
2
L2µ
dt
=
1
2
[
‖(U˜λj − Θ˜)(t∗)‖2L2µ + ‖(U˜λj − Θ˜)(T∗)‖
2
L2µ
]
→ 0, as j → +∞,
thanks to (6.14). Note that we have used that 2(∂t(U˜λj − Θ˜), U˜λj − Θ˜)L2µ = ∂t(‖U˜λj − Θ˜‖2L2µ) and
integrated by parts (with respect to t). This implies
(6.15) U˜λj → Θ˜ in L2
(
t∗, T∗;H1µ
)
, as j → +∞.
Step4: Properties of the re-scaling of U˜λ. Consequently, scaling back to Uλ = Uλ(x, y, t), for any
0 < t∗ < T∗, it holds
(6.16) lim
j→+∞
∫ T∗
t∗
∥∥Uλj (·, ·, t) −Θ(·, ·, t)∥∥2H1(RN+1,dµt) dt→ 0, as j → +∞,
(6.17) lim
j→+∞
sup
t∈[t∗,T∗]
∥∥Uλj (·, ·, t) −Θ(·, ·, t)∥∥2L2(RN+1,dµt) → 0, as j → +∞,
where we recall that
Uλ(x, y, t) := U˜λ
(
x√
t
,
y√
t
, t
)
and Θ(x, y, t) := Θ˜
(
x√
t
,
y√
t
, t
)
.
Note that from weak-strong convergence we obtain also
N(t, Uλj ) :=
tI(t, Uλj )
H(t, Uλj )
=
t
∫
RN+1
|y|a|∇Uλj |2(x, y, t)Ga(x, y, t) dxdy∫
RN+1
|y|aU2λj (x, y, t)Ga(x, y, t) dxdy
→ N(t,Θ) = tI(t,Θ)
H(t,Θ)
,
for a.e. t∗ < t < T∗, as j → +∞, where
H(t,Θ) :=
∫
RN+1
|y|aΘ2(x, y, t)Ga(x, y, t) dxdy,
I(t,Θ) :=
∫
RN+1
|y|a|∇Θ|2(x, y, t)Ga(x, y, t) dxdy.
Moreover, by scaling, it turns out that Θ = Θ(x, y, t) satisfies (2.26) in RN+1 × (t∗, T∗):
(6.18)
∫
RN+1
[
∂tΘ+
(x, y)
2t
· ∇Θ
]
η dµt(x, y) =
∫
RN+1
∇Θ · ∇η dµt(x, y),
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for t∗ < t < T∗ and all η(t) ∈ H1µt . Consequently, the function t → N(t,Θ) is well-defined and
non-decreasing in (t∗, T∗) (recall that H(t,Θ) > 0 for all t∗ < t < T∗, in view of Corollary 4.4).
Step4: The limit is a rescaled eigenfunction. Now, since N(t, Uλj ) = N(λ
2
j t, U), we can fix t∗ < t <
T∗ and take the limit as j → +∞ to obtain
N(t, Uλj )→ κ := limt→0N(t, U), as j → +∞,
for t∗ < t < T∗. Consequently,
(6.19) N(t,Θ) ≡ κ, for t∗ < t < T∗,
and so, as in the proof of Lemma 4.1, the rescaled version Θ˜(x, y, t) = Θ(
√
tx,
√
ty, t) must be a weak
eigenfunction to the Ornstein-Uhlenbeck eigenvalue problem type (5.2), in the sense that the identity
(6.20)
∫
RN+1
∇Θ˜ · ∇η(t) dµ(x, y) = κ
∫
RN+1
Θ˜ η(t) dµ(x, y),
is satisfied for a.e. t∗ < t < T∗ and all η(t) ∈ H1µ. From the above identity, it thus follows that κ is an
eigenvalue of the Ornstein-Uhlenbeck operator Oa (cfr. with Section 5) and we complete the proof of
part (i).
Note that, from Lemma 3.1 (cfr. with Step4 ) we know that the function t→ t−κΘ˜(x, y, t) is constant
in time (cfr. with (4.3)) and so, if
Θ˜(x, y, t)
tκ
= V (x, y),
where of course V = V (x, y) still satisfies (6.20), we deduce
Θ(x, y, t) = tκV
(
x√
t
,
y√
t
)
,
for (x, y, t) ∈ RN+1 × (t∗, T∗), obtaining a precise expression for the blow-up limits in terms of linear
combinations of rescaled eigenfunctions to problem (5.2).
Step5: Uniqueness of the blow-up. We complete the proof of the theorem by showing that (6.16)
and (6.17) do not depend on the subsequences λn and λnj . We begin by showing that
lim
t→0+
t−2κH(t, U) = L0 > 0,
which gives us part (ii). Note that from Corollary 4.2 we have that the above limit exists finite and it
is nonnegative. Note that it gives an improvement of formula (4.7) for small times, in the sense that
(6.21) H(t, U) ∼ L0t2κ as t ∼ 0+.
In particular, it follows that lt2κ ≤ H(t, U) ≤ Lt2κ for t ∼ 0, for some 0 < l < L < ∞, which will be
important later. Now, assume by contradiction t−2κH(t, U) → 0 as t → 0+ and consider the family
of eigenfunctions {
Vα,m = Vα,m(x, y) : α ∈ ZN≥0 with |α| = n, n ∈ N,m ∈ N
}
,
found in Theorem 5.2. We thus obtain an orthonormal basis of L2µ defining
V α,m(x, y) =
Vα,m(x, y)
‖Vα,m‖L2µ
, α ∈ ZN≥0 with |α| = n, n ∈ N,m ∈ N.
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Now, by scaling, we have that the not-normalized blow-up of U = U(x, y, 1):
(6.22) Uλ(x, y, 1) :=
√
H(λ2, U)Uλ(x, y, 1) = U(λx, λy, λ
2)
belongs to H1µ for a.e. 0 < λ ≤ 1/
√
T∗ and so we can write
Uλ(x, y, 1) =
∑
α,m
uα,m(λ)V α,m(x, y) in L
2
µ,
where the coefficients are given by
uα,m(λ) =
∫
RN+1
Uλ(x, y, 1)V α,m(x, y) dµ(x, y).
Note that by the orthonormality of the eigenfunctions V α,m = V α,m(x, y) and the usual scaling
properties, it easy to see that
H(λ2, U) =
∫
RN+1
[
Uλ(x, y, 1)
]2
dµ(x, y)
=
∫
RN+1
[∑
α,m
uα,m(λ)V α,m(x, y)
]2
dµ(x, y) ≥ u2α,m(λ),
for any α ∈ ZN≥0, m ∈ N, so that the assumption t−2κH(t, U)→ 0 as t→ 0+ implies
(6.23) λ−2κuα,m(λ)→ 0 as λ→ 0+,
where we have used the fact that H(λ2, U) = H(1, Uλ). Now, from the regularity of Uλ, we have that
(6.24)
d
dλ
Uλ(x, y, 1) =
∑
α,m
u′α,m(λ)V α,m(x, y) in L
2
µ.
On the other hand,
(6.25)
d
dλ
Uλ(x, y, 1) = (x, y) · ∇U(λx, λy, λ2) + 2λ∂tU(λx, λy, λ2)
=
2
λ
[
(x, y)
2
∇Uλ(x, y, 1) + ∂tUλ(x, y, 1)
]
for a.e. (x, y) ∈ RN+1,
and so, testing with |y|aη(x, y)Ga(x, y, 1) we obtain
(6.26)
∫
RN+1
dUλ
dλ
η dµ(x, y) =
2
λ
∫
RN+1
∇Uλ∇η dµ(x, y),
for η ∈ H1µ. Moreover, since V α,m = V α,m(x, y) are solutions to (5.6) with κ = κn,m (defined in the
statement of Theorem 5.2), we deduce
2
λ
∫
RN+1
∇Uλ∇η dµ = 2
λ
∑
α,m
uα,m(λ)
∫
RN+1
∇V α,m∇η dµ
=
2
λ
∑
α,m
κn,muα,m(λ)
∫
RN+1
V α,mη dµ,
and so, matching with (6.24) and using the orthogonality of V α,m = V α,m(x, y), we obtain
u′α,m(λ) =
2κn,m
λ
uα,m(λ) for all α ∈ ZN≥0 with |α| = n, n ∈ N,m ∈ N.
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Thus, integrating between 0 < λ < λ ≤ 1, we find
(6.27) λ−2κn,muα,m(λ) = λ−2κn,muα,m(λ),
and so, letting λ→ 0+ and using (6.23) (recall that κ = κn,m for some n,m ∈ N as showed in Step4 ),
it follows uα,m(λ) = 0 for all 0 < λ ≤ 1 which implies Uλ ≡ 0, getting the desired contradiction.
Now, let us assume (6.21) to be valid and proceed with the second part of the proof. In Step4 we
have showed that if U = U(x, y, t) is a strong solution to equation (2.17), then for any 0 < t∗ < T∗ <∞
and for any sequence λn → 0+, there exists a subsequence λj = λnj such that (cfr. with (6.16) and
(6.17))
lim
j→+∞
∫ 1
t∗
∥∥Uλj (·, ·, t) −Θ(·, ·, t)∥∥2H1(RN+1,dµt) dt→ 0, as j → +∞,
lim
j→+∞
sup
t∈[t∗,T∗]
∥∥Uλj (·, ·, t) −Θ(·, ·, t)∥∥2L2(RN+1,dµt) → 0, as j → +∞,
where
Uλ(x, y, t) :=
U(λx, λy, λ2t)√
H(λ2, U)
, Θ(x, y, t) := tκ V
(
x√
t
,
y√
t
)
,
and V = V (x, y) is a weak eigenfunction to (5.2):
−LaV + (x, y)
2
· ∇V = κV in RN+1.
Moreover, we know that κ = κn,m for some n,m ∈ N where κn,m are defined in the statement of
Theorem 5.2.
Now, if n0,m0 ∈ N are such that κ = κn0,m0 and Vα0,m0 is the associated eigenspace, and V α,m =
V α,m(x, y) are the normalized eigenfunctions, we have that
V (x, y) =
∑
(α,m)∈J0
vα,mV α,m(x, y) in L
2
µ,
where J0 :=
{
(α,m) ∈ ZN≥0 × N : |α| = n ∈ N and κn,m = κn0,m0
}
. Consequently, in view of (6.21),
we can re-write the above convergence properties as
(6.28)
∫ T∗
t∗
∥∥∥∥∥∥λ−2κj U(λjx, λjy, λ2j t)− tκ
∑
(α,m)∈J0
vα,mV α,m
(
x√
t
,
y√
t
)∥∥∥∥∥∥
2
H1(RN+1,dµt)
dt→ 0,
(6.29) sup
t∈[t∗,T∗]
∥∥∥∥∥∥λ−2κj U(λjx, λjy, λ2j t)− tκ
∑
(α,m)∈J0
vα,mV α,m
(
x√
t
,
y√
t
)∥∥∥∥∥∥
2
L2(RN+1,dµt)
→ 0,
as j → +∞. In particular, taking t = 1 (recall that we are assuming T∗ ≥ 1 for simplicity), we deduce
(6.30) λ−2κj U(λjx, λjy, λ
2
j)→
∑
(α,m)∈J0
vα,mV α,m(x, y) in L
2
µ.
So, in other to prove that (6.28) and (6.29) hold for any subsequence λnj → 0+, or, equivalently,
hold for λ→ 0+, we are left to show that the coefficients vα,m0 are independent from both λn and its
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subsequence λnj . Thus, proceeding as in the first part of this step, we expand
U(λx, λy, λ2) =
∑
α,m
uα,m(λ)V α,m(x, y),
in series of normalized eigenfunctions. So, multiplying (6.30) by |y|aV α,m(x, y)Ga(x, y, 1) and integrat-
ing on RN+1, we obtain
λ−2κj uα,m(λj)→ vα,m as j → +∞,
where we have used again the orthogonality of the eigenfunctions V α,m = V α,m(x, y). On the other
hand, exactly as before (cfr. with (6.27)), it holds
λ−2κn,muα,m(λ) = λ−2κn,muα,m(λ),
for all 0 < λ < λ ≤ 1/√T∗ which means that the function
λ→ λ−2κuα,m(λ) = λ−2κ
∫
RN+1
U(λx, λy, λ2)V α,m(x, y) dµ(x, y),
is constantly equal to vα,m for all 0 < λ < 1/
√
T∗. It follows in particular that vα,m depends neither
on λn nor on λnj . This shows the uniqueness of the blow-up limit.
Step6: Improved convergence. Now, for any 0 < t < T∗ and 0 < λ < 1/
√
T∗, we consider Uλ(x, y, t) =
λ−2κn0,m0U(λx, λy, λ2t) and
Θ(x, y, t) = tκn0,m0V
(
x√
t
,
y√
t
)
= tκn0,m0
∑
(α,m)∈J0
vα,mV α,m
(
x√
t
,
y√
t
)
,
for some vα,m ∈ R, and n0,m0 ∈ N are suitably chosen (cfr. with part (i)). So far, we have proved
that for all 0 < t∗ < T∗, it holds (cfr. with (6.15))
lim
λ→0
∫ T∗
t∗
‖Uλ −Θ‖2L2µt + t ‖∇Uλ −∇Θ‖
2
L2µt
dt = 0,
and we want to obtain
(6.31) lim
λ→0
∫ T∗
0
‖Uλ −Θ‖2L2µt + t ‖∇Uλ −∇Θ‖
2
L2µt
dt = 0.
So, we assume by contradiction that there exists ε > 0 and a subsequence λj → 0 (as j → +∞), such
that
(6.32)
∫ T∗
0
∥∥Uλj −Θ∥∥2L2µt + t ∥∥∇Uλj −∇Θ∥∥2L2µt dt ≥ ε,
for all large j ∈ N. Now, since Sλj := Uλj −Θ still satisfies the assumptions of Lemma 4.1, we known
that (cfr. with Step1 of the above quoted lemma):
2
∫ t2
t1
I(t, Sλj ) dt = H(t2, Sλj )−H(t1, Sλj ),
for any choice of times 0 < t1 < t2 < T∗ and so, taking t2 = t∗ and t1 → 0, we deduce∫ t∗
0
∫
RN+1
|∇Sλj |2 dµt(x, y)dt ≤
1
2
∫
RN+1
S2λj (x, y, t∗) dµ
t∗(x, y) =
1
2
H(t∗, Sλj ).
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Furthermore, setting ν∗ = min{1, 1 − a}/2 and applying the Gaussian-Poincare´ inequality (cfr. The-
orem (5.7), part (i)), we obtain∫ t∗
0
∫
RN+1
S2λj dµt(x, y)dt ≤
1
ν∗
∫ t∗
0
t
∫
RN+1
|∇Sλj |2 dµt(x, y)dt
≤ t∗
ν∗
∫ t∗
0
∫
RN+1
|∇Sλj |2 dµt(x, y)dt ≤
t∗
2ν∗
H(t∗, Sλj ),
so that it follows∫ t∗
0
∥∥Uλj −Θ∥∥2L2µt + t ∥∥∇Uλj −∇Θ∥∥2L2µt dt ≤ t∗
(
1 + ν∗
2ν∗
)
H(t∗, Sλj ).
Note that, in view of (6.14) we can assume H(t∗, Sλj ) = ‖Uλj − Θ‖L2(RN+1,dµt∗ ) ≤ C for all large
j ∈ N, where C > 0 is constant not depending on λj . It thus follows∫ t∗
0
∥∥Uλj −Θ∥∥2L2µt + t ∥∥∇Uλj −∇Θ∥∥2L2µt dt ≤ Ct∗,
for all fixed 0 < t∗ < T∗, where C > 0 is a new constant not depending on λj . Consequently, (6.32)
begins∫ T∗
t∗
∥∥Uλj −Θ∥∥2L2µt + t ∥∥∇Uλj −∇Θ∥∥2L2µt dt ≥ ε−
∫ t∗
0
∥∥Uλj −Θ∥∥2L2µt + t ∥∥∇Uλj −∇Θ∥∥2L2µt dt
≥ ε− Ct∗ > ε
2
,
if 0 < t∗ < ε/(2C), and we obtain the desired contradiction since the l.h.s. must converge to 0 as
λj → 0.
On the other hand, we have proved that
lim
λ→0
sup
t∈[t∗,T∗]
‖Uλ −Θ‖2L2µt = limλ→0 supt∈[t∗,T∗]
H(t, Uλ −Θ) = 0.
However, since the function t→ H(t, Uλ −Θ) is non-decreasing, it follows supt∈[t∗,T∗]H(t, Uλ −Θ) =
supt∈(0,T∗]H(t, Uλ −Θ) and so
(6.33) lim
λ→0
‖Uλ −Θ‖2C0(0,T ;L2µt ) := limλ→0 supt∈(0,T∗]
‖Uλ −Θ‖2L2µt
The proof is now completed. 
Uniqueness of the blow-up in the case h 6≡ 0. Let w ∈ dom(Hs) be a solution to (2.2) (with
V h satisfying (2.1)) and W =W (x, y, t) its extension (it satisfies problem (2.7) for t ∈ (−T, 0)). Then
define u(x, t) = w(x,−t) and U(x, y, t) =W (x, y,−t), which satisfies problem
(6.34)
{
∂tU + y
−a∇ · (ya∇U) = 0 in RN+1+ × (0, T )
−∂ayU = h(x,−t)U in RN × {0} × (0, T ),
in the strong sense, i.e., U satisfies the requirements of Definition 2.3, where we replace the homoge-
neous Neumann boundary condition −∂ayU = 0 with the non-homogeneous one −∂ayU = h(x,−t)U .
58 A. AUDRITO AND S. TERRACINI
In particular, multiplying by a test function yaη(x, y, t)Ga(x, y, t), we obtain the integral relation
(6.35)
∫
R
N+1
+
[
∂tU +
(x, y)
2t
· ∇U
]
η dµt(x, y) =
∫
R
N+1
+
∇U · ∇η dµt(x, y)
+
∫
RN
h(x,−t)u(x, t)η(x, 0, t)Ga(x, 0, t) dx,
for a.e. 0 < t < T and all η ∈ L2(0, T ;H1µt). Now, let Uλ = Uλ(x, y, t) be defined as in (2.12)
and λ → H(λ,U) as in (2.10). As we have recalled in the introduction (cfr. with Theorem 2.2) and
explained in Section 3, there exists a sequence λj → 0+ as j → +∞ such that
Uλj → Θ in L2(0, T∗;H1(RN+1+ , yaGN+1dxdy)),
and locally uniformly in RN+1+ × (0,∞), where Θ = Θ(x, y, t) is an admissible blow-up profile (cfr.
with Theorem 6.1). We now prove that the above convergence does not depend on the sequence λj ,
by suitably adapting the methods used in Step5 of the above proof. So, the crucial fact is to prove
(6.21):
lim
t→0+
t−2κH(t, U) = L0 > 0,
for some suitable L0, where κ = κn0,m0 = n0/2+m0. So, as before, we assume by contradiction L0 = 0
and Now, by scaling, we consider the not-normalized blow-up of U = U(x, y, 1) (cfr. with (6.22)):
U
λ
(x, y, 1) :=
√
λ−aH(λ,U)Uλ(x, y, 1) = U(λx, λy, λ2),
and we expand it in series of normalized eigenfunctions U
λ
(x, y, 1) =
∑
α,m uα,m(λ)V α,m(x, y) in L
2
µ,
where the coefficients are given by
uα,m(λ) =
∫
R
N+1
+
U
λ
(x, y, 1)V α,m(x, y) dµ(x, y).
Exactly as before, we see that the assumption L0 = 0 implies (6.23): λ
−2κuα,m(λ)→ 0 as λ→ 0+, for
any α ∈ ZN≥0, m ∈ N. Moreover, note that both (6.24) and (6.25) remains valid, while (6.26) becomes
(6.36)
∫
R
N+1
+
dU
λ
dλ
η dµ =
2
λ
∫
R
N+1
+
∇Uλ∇η dµ+ 2
λa
∫
RN
h(λx,−λ2)Uλ(x, 0, 1)η(x, 0)Ga(x, 0, 1) dx,
for any η ∈ H1µ. Consequently, proceeding as above and testing with η = V α,m, we deduce
u′α,m(λ) =
2κn,m
λ
uα,m(λ) +
2
λa
∑
β,l
uβ,l(λ)
∫
RN
h(λx,−λ2)V β,l(x, 0)V α,m(x, 0)Ga(x, 0, 1) dx,
for all α ∈ ZN≥0 with |α| = n, n ∈ N, m ∈ N. Let us focus for a moment on the integral in the above
expression. From Proposition 3.2 and its proof, we see that∣∣∣∣∫
RN
h(λx,−λ2)V β,l(x, 0)V α,m(x, 0)Ga(x, 0, 1) dx
∣∣∣∣ ≤ C‖h‖L∞(RN+1) ∣∣∣∣∫
RN
Hβ(x)Hα(x)GN (x, 1) dx
∣∣∣∣ ,
where we have used the fact that Ga(x, 0, 1) = CGN (x, 1) and C > 0 depends only on N and −1 < a <
1. Consequently, since the Hermite polynomials Hα = Hα(x) are an orthogonal basis of L
2(RN , GNdx)
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(cfr. with [64]), any uα,m satisfies both the following differential inequalities:(
2κn,m
λ
− 2C
λa
)
uα,m(λ) ≤ u′α,m(λ) ≤
(
2κn,m
λ
+
2C
λa
)
uα,m(λ),
where C > 0 is a new constant depending only on N , a and the potential h = h(x, t). Integrating
between 0 < λ < λ, it follows
(6.37)
uα,m(λ)
λ2κn,m
e−
2C
1−a
(λ1−a−λ1−a) ≤ uα,m(λ)
λ2κn,m
≤ uα,m(λ)
λ2κn,m
e
2C
1−a
(λ1−a−λ1−a),
and so, letting λ → 0+, we obtain uα,m(λ) ≡ 0, which is a contradiction since U = U(x, y, t) is
not trivial. Note that the fact that (6.21) holds also in the case of nontrivial potential has the
remarkable consequence that the normalized blow-up sequences Uλ and Uλ (defined in (3.10) and
(2.12), respectively) are asymptotically equivalent, indeed the normalization factor satisfies
λ−aH(λ,U) =
1
λ2+a
∫ λ2
0
t
a
2H(t, U) dt ∼ cN,a
λ2+a
∫ λ2
0
t
a
2
+2κdt = λ4κ ∼ H(λ2, U),
as λ→ 0+, where the above relations hold up to a multiplicative positive constant. Now, coming back
to the sequence Uλj ∼ Uλj , we have that (6.30) holds, i.e.
λ−2κj U(λjx, λjy, λ
2
j)→
∑
(α,m)∈J0
vα,mV α,m(x, y) in L
2
µ,
where the r.h.s. denotes the expansion of the weak eigenfunction V = V (x, y) to problem (3.9),
satisfying Θ(x, y, t) := tκ V
(
x/
√
t, y/
√
t
)
. Consequently, exactly as before, it follows
(6.38) λ−2κj uα,m(λj)→ vα,m as j → +∞,
while, at the same time, (6.37) holds with λ = λj and any λ > 0:
uα,m(λj)
λ
2κn,m
j
e−
2C
1−a
(λ1−a−λ1−aj ) ≤ uα,m(λ)
λ2κn,m
≤ uα,m(λj)
λ
2κn,m
j
e
2C
1−a
(λ1−a−λ1−aj ).
Passing to the limit as j → +∞, we thus obtain
vα,m e
− 2C
1−a
λ1−a ≤ uα,m(λ)
λ2κn,m
≤ vα,m e
2C
1−a
λ1−a ,
for any λ > 0, and so (6.38) must hold for any sequence. This conclude the proof of the uniqueness of
blow-up limits in the presence of a nontrivial potential h 6≡ 0. 
Examples. Out of clarity, we complete the section with some concrete examples of blow-up profiles.
Let us put ourselves in the easiest case when the spacial dimension is N = 1 and denote by
Θ˜α,m(x, y, t) = t
κ˜n,mVα,m
(
x√
t
,
y√
t
)
= tκ˜n,mHn
(
x√
t
)
L(a−1
2
),m
(
y2
4t
)
,
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the blow-up profile corresponding to κ˜n,m =
n
2 +m (i.e. to the eigenfunction Vα,m = Vα,m(x, y)). Then
we have:
κ˜0,0 = 0 Θ˜0,0(x, y, t) = 1
κ˜1,0 =
1
2
Θ˜1,0(x, y, t) = x
κ˜2,0 = 1 Θ˜2,0(x, y, t) = x
2 − 2t
κ˜0,1 = 1 Θ˜0,1(x, y, t) =
(
1 + a
2
)
t− y
2
4
κ˜3,0 =
3
2
Θ˜3,0(x, y, t) = x(x
2 − 6t)
κ˜1,1 =
3
2
Θ˜1,1(x, y, t) = x
[(
1 + a
2
)
t− y
2
4
]
κ˜4,0 = 2 Θ˜4,0(x, y, t) = x
4 − 12x2t+ 12t2
κ˜2,1 = 2 Θ˜2,1(x, y, t) = (x
2 − 2t)
[(
1 + a
2
)
t− y
2
4
]
κ˜0,2 = 2 Θ˜0,2(x, y, t) =
1
8
[
(1 + a)(3 + a)t2 − (3 + a)y2t+ y
4
4
]
.
On the other hand, since the blow-up profiles corresponding to κ̂n,m =
n
2 +m +
1−a
2 = κ˜n,m +
1−a
2
satisfy:
Θ̂α,m(x, y, t) = t
κ̂n,mVα,m
(
x√
t
,
y√
t
)
= tκ̂n,mHn
(
x√
t
)
y√
t
∣∣∣∣ y√t
∣∣∣∣−a L( 1−a
2
),m
(
y2
4t
)
= tκ˜n,my|y|−aHn
(
x√
t
)
L( 1−a
2
),m
(
y2
4t
)
,
we easily see that
κ̂0,0 =
1− a
2
Θ̂0,0(x, y, t) = y|y|−a
κ̂1,0 =
2− a
2
Θ̂1,0(x, y, t) = xy|y|−a
κ̂2,0 =
3− a
2
Θ̂2,0(x, y, t) = y|y|−a(x2 − 2t)
κ̂0,1 =
3− a
2
Θ̂0,1(x, y, t) = y|y|−a
[(
3− a
2
)
t− y
2
4
]
,
and so on.
7. Blow-up analysis II: proof of Theorem 3.4
As the title suggests, this section is devoted to the proof of Theorem 3.4, which, miming what done
in the previous section, will be obtain as a consequence of a more general theorem that we state below.
Theorem 7.1. Fix −1 < a < 1, p0 = (x0, 0, t0) ∈ Γ(U)∩Σ. Let U = U(x, y, t) be a strong solution to
equation (2.16) and Up0,λ = Up0,λ(x, y, t) its normalized blow-up sequence defined in (3.10). Then for
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any compact set K ⊂ RN+1 × (0,∞) and any 0 < ν < ν∗ := min{1, 1 − a}/2, there exists a constant
C > 0 not depending on λ > 0, such that
(7.1) ‖Up0,λ‖C2ν,ν(K) ≤ C,
and, moreover, we have as λ→ 0+
(7.2) Up0,λ → Θp0 uniformly in K,
where Θp0 = Θp0(x, y, t) is the blow-up limit of U at p0, defined in Theorem 6.1.
The proof of Theorem 7.1 requires some Liouville type results that we present below. The first
result will be obtained as an easy application of the monotonicity formulas proved in Lemma 3.1 and
Lemma 4.1, the Gaussian Poincare´ inequalities proved in Subsection 5.1, and Theorem 6.1, while the
second one requires a different monotonicity formula of Alt-Caffarelli-Friedman type, that we prove
below. Again this new monotonicity formula easily follows from the Gaussian-Poincare´ inequality (cfr.
with Theorem 5.7), combined with Theorem 6.1.
7.1. Liouville type theorems. In the next paragraphs we present some Liouville type theorems.
The first result will be obtained as an easy application of the monotonicity formulas proved in Lemma
3.1 and Lemma 4.1, the Gaussian Poincare´ inequalities proved in Section 5.1, and Theorem 6.1, while
the second one requires a different monotonicity formula of Alt-Caffarelli-Friedman type, that we prove
below. Again this new monotonicity formula easily follows from the Gaussian-Poincare´ inequality (cfr.
with Theorem 5.7), combined with Theorem 6.1.
An Alt-Caffarelli-Friedman monotonicity formula type. As anticipated, we prove a mono-
species Alt-Caffarelli-Friedman ([2]) monotonicity formula (cfr. for instance with [3, Lemma 5.4], [15,
Theorem 1.1.4], [18, Theorem 12.11], [25, Section 2]), which turns out to be an easy consequence of
the Gaussian-Poincare´ type inequalities proved in Theorem 5.7. As always we set
ν∗ =
1
2
min{1, 1 − a},
and we prove the following lemma.
Lemma 7.2. (Alt-Caffarelli-Friedman monotonicity formula) The following three statements hold:
(i) Let U = U(x, y, t) be a strong solution to equation (2.17). Then the function
(7.3) t→ J(t, U) := 1
t2ν∗
∫ t
0
∫
RN+1
|∇U |2(x, y, τ) dµτ (x, y)dτ
is nondecreasing for all 0 < t < T and it is constant if and only if U(x, y, t) = A or, depending on
−1 < a < 1:
U(x, y, t) =
{
Axj if a ≤ 0 for some j ∈ {1, . . . , N + 1}
Ay|y|−a if a ≥ 0,
where A ∈ R and we have used the convention xN+1 = y.
(ii) Let U = U(x, y, t) be a strong solution to problem (2.15). Then the function
(7.4) t→ J(t, U) := 1
t
∫ t
0
∫
R
N+1
+
|∇U |2(x, y, τ) dµτ (x, y)dτ
is nondecreasing for all 0 < t < T and it is constant if and only if U(x, y, t) = A or U(x, y, t) = Axj
for some j ∈ {1, . . . , N} and A ∈ R.
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(iii) Let U = U(x, y, t) be a strong solution to problem (2.16). Then the function
(7.5) t→ J(t, U) := 1
t1−a
∫ t
0
∫
R
N+1
+
|∇U |2(x, y, τ) dµτ (x, y)dτ
is nondecreasing for all 0 < t < T and it is constant if and only if U(x, y, t) = Ay1−a and A ∈ R.
Proof. We begin by proving assertion (i). First of all, we have
(7.6) J ′(t) = − 2ν∗
t2ν∗+1
∫ t
0
∫
RN+1
|∇U |2 dµτ (x, y)dτ + 1
t2ν∗
∫
RN+1
|∇U |2 dµτ (x, y),
for all 0 < t < T . Furthermore, testing the equation with η = U , we obtain∫ t
0
∫
RN+1
|∇U |2 dµτ (x, y)dτ =
∫ t
0
∫
RN+1
|y|a∇U · ∇U Ga(x, y, τ) dxdydτ
=
∫ t
0
∫
RN+1
|y|aU∂τUGa dxdydτ −
∫ t
0
∫
RN+1
|y|aU∇U · ∇Ga dxdydτ
=
1
2
∫ t
0
∫
RN+1
|y|a∂τ
(
U2
)Ga dxdydτ + 1
2
∫ t
0
∫
RN+1
|y|aU2∂τGa dxdydτ
=
1
2
∫
RN+1
∫ t
0
|y|a∂τ
(
U2Ga
)
dxdydτ
≤ 1
2
∫
RN+1
U2(x, y, t) dµt(x, y)
where we have used the equations of U = U(x, y, t) and Ga = Ga(x, y, t), and the identity
2
∫
RN+1
|y|aU∇U · ∇Ga dxdy = −
∫
RN+1
U2∇ · (|y|a∇Ga) dxdy,
for a.e. 0 < τ < T . Consequently, combining (7.6) and the above estimate, it suffices to prove
1
t2ν∗+1
{
t
∫
RN+1
|∇U |2 dµt(x, y)− ν∗
∫
RN+1
U2 dµt(x, y)
}
≥ 0,
which can be easily re-written as
(7.7)
t
∫
RN+1
|∇U |2 dµt(x, y)∫
RN+1
U2 dµt(x, y)
≥ ν∗,
and, passing to the re-normalized variables U˜(x, y, t) = U(x/
√
t, y/
√
t, t), as
(7.8)
∫
RN+1
|∇U˜ |2 dµ(x, y)∫
RN+1
U˜2 dµ(x, y)
≥ ν∗,
which turns out to be valid by the definition of ν∗ = min{1, 1 − a}/2 and the Gaussian-Poincare´
inequality proved in Theorem 5.7, part (i) (note that we can always assume that U˜(·, ·, t) has zero
mean for all t > 0, as in the proof of Lemma 7.3).
To complete the proof, we firstly fix −1 < a ≤ 0 (so that ν∗ = 1/2) and note that Theorem 5.7
implies that the equality is attained in (7.8) if and only if
U˜(x, y, t) = A(t)xj i.e. U(x, y, t) =
√
tA(t)xj ,
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for some j ∈ {1, . . . , N +1} and function A = A(t) (recall the re-labeling convention xN+1 = y). Since
such U = U(x, y, t) must be a solution to (2.17) and it satisfies ∇ · (|y|a∇U) = 0, we deduce that
A(t) = 1/
√
t (up to multiplicative constants), completing the proof in the case −1 < a ≤ 0. In the
case 0 ≤ a < 1 (ν∗ = (1 − a)/2), we proceed in the same way, noting that the equality is attained in
(7.8) if and only if
U˜(x, y, t) = A(t) y|y|−a i.e. U(x, y, t) = t 1−a2 A(t) y|y|−a.
Consequently, taking A(t) = t
a−1
2 (up to multiplicative constants), we conclude the proof of the case
0 ≤ a < 1, too.
The proofs of part (ii) and (iii) are very similar to the one just presented and we skip them. We
just mention that it is enough to repeat the above procedure using the integral formulation for strong
solutions to (2.15) and (2.16), and the right Gaussian-Poincare´ inequality (cfr. with part (ii) and (iii)
of Theorem 5.7). 
Some comments are now in order. Let J = J(t, U) be defined as in (7.3). Then, from the fact that
(7.9)
∫ t
0
∫
RN+1
|∇U |2 dµτ (x, y)dτ ≤ 1
2
∫
RN+1
U2(x, y, t) dµt(x, y) =
1
2
H(t, U),
for all t > 0, it easily follows that J = J(t, U) is in fact well-defined and positive (except for constant
functions), for all t > 0. Note that, in view of the proof of Theorem 6.1 (cfr. with formula (6.21)), we
have H(t, U) ∼ Ct2ν∗ for t ∼ 0+ which gives us
(7.10)
∫ t
0
∫
RN+1
|∇U |2 dµτ (x, y)dτ ≤ Ct2ν∗, for t ∼ 0+,
and a suitable constant C > 0. Moreover, the converse inequality in (7.10) holds too, for any noncon-
stant solutions U = U(x, y, t) (that, as always, we can assume to have zero mean w.r.t. dµt = dµt(x, y),
for all t > 0). Indeed, from (7.7), we obtain
1
ν∗
J(t, U) ≥ 1
t2ν∗
∫ t
0
1
τ
∫
RN+1
U2(x, y, τ) dµτ (x, y)dτ =
1
t2ν∗
∫ t
0
H(τ, U)
τ
dτ
≥ 1
t2ν∗+1
∫ t
0
H(τ, U) dτ ≥ C
t2ν∗+1
∫ t
0
τ2ν∗ dτ ≥ C > 0, for t ∼ 0+,
where we have used formula (6.21) again. Consequently, we have∫ t
0
∫
RN+1
|∇U |2 dµτ (x, y)dτ ∼ Ct2ν∗ , for t ∼ 0+,
and as an immediate consequence, we obtain limt→0+ J(t, U) > 0 when U = U(x, y, t) is nonconstant.
The very same observations hold if we replace the functional (7.3) with (7.4) and/or (7.5), with simple
modifications.
Liouville type theorems. Let us now turn to the proof of some Liouville type results. In this
context, it is important to stress that we focus on the global quantitative behaviour of strong solutions,
instead of the local one (this is easily seen, for instance, in the interest of the asymptotic behaviour of
the quantity H(t, U) as t→∞, instead of t→ 0+). In what follows we employ the following definition
of parabolic distance:
d2(x, y, t) := |x|2 + |y|2 + t, for all (x, y, t) ∈ RN+1 × (0,∞).
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Note that it is not a distance in the usual sense, since the triangular inequality does not hold, but it
is invariant under parabolic dilatations, in the sense that d(x, y, t) =
√
t d(x/
√
t, y/
√
t, 1).
Lemma 7.3. The following three statements hold.
(i) Let U = U(x, y, t) be a strong solution to equation (2.17) in RN+1 × (0,∞) (i.e. T = ∞) and
assume it satisfies the bound
(7.11) U2(x, y, t) ≤ C[1 + d2ν(x, y, t)],
for some C > 0 and some exponent ν > 0 satisfying
0 < ν < min{1, 1 − a}.
Then U is constant in RN+1 × (0,∞).
(ii) Let U = U(x, y, t) be a strong solution to problem (2.15) in RN+1+ × (0,∞) (i.e. T = ∞) and
assume it satisfies the bound in (7.11) for some C > 0 and some exponent ν > 0 satisfying
0 < ν < 1.
Then U is constant in RN+1+ × (0,∞).
(iii) Let U = U(x, y, t) be a strong solution to problem (2.16) in RN+1+ × (0,∞) (i.e. T = ∞) and
assume it satisfies the bound in (7.11) for some C > 0 and some exponent ν > 0 satisfying
0 < ν < 1− a.
Then U is identically zero in RN+1+ × (0,∞).
Proof. We begin by proving part (i). First of all, we note that for any ν > 0, if U = U(x, y, t)
satisfies the point-wise bound (7.11), it holds
(7.12)
H(t, U) =
∫
RN+1
|y|aU2(x, y, t)Ga(x, y, t) dxdy
≤ C
∫
RN+1
|y|a [(|x|2 + |y|2 + t)ν + 1]Ga(x, y, t) dxdy
= C + tν
∫
RN+1
|y|a(|x|2 + |y|2 + 1)νGa(x, y, 1) dxdy ≤ Ctν,
for a suitable constant C > 0 and t > 0 large. Now, set as always κ := limt→0+ N(t, U) and assume
by contradiction that U = U(x, y, t) is non constant. Let us start with the case κ > 0. In this case, it
must be
(7.13) κ ≥ 1
2
min{1, 1 − a} := ν∗,
since κ > 0 has to be an eigenvalue of problem (5.2) (cfr. with Theorem 6.1) and 1/2 and (1 − a)/2
are the first nontrivial eigenvalue depending on −1 < a < 0 or 0 < a < 1, respectively (cfr. with
Theorem 5.2). Now, in part (ii) of Theorem 6.1, we have shown that
lim
t→0+
t−2κH(t, U) = L0,
for some positive constant L0 > 0. Moreover, proceeding as in Corollary 4.3, it holds
H ′(t, U)
H(t, U)
≥ 2κ
t
, for all t > 0,
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and so, integrating between 0 < t0 < t and t, we obtain
H(t, U) ≥ t−2κ0 H(t0, U)t2κ, for all 0 < t0 ≤ t.
Consequently, taking the limit as t0 → 0+ we finally obtain H(t, U) ≥ Ct2κ for all t > 0 and so, thanks
to (7.13), we deduce
H(t, U) ≥ Ctmin{1,1−a} = Ct2ν∗ ,
for t > 0 large enough, which is in contradiction with the bound from above in 7.12, unless U =
U(x, y, t) is constant.
Now, assume that κ = 0. In this case, the bound in (7.12) is still true, but instead of the last bound
from below, we just obtain H(t, U) ≥ C for all t > 0, which is not enough to immediately deduce
the desired contradiction. So, we pass to the re-scaling U˜(x, y, t) = U(
√
tx,
√
ty, t) and we recall that
U˜(t) ∈ H1(RN+1, dµ) for all t > 0. Consequently, we can apply the Gaussian Poincare´ inequality of
Theorem 5.7, part (i), to deduce
(7.14)
∫
RN+1
U˜2(t) dµ −
(∫
RN+1
U˜(t) dµ
)2
≤ Pa
∫
RN+1
|∇U˜ |2(t) dµ, for all t > 0,
where Pa := 1/ν∗ = 2/min{1, 1−a}. Note that we can assume
∫
RN+1
U˜(t) dµ = 0 for all t > 0. Indeed,
we have already seen that the function
t→
∫
RN+1
U˜(t) dµ
is constant (cfr. with (2.32)) and, since U˜ = U˜(x, y, t) satisfies a linear equation, we can replace U˜ by
U˜(x, y, t)−
∫
RN+1
U˜(t) dµ,
to obtain a strong solution to equation (2.17) with zero mean for all t > 0. Consequently, (7.14) can
be easily re-written as
ν∗ =
1
2
min{1, 1 − a} ≤ N(1, U˜ ),
and, since the l.h.s. is strictly positive, while the r.h.s. is converging to zero as t → 0+, we obtain a
contradiction unless U˜ ≡ 0 and we conclude the proof of part (i) (note that we infer U˜ ≡ 0 since we
have assumed that U˜ has zero mean for any t > 0)
For what concerns part (ii) and (iii), it is easily seen that the proof of part (i) works also in these
different settings with straightforward modifications. The most significative is that we have to employ
the right Gaussian Poincare´ inequality proved in Theorem 5.7, depending on the problem (Neuman
or Dirichlet) satisfied by U = U(x, y, t). 
We now prove a second Liouville type result of a quite different nature. In the first one, we impose
a critical growth condition one the function U = U(x, y, t), whilst, in the second, a sort of decaying
property of the norm of the gradient is required.
Lemma 7.4. The following three statements hold.
(i) Let U = U(x, y, t) be a strong solution to equation (2.17) in RN+1 × (0,∞) (i.e. T = ∞) and
assume it satisfies the bound
(7.15) |∇U(x, y, t)|2 ≤ C d2ν(x, y, t),
66 A. AUDRITO AND S. TERRACINI
for some C > 0 and some exponent ν ∈ R satisfying
ν < min{0,−a}.
Then U is constant in RN+1 × (0,∞).
(ii) Let U = U(x, y, t) be a strong solution to problem (2.15) in RN+1+ × (0,∞) (i.e. T = ∞) and
assume it satisfies the bound in (7.15) for some C > 0 and some exponent ν ∈ R satisfying
ν < 0.
Then U is constant in RN+1+ × (0,∞).
(iii) Let U = U(x, y, t) be a strong solution to problem (2.16) in RN+1+ × (0,∞) (i.e. T = ∞) and
assume it satisfies the bound in (7.15) for some C > 0 and some exponent ν ∈ R satisfying
ν < −a.
Then U is identically zero in RN+1+ × (0,∞).
Proof. As before, we prove part (i), while (ii) and (iii) follow similarly. Compared with the above
proof, the present one is based on the monotonicity of the functional t → J(t, U) defined in (7.3)
instead of the Almgren-Poon quotient t→ N(t, U). So, if (7.15) holds true, then
J(t, U) =
1
t2ν∗
∫ t
0
∫
RN+1
|∇U |2(x, y, τ) dµτ (x, y)dτ
≤ C
t2ν∗
∫ t
0
∫
RN+1
(|x|2 + |y|2 + τ)ν dµτ (x, y)dτ
≤ C
t2ν∗
∫ t
0
τνdτ =
C
t2ν∗−ν−1
→ 0,
as t → +∞, thanks to the assumption on ν ∈ R. From Lemma 7.2 it thus follows that J(t, U) = 0
for any t > 0, and so, since the measure dµt = dµt(x, y) is nonnegative, it follows |∇U | = 0 a.e. in
RN+1 × (0,∞), i.e. U = U(x, y, t) is constant. 
Proof of Theorem 7.1. In this proof, we adapt some technique employed in [67, 68] (see also
[69, 73]) in the elliptic framework, to the parabolic one. The method is based on a blow-up-of-the-
blow-up sequence and on the construction of two auxiliary sequences combined with the application
of Liouville type results proved in Lemma 7.3.
Now, let U = U(x, y, t) be a strong solution to equation (2.17) and p0 = 0. We consider the blow-up
sequence
Uλ(x, y, t) =
U(λx, λy, λ2t)
λ2κ
, κ := lim
t→0+
N(t, U),
so that Uλ = Uλ(x, y, t) satisfies the same equation in R
N+1 × (0, T/λ2), λ > 0. Moreover, we us fix
a time T∗ > 0 and a compact set K ⊂ RN+1 × (0, T∗) (note that since λ → 0, we can assume also
T∗ < T/λ2).
The first step of the proof consists in showing that the family {Uλ}λ is uniformly bounded in the
Ho¨lder space C2ν,ν(K) for any 0 < ν < ν∗ = min{1, 1 − a}/2, i.e.,
‖Uλ‖L∞(K) + [Uλ]C2ν,ν(K) ≤ C,
for some constant C > 0 independent of λ > 0, where the symbol [ · ]C2ν,ν (K) denotes the Ho¨lder semi-
norm. Note that it suffices to prove the above bound with K = Q1/2 := B1/2 × (3/4, 1) and deduce
the general case through standard covering arguments. Furthermore, a uniform bound for ‖Uλ‖L∞(Q1)
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can be obtained through the Harnack inequality proved by Chiarenza and Serapioni in Theorem 2.1 of
[21] (note that from L2−L∞ estimates we already know that Uλ is locally bounded, cfr. with Lemma
2.1 of [21] and/or formula (5.7) of [5]).
For what concerns the Ho¨lder semi-norm, we assume the uniform bound of ‖Uλ‖L∞(Q1), and we
show that for any 0 < ν < ν∗ = min{1, 1−a}/2, there exists a constant C > 0 (independent of λ > 0),
such that
(7.16) [Uλ]C2ν,ν(Q1/2) := sup
Q1/2
|Uλ(X1, t1)− Uλ(X2, t2)|
(|X1 −X2|2 + |t1 − t2|)ν ≤ C,
where we have set by convenience X := (x, y) ∈ RN+1 and |X| =√|x|2 + y2. More precisely, for any
0 < ν < ν∗ := min{1, 1 − a}/2, we will show
(7.17) [ηUλ]C2ν,ν(Q1) ≤ C,
where Q1 := B1 × (0, 1) and η = η(X, t) is a smooth function satisfying
η(X, t) = 1 for (X, t) ∈ Q1/2
0 < η(X, t) ≤ 1 for (X, t) ∈ Q1 \Q1/2
η(X, t) = 0 for (X, t) ∈ ∂Q1,
where ∂Q1 := [∂B1 × (0, 1)] ∪ [B1×{0}]. From the definition of η = η(X, t), (7.16) easily follows from
(7.17).
Step1: Reductio ad absurdum and first definitions. Assume by contradiction that (7.17) does not
hold, i.e. there exists 0 < ν < ν∗ and a sequence λj → 0+ as j → +∞ such that
[ηUλj ]C2ν,ν (Q1) = sup
Q1
|η(X1, t1)Uλj (X1, t1)− η(X2, t2)Uλj (X2, t2)|
(|X1 −X2|2 + |t1 − t2|)ν := Lj → +∞,
as j → +∞. We may assume that for any j ∈ N, Lj is achieved by (X1,j , t1,j), (X2,j , t2,j) ∈ Q1, i.e.
(7.18) Lj :=
|η(X1,j , t1,j)Uλj (X1,j , t1,j)− η(X2,j , t2,j)Uλj (X2,j , t2,j)|
r2νj
,
for any index j ∈ N, where, for future simplicity, we have defined
rj := (|X1,j −X2,j |2 + |t1,j − t2,j|)
1
2 , j ∈ N.
From (7.18), we immediately deduce the bound
Lj ≤
‖Uλj‖L∞(Q1)
r2νj
[|η(X1,j , t1,j)|+ |η(X2,j , t2,j)|],
and so, since we know that Uλj is uniformly bounded in Q1, we obtain that rj → 0 as j → +∞.
Furthermore, from the same bound on Lj and the smoothness of η = η(X, t), it is easily seen that
dist((X1,j , t1,j), ∂Q1)
rj
+
dist((X2,j , t2,j), ∂Q1)
rj
≥ Ljr
2ν−1
j
L‖Uλj‖L∞(Q1)
,
where L > 0 is taken such that |η(X1, t1) − η(X2, t2)| ≤ L(|X1 − X2|2 + |t1 − t2|) 12 . Consequently,
since 0 < 2ν < 1, we obtain
(7.19)
dist((X1,j , t1,j), ∂Q1)
rj
+
dist((X2,j , t2,j), ∂Q1)
rj
→ +∞,
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as j → +∞.
Step2: Auxiliary sequences. Following the ideas of [67, Section 6] and [68, Section 4], the remaining
part of the proof is based on the analysis of two different sequences:
(7.20)
Wj(X, t) := η(X̂j , t̂j)
Uλj (X̂j + rjX, t̂j + r
2
j t)
Ljr
2ν
j
,
W j(X, t) :=
(ηUλj )(X̂j + rjX, t̂j + r
2
j t)
Ljr
2ν
j
,
where P̂j = (X̂j , t̂j) ∈ Q1 will be chosen later and
(X, t) ∈ Qj = (Q1 − P̂j)/rj = B1/rj (X̂j)× (−t̂j/r2j , (1 − t̂j)/r2j ), j ∈ N.
The definitions of the new sequences in (7.20) are motivated by two crucial facts.
The first one, is that the Ho¨lder semi-norm of order 0 < ν < ν∗ of W j = W j(X, t) is bounded
independently of j ∈ N:
[W j ]C2ν,ν(Qj) = 1 for all j ∈ N.
This easily follows by the definition of W j = W j(X, t), Lj and rj. On the other hand, the first
sequence satisfies the notable equation
(7.21) ∂tWj + LjaWj = 0 in RN+1 × (−t̂j/r2j , (1− t̂j)/r2j ),
where LjaW = |ŷjr−1j +y|−a∇·(|ŷjr−1j +y|a∇Wj) and X̂j = (x̂j, ŷj), for all j ∈ N, withWj(0) =W j(0).
A second important feature of these two sequences is that they are asymptotically equivalent on
compact sets of RN+1 × R. Indeed, if K ⊂ RN+1 × R is compact and (X, t) ∈ K, we have
|Wj(X, t) −W j(X, t)| ≤
‖ηUλj‖L∞(Q1)
r2νj Lj
|η(X̂j + rjX, t̂j + r2j t)− η(X̂j , t̂j)|
≤ L‖ηUλj‖L∞(Q1)
r2ν−1j Lj
(|X|2 + t) 12 → 0,
as j → +∞ (recall that rj → 0, Lj → +∞, and 2v < 1). In particular, it follows
(7.22) ‖Wj −W j‖L∞(K∩Qj) → 0 as j → +∞.
Furthermore, from the bound above and recalling that W j = W j(X, t) is ν-Ho¨lder continuous with
W j(0) =Wj(0), it is easily seen that
|Wj(X, t)−Wj(0)| ≤ |Wj(X, t)−W j(X, t)| + |W j(X, t) −W j(0)|
≤ C
(
1
r2ν−1j Lj
(|X|2 + t) 12 + (|X|2 + t)ν
)
,
from which we deduce the existence of a constant C > 0 depending on the compact set K ⊂ RN+1×R
such that
(7.23) sup
(X,t)∈K∩Qj
|Wj(X, t)−Wj(0)| ≤ C.
These last two properties will be crucial in the next step.
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Step3: Asymptotic behaviour of (X1,j , t1,j) and (X2,j , t2,j). We now show that the sequences
(X1,j , t1,j) and (X2,j , t2,j) approach the characteristic manifold Σ = {(x, y) ∈ RN+1 : y = 0} as
j → +∞. More precisely, we prove the existence of a constant C > 0 such that
(7.24)
dist((X1,j , t1,j),Q1 ∩ Σ)
rj
+
dist((X2,j , t2,j),Q1 ∩ Σ)
rj
≤ C,
for j ∈ N large enough. Arguing by contradiction, we assume that
(7.25)
dist((X1,j , t1,j),Q1 ∩ Σ)
rj
+
dist((X2,j , t2,j),Q1 ∩ Σ)
rj
→ +∞ as j → +∞.
Let us take (X̂j , t̂j) = (X1,j , t1,j) in the definition of Wj = Wj(X, t) and W j = W j(X, t), so that,
thanks to (7.19),
Qj → RN+1 × R or Qj → RN+1 × (0,∞) as j → +∞.
In what follows, we will assume Qj → RN+1 × R since the other case can be treated similarly. Now,
consider the new sequences
(7.26)
Zj(X, t) := Wj(X, t) −Wj(0),
Zj(X, t) := W j(X, t)−W j(0),
and let j ∈ N be large enough such thatK ⊂ Qj , whereK ⊂ RN+1×R is a fixed compact set. Since the
sequence {Zj}j∈N is uniformly bounded in K (cfr. with (7.22) and (7.23)) with uniformly bounded
ν-Ho¨lder semi-norm, we can apply Ascoli-Arzela` Theorem to deduce the existence of a continuous
function Z ∈ C(K), uniform limit of Zj = Zj(X, t) as j → +∞.
Note that, using a standard diagonal procedure, we obtain that Zj → Z uniformly on compact sets
of RN+1 × R and, by (7.22) and (7.23), we obtain Zj → Z uniformly on compact sets of RN+1 × R,
too. Furthermore, from the definition of Zj = Zj(X, t)
|Zj(X1, t1)− Zj(X2, t2)| = |W j(X1, t1)−W j(X2, t2)| ≤ (|X1 −X2|2 + |t1 − t2|)ν ,
for any choice (X1, t1), (X2, t2) ∈ RN+1 × R and j ∈ N large enough. Consequently, taking j → +∞
in the above inequality, we obtain Z ∈ C2ν,ν(RN+1 × R), for any 0 < ν < ν∗ = min{1, 1 − a}/2. In
particular, it satisfies
(7.27) |Z(x, y, t)| ≤ C(1 + (|X|2 + |t|)ν ] ≤ C(1 + d2ν(x, y, t))
for any (x, y, t) ∈ RN+1 × R+, 0 < 2ν < min{1, 1 − a}, and some C > 0.
Now, multiplying the equation of Zj = Zj(X, t) by |ŷjr−1j + y|aϕ (note that Zj satisfies the same
equation of Wj), where ϕ = ϕ(X, t) is any test function belonging to C∞0 (RN+1 ×R), and integrating
by parts both in space and time, we easily see that∫
R
∫
RN+1
[
|1 + rj ŷ−1j y|a∂tϕ−∇ ·
(
|1 + rj ŷ−1j y|a∇ϕ
)]
Zj dxdydt = 0.
Hence, exploiting the fact that |1+ rj ŷ−1j y|a → 1 on any compact set of RN+1×R (rj ŷ−1j → 0 thanks
to (7.25)) and using the uniform convergence of the sequence Zj = Zj(X, t), we pass to the limit as
j → +∞ in the above relation to conclude∫
R
∫
RN+1
(∂tϕ−∆x,yϕ)Z dxdydt = 0,
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for any ϕ ∈ C∞0 (RN+1×R). In particular, this implies that Z = Z(X, t) is a backward caloric function
in RN+1 ×R+, in the very weak sense. Consequently, from the classical regularity theory of the Heat
Equation, the bound in (7.27), and the Liouville type theorem proved in Lemma 7.3 (part (i) with
a = 0, see also the classical Hirschman’s paper [41]), we immediately deduce that Z = Z(X, t) must
be constant.
At this point, since we have chosen (X̂j , t̂j) = (X1,j , t1,j), it follows
(X2,j , t2,j)− (X̂j , t̂j)
rj
=
(X2,j , t2,j)− (X1,j , t1,j)
(|X1,j −X2,j |2 + |t1,j − t2,j|) 12
→ (X2, t2),
for some (X2, t2) ∈ Q1, up to subsequences, and so, using the uniform convergence and the uniform
Ho¨lder bound on W j =W j(X, t), we obtain
(7.28)
1 =
∣∣∣∣∣W j
(
X2,j − X̂j
rj
,
t2,j − t̂j
r2j
)
−W j
(
X1,j − X̂j
rj
,
t1,j − t̂j
r2j
)∣∣∣∣∣
=
∣∣∣∣∣Zj
(
X2,j − X̂j
rj
,
t2,j − t̂j
r2j
)
− Zj
(
X1,j − X̂j
rj
,
t1,j − t̂j
r2j
)∣∣∣∣∣
=
∣∣∣∣∣Zj
(
X2,j − X̂j
rj
,
t2,j − t̂j
r2j
)
− Zj(0)
∣∣∣∣∣→ |Z(X2, t2)− Z(0)| = 1,
as j → +∞, i.e. Z = Z(x, t) is nonconstant, in contradiction with the Liouville type theorem. This
conclude the proof of (7.24).
Step4: Final part of the proof of (7.16). In view of (7.24) and the arbitrariness of P̂j = (X̂j , t̂j) ∈ Q1
in the definition of Wj = Wj(X, t) and W j = W j(X, t) (cfr. with (7.20)), we can choose P̂j =
(X1,j , t1,j) = (x1,j , 0, t1,j) ∈ Σ, for all j ∈ N. Consequently, it follows that Wj = Wj(X, t) is a strong
solution to the equation (instead of (7.21)):
(7.29) ∂tWj + LaWj = 0 in RN+1 × (−t̂j/r2j , (1 − t̂j)/r2j )
and, repeating the procedure followed in Step3 together with the L2(0, T∗;H1µt) type convergence
proved in Theorem 6.1, we deduce that the limit function Z = Z(X, t) (of the sequences in (7.26))
satisfies ∫
RN+1
[
∂tZ +
(x, y)
2t
· ∇Z
]
η dµt(x, y) =
∫
RN+1
∇Z · ∇η dµt(x, y),
for a.e. 0 < t < T and all η ∈ L2loc(0, T ;H1µt), together with the global bound (7.27). It thus follows
that Z = Z(X, t) must be constant (it suffices to apply Lemma 7.3 again) while (7.28) holds also in
this case. This gives the final contradiction.
Step5: Uniqueness of the blow-up limit. Having shown (7.16), we can assume that there exists a
subsequence λj → 0+ and a locally bounded continuous function Θ = Θ(x, y, t) such that for any
T∗ > 0 and compact set K ⊂ RN+1 × (0, T∗), it holds
‖Uλj −Θ‖L∞(K) → 0,
as j → +∞. On the other hand, setting as always
Θ(x, y, t) = tκn0,m0
∑
(α,m)∈J0
vα,mV α,m
(
x√
t
,
y√
t
)
,
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where vα,m ∈ R, V α,m = V α,m(x, y) and J0 are defined as in the statement of Theorem 6.1, and
n0,m0 ∈ N are chosen such that κ = κn0,m0 , we have
‖Uλ −Θ‖L2(0,T∗;H1µt ) → 0,
as λ→ 0+. Now, we note that∫
K
|Θ−Θ|2dµt(x, y)dt ≤ ‖Uλj −Θ‖2L∞(K)
∫ T∗
0
∫
RN+1
dµt(x, y)dt+ ‖Uλj −Θ‖2L2(0,T∗;L2µt )
= T∗‖Uλj −Θ‖2L∞(K) + ‖Uλj −Θ‖2L2(0,T∗;L2µt ) → 0,
as j → +∞, from which we deduce Θ = Θ on any compact set K ⊂ RN+1 × (0, T∗) (note that the
continuity of the limit profiles is used) and conclude the proof of the theorem. 
Important remark. As mentioned in the introduction, Theorem 7.1 has an interesting conse-
quence. If U = U(x, y, t) is a locally bounded solution to equation (2.17) (let us say ‖U‖L∞(Q) ≤ C),
then U = U(x, y, t) is uniformly bounded in some Ho¨lder space
(7.30) [U ]C2ν,ν(Q1/2) ≤ C for all 0 < ν < ν∗ :=
1
2
min{1, 1 − a},
and some constant C > 0 not depending on U = U(x, y, t). This fact can be easily obtained by
repeating the above proof, replacing Uλ by U and it is very significative since it is the first quantitative
Ho¨lder estimate of solutions to (2.17). We stress that Ho¨lder continuity of solutions to (2.17) was
already proved by Chiarenza and Serapioni in [21] and by Banerjee and Garofalo in [5], but in those
cases the best Ho¨lder exponent was not explicit. Note that the above bound is almost optimal, in the
sense that there are strong solutions to (2.17) satisfying (7.30) with ν = ν∗. A simple example for the
case 0 < a < 1 is given by the function U(x, y, t) = y|y|−a, while, for −1 < a ≤ 0, U(x, y, t) = x (cfr.
with the elliptic case [73]).
Proof of Theorem 3.4. In the case in which U = U(x, y, t) is a strong solution to the homogeneous
Neumann problem (2.15) (and p0 = 0), we can repeat the above proof with minor changes. We
basically have to work in RN+1+ instead of R
N+1, Q+1 = B
+
1 × (0, 1) instead of Q1, and so on.
However, let us mention two main modifications. First of all, in order to bound ‖Uλ‖L∞(Q+
1
) uniformly
w.r.t. λ > 0, we do not employ the Harnack inequality of Chiarenza and Serapioni (Theorem 2.1
of [21]) but the one of Banerjee and Garofalo (formula (5.12) of [5]). Secondly, we obtain that the
function Wj =Wj(X, t), defined in (7.20), satisfies{
∂tWj + LjaWj = 0 in RN × {y > −ŷj/rj} × (−t̂j/r2j , (1 − t̂j)/r2j ),
−∂a,jy Wj = 0 in RN × {−ŷj/rj} × (−t̂j/r2j , (1 − t̂j)/r2j )
instead of (7.21), where
−∂a,jy Wj = lim
y→−(ŷj/rj)+
(
ŷj
rj
+ y
)a
∂yWj .
The last part of the proof is almost identical, except for the fact that, in the application of the Liouville
result in Step4, we employ part (ii) of Lemma 7.3, instead of part (i). 
Corollary 7.5. Fix 0 < s < 1, a = 1 − 2s. Let u ∈ dom(Hs) be a solution to (2.2) with potential
h = h(x, t) satisfying (2.1) and let U = U(x, y, t) be is extension defined in (2.4) and satisfying (2.7).
Let p0 = (x0, 0, t0) ∈ Γ(U) ∩ Σ and Up0,λ = Up0,λ(x, y, t) its normalized blow-up sequence defined in
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(3.10). Then for any compact set K ⊂ RN+1+ × (−∞, 0) and any 0 < ν < ν∗ := min{1, 1− a}/2, there
exists a constant C > 0 not depending on λ > 0, such that
(7.31) ‖Up0,λ‖C2ν,ν(K) ≤ C,
and, moreover, we have as λ→ 0+
(7.32) Up0,λ → Θp0 uniformly in K,
where Θp0 = Θp0(x, y, t) is the blow-up limit of U at p0, defined in Theorem 3.3.
Proof. Let w ∈ dom(Hs) be a solution to (2.2) (with h satisfying (2.1)) and W = W (x, y, t) its
extension (it satisfies problem (2.7) for t ∈ (−T, 0)). Then define u(x, t) = w(x,−t) and U(x, y, t) =
W (x, y,−t), which satisfies problem (6.34) in the strong sense. So (6.35) holds, and Uλ (defined as in
(3.10)) satisfies problem{
∂tUλ + y
−a∇ · (ya∇Uλ) = 0 in RN+1+ × (0, T/λ2)
−∂ayUλ = λ1−ah(λx,−λ2t)Uλ in RN × {0} × (0, T/λ2),
for any λ > 0. In particular, setting uλ(x, t) = u(λx, λ
2t), it satisfies∫
R
N+1
+
[
∂tUλ +
(x, y)
2t
· ∇Uλ
]
η dµt(x, y) =
∫
R
N+1
+
∇Uλ · ∇η dµt(x, y)
+ λ1−a
∫
RN
h(λx,−λ2t)uλ(x, t)η(x, 0, t)Ga(x, 0, t) dx,
for a.e. 0 < t < T and all η ∈ L2(0, T/λ2;H1µt), which is the corresponding version of (6.35) (cfr. with
formula (7.9) of [5]). Now, for what concerns the uniform bound of ‖Uλ‖L∞(Q+
1
), we can use again the
Harnack inequality proved in [5] (cfr. with formula (5.12)), exactly has in the case h ≡ 0.
The bound of the Ho¨lder semi-norm of Uλ requires some further work. As in the proof of Theorem
7.1, we assume there is a sequence λj → 0+ such that [ηUλj ]C2ν,ν (Q+1 )→ +∞, for some 0 < ν < 1/2.
Then we repeat what done in Step2 and Step3. The only significative change is that the auxiliary
function Wj =Wj(X, t) solves
(7.33)
{
∂tWj + LjaWj = 0 in RN × {y > −ŷj/rj} × (−t̂j/r2j , (1− t̂j)/r2j ),
−∂a,jy Wj = (rjλj)1−ahj(x,−t)Wj in RN × {−ŷj/rj} × (−t̂j/r2j , (1− t̂j)/r2j ),
where hj(x,−t) := hλj (x̂j + rjx,−t̂j − r2j t), instead of (7.21). To show that (7.24) holds in this case
too, we introduce that functions Zj and Zj as in (7.26) and we fix a compact K ⊂ RN+1 × R. The
main difference with respect to the previous case is that Zj satisfies{
∂tZj + LjaZj = 0 in RN × {y > −ŷj/rj} × (−t̂j/r2j , (1− t̂j)/r2j ),
−∂a,jy Zj = (rjλj)1−ahj(x,−t)(Zj +Wj(0, 0)) in RN × {−ŷj/rj} × (−t̂j/r2j , (1− t̂j)/r2j ),
instead of (7.33). Now, testing the first equation of the above problem with |ŷjr−1j + y|aϕ, where
ϕ ∈ C∞0 (RN+1 × R), and assuming
supp(ϕ) ⊆ RN × {y > −ŷj/rj} × (−t̂j/r2j , (1− t̂j)/r2j )→ RN+1 × R,
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we deduce that∫
R
∫
RN+1
[
|1 + rj ŷ−1j y|a∂tϕ−∇ ·
(
|1 + rj ŷ−1j y|a∇ϕ
)]
Zj dxdydt
= −
(
rj
ŷj
)a
(rjλj)
1−a
∫
R
∫
RN+1
hj(x,−t)(Zj(x, 0, t) +Wj(0, 0))ϕ(x, 0, t) dxdt.
Now, the r.h.s. can be written as the sum of the two terms
rj
ŷ aj
λ1−aj
∫
R
∫
RN+1
hj(x,−t)Zj(x, 0, t)ϕ(x, 0, t) dxdt,
and (
rj
ŷj
)a r1−a−2νj λ1−aj
Lj
η(X̂j , t̂j)Uλj (X̂j , t̂j)
∫
R
∫
RN+1
hj(x,−t)ϕ(x, 0, t) dxdt.
Assume now ŷj → 0 (if not what come next is trivial due to the fact that rj → 0). Thanks to the
assumptions on the potential h and the fact that Zj is uniformly bounded, we obtain that the first
term converges to zero as j → +∞ since rj/ŷaj ≤ rj/ŷj → 0 when 0 < a < 1 (the case −1 < a ≤ 0 is
trivial). The second term converges to zero too. Indeed, the sequence(
rj
ŷj
)a r1−a−2νj λ1−aj
Lj
→ 0,
since 2ν < min{1, 1 − a} and the fact that rj/ŷj → 0 as j → +∞, while the rest is bounded thanks
to the uniform L∞ bound on Uλj . Consequently, Zj → Z uniformly on compact sets of RN+1 × R,
where Z = Z(X, t) is a backward caloric function in RN+1× (0,∞), and so, we conclude that it must
be constant, thanks to the Liouville theorem. The last part of the proof is an immediate adaptation
of the previous one and we skip it. 
We end this section by mentioning that the above theorems can be used to prove strong unique
continuation properties of solutions to (1.1) (already proved in Theorem 1.2 of [5])) and/or (2.17).
Strong unique continuation properties have a long history and have been intensively studied in both
the elliptic and parabolic framework, for both local and nonlocal equations. In the elliptic case we
quote the works of Garofalo and Lin [36, 37] for the local framework, and Fall and Felli [31] for the
nonlocal one (see also Ru¨land [56]). As far as the parabolic framework is concerned , the first result
was given by Poon in [53] (see also more recent results in [28, 29] and [76]) for the local case. We do
not insist further on these aspect and we quote [4] (cfr. with Chapter 5) for more details.
8. Nodal properties of solutions to equation (1.1)
In this final part of the work, we employ the theory developed in the previous sections to obtain
information about the Hausdorff dimension, regularity and structure of the nodal set of solutions to
equation (1.1). As we have mentioned in the introduction, the decisive tools turn out to be the blow-up
classification of Section 6 and Section 7 and classical theorems as Federer’s Reduction Principle (cfr.
with Theorem 8.5) and Whitney’s Extension Theorem (cfr. with Theorem 8.6), together with some
independent technical results.
We begin with a preliminary result, and we prove that Γκ(U) is Fσ . This fact will turn out to be
crucial in the proof of Theorem 3.12.
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Lemma 8.1. Fix 0 < s < 1, a = 1− 2s. Let u ∈ dom(Hs) a solution to (1.1) and let U = U(x, y, t)
be its extension defined in (2.4) (satisfying (2.7)). Then:
(i) The set R(U) is relatively open in Γ(U).
(ii) For any κ = 1, 32 , 2, . . ., the set Γκ(U) is a union of countably many closed sets.
Proof. Recalling the setting already introduced in the introduction, we can assume that U =
U(x, y, t) is a strong solution to problem (2.15). Part (i) directly follows from the upper semi-continuity
of the map
p0 → N(p0, t+0 , U) := lim
t→t+
0
N(p0, t, U),
and the gap condition given by Theorem 3.3, which yields
R(U) =
{
p0 ∈ Γ(U) ∩ Σ : lim
t→t+
0
N(p0, t, U) =
1
2
}
=
{
p0 ∈ Γ(U) ∩ Σ : N(p0, t+0 , U) < 1
}
.
Turning to point (ii) we note that, thanks to formula (6.21), we have
(8.1) Γκ(U) =
∞⋃
j=1
Ej Ej :=
{
p0 ∈ Γκ(U) : 1
j
t2κ ≤ H(p0, t, U) < jt2κ, as t ∼ 0
}
,
for any 1 ≤ j ∈ N. Consequently, it is enough to show that all the Ej ’s are closed sets. We show
that for any fixed 1 ≤ j ∈ N and p0 ∈ Ej , it holds p0 ∈ Ej . It is instantly seen that for such p0, the
inequalities in (8.1) hold by continuity, while, since the function p0 → N(p0, t+0 , U) (cfr. with (3.3)) is
upper semi-continuous, we infer N(p0, t
+
0 , U) ≥ κ. Finally, if by contradiction N(p0, t+0 , U) = κ > κ,
combining formula (6.21) with κ = κ and (8.1), we easily obtain
1
j
t2κ ≤ H(p0, t, U) < jt2κ, as t ∼ 0,
which is contradiction. Consequently, p0 ∈ Γκ(U) and so p0 ∈ Ej . 
We are now ready to turn to the problem of estimating the Hausdorff dimension of the nodal set
of solutions to (1.1). The analysis will be performed by applying Federer Reduction Principle (cfr.
for instance with Simon [59, Appendix A], or Lin [45, Section 2]). Its parabolic version of it is less
employed in literature and so, out of completeness, we review its main steps in the next paragraphs.
We follow the notable work of Chen [20, Section 8], simplifying its quite general setting to our more
specific framework. We begin with the definition of Hausdorff and parabolic Hausdorff dimension.
Definition 8.2. (Parabolic Hausdorff dimension, [20, Definition 8.1])
For any E ⊂ RN × R, any real number d ≥ 0, and 0 < δ ≤ ∞, we define
Pdδ (E) := inf

∞∑
j=1
rdj : E ⊂
∞⋃
j=1
Qrj (xj , tj) with 0 < rj < δ
 ,
where, as always
Qr(x, t) :=
{
(x′, t′) ∈ RN × R : |x− x′| < r, |t− t′| < r2} .
Then we define the d-dimensional cylindrical Hausdorff measure by
Pd(E) := lim
δ→0+
Pdδ (E) = sup
δ>0
Pdδ (E).
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We call parabolic Hausdorff dimension of E, the number
dimP(E) := inf
{
d ≥ 0 : Pd(E) = 0
}
= sup
{
d ≥ 0 : Pd(E) = +∞
}
.
Before moving forward, we recall that the above definition is just a parabolic version of the more
classical spherical Hausdorff measure (Hausdorff dimension, resp.). Indeed, if E ⊂ RN , d ≥ 0, and
0 < δ ≤ ∞, we define
Hdδ (E) := inf

∞∑
j=1
rdj : E ⊂
∞⋃
j=1
Brj(xj) with 0 < rj < δ
 ,
where now Br(x) is the ball of radius r > 0, centered at x. Consequently, the d-dimensional spherical
Hausdorff measure can be defined as
Hd(E) := lim
δ→0+
Hdδ(E) = sup
δ>0
Hdδ(E).
The Hausdorff dimension of E is the number
dimH(E) := inf
{
d ≥ 0 : Hd(E) = 0
}
= sup
{
d ≥ 0 : Hd(E) = +∞
}
.
To better understand the statement of Theorem 3.7, we recall the following lemma.
Lemma 8.3. ([20, Lemma 8.2])
The following two assertions hold:
(i) For any linear subspace E ⊂ RN and any −∞ ≤ a < b ≤ +∞, it holds
dimP(E × (a, b)) = dimH(E) + 2.
In particular, dimP(RN ×R) = N + 2.
(ii) For any set E ⊂ RN × R, any point p0 = (x0, t0) ∈ RN × R, and λ > 0, define
Ep0,λ =
E − p0
λ
:=
{
(x, t) ∈ RN ×R : (x0 + λx, t0 + λ2t) ∈ E
}
.
Then
Pdδ (Ep0,λ) = λ−dPdδ (E),
for any d ≥ 0 and δ > 0.
The above lemma clarifies the relation between the more natural Hausdorff dimension and the little
bit more ambiguous parabolic Hausdorff dimension (for which dimP(RN ×R) = N +2!). This (maybe
strange) fact is actually quite natural if the natural parabolic scaling is taken into account.
Definition 8.4. (Locally asymptotically self-similar family, cfr. with [20, Definition 8.3])
Let F ⊂ L∞loc(RN × R) be a family of functions and consider a map
S : F → C := {C ⊂ RN × R : C is closed}.
Moreover, define the blow-up family
up0,λ,̺(x, t) =
u(x0 + λx, t0 + λ
2t)
̺
,
for any p0 = (x0, t0) ∈ RN × R and λ, ̺ > 0. We say that the pair (F ,S) is a locally asymptotically
self-similar family if it satisfies the properties (A1), (A2) and (A3) below.
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(A1) (Closure under re-scaling, translation and normalization) For any Qλ(x0, t0) ⊂ Q1(0, 0), ̺ > 0
and u ∈ F , it holds
up0,λ,̺ ∈ F .
(A2) (Convergence of the normalized blow-up sequence) For any p0 ∈ Q1(0, 0), u ∈ F and λj → 0+,
there exist a number κ ∈ R and a function ϑp0 ∈ F parabolically κ-homogeneous such that as j → +∞,
up to extracting a subsequence of λj, it holds
up0,λj ,λ2κj → ϑp0 locally uniformly in R
N ×R.
Moreover, if up0,λj ,λ2κj
→ ϑp0 and up0,λj ,λ2kj → θp0, then κ = k and ϑ = θ.
(A3) (Singular Set assumptions) The map S : F → C satisfies the following properties:
(i) For any Qλ(x0, t0) ⊂ Q1(0, 0), ̺ > 0 and u ∈ F , it holds
S(up0,λ,̺) = (S(u))p0,λ .
(ii) For any p0 ∈ Q1(0, 0), u, ϑp0 ∈ F , κ ∈ R and λj → 0+ such that up0,λj ,λ2κj → ϑp0 uniformly on
compact sets of RN × R, the following continuity property holds: for any ε > 0, there exists jε > 0
such that
S(up0,λj ,λ2κj ) ∩Q1(0, 0) ⊆ {p ∈ R
N × R : dist(p,S(ϑp0)) < ε}, for all j ≥ jε.
(iii) If u ∈ F and κ ∈ R are such that up0,λ,λ2κ = u for all (x0, t0) ∈ RN×R and λ > 0, then S(u) = ∅.
Remark. Some comments are now in order. In Definition 8.3 of [20], the author gives a far more
general definition that we have decided to adapt to our specific context. Note in particular that we have
replaced the heavy notation g(x0, t0;λ, 1/̺)u with the simpler one up0,λ,̺. Moreover, we have dropped
the assumptions (A1.1), (A1.2), and (A3.2) (of [20]) since they are immediate in our case. Moreover,
the second part of (A1.3) and (A1.4) (of [20]) corresponds to (i) and (iii) of (A3), respectively, and
finally, (A2), (A3.1) and (A3.3) (of [20]), corresponds to our assumption (A2). We are now ready to
state Federer Reduction Principle.
Theorem 8.5. (Federer Reduction Principle, Chen [20, Theorem 8.5])
Let (F ,S) be a locally asymptotically self-similar family and assume there exists at least one u ∈ F
such that S(u) ∩Q1(0, 0) 6= ∅. Then:
(i) There exists an integer 0 ≤ d ≤ N + 1 such that for all u ∈ F it holds
dimP [S(u) ∩Q1(0, 0)] ≤ d.
(ii) There exist u ∈ F , κ ∈ R and a linear subspace of RN × R such that
E(0,0),λ = E, for any λ > 0, S(u) = E, dimPE = d,
and
up0,λ,λ2κ = u for any λ > 0 and p0 ∈ E.
Proof of Theorem 3.7. The statement is obtained as by product of Federer’s theorem and the
blow-up classification of Sections 6 and 7. So, if w ∈ dom(Hs) is a nontrivial solution to (1.1) and
u(x, t) = w(x,−t), we define
F := {u ∈ dom(Hs) : w is a non trivial solution to equation (1.1)} ⊂ L∞loc(RN × R).
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Note that the family F satisfies assumption (A1) of Definition 8.4 thanks to the properties of the
operator (∂τ −∆)s such as linearity. Now, let U(x, y, t) = W (x, y,−t), where W is the extension of
w = w(x, t) defined as in (2.4). From Theorem 3.4 we have
Up0,λj → Θp0 locally uniformly in RN+1+ ×R+,
as j → +∞, where Θp0 ∈ Bκ(U) is the unique (parabolically κ-homogeneous) tangent map of U at
p0 ∈ Γ(U) ∩ Σ = Γ(u) (see Definitions 3.6 and 3.6) and λj → 0. Consequently,
up0,λj → ϑp0 locally uniformly in RN × R+,
as j → +∞, where ϑp0(x, t) := Θp0(x, 0, t) and up0,λj (x, t) = Up0,λj (x, 0, t). Since Θp0 is parabolically
κ-homogeneous for some κ ≥ 0, we deduce that assumption (A2) Definition 8.4 is satisfied too, by
taking
up0,λj ,̺j(x, t) = up0,λj (x, t) (with ̺j := λ
2κ
j ).
Now, let us consider the map
S : u→ S(u) := Γ(u) ∈ C,
since Γ(U)∩Q1∩Σ is closed by the continuity of U = U(x, y, t). Moreover, by the uniform convergence
of Up0,λ towards their tangent maps Θp0 (cfr. with Theorem 7.1), we easily see that also the assumption
(A3) (of Definition 8.4) is satisfied and so, (F ,S) is a locally asymptotically self-similar family.
Hence, in view of Federer’s Reduction Principle, we conclude the proof since d ≤ N + 1. 
Proof of Theorem 3.8. From the blow up classification of Corollary 3.4 and the spectral Theorem
5.2, we know that as λ→ 0
Up0,λ =
U(x0 + λx, λy, t0 + λ
2t)
λ
→ Θp0(x, y, t) =
N∑
i=1
vjxj
uniformly on compact sets of RN+1+ ×(0, T ), where vj 6= 0 at least for some j = 1, . . . , N . Consequently,
if (ej)
N+1
i=1 is the standard basis of R
N+1 and vj 6= 0, it holds
∂xiU(p0) = lim
λ→0+
U(p0 + λei)− U(p0)
λ
= vi,
thanks to the above convergence and that U(p0) = 0 (here δij is the Kronecker delta). It thus follows
∇xU(p0) 6= 0 (note that however ∂tU(p0) = 0). Part (i) is thus proved. For what concerns part (ii),
it is enough to apply the Implicit function theorem at point p0 ∈ R(U) and use part (i). 
We now prove the last two main theorems of this paper. We begin with the proof of Theorem 3.9,
which will play an important role in the application of Whitney theorem, in the proof of Theorem
3.12.
Proof of Theorem 3.9. Part (i) easily follows from Theorem 7.1. Indeed, assuming for simplicity
p0 = 0 ∈ Γκ(U) and taking K = Q+1 = B+1 × (0, 1), we have as λ→ 0+
o(1) = sup
(x,y,t)∈Q+
1
|Uλ(x, y, t)−Θ(x, y, t)| = sup
(x,y,t)∈Q+
1
∣∣∣∣U(λx, λy, λ2t)λ2κ − Θ(λx, λy, λ2t)λ2κ
∣∣∣∣
= λ−2κ sup
(x,y,t)∈Q+λ
|U(x, y, t) −Θ(x, y, t)|,
where Q+λ := B
+
λ × (0, λ2).
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To prove part (ii) we follow the ideas of Theorem 14.4 of [24]. As in Remark 12.7 of that paper, we
point out that since Bκ(U) is a finite dimensional space composed by parabolically κ-homogeneous
polynomials, the continuity of the function p0 → Θp0 can be verified with respect to any norm on
Bκ(U). We proceed in two separate steps.
Step1: Monneau’s and Weiss’ type monotonicity formulas. Taking the norm C0(0, 1;L2µt) (cfr. with
Lemma 6.2) and repeating the above scaling procedure using the C0(0, 1;L2µt) convergence (instead of
the uniform one), we have that for any p0 ∈ Γκ(U) (cfr. with (6.33) with T∗ = 1):
1
λ4κ
max
t∈[0,λ2]
‖Up0(t)−Θp0(t)‖2L2µt =
1
λ4κ
max
t∈[0,λ2]
H(t, Up0 −Θp0)→ 0 as λ→ 0+.
On the other hand, we easily see that
1
λ4κ
max
t∈[0,λ2]
H(t, Up0 −Θp0) =
H(λ2, Up0 −Θp0)
λ4κ
, λ > 0,
thanks to the monotonicity of the function t→ H(t, Up0 −Θp0) (cfr. with Section 4). Now, we claim
that the function
(8.2) t→MκUp0 ,Θp0 (t) :=
H(t, Up0 −Θp0)
t2κ
,
is monotone non-decreasing (note that this does not follows immediately from (4.7) since we are
replacing Up0 with Up0 −Θp0). The map t→MκUp0 ,Θp0 (t) defined in (8.2) is a Monneau type function
(cfr. with [48, 49]) and its derivative can be easily computed as follows
d
dt
MκUp0 ,Θp0
(t) = −2κt−2κ−1H(t, U∗p0) + 2t−2κI(t, U∗p0)
=
2
t2κ+1
[
tI(t, U∗p0)− κH(t, U∗p0)
]
=
2
t
MκUp0 ,Θp0 (t)
[
N(t, U∗p0)− κ
]
:=
2
t
W κUp0 ,Θp0 (t),
where we have set U∗p0 := Up0 − Θp0 and used the fact that H ′(t, U∗p0) = 2I(t, U∗p0). The map t →
W κUp0 ,Θp0
(t) is known in literature as Weiss type function (cfr. with [74, 75]).
We point out that in Theorem 13.4 of [24] and [6] the authors introduced Monneau and Weiss type
functions which are a sort of averaged versions of ours. In this framework, these averaged versions are
not needed.
Now, as the reader can easily see, if U = U(x, y, t) has Almgren-Poon limit κ at p0 and tangent
map Θp0 ∈ Bκ(U), we have that the Weiss type function
t→W κUp0 ,0(t) :=M
κ
Up0 ,0
(t) [N(t, Up0)− κ] =
H(t, Up0)
t2κ
[N(t, Up0)− κ] ,
is monotone non-decreasing (since it is the product of two non-decreasing functions, cfr. with (4.7)
and Lemma 3.1), nonnegative and W κΘp0 ,0
≡ 0 (cfr. with Lemma 3.1 again and use the homogeneity
of Θp0). Consequently, if we show that
W κUp0 ,Θp0 (t) =W
κ
Up0 ,0
(t) for all 0 < t < 1,
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we deduce that the Monneau’s function t→W κUp0 ,Θp0 (t) is monotone non-decreasing, as claimed. So,
we have
t2κW κUp0 ,0(t) = t
2κ
[
W κUp0 ,0(t) +W
κ
Θp0 ,0
(t)
]
= {t [I(t, Up0) + I(t,Θp0)]− κ [H(t, Up0) +H(t,Θp0)]}
= [tI(t, Up0 −Θp0)− κH(t, Up0 −Θp0)] + 2
[
t
∫
R
N+1
+
∇Θ · ∇U dµt − κ
∫
R
N+1
+
ΘU dµt
]
= t2κW κUp0 ,Θp0
(t) + 2
[∫
R
N+1
+
∇Θ˜ · ∇U˜ dµ− κ
∫
R
N+1
+
Θ˜U˜ dµ
]
= t2κW κUp0 ,Θp0 (t) for all 0 < t < 1,
as desired. Note that we have passed to the re-scaled variables U˜(x, y, t) = U(
√
tx,
√
ty, t) and
Θ˜(x, y, t) = Θ(
√
tx,
√
ty, t), and used the definition of weak eigenfunction as in Definition 5.1 (re-
call that we can test with U˜ since U˜(t) ∈ H1µ for any 0 < t < 1). We can thus conclude that the
function
λ→ 1
λ4κ
max
t∈[0,λ2]
H(t, Up0 −Θp0) =
H(λ2, Up0 −Θp0)
λ4κ
=MκUp0 ,Θp0
(λ2),
is monotone non-decreasing for 0 < λ < 1.
Step2: End of the proof of part (ii). For ε > 0 fixed, we take λε > 0 such that
MκUp0 ,Θp0 (λε) =
H(λ2ε, Up0 −Θp0)
λ4κε
<
ε
2
, MκUp0 ,Up1 (λε) =
H(λ2ε, Up0 − Up1)
λ4κε
<
ε
2
,
where p1 ∈ Γκ(U) satisfies |p0 − p1| < δε and δε > 0 is small enough depending on ε > 0 and p0 (here
we have simply used the C0(0, 1;L2µt ) continuous dependence Up0 on p0 ∈ Γ(U)). Consequently,
HκUp1 ,Θp0
(λε) =
H(λ2ε, Up1 −Θp0)
λ4κε
≤ H(λ
2
ε, Up1 − Up0)
λ4κε
+
H(λ2ε, Up0 −Θp0)
λ4κε
< ε,
where, similar to [24], we have used the continuity of the map Γ(U) ∋ p→ Up with respect to the norm
C0(0, 1;L2µt). Thus, from the monotonicity of λ → HκUp0 ,Θp0 (λ) and the fact the both p0, p1 ∈ Γκ(U),
it follows
max
t∈[0,1]
‖Up1,λ(t)−Θp0(t)‖2L2µt ≤ H
κ
Up1 ,Θp0
(λε) < ε, for all 0 < λ < λε,
and so, taking the limit as λ→ 0+, we obtain
max
t∈[0,1]
‖Θp1(t)−Θp0(t)‖2L2µt < ε,
which completes the proof of part (ii).
Finally, to prove part (iii) we combine what showed in the above part and a standard diagonal
procedure. So, we fix a compact set K ⊂ Γκ(U), ε > 0 and p0 ∈ K and we take λε, δε > 0 such that
‖Up,λ −Θp‖2C0(0,1;L2µt ) < ε, for all 0 < λ < λε,
for any p ∈ K satisfying |p0− p| ≤ δε (this immediately follows from part (ii)). Now, covering K with
a finite union of cylinders Qδε(pi) with pi ∈ K, we deduce the existence of a constant C = CK > 0
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such that
‖Up,λ −Θp‖2L2(0,1;L2µt ) ≤ ‖Up,λ −Θp‖
2
C0(0,1;L2µt )
< Cε for all 0 < λ < λε,
for all p ∈ K, since C0(0, 1;L2µt ) ⊂ L2(0, 1;L2µt). On the other hand, from formula (5.7) of [5] we have
the L2 − L∞ bound
(8.3) sup
B
+
1/2
×(0,1/4)
|Up,λ −Θp|2 ≤ C
∫
B
+
1
×(0,1)
ya|Up,λ −Θp|2 dxdydt,
where C > 0 is a universal constant. Using the fact that ‖Up,λ − Θp‖2L2(0,1;L2µt ) → 0 as λ → 0
+, we
deduce that the r.h.s. of (8.3) converges to zero as λ → 0+ on sets B+1 × (δ, 1), for any δ > 0. This
follows from the fact that the function Ga = Ga(x, y, t) is bounded above and below on B+1 × (δ, 1).
Next, noting that B+1 × (δ, 1) → B+1 × (0, 1) as δ → 0+, we can use a Cantor diagonal procedure
combined with (8.3), to infer that
sup
B
+
1/2
×(0,1/4)
|Up,λ −Θp|2 ≤ Cε, for all 0 < λ < λε,
where C > 0 depends only on K. The last part of thesis thus follows. 
We are almost ready to prove our Structure of the singular set theorem. Its proof relies on the
techniques due to Garofalo and Petrosyan [38] (elliptic setting) and Danielli, Garofalo, Petrosyan
and To [24] (parabolic setting). They are based on a ingenious combination of the Implicit function
theorem and a version of the Whitney’s extension theorem tailored for the parabolic case, which we
recall here for completeness.
Theorem 8.6. (Parabolic Whitney extension, [24, Theorem B.1])
Let E be a compact subset of RN × R, f : E → R a continuous function, and {fα,j}|α|+2j≤2m with
f0,0 = f and m ∈ N, α ∈ ZN≥0 a multi-index. Assume that there exist a family of moduli of continuity
{ωα,j}|α|+2j≤2m such that
fα,j(x, t) =
∑
|β|+2i≤2m−|α|−2j
fα+β,j+i(x0, t0)
β!i!
(x− x0)β(t− t0)i +Rα,j(x, t;x0, t0)
and
|Rα,j(x, t;x0, t0)| ≤ ωα,j(‖(x− x0, t− t0)‖)‖(x − x0, t− t0)‖2m−|α|−2j .
Then there exists a function F ∈ C2m,m(RN × R) such that F = f on E and ∂αx ∂jtF = fα,j on E, for
|α|+ 2j ≤ 2m.
Together with the above result, we will use the following lemma, which explains the importance of
having introduced the notion of time-like manifold (cfr. with Definition 3.11).
Lemma 8.7. (Time-like singular points) Let u ∈ dom(Hs) be a nontrivial solution to (1.1), (x0, t0) ∈
ΓNκ (u). Then
ϑp0(x, t) = C|t|⌊κ⌋,
for some nonzero C ∈ R, where the symbol ⌊·⌋ denotes the floor function and, as always, ϑp0(x, t) =
Θp0(x, 0, t) and Θp0 ∈ Bκ(U) is the blow-up limit of U = U(x, y, t) at (x0, 0, t0).
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Proof. Assume for simplicity (x0, t0) = (0, 0) and set ϑ := ϑp0 . From the homogeneity of ϑ =
ϑ(x, t), we can write
(8.4) ϑ(x, t) =
∑
|α|+2j=2κ
aα,j
α!j!
xαtj , with aα,j = ∂
α
x ∂
j
t ϑ(0, 0).
On the other hand, the fact that (0, 0) ∈ ΓNκ (u) means that
∂xi∂
α
x ∂
j
t ϑ(0, 0) = 0,
for any multi-index α ∈ ZN≥0 and j = 0, . . . , ⌊κ⌋ such that |α| + 2j = 2κ − 1, and all i = 1, . . . , N .
Consequently, it follows
∂βx∂
j
t ϑ(0, 0) = 0,
for any multi-index β ∈ ZN≥0 and j = 0, . . . , ⌊κ⌋ such that |β|+ 2j = 2κ and |β| = |α|+ 1, and so, the
unique nonzero coefficient in the sum (8.4) turns out to be a0,⌊κ⌋ and proof is completed. 
Proof of Theorem 3.12. Let w ∈ dom(Hs) be a solution to (2.2) (with h satisfying (2.1)) and
W =W (x, y, t) its extension (it satisfies problem (2.7) for t ∈ (−T, 0)). Then define u(x, t) = w(x,−t)
and U(x, y, t) = W (x, y,−t), which satisfies problem (6.34) in the strong sense. Following Theorem
12.12 of [24], we divide the proof in two steps.
Step1: Parabolic Whitney’s extension. Let p0 = (x0, t0) ∈ Γκ(u) (cfr. with (3.18)) and let
ϑp0(x, t) := Θp0(x, 0, t), where, as always, Θp0 = Θp0(x, y, t) ∈ Bκ(U) is the blow-up limit of
U = U(x, y, t) at p0 = (x0, 0, t0). Since, ϑp0 is a parabolically κ-homogeneous polynomial of degree
2κ, we can write it in the form
(8.5) ϑp0(x, t) =
∑
|α|+2j=2κ
aα,j(x0, t0)
α!j!
xαtj,
where α ∈ ZN≥0, j = 0, 1, . . . ≤ κ, and the coefficient functions p0 → aα,j(p0) are continuous on Γκ(u),
thanks to part (ii) of Theorem 3.9. Now, we define
fα,j(x, t) :=
{
0 if |α|+ 2j < 2κ
aα,j(x, t) if |α|+ 2j = 2κ,
for any α ∈ ZN≥0 and j = 0, 1, . . . ≤ κ. We proceed by proving the following claim.
CLAIM: Let K = Eh for some h ∈ N, where Eh is defined in (8.1). Then for any (x0, t0), (x, t) ∈ K,
(8.6) fα,j(x, t) =
∑
|β|+2i≤2κ−|α|−2j
fα+β,j+i(x0, t0)
β!i!
(x− x0)β(t− t0)j +Rα,j(x, t;x0, t0),
with
(8.7) |Rα,j(x, t;x0, t0)| ≤ σα,j(‖(x − x0, t− t0)‖)‖(x − x0, t− t0)‖2κ−|α|−2j,
where σα,j are suitable modulus of continuity (depending on K).
CLAIM’s proof. The case |α| + 2j = 2κ follows from the continuity of the functions p0 → aα,j(p0)
on Γκ(u), by taking
Rα,j(x, t;x0, t0) = aα,j(x, t)− aα,j(x0, t0).
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The case 0 ≤ |α|+ 2j < 2κ is harder. According to Taylor expansion theory, we define
Rα,j(x, t;x0, t0) := −
∑
(β,i)≥(α,j):
|β|+2i=2κ
aβ,i(x0, t0)
(β − α)!(i − j)! (x− x0)
β−α(t− t0)i−j
= −∂αx∂jt ϑp0(x− x0, t− t0), t ≥ t0.
Now, assume by contradiction, there is no modulus of continuity σα,j = σα,j(·) such that (8.7) is
satisfied, i.e., there are sequences pl := (xl, tl), p0l := (x0l, t0l) ∈ K,
δl := max{|xl − x0l|,
√
|tl − t0l|} → 0 as l→ +∞,
such that
(8.8)
|Rα,j(xl, tl;x0l, t0l)|
= |∂αx ∂jt ϑp0(xl − xl0, tl − tl0)| =
∣∣∣∣∣∣∣∣
∑
(β,i)≥(α,j):
|β|+2i=2κ
aβ,i(x0, t0)
(β − α)!(i − j)! (xl − x0l)
β−α(tl − t0l)i−j
∣∣∣∣∣∣∣∣
≥ σ‖(xl − x0l, tl − t0l)‖2κ−|α|−2j ,
for some suitable σ > 0 and all l ≥ 0. Defining the families
up0l,δl(x, t) =
up0l(δlx, δ
2
l t)
δ2κl
, (ξl, θl) :=
(
xl − x0l
δl
,
tl − t0l
δ2l
)
,
we may assume (up to subsequences) (x0l, t0l)→ (x0, t0) ∈ K and (ξl, ϑl)→ (ξ0, θ0) ∈ ∂(B1× (−1, 1)),
and so, from Theorem 3.4, it follows
‖up0l,δl − ϑp0‖L∞(QR) ≤ ‖up0l,δl − up0,δl‖L∞(QR) + ‖up0,δl − ϑp0‖L∞(QR) → 0,
as l→∞, for any QR = BR × (0, R2). The same holds true for the sequence
upl,δl(x, t) =
upl(δlx, δ
2
l t)
δ2κl
,
so that
(8.9)
up0l,δl → ϑp0 in L∞(QR)
upl,δl → ϑp0 in L∞(QR),
and, consequently,
(8.10)
‖up0l,δl(·+ ξl, ·+ θl)− upl,δl(·, ·)‖L∞(BR×(−R2,R2)) → 0
‖upl,δl(·, ·) − up0l,δl(· − ξl, · − θl)‖L∞(BR×(−R2,R2)) → 0,
for any R > 0. Now, as in [24], we proceed by splitting the remaining part of the proof in two cases:
(i) There are infinitely many indexes l ∈ N such θl ≥ 0.
(ii) There are infinitely many indexes l ∈ N such θl ≤ 0.
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Let us prove (ii). After passing to a subsequence, we can assume θl ≤ 0 for any l ∈ N. So, since θl ≤ 0,
for any (x, t) ∈ Q1 we have (x− ξl, t− θl) ∈ Q2 := B2 × (0, 4) and, furthermore,
‖ϑp0(·, ·) − ϑp0(· − ξ0, · − θ0)‖L∞(Q1) ≤ ‖ϑp0 − upl,δl‖L∞(Q1)
+ ‖upl,δl(·, ·) − up0l,δl(· − ξ0, · − θ0)‖L∞(Q1)
+ ‖up0l,δl(· − ξ0, · − θ0)− ϑp0(· − ξ0, · − θ0)‖L∞(Q1) → 0,
as l → +∞, thanks to (8.9) and (8.10). Consequently, using the real analyticity of the polynomial
ϑp0 = ϑp0(x, t), it follows
ϑp0(x+ ξ0, t+ θ0) = ϑp0(x, t) for all (x, t) ∈ RN × R,
and so
∂αx∂
j
t ϑp0(ξ0, θ0) = ∂
α
x ∂
j
t ϑp0(0, 0) = 0 for all |α|+ 2j < 2κ.
On the other hand, diving both sides of (8.8) by δ
2κ−|α|−2j
l ad taking the limit as l→ +∞, we obtain
|∂αx ∂jt ϑp0(ξ0, θ0)| =
∣∣∣∣∣∣∣∣
∑
(β,i)≥(α,j):
|γ|+2i=2κ
aβ,i(x0, t0)
(β − α)!(i − j)!ξ
β−α
0 θ
i−j
0
∣∣∣∣∣∣∣∣ ≥ σ > 0,
in contradiction with the computation above. The proof of case (i) is almost identical to the previous
one and we skip it (we just have to using the first convergence in (8.10) instead of the second one).
We have thus verified the assumptions of Whitney’s Theorem. Consequently, we deduce the exis-
tence of a function F ∈ C2κ,⌊κ⌋(RN × R) such that
∂αx ∂
j
tF = fα,j in K,
for all |α|+ 2j ≤ 2κ, where ⌊·⌋ denotes the floor function.
Step2: Implicit function theorem. Let (x0, t0) ∈ Γdκ ∩K and d = 0, . . . , N . As in Theorem 12.12 of
[24] we consider two subcases.
Let us begin by assuming d = 0, . . . , N − 1. For these choices of the dimension, we have that there
are multi-indexes αi and nonnegative integers ji with |αi|+ ji = 2κ− 1 such that
vi = ∇x∂αix ∂jit ϑp0 = ∇x∂αix ∂jit F (x0, t0) for i = 1, . . . , N − d,
are linearly independent vectors. At the same time, in view of part (i) of Theorem 3.9 and Whitney
Extension Theorem, we have
Γdκ(u) ∩K ⊂
N−d⋂
i=1
{
(x, t) ∈ RN ×R : ∂αix ∂jit F (x, t) = 0
}
,
and so, using the linear independence of the vi’s and the Implicit function theorem, we immediately
conclude that Γdκ(u) ∩ K is contained in a (d + 1)-dimensional space-like C1,0 manifold (cfr. with
Definition 3.11). Finally, recalling that we have chosen K = Eh (for some arbitrary h ∈ N) and since
Γκ(u) = ∪h∈NEh (cfr. with Lemma 8.1), the proof in the case d = 0, . . . , N − 1 is ended.
Assume now d = N and (x0, t0) ∈ ΓNκ (u) ∩K. Hence from Lemma 8.7, we deduce
∂
⌊κ⌋
t F (x0, t0) = ∂
⌊κ⌋
t ϑp0 6= 0,
while
ΓNκ (u) ∩K ⊂
{
(x, t) ∈ RN × R : ∂⌊κ⌋−1t F (x, t) = 0
}
,
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and so, for the Implicit function theorem we obtain that ΓNκ ∩ K is contained in a N -dimensional
time-like C1 manifold. The proof is then completed. 
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