We give two equivalent sets of invariants which classify pairs of coisotropic subspaces of a finite-dimensional symplectic vector space. We identify five elementary types of coisotropic pairs and show that any coisotropic pair decomposes in an appropriate sense as the direct sum of coisotropic pairs of elementary type.
Introduction
The classification given in this short note is a beginning step in two separate projects, not yet complete.
The first project is a classification, up to conjugation by linear symplectomorphisms, of canonical relations (lagrangian correspondences) from a finitedimensional symplectic vector space to itself. Without symplectic structure, this classification of linear relations was carried out by Towber [6] . In the symplectic situation, for the special case of graphs of symplectomorphisms, the classification amounts to identifying the conjugacy classes in the group of symplectic matrices. This classification and the problem of finding associated normal forms has a long history extending from Williamson [8] to Gutt [4] . In the general symplectic case, a result of Benenti and Tulczyjew ( [2] , Proposizioni 4.4 & 4.5) tells us that a canonical relation X ← Y is given by coisotropic subspaces of X and Y and a symplectomorphism between the corresponding reduced spaces. When X = Y, a first step in the classification of canonical relations is then a classification of the coisotropic pairs giving the range and domain.
The second project is an extension of the Wehrheim-Woodward theory of linear canonical relations (see [5] , [7] ) to the case where the set of lagrangian correspondences X ← Y is replaced by the set of coisotropic correspondences, i.e. coisotropic subspaces of X × Y . Each pair of coisotropic subspaces of X gives a WW morphism represented by a diagram of the form 1 ← X ← 1, and isomorphic pairs correspond to the same WW morphism. There are also inequivalent pairs representing the same WW morphism. The problem is to determine exactly which pairs are "WW equivalent".
In the following we consider the situation when X = Y and denote this finite dimensional vector space by V, equipped with symplectic form ω. An ordered pair (A, B) of coisotropic subspaces A and B in V will be called a coisotropic pair . Coisotropic pairs (A, B) and (Â,B) given in (V, ω) and (V ,ω) respectively are equivalent if there exists a linear symplectomorphism S : V →V such that S(A) =Â and S(B) =B. We will show that a coisotropic pair (A, B) in (V, ω) is fully characterized up to this equivalence by the following five numbers
where for any linear subspace W ⊂ V , W ω denotes its (symplectic) orthogonal {v ∈ V | ω(v, w) = 0 ∀w ∈ W }. We call these five numbers the canonical invariants of (A, B) and label them k 1 through k 5 in the above order. They are largely independent, subject only to certain inequalities (see Corollary 3.7).
The first four invariants k 1 , k 2 , k 3 , k 4 characterize the subspaces A and B up to the above equivalence if one drops the condition that S be symplectic and that A and B be coisotropic, i.e. these four invariants contain the purely linear algebraic information. Indeed, using the identities dim
from these four invariants:
It is straightforward to check that his relationship is invertible; one could thus equivalently use the numbers (1) as the first four invariants. The fifth invariant
is what fixes the symplectic information. One could equivalently choose dim(B ω ∩ A) as the fifth invariant, since
, and a total of four invariants suffice to characterize the coisotropics A and B. They can be given in a symmetric way as
where for any subspace W ⊂ V , rank(W ) = dim W − dim(W ∩ W ω ). The symmetry of these invariants implies that (A, B) and (B, A) are equivalent as coisotropic pairs when dim A = dim B.
Because a coisotropic subspace A is uniquely determined by the isotropic subspace A ω , and S(A ω ) = S(A)ω for any linear symplectomorphism S : V → V , one could equivalently consider isotropic pairs instead of coisotropic ones. This indeed simplifies some calculations and proofs; for the present though we treat things from the coisotropic standpoint.
We think in terms of the ground field R, though all results should hold for other fields, with the exception perhaps of characteristic 2. One may also include, under slight modifications, the situation where the symplectic form is replaced by a non-degenerate symmetric bilinear pairing.
For convenience, all maps and subspaces are tacitly assumed linear unless otherwise stated, and a linear symplectomorphism will be synonymously called a symplectic map. The letters A and B always denote coisotropic subspaces of a finite-dimensional symplectic vector space (V, ω). Subspaces E, F ⊂ V are called ω-orthogonal if ω(e, f ) = 0 ∀e ∈ E ∀f ∈ F . We use the notationω for the isomorphism V → V * , v → ω(v, ·) induced by the symplectic form ω, and the symbol '≃' denotes a linear isomorphism, not necessarily symplectic.
Classification of coisotropic pairs
We recall quickly some basic facts from symplectic linear algebra which will be useful in the following. Let W, E and F be subspaces of V and denote by ω W the restriction of ω to W . One has ker ω W = W ∩ W ω , and the reduced space
, a different quotient relationship arises from the isomorphismω : V → V * . Namely,ω post-composed with the restriction V * → W * has kernel W ω , hence it induces a natural isomorphism V /W ω → W * . In the special case when W is a lagrangian subspace,
where the space L ⊕ L * is endowed with the symplectic form
With respect to this form, L × 0 and 0 × L * are lagrangian subspaces and they are the images of L and L ′ respectively under the map id ⊕ω above. In particular it follows that for any two transversal lagrangian pairs (L, L ′ ) and (L,L ′ ) given in symplectic spaces V andV of the same dimension there always exists a symplectic map S : V →V such that S(L) =L and S(L ′ ) =L ′ . In general, if V = E ⊕ F andV =Ê ⊕F , we say that a map S : V →V satisfying S(E) =Ê and S(F ) =F respects the decompositions in V andV . If E, F ,Ê andF are symplectic and S is a symplectic map which respects the decompositions, then S| E : E →Ê and S| F : F →F are symplectic maps. On the other hand, if E, F are ω-orthogonal,Ê,Fω-orthogonal, and σ : E →Ê, ρ : F →F are symplectic maps, then σ ⊕ ρ defines a symplectic map V →V which respects the decompositions in V andV . The ω-orthogonality condition on E and F (andÊ andF ) amounts to E ⊕ F being naturally symplectomorphic to the external direct sum of two separate symplectic spaces (E, ω| E ) and (F, ω| F ), endowed with the direct sum symplectic form ω| E ⊕ ω| F defined by
. A useful way to obtain ω-orthogonal direct sum decompositions is the following. 
Proof. Let π : W → E be the projection map associated to the decomposition 
Thus E is symplectic, and by analogous arguments F is symplectic as well. Because E ⊂ W and F ⊂ W ω , E and F are ω-orthogonal. As a consequence, E ∩ F = 0 and E ⊕ F is symplectic also. From this it follows that
where the last inequality uses the fact that (E ⊕ F ) ∩ (E ⊕ F ) ω = 0 and the second to last uses the general fact about subspaces above, with G in the role of U .
The Witt-Artin decomposition of V with respect to W is represented diagrammatically in Figure 1 , each piece representing a direct summand. The circle is all of V, red is used for the subspace W and blue for W ω , giving a violet hue where they intersect. The yellow subspace L ′ represents a choice of a lagrangian complement of W ∩ W ω in (E ⊕ F ) ω . We now turn to our objects of study, two coisotropic subspaces A and B of V , fixing the notation
, which we call the canonical invariants associated to (A, B), completely characterize a coisotropic pair up to equivalence. Proof. If (A, B) and (Â,B) are equivalent via some symplectic map S : V →V , it is clear that all the canonical invariants of (A, B) and (Â,B) coincide.
For the converse, we will show that V can be written as an ω-orthogonal direct sum of five symplectic subspaces
where each symplectic piece, except for F , is further decomposed as a lagrangian pair
so that we obtain a decomposition of V into a total of nine subspaces
Moreover, this decomposition will have the following properties:
i) the dimension of each summand is uniquely determined by the canonical invariants of (A, B)
ii) A and B are decomposable as
One can decomposeV in an analogous manner, and hence when (A, B) and (Â,B) have the same invariants, by property i) the dimensions of corresponding symplectic pieces in the decompositions of V andV will match. In this case, for dimension reasons alone there exist five symplectic maps, one each between corresponding symplectic pieces, i.e. one from D toD, one from E toÊ, and so on. These maps can further be be chosen to respect the respective decompositions into lagrangian pairs.
Because the five-part decompositions of V andV are ω-orthogonal, the direct sum of these five symplectic maps defines a symplectic map S : V →V which respects all nine summands of the decompositions of V andV . In particular, by property ii), S will then also satisfy S(A) =Â and S(B) =B.
To achieve the decomposition (2) we will construct a certain Witt-Artin decomposition of V with respect to W := A ω + B ω , refined and adapted to the coisotropic subspaces A and B.
Recall that I = A ω ∩ B ω and K = A ω ∩ B + B ω ∩ A, and note that
We begin by decomposing A ω into three parts by choosing a subspace
Analogously we obtain a decomposition
where E 2 is such that
We now set E := E 1 ⊕ E 2 . This defines a subspace such that
Because E is a complement of K = W ∩ W ω in W , E is symplectic by Lemma 2.1, and since E 1 and E 2 are both isotropic, we conclude that they form a transversal lagrangian pair in E.
To obtain a Witt-Artin decomposition with respect to W , we choose a com-
Applying Lemma 2.1 again we know that F is symplectic, as is E, and V decomposes into the ω-orthogonal direct sum
with K as a lagrangian subspace of the symplectic subspace (E ⊕ F ) ω . We refine this decomposition by choosing a lagrangian complement
ω and by defining a decomposition in K ′ using the decomposition K = I ⊕ G 1 ⊕ H 1 as follows. Any basis q of K is mapped underω to a basis of (K ′ ) * , whose dual basis p in K ′ is conjugate to q, i.e. together q and p form a symplectic basis of K ⊕ K ′ . If we consider a basis q which is adapted to the decomposition in K, then this partitioning induces a partitioning of p which defines subspaces J, G 2 and H 2 in K ′ such that
and D := I ⊕ J, G := G 1 ⊕ G 2 and H := H 1 ⊕ H 2 are ω-orthogonal symplectic subspaces, comprised each of a lagrangian pair, giving
In total we thus obtain a decomposition
where parentheses enclose transversal lagrangian pairs in a symplectic subspace. This decomposition is visualized in Figure 2 -the full circle represents V , each piece is a direct summand, and lagrangian pairs are aligned symmetrically with respect to the horizontal axis and shaded with colors of a similar hue. The coisotropics A and B are related to the decomposition in K ′ in that
To see this it suffices to show the corresponding equalities for the orthogonal spaces. For the case of A ∩ K ′ (the case for B ∩ K ′ is analogous) one has
where we use in the last step that H 2 is ω-orthogonal to D, G, K ′ and E ⊕ F and that the dimensions match.
It can now be quickly checked that our decomposition of V satisfies property ii), i.e. that
We show this for A, the decomposition of B follows in the same way. The inclusion "⊃" is obvious since all the spaces on the right-hand side are subsets of A. The opposite inclusion "⊂" can be argued using dimensions:
where the last equality follows from the fact that Figure 4 gives an intuitive representation of A and B intersecting, where V is given by the entire rectangle. This is not a proper Venn diagram in the set-theoretic sense, though certain intersections are represented properly, namely A ω ∩ B, B ω ∩ A and A ω ∩ B ω = I. It remains now only to check that the property i) is fulfilled, i.e. that the dimensions of the nine summands in our decomposition are uniquely determined by the canonical invariants associated to the pair (A, B). Since any lagrangian subspace of a symplectic subspace has half the dimension of the space within which it is lagrangian, it suffices to show for example that the dimensions of the subspaces I, E, F , G 1 and H 1 are uniquely determined.
First,
show that dim K and dim W are determined.
which proves the property i) and concludes the proof.
Elementary types and normal forms
The key to Proposition 2.2 was the decomposition (2), satisfying the properties i) and ii). One may rephrase the construction as follows. We found an ω-orthogonal decomposition
into five symplectic subspaces, such that a) the dimensions of these subspaces are uniquely determined by the canonical invariants associated to the coisotropic pair (A, B), and b) A and B decompose into direct sums
such that A i ⊂ V i and B i ⊂ V i for i = 1, ..., 5.
In other words, we can set V 1 = D, V 2 = E, V 3 = F , etc., and relabel the decompositions
by setting as A i as the sum of those summands which lie in V i , i.e. A 1 = I,
, and analogously so for B. Note that for each i ∈ {1, ..., 5} the subspaces A i and B i form a coisotropic pair in V i of a particularly simple form, each member of the pair being either the entire subspace V i or a lagrangian subspace therein. Indeed, A 1 = B 1 = I are the same lagrangian subspace of V 1 , A 2 = E 1 and B 2 = E 2 form a lagrangian pair in V 2 , A 3 = B 3 = F = V 3 , A 4 is a lagrangian subspace of B 4 = G = V 4 , and finally A 5 = H = V 5 and B 5 = H 1 is lagrangian in this space. We introduce notation for these particularly simple cases of coisotropic pairs. The cases when a coisotropic subspace C ⊂ V is the entire space or is lagrangian are the two extreme cases of a coisotropic subspace in the sense that they correspond respectively to when C ω = 0 or when C ω is as large as possible, i.e. C ω = C. The basic types listed above cover all the scenarios when two coisotropics A and B are given by either of these two extremes, except for the possible scenario when A and B are two non-identical lagrangians with non-zero intersection. This case, though, can be split into a "direct sum" of the cases δ and λ, i.e. it is not "elementary" as a type of coisotropic pair. To see this, assume that A and B are such, and letÃ andB be complements of A ∩ B in A and B respectively (in particularÃ ∩B = 0). Set W = A + B and note that is a direct sum decomposition into coisotropics, subordinate to an ω-orthogonal decomposition V = V i into symplectic subspaces, i.e. such that A i ⊂ V i and B i ⊂ V i for each i. We need to show that each coisotropic pair (A i , B i ) in V i is of type τ . Because τ is an elementary type, A is either equal to V or is lagrangian in V . If A = V , then A i = V i ∀i for dimension reasons. If A is lagrangian, it is in particular isotropic, and hence each A i is isotropic in Proposition 3.4 guarantees that the five elementary types of coisotropic pairs are independent of one another in the sense that one cannot express any one of them as a sum of the others. The proof of Proposition 2.2 showed that these basic types are also "generating" in the sense that any coisotropic pair decomposes into a direct sum of such elementary types. The corollary implies that one can simplify any direct sum decomposition of a coisotropic pair so that it has only five summands, these summands being of one each of the elementary types. We will call any such five part decomposition an elementary decomposition. The following shows that elementary decompositions give a set of invariants for a coisotropic pair (A, B) which are equivalent to the original invariants we associated to such a pair. 
gives a set of invariants (call them elementary invariants) which are equivalent to the canonical invariants
Proof. Consider n = (n 1 , ..., n 5 ) as a coordinate in the space N := Z Clearly one has
For the remaining invariants, we claim that
To see this, we show
which gives the above formulae for k 1 , k 2 , k 3 and k 5 directly.
For any a ∈ A we have the decomposition a = a 1 + ... + a 5 with a i ∈ A i , and forã also in A ω(a,ã) = ω V1 (a 1 ,ã 1 
because A 1 , A 2 and A 4 are lagrangian in their respective V i . Ifã is in A ω , then choosing a as any element in A 3 we find 0 = ω V3 (a,ã 3 ) and henceã 3 ∈ A ωV 3 3 = 0, since A 3 is symplectic in V 3 . Similarly one findsã 5 
follows from (3) as well, since forã ∈ A 1 ⊕ A 2 ⊕ A 4 and any a ∈ A we find ω(a,ã) = 0. Arguing analogously one also shows (A, B) . In other words, n does in fact define a set of invariants for (A, B). The map M is also surjective. Any k ∈ K is, by definition, realizable by some coisotropic pair (A, B) and by the proof of Propostion 2.2 this pair has an elementary decomposition; by the above, the invariants n associated to this decomposition are mapped under M to k.
To compute the elementary invariants from the canonical invariants one can simply use the inverse of the mapping M : n → k,
which gives the linear equations for the n i in terms of the k i :
Note that we already nearly explicitly computed these equations in the proof of Proposition 2.2.
Corollary 3.7
The canonical invariants (k 1 , ..., k 5 ) are subject only to the five inequalities
Proof. That the k i must satisfy these inequalities follows from the linear equations (4) though (8) for the n i in terms of the k i and the fact that n i ≥ 0 ∀i. The equation for n 1 implies 0 ≤ k 1 , the equation for n 2 gives k 5 ≤ k 2 , the one for n 3 gives k 3 + k 5 ≤ k 1 + k 4 , and the inequalities k 1 ≤ k 5 and k 1 + k 2 ≤ k 3 + k 5 follow from the equations for n 4 and n 5 . To see that these inequalities are the only constraints on the k i , let k = (k 1 , ..., k 5 ) be an arbitrary 5-tuple of integers subject only to the above inequalities. We need to show that k is in K, the set of canonical invariants realizable by a coisotropic pair, which is the image of M . In other words we must find a 5-tuple of non-negative integers n = (n 1 , ..., n 5 ) such that M · n = k, i.e. which solve the linear equations k 1 = n 1 k 2 = n 1 + n 2 + n 4 k 3 = n 1 + n 2 + n 5 k 4 = n 1 + n 2 + n 3 + n 4 + n 5
For k 1 ≥ 0 we choose n 1 = k 1 and for k 5 ≥ k 1 we can always choose n 4 ≥ 0 such that k 5 = k 1 + n 4 = n 1 + n 4 . Next, because k 2 ≥ k 5 = n 1 + n 4 , we can choose n 2 ≥ 0 such that k 4 = k 5 + n 2 = n 1 + n 2 + n 4 . Thus far n 1 , n 2 and n 4 are fixed and the equations for k 1 , k 2 and k 5 solved. For k 3 we have k 3 ≥ k 1 + k 2 − k 5 = n 1 + n 2 , so n 5 can be chosen such that k 3 = n 1 + n 2 + n 5 . Finally, for k 4 ≥ k 3 + k 5 − k 1 = n 1 + n 2 + n 4 + n 5 , an integer n 3 ≥ 0 is still free to be chosen such that k 4 = k 3 + k 5 − k 1 + n 3 = n 1 + n 2 + n 3 + n 4 + n 5 as desired.
Using the elementary invariants one can easily construct a normal form (A 0 , B 0 ) for a coisotropic pair (A, B), i.e. a standardized representative of the equivalence class of (A, B). Let n = {n 1 , ..., n 5 } be the elementary invariants of (A, B). We choose R 2n1 ⊕ ... ⊕ R 2n5 as our model space, equip each summand with the standard symplectic form Ω i represented by the 2n i × 2n i matrix 
defines a normal form for (A, B). By construction (A 0 , B 0 ) is a coisotropic pair such that the elementary invariants of (A 0 , B 0 ) and (A, B) match. Indeed the very definition of (A 0 , B 0 ) gives an elementary decomposition with appropriate dimensions: (Q n1 , Q n1 ) is a coisotropic pair of elementary type λ in R 2n1 , (Q n2 , P n2 ) a pair of type δ in R 2n2 , and so on. From Proposition 3.6 we know that the canonical invariants of (A, B) and (A 0 , B 0 ) match because their elementary invariants do, and by Proposition 2.2 this means that (A, B) ∼ (A 0 , B 0 ).
