Abstract-The use of electron-multiplying charge-coupled devices (CCDs) for high-resolution soft X-ray spectroscopy has been proposed in previous studies, and the analysis that followed experimentally identified and verified a modified Fano factor for X-ray detection using an 55 Fe X-ray source. However, further experiments with soft X-rays at 1000 eV were less successful, attributed to excessive split events. More recently, through the use of deep-depletion e2v CCD220 and on-chip binning, it has been possible to greatly reduce the number of split events, allowing the result for the modified Fano factor at soft X-ray energy values to be verified. This paper looks at the earlier attempt to verify the modified Fano factor at 1000 eV with e2v CCD97 and shows the issues created by splitting of the charge cloud between pixels. It then compares these earlier results with new data collected using e2v CCD220, investigating how split-event reduction allows the modified Fano factor to be verified for low-energy X-rays.
I. INTRODUCTION
C HARGE-COUPLED DEVICES (CCDs) have been used in several X-ray applications as they offer inherent energy and spatial resolution with high quantum efficiency. The drive has been toward creating a CCD with very low levels of readout noise. The electron-multiplying CCD (EM-CCD) has made this possible through the use of impact ionization to increase the number of electrons in the charge packet before the signal is read out, thereby suppressing the readout noise and increasing the signal-to-noise ratio (SNR) [1] . Gain G is dependent on the potential on the gate electrodes in the multiplication register and the number of gain elements N that the charge packet passes through [2] . An increase in the potential on the gate electrode causes an increase in the probability of additional electrons being generated, and this can be quantified as a gain per stage g. The total gain through the N stages is therefore given by
The gain process is advantageous in situations where small signals are being detected in a low-flux photon environment, such as photon counting at soft X-ray energy values. However, the stochastic nature of multiplication gain adds another component of noise. This noise is analogous to shot noise as it is dependent on the number of electrons in the charge packet, but it is also dependent on the amount of gain. This increase in noise has been analyzed at optical photon energy values and can be described by the excess noise factor F [3] and with 5898-eV X-rays from 55 Fe where it is described by the modified Fano factor F mod [1] . The result at lower X-ray energy values was expected to follow the same result that was achieved at 5898 eV and was predicted through a Monte Carlo simulation and analytically [1] . This paper looks at the results of two experiments using 1000-eV X-rays from the PTB beamline (PhysikalischTechnische Bundesanstalt) at BESSY II. The first experiment with CCD97 failed to verify the modified Fano factor due to incomplete charge collection caused by the electrons being split between several pixels (split events), but the second experiment with CCD220 was tailored to minimize split events and lead to the verification of the modified Fano factor at 1000 eV. CCDs USED FOR THE VERIFICATION FOR THE  MODIFIED FANO FACTOR AT 1000 EV This section describes the two devices used for the experiments at the PTB beamline, particularly focusing on e2v CCD220 used in the second experiment and how it is able to minimize split events.
II. EM-

A. e2v CCD97
CCD97 used in this paper, as shown in Fig. 1 , is a frametransfer EM-CCD with an image section of 512 pixels × 512 pixels that are 16 μm 2 . The multiplication register contains 536 gain elements. The chip is back illuminated and has no antireflection coating in order to maximize its soft X-ray detection quantum efficiency [4] . Silicon has been thinned to 14 μm ± 1 μm. The depletion depth is 3 μm ± 1 μm [this can be calculated from (2)], and therefore, the total field-free region is ∼11 μm.
B. e2v CCD220
CCD220, as shown in Fig. 2 , is a split-frame-transfer EM-CCD with the readout further split into eight separate sections.
0018-9383/$31.00 © 2012 IEEE This splitting allows the device to be read out more quickly and thereby minimizes the dark signal that is collected [5] . The image area is 240 pixels × 240 pixels that are 24 μm 2 , and each multiplication register contains 520 gain elements. The chip is back illuminated and supplied with an antireflection coating of hafnium oxide that optimizes the device's performance with optical inputs. This reduces the quantum efficiency of the EM-CCD at very soft X-ray energy values but should not have affected the required measurements in this experiment. The device is mounted in a package with a TEC cooler and has eight outputs.
C. Considerations of Depletion Depth
The depletion depth from the surface x d in a device can be found using (2) [6] , where Si is the permittivity of silicon, V AVG is the average depletion driving potential, V SS is the substrate potential, q is the electronic charge, and N A is the silicon acceptor dopant concentration
Equation (2) shows that the depletion in a CCD can be increased by reducing the doping concentration in silicon or by increasing the average driving potential. Conventionally, an EM-CCD is manufactured on a low-resistivity material as devices manufactured on higher resistivity silicon have been found to require much higher potentials to achieve the same gain values [7] . Fig. 3 . The doping profile of CCD220 differs from a normal CCD with the inclusion of the p-well doping to act as a barrier between the high-and lowresistivity silicon [9] .
CCD97 is manufactured on 20-Ω · cm bulk silicon, which equates to a dopant concentration of ≈ 5 × 10 14 cm −3 and a depletion depth of ∼3 μm (as mentioned in Section II-A). To fully deplete a CCD, the resistivity of the silicon needs to be higher, but this can be too high to make an effective EM-CCD.
CCD220 is a CCD with an integrated electronic shutter [8] , but without the shutter drain implant. The lack of the shutter drain means that the device has no electronic shutter capability, but the device is read out quickly in frame-transfer mode, making an electronic shutter unnecessary. In order to manufacture a deep-depletion EM-CCD, a p-well is included in the silicon to cater for the high-resistivity deep depletion and low-resistivity EM-CCD aspects of the device. This p-well constricts the depleted region of the EM-CCD under normal clocking conditions to a depth close to the front surface where the resistivity is a few ohm centimeters. During integration, however, the clocks can have a higher potential and the depletion region can then punch through the p-well and into the higher resistivity silicon (1500 Ω · cm), allowing the device to further deplete. The profile of the doping is shown in Fig. 3 .
Using the Poisson equation, it is possible to turn this doping profile into a potential profile for different gate potentials. This was achieved using the SILVACO TCAD program, and the result is shown in Fig. 4 .
CCD220 is ∼40-μm thick and is clocked with 11 V on the image and store electrodes. This means that, during normal clocking, the depleted depth in the silicon is ∼15 μm; however, during integration, the EM-CCD has both of its image clocks held at 17 V. This now equates to a depletion depth of ∼35 μm, almost fully depleting the device. The amount of event splitting that occurs in the device is dependent on the time it takes for the generated electrons to be collected in the buried channel. If the device is fully depleted, the collection time is small, reducing the spread of the charge packet and reducing the number of split events. Split events were determined to be the cause of the poor results from the initial experiment with CCD97 discussed in [10] ; therefore, the reduction of this effect during the second experiment was a high priority. CCD220 has larger pixels than CCD97, which helps to reduce the number of split events by having a large area per pixel for the charge cloud to be collected in. 
III. CHARGE SPREADING IN FIELD-FREE SILICON
When charge is generated in undepleted silicon, it isotropically diffuses toward the depleted silicon. This leads to an increase in charge cloud size [full-width at half-maximum (FWHM)] that, to a first approximation, is equal to twice the distance of field-free silicon that the generated charge has to travel through before it enters depletion D, as shown in Fig. 5 [11] . The size of the charge cloud created by the initial interaction is small compared to the pixel size of the devices and the diffusion that occurs in the field-free region, and therefore, it is not considered in the split-event minimization strategy [12] .
In the original experiment at BESSY II with the CCD97 and 1000-eV X-rays, the charge was collected in 2 × 2 binned pixels. The effect of the X-ray interaction position on the amount of charge splitting is shown in Fig. 6 . CCD220, when integrated with clocks held at 17 V, has a field-free region of ∼5 μm. This leads to an FWHM of the electron charge cloud of ∼10 μm. CCD220 was asymmetrically binned making the pixels 72 μm × 42 μm, increasing the probability of all of the charge from a photon interaction being collected in one pixel.
IV. EXPERIMENTAL METHOD
The experiments for both of the devices were completed in the same way. The EM-CCD was mounted on a copper cold finger in a vacuum chamber (see Fig. 7 ). . X-ray interactions underneath the center of the pixel lead to the charge cloud being completely collected in pixel (1) . Interactions toward the edges of the pixel cause the charge to be split between pixels (2) and (4). The amount of charge in each pixel is dependent on the interaction position. Fig. 7 . e2v CCD97 is shown mounted on a copper cold bench to provide cooling and on a vacuum chamber flange so that the experiment can be performed under vacuum.
The cooling for the device was supplied using a PCC compressor and Cryotiger head from MegaTech Ltd. CCD97 was cooled to −120
• C to suppress the dark current generated by the device to a negligible level [10] , but CCD220 was cooled to only −50 • C (the minimum possible with the available equipment). As a result, there was still some dark current generation that has to be accounted for in the data analysis. This is especially true at higher levels of gain as the multiplication process will cause an increase in the dark current generated signal and the X-ray photon signal. The expected dark current generation is shown in Fig. 8 . Creating larger pixels through binning causes an increase in the dark signal collected per binned pixel, and at −50
• C, CCD220 had 0.04 electrons generated per binned pixel per second. The CCD97 at −120
• C had a negligible dark signal on the order of 10 −11 electrons per pixel per second. Avalanche gain is temperature dependent [13] making it important to keep the temperature of the EM-CCD constant. The potential was varied from 20 V (taken as G = 1) up to the voltage where the 16-bit ADC of the readout electronics becomes saturated. The FWHM of the detected X-rays and noise peak could be then measured, and (3) is used to calculated the value for the modified Fano factor F mod at that level of gain 9 . Signal levels of the overscan and image are clearly visible in this spectrum. Looking at each area in isolation allows the peaks to be fitted and the contribution to the noise of the readout, and the dark current can be found.
G [14] . The FWHM is in electron volts, and all noise quantities are measured in electrons
Fitting a Gaussian to the X-ray peak and the noise peak allowed the FWHM and σ readout to be found, respectively. CCD97 was run cold enough to sufficiently suppress the dark current making σ dark ≈ 0, but as the CCD220 device was warmer, the dark current must be taken into account. The contribution from the dark current can be calculated by simply looking at the background level of the image and the overscan regions. Fig. 9 shows the raw spectrum from an image taken at a gain of 10 where the overscan and image background peaks are clearly visible. These can be looked at separately to calculate their noise contribution.
The overscan background peak shows the contribution of noise from the readout of the device σ readout , and the background from the image area will give the combined readout and dark current noise σ combined . As errors add in quadrature, the noise on the dark current is given by
The noise on the image background peak is a combination of the dark current and readout noise and, therefore, is sufficient for the calculation of F mod . The effect of the gain on the signal is also taken into account through the measurement of the FWHM, and therefore, for CCD220, the modified Fano factor becomes
V. RESULT
The results from the CCD97 experiment are discussed in [10] and are shown by the black points in Fig. 10 . The red points show the results from the CCD220 measurement taken at BESSY II, and the blue line is the result predicted from the theory discussed in [1] .
Work completed in the laboratory allowed the modified Fano factor for X-rays at aluminum K-shell fluorescence (1487-eV) energy to be investigated (see Fig. 11 ).
VI. DISCUSSION
A. X-Ray Damage in CCDs
The interaction of highly energetic X-ray photons on silicon can produce permanent changes in the device, particularly if the interaction occurs in the oxide layers that surround the electrode structure through the creation of traps in the oxide layer [15] . The X-ray damage caused by the X-rays manifests itself in four ways: 1) an increase in dark current from the Si−SiO 2 interface; 2) the oxide becomes charged, causing a voltage shift in the operating biases; 3) charge transfer efficiency degradation; and 4) trap formation [16] . In this experiment, a substantial increase in the dark current over the course of the experiment would lead to an increase in the noise on the system and could affect the result; therefore, the effect must be considered. If a device is run in inverted mode, the increase in dark current can be suppressed, but in this experiment, the device was run noninverted [17] .
It has been shown that, in a front-illuminated device, radiation damage effects occur after ≈ 10 5 rad [18] , and this experiment to investigate the modified Fano factor was conducted at a low X-ray flux level to allow photon counting (10 000 X-rays per gain level). Over the course of the experiment, an insufficient number of X-rays were incident onto the CCD to achieve the necessary level of radiation damage to cause any effects discussed above. Soft X-ray radiation damage effects are also more prominent in front-illuminated devices as the Si−SiO 2 interface is closer to the device surface; therefore, the backilluminated CCDs used in this experiment would require an even high flux to have a large increase in dark current [19] .
B. Generation/Recombination Center Charge Loss
Charge that is generated close to the surface of a backilluminated CCD by the interaction of a low-energy X-ray can be lost to the generation/recombination centers present [20] , particularly if the device is not deep depleted and the generated electrons can drift in a field-free region [21] . The resulting partial event would affect the value found for the modified Fano factor. In this experiment, the device was operated at an integration potential that caused the depletion to be driven toward the back surface of the CCD, minimizing charge loss (see Fig. 4 ). To investigate this effect, the integration voltage on the CCD was varied from normal clocking voltages (10 V) to the integration voltage used in the experiment (17 V). By measuring the position of the X-ray peak at each voltage, the charge loss could be estimated. If signal is lost from the charge cloud, the position of the peak would be at a lower energy value than would be expected. The energy scale is calibrated at using the X-ray peak position with an integration voltage of 17 V. The result of this investigation is shown in Fig. 12 .
The result shows that, when the depletion is not driven to the back surface, charge is lost to the generation/recombination centers, resulting in a fall in the X-ray peak position; however, at the integration voltage used in this experiment, the curve is flattening off, suggesting that the depletion stretches to the back surface and charge loss in minimized. During the experiment, the integration voltage was kept constant, and therefore, charge loss to the centers would be equal across all of the measurements. A constant experimental method and a large integration voltage enable the charged loss effect to be mitigated.
VII. CONCLUSION
The results from CCD220 are in very good agreement with the theoretical value for the modified Fano factor. The results have shown that, when the device is deep depleted and the pixels are made larger using on-chip binning, the effect of multiplication gain is consistent with that predicted by theory. The new result for the modified Fano factor suggests that the initial experiment did not verify the modified Fano factor due to the amount of charge splitting in the device, making an accurate value for the FWHM of the X-ray peak difficult to determine. The experiment conducted in the laboratory was also able to show that the modified Fano factor was correct at 1487 eV through the fluorescence of the Al K-shell, and thus, confidence in this factor over soft X-ray energy values is high. The experiment described above has shown that the theory for the modified Fano factor holds true for 1000-and 1487-eV photons, and hence, this factor can be used to aid the development of future X-ray spectrometers, allowing EM-CCDs to be effectively used for the detection of low-energy X-rays. The conditions under which an EM-CCD would be appropriate for use on a future X-ray spectrometer are discussed in [1] .
VIII. FUTURE WORK
With adequate cooling, CCD220 should be able to detect X-rays down to at least 200 eV, with the results providing further verification of the modified Fano factor. This will complete the study of this factor for soft X-rays. Currently, the device's antireflection coating will hamper its low-energy response, but this could be removed. It is expected that this factor will also hold at hard X-ray energy values, but as these photon interactions generate a large number of e-h pairs through their interaction, the use of an EM-CCD to provide an improved SNR for low signal levels is not necessary.
