Measurement of the tau branching fractions into leptons by Dova, María Teresa & L3 Collaboration
17 May 2001
Physics Letters B 507 (2001) 47–60
www.elsevier.nl/locate/npe
Measurement of the tau branching fractions into leptons
L3 Collaboration
M. Acciarri y, P. Achard s, O. Adriani p, M. Aguilar-Benitez x, J. Alcaraz x,
G. Alemanni u, J. Allaby q, A. Aloisio aa, M.G. Alviggi aa, G. Ambrosi s, H. Anderhub au,
V.P. Andreev f,af, T. Angelescu l, F. Anselmo i, A. Arefiev z, T. Azemoon c, T. Aziz j,
P. Bagnaia ak, A. Bajo x, L. Baksay ap, A. Balandras d, S.V. Baldew b, S. Banerjee j,
Sw. Banerjee d, A. Barczyk au,as, R. Barillère q, P. Bartalini u, M. Basile i, N. Batalova ar,
R. Battiston ae, A. Bay u, F. Becattini p, U. Becker n, F. Behner au, L. Bellucci p,
R. Berbeco c, J. Berdugo x, P. Berges n, B. Bertucci ae, B.L. Betev au, S. Bhattacharya j,
M. Biasini ae, A. Biland au, J.J. Blaising d, S.C. Blyth ag, G.J. Bobbink b, A. Böhm a,
L. Boldizsar m, B. Borgia ak, D. Bourilkov au, M. Bourquin s, S. Braccini s,
J.G. Branson am, F. Brochu d, A. Buffini p, A. Buijs aq, J.D. Burger n, W.J. Burger ae,
X.D. Cai n, M. Capell n, G. Cara Romeo i, G. Carlino aa, A.M. Cartacci p, J. Casaus x,
G. Castellini p, F. Cavallari ak, N. Cavallo ah, C. Cecchi ae, M. Cerrada x, F. Cesaroni v,
M. Chamizo s, Y.H. Chang aw, U.K. Chaturvedi r, M. Chemarin w, A. Chen aw, G. Chen g,
G.M. Chen g, H.F. Chen t, H.S. Chen g, G. Chiefari aa, L. Cifarelli al, F. Cindolo i,
C. Civinini p, I. Clare n, R. Clare aj, G. Coignet d, A.P. Colijn b, N. Colino x,
S. Costantini e, F. Cotorobai l, B. de la Cruz x, A. Csilling m, S. Cucciarelli ae, T.S. Dai n,
J.A. van Dalen ac, R. D’Alessandro p, R. de Asmundis aa, P. Déglon s, A. Degré d,
K. Deiters as, D. della Volpe aa, E. Delmeire s, P. Denes ai, F. DeNotaristefani ak,
A. De Salvo au, M. Diemoz ak, M. Dierckxsens b, D. van Dierendonck b, C. Dionisi ak,
M. Dittmar au, A. Dominguez am, A. Doria aa, M.T. Dova r,1, D. Duchesneau d,
D. Dufournaud d, P. Duinker b, H. El Mamouni w, A. Engler ag, F.J. Eppling n,
F.C. Erné b, A. Ewers a, P. Extermann s, M. Fabre as, M.A. Falagan x, S. Falciano ak,q,
A. Favara q, J. Fay w, O. Fedin af, M. Felcini au, T. Ferguson ag, H. Fesefeldt a,
E. Fiandrini ae, J.H. Field s, F. Filthaut q, P.H. Fisher n, I. Fisk am, G. Forconi n,
K. Freudenreich au, C. Furetta y, Yu. Galaktionov z,n, S.N. Ganguli j, P. Garcia-Abia e,
M. Gataullin ad, S.S. Gau k, S. Gentile ak,q, N. Gheordanescu l, S. Giagu ak, Z.F. Gong t,
G. Grenier w, O. Grimm au, M.W. Gruenewald h, M. Guida al, R. van Gulik b,
V.K. Gupta ai, A. Gurtu j, L.J. Gutay ar, D. Haas e, A. Hasan ab, D. Hatzifotiadou i,
T. Hebbeker h, A. Hervé q, P. Hidas m, J. Hirschfelder ag, H. Hofer au, G. Holzner au,
H. Hoorani ag, S.R. Hou aw, Y. Hu ac, I. Iashvili at, B.N. Jin g, L.W. Jones c, P. de Jong b,
0370-2693/01/$ – see front matter  2001 Elsevier Science B.V. All rights reserved.
PII: S0370-2693(01) 00 29 4- 5
48 L3 Collaboration / Physics Letters B 507 (2001) 47–60
I. Josa-Mutuberría x, R.A. Khan r, D. Käfer a, M. Kaur r,2, M.N. Kienzle-Focacci s,
D. Kim ak, J.K. Kim ao, J. Kirkby q, D. Kiss m, W. Kittel ac, A. Klimentov n,z,
A.C. König ac, M. Kopal ar, A. Kopp at, V. Koutsenko n,z, M. Kräber au, R.W. Kraemer ag,
W. Krenz a, A. Krüger at, A. Kunin n,z, P. Lacentre at,3, P. Ladron de Guevara x,
I. Laktineh w, G. Landi p, M. Lebeau q, A. Lebedev n, P. Lebrun w, P. Lecomte au,
P. Lecoq q, P. Le Coultre au, H.J. Lee h, J.M. Le Goff q, R. Leiste at, P. Levtchenko af,
C. Li t, S. Likhoded at, C.H. Lin aw, W.T. Lin aw, F.L. Linde b, L. Lista aa, Z.A. Liu g,
W. Lohmann at, E. Longo ak, Y.S. Lu g, K. Lübelsmeyer a, C. Luci q,ak, D. Luckey n,
L. Lugnier w, L. Luminari ak, W. Lustermann au, W.G. Ma t, M. Maity j, L. Malgeri s,
A. Malinin q, C. Maña x, D. Mangeol ac, J. Mans ai, G. Marian o, J.P. Martin w,
F. Marzano ak, K. Mazumdar j, R.R. McNeil f, S. Mele q, L. Merola aa, M. Meschini p,
W.J. Metzger ac, M. von der Mey a, A. Mihul l, H. Milcent q, G. Mirabelli ak, J. Mnich a,
G.B. Mohanty j, R. Moore c, T. Moulik j, G.S. Muanza w, A.J.M. Muijs b, B. Musicar am,
M. Musy ak, M. Napolitano aa, F. Nessi-Tedaldi au, H. Newman ad, T. Niessen a,
A. Nisati ak, H. Nowak at, R. Ofierzynski au, G. Organtini ak, A. Oulianov z,
C. Palomares x, D. Pandoulas a, S. Paoletti ak,q, P. Paolucci aa, R. Paramatti ak,
H.K. Park ag, I.H. Park ao, G. Passaleva q, S. Patricelli aa, T. Paul k, M. Pauluzzi ae,
C. Paus q, F. Pauss au, M. Pedace ak, S. Pensotti y, D. Perret-Gallix d, B. Petersen ac,
D. Piccolo aa, F. Pierella i, M. Pieri p, P.A. Piroué ai, E. Pistolesi y, V. Plyaskin z,
M. Pohl s, V. Pojidaev z,p, H. Postema n, J. Pothier q, D.O. Prokofiev ar, D. Prokofiev af,
J. Quartieri al, G. Rahal-Callot au,q, M.A. Rahaman j, P. Raics o, N. Raja j, R. Ramelli au,
P.G. Rancoita y, R. Ranieri p, A. Raspereza at, G. Raven am, P. Razis ab, D. Ren au,
M. Rescigno ak, S. Reucroft k, S. Riemann at, K. Riles c, J. Rodin ap, B.P. Roe c,
L. Romero x, A. Rosca h, S. Rosier-Lees d, S. Roth a, C. Rosenbleck a, B. Roux ac,
J.A. Rubio q, G. Ruggiero p, H. Rykaczewski au, S. Saremi f, S. Sarkar ak, J. Salicio q,
E. Sanchez q, M.P. Sanders ac, C. Schäfer q, V. Schegelsky af, S. Schmidt-Kaerst a,
D. Schmitz a, H. Schopper av, D.J. Schotanus ac, G. Schwering a, C. Sciacca aa,
A. Seganti i, L. Servoli ae, S. Shevchenko ad, N. Shivarov an, V. Shoutko z, E. Shumilov z,
A. Shvorob ad, T. Siedenburg a, D. Son ao, B. Smith ag, P. Spillantini p, M. Steuer n,
D.P. Stickland ai, A. Stone f, B. Stoyanov an, A. Straessner q, K. Sudhakar j, G. Sultanov r,
L.Z. Sun t, S. Sushkov h, H. Suter au, J.D. Swain r, Z. Szillasi ap,6, T. Sztaricskai ap,6,
X.W. Tang g, L. Tauscher e, L. Taylor k, B. Tellili w, D. Teyssier w, C. Timmermans ac,
Samuel C.C. Ting n, S.M. Ting n, S.C. Tonwar j, J. Tóth m, C. Tully q, K.L. Tung g,
Y. Uchida n, J. Ulbricht au, E. Valente ak, G. Vesztergombi m, I. Vetlitsky z,
D. Vicinanza al, G. Viertel au, S. Villa aj, M. Vivargent d, S. Vlachos e, I. Vodopianov af,
H. Vogel ag, H. Vogt at, I. Vorobiev ag, A.A. Vorobyov af, A. Vorvolakos ab, M. Wadhwa e,
W. Wallraff a, M. Wang n, X.L. Wang t, Z.M. Wang t, A. Weber a, M. Weber a,
P. Wienemann a, H. Wilkens ac, S.X. Wu n, S. Wynhoff q, L. Xia ad, Z.Z. Xu t,
L3 Collaboration / Physics Letters B 507 (2001) 47–60 49
J. Yamamoto c, B.Z. Yang t, C.G. Yang g, H.J. Yang g, M. Yang g, J.B. Ye t, S.C. Yeh ax,
An. Zalite af, Yu. Zalite af, Z.P. Zhang t, G.Y. Zhu g, R.Y. Zhu ad, A. Zichichi i,q,r,
F. Ziegler at, G. Zilizi ap,6, B. Zimmermann au, M. Zöller a
a I. Physikalisches Institut, RWTH, D-52056 Aachen, Germany, III. Physikalisches Institut, RWTH, D-52056 Aachen, Germany 4
b National Institute for High Energy Physics, NIKHEF, and University of Amsterdam, NL-1009 DB Amsterdam, The Netherlands
c University of Michigan, Ann Arbor, MI 48109, USA
d Laboratoire d’Annecy-le-Vieux de Physique des Particules, LAPP, IN2P3-CNRS, BP 110, F-74941 Annecy-le-Vieux CEDEX, France
e Institute of Physics, University of Basel, CH-4056 Basel, Switzerland
f Louisiana State University, Baton Rouge, LA 70803, USA
g Institute of High Energy Physics, IHEP, 100039 Beijing, PR China 8
h Humboldt University, D-10099 Berlin, Germany 4
i University of Bologna and INFN-Sezione di Bologna, I-40126 Bologna, Italy
j Tata Institute of Fundamental Research, Bombay 400 005, India
k Northeastern University, Boston, MA 02115, USA
l Institute of Atomic Physics and University of Bucharest, R-76900 Bucharest, Romania
m Central Research Institute for Physics of the Hungarian Academy of Sciences, H-1525 Budapest 114, Hungary 5
n Massachusetts Institute of Technology, Cambridge, MA 02139, USA
o KLTE-ATOMKI, H-4010 Debrecen, Hungary 6
p INFN Sezione di Firenze and University of Florence, I-50125 Florence, Italy
q European Laboratory for Particle Physics, CERN, CH-1211 Geneva 23, Switzerland
r World Laboratory, FBLJA Project, CH-1211 Geneva 23, Switzerland
s University of Geneva, CH-1211 Geneva 4, Switzerland
t Chinese University of Science and Technology, USTC, Hefei, Anhui 230 029, PR China 8
u University of Lausanne, CH-1015 Lausanne, Switzerland
v INFN-Sezione di Lecce and Università Degli Studi di Lecce, I-73100 Lecce, Italy
w Institut de Physique Nucléaire de Lyon, IN2P3-CNRS, Université Claude Bernard, F-69622 Villeurbanne, France
x Centro de Investigaciones Energéticas, Medioambientales y Tecnologícas, CIEMAT, E-28040 Madrid, Spain 7
y INFN-Sezione di Milano, I-20133 Milan, Italy
z Institute of Theoretical and Experimental Physics, ITEP, Moscow, Russia
aa INFN-Sezione di Napoli and University of Naples, I-80125 Naples, Italy
ab Department of Natural Sciences, University of Cyprus, Nicosia, Cyprus
ac University of Nijmegen and NIKHEF, NL-6525 ED Nijmegen, The Netherlands
ad California Institute of Technology, Pasadena, CA 91125, USA
ae INFN-Sezione di Perugia and Università Degli Studi di Perugia, I-06100 Perugia, Italy
af Nuclear Physics Institute, St. Petersburg, Russia
ag Carnegie Mellon University, Pittsburgh, PA 15213, USA
ah INFN-Sezione di Napoli and University of Potenza, I-85100 Potenza, Italy
ai Princeton University, Princeton, NJ 08544, USA
aj University of California, Riverside, CA 92521, USA
ak INFN-Sezione di Roma and University of Rome “La Sapienza”, I-00185 Rome, Italy
al University and INFN, Salerno, I-84100 Salerno, Italy
am University of California, San Diego, CA 92093, USA
an Bulgarian Academy of Sciences, Central Lab. of Mechatronics and Instrumentation, BU-1113 Sofia, Bulgaria
ao Laboratory of High Energy Physics, Kyungpook National University, 702-701 Taegu, South Korea
ap University of Alabama, Tuscaloosa, AL 35486, USA
aq Utrecht University and NIKHEF, NL-3584 CB Utrecht, The Netherlands
ar Purdue University, West Lafayette, IN 47907, USA
as Paul Scherrer Institut, PSI, CH-5232 Villigen, Switzerland
at DESY, D-15738 Zeuthen, Germany
au Eidgenössische Technische Hochschule, ETH Zürich, CH-8093 Zürich, Switzerland
av University of Hamburg, D-22761 Hamburg, Germany
aw National Central University, Chung-Li, Taiwan, ROC
ax Department of Physics, National Tsing Hua University, Taiwan, ROC
Received 29 January 2001; accepted 13 February 2001
Editor: K. Winter
50 L3 Collaboration / Physics Letters B 507 (2001) 47–60
Abstract
Using data collected with the L3 detector near the Z resonance, corresponding to an integrated luminosity of 150 pb−1, the
branching fractions of the tau lepton into electron and muon are measured to be B(τ → eν¯eντ ) = (17.806 ± 0.104 (stat.) ±
0.076 (syst.))%, B(τ → µν¯µντ )= (17.342±0.110 (stat.)±0.067 (syst.))%. From these results the ratio of the charged current
coupling constants of the muon and the electron is determined to be gµ/ge = 1.0007 ± 0.0051. Assuming electron-muon
universality, the Fermi constant is measured in tau lepton decays as GF = (1.1616± 0.0058)× 10−5 GeV−2. Furthermore, the
coupling constant of the strong interaction at the tau mass scale is obtained as αs(m2τ )= 0.322± 0.009 (exp.)± 0.015 (theory).
 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
In the Standard Model of electroweak interac-
tions [1], the couplings of the leptons to the gauge
bosons are assumed to be independent of the lepton
generation. Measurements of the leptonic branching
fractions B(τ → ν¯ντ ) and of the lifetime ττ of the
tau lepton provide a test of this universality hypothesis
for the charged current. The leptonic width of the tau
lepton [2],
Γ (τ → ν¯ντ )











(1+ P )(1+ QED)(1+ q2),
where = e, µ, depends on the coupling constants of
the tau lepton and the lepton  to the W boson, gτ
and g, respectively. Here mτ and mW are the masses
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of the tau lepton and the W boson. The quantities
P , QED and q2 are small corrections resulting
from phase-space, QED corrections [3] and the W
propagator [4,5], respectively.
The comparison of the tau branching fractions into
electron and muon gives a direct measurement of the
ratio gµ/ge. Moreover, tau decays into hadrons are
sensitive to the strong coupling constant αs at the tau
mass scale. The ratio of the hadronic to the electronic
width, Rτ , can be expressed in terms of the leptonic
branching fractions:
Rτ = B(τ → hντ )B(τ → eν¯eντ )
(2)= 1−B(τ → eν¯eντ )−B(τ →µν¯µντ )B(τ → eν¯eντ ) ,
where B(τ → hντ ) is the branching fraction of the



























where Vud and Vus are elements of the Cabibbo–
Kobayashi–Maskawa (CKM) quark mixing matrix [8].
The quantities SEW [9] and δNP [10] describe short
range electroweak radiative corrections and non-
perturbative QCD contributions, respectively. The
quantity d3 is estimated to be 27.5 [7], to which we
assign a 100% uncertainty.
This Letter presents a measurement of the tau
branching fractions into electron and muon with the
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L3 detector [11] at LEP using data taken near the Z
pole. The results supersede our previously published
ones [12]. Results from other experiments are reported
elsewhere [13].
2. Data sample and Monte Carlo simulation
The data were collected from 1991 to 1995 9 at
centre-of-mass energies around the Z mass and corre-
spond to an integrated luminosity of about 150 pb−1.
For efficiency and background estimates, Monte
Carlo events are generated using the programs KO-
RALZ [14] for e+e− → µ+µ−(γ ) and e+e− →
τ+τ−(γ ), BHAGENE [15] for e+e− → e+e−(γ ),
DIAG36 [16] for e+e− → e+e−ff¯, where ff¯ is e+e−,
µ+µ−, τ+τ− or qq¯, and JETSET [17] for e+e− →
qq¯(γ ). The Monte Carlo events are passed through
a full detector simulation, based on the GEANT pro-
gram [18], which takes into account the effects of en-
ergy loss, multiple scattering, showering and time de-
pendent detector inefficiencies. These events are re-
constructed with the same program used for the data.
The number of Monte Carlo events in each process
is about ten times larger than the corresponding data
sample.
3. Measurement technique
To measure the tau leptonic branching fractions,
first a sample of e+e− → τ+τ−(γ ) events is selected
with some remnant background mainly from other
leptonic Z decays. From this sample the branching
fraction of the tau into a lepton  is then obtained as:
(4)B(τ → ν¯ντ )= N(1− f
non τ
 − f τh→l )






where Nτ is the number of selected tau decays, εselτ
is the e+e− → τ+τ−(γ ) selection efficiency, f nonττ
is the background of other final states, εsel is the
selection efficiency for tau decays into the lepton ,
N the number of identified leptons and εID the
identification efficiency of the lepton . The quantities
9 In this Letter figures and tables often refer just to the 1994 data,
which is the largest sample.
f τh→l and f non τ are the background contaminations
from other τ decays and non-τ final states in the
selected leptonic decays, respectively.
Systematic uncertainties from the selection efficien-





unity, i.e., the selection of e+e−→ τ+τ−(γ ) does not
introduce a bias to the fractions of leptonic tau de-
cays. This bias is avoided by subdividing each event
into two hemispheres by a plane perpendicular to the
thrust axis. Then, the selection of e+e− → τ+τ−(γ )
events is performed using the information from just
one hemisphere, called the tagged hemisphere. This
information is not correlated with the opposite hemi-
sphere, denoted as the analysis hemisphere, that is sub-
ject to electron and muon identification. The τ decays
identified in the analysis hemisphere constitute a bias
free sample for the branching fraction measurement.
4. Selection of e+e− → τ+τ−(γ ) events
Events of the process e+e−→ τ+τ−(γ ) are charac-
terised by two low multiplicity jets which are almost
back-to-back. To ensure good track measurements in
the central tracker, the fiducial volume is defined by
| cosθ |< 0.72, where θ is the polar angle of the thrust
axis with respect to the electron beam direction. The
requirements for the preselection of leptonic Z decays
are:
• the number of tracks must be less than 10,
• the number of tracks in each hemisphere must be
less than 7,
• each hemisphere must have at least one track with
a transverse momentum greater than 1 GeV,
• the distance of closest approach of at least one track
to the beam position in the plane perpendicular to
the beam axis, must be less than 5 mm.
The only additional requirement on the event as
a whole is that the acollinearity angle between the
leading tracks of the two hemispheres must be larger
than 2.8 rad. The background suppression due to this
cut is illustrated in Fig. 1 for 1994 data after the
preselection.
The criteria to select e+e− → τ+τ−(γ ) events in
the tagged hemisphere are:
• there must be one, two or three tracks in the central
tracker,
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Fig. 1. Distribution of the acollinearity after the preselection. The arrow indicates the position of the cut applied to select e+e− → τ+τ−(γ )
events.
• the angle between each track and the thrust axis
must be less than 0.45 rad,
• the energy of the most energetic cluster in the
electromagnetic calorimeter, BGO, must be less
than 75% of the beam energy,
• the momentum of a track reconstructed in the muon
chambers must be less than 65% of the beam
energy.
Background events that fall into less efficient re-
gions of the detector can fake e+e− → τ+τ−(γ )
events. They are identified by the following criteria in
the tagged hemisphere:
• e+e−→ e+e−(γ ): there is one track pointing to the
carbon fibre support between crystals of the elec-
tromagnetic calorimeter, with either its momentum
or the corresponding energy measured in the BGO
larger than 10 GeV. Furthermore, there must be an
energy deposit in the hadron calorimeter.
• e+e− → µ+µ−(γ ): there is no track in the muon
chambers but there is one track in the central tracker
with a momentum larger than 15 GeV, which points
to an energy deposit in the calorimeters compatible
with that of a minimum ionising particle.
• e+e−→ e+e−e+e−: there is one track in the central
tracker with a momentum of less than 10 GeV
pointing to an electromagnetic cluster in the BGO
of energy less than 10 GeV.
• e+e− → e+e−µ+µ−: there is no track in the muon
chambers but there is one track in the central
tracker with a momentum of less than 9 GeV which
points to an energy deposit in the calorimeters
compatible with the expectation for a minimum
ionising particle.
The background candidates passing these cuts are
rejected from the e+e− → τ+τ−(γ ) sample if the
acoplanarity of the event is less than 5 mrad. Re-
maining background from e+e− → qq¯ and e+e− →
e+e−qq¯ is suppressed by requiring the energy de-
posited in the calorimeters to be between 6 and
25 GeV whenever there is more than one track in the
tagged hemisphere. Cosmic rays are suppressed by re-
quiring the event time, measured by scintillators, to be
within 5 ns of the beam crossing time for events with
a track in the muon chambers or a minimum ionising
particle in the calorimeters.
A sample of 163256 tau decays from e+e− →
τ+τ−(γ ) final states is tagged in one hemisphere al-
lowing to study the τ decay in the analysis hemi-
sphere. The number of tagged hemispheres, Nτ , per
data taking period is listed in Table 1. The selection
L3 Collaboration / Physics Letters B 507 (2001) 47–60 53
Table 1
Number of selected tau decays, number of identified electrons and muons, lepton identification efficiencies, fraction of background from non-τ
final states and other τ decays for the different data taking periods
1991+1992 1993 1994 1995
Nτ 42086 29620 65392 26158
Ne(τ → eν¯eντ ) 6519 4525 9754 3878
εIDe (%) 85.94±0.26 83.62±0.29 83.86± 0.17 82.75± 0.26
f non τe (%) 1.43±0.23 2.42±0.38 1.32± 0.19 2.11± 0.34
f τee (%) 2.04±0.12 1.74±0.11 1.70± 0.10 1.76± 0.10
Nµ(τ → µν¯µντ ) 5682 3984 8554 3289
εIDµ (%) 76.22±0.23 77.65±0.24 75.10± 0.17 75.54± 0.24
f non τµ (%) 1.29±0.16 1.89±0.23 1.11± 0.09 1.60± 0.15
f
τµ
µ (%) 1.41±0.09 1.38±0.09 1.44± 0.09 1.17± 0.08
efficiency is estimated from Monte Carlo simulation
to be 76%.
The remaining background is determined from the
data for each year separately. It is estimated by
comparing reference distributions in data and Monte
Carlo.
The fraction of e+e− → e+e−(γ ) background is
determined using the energy distribution measured in
the electromagnetic calorimeter in the analysis hemi-
sphere, as shown in Fig. 2a for the 1994 data sam-
ple. The high end of this spectrum is dominated by
e+e− → e+e−(γ ) events with a small contribution
from e+e− → τ+τ−(γ ) events. A fit is performed
to the data distribution, in which the shapes of the
e+e− → e+e−(γ ) and e+e− → τ+τ−(γ ) contribu-
tions are taken from Monte Carlo and the normalisa-
tion of the e+e− → e+e−(γ ) background is a free pa-
rameter.
A similar procedure is used for the other back-
ground sources. The fraction of background from
e+e− → µ+µ−(γ ) events is estimated using the
muon momentum distribution measured in the analy-
sis hemisphere, as displayed for the 1994 data sam-
ple in Fig. 2b. The contamination from two-photon
processes is estimated using the acollinearity distrib-
ution and the fraction of e+e− → qq¯ background by
means of the distribution of the total energy deposited
in the calorimeters. The contamination from cosmic
rays is estimated from data only, using the sidebands
of the two-dimensional distribution of the distance of
closest approach from the two leading tracks in each
hemisphere.
The approximate contributions to the e+e− →
τ+τ−(γ ) sample from the different background
sources are: 1.2% from e+e− → e+e−(γ ), 1% from
e+e− → µ+µ−(γ ), 0.25% from e+e− → qq¯, 0.3%
from two-photon events and 0.1% from cosmic rays.
The detailed summary of the estimated background
fractions is given in Table 2.
5. Lepton identification
The lepton identification [19] is performed in the
analysis hemisphere combining the informations from
several subdetectors. In particular, the electromag-
netic calorimeter is essential for the identification of
electrons, while the muon chambers and the hadron
calorimeter allow for the identification of muons. Pi-
ons are a potential source of contamination both for
electrons and muons. The ρ mesons can be misiden-
tified as electrons when the showers from the charged
and neutral pions overlap.
Electrons are characterised by a track in the cen-
tral tracker pointing to an energy deposit in the BGO,
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Fig. 2. Distribution of (a) the energy in the electromagnetic calorimeter, BGO, and (b) the muon momentum. Both quantities are normalised to
the beam energy, Ebeam, and measured in the analysis hemisphere of events tagged as e+e− → τ+τ−(γ ).
Table 2
Summary of the background fractions in the e+e− → τ+τ−(γ ) sample
Channel Background in %
1991+1992 1993 1994 1995
e+e− → µ+µ−(γ ) 0.96±0.08 0.97± 0.09 0.94± 0.05 1.11±0.08
e+e− → e+e−(γ ) 1.19±0.14 1.67± 0.19 1.16± 0.07 1.33±0.11
e+e− → e+e−µ+µ− 0.03±0.01 0.12± 0.02 0.03± 0.01 0.14±0.02
e+e− → e+e−e+e− 0.15±0.03 0.27± 0.04 0.15± 0.02 0.29±0.05
e+e− → e+e−qq¯ 0.04±0.02 0.06± 0.03 0.07± 0.02 0.06±0.03
Cosmic rays 0.04±0.01 0.11± 0.02 0.10± 0.01 0.17±0.03
e+e− → qq¯ 0.22±0.05 0.23± 0.06 0.24± 0.05 0.14±0.03
Total 2.64±0.17 3.42± 0.23 2.70± 0.10 3.24±0.15
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Fig. 3. Distribution of the difference of the azimuthal angles measured by (a) the central tracker and the electromagnetic calorimeter (BGO) for
electron candidates and (b) the central tracker and the muon chambers (MUCH) for muon candidates. The background contributions are shown
as the hatched histograms.
that must be of electromagnetic shape. The distri-
bution of the difference of the azimuthal angles φ
measured by the central tracker and the electromag-
netic calorimeter is shown in Fig. 3a. The matching
requirement depends on the electromagnetic energy
and varies in φ between 10 and 3 mrad in the en-
ergy range from 2 to 45 GeV. Similar cuts are ap-
plied to the difference in the polar angle. In addi-
tion, the energy measurement of the BGO must be
compatible with the track momentum. This criterion
and the angular matching are relaxed for tracks in the
anode wire region of the drift chamber and the re-
quirements on the electromagnetic shower shape are
tightened. Energy deposits in the hadron calorimeter
must be consistent with the tail of an electromagnetic
shower.
Muons are identified as a track in the muon cham-
bers matching with a track in the central tracker orig-
inating from the interaction region. Furthermore, the
energy deposit in the calorimeters must correspond
to the expectations for a minimum ionising particle.
The distribution of the difference in the angle φ mea-
sured in the central tracker and the muon chambers is
shown in Fig. 3b. Muon tracks originating from τ de-
cays are well separated from hadron punch-through.
Muons reaching the muon chambers lose energy in
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the calorimeters, resulting in a momentum threshold
of about 2.5 GeV.
6. Efficiencies and background estimation
The efficiencies of the lepton identification esti-
mated from Monte Carlo are smooth functions of the
lepton energy and their average value is about 90%
for electrons and 75% for muons. These efficiencies
are corrected using data samples enriched in e+e− →
e+e−(γ ), e+e− → µ+µ−(γ ), e+e− → e+e−e+e−
and e+e− → e+e−µ+µ− events, selected by identi-
fying a lepton in the tagged hemisphere.
The statistics available from e+e− → e+e−e+e−
and e+e− → e+e−µ+µ− events is large at low lep-
ton energy, while that from e+e− → e+e−(γ ) and
e+e− → µ+µ−(γ ) events is large at high lepton en-
ergy. Fig. 4 displays the ratio of the identification ef-
ficiencies obtained from data and Monte Carlo, to-
gether with the result of a linear fit, for electrons and
muons, respectively. The result of the fit is applied as
an energy dependent scale factor to the corresponding
identification efficiencies determined from the Monte
Carlo. These scale factors, obtained for each year sep-
arately, are near unity and almost constant over the full
energy range.
The background in the lepton sample from e+e−→
e+e−(γ ) and e+e− → µ+µ−(γ ) is estimated using
the same procedure as for the e+e− → τ+τ−(γ )
selection. The fraction of hadronic tau decays which
passes the lepton identification is determined from
Monte Carlo simulation.
7. Systematic uncertainties
Systematic uncertainties result from the preselec-
tion, the cut on the acollinearity angle, the selection
of e+e− → τ+τ−(γ ) events, the background estima-
tions, the lepton identification efficiency and the range
of the lepton energy used in the measurement.
The uncertainties from the preselection, the cut on
the acollinearity and the hemisphere tagging crite-
ria are estimated by varying the corresponding re-
quirements inside reasonable ranges. The change in
the branching fraction is assigned as systematic un-
certainty. The background from e+e− → e+e−(γ ),
Table 3
Uncorrelated systematic uncertainties for the 1994 data sample and
their combination
Source B(τ → eν¯eντ ) B(τ → µν¯µντ )
Preselection and acollinearity angle 0.040 0.031
Selection of e+e− → τ+τ−(γ ) 0.026 0.029
Uncorrelated background 0.031 0.021
Lepton identification scale factor 0.041 0.048
Lepton energy range 0.054 0.028
Monte Carlo statistics 0.053 0.057
Total uncertainty 0.103 0.093
e+e− → µ+µ−(γ ) and two-photon processes is ob-
tained from fits to the data. The statistical error of these
fits is taken as the systematic uncertainty. The system-
atic uncertainty from the efficiency is obtained from
the statistical errors of the energy dependent scale fac-
tors. The Monte Carlo statistical uncertainty is also
considered.
These uncertainties are estimated for each year
separately [19], as an example, the uncertainties for
the 1994 data are given in Table 3. They are considered
as uncorrelated and their combined values for the
full data set are given in Table 4. This table also
presents the systematic uncertainties fully correlated
between the data sets of the different years. These
result from the background shapes used in the fit
of the e+e− → e+e−(γ ), e+e− → µ+µ−(γ ) and
two-photon backgrounds and the uncertainty on the
fraction of misidentified hadrons. The uncertainty of
the one-prong branching fraction of the τ into hadrons
and the τ polarisation are also treated as correlated.
Their effect is estimated by varying them within their
uncertainties [20,21] and quoting the change of the
leptonic branching fraction.
Table 5 lists the sources of systematic uncertain-
ties correlated between B(τ → eν¯eντ ) and
B(τ → µν¯µντ ). They are taken into account to derive
B(τ → ν¯ντ ) and gµ/ge.
8. Results
Fig. 5 displays the spectra of electrons and muons
identified in the analysis hemisphere in the full data
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Fig. 4. Ratios of the Monte Carlo to data identification efficiencies for electrons and muons as a function of the normalised electron
energy and muon momentum. They are obtained for (a) e+e− → e+e−e+e−, (b) e+e− → e+e−(γ ), (c) e+e− → e+e−µ+µ− and
(d) e+e− → µ+µ−(γ ) events, for the 1994 data. The straight line is the result of a linear fit over the full energy range.
Table 4
Correlated and uncorrelated systematic uncertainties for the full data
sample
Source B(τ → eν¯eντ ) B(τ → µν¯µντ )




Total correlated uncertainty 0.042 0.031
Total uncorrelated uncertainty 0.063 0.059
Total uncertainty 0.076 0.067
Table 5
Systematic uncertainties on B(τ → ν¯ντ ) treated as fully corre-
lated for the electron and muon channels
Source B(τ → ν¯ντ )
Background in the τ sample 0.013
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Fig. 5. The spectra of (a) electrons and (b) muons from tau decays in the full data sample. The expectations from the Monte Carlo simulation
and the background from other tau decays and other leptonic final states are also shown.
sample. The spectra obtained from the Monte Carlo
simulations of τ → eν¯eντ and τ → µν¯µντ , corrected
for the identification efficiency scale factor and the
background sources are also shown. The branching
ratios are determined using leptons with energies
normalised to the beam energy that range from 0.02
to 0.85 for electrons and from 0.05 to 0.92 for
muons. In these ranges the efficiencies are almost
flat and the background is small. The number of
events inside these ranges, the lepton identification
efficiencies and the background fractions are given in
Table 1. Taking these numbers and using Eq. (4), the
branching fractions of the tau lepton into electron and
muon are:
B(τ → eν¯eντ )= (17.806± 0.104± 0.076)%
and
B(τ →µν¯µντ )= (17.342± 0.110± 0.067)%,
where the first uncertainty is statistical and the second
systematic. These values are in good agreement with
the current world average [20]. The results are used to
test lepton universality for the charged weak currents.
The ratio of the charged current coupling constants of
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the muon and the electron, is obtained as:
gµ/ge = 1.0007± 0.0043± 0.0027,
supporting the lepton universality hypothesis. Assum-
ing electron-muon universality, the branching fraction
of the tau into leptons is:
B(τ → ν¯ντ )= (17.818± 0.077± 0.053)%.
Together with our measurement of the tau lifetime [22]
the Fermi constant in tau lepton decays is determined
as:
GF = (1.1616± 0.0058)× 10−5 GeV−2.
Furthermore, from the branching fraction of the tau
into leptons, Rτ is obtained using Eq. (2) as:
Rτ = 3.640± 0.030.
From Eq. (3), the value of the strong coupling constant




)= 0.322± 0.009 (exp.)± 0.015 (theory).
The first error is due to the uncertainties of the tau
leptonic branching fraction and the CKM matrix el-
ements [20]. The second error is the quadratic sum
of the uncertainties resulting from the renormalisa-
tion scale, the fourth order term in αs , the electroweak
corrections SEW and the the non-perturbative correc-
tion δNP. The dominant contribution to the error is
the renormalisation scale uncertainty, which is esti-
mated following Ref. [23]. Other theoretical uncer-
tainties discussed in Ref. [24] are not considered. The
value of αs(m2τ ) is extrapolated to the Z mass scale us-
ing the renormalisation group equation [25] with the






is in good agreement with the value obtained by L3
from the study of hadronic events at the Z peak [27]
and the current world average [20].
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