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Abstract
Solar energy is one of the key enabling technologies for the transition to a
zero-carbon society – a necessity to mitigate global climate change. Emerging
photovoltaic technologies based on novel semiconductor materials offer new
disruptive applications since they can be made light-weight, flexible and in
arbitrary shape and colour. In so-called tandem structures novel materials like
perovskite furthermore have the potential to overcome the efficiency limits of
silicon solar cells. The first generation of solar materials was crystalline silicon. The
second generation were inorganic thin-film solar cells. The emerging photovoltaic
technologies studied in this thesis are therefore called third generation solar cells.
This thesis is focused on understanding the physics underlying third gen-
eration photovoltaics. The understanding of the physical processes and the
quantification of loss mechanisms are crucial to improve the power conversion
efficiency and the lifetime of these devices.
To gain insight into the physical processes measurement results from a vari-
ety of experimental characterization methods are compared with results from
numerical solar cell simulation. The characterization methods consist of various
optical and electrical measurements on solar cells in steady-state, transient
and frequency domain. The developed simulation software solves the coupled
differential equations describing charge transport by drift-diffusion as well as
charge recombination in semiconductors.
Whereas other simulation studies have focussed on individual measurement
techniques, this thesis presents a physical model and resulting simulation data
that reproduces the full variety of measurements with one set of parameters.
This approach allows a more accurate extraction of material parameters and a
deeper insight into the physical processes of these solar cells. Such a comprehen-
sive study is applied to an organic and a perovskite solar cell, both belonging to
the category of third generation solar cells.
Additionally, a broad overview of solar cell characterization techniques and
their interpretation is presented. For that purpose, various characterization tech-
niques are simulated with systematically varied device and material parameters
for a sample solar cell. The systematic simulation results provide a guide for the
interpretation of observed experimental results.
In perovskite solar cells a hysteresis is often observed between the forward and
reverse current-voltage scans. The simulation model can reproduce this behaviour
and provide an explanation why this hysteresis is often dependent on the interface
materials on both sides of the perovskite layer. This study further explains why
highly efficient solar cells often show less hysteresis.
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Finally, it is shown that only the consideration of mobile ionic charges in
conjunction with electronic charges in the semiconductor drift-diffusion model
allows to explain transient and frequency domain data of planar perovskite
solar cells. A novel step response technique illustrates that the retraction of ionic
charges from layer interfaces enables charge transport.
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Part I
I N T R O D U C T I O N

1
C L I M AT E A N D E N E R G Y M A R K E T
The future of humanity depends crucially on its ability to keep global envi-
ronmental conditions within certain boundaries. Rockström and co-workers
proposed nine planetary boundaries that should not be exceeded in order to
keep a safe operating space for humanity [1]. According to Rockström et. al.
the current rate of biodiversity loss, human interference with the nitrogen cycle
and climate change already exceed these boundaries. Furthermore, ocean acidifi-
cation and the change in the phosphorus cycle are also about to exceed their limits.
Stabilizing the global climate is one of the most important issues of this century.
Reducing greenhouse gas emissions a little, will not be sufficient to achieve climate
stability: According to the IPCC-report on the impacts of a global warming of 1.5 degree
greenhouse emissions need to reach net-zero by the middle of the century [2].
Thus, a rapid transformation from a carbon-intense society to a carbon-free society
needs to take place. In order to achieve this transformation, a vision first needs to
be drafted of a society and economy based on a 100% renewable energy. Once this
goal has been set, steps can be taken to realise this transformation.
In order to accomplish this transition, a combination of social and regulatory
changes, as well as technological developments, will be required. Solar energy is
one of the key enabling technologies for the transition to a zero-carbon society.
Improving the power and stability of solar modules while further reducing pro-
duction costs are the main challenges within this field of technology. This thesis is
focused on understanding the physics underlying third generation photovoltaics
like organic-inorganic perovskites, a class of novel solar materials. In combination
with classical silicon-based photovoltaics, perovskites have the potential to increase
the power conversion efficiency of solar cells.
3
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1.1 energy markets and photovoltaics
Electricity production by solar energy was negligible two decades ago. Triggered
by political support the solar industry has grown rapidly and solar energy has
become a competitive power source. In 2018 a total capacity of 100 GWp was
newly installed worldwide, more than 40% of which was installed in China [3].
Figure 1.1 shows the cumulative evolution of installed solar power. By the end
of 2018 the total installed electricity generation capacity worldwide was 500 GWp.
SolarPower Europe estimates that the cumulative installed power could reach one
terawatt by 2022 [3].
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Figure 1.1: Cumulative installed photovoltaic peak power worldwide.
Data source: SolarPowerEurope [3].
Figure 1.2 shows the evolution of hydro, nuclear, wind and solar electricity gen-
eration since 1971 worldwide. The total electrical energy production each year for
the different technologies is compared. While nuclear energy production has been
stagnating over the past 20 years, wind and solar have grown strongly. The dashed
line shows the combined energy production for wind and solar. Its growth in 2018
is comparable with the growth in nuclear energy in its boom-phase in the 1980s.
Assuming that this growth trend continues, wind and solar will overtake nuclear
energy production by 2021.
It is clear that wind and solar are on the rise and are becoming major sources of
electricity production. Globally however, coal power remains the largest source of
electrical energy, with 9600 TWh per year worldwide [7]. Decarbonization of our
electricity systems therefore remains a major challenge.
1.1 energy markets and photovoltaics 5





















Figure 1.2: Annual worldwide electricity production by technology.
Data Source: IEA Key World Energy Statistics [4]. Wind and solar data for the years
2017 and 2018 is estimated according to the growth of solar and wind installations
[5, 6].
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1.2 the economics of solar energy
The growth in electrical power generation capacity of solar and wind is strongly
related to its reduction in production costs. This section is focused on the cost
development of photovoltaic energy production.
Average solar module costs had decreased from around 20 Euro/Watt in the
1980s to 0.30 Euro/Watt in 2018. This rapid decay in production costs over the past
three decades is shown in Figure 1.3a.
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Figure 1.3: a) Historic development of module prices. b) Price experience curve of PV mod-
ules with a price experience factor of 25 %.
Data source: ISE PV report [8].
Figure 1.3b shows the module price versus the cumulated installed power for
photovoltaics (PV) as shown in Figure 1.1 on a log-log scale. This data representa-
tion is called price experience curve. For each doubling of the globally installed PV
capacity the average module price droped by around 25%.
This price decrease has been driven by economies of scale in production as well
as large improvements in power conversion efficiency [8]. Provided that they are
not accompanied by a significant increase in production costs, further efficiency
improvements in PV modules could lead to even lower module costs in future.
2
S O L A R C E L L T E C H N O L O G Y O V E RV I E W
In this chapter solar cell materials and technologies are discussed and compared.
Crystalline silicon: The vast majority of solar modules on the market are based
on crystalline silicon. Silicon is earth-abundant and non-toxic. The record power
conversion efficiency for crystalline silicon solar cells is 26.7% [9], close to the
physical limit of a single junction solar cell [10]. Improvements can be expected
on the average module efficiency in the coming years. Compared to many other
solar materials however, the optical absorption of silicon is relatively weak and
an absorber layer thickness of over 100 µm is required to absorb most of the light.
Silicon solar cells are therefore considered to be thick. PV materials that utilize
much thinner absorber layers (< 4 µm) are therefore termed thin film solar cells.
While a small fraction of the current market share are amorphous silicon solar
cells, research and development on amorphous silicon has now stopped owing to
the poor efficiency/cost balance of the technology.
CdTe and CIGS: In 2017 the market share of cadmium tellurium (CdTe) and
copper, indium, gallium and selenium (CIGS) thin film technologies was below
5% [11]. In both technologies the absorber material compound is coated on glass
resulting in a film with a thickness of a few micrometers. Record power conversion
efficiencies of above 21% have been achieved for CdTe and almost 23% for CIGS
[12]. While cadmium is very toxic, its compound with tellurium is not. The growth
potential for both technologies may be limited however owing to their reliance
on non-earth-abundant materials i.e. indium, gallium, and tellurium. A related
absorber material class are kesterites that use the abundant materials zinc and tin
to replace indium and gallium in the CIGS structure. These copper zinc tin sulfide
(CZTS) solar cells have achieved comparitively low record efficiencies of 11.3%
however [12].
Concentrator PV and III-V Solar Cells: The highest PV power conversion
efficiency currently on record is 46%, and was achieved using a quadruple
junction III-V solar cell under concentrated light [12]. As the name implies,
III-V materials are compounds of materials from element group III (e.g. gallium,
indium) and materials from element group V (e.g. phosphorus, arsenic) of the
periodic table. These material systems can be carefully designed for multijunction
solar cells to enable high efficiencies by tuning the bandgap of each subcell.
Commercially, these solar cells are employed in concentrator structures in
which concentration factors of up to 500 can be reached using Fresnel lenses.
Concentrators have a number of advantages; on one hand light concentration
allows for higher efficiency, and on the other, very small area solar cells re-
duce costs. The major disadvantage of concentrated photovoltaics however is
7
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that only direct sunlight can be captured, making dual axis tracking a requirement.
New Materials: A great deal of research is currently being undertaken on new
materials and cell concepts to improve the power conversion efficiency or de-
sign solar cells that are lightweight, flexible or semi-transparent. The range of
materials employed in these so-called third generation solar cells is very large. In
bulk-heterojunction solar cells two materials (an electron transporter and a hole
transporter) are intermixed. Small organic molecules, polymers or quantum dots
(nanometer-sized particles) are typically used in this application. These materials
are of particular interest to materials scientists and chemists owing to the ability to
design and tune their properties by chemical modification. Huge progress has been
achieved in recent years with organic solar cells reaching 17.3% [13] and quantum
dot solar cells reaching 16.6% [14].
The class of PV materials gaining the most attention in recent years has been
perovskites. These materials can be deposited by solution and are remarkably
tolerant towards impurities. The standard perovskite consists of methylammo-
nium, lead, and iodide. To date, the record efficiency for perovskites is 24.2% [12].
Recently, in tandem configuration with a silicon bottom cell a record efficiency of
28.0% was achieved [12].





































Figure 2.1: Development of the record power conversion efficiencies since 1975.
Data source: NREL best research cell efficiencies. [14]
The development of the record efficiencies of established solar cell technologies,
perovskites and organic solar cells is shown in Figure 2.1. Crystalline silicon solar
cells are divided into monocrystalline silicon (mono c-Si) and polycrystalline
silicon (poly c-Si). Polycrystalline modules are cheaper to produce but have lower
efficiency compared to their monocrystalline counterparts. Within a decade the
record efficiencies of perovskite solar cells reached the ones of CIGS, CdTe and
monocrystalline silicon. The development of organic solar cells seemed stuck after
2012 but with the discovery of the nonfullerene acceptors (see subsection 5.1.2)
2.1 the role of new materials and their applications 9
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Figure 2.2: Overview of PV materials and technologies. Dots indicate the record power con-
version efficiency for lab-scale cells while the bars indicate the module records.
It should be noted that for organic solar cells and perovskites there is no reli-
able degradation data and the technologies are not commercially available yet.
Data source: Market share from ISE PV report [11]. Record efficiencies from solar cell
efficiency tables version 54 [12]. Degradation data from Jordan [15].
In Figure 2.2 a technology overview is presented with market share, record cell
and module efficiency and the average degradation rate. The record efficiencies
(dots) are typically measured on small-area lab-scale devices. When scaling up to
square-meter-sized module areas, additional losses reduce the overall efficiency.
Upscaling organic and perovskite solar cell production is challenging, making the
difference between record efficiencies on small area devices and modules larger
compared to the established technologies.
On average crystalline silicon solar cells degrade at a rate of less than one precent
per year [15]. With a degradation rate of 0.71%/a (poly-crystalline silicon solar
cells) the solar module will still deliver 80% of its initial performance after 31 years.
Organic and perovskite solar cells are not yet as stable as their silicon counterparts.
Both material classes are sensitive to oxygen and moisture and require careful
encapsulation [16].
2.1 the role of new materials and their applications
At the beginning of the 21st century wafer-based crystalline silicon solar modules
were expensive. At that time research on new materials was driven by the desire
to lower cost. While PV devices based on amorphous silicon were less efficient,
they were much less expensive to produce since they used less of the costly silicon
raw material. A lower module efficiency was therefore acceptable as long as the
total cost could be kept down.
This paradigm changed around 2010 when the cost of the silicon raw material
dropped, production capacities increased and the production costs decreased. The
process of cutting silicon ingots or bricks into single wafers was continuously
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optimized enabling thinner wafers and less kerf1 losses. By 2018 silicon solar
modules were as cheap as 0.30 Euro/Watt (see Figure 1.3). Few would have
believed in the year 2000 that production cost could decrease so rapidly within
18 years. Since silicon solar cells are continuously getting better and cheaper, it
seems unrealistic that any other PV technology will be able compete on price in
the near future.
Today’s research on new solar cell materials therefore has another focus. One
approach is to focus on new markets like mobile applications, applications that
require lightweight, semi-transparent or flexible solar cells. The other approach is
to reach higher power conversion efficiencies compared to crystalline silicon by
applying new materials in tandem structures.
2.1.1 New Markets
One disadvantage of crystalline silicon solar modules is that they are brittle,
inflexible and heavy. This presents an opportunity for solar cells made using
new absorber materials since they can be made light-weight, flexible, partially
transparent and in various shapes and colours.
Building-integrated photovoltaics (BIPV): In addition to rooftops, the facades
of buildings can be used for solar energy production. This leads to higher yields
in the wintertime due to both an improved angle of incidence and an absence
of snow coverage. Custom-shaped and colourful modules can also be used as a
design element in modern architecture as has been demonstrated in the SwissTech
convention centre in Lausanne (Figure 2.3). The German companies OPVIUS
[17] and Heliatek [18] produce commercially-available organic solar modules for
building integration.
Mobile devices: Solar cells can be integrated into surfaces on mobile devices
such as mobile phones or laptops to extend their battery life. One example of a
commercially available mobile photovoltaic product is a charger sold by infinityPV
[19] as shown in Figure 2.4. The flexibility of this organic solar cell module allows
it to be rolled away for compact storage.
Automotive PV: Solar cells may also be integrated into the surfaces of electric
cars or trucks. They could charge the battery when parked or while driving
extending the driving range of the vehicle (see automotive paper of OPVIUS [20]).
1 Kerf is the width of material lost during the cutting process.
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Figure 2.3: Solar facade of the SwissTech convention centre in Lausanne, Switzerland. Im-
age: Richter Dahl Rocha and associes architectes [21].
Figure 2.4: Mobile phone charger HeLi-on by infinityPV [19].
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2.1.2 Lowering Cost via Higher Module Efficiency
The total cost of a photovoltaic installation consists of the module cost and the
so-called balance of system (BOS). The BOS cost includes everything except the
module, namely that of the inverter, installation labour, grid connection, fees, and
taxes etc. Whereas the module price can be monitored globally and follows a cost
reduction trend as shown in Figure 1.3, the BOS costs vary regionally [22].
In almost all cases the BOS accounts for the majority of the total cost of a PV
installation [22]. Figure 2.5 shows results from the National Renewable Energy











































Figure 2.5: Photovoltaic system cost in the US 2018 split between PV module cost and
balance of system cost (BOS).
Data source: photovoltaic system cost benchmark from NREL [23].
Dependent on the size of the installation, the module costs accounted for
between 18% and 45% of the total system cost in the US market in 2018. This
statistic demonstrates that module costs are becoming less relevant with respect
to the total system cost, a continuing trend that is also seen globally. The cost
reduction curve of the BOS, however, is not as steep as for that of the module.
Elshurafa and co-workers have shown that, for a sample of different countries,
costs drop by 11% on average whenever the cumulative installation doubles. [22].
Further cost reductions to the total system cost can be achieved by improving
the module efficiency [23, 24]. A PV power plant utilising high efficiency modules
requires less cabling, land, and installation labour as compared to a plant using
lower efficiency modules producing the same power output. Hence, the fixed and
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area-related costs are reduced relatively when the module efficiency is increased.
Further improvements to module power conversion efficiencies therefore provide
an important route to further cost reductions.
2.1.3 Increasing Module Efficiencies
For utility-scale PV installations in the US the average module efficiency was 19%
in 2017 [23]. The current module efficiency record for crystalline silicon is 24.4%
[12], while the physical limit for a single-junction solar cell, as determined by
Shockley and Queisser, is 31% [10].
There are a number of approaches to surpass the Shockley-Queisser limit [25].
The most successful of these is the tandem solar cell in which two photovoltaic
materials with different band-gaps are stacked on top of each other. The top
cell absorbs the higher energy photons (for example blue and red visible light)
whereas the bottom cell absorbs the lower energy photons (for example infrared
light) enabling a greater proportion of the solar spectrum to be utilized. This ap-
proach is successfully employed in multi-junction III-V solar cells for concentrated
photovoltaics as described previously.
In combination with a silicon or CIGS bottom cell, perovskites present a
promising candidate for use in tandem top cells. While the theoretical limit for a
double junction solar cell is approximately 46%, optical simulation studies of this
configuration suggest that power conversion efficiencies above 30% are feasible
[26, 27]. In a two terminal tandem, where two solar cells are stacked directly on
top of each other, the current of both subcells needs to be equal. This requirement
for current matching demands a high degree of stack optimization. Whereas
established technologies like crystalline silicon, CdTe or CIGS have a fixed band
gap, the band gap of perovskites can be adjusted by compositional changes. Per-
ovskites with band gaps between 1.18 eV and 2.3 eV have been demonstrated [28].
This flexibility can be used to match perovskite top cells to existing bottom cells.
The requirement for current-matching can be avoided in 4-terminal configurations
where both subcells are contacted individually. The draw-back is that transparent
electrodes are required on both sides of the top cell leading to additional ohmic
losses and parasitic absorption losses.
The following is a non-exhaustive list of efficiency results from perovskites tan-
dem configurations:
• 2-terminal perovskite-silicon tandem with 28.0% efficiency by OxfordPV [29].
• 4-terminal perovskite-silicon tandem with 26.7% efficiency by Quiroz et. al.
[30].
• 2-terminal perovskite-perovskite tandem with 18.0% efficiency by Forgacs et.
al. [31].
• 4-terminal perovskite-perovskite tandem with 22.9% efficiency by Zhao et. al.
[32].
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The 2-terminal perovskite-silicon tandem solar cell has great economic potential
since adding the perovskite deposition step to existing silicon solar cell production
lines would require only a small adaptation to existing processes. The cost of
deposition of the additional layers was estimated to be lower than 10 USD/m2 [28].
A silicon module with costs of 0.3 Euro/W and an efficiency of 22% has area
costs of 66 Euro/m2. Adding an additional percentage point in efficiency can
therefore not cost more than 3 Euro/m2 to keep the 0.3 Euro/W constant. To be
economically viable the perovskite top cell with extra costs of 10 USD/m2 needs
to add at least 3%-points to the efficiency compared to the single silicon cell.
Perovskite-silicon tandem solar cells present a opportunity to increase efficiency
and thereby decrease the total system costs. Meeting the cost target will however
be challenging as silicon module prices continue to decrease.
The principle challenges for this technology lie in the improvement of the power
conversion efficiency, the upscaling of the perovskite layer deposition and the im-
provement of the long-term stability of perovskite solar cells.
3
T H E S C O P E O F T H I S T H E S I S
A comprehensive understanding of the physical processes underlying solar cell
devices is key for future power conversion efficiency improvements. Over the
past 30 years a profound understanding of the relevant materials has facilitated
progress in solar cell research. An understanding and quantification of losses in
the solar cell allows strategies to mitigate them.
The physics of silicon solar cells is well understood. Crystalline silicon is an
indirect band gap semiconductor with a relatively low absorption coefficient but
good charge transport. Its electrical performance is mainly determined by the
surface-quality and the material purity. Free charges (electrons and holes) live
long enough to diffuse through the bulk across the pn junction. The minority
carrier lifetime is the most important material parameter and it can be measured
by quasi steady-state photo-conductance (QSSPC) [33].
The physics of third generation solar cells is more challenging. These thin film
devices often have a high electric field that facilitates charge transport. Many
different material parameters influence charge generation (exciton dissociation),
transport, recombination and extraction. These parameters depend on both the
properties of the material itself and on the specific choice of deposition process.
For example, changing the spin coating speed for the deposition of the donor-
acceptor blend for an organic solar cell, can completely change the charge carrier
mobility, the recombination coefficient and other parameters. Opto-electronic
characterization is therefore important for these devices and materials. In many
cases material parameters can not be determined by individual experiments since
they are entangled. [34].
This thesis is focussed on the characterization and simulation of organic and
perovskite solar cells and aims to provide improved insight into their operating
principles with the ultimate aim of improving the power conversion efficiency and
stability of these devices.
chapter 4 explains the basic concepts of solar cell physics including charge
transport, band diagrams, charge recombination and excitons. In this thesis
organic solar cells as well as perovskite solar cells are investigated. These two
material classes are introduced in chapter 5.
The experimental setup applied to characterize the solar cell devices is described
in chapter 6. The drift-diffusion simulation model and the numerical methods are
described in chapter 7 and 8.
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chapter 9 presents a comprehensive overview on electro-optical characterization
methods for third generation solar cells. Various experiments are simulated
with systematically varied device and material parameters for a sample organic
solar cell. Characterization methods in steady-state, transient and frequency
domain are investigated. The systematic simulation results provide a guide for
the interpretation of observed experimental results. A selection of the presented
characterization methods are performed on an organic solar cell based on the
active material PCDTBT:PC70BM. The same experimental techniques are fitted by
numerical simulation. The resulting fit shows that the main physical effects are
understood and that relevant material and device parameters can be extracted
accurately. A drift-diffusion model with discrete energy levels, constant charge
mobilities, ohmic contacts, charge trapping and Shockley-Reed-Hall (SRH) recom-
bination is applied in this study.
In perovskite solar cells a hysteresis is observed between the forward and re-
verse current-voltage (IV) scans [35]. There is strong evidence that mobile ions are
present in these materials and their motion during the IV-scan can cause IV-curve
hysteresis. In chapter 10 the drift-diffusion model is extended to include mobile
ions. The ion redistribution is calculated according to the applied voltage, then the
transport of electron and holes is calculated using a fixed ion concentration profile.
This model is applied to investigate and explain the effects of mobile ions in the
perovskite material. It is shown that mobile ions cause hysteresis if either surface-
or bulk-recombination is high enough. If surface-recombination is very low
(well passivated surfaces) and the bulk-recombination is also low enough charge
carriers can diffuse to the correct contact even if mobile ions screen the electric
field. This study explains why highly efficient solar cells often show less hysteresis.
In chapter 11 the drift-diffusion model is solved with fully coupled mobile ions.
Several of the measurement techniques presented in chapter 9 are performed
on vacuum deposited methylammonium lead iodide perovskite solar cells. The
simulation model is applied to reproduce the full complement of measurements
with one set of parameters. Where other simulation studies have focussed on
individual measurement techniques, this study presents simulation data for a
variety of experiments and allows deeper insight into the physical processes of
these devices. The limits of the current device model are illustrated and possible
model extensions are discussed. A parameter variation is performed in order to
understand the performance limiting factors of the device under investigation.
The scientific work of this thesis was done at the institute of computational
physics (ICP) at the Zürich University of Applied Sciences (ZHAW) in Winterthur
in strong collaboration with the company Fluxim AG. Fluxim’s tools, the simu-
lation software Setfos as well as the measurement system Paios were applied and
further developed within this work.
Part II
B A S I C C O N C E P T S O F T H I R D G E N E R AT I O N S O L A R
C E L L S

4
S O L A R C E L L P H Y S I C S
This chapter is partially based on the section "solar cell physics" of the author’s
previous publication [36]. The basic physical principles of solar cells are discussed.
4.1 general operating principles
In solar cells the absorption of a photon with energy equal to or above the bandgap
leads to the excitation of an electron from the valence band (or HOMO-level1) to
the conduction band (or LUMO-level2). The excited electron leaves behind a pos-
itively charged hole in the valence band. The hole in the valence band and the
electron in the conduction band attract each other due to the Coulombic interac-
tion. This bound state of electron and hole can be described as quasi-particle that is
called exciton. Thermal energy, an electric field or a material interface is required
to dissociate an exciton into a free electron and a free hole. The exciton binding
energy depends on the specific material and is discussed in section 4.6 Excitons.
When an electron falls back into a hole, a process known as recombination, its en-


















a)  Photon absorption with 
electron and hole generation 
b)  Transport of electrons and 
holes to the contacts 
c)  Electron drift in the wire 
d)  Work being done at the load 
e)  Electron recombines with hole 
at the contact 
f)  Electrical power is “generated” 
g)  Electrical power is “consumed” 
Figure 4.1: General working principle of a solar cell illustrated with an extended band
diagram (upper graph) and an electric circuit including a load (lower graph).
Please note that the current i is defined as positive, resulting in electrons mov-
ing in the opposite direction to the arrows.
Figure 4.1 shows the main operating principles of a solar cell. In step a light is
absorbed and the exciton separated as described above. According to the driving
forces explained in the next section the electrons and holes move to the contacts
(step b). The wires connected to the solar cell are metallic and consequently have
1 The HOMO-level is the energy level of the highest occupied molecular orbit.
2 The LUMO-level is the energy level of the lowest unoccupied molecular orbit.
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many free electrons facilitating the current (step c). In step d the electron performs
work on the load by going from the high potential to the low potential. In this
illustration the cell is at its maximum power point (MPP) somewhere between
the short-circuit and the open-circuit. To reach this state the load Rload must be
appropriately matched to the cell’s current voltage characteristics.
In the electric circuit in Figure 4.1 the sign of the voltage of the solar cell Vcell is
in the opposite direction to that of the current i (see f ). From an electrical point of
view, power is generated in the solar cell, whereas power is dissipated in the load
resistor Rload (see g).
4.2 driving forces
The driving force for electrons and holes is the gradient of their respective quasi
Fermi levels [25]. The total particle currents je and jh are described in Equation 4.1
and 4.2.
je = ne · µe · grad(E f e) (4.1)
jh = −nh · µh · grad(E f h) (4.2)
where ne and nh are the electron and hole densities, µe and µh are the electron
and hole mobilities and E f e and E f h are the quasi Fermi levels for electrons and
holes, respectively.
The quasi Fermi level is equal to the electrochemical potential3 η that consists
of the electrical potential ϕ and the chemical potential γ as shown in Equation 4.3
and 4.4.
E f e = ηe = γe + q · ϕ (4.3)
E f h = −ηh = −γh − q · ϕ (4.4)
The chemical potential of electrons and holes (γe and γh) is dependent on their
charge carrier density (ne and nh), and assuming Boltzmann statistics, can be ex-
pressed according to Equation 4.5 and 4.6,










where χe is the electron affinity4, χh the ionization potential5, NC and NV are
the conduction and valence band effective density of states respectively, kB is the
Boltzmann constant and T is the temperature.
3 The electrochemical potential is in contrast to its name not a potential but an energy.
4 The electron affinity is equal to the LUMO-level.
5 The ionization potential is equal to the HOMO-level.
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Combining Equation 4.1, 4.3 and 4.5 results in Equation 4.7 for electrons. Replac-
ing the gradient with a one dimensional spatial derivative results in Equation 4.9 -
the electron drift-diffusion equation as described in chapter 7.1 The Charge Carrier
Drift-Diffusion Equations.
je = ne · µe · grad
(




+ q · ϕ
)
(4.7)












je = µe · k · T ·
∂ne
∂x




The analogous equation for holes is shown in Equation 4.10.
jh = µh · k · T ·
∂nh
∂x




To cut a long story short: The gradient of the quasi Fermi levels is the driving
force for charge transport, combining the principles of diffusion (chemical poten-
tial) and drift (electrical potential). In solar cell physics the Fermi level and band
structures are often illustrated to understand the device operating mechanisms.
Band diagrams are explained in the next section.
4.3 band diagrams and basic solar cell operation
Let us consider a simple solar cell with good charge transport, low recombination
and a built-in voltage that drives the charge carriers to the electrodes. The device
is not doped and has no traps. The current-voltage (IV) curve of such an idealised
device is shown in Figure 4.2a.
In a band diagram, electron energy is plotted against position in the device. In
this case the device is illuminated from the left. The anode, at which the holes
are extracted, is on the left-hand side of the device at x = 0 nm. On the right at
x = 100 nm is the cathode where electrons are extracted.
At short-circuit in the dark (Figure 4.2b) no current flows. There is a single
Fermi level for both electrons and holes and its gradient is zero. The bands are
inclined resulting in a constant electric field throughout the device.
Under illumination at short-circuit (Figure 4.2c) charge generation leads to an
increase in electron and hole densities and the respective quasi Fermi-levels split.
Since the two contacts (indicated with thick lines) are at the same potential, there
is no voltage drop on the cell. As there is a gradient in both quasi Fermi levels an
electron and a hole current flows.
At an applied forward voltage in the dark (Figure 4.2d) the internal field is
reduced and the bands become flatter. The difference between the quasi Fermi
level of holes on the left and the quasi Fermi level of electrons on the right is
defined by the applied voltage. A forward current flows. As the charge carrier
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Figure 4.2: a) Simulated current-voltage (IV) curve in the dark and illuminated. b) Band
diagram at 0 V in the dark. c) Band diagram at 0 V under illumination. d) Band
diagram with forward bias in the dark. e) Band diagram at open-circuit.
density is very high, a very small gradient in the quasi Fermi-levels is sufficient to
create large currents.
At open-circuit under illumination (Figure 4.2e) no current flows - all charges
recombine. As can be seen in the band diagram, the charge carrier density is high
resulting in quasi Fermi-levels much closer to the bands as compared to short
circuit under illumination in case c.
4.4 majority versus minority carrier devices
Solar cells can be categorised in many different ways: in this section the distinc-
tion is made between the main driving forces into minority carrier devices governed
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by diffusion and majority carrier devices governed by drift. While this way of cate-
gorising devices may be unfamiliar to many solar cell specialists as they only deal
with one or the other type, it provides a useful framework for understanding the
principle device physics of third generation solar cells.
Figure 4.3 shows a comparison of the two device types. The majority carrier
device is shown as pin-structure6 and the minority carrier device with the same
structure but the intrinsic region i replaced with an n-type doped layer. Both band
diagrams are shown at zero applied voltage under illumination. In the simulations
presented here, charge carriers are generated homogeneously throughout the de-
vice.












































Figure 4.3: a) Majority carrier device in pin-structure. Steep bands indicate a high electric
field. b) Minority carrier device in pn-structure where the bands are flat within
the majority of the device. The applied voltage is zero volt and the device is
under illumination.
4.4.1 Minority Carrier Devices
Minority carrier devices are doped which leads to an imbalance of charge carriers
in a large part of the device. The transport is then limited by the diffusion of
minority carriers to the junction.
An example of the band structure in a minority carrier device is shown in
Figure 4.3b. At the pn-junction the electric field is very high, whereas in the
n-type region it is screened (close to zero). In the n-type region the electron quasi
Fermi-level (E f e) is much closer to the conduction band (ECB) than the hole quasi
Fermi-level (E f h) to the valence band (EVB) indicating that fewer holes are present
than electrons. In this example the minority carriers are the holes. To be extracted,
holes must diffuse from the n-type region to the junction since transport by drift
6 The pin stands for p-type doped, intrinsic (undoped) and n-type doped sequence of layers.
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in the bulk is negligible. Electron transport via diffusion is not limiting due to the
high electron density in the n-type region.
Most of the established solar cell technologies including crystalline silicon,
cadmium-telluride (CdTe) and copper-indium-gallium-selenide (CIGS) employ
pn-junction minority carrier mechanics.
4.4.2 Majority Carrier Devices
The absorber layer of majority carrier devices is undoped and as such the densities
of electrons and holes are of a similar order of magnitude. In the majority carrier
device shown in Figure 4.3a an electric field is created in the intrinsic region due
to the difference in Fermi energies of the n-type and p-type regions. Alternatively,
such a field can be created using metals with different workfunctions as contacts.
Please note that minority carrier devices also have a built-in potential: This poten-
tial drops at the pn-junction, leaving the rest of the device field-free.
In many types of majority carrier devices the diffusion length is too short and an
electric field is required to transport charge carriers to the electrodes before they
recombine. Common majority carrier devices are amorphous silicon, organic solar
cells or perovskite solar cells.
4.4.3 Charge Carrier Lifetime





where R is the recombination and ne is the electron density (minority carriers in
this case). For radiative recombination R = β · ne · nh and the lifetime is indepen-
dent of the minority carrier density. Assuming a heavily p-doped device, where
nh = NA, the lifetime results in
τe =
ne





where β is the recombination prefactor, nh is the hole density and NA is the doping
density. Assuming nh >> ne (which is the case in a doped device) the hole density
is largely unaffected by recombination and can be considered as constant. Hence
the charge carrier lifetime can be considered as a constant material parameter.
If both the diffusion constant De and the lifetime τe are known, the diffusion
length LD,e can be calculated according to
LD,e =
√
De · τe =
√
µe · kB · T · τe =
√
µe · kB · T
β · NA
(4.13)
where µe is the electron mobility, kB the Boltzmann constant and T the temper-
ature. Similar to above, the minority carrier diffusion length can be regarded as
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constant material parameter if the material is heavily doped. For a device to oper-
ate efficiently the diffusion length needs to be significantly longer than the device
thickness.
In majority carrier devices the concept of charge carrier lifetime cannot be applied
directly. The assumption nh >> ne does not hold in these devices as the absorber
layer is undoped. The electron lifetime τe depends on the hole density nh and the








The electron density ne and hole density nh can vary over orders of magnitude
depending on both the position within the device and the time. Charge carrier life-
time can not, therefore, be regarded as constant material parameter in a majority
carrier device like a perovskite or organic solar cell. Consequently, the product of
the diffusion constant D and lifetime τ as shown in Equation 4.13 is not physi-
cally meaningful. A charge carrier travelling through the device will have different
lifetimes depending on its position. Furthermore, in these types of devices, charge
carriers are mainly transported by drift7.
Although the physical meaning may be questionable, the mobility-lifetime-product
is sometimes used in publications to discuss majority carrier devices [37–44]. The
physical meaning of carrier lifetimes in pin-structured solar cells should therefore
be critically discussed in the scientific community.
4.4.4 Traps and Doping
Semiconductor doping can be intentional, as in the case of a silicon solar cell, or
unintentional, as is sometimes the case in organic photovoltaics. As shown by
Kirchartz et. al. doping is typically detrimental to the performance of organic solar
cells since the electric field is screened and charges cannot be transported to the
electrodes [45].
Doping usually refers to the creation of free charge carriers activated at room
temperature leaving static ions of opposite charged polarity. Figure 4.4a and 4.4c
illustrate this process. An atom or molecule is placed in a semiconductor such that
the atom’s occupied energy level is close to the unoccupied conduction band of
the semiconductor. If thermal energy at room temperature is sufficient the atom
or molecule is ionized. In Figure 4.4c a free electron leaves behind an immobile
positive charge (hole).
Charge trapping can however lead to the same effect and is sometimes referred
to as photo-doping [46]. Figure 4.4b shows a semiconductor with an additional
energy level somewhere in the band-gap acting as hole-trap. Without any acti-
vation it is neutral as in the case of Figure 4.4a. If a photon is absorbed a free
7 A notable exception are pin-structured perovskite solar cells, where charge transport is most proba-
bly governed by diffusion as shown in this thesis.











Activation by an absorbed 





CB: Conduction Band 
VB: Valence Band 
photon: optical energy 
phonon: thermal energy 
Filled energy level 
(Hole transport level) 






























Figure 4.4: a) An "empty" semiconductor containing a filled energy level close to the con-
duction band. b) An "empty" semiconductor containing a filled energy level
somewhere in the band-gap (this is also called a hole-trap). c) By thermal en-
ergy the electron is moved from its energy level to the conduction band (ionized
dopant). d) An electron and a hole are created by photon-absorption. After a
short time the hole gets trapped (photo-doping).
electron and hole are created. If the hole falls into the hole-trap it is immobile. The
two situations (classical doping and photo-doping) lead to the same result: a free
electron and a fixed hole (or vise-versa).
In numerical drift-diffusion modelling doping is added as fixed charge in the
Poisson equation as shown in Equation 7.12 in section 7.1 The Charge Carrier
Drift-Diffusion Equations.
4.5 recombination and open-circuit voltage
Recombination is the annihilation of an electron and a hole. During a recom-
bination event the potential energy of the electron in the conduction band is
transferred resulting in phonon and/or photon emission. Figure 4.5 shows the
four recombination types that can be present in semiconductors.
Radiative recombination is physically inherent in absorbing materials and can-
not be avoided. The recombination rate is proportional to both charge carrier den-
sities and depends on the Fermi level splitting as shown in Equation 4.15.
Rrad = β · ne · nh = β · e
E f e−E f h
kB ·T (4.15)
As indicated in Figure 4.5 a photon is emitted during radiative recombination.
Radiative recombination can, therefore, be directly monitored by measuring
the electro-luminescence (EL) signal. A high EL efficiency indicates that other,
avoidable, recombination types are not dominant. Hence, a good solar cell with a
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Figure 4.5: Schematic illustration of recombination types in semiconductors.
high open-circuit voltage will also exhibit a high EL efficiency.
Langevin recombination: When an electron and a hole in an organic semicon-
ductor get closer than the Coulomb radius they form an exciton and recombine.
This recombination is mostly non-radiative. Mathematically, it has however the
same form as the radiative recombination described above. The probability that
electrons and holes meet and recombine is proportional to their densities and their
charge carrier mobilities as described by the Langevin theory. The recombination
prefactor β is calculated according to β = η · (µe + µh) · q/ε where η is the
Langevin prefactor controlling the recombination efficiency, µ is charge carrier
mobility, q the unit charge and ε the permittivity.
Shockley-Read-Hall (SRH) recombination (also known as trap-assisted recom-
bination) requires an energy level within the band-gap. The energy is either emit-
ted by a phonon or a photon as shown in Figure 4.5. Such mid-gap states occur
due to dangling bonds or impurities. In a perfect material SRH recombination is
absent. For a cell in steady-state, SRH recombination can be expressed as
RSRH = nimp ·











where nimp is the density of the impurities, ni is the intrinsic carrier density,
Eimp is the energy level of the impurity, ch and ce are the capture rates of electrons
and holes and NC and NV are the effective density of states of the conduction
band and valence bands, respectively.
Auger recombination can be considered as the reverse of impact ionization. An
electron transfers its energy to another electron which is subsequently elevated to
a higher energy state in the conduction band. The second electron then thermalises
down to the conduction band edge by emitting phonons as shown in Figure 4.5.
The mathematical expressions for electron and hole Auger recombination are given
in Equation 4.17
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RAug,e = Ce · n2e · nh RAug,h = Ch · ne · n2h (4.17)
where Ce and Ch are Auger recombination constants. As Auger recombination
scales with the cube of the charge carrier density, it is large for devices with high
levels of doping. While in silicon solar cells it largely determines the efficiency
limits of the record devices [25], it is practically irrelevant for majority carrier
devices.
Surface recombination happens via one or more states that are present at the
surface of an interface between two materials. Dangling bonds and defects present
at interfaces can create states within the band-gap. A charge carrier reaching a
surface hops from state to state loosing its energy by phonon emission as shown
in Figure 4.5. Surface recombination is described as
RSur,e = νe · ne RSur,h = νh · nh (4.18)
where ν is the surface recombination velocity. Metals have an infinite surface
recombination velocity ν: there are so many states available that charges effectively
recombine immediately when reaching the surface.
The term surface passivation means applying measures to lower the surface
recombination velocity. This can be done by coating additional buffer layers that
are blocking one charge carrier type or by additional local doping at the contact8.
Minority carrier devices require passivated surfaces. In majority carrier devices
surface recombination is generally less detrimental to devices as charge selectivity
is ensured by the electric field.
4.5.1 Recombination Order
The concept of a recombination order requires a zero-dimensional model of the
solar cell. For its explanation similar electron and hole densities are assumed. The
recombination order k is defined as
R = nk (4.19)
where R is the recombination and n is the charge carrier density. Given the
previous mathematical descriptions of recombination types, if the recombination
order can be successfully identified, it can provide information about the dominant
recombination type in any given device.
8 In silicon solar cells this concept is called back surface field BSF. The p-type wafer is doped with p+
at the contact to reduce the electron concentration and passivate the surface.
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Assuming the simplification n = ne = nh the expression for radiative recombi-
nation becomes
Rrad = β · ne · nh = β · n2 (4.20)
The recombination order for radiative recombination is therefore 2. For SRH
recombination the recombination order results in 1 as shown in Equation 4.21. For
the Auger recombination the recombination order is 3 as shown in Equation 4.22.
RSRH = nimp ·
ne · nh
C1 · ne + C2 · nh + C3
= C4 · n (4.21)
RAug,e = Ce · n2e · nh = Ce · n3 (4.22)
4.5.2 Ideality Factor
The ideality factor nid is used in the Shockley (or diode) equation to describe an IV
curve analytically
j(V) = jS ·
(
exp
( V · q





where jS is the reverse saturation current and jill is the current due to illumina-
tion. If the ideality factor nid is 1, the cell is ideal. The real ideality factor is always
larger than one.
Similar to the reaction order and under the above assumptions, measurement of
the ideality factor can allow the dominant recombination processes in devices to






With pure radiative recombination the recombination order is 2 and the ideality
factor is 1. If SRH recombination is dominant the recombination order is 1 and
the ideality factor is 2. This is however a simplified view: depending on carrier
concentrations and the energy level of the trap also SRH-recombination can have
an ideality factor of 1 [47].
Dark and light ideality factors are described in more detail in section 9.4.1 Dark
current-voltage characteristics and 9.4.2 Open-circuit voltage versus light intensity.
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4.6 excitons
When a material absorbs a photon, an exciton is created. Excitons are bound
electron-hole pair quasi-particles in which the Coulomb force binds the electron
and hole together. They are charge neutral and are transported via diffusion pro-
cesses. Dissociation of an exciton into a free electron and a free hole requires energy
equal to or greater than the binding energy.
The exciton binding energy EC is described by Equation 4.25
EC =
q2
4 · π · ε0 · εr · r
(4.25)
where q is the unit charge, ε0 is the vacuum permittivity, εr is the relative
dielectric constant and r is the distance between the charges usually around 1 nm.
According to Equation 4.25 the exciton binding energy is inversely proportional
to the dielectric constant. A high dielectric constant is therefore desirable in photo-
voltaic materials. Crystalline silicon has a dielectric constant of 11.8 resulting in an
exciton binding energy small enough such that the thermal energy kT is sufficient
to dissociate the exciton at room temperature. Organic materials have a dielectric
constant of around 4 leading to strongly bound excitons. As discussed in the fol-
lowing chapter, organic solar cells therefore require a material interface to facilitate
exciton dissociation.
5
S O L A R C E L L M AT E R I A L S
There are a number of semiconductor material properties that are particularly rel-
evant to photovoltaics. Solar cell materials can be categorized into:
• Crystalline / amorph
Crystalline materials have a long range order. The overlapping electron
wavefunctions lead to the formation of bands with efficient charge transport.
Amorphous materials have comparatively random atomic structures and
are usually highly defective leading to a lower charge carrier mobility and
higher recombination rates.
• Excitonic / non-excitonic
As discussed in section 4.6, whether or not a material generates strongly
bound electron-hole pairs (excitons) depends to a large extent on its electric
permittivity. Materials with a high dielectric constant are considered non-
excitonic since excitons dissociate into free charge carriers rapidly at room
temperature. Excitonic materials have strongly bound electron-hole pairs that
require additional energy to dissociate.
• Direct / indirect band gap
A material with an indirect band gap requires a photon and a phonon to
excite an electron from the valence to the conduction band, while materials
with direct band gaps only require a photon. The probability of simultaneous
phonon and photon absorption is low. The absorption coefficient of indirect
band gap materials is therefore typically much lower than direct band gap
materials.
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5.1 organic semiconductor materials
Organic materials consist of molecules with at least one carbon atom. When
the molecule has alternating single and double bonds between carbon atoms
(conjugation) the molecule becomes semiconducting. Organic semiconducting
materials are successfully employed and commercialized as organic light emitting
diodes (OLED) in TV and mobile phone displays. Organic bulk-heterojunction
solar cells recently achieved a record efficiency of 17.3% in a two-terminal tandem
structure [13].
In inorganic materials the electronic wave-functions overlap such that continu-
ous bands are formed. By contrast, in organic materials the electrons are localized
on single molecules. Charge transport instead works by charge carrier hopping.
Charge carrier mobilities of between 10−6 cm2/Vs and 10−2 cm2/Vs are normally
observed in organic materials [48–50]. This range is many orders of magnitudes
lower than the charge carrier mobility of crystalline silicon (300 cm2/Vs). The ab-
sorption coefficient of organic materials can be very high, thus enabling the ab-
sorber film to be made very thin (often around 100 nm).
5.1.1 The Bulk Heterojunction Concept
As previously discussed, organic materials usually have low dielectric constants
and as a consequence, high exciton binding energies. In contrast to inorganic
materials thermal energy at room temperature is not sufficient in organic materials
to create a free electron and hole from an exciton.
In order to dissociate excitons in organic materials a material interface is required
with an energetic offset. Excitons in the material diffuse either until the electron
and hole recombine or else until they reach an interface with a second material.
The energy offset allows either the electron or the hole to be transferred to
the other material. At this point a charge transfer (CT) exciton is created. The
CT-exciton can be dissociated more easily into free carriers. The material in
which the electron is transported is called acceptor, the material where the hole is
transported is called donor.
While an absorber thickness of around 100 nm is usually required to absorb
enough light in organic photovoltaics, exciton diffusion lengths are usually
between 1 and 10 nm [51]. Hence in a planar configuration with a donor and
acceptor of 50 nm only a small fraction of excitons would reach the donor-acceptor
interface.
A breakthrough in solving this problem was the bulk heterojunction concept
whereby the donor and acceptor materials are mixed into a blend. It is called
heterojunction since the junction where electrons and holes separate is realised
with two different materials. This interface between the two materials is present
throughout the bulk.
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Morphology: The morphology of the donor-acceptor structure needs to be opti-
mized to reach a compromise between exciton dissociation and charge transport.
If the donor-acceptor mixing is very coarse charge transport will be efficient but
excitons may recombine before reaching an interface. If the mixing is very fine,
the majority of excitons will dissociate but charge transport will be inefficient
since there may not be connected paths for electrons and holes to travel through
(percolation pathways) [52, 53].
Materials: A commonly used material combination is that of the polymer donor
and the fullerene acceptor. In chapter 9 an example of such a material system,
PCDTBT:PC70BM, is investigated.
Due to the difficulty in creating high performance polymer acceptors, all-polymer
solar cells have met with less research success. Advances have been made in recent
years however and a record power conversion efficiency of 9% has been reached
[54].
As the name suggests, in small molecule solar cells both donor and acceptor consist
of small molecules rather than polymers.
Organic solar cells are fabricated either by physical vapour deposition or by
solution processing.
5.1.2 Non-Fullerene Acceptors and Ternary Blends
For over two decades acceptors based on fullerene derivatives were used in
organic solar cell research. Fullerenes are ball-like molecules of fully conjugated
carbon atoms and denoted as C60 or C70, where the subscript denotes the number
of carbon atoms in each molecule.
Recently non-fullerene acceptors (NFA) have been developed. These new materials
exhibit great tunability in both their absorption spectra and band energy levels
[55]. NFAs absorb more light than fullerenes, thereby contributing to the device
photocurrent. To date single junction power conversion efficiencies of 15% have
been reached [56].
Traditionally it was believed that a certain energy budget was required to
dissociate excitons in organic materials. Due to this additional energy loss the
maximum achievable efficiency was predicted to be much lower in organic as
compared to inorganic photovoltaics. [57]. In NFAs however, excitons can be
separated efficiently with negligible energy level offset [55]. As a result NFA solar
cells show both higher open-circuit voltage and higher currents. The mechanism
underlying exciton dissociation in these devices is not yet well understood.
Ternary blends: Since it is difficult to design organic materials with spectrally
broad absorption, more than two materials can be mixed together to increase the
total absorption. This architecture is called a ternary blend [58].
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In contrast to perovskite solar cells the underlying physical processes in organic
solar cells are comparatively well understood. In the chapter 9 of this thesis sim-
ulation results are presented that describe the charge transport of a PCDTBT :
PC70BM solar cell during various experimental techniques. Simulation and exper-
iment match well for a single set of parameters and the drift-diffusion model ap-
pears to be capable of reproducing all of the key device physics.
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5.2 metal organic halide perovskites
The discovery of perovskite as solar cell material has triggered enormous scientific
interest. The reported power conversion efficiencies have increased from 3% in
2009 [59] to above 24% in 2019 [12]. This pace of development is unprecedented
in solar cell research. In this section the perovskite material, its properties and
perovskite solar cell architectures are discussed.
5.2.1 Perovskite Materials
A B X3 
X:   Anion, Ex.: I, Cl, Br 
B:   Cation, Ex.: Pb, Sn  
A:   Cation, Ex.: MA, FA 
Figure 5.1: Unit-cell of a perovskite structure.
Perovskite is a crystal structure with the form ABX3 as shown in Figure 5.1
where:
• A is a cation. In most cases an organic molecule is used like methylammo-
nium (MA) CH3NH+3 or formamidinium (FA) HC(NH2)
+
2 . Alternatively cae-
sium (Cs) or rubidium (Rb) can be used.
• B is a cation that is normally either lead (Pb) or tin (Sn).
• X is an anion for which iodide (I), chloride, (Cl) and/or Bromide (Br) are
used.
The materials for each site A, B and X can also be mixed to better stabilize the
crystal structure or tune material properties like the band gap.
The most commonly used perovskite material is methylammonium lead iodide
(CH3NH3PbI3, often denoted MAPI), which has a band gap of 1.5 eV [60]. When
iodine (I) is replaced with bromine (Br) the band gap is 2.2 eV. By mixing
iodine and bromine (mixed halide perovskite CH3NH3PbI3−xBrx) the band gap
can be continuously tuned between 1.5 eV and 2.2 eV [60, 61], which is highly
advantageous for designing materials for tandem devices.
MAPI perovskite is very sensitive to moisture and easily decomposes to MAI
and PbI2, a process which turns the material yellow. By mixing several cations like
methylammonium (MA), formamidinium (FA), caesium (Cs) and rubidium (Rb)
the material stability, device reproducibility, and power conversion efficiency can
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be improved [62].
To date, all high efficiency perovskites contain lead, the toxicity of which may
present a hurdle for commercialization. Consequently, attempts have been made to
replace lead with tin. Record efficiencies for tin perovskite-based devices however
remain at 9% [63]. Furthermore tin-based perovskites are very unstable due to the
formation of Sn4+ leading to strong p-doping and lower device performance [64].
While other material combinations using germanium (Ge), bismuth (Bi), antimony
(Sb) or magnesium (Mg) have been studied, efficiencies are low at below 2% [64].
5.2.2 Perovskite Fabriaction
There are several methods to create perovskite films. The majority of research
groups currently produce perovskite films from solution. Here, either one step or
two step deposition processes can be used. In one step deposition the precursors
materials are dissolved in a single solution. In the two step deposition, two sepa-
rate solutions of MAI and PbI2 are prepared and perovskite formation takes place
upon deposition. Film fabrication is achieved by one or more of the following
methods: ultrasonic spray coating, spin coating, doctor blading, printing, dipping,
and slot die coating [63].
Alternatively, films can be deposited by physical vapor deposition leading
to highly uniform films with small grains. Power conversion efficiencies up
to 20% have been reached with vapor-deposited perovskite solar cells [65].
Vapor-deposition allows complex layer structures to be created as no solvent-
orthogonality is required as is the case in solution processing. This is particularly
advantageous for fabricating two-terminal perovskite-perovskite tandems [31, 66].
The precise properties of the perovskite layer depend strongly on how the mate-
rial crystallizes, a process which, in turn, is determined by the deposition tempera-
ture, moisture, the substrate, the timing, and the chosen deposition method [67, 68].
Reproducibility of results between scientific groups is therefore highly variable.
5.2.3 Perovskite Solar Cell Architectures
Three of the commonly used structures for perovskite solar cells are shown in
Figure 5.2. The meso-structure uses a mesoporous titanium dioxide (TiO2) layer
into which the perovskite is infiltrated. It has been proposed that the porous TiO2
enhances the interfacial area between perovskite and the TiO2 electron transporter
enabling rapid electron transfer from MAPI to TiO2 [69]. Both other structures are
planar. In regular perovskite solar cells electrons are extracted to the front contact
and holes to the back contact and vise-versa in inverted perovskite solar cells.
Please note that this is the opposite of the nomenclature for organic solar cells.
Most perovskite devices are fabricated on top of glass with a transparent con-
ducting oxide (TCO). The low processing temperatures also allow for deposition
























Figure 5.2: Different solar cell architectures employing perovskite.
on plastic foils enabling flexible solar cells [63].
The perovskite absorber is sandwiched between an electron transport material
(ETM) and a hole transport material (HTM). Both p-i-n and n-i-p configurations
have been fabricated. Gold (Au) or silver (Ag) are commonly employed for the
top electrode material.
Contact materials: Charge injection and device performance as well as the char-
acter of the frequently-observed IV curve hysteresis are all strongly influenced by
the choice and quality of the contact layers [70–72]. The following materials have
been used as contact layers [63]:
• Electron transport materials: TiO2, ZnO, SnO2, C60, PCBM, IDIC, BCP
• Hole transport materials: spiro-OMeTAD, P3HT, PEDOT:PSS, PCBTDPP, PD-
CBT, PTAA, TaTm, CuSCN
Many contact materials employed in perovskite solar cells, such as PCBM or
P3HT, were originally developed for use in organic solar cells. Ideally the energy
levels of the contact material should be well-aligned with the appropriate band
energy of the perovskite. Furthermore, the perovskite-contact interfaces must be
well-passivated in order to minimise interface recombination. It has been observed
by several groups that fullerenes (PCBM or C60) passivate the perovskite leading
to increased device efficiencies and a reduction in IV hysteresis [73–76].
5.2.4 Perovskite Properties
Perovskites have many properties suitable for producing efficient photovoltaics
such as low exciton binding energies, low bulk recombination coefficients and
high carrier mobilities relative to organic materials. There are however a number
of disadvantageous properties related to the soft nature of the material such as
the presence of mobile ions and the tendency toward halide segregation. In this
section, the key material properties are reviewed.
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High absorption: Most organometallic halide perovskites have a comparatively
high absorption coefficient of around 105 cm−1 with a strong absorption onset [77]
enabling maximum absorption to be achieved with thin layers of around 500 nm.
Low recombination: Density functional theory (DFT) calculations predict that
perovskites are exceptionally defect tolerant. Most defects (such as vacancies) do
not create states within the band gap and therefore do not create recombination
centres [78]. The point defects that do exist with deep levels within the band gap
are those with high formation energies [79]. Experimentally, low recombination
rates and a very high photoluminescence (PL) efficiency are observed [80] leading
to high open-circuit voltages.
High charge carrier mobilities: In MAPI charge carrier mobilities between
2 cm2/Vs and 1000 cm2/Vs have been measured in single crystals [81]. In multi-
crystalline MAPI perovskites mobilities between 0.1 cm2/Vs and 20 cm2/Vs have
been reported [81]. The large spread of reported values stems from sample
variability in addition to different interpretations of the experimental results.
The estimated mobilities are, however, high enough to facilitate efficient charge
transport within a 500 nm thick layer. Furthermore, the electron and hole mo-
bilities appear to be balanced [82]. This is advantageous for avoiding charge
accumulation, a process detrimental to efficient extraction.
Low exciton binding energy: Several studies have reported exciton binding
energies well below 50 meV [80, 83, 84] suggesting that excitons in perovskites
readily dissociate to free charge carriers under thermal excitation at room temper-
ature.
Reversible photo-induced trap formation: In mixed halide perovskites it has
been postulated that traps are dynamically created upon light excitation [85].
Ferroelectric domains: Ferroelectric domains have been measured by piezore-
sponse force microscopy (PFM). The influence on the device performances remains
unclear however [86].
IV curve hysteresis: In many perovskite devices a hysteresis is observed
between the forward and reverse current-voltage (IV) scans [35, 87]. This IV
curve hysteresis can be problematic for the correct determination of the power
conversion efficiency. Maximum power point (MPP) tracking over several minutes
to obtain a stabilized value therefore represents a better method to obtain an
accurate power conversion efficiency [88].
While the exact origin of the IV curve hysteresis has remained a topic of debate, it
is now widely accepted that mobile ions are the principle cause [89–94].
Mobile ionic defects: Metal organic halide perovskites are soft ionic materials
with a high density of defects [90, 95]. First principle calculations have predicted
that iodine vacancies have relatively low activation energies, enabling them to
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move inside the crystal [96, 97]. Measurements by glow discharge optical emission
spectroscopy (GD-OES) provided direct experimental evidence of mobile iodine
[93]. It has been shown that mobile ions can cause an IV curve hysteresis [89, 98–
100]. These findings are further confirmed in this thesis.
Various activation energies for ion migration have been published reaching for io-
dine vacancies from 0.08 eV to 0.58 eV and for MA vacancies from 0.46 eV to 1.12 eV
[92].
The migration of extrinsic ions from the contact layers has also been shown
[101]. Mobile ions from the perovskite layer may also migrate into the contact
layers. Furthermore, ions may migrate preferably along the grain boundaries [102].
The slow transient optoelectronic behaviour of perovskite solar cells is likely to be
related to the migration of ionic defects [87, 103–107]. For example it has recently
been shown the high capacitance under illumination at low frequency [108] can be
explained by ion migration [91, 109].
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E X P E R I M E N TA L S E T U P
All experiments presented in this thesis were performed with the all-in-one
measurement system Paios 4.1 [110] that was originally developed by the author
and further extended within this thesis. An image of the system is shown in
Figure 6.1.
Figure 6.1: Paios: platform for all-in-one characterization of solar cells.
Paios is a measurement system that performs steady-state, transient and fre-
quency domain measurements. A predefined measurement protocol is performed
sequentially leading to highly systematic measurement results. The following is a
list of the principle experimental techniques available with Paios:
• Current-voltage scans (see subsection 9.4.1)
• Transient photocurrent (see subsection 9.4.9)
• Transient photovoltage (see subsection 9.4.6)
• Charge extraction with linearly increasing voltage (see subsection 9.4.3)
• Charge extraction (see subsection 9.4.11)
• Deep level transient spectroscopy (see subsection 9.4.8)
• Impedance spectroscopy (see subsection 9.4.12)
• Intensity-modulated photocurrent spectroscopy (see subsection 9.4.15)
• Intensity-modulated photovoltage spectroscopy (see subsection 9.4.16)
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Users can define their own measurement protocols to design new experiments
based on analytical formulas. For most techniques sophisticated post-processing
tools are also available in the software interface of Paios, called Characterization
Suite.
Figure 6.2: Schematic of the measurement setup layout of Paios.
Inside Paios two function generators control the voltage signal applied to the
device and the LED light source as shown in Figure 6.2. A white LED is used
with a rise-time of approximately 100 ns. The current and voltage of the solar cell
device are measured with a digitizer.
Current measurements: The current of the solar cell is measured either by
the voltage drop over the resistor or by the transimpedance amplifier. The
transimpedance amplifier has different gains and is employed to measure small
currents. Paios switches automatically between gains of the transimpedance
amplifier and the measurement resistor Rm1.
Photovoltage measurements: For transient photovoltage (OCVD, TPV) and
intensity-modulated photovoltage spectroscopy (IMVS) measurements the open-
circuit voltage of a solar cell is measured under illumination. Here, the TPV
switch is opened and the voltage is measured over a 1 MΩ resistor. For all other
measurements the TPV switch is closed.
Calibration: In order to ensure high measurement precision Paios is calibrated
with an automatic algorithm measuring different high precision resistors. For each
measurement gain two resistors are measured over a frequency range of 10 MHz
to 1 Hz. From this data a frequency-dependent correction function is calculated
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for each measurement gain.
Flex-Res: Transient signals can be measured with a very high time resolution – a
feature named flex res. In Figure 6.3 the current response to a voltage pulse applied
to a perovskite solar cell is shown with and without Flex-Res. The left graph shows
the entire current response to the 1 second voltage pulse. The Flex-Res data (red
line) has lower noise because many points are averaged. Due to the long signal
length the sampling rate is very low without Flex-Res (black curve, ∆t ≈ 12 ms).
With Flex-Res the fast RC-peak at the beginning can still be resolved nicely. Paios
can resolve 8 orders of magnitude in time in a single measurement. This feature
is well illustrated in Figure 6.3b where the current data has been plotted on a
logarithmic time axis. Without Flex-Res only three orders of magnitude can be
resolved.



































b Traditional Measurement Setup
Measurement with Paios (Flex-Res)
Figure 6.3: Voltage step response of a perovskite solar cell measured with Flex-Res and
compared with a traditional measurement setup. The same data-set is shown
in linear time-scale (a) and logarithmic time-scale (b).
Simulation: A numerical drift-diffusion simulation is seamlessly integrated in
the Paios software. Simulations can be defined and started directly in the software
interface of Paios and the simulation results can be directly compared with the mea-
surement results. Optimization of the simulation parameters to match simulation
with measurement results can also be directly performed in the Paios software. Fit-
ting algorithms, the details of which are explained in section 8.2 Fitting procedure
and parameter correlation, have been extensively used in this thesis. The details of
the simulation model are explained in the chapter 7 physical model.
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P H Y S I C A L M O D E L
The physical model used in this thesis is implemented in the numerical simulation
software Setfos 4.6 [111]. The model solves the charge carrier drift-diffusion
equations on a one-dimensional grid. It incorporates Langevin recombination,
trapping and de-trapping, Shockley-Read-Hall (SRH) recombination, mobile ions
and doping. Transport levels for electrons and holes as well as trap levels were
chosen discrete in this thesis. Charge carrier densities are fixed at the contacts and
calculated according to Boltzmann statistics using the energetic offset between
HOMO or LUMO level and the metal workfunction. Both series and parallel
resistances are also included in the simulation. Light absorption is calculated by a
transfer matrix method [112, 113].
This 1D-model can only describe devices that are spatially homogeneous in the
second and third dimensions, which is a reasonable assumption for thinfilm
devices with a high width-to-thickness aspect ratio.
This device model has been validated with both organic solar cells
[114, 115, 34, 116, 113] and perovskite solar cells [36].
This section introduces the equations of the drift-diffusion model, while the
parameters and variables are described in the next section (7.2 Physical Quantities).
7.1 the charge carrier drift-diffusion equations
7.1.1 Electronic Drift-Diffusion
The continuity equations for electrons and holes govern the change in charge car-









(x, t)− Rte(x, t)− R (x, t) + Gopt · g(x) (7.1)
∂nh
∂t




(x, t)− Rth(x, t)− R (x, t) + Gopt · g(x) (7.2)
For the calculation of the charge generation profile g(x) Setfos uses the measured
illumination spectrum, the complex refractive indices of the materials and the
thickness of each layer in the cell stack.
Radiative recombination is described by
R (x, t) = β · ne(x, t) · nh(x, t) (7.3)
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In case of Langevin recombination β is defined as




The currents of electrons and holes consist of drift in the electric field and diffu-
sion due to the charge carrier density gradients.









The continuity equations for anions and cations govern the change in ion density
due to ionic current flow. In the model ions don’t interact with eachother and can-

















Ionic charge transport is described by drift-diffusion.








7.1.3 Total Current, Poisson and Device Voltage
The total current is the sum of electron current je, hole current jh, anion current
ja, cation current jc, displacement current and the current through the parallel
resistance. This total current j is constant in x at any time.
j (x, t) =je (x, t) + jh (x, t) + ja (x, t) + jc (x, t) +
∂E
∂t
(x, t) · ε + Vdev(t)
Rp
(7.11)
Poisson’s equation relates the electric field with the charges inside the layer.
∂E
∂x
(x, t) = −q
ε
·[nh(x, t)− ne(x, t) + nc(x, t)−
na(x, t)− nt(x, t)− nn−doping + np−doping]
(7.12)
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The voltage at the device without the series resistance is named device voltage
Vdev in our model. It is defined by the integral of the electric field E over position
x plus the built-in voltage Vbi. It is the applied voltage Vapplied minus the voltage




E(x, t) · dx + Vbi = Vapplied(t)− RS · j(t) · S (7.13)




E (x, t) · dx (7.14)
7.1.4 The Built-In Voltage
The built-in voltage is defined as the difference in workfunctions of the electrodes.

















· kB · T (7.17)
7.1.5 Boundary Conditions
The electron density at the anode and the hole density at the cathode are set to
fixed values ne0 and nh0 to form the charge carrier boundary conditions
nh (0, t) = nh0 (7.18)









ne (d, t) = ne0 (7.20)









As ions shall not leave the perovskite layer the ionic current is set to zero at the
HTM-MAPI interface (position d1) and at the MAPI-ETM interface (position d2).
ja (d1, t) = 0 jc (d1, t) = 0 (7.22)
ja (d2, t) = 0 jc (d2, t) = 0 (7.23)
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The total ion density is the integral over the perovskite layer. The total ion den-














nc(x, t) · dx (7.25)
7.1.6 Trapping
Trapping and de-trapping of electron traps is described by the electron trap rate
equation. The electron trap can either exchange electrons with the LUMO level at
the rate Rte or exchange holes with the HOMO level at the rate Rth.
∂nt
∂t
= Rte − Rth (7.26)
Free electrons in the LUMO can be captured by traps. Trapped electrons can be
thermally activated into the LUMO.






Trapped electrons can recombine with free holes. An empty trap can capture an
electron from the HOMO level by thermal activation (leaving behind a hole).





· (Nt − nt) (7.28)
The three equations above describe SRH-recombination in a two-step process.
Free electrons are captured in the trap and subsequently recombine with a free
hole. Alternatively, an electron can be thermally activated from the HOMO to the
trap level and from the trap level to the LUMO. The latter two routes occur with
lower probability.
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7.2 physical quantities
Table 7.1 lists all parameters and all other quantities occurring in the equations of
the previous section.
Symbol Parameter Unit
ne Electron density cm−3
nh Hole density cm−3
nc Cation density cm−3
na Anion density cm−3
nt Density of trapped electrons cm−3
je Electron current mA/cm2
jh Hole current mA/cm2
jc Cation current mA/cm2
ja Anion current mA/cm2
j Total current mA/cm2
E Electric field V/m
ϕ Electric potential V
R Recombination rate s−1cm−3
Rte Electron trap – electron exchange rate s−1cm−3
Rth Electron trap – hole exchange rate s−1cm−3
g(x) Charge generation profile s−1cm−3
x Dimension in layer direction nm
t Time s
d Full simulation domain width nm
d1 Position of the interface HTM-MAPI nm
d2 Position of the interface MAPI-ETM nm
S Device area cm2
µe Electron mobility cm2/Vs
µh Hole mobility cm2/Vs
µc Cation mobility cm2/Vs
µa Anion mobility cm2/Vs
β Recombination coefficient cm3/s
η Langevin recombination efficiency 1
Vdev Voltage at the device without series resistance. V
Vapplied Voltage at the device with series resistance V
Vbi Built-in voltage V
table continues on the next page
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Symbol Parameter Unit
RS Series resistance Ω
RP Parallel resistance Ω
ΦA Workfunction of the anode eV
ΦC Workfunction of the cathode eV
EHOMO Energy of highest occupied molecular orbital eV
ELUMO Energy of lowest unoccupied molecular orbital eV
Et Trap energy eV
ne0 Electron density at the right electrode (x=d) as
boundary condition of the simulation.
cm−3
nh0 Hole density at the left electrode (x=0) as bound-
ary condition of the simulation.
cm−3
N0 Effective density of states cm−3
Nt Trap density cm−3
Nc Total cation density cm−3
Na Total anion density cm−3
ce Capture rate for electrons cm3/s
ch Capture rate for holes cm3/s
Gopt Photon-to-charge conversion efficiency
This factor accounts for non-dissociated excitons.
1
ε Electrical permittivity (ε = ε0 · εr) F/m
q Unit charge C
kB Boltzmann constant J/K
T Temperature K




In this section the effects of the series resistance, parallel resistance and the
geometric capacitance are explained.
Solar cells for the purposes of research typically have an active area of less
than 0.1 cm2. The transparent conducting oxide (TCO) is coated on the glass
sample such that it can be contacted with a probe. Since the TCO is usually thin
(∼ 100 nm) it has a significant series resistance RS. Together with the geometric
capacitance Cgeom an RC-circuit is formed with a time constant τ = RS · Cgeom.
While using small-area solar cells helps to minimise the RC time constant,
capacitive currents can not be completely avoided. In transient and frequency
domain measurements the RC-effects are included within the measurement. Fea-
tures in the current caused by semiconductor device physics cannot be resolved if
they are faster than the RC-effects. It is therefore important to quantify RC-effects
in these measurements.
A shunt in the solar cell leads to an additional current that flows in parallel to
the regular device current. It can be modeled adding a parallel resistance RP. This
is a simplification as shunts are often non-Ohmic in reality [117].
Figure 7.1 is a schematic showing the series resistance RS, parallel resistance RP,
and device under test (DUT). The DUT contains the geometric capacitance Cgeom.
Figure 7.1: Equivalent circuit model for a device with series resistance RS and parallel
resistance RP.
7.3.1 RC Effects in Steady-State Measurements
RC-effects do not play a role in steady-state measurements. The series resistance
RS does however lead to an additional voltage drop and the parallel resistance RP
leads to an additional current. If both resistances are known, the current-voltage
characteristics can be corrected according to Equation 7.29 and Equation 7.30.
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Vcorr = Vdev = Vapplied − RS · Idev (7.29)




Figure 7.2 shows an example IV-curve that has been corrected for the series
resistance. The effective voltage at the device terminals is smaller due to the voltage
drop over RS. In this example Rp is 1 GΩ and has no effect.























Solar Cell Dark-IV  (corrected for Rs and Rp)
Figure 7.2: Example of an organic solar cell with and without voltage currection with RS.
7.3.2 RC Effects in Transient Measurements




























RC-Calculation from Applied Voltage
Figure 7.3: CELIV measurement with corresponding RC-current calculated from the ap-
plied voltage, the geometric capacitance and the series resistance.
To estimate the RC-effects in a particular transient measurement the pure RC-
current can be calculated assuming the device is a parallel plate capacitor Cgeom.
The RC-current IRC is calculated using the applied voltage Vapplied. Here the total
series resistance of the full electric circuit needs to be used for the calculation. The
total series resistance Rtot is calculated according to Equation 7.31 and consists
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of the series resistance of the device RS, the internal resistance of the function
generator Ri and the measurement resistor Rm.
Rtot = RS + Ri + Rm ≈ RS + 70 Ω (7.31)
The RC-current is calculated using Rtot by solving Equation 7.32
IRC = Cgeom ·
d
dt
(Vapplied − Rtot · Idev) +
1
Rp
· (Vapp − Rtot · Idev) (7.32)
An example RC-current calculated with this formula is shown in Figure 7.3. It
shows the current of a CELIV experiment in which the voltage is linearly changing
(see subsection 9.4.3 for more information on CELIV). Between 0 and 20 µs charge
carriers are extracted from the solar cell. After 25 µs only the displacement current
due to the geometric capacitance is observed. The device current reaches the level
of the calculated RC-current. This RC-calculation helps with the interpretation of
experimental results.
7.3.3 RC Effects in Impedance Measurements
For the interpretation of impedance measurements it is advantegeous to plot the
impedance of the pure RC-elements together with the measurement data. The
impedance of the RC-element ZRC = RS + (Cgeom||RP) is calculated by evaluating
Equation 7.33.
ZRC( f ) = RS +
Rp
1 + j · 2π f · Cgeom · Rp
(7.33)
Please note that ZRC is complex and frequency-dependent. An example is shown
in Figure 7.4. The capacitance C is calculated from the impedance Z by C =
1/ω · Imag(1/Z). Here it is evident that the impedance above 200 kHz is domi-
nated by RC-effects. Showing impedance measurement data together with the RC
impedance helps with their interpretation.





















Figure 7.4: Capacitance measurement with corresponding RC-effects.
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N U M E R I C A L M E T H O D S
8.1 calculation methods
The equations described in chapter 7 physical model are solved on a one-
dimensional grid either in steady-state, in the transient or frequency domain.
The charge carrier densities are discretized with logarithmic elements (Schar-
fetter–Gummel distretization [118]). Dirichlet boundary conditions are used to
fix the charge carrier densities at the spatial domain boundaries. The equations
are solved either with a Gummel [119] approach or using a Newton solver. For
transient simulation implicit time steps are implemented. Further details can be
found in references [120, 121, 113].
8.1.1 Calculating frequency domain data from step-response
In linear systems there is a fundamental relation between the step-response in
the time-domain and the transfer function in the frequency-domain: The Fourier
transform of the time-derivative of the step-response signal is equal to the system
response in the frequency domain. This relation can be exploited to calculate
impedance spectroscopy data from the results of a transient numerical solver [122].
This approach is applied in this thesis to calculate the impedance spectroscopy
results presented in chapter 11. The simulation software Setfos 4.6 [111] can per-
form small signal analysis to simulate impedance spectroscopy. In contrast to the
transient solver, at the time of writing, the solver for small signal analysis cannot
yet handle mobile ions. The calculation of impedance spectroscopy data from
the results of the transient solver therefore presents a viable and robust alternative.
First, the step response of the system is calculated. At t = 0 the applied voltage
jumps from Vo f f set to Vo f f set + ∆V. The chosen voltage step ∆V needs to be small
enough such that the system behaves linearly. If the voltage step is too small,
however, numerical problems arise. For the calculations presented in this thesis
a value of between 1 mV and 10 mV was chosen for ∆V. The current jSR(t) is
calculated by the transient solver using logarithmic, implicit time-steps.

















jSR(t) · cos(ω · t) · dt (8.2)
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where ω is the angular frequency (2 · π · f ), N is the number of periods (this
must be a natural number) and ∆j is the current step (∆j = jSR(∞)− jSR(t < 0)).
For each time step of the numerical solution of the transient current jSR[k] the
integrals of Equation 8.1 and 8.2 are solved analytically assuming a constant cur-
rent during the time step. The admittance Y is calculated from the current jSR[k]



















jSR[k] · (sin(t[k + 1] ·ω)− sin(t[k] ·ω)) (8.4)
where jSR[k] is the current array and t[k] is the time array.
To increase numerical precision the step-response without series resistance can
first be calculated and series resistance is then added in postprocessing. In this
case the geometric capacitance C0 needs to be added to the impedance after the
calculation [122]. The capacitance C0 can be calculated using the current spike after
the first time step according to Equation 8.5.
C0 =
(jSR[1]− jSR[0]) · (t[1]− t[0])
∆V
(8.5)
To validate the step-response method the impedance spectrum of an organic
solar cell was simulated using the small signal analysis and compared to the
calculation with the step response. The result is shown in Figure 8.1. The example
solar cell has trapping activated resulting in two distinct features in the step
response as shown in Figure 8.1a. Initially RC charging is observed, after which
traps are filled. Figure 8.1b and c show the capacitance and the conductance
calculated from the step response and compared with the solution from the
small signal analysis. Both simulations are congruent, validating the presented
approach. The trapping feature in the step response current (t ∼ 10−3 s) translates
into features in the capacitance and conductance at f ∼ 103 Hz.
Both intensity-modulated photocurrent and photovoltage spectroscopy (IMPS
and IMVS) can also be calculated using a similar step-response approach. Instead
of a voltage step a step in light intensity is applied.
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c Small signal analysis
Step-response approach
Figure 8.1: Example of an impedance calculation with the step-response approach for
an organic solar cell. a) Transient current in response to a voltage step. b)
Capacitance-frequency plot from small signal analysis and calculated by the
step-response approach. c) Conductance-frequency plot.
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8.2 fitting procedure and parameter correlation
The parameter extraction presented in this thesis is performed by fitting simulation
results to experimental data. Two different fitting algorithms were implemented:
a gradient-based approach (Levenberg-Marquardt) and a stochastic method
(simulated annealing).
In both cases a minimization function fi is defined as the difference between the
simulated values si and the measured values mi as
fi = wi · (si −mi) (8.6)
where wi are the weights for each point. The convergence of the fitting algo-
rithm depends critically on the choice of measurement values mi. These measure-
ment values are the targets for the simulation. We define several current-targets for
different voltages on the JV-curve, current-targets at different times in transient ex-
periments, and amplitude and phase targets for each frequency point in impedance
spectroscopy. Furthermore, we add additional targets such as the open-circuit volt-
age in the JV-curve and the current-peak time in photo-CELIV. The weights wi are
chosen to set priorities for the fitting algorithm.
8.2.1 Simulated Annealing
In simulated annealing parameters are varied randomly. Starting with an initial set
of parameters the algorithm jumps to a new set of parameters. The jump direction
is random and the step-size is reduced during the optimization process. If the sum
of fi is reduced with the new parameter set then the new parameter set becomes
the new base set.
Simulated Annealing is advantageous for global parameter optimization. It is
less prone to convergence to local minima compared to gradient methods and the
method is robust: even if a given simulation fails to converge, the optimization can
continue.
8.2.2 Levenberg-Marquardt
Levenberg-Marquardt is a nonlinear least square algorithm [123, 124]. The full
derivative of the target function fi over each fit-parameter is calculated in each
optimization step. The algorithm moves in the descending direction and evaluates
the function with its derivative again.
The advantage of this method is good convergence provided that the initial set
of parameters is not far from the final solution. The disadvantage is that it can
converge to local minima rather than the global minimum.
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where p are the simulation parameters to be optimized. The calculation of
the Jacobian matrix is the computationally expensive step during the optimization.
The parameter set h for the next step in the optimization is calculated by solving
(
JT · J + µ · I
)
· h = −JT · f (8.8)
where µ is a damping parameter and I is the identity matrix [123, 124]. This
procedure is repeated until the system has converged.
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8.2.3 Parameter correlation
A correlation matrix can be used to judge the quality of a fit. The correlation matrix
shows the linear correlation for all parameter combinations. It is normalized such
that 1.0 means full positive correlation and −1.0 means full negative correlation.
In case of full positive correlation increasing parameter 1 has the exact same
influence as increasing parameter 2. The closer the value is to zero, the more
independent are the parameters and the more unique the solution. A example
correlation matrix is shown in section 9.6.4 Parameter correlation.
The correlation matrix M is calculated using the Jacobian matrix J from the
previous section according to




where C is the covariance matrix. A more detailed explanation about the calcu-
lation of the correlation matrix can be found in the author’s previous publication
[34].
The correlation matrix is calculated by linearizing a system at a particular
working point (a set of simulation parameters). It is therefore only a local property
of the system somewhere in the N-dimensional parameter space. At a different
working point, the matrix might be different.
If there is strong correlation, as is the case in Figure 9.26, the extracted parame-
ters are most probably inaccurate. The opposite is however not true; a low param-
eter correlation, as shown in Figure 9.25, is an indication for a good quality fit, but
not a proof. While this indicates that a stable local minimum has been found, no
conclusions about a global minimum can be made.
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O P T O - E L E C T R O N I C C H A R A C T E R I Z AT I O N O F
T H I R D - G E N E R AT I O N S O L A R C E L L S
This chapter is based on the author’s publication Opto-electronic characterization of
third-generation solar cells [125].
9.1 abstract
We present an overview of opto-electronic characterization techniques for solar
cells including light-induced charge extraction by linearly increasing voltage,
impedance spectroscopy, transient photovoltage, charge extraction and more.
Guidelines for the interpretation of experimental results are derived based
on charge drift-diffusion simulations of solar cells with common performance
limitations. It is investigated how nonidealities like charge injection barriers, traps
and low mobilities among others manifest themselves in each of the studied cell
characterization techniques. Moreover, comprehensive parameter extraction for
an organic bulk-heterojunction solar cell comprising PCDTBT:PC70BM is demon-
strated. The simulations reproduce measured results of 9 different experimental
techniques. Parameter correlation is minimized due to the combination of various
techniques. Thereby a route to comprehensive and accurate parameter extraction
is identified.
9.2 introduction
The past decade witnessed an impressive development in power conversion
efficiencies of novel thin film solar cells based on organic materials, quantum
dots, hybrid and perovskite materials. All these new concepts are denoted by the
term third generation photovoltaics and have in common that the variety of possible
materials and device structures is very large. Accurate characterization is therefore
crucial for material screening and device optimization.
Developing a physical understanding of mechanisms governing the operation
of third generation solar cells is much more demanding than for silicon solar cells.
Crystalline silicon solar cells are doped and thicker than 100 µm. Both factors
combined lead to the screening of the electric field such that the largest part of the
device is field-free. Therefore, charge transport is governed by diffusion of minor-
ity carriers within the doped region. Consequently, the minority carrier lifetime
and diffusion length characterize the quality of crystalline silicon [126–128, 25].
In contrast to crystalline silicon, photogeneration and transport of charges in
third generation solar cells are more difficult to understand and requires more
complex characterization techniques. Organic solar cells, for example, are between
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50 and 300 nm thick and comprise of p-i-n structure (A bulk-heterojunction solar
cell can be considered as p-i-n type as the bulk is usually undoped). Electrodes
with different workfunctions and doped injection layers create a built-in potential
that drops inside the intrinsic region. Charge transport is facilitated by drift in
this built-in electric field. Inside the intrinsic region the electron and hole densities
vary spatially – there are no clear minority carriers like in the bulk of crystalline sil-
icon. Quantifying a diffusion length in a p-i-n structured solar cell is therefore not
meaningful. Characterizing and quantifying charge transport in p-i-n structures
requires measuring the electron and hole mobilities, the recombination coefficient,
the built-in potential, charge injection barriers and further parameters associated
with charge trapping. It is, however, very difficult to assess these parameters indi-
vidually, as they are highly entangled in a solar cell device.
Furthermore, material parameters often depend on the processing, the solvents,
thermal treatment and the substrate [52]. Material parameters can even depend on
the batch [129, 130]. Metal workfunctions measured by photoelectron spectroscopy
might be subject to change when an organic material is deposited on top, due
to chemical reactions at the interface [131]. Individual characterization of the
”ingredients” of a solar cell is therefore not feasible and comprehensive device
characterization is mandatory. There are numerous experimental techniques
available to study electrical material and device parameters of solar cells. In this
review we aim to give an overview of some of the most prominent experimental
techniques. We use numerical simulation to explain and quantify the effects that
are observed in each of these measurements.
To obtain quantitative solar cell and material parameters the combination of
several experimental techniques with numerical simulation is required [34]. The
numerical simulation is fitted to the experimental results. In the last section of
this review we present measurement and simulation data for an organic solar cell
comprising PCDTBT:PC70BM as the active layer (see section 9.6 Comprehensive
parameter extraction with numerical simulation). We reproduce 9 experimental
techniques with one set of parameters.
We aim to provide a guide for the interpretation of experimental results. These
experiments help to gain qualitative understanding of the underlying physical pro-
cesses. While in the following we focus on organic solar cells, the characterization
techniques discussed here are not restricted to them but can also be applied to
other devices as quantum dots or perovskite solar cells.
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9.3 case study
In order to explain the various effects to be observed in the different experimental
techniques we first define 11 cases of solar cells each corresponding to a specific
loss mechanism. We first define a base case from which all other cases are derived.
The base case is an organic bulk-heterojunction solar cell as depicted in Figure 9.1
with a realistic set of parameters similar to the PCDTBT:PC70BM device investi-
gated in the last section. All the cases are defined and described in Table 9.1.
LUMO acceptor -3.8 eV




















a) Structure b) Parameters
Figure 9.1: a) Device structure of the base case used in this study. LUMO and HOMO stand
for lowest unoccupied and highest occupied molecular orbitals, respectively. b)
Simulation parameters of the base case. Full simulation parameters of all cases
are listed in the supplemental information of reference [125].
Case Description
Base This is the standard single-layer device without
charge traps or doping. It is 150 nm thick and has
Ohmic contacts with low barriers on both sides.
All other devices are derived from this base de-
vice.
Extraction barrier This device features an extraction barrier for elec-
trons. Such a barrier can occur if an oxide layer
forms at the electrode. It is modelled by an addi-
tional 3 nm thin layer between active material and
electron contact with 0.35 eV energy offset. Such
oxide formation has for example been shown in
P3HT:PCBM solar cells comprising an aluminium
electrode [130, 116, 132].
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Case Description
Non-aligned contact This device has an injection barrier for electrons
of 0.45 eV. This is the case if the workfunction of
the metal is too high to match the LUMO level of
the active material [133].
Low mobility The active material has a mobility that is only
10% of the mobility of the base device. Both elec-
tron and hole mobilities are reduced, such that
the ratio µe/µh remains as in the base device.
Low mobilities can for example occur due to a
unfavourable donor/acceptor morphology in or-
ganic solar cells [52].
High Langevin recombination The active material has a Langevin recombination
efficiency that is 10 times larger than for the base
device. The Langevin recombination efficiency de-
pends on the material and on the morphology of
bulk-heterojunction solar cells [52]. Phase segre-
gation for example can lead to a lower recombi-
nation pre-factor [39]. Langevin recombination is
described in section 4.5 Recombination and Open-
Circuit Voltage.
Shallow traps The active material has an electron trap density
of 3 · 1017 cm−3 with a trap-depth of 0.3 eV. In or-
ganic solar cells the trap density can depend on
material purity [134].
Deep traps The active material has the same trap density of
3 · 1017 cm−3 like shallow traps but with a depth of
0.8 eV. This trap is located in the middle of the
band-gap and leads to enhanced Shockley-Read-
Hall (SRH) recombination [135].
Low shunt resistance This device has an Ohmic shunt resistance of
50 kΩ (2.25 kΩcm2). Shunt resistances can occur
due to non-uniformity of the film, particle con-
taminations, spikes of the ITO leading to short-
circuits, pinholes or others [136]. Shunt resis-
tances can also be non-Ohmic and show SCLC
behaviour [117]. For simplicity Ohmic shunting
is used here.
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Case Description
High series resistance The device has an ohmic series resistance of
350 Ω (15.7 Ωcm2). A high series resistance can
be caused by the low lateral conductivity of the
transparent electrode [137].
High bulk doping density The bulk of the device is n-doped with 1 ·
1017 cm−3. Unintentional doping can occur due
to impurities that ionize. Very deep traps can
have the same effect. Photo-oxidation of single
molecules during degradation can also lead to
doping [138].
Low charge generation In this device the photon-to-charge conversion ef-
ficiency is reduced to 1/3. The physical origin
can be reduced light absorption or hindered ex-
citon dissociation. The latter can be the case if
the phase-mixing is too coarse in an organic bulk-
heterojunction solar cell [52, 53].
Table 9.1: Definition of 11 cases of solar cells. Each case is a set of parameters describing
a solar cell with a particular loss mechanism like charge trapping, doping or
a shunt resistance. These cases are later used in the simulation of the various
experimental techniques.
Each case describes a solar cell with a particular performance reduction. The
cases are then compared with the base case. These cases correspond to sets of
parameters of the drift-diffusion model that are used for the simulation of the
various experimental techniques. Another common performance limitation is an
imbalance in electron and hole mobilities. The slower charge carrier type accumu-
lates leading to space-charge and screens the electric field. We show simulations
of this additional case in Figure 9.23 in the section 9.5 Imbalanced electron/hole
mobilities.
9.3.1 Simulation model
The simulation model used for this study is explained in detail in chapter 7 phys-
ical model. In this study mobile ions were deactivated in the simulation model.
We have validated this device model with organic solar cells [34, 116, 113] and
perovskite solar cells [36] in the past. The same device model is used in the last
section of this review to describe several measurements of a PCDTBT:PC70BM bulk-
heterojunction solar cell to extract relevant electrical device and material parame-
ters.
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9.3.2 Current-voltage characteristics of all cases
First of all, we simulate current-voltage (JV) curves under illumination using
the cases defined in Table 9.1. Figure 9.2 shows the simulation results of all
cases in comparison to the base case. In Figure 9.2f the fill-factor of all cases is
compared. Bartesaghi et. al. showed that the fill-factor in organic solar cells is
mainly determined by the ratio of charge extraction versus charge recombination
[139].
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Figure 9.2: JV-curve simulations for all cases defined in Table 9.1. f) The bar-plot shows the
fill-factor of all simulated cases. All the described cases impact the fill-factor. It
is difficult to identify a specific physical effect if a JV-curve has a low fill-factor.
An additional case with imbalanced mobilities is shown in Figure 9.23 in the
section 9.5 Imbalanced electron/hole mobilities.
The case extraction barrier shows a pronounced S-shaped JV-curve. S-shapes are
often associated with interface effects [130, 133, 140], which is confirmed here.
A non-aligned contact leads to a lower built-in and open-circuit voltage. The
JV-curve is therefore shifted to the left.
The open-circuit voltage increases in the case low mobilities. With Langevin re-
combination a lower mobility leads to less recombination and thereby to an in-
crease in open-circuit voltage. The charge transport, however, is less efficient lead-
ing to a low fill-factor. In the case high Langevin rec. the open-circuit voltage and the
fill-factor are reduced. A very similar effect occurs in the case deep traps. The traps
are located in the middle of the band-gap leading to efficient SRH-recombination
[135]. In contrast to the case high Langevin rec. the short-circuit current density is
also reduced. Shallow traps have no impact on the steady-state short-circuit current
in our model, but reduce the fill-factor. Shallow traps lead to a decrease of the
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effective charge carrier mobility due to capture and release events. If charges are
slower their density increases and so does the recombination.
The shunt resistance in this example has only a minor effect on the JV-curve. The
fill-factor is slightly reduced since some of the current goes through the parallel
resistance instead of the external circuit. A change in series resistance leads to a
change in the current slope in forward direction and to a lower fill-factor. A high
series resistance is detrimental to device performance since current-flow leads to
a voltage-drop over the resistance. The open-circuit voltage is unaffected by the
series resistance because the current is zero at this point.
Charge carrier doping can be very detrimental to the efficiency of solar cells as
shown by Dibb et. al. [45]. Doping introduces extra charge inside the bulk that
screens the electric field. This hinders charge extraction and leads to a reduction
in photocurrent. This is observed in the case high doping density. The effect is
more prominent for thicker devices [130, 45]. In the case low charge generation the
short-circuit current is decreased as expected and the fill-factor is increased. The
forward injection current is unchanged in our example.
We note that several of the investigated cases lead to a similar modification of the
JV-curve compared to the base case, as shown in Figure 9.2. Therefore, by measur-
ing JV-curves only it is hardly possible to identify which non-ideal case is present.
In real measurements different effects often occur combined, which renders it even
harder to distinguish between them by a single JV-curve. Still, in literature conclu-
sions on charge transport are often drawn by looking at illuminated JV-curves only
[113, 141–144]. This can be prone to errors. Performing further measurement tech-
niques in the steady-state, transient and frequency domain gives more insight into
charge transport physics as will be presented in the next sections.
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9.4 characterization techniques
9.4.1 Dark current-voltage characteristics
Information about the recombination type (so-called ideality) and the shunt resis-
tance can be obtained from current-voltage (JV) curves measured in the dark. In
classical semiconductor physics the JV characteristics of a p-n junction in the dark
is described by the Shockley equation










where j is the current density, js is the dark saturation current density, q is the
unit charge, V is the voltage, nidd is the dark ideality factor, kB the Boltzmann
constant and T the temperature. When the transport resistance RT and the paral-
lel resistance RP are included the JV-curve is described by the following implicit
equation




nidd · kB · T





V − RT · j · S
RP
(9.2)
where S is the area of the device. Equation 9.2 needs to be evaluated numerically
as no analytical solution can be found. The equation can be fitted to measured
dark JV-curves to extract the dark saturation current js, the dark ideality factor nidd
and the parallel resistance RP. We clearly distinguish between transport resistance
RT and series resistance RS. The series resistance causing the RC-effects visible in
impedance spectroscopy or light-induced charge extraction by linearly increasing
voltage (photo-CELIV) measurements is an Ohmic external resistance. It is often
caused by the lateral conductivity of the transparent electrode [137]. The transport
resistance used in Equation 9.2 is a resistance that represents the charge transport
in the device [48]. The transport resistance is therefore higher than the pure series
resistance.
In reverse direction the diode is ideally blocking and the current is determined
by the parallel resistance RP. A low parallel resistance is usually caused by shunts
in the device [136] and can also be non-Ohmic [117]. Very high trap densities can
however also lead to an increase in the reverse current [134]. In forward direction
charge carriers are injected and recombine. Charge carriers either recombine in
the bulk or travel to the opposite electrode and recombine at the interface. If
only one charge carrier type is injected (for example in unipolar devices), the
device is either injection limited or space-charge limited [131]. In the latter case
the charge carrier mobility can be determined using the Mott-Gurney equation
[145]. In solar cells often the dark ideality factor nidd is determined from the
exponential current-slope in forward direction. It is usually a factor between 1.0
and 2.0. In p-i-n solar cells, an ideality factor of 1.0 is interpreted as bimolecular
recombination, a value near 2.0 is a signature of SRH recombination. The ideality
factor is discussed in more detail in the next section.
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Figure 9.3: Dark JV-curve simulations for all cases in Table 9.1. f) Dark ideality factors
extracted using Equation 9.2
Figure 9.3 shows dark JV-curve simulations of all cases. In these simulations
reverse charge injection is negligible. The reverse current is solely determined by
the parallel resistance. The case low shunt resistance (d) shows much higher reverse
current. The parallel resistance can be determined accurately from the differential
resistance in reverse.
In the case non-aligned contact (a) the exponential current increase is shifted to
lower voltage due to the smaller built-in voltage. A low mobility leads to a smaller
forward current as observed in Figure 9.3b. The slope of the current in the exponen-
tial regime is similar in all cases except for the case deep traps (c). The dark ideality
factor, extracted using Equation 9.2, is around 1.1 for most cases and around 2.0
for the case deep traps.
It has been shown that the dark ideality factor can be inconsistent with the
light ideality factor (next section) and the interpretation can be difficult [146, 147].
A high series resistance or low parallel resistance can influence the extraction of
the dark-ideality factor [147]. Nevertheless, our simulation results show a clear
difference in the dark ideality for the case deep traps – the only case with SRH
recombination.
9.4.2 Open-circuit voltage versus light intensity
Measuring the open-circuit voltage versus the light intensity can be used to
extract the light ideality factor. The ideality factor is a measure whether the
recombination type is SRH (nidL = 2) or bimolecular (nidL = 1). In an ideal device
the light ideality factor nidL is identical with the dark ideality factor nidd from dark
JV-curves. In real devices dark- and light ideality factor can deviate. Since the light
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ideality factor is not influenced by the series resistance it is easier to analyse [147].
An expression for the open-circuit voltage Voc is obtained by setting the current
to zero in the Shockley equation (Equation 9.1) leading to









where nidL is the light ideality factor, kB the Boltzmann constant, T the temper-
ature, q the unit charge, jph the photocurrent and js the dark saturation current.
Under the assumption that the photocurrent scales linearly with the light intensity
and jph/js >> 1 we obtain
Voc = nidL ·
kB · T
q
· ln(L) + C1(T) (9.4)
where L is the normalized light intensity and C1 is a temperature factor that does
not depend on L. Please note that C1 is constant with illumination but not constant
with the temperature. The open-circuit voltage decreases with temperature and
increases with light intensity. The slope of the open-circuit voltage versus light
intensity depends only on the light ideality factor and the temperature. The light







The light ideality factor nidL can further depend on the light intensity. SRH
recombination for example is more prominent at low light intensities. Often the
average is calculated to obtain a single number for the ideality. It is however also
interesting to study and compare the ideality factor versus the open-circuit voltage
[147].
Generally, an ideality factor of 1.0 is attributed to bimolecular recombination
(radiative recombination) whereas an ideality factor of 2.0 is attributed to dom-
inant SRH recombination [40]. We however want to point out that the concept
is based on a single zero-dimensional device model. In a real device the charge
carrier distribution varies in space and energy which can influence the ideality
factor even if no traps are present. In organic solar cells the photocurrent jph can
depend on the voltage due to Onsager-Braun dissociation of excitons into free
carriers [148]. In devices with field-dependent charge generation the analysis of
the light ideality factor might be prone to errors [149].
Figure 9.4 shows simulated open-circuit voltages versus light intensity for the
different cases. In Figure 9.4f the light ideality factor is shown, calculated from
the average slope of the Voc versus the light intensity according to Equation 9.5.
The base case has an ideality factor of exactly one. Apart from the case low shunt
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Figure 9.4: Simulation of the open-circuit voltage dependent on the light intensity for all
cases in Table 9.1. f) Light ideality factors obtained from the simulation results
with Equation 9.5 – an average is used.
resistance and deep traps the ideality factor is around 1.0. If the recombination pre-
factor is increased (b) the Voc is lower, but the Voc-slope remains constant. In the
case of deep traps (c) the slope (Voc vs L) is significantly steeper leading to an
average ideality factor of 1.8. In the case low shunt resistance (d) the Voc collapses
at lower light intensity and the calculation of an average ideality factor does not
make sense.
Thus, our simulation results show that the light ideality factor can be useful to
investigate whether SRH-recombination is significant in a device, as we found for
the case deep traps. The analysis works only if the effect is not concealed by a low
shunt resistance.
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9.4.3 Charge extraction by linearly increasing voltage
Charge extraction by linearly increasing voltage (CELIV) is a popular technique to
estimate charge carrier mobilities in thin-film solar cells. It was introduced by Juska
et. al. [150] in 2000 and many adaptions or extensions were proposed [151–153,
37]. Figure 9.5 shows the principle of CELIV schematically. A linearly increasing
voltage in reverse direction is applied to the device V(t) = A · t, where A is the
ramp rate.
Figure 9.5: Schematic illustration of a photo-CELIV experiment. The linearly increasing
voltage extracts charge carriers and leads to a peak (jmax) in current. The charge
carrier mobility is calculated using tmax.
The linearly changing voltage induces a constant displacement current density











(A · t) · S · e0 · er
d
=
A · e0 · er
d
(9.6)
where S is the device area, Cgeom is the geometric capacitance, ε0 is the vacuum
permittivity, εr is the relative dielectric permittivity and d is the active layer thick-
ness.
If charge carriers are present in the device, they are extracted and lead to a peak
in the transient current. According to the time of the current-peak (tmax) the charge
carrier mobility can be estimated.
The charges that are extracted by the voltage ramp can be intrinsic (dark-CELIV),
be generated by illumination prior to extraction (photo-CELIV) or be injected by a
positive voltage prior to extraction (injection-CELIV).
Performing the latter with metal-insulator-semiconductor (MIS) devices allows
distinguishing between extracted electrons and extracted holes (MIS-CELIV).
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Here the charge dynamics are different and another formula is applied to
extract the charge carrier mobility [154–156]. Because the deposition of a thin,
high-quality dielectric layer is difficult we demonstrated MIS-CELIV using polar
tris(8-hydroxyquinolinato)aluminium (Alq3) [157, 158].
9.4.4 Dark-CELIV
Dark-CELIV can be used to extract the relative dielectric permittivity and estimate
the doping density. The relative dielectric permittivity can be calculated from the





The doping density of the device can be estimated by integrating the current. The
charges on the electrodes (Q = C · V) need to be subtracted. The doping density
can be estimated according to
ndoping =
1










where d is the active layer thickness, q is the unit charge, tramp is the time when
the ramp ends, j is the current, Cgeom is the geometric capacitance, V is the applied
voltage and S is the device area.
Figure 9.6 shows the simulation results of dark-CELIV using the cases defined
in Table 9.1. The only device that shows a current peak is the case with a high
doping density. The homogeneous immobile doping induces oppositely charged
carriers, which are mobile and can be extracted by CELIV. The parallel resistance
leads to an increase in current over time. In such a case neither the integration of
the current nor the estimation of the electric permittivity works.
In the other cases mostly RC-effects are observed. We apply Equation 9.7 to the
simulation results. The relative permittivity is obtained with an error of less than
1% in all cases except low shunt resistance and high doping density. The capacitance
of the device can change over time, for example due to mobile ions as observed in
perovskite solar cells [95, 89, 93, 96]. In such a case the calculation of the relative
permittivity is less accurate.
The extracted doping density is shown in the bar-plot in Figure 9.6f. For the case
with high doping a charge carrier density of 1.2 · 1016 cm−3 is extracted. It is almost
an order of magnitude lower than the doping density defined as simulation input
(1 · 1017 cm−3). The reason is that not all charge carriers can be extracted due to the
finite ramp-time. The doping density extracted from dark-CELIV should therefore
be interpreted as a lower limit for the doping density. We recommend to perform
the experiment with varying the ramp-rates and to use the highest density value.
An alternative method to extract the doping density from dark-CELIV currents
was presented by Sandberg et. al. analysing the shape of the current-decay, based
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Figure 9.6: Dark-CELIV simulations of all cases in Table 9.1. The ramp starts at t = 0 with
a ramp rate of 171 V/ms. f) The bar plot shows the extracted charge carrier
density.
on the Mott-Schottky formalism [159]. Seemann and co-workers demonstrated the
evolution of unintentional doping during device degradation by using dark-CELIV
measurements [138]. In organic solar cells doping is usually detrimental to device
performance [45].
9.4.5 Photo-CELIV
In photo-CELIV free charge carriers are generated by a light pulse and are subse-
quently extracted by a voltage ramp. As a light source either a light emitting diode
(LED) or a laser is used. When the charge carriers are extracted from the bulk they
create a current overshoot ∆j = jmax − j0. According to Juska et. al. [150] the time




3 · A · tmax2
· 1
1 + 0.36 · ∆j/jdisp
(9.9)
where µ is the charge carrier mobility, d is the active layer thickness, A is the
ramp rate, tmax is the time where the current peaks, jdisp is the displacement
current and ∆j is the peak current minus the displacement current. The factor
1+ 0.36 ·∆j/jdisp in the formula is an empirical correction accounting for the redis-
tribution of the electric field. Bange et. al. presented a new equation for the CELIV
mobility evaluation validated using drift-diffusion calculations [152]. Lorrmann et.
al. presented a parametric equation that needs to be evaluated computationally
[153]. These adaptions did however not lead to an overall improvement of the
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accuracy of the estimated mobility when applied to our simulation results.
The analytical approach is based on a simple model that considers one charge
carrier type to be mobile and the other one to be static. The initial distribution
of the charges is considered to be uniform in the bulk and diffusion is neglected.
As these approximations are usually inadequate to describe thin film devices, it
is apparent that the charge carrier mobility determined based on this model is
less accurate compared to full drift-diffusion parameter extraction. In a previous
publication we have studied the CELIV experiment in detail and concluded that
the formula (Equation 9.9) obtains the charge carrier mobility with an accuracy of
a factor of 4. The RC-effects lead to a strong underestimation of the mobility [115].
In such a case it is advised to increase the thickness of the transparent conducting
oxide (TCO) and metallise the TCO stripes. This effectively reduces the series
resistance and thereby the RC time constant. Furthermore, it is advised to use
devices with a small area leading to a small capacitance and a low RC time.
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Figure 9.7: Photo-CELIV simulations for all cases in Table 9.1. The light is turned off at
t = 0 and the voltage ramp starts at t = 0 with a ramp rate of 100 V/ms. The
voltage offset prior the ramp is set such that the current is zero at t < 0. f) The
bar plot shows the charge carrier mobility calculated from the peak position
(tmax) using Equation 9.9. The grey lines indicate the electron mobility used as
simulation input.
Figure 9.7 shows photo-CELIV simulation results of all cases defined in Table 9.1.
All devices show a current overshoot with peak-times ranging between 2 and
6 µs. Figure 9.7f shows mobilities calculated using Equation 9.9. The extracted
mobility agrees within a factor of 2 with the input electron mobility (grey line),
except for the case with the high series resistance. It leads to a slower charge
extraction and to an underestimation of the mobility. In the case of low mobility
(Figure 9.7b) the current extraction is slower and the extracted mobility is lower.
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Traps significantly influence the charge extraction as visible in Figure 9.7c. Deep
traps create additional recombination channels (SRH), therefore less charge is
extracted. Shallow traps however save charges from recombination. Therefore,
more charge is extracted and the apparent mobility is lower. A similar effect of a
slower charge extraction is observed in case of imbalanced mobilities as shown in
Figure 9.23 in section 9.5 Imbalanced electron/hole mobilities.
Photo-CELIV can also be used to estimate the recombination coefficient. Hereby
the experiment is performed several times with varied delay-time between the
light pulse turn-off and the voltage ramp start. Then the extracted charge carrier
density is plotted versus the delay-time. The recombination coefficient is obtained
by fitting a simple zero-dimensional rate equation (dn/dt = −k2 · n2 − k1 · n)
[151, 38].
If the applied voltage is constant during the delay-time, charge is either injected
(if the voltage is too high) or charge is extracted (if the voltage is too low). To
keep the cell at open-circuit during the delay-time Clarke et. al. used a very fast
electrical switch [41]. An alternative that might be easier to realize was proposed
by Baumann and co-workers and named OTRACE [37]. Thereby the photovoltage
decay is measured first. This voltage signal is then applied during the delay-time
of the CELIV experiment. OTRACE ensures that charge carriers remain and recom-
bine in the device during the delay-time and therefore increases the accuracy of
the experiment [37].
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9.4.6 Transient photovoltage and open-circuit voltage decay
Under open-circuit condition the external current is zero and hence charge
generation is equal to charge recombination. Techniques probing the device under
open-circuit are generally suited to study recombination. Open-circuit voltage
decay (OCVD, sometimes also called large-signal TPV) measurements reveal in-
formation about recombination and the shunt resistance. In OCVD measurements
the device is first illuminated by an LED or a laser to create charge carriers. Then
the light is turned-off and the decay of the voltage is measured over time.
Figure 9.8 shows OCVD simulation results of the defined cases. All the cases
have in common, that the voltage drops significantly beyond 50 milliseconds after
light turn-off. This is related to the shunt resistance. The most pronounced effect
with respect to the base case is visible in the case low shunt resistance (Figure 9.8d).
Instead of recombining slowly the charges flow through the shunt resistance
and deplete the device. When the shunt resistance is decreased the voltage
decays more rapidly. The base case has a shunt resistance of 160 MΩ, the kink
at 50 milliseconds is caused by this parallel resistance. The voltage decay before
50 milliseconds shows a logarithmic dependence on time similar as observed by
Elliott and co-workers [160]. In the case of deep traps the decay rate is higher as
visible in Figure 9.8c. With shallow traps the voltage decay is slower as charges
are immobilized when trapped delaying the recombination. In perovskite solar
cells a persistent photovoltage was observed after light turn-off [161] that might
be caused by mobile ions.





























































































Figure 9.8: OCVD simulations for all cases in Table 9.1. The light is turned off at t = 0. The
grey line indicates the analytic solution (Equation 9.11) assuming homogeneous
charge densities and purely bimolecular recombination.
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where Eg is the energy of the band-gap, q is the unit charge, kB is the Boltzmann
constant, T is the temperature, N0 is the effective density of states, n the electron
density and p the hole density. When the decay of a homogeneous charge carrier
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(9.11)
where n(0) is the initial charge carrier density at open-circuit and β is the re-
combination pre-factor. According to Equation 9.11 the voltage signal is expected
to decay with a logarithmic dependence on time. This is shown in the plots of
Figure 9.8 as grey lines. Parameter β is chosen according to the base case. The
analytic solution (Equation 9.11) does only fit the numerical simulation at the very
beginning. The reason is that the charge is not homogeneously distributed inside
the device [162]. Close to the electrodes the densities are higher and charges flow
slowly into the middle of the device where they recombine. Zero-dimensional
models are therefore not suited to describe the open-circuit voltage decay in
p-i-n structured solar cells. The same consideration also applies to recombination
coefficients extracted from CELIV using the OTRACE method or to lifetimes
determined from TPV or IMVS which are also described in this thesis.
From OCVD measurements no material parameters can be derived directly. It
can however be useful for comparing different devices or to perform parameter ex-
traction by fitting numerical simulations (see section 9.6 Comprehensive parameter
extraction with numerical simulation).
9.4.7 Transient photovoltage and charge carrier lifetime
Transient Photovoltage (small-signal TPV) is frequently performed to determine
charge carrier lifetimes in organic solar cells [39–44]. The concept of charge carrier
lifetimes stems from the community of silicon solar cells and describes how long
on average a minority charge carrier survives in a doped bulk material [126]. A





where n is the charge carrier density (electrons or holes) and R is the recombina-
tion current. In a device with a high and homogeneous doping density (majority
charge carrier) the minority charge carrier has a lifetime that is constant in space
and time.
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In p-i-n structures the charge carriers are generated in the intrinsic region and
transported to the electron and hole contact layers. The intrinsic region has no
doping and consequently also no clear majority or minority carriers. Both electron
and hole densities vary spatially even at open-circuit [162]. The charge carrier
lifetime is therefore not clearly defined in a p-i-n structure and it is position-
dependent. Physical conclusions based on measured charge carrier lifetimes can
therefore be misleading. Despite these limitations lifetimes are often determined
also for thin p-i-n structured devices [39–44]. A more detailed discussion about
this issue is found in section 4.4.3 Charge Carrier Lifetime.
In a TPV experiment the solar cell is kept at open-circuit voltage under bias-
illumination. Then an additional small laser pulse (or LED pulse) is applied to
the device to create some additional charge that decays exponentially thereafter.
If the light pulse is small enough the assumption that the change in density of
photogenerated carriers is proportional to the photovoltage increase (∆n ∼ ∆V)
holds. The voltage decays as
V(t) = Voc + ∆V · exp(−t/ τ) (9.13)
where Voc is the open-circuit voltage at the bias illumination, ∆V is the voltage
increase due to the laser pulse and τ is the minority carrier lifetime. By the TPV
experiment the charge carrier lifetime at given bias illumination can be estimated
directly from the exponential voltage decay. Charge carrier lifetimes are usually
plotted versus the charge carrier density.
Lifetimes from TPV are not a direct measure of the steady-state charge carrier
lifetime as shown by O’Regan et. al. [163]. To obtain steady-state carrier lifetimes
the TPV lifetimes need to be multiplied with the reaction order (often denoted as
λ + 1) [41, 163].
We perform TPV simulations and extract charge carrier lifetimes from the
exponential voltage decay after light turn-off. Figure 9.9 shows charge carrier
lifetimes determined from TPV simulations versus the open-circuit voltage for
varied offset light intensities. The lifetimes were corrected with the reaction order
of 2.0 according to O’Regan et. al. [163]. The points show the lifetimes extracted
from IMVS simulations (see section 9.4.16 Intensity-modulated photovoltage
spectroscopy) for two different offset light intensities. Also these lifetimes were
corrected with the reaction order. Apart from minor numerical deviations in
Figure 9.9c the lifetimes from TPV and IMVS agree completely. TPV and IMVS
are therefore suited to cross-check measured charge carrier lifetimes.
The ideal charge carrier lifetime τ under the assumption of bimolecular recom-







Voc · q− Eg
2 · kB · T
)
(9.14)
84 opto-electronic characterization of third-generation solar cells




























































































































Figure 9.9: Transient photovoltage simulations for all cases in Table 9.1. From an expo-
nential decay fit to the simulation result the charge carrier lifetime is calcu-
lated. The points mark lifetimes calculated from IMVS at offset light intensities
65 mW/cm2 and 3.6 mW/cm2. All lifetimes are corrected with a reaction order
of 2. The grey line shows the analytical solution for purely bimolecular recom-
bination in a zero-dimensional model with equal electron and hole densities.
where β is the recombination pre-factor, N0 is the density of states, Voc the
open-circuit voltage, q the unit charge, Eg the band-gap, kB the Boltzmann
constant and T the temperature. The lifetime calculated from this equation is
shown in grey using the recombination pre-factor of the base case. In the base
case the charge carrier lifetime reaches exactly the analytical solution. The charge
carrier densities are homogenous and therefore the lifetimes agree with the
zero-dimensional analytical solution. At lower light intensity the charge carrier
lifetime is underestimated by the simple formula. The reason is that the charge
carriers are spatially inhomogeneous [162].
In the case non-aligned contact (a) the Voc is lower compared to the base case but
the charge carrier lifetime is the same. It does not agree with the analytical solution
although it has only bimolecular recombination as in the base case.
The case low mobilities (b) agrees as well with its analytical solution at high
light intensity. However, the case high Langevin recombination does not reach the
analytical solution. With higher recombination the inhomogeneity of the charge
carrier distribution increases and the lifetime approach fails.
While the shallow traps (c) lead to a higher Voc, the deep traps (c) lead to a reduced
Voc due to SRH-recombination. The shunt resistance (d) leads to a collapse of the
Voc but fairly similar lifetimes.
In Figure 9.10 we show the same lifetime data plotted versus the charge carrier
density extracted from simulated charge extraction (see section 9.4.11 Charge
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Figure 9.10: Transient photovoltage simulations for all cases in Table 9.1 in combination
with the charge carrier densities determined from charge extraction simula-
tions. The grey line shows the analytical solution for purely bimolecular re-
combination in a zero-dimensional model with equal electron and hole densi-
ties.
extraction). Also here the analytical solution for the lifetime is drawn with a
grey line. The assumption is an equal electron and hole density that is spatially
homogenous with bimolecular recombination only. Also here it is shown that in
the base case the simulated TPV lifetimes only agree with the analytical solution
at high light intensities. At low light intensities the charge carrier distribution
becomes too inhomogeneous and the lifetime analysis fails. One might interpret
such measurement results by a reduced recombination order at low light intensity
– but in fact it is only a spatial separation that causes this effect. This conclusion
agrees partly with Kiermasch et. al. stating that apparent charge carrier lifetimes
in thin solar cells are mainly caused by capacitive discharging [164].
We conclude that lifetimes plotted versus charge carrier density show the ex-
pected trends, but detailed conclusions about recombination and charge transport
from such measurements are difficult. In general the agreement is better at high
light intensities since the charge carrier distributions are more uniform. We rec-
ommend to interpret measured charge carrier lifetimes from p-i-n structures care-
fully. In thick devices the problem is less severe as the charge carrier gradients are
smaller [162].
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9.4.8 Deep level transient spectroscopy
Deep level transient spectroscopy (DLTS) is a technique that was developed to
study trapping in semiconductor devices. In DLTS a capacitance, a current (i-DLTS)
or charge (Q-DLTS) is measured over time after the application of a voltage step
at various temperatures. DLTS was introduced by Lang in 1974 measuring capac-
itance transients of GaAs semiconductor devices at varied temperature [165]. The
technique promises to determine trap spectra (trap density versus energetic trap
depth) of majority and minority carrier traps as well as capture cross-sections. It is
frequently applied to study defect distributions in inorganic semiconductors [165–
169]. DLTS is of limited use for organic semiconductors since their mobility is too
low and RC-effects are usually too high [170].
Great care must be taken to accurately determine trap spectra in organic or
quantum dot semiconductors. When measuring capacitance-based DLTS the
probing frequency must be small enough to measure the space-charge capacitance
[170]. When measuring current-based DLTS it is important to properly subtract
the displacement current [171] and measure with high current resolution [172].
DLTS has also been performed on perovskite solar cells to determine trap energies
and densities [173]. Such results should however be carefully interpreted as the
presence of mobile ions may disturb the measurement.
In this review we simulate current-based DLTS [167, 171, 172, 174]. A negative
voltage step (0 V to −5 V) is applied to the device in the dark and the transient
current response is analysed. Apart from the displacement current caused by RC-
effects there is a small current from trap emission. The trap emission current jte










where τte is the trap emission time constant, q is the unit charge, d the device
thickness (or depletion width in thick devices) and Nt is the trap volume density.













where ct is the trap capture rate, N0 is the number of chargeable sites (density
of states), ∆E the trap depth, kB the Boltzmann constant and T the temperature.
The trap capture rate ct can be considered as material constant that includes
the capture cross-section. For inorganic semiconductors the trap emission
time includes another factor 1/T2 to account for the temperature dependence of
the thermal velocity and the temperature dependence of the density of states [169].
We distinguish between two distinct shapes of the current decay from thermal
emission of trapped carriers. The emission current from single energy trap levels
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(Equation 9.15) is exponentially decaying. The emission current from an exponen-
tial band tail shows a power-law decay.
Street analysed current decays after illumination turn-off with thermal emission
of carriers from exponential band tails [175]. Such a TPC current decay is consistent
with the DLTS current decay after the transit time. The emission current jem from
the exponential band tail N(E) = ND · exp(−E/E0) is described as
jem(t) = q · d · ND · kB · T ·ω




where N(E) is the density of states as a function of energy, ND is the density
at 0 eV with unit cm−3 eV−1, E is the energy from the band edge (E = 0) into the
band-gap, E0 is the band tail slope, q the unit charge, d the device thickness, kB the
Boltzmann constant, T the temperature and ω is the attempt-to-escape factor (on
the order of 1012 s−1) [175].







































































































Emission from exponential DOS-tail
Emisson from gaussian trap-DOS
Figure 9.11: Calculation of the thermal emission of charge carriers from the density of
states. a) The dashed line is the density of states with square-root dependence
above the band edge and exponential dependence inside the band. The solid
lines represent the charge carrier distributions at different times. The LUMO-
level is located at 0 eV, positive energy values reach into the band-gap. b)
Same as in a) but for a Gaussian DOS. c) Calculated currents from carrier
emission of a) and b) including analytical fits according to Equation 9.15 and
Equation 9.17.
To illustrate the different current decay shapes, we calculate the emission
current from two different densities of states. First the density of states is filled
with charges using Fermi-Dirac-statistics, then the emission current over time
is calculated. Charge transport inside the device is neglected. In Figure 9.11 the
carrier distribution and emission current from an exponential trap-DOS and a
Gaussian trap-DOS are shown. The initial Fermi-level was chosen as 0.2 eV. The
traps DOS in Figure 9.11b is therefore completely filled. The exponential tail is
filled below 0.2 eV. The emission current over time from the exponential DOS
follows a power-law decay (Figure 9.11c) and is described well for longer times
using Equation 9.17. The emission from the Gaussian trap DOS is exponential
and reflected by Equation 9.15. In reality a combination of both may be observed.
Furthermore, emission currents from both electrons and holes will make the
analysis more difficult. For simplicity we use single energy traps and discrete
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band energies for the simulations of DLTS below.
Figure 9.12 shows DLTS simulations at room temperature. In contrast to the
results of the rate equation model in Figure 9.11c, the results in Figure 9.12
were obtained with the drift-diffusion software Setfos [111] that considers the
position-dependence of carrier transport in the device. The current peak within
the first 1 µs is caused by RC-effects and is not of interest here. The recombi-
nation pre-factor and the mobility have no influence on the resulting current
(Figure 9.12b). For shallow traps an additional current flow from trap emission
is observed (Figure 9.12c). The deep traps lead to SRH-recombination – trapped
charges recombine instead of being re-emitted. An extraction barrier as shown in
Figure 9.12a can however lead to a current tail that might be mistaken for trap
emission. When the device has a low shunt resistance as shown in Figure 9.12d
the trap emission current is hidden by the leakage current through the shunt. If
the device is doped some of the equilibrium charge is extracted that leads to an
additional current (Figure 9.12e).





































































































































































f T = 230 K
T = 260 K
T = 290 K
T = 320 K
Figure 9.12: DLTS simulations for all cases in Table 9.1. The voltage is 0 V for t < 0. At
t = 0 the voltage jumps to −5 V. f) DLTS simulations of case shallow traps
at different temperatures (solid lines). The dashed lines are exponential fits
according to Equation 9.15.
Figure 9.12f shows the simulation results of case shallow traps at different tem-
peratures. The dashed lines represent exponential fits using Equation 9.15. Us-
ing the extracted trap emission time τte the trap-depth can be calculated using
Equation 9.16 in an Arrhenius plot. The trap depth of 0.4 eV can be accurately de-
termined when analysing the simulation results and is thus consistent with this
model input parameter. For the number of occupied traps values between 7 · 1014
and 1.6 · 1015 cm−3 were extracted. The effective density of occupied traps at room
temperature in the dark is 2 · 1016 cm−3 for the case shallow traps. The analytical fit
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from the emission current thus underestimates the trap density by a factor of 10 in
this case. The reason is that also at −5 volt not all the traps are empty. The effective
trap density is therefore likely to be underestimated with this method.
In our simulation there is no limit for the current resolution. In measurements
it can however be difficult to resolve 6 orders of magnitude of currents in this
time-regime. Trap emission might be hidden in measurement noise.
9.4.9 Transient photocurrent
In transient photocurrent (TPC) experiments the current response to a light step is
measured at constant offset-voltage. The current rise and decay reveal information
about the charge carrier mobilities, trapping and doping. TPC is usually performed
with varied offset-voltage, offset-light or light pulse intensity. The rise time in or-
ganic solar cells usually lies between 1 µs and 100 µs. In perovskite solar cells the
current rise starts in the microsecond regime and can take several seconds until
steady-state is reached [36].
Christopher McNeill and co-workers observed a photocurrent overshoot in
polymer solar cells and explained it by charge trapping and detrapping using
drift-diffusion simulations [176]. If the charge trapping is slow enough it leads to
a current overshoot caused by space charge effects. As more and more charges get
trapped they screen the electric field and hinder charge transport. Fast trapping
however leads to a slower current rise [177]. In some cases, a current overshoot
occurs only at negative bias voltage [42].
The current decay can be described in the same manner as in DLTS. Using Equa-
tion 9.15 trap emission currents from discrete energies can be calculated. Using
Equation 9.17 trap emission from an exponential DOS tail is calculated. Street cal-
culated the density of states of the band tail of PCDTBT:PCBM and P3HT:PCBM
solar cells by analysing the TPC current decay [175].
By integrating the current decay over time, the extracted charge is obtained [176].
In our simulations the extracted charge is one or two orders of magnitude lower
than the effective charge inside the device. During extraction most of the charge
recombines. The fraction depends on the relative time scale of recombination with
respect to charge extraction.
Figure 9.13 shows TPC simulations with light pulses of 15 µs duration and
normalized current. The shape of the current rise does not change for the cases:
extraction barrier (a), non-aligned contact (a), high Langevin recombination (b), low
shunt resistance (d) and low charge generation (e). A smaller charge carrier mobility
clearly leads to a slower rise and decay as shown in Figure 9.13b. The shallow
traps fill slowly (capture and re-emission) and lead to a slower equilibration of
the current (c). The trap emission leads to a slow exponential current decay after
light turn-off. The case deep traps shows a current overshoot (c) consistent with the
analysis of McNeill [176]. Space-charge is built up by the charged traps reducing
the current on a longer timescale. If TPC is performed with offset-light the current
overshoot and the long decay vanish because the offset-light keeps the traps filled
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Figure 9.13: Transient Photocurrent simulations for all cases in Table 9.1. At t = 0 the
illumination is turned on. At t = 15 µs the illumination is turned off. The
applied voltage is 0 volt. The current is normalized by the current at 15 µs.
[176]. In our simulations this effect is already visible with offset-light intensities
of 0.1% of the pulse illumination intensity. A high series resistance can also lead
to a slower current rise and decay as shown in Figure 9.13d. The case high doping
density shows a slightly longer current rise and decay caused by space charge
effects. With imbalanced mobilities two time-constants arise corresponding to the
fast and the slow carrier type as shown in Figure 9.23 in section 9.5 Imbalanced
electron/hole mobilities.
In contrast to CELIV there is no simple formula to extract the charge carrier
mobility from TPC data. TPC is however a powerful technique to study charge
transport, identify trapping and to extract parameters using numerical modelling.
9.4.10 Transient Photocurrent Decay
In the previous section transient photocurrent simulations with rise and decay
are presented. Here we analyse the same TPC decay in detail. Figure 9.14 shows
simulation results of the transient photocurrent decay for all cases defined in
Table 9.1. With a lower mobility (b) the decay is slower because it takes longer until
the device is empty. In the case deep traps (c) the current shows an undershoot (the
photocurrent becomes positive). Charges flow back into the device. This reverse
current can be explained by looking at the trap occupation. In the dark more
traps are filled than under illumination. Illumination leads to a depletion of traps
via SRH-recombination. The shallow traps (c) lead to an exponentially decaying
current caused by thermal emission of the carrier from the traps. Interestingly, the
case with an extraction barrier (a) shows a very similar behaviour, as also here an
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energetic activation governs the slow part of the charge collection.
The tail current is integrated and divided through the device volume to obtain
the charge carrier density as shown in Figure 9.14f. The grey lines represent the
effective charge carrier density calculated from integrating the simulated charge
carrier profiles at short-circuit. The charge carrier density at 0 volt in the dark
is subtracted. Similarly, as in the case of charge extraction also here the charge
carrier density is underestimated by a factor of 10 or more due to charge carriers
that recombine before they can be collected.
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Figure 9.14: Transient photocurrent decay simulations for all cases in Table 9.1. The light is
turned off at t = 0. f) Charge carrier density obtained from integration of the
decay-current over time. The grey lines represent the effective charge carrier
density from the simulated charge carrier profiles at short-circuit.
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9.4.11 Charge extraction
Charge extraction (CE) was introduced by Duffy et. al. [178] in 2000 to measure the
charge carrier density in dye-sensitised solar cells. It was applied to organic solar
cells by Shuttle et. al. [179] and is frequently utilized to measure charge carrier
density at varied light intensity [40, 41, 43, 180]. It is sometimes also referred to as
photo-induced charge extraction (PICE) or time-resolved charge extraction (TRCE)
[41]. When a negative extraction voltage is used it is referred to as bias amplified
charge extraction (BACE) [181].
In the charge extraction experiment the solar cell is illuminated and the open-
circuit voltage is applied such that no current flows (Voc). In this state all charge
carriers generated by light recombine. At t = 0 the light is switched off and simul-
taneously the voltage is set to zero (or reverse bias [181, 182]). The charge carriers
are extracted by the built-in field and lead to a current. Integrating the extraction
current over time yields the extracted charge. The charge carrier density nCE is
then calculated according to
nCE =
1
d · q ·
( ∫ te
0
j(t) · dt− (Va −Ve) · Cgeom
)
(9.18)
where d is the device thickness, q is the unit charge, te is the extraction time (usu-
ally 1 ms is sufficient), j(t) is the transient current density, Cgeom is the geometric
capacitance, Va the voltage applied prior extraction (in most cases Voc) and Ve is
the extraction voltage. The charge on the capacitance needs to be subtracted [182]
because only the charge carrier density inside the bulk is of interest.
When the experiment is performed with varied delay time between light
turn-off and charge extraction, CE can also be used to study recombination
[41, 178, 182]. The technique is then very similar to CELIV with OTRACE [37]
described in section 9.4.3 Charge extraction by linearly increasing voltage.
Figure 9.15 shows simulation results of charge extraction with varied light inten-
sity for all cases. Changing the mobility or the recombination pre-factor changes
the open-circuit voltage Voc but has no major influence on the relation charge car-
rier density versus the Voc (b). The thin grey line is the theoretical open-circuit
voltage from a zero dimensional model assuming equal electron and hole densi-
ties (see Equation 9.10 in subsection 9.4.6). At high light intensity the trend agrees
well with the simple model. At low light intensity the zero-dimensional model fails
due to stronger spatial separation of electrons and holes.
The case deep traps (c) has a similar n vs Voc curve. The shallow traps (c) however
lead to a higher density of extracted charges. Trapped charge carriers are ”pro-
tected” from recombination. Therefore, a higher charge density can accumulate at
Voc. The Voc in the case non-aligned contact (a) is lower. More charge is required to
reach the same Voc. It is far away from the ideal curve shown in grey. The series
resistance (d) has no influence on the extracted charge. The extraction current
is slowed down, but the current-integral remains constant. Interestingly, the
charge carrier density is much higher in the case high doping density. The device is
p-doped, so there are less electrons under illumination compared to the un-doped
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Figure 9.15: Charge extraction simulations for varied light intensity (and thus Voc) for all
cases defined in Table 9.1. The current is integrated over time according to
Equation 9.18 to obtain the charge carrier density (the charge on the capaci-
tance is subtracted). The light intensity is varied by five orders of magnitude.
The grey-line is the theoretical Voc for n = p in a zero-dimensional model. f)
Extracted charge carrier density at the highest light intensity. Grey lines rep-
resent the effective amount of photogenerated charge at open-circuit obtained
from the simulated charge carrier profiles.
case. Under illumination the depletion region gets smaller and more holes can
accumulate compared to the un-doped case.
In Figure 9.15f the extracted charge at the highest light intensity is compared
to the effective photogenerated charge in the device at open-circuit. The extracted
charge carrier density is in all cases lower than the effective charge carrier
density at open-circuit. In our simulations between 15% to 70% of the charge is
extracted (see grey line in Figure 9.15f). Applying a negative extraction voltage Ve
reduces recombination losses [181, 182]. Indeed, in our simulations more charge is
extracted (between 20% and 90% at −3 V) using a negative extraction voltage.
Our case study is based on a device with a rather high Langevin recombination
efficiency of 0.1. If Langevin recombination is turned down to 10−3 in our simula-
tion more than 90% of the charge is indeed extracted. The accuracy of the charge
extraction results therefore critically depends on the recombination.
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9.4.12 Impedance spectroscopy
Impedance spectroscopy is a popular technique to investigate solar cells. It is abbre-
viated as IS or EIS (electro-chemical impedance spectroscopy). It is also called ad-
mittance spectroscopy (admittance is the inverse of the impedance). In impedance
spectroscopy a small sinusoidal voltage V(t) is applied to the solar cell according
to
V(t) = V0 + Vamp · sin(ω · t) (9.19)
where V0 is the offset voltage, Vamp is the voltage amplitude and ω is the angular
frequency 2 ·π · f . If the voltage amplitude Vamp is small enough the system can be
considered as linear therefore the current density j(t) is also sinusoidal. The am-
plitude and the phase-shift of the current are analysed. Impedance spectroscopy is
performed at various frequencies and/or offset voltages (see next section) and/or
offset illuminations. Using the transient voltage and the transient current signal






0 V(t) · exp(i ·ω · t) · dt∫ N·T
0 j(t) · exp(i ·ω · t) · dt
(9.20)
where Y is the admittance, N is the number of periods, T is the period 1/ f ,
i is the imaginary unit and ω is the angular frequency. For the analysis of the
impedance often the capacitance C and the conductance G are plotted versus fre-















where ω is the angular frequency, Im() denotes the imaginary part and Re()
the real part.
Usually impedance spectroscopy data is plotted in the so-called Cole-Cole plot.
Here the real and imaginary part of the impedance Z are plotted in the complex
plane for the different frequencies. Alternatively, the capacitance C is plotted ver-
sus the frequency.
One of the main advantages using impedance spectroscopy is that effects
occurring on different timescales can be separated. Trapping and de-trapping
for example occurs usually on longer timescale (lower frequency) compared to
transport of free carriers.
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Most commonly impedance spectroscopy data is analysed using equivalent cir-
cuits. Thereby electric circuits are constructed from resistors, capacitors, induc-
tors and further electric elements such that the measured frequency-dependent
impedance can be reproduced [183–187]. The disadvantage of equivalent circuits
is that the results can be ambiguous and the parameters cannot be directly associ-
ated with macroscopic material parameters.
Knapp and Ruhstaller solved the drift-diffusion equations with a small signal
analysis to simulate impedance spectroscopy data [121, 188]. Here physical
parameters are used as simulation input that allow direct interpretation of the
results. The same approach is implemented in the software Setfos [111] that we
apply in this study.
Measuring the capacitance is a way to probe the occupation of trap sites due to
space charge effects [189]. Slow traps can increase the capacitance at low frequen-
cies as shown by numerical simulation [121, 188]. Also slow ionic charges which
might be present in perovskite solar cells can lead to an increase of the capacitance
at low frequencies [95, 186]. Recombination of charge carriers leads to a decrease
in the capacitance – it can even become negative. Also self-heating of a device can
lead to a negative capacitance as analysed by Knapp and Ruhstaller [190]. A posi-
tive capacitance means that the phase-shift between voltage and current is positive
(voltage leading the current), a negative capacitance means that the phase-shift
becomes positive (current leading the voltage).
The real part of the impedance at low frequency coincides with the inverse
of the current slope in the JV-curve at the same offset-voltage. If the probing
frequency is low enough one basically measures the DC properties. Thus, an
JV-curve can be used as consistency check of the impedance measurement. From
low-frequency impedance data the JV-curve can be reconstructed without using
equivalent circuits [183].
Figure 9.16 shows impedance simulations of all cases. In the base case mainly
RC-effects are observed. Due to the background illumination the capacitance
is however slightly higher than the geometric capacitance of 27 nF/cm2. A
large amount of charge in the bulk leads to a reduced depletion region – and
consequently to a higher capacitance. The extraction barrier (a), the low mobility
(b), traps (c) or doping (e) therefore lead to an increase in the capacitance under
illumination. In the case deep traps and shallow traps (c) this capacitance rise
occurs only at low frequency. If the probing frequency is too high charges cannot
be trapped and de-trapped during one period. These slow traps are therefore
invisible at high frequencies (for example at 100 kHz in plot Figure 9.16c). With
shallow traps the de-trapping is much faster – therefore the capacitance-rise
happens already at faster timescale.
In all cases the capacitance decreases at frequencies above 1 MHz due to RC-
effects. In the case with a higher series resistance (d) the capacitance-decrease shifts
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Figure 9.16: Impedance simulations for all cases in Table 9.1. The capacitance C is calcu-
lated according to Equation 9.21. The offset-voltage is 0 and offset-light is
turned on. The dashed grey line represents the geometric capacitance.
to lower frequencies due to a higher RC-time. The impedance of the RC-effects ZRC
can be calculated according to
ZRC(ω) = RS +
1
i ·ω · Cgeom
(9.23)
where RS is the series resistance, i the imaginary unit, ω the angular frequency
and Cgeom the geometric capacitance. Using Equation 9.23 the series resistance and
the geometric capacitance can be determined from a capacitance-frequency plot in
the dark.
Cole-Cole Representation: In Figure 9.17 the same impedance spectroscopy
data as in Figure 9.16 is shown in the Cole-Cole representation where the real part
of the impedance is plotted on the x-axis and the imaginary part on the y-axis. In
most cases one or more semicircles arise in this representation. Often the size of
the semicircle is attributed to recombination in the device. The case high Langevin
recombination (b) shows however a larger semicircle than the base case. The size of
the semicircle depends apparently on more factors than just the recombination.
With traps, with the extraction barrier or with doping two semicircles show up in
our simulations.
From our simulation results we conclude that many effects influence the size of
the semi-circle in the complex plane. We therefore advise to interpret such results
carefully.
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Figure 9.17: Impedance spectroscopy simulation for all cases in Table 9.1 in Cole-Cole rep-
resentation.
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9.4.13 Capacitance-voltage
In capacitance-voltage (CV) measurements the impedance is measured at constant
frequency and the offset-voltage is varied. The capacitance is calculated according
to Equation 9.21. To measure CV usually frequencies below 50 kHz are used. In
most diode-like devices, CV shows a peak at forward voltage. The position of
this peak is usually independent of the probing frequency and independent of the
device thickness [191]. The peak voltage is usually smaller than the built-in voltage
[192] and it can be regarded as an effective value for the conduction onset [193].
The height and the voltage of the capacitance-peak is related to carrier injection
[194] (the injection barriers and the built-in voltage). In bipolar devices like solar
cells the capacitance-peak cannot be directly related with an analytical expression
as shown for unipolar devices [192].
The increase of the capacitance is caused by a space-charge effect. When the
voltage increases charges are injected and the depletion width decreases – leading
to an increase in capacitance. After a certain voltage conduction starts and the
capacitance decreases again and can even get negative. Negative capacitances can
be caused by recombination or self-heating [190].
CV can be used to monitor the change of injection barrier for example during
degradation [116, 132, 195, 196]. In bilayer devices CV can result in a plateau
instead of a peak as observed for Alq3/NPB devices [131, 196]. At a certain voltage
charge carriers are injected into one of the two layers. When one layer is flooded
with carriers only the parallel plate capacitance of the remaining layers is observed
leading to a higher capacitance plateau until charges are injected into the second
layer as well. The effect is observable as long as the injection into the two layers
occurs at different voltages. Materials with a permanent dipole moment facilitate
different electron and hole injection voltages in bilayer devices. Using CV the
macroscopic polar sheet charge of such materials can be determined [197].
Figure 9.18 shows CV simulations of all cases. Significant changes in the peak
voltage are only observed in the cases where the charge injection is changed. The
case non-aligned contact (a) has a lower built-in voltage which leads to a decrease of
the peak-voltage. The case extraction barrier (a) has the same built-in voltage but an
additional barrier to overcome and thus the CV peak is shifted to higher voltages.
In all other cases only a slight change in CV peak voltage is observed. CV seems
therefore suited to investigate charge injection and the built-in voltage.
9.4.14 Mott-Schottky analysis of capacitance-voltage measurements
Mott-Schottky analysis is a popular technique applied to CV data to extract the





S2 · ε · q ·
1
NA
· (Vbi −V) (9.24)
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Figure 9.18: Capacitance-voltage simulations for all cases in Table 9.1 without offset illu-
mination. The capacitance C is calculated according to Equation 9.21. The fre-
quency is kept constant at 10 kHz. f) Voltage where the capacitance reaches a
maximum.
where C is the capacitance, S is the device area, ε is the permittivity, q is the unit
charge, NA is the doping density in the bulk and Vbi is the built-in voltage. The
quantity 1/C2 is linear with the voltage and allows one to determine the doping
density NA and the built-in voltage. It has however been shown that the analysis
returns erroneous results in thin semiconductors. Kirchartz et. al. simulated
an un-doped device with 100 nm thickness. The Mott-Schottky analysis of the
simulated CV data resulted in an apparent doping density of 1 · 1016 cm−3 even
though no doping was assumed in the simulation [198] – a clear indication that the
technique should not be used for thin semiconductor layers like organic solar cells.
Tripathi and Mohapatra proposed to use the relation C−2/3 for the analysis of
organic devices [191]. Their analysis is however based on the assumption of a
unipolar device and is therefore also not suited for the analysis of solar cells. We
propose to use dark-CELIV to estimate the lower limit of the doping density of
organic solar cells.
The determination of the built-in potential with a Mott-Schottky analysis is also
erroneous as shown by Mingebach et. al. [199]. Mott-Schottky analysis should only
be performed on devices that are thick enough and highly doped.
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9.4.15 Intensity-modulated photocurrent spectroscopy
In intensity-modulated photocurrent spectroscopy (IMPS) the device is illuminated
with a modulated light intensity and the photocurrent is measured. The voltage is
kept constant. The modulated light intensity L(t) is described as
L(t) = L0 + Lamp · sin(ω · t) (9.25)
where L0 is the offset light intensity, Lamp is the amplitude of the modula-
tion (typically 5%− 10% of L0) and ω is the angular frequency 2 · π · f . Like in
impedance spectroscopy the theory for IMPS is based on the linearization of the
device at a working point, which is valid as long as the light intensity amplitude
Lamp is small enough. In this case also the current is sinusoidal and the phase




0 j(t) · exp(i ·ω · t) · dt∫ N·T
0 L(t) · exp (i ·ω · t) · dt
(9.26)
where N is the number of periods, T is the period 1/ f , i is the imaginary unit
and ω is the angular frequency. The concept and analysis of IMPS are similar to
impedance spectroscopy – in impedance spectroscopy the voltage is modulated
and in IMPS the light is modulated.
In 1985 the first IMPS theory was introduced by Li and Peter to describe
semiconductor-electrolyte interfaces [200]. It was later refined and frequently used
to characterise dye-sensitised solar cells (DSSC) [201–204]. For the analysis of
IMPS data a transport time-constant τtr is calculated according to
τtr =
1
2 · p · fpeak
(9.27)
where fpeak is the frequency where the imaginary part of the IMPS quantity
reaches a maximum. In dye-sensitised solar cells the electron diffusion coefficient
is calculated from the transport time-constant (Dn = d2/(2.35 · τtr)) [203]. In DSSC
there is the common assumption of a fully screened electric field by the ionic
charge of the electrolyte. Therefore, electron diffusion dominates transport and
can be characterized by IMPS. In organic and other third generation solar cells
this assumption does not hold. In this case there is no mathematical framework
available yet for the analysis of IMPS measurements. In degraded organic solar
cells, a negative phase shift was observed at certain frequency ranges – meaning
that the current leads the illumination. Set et. al. used drift-diffusion simulations
to show that negative IMPS phase shifts are caused by trap-assisted recombination
[205]. Indeed, in our model we observe minor negative phase shifts only for the
case with deep traps at low light intensity. At low frequency the real part of the
IMPS signal equals the steady-state photocurrent [204].
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IMPS has also been applied as imaging technique to study morphological
phases in bulk-heterojunction solar cells [206]. In perovskite solar cells a second
peak at 10 Hz was observed and attributed to ionic motion [207]. This finding is
confirmed in chapter 11 of this thesis.









































































































































































Figure 9.19: IMPS simulations for all cases in Table 9.1 with low offset light intensity
(3.6 mW/cm2). The offset voltage is zero. f) IMPS transport time-constant cal-
culated according to Equation 9.27.
Figure 9.19 shows the imaginary part of the IMPS simulations for all cases. In
all cases a peak at high frequency is observed. It can be related to charge trans-
port – only the case low mobilities (b) leads to a significantly longer transport time-
constant and thus the peak shifts to lower frequency. Trapping and de-trapping (c)
as well as an extraction barrier (a) can lead to an additional peak/shoulder at low
frequency. The series resistance slows down charge transport (d) as in all transient
experiments, thus shifting the peak to lower frequency. All other cases show no
distinct features.
In certain measurements two peaks in IMPS are observed. If the electron and
hole mobilities are imbalanced, two peaks can arise as we show in section 9.5
Imbalanced electron/hole mobilities.
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9.4.16 Intensity-modulated photovoltage spectroscopy
In intensity-modulated photovoltage spectroscopy (IMVS) the illumination is
modulated and the device is kept at open-circuit and the photovoltage is mea-
sured. IMPS and IMVS are closely related. In IMPS the voltage is constant and the
sinusoidal current is measured. In IMVS the current is zero and the sinusoidal
voltage is measured.
Classically, from IMVS measurements the charge carrier lifetime is extracted
using the frequency where the imaginary part reaches a minimum [204, 208, 61].
As outlined in the section on transient photovoltage (subsection 9.4.7) the quantity
charge carrier lifetime is not physically meaningful in p-i-n structured devices.
Our simulation results show that at open-circuit the device behaviour is not
only governed by recombination (as commonly expected) but also by charge
transport, which is in line with findings of Street [175]. Up to now there is no
straight-forward interpretation of IMVS measurement results.
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Figure 9.20: Simulation of IMVS for all cases defined in Table 9.1. The offset light inten-
sity is 3.6 mW/cm2 and light modulation amplitude is 20% of the offset light
intensity. f) IMVS charge carrier lifetime extracted from the peak frequency.
In Figure 9.20 IMVS simulation results are shown for all cases. Figure 9.20f
shows the charge carrier lifetime calculated from the frequency of the IMVS peak.
It might seem surprising that the case high Langevin recombination (b) has a peak at
the same frequency and consequently the same charge carrier lifetime. The reason
is that the Voc of the case high Langevin recombination is lower at this light intensity.
Plotting the charge carrier lifetime versus the Voc is more conclusive, as we show in
the section 9.4.7 Transient photovoltage and charge carrier lifetime. Our simulation
results show that charge carrier lifetimes extracted from IMVS and TPV are fully
consistent.
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9.4.17 Double injection transients
In double injection transients (DoI) the current response to a voltage step is
measured. Compared to dark injection transients this technique is applied to
ambipolar devices where electrons and holes can be injected. It leads to a slow
current rise until steady-state is reached. The electron mobility, hole mobility
and recombination pre-factor determine the current rise dynamics and can be
estimated by formulas [49, 209].
















































































































Figure 9.21: Double injection transient simulations for all cases in Table 9.1. At t = 0 the
voltage steps from 0 V to 2 V. The simulation is performed in the dark.
Figure 9.21 shows DoI simulations of all cases. Below 0.2 µs the current signal
is dominated by the displacement current caused by RC-effects. In most cases it
is followed by a slow current rise up to steady-state. The rise-time is related to
charge transport and recombination. In the case low mobilities the rise is therefore
much slower compared to the base case. Also the shallow and the deep traps lead
to a slower current rise. In the cases high doping density, non-aligned contact and high
Langevin recombination the current rise it too fast and hidden in the RC-effects.
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9.4.18 Open-circuit voltage versus temperature
Measuring the open-circuit voltage Voc down to low temperatures is an effective
technique to estimate the built-in voltage [199]. Figure 9.22 shows simulations
of Voc versus temperature. Apart from the case extraction barrier all curves reach
exactly the built-in voltage at low temperature (< 50 K). At such low temperatures
the open-circuit voltage is limited by the built-in voltage only. This method
however only works as long as there is no extraction barrier. In the case extraction
barrier the Voc collapses to zero because at low temperature the barrier cannot be
overcome by charges.
If the contacts are perfectly aligned with the energy levels of the active layer, the
Voc would reach the band-gap energy at zero Kelvin. By linear extrapolation of the
Voc to 0 K the electrical band-gap can therefore be estimated. In Figure 9.22f we
show the results of the extrapolation of the simulation data in the linear regime
(250 K to 300 K). The effective band-gap of 1.57 eV (simulation input) is estimated
accurately in all cases except for extraction barrier and non-aligned contact. In both
cases the open-circuit voltage versus temperature is not yet in a linear regime at
300 K and higher temperatures would be required for the analysis.
We conclude that the band-gap estimation works precisely if the injection bar-
riers are low. Furthermore, the built-in voltage can accurately be determined if a
saturation of the open-circuit voltage is observed at low temperatures.






































































































































































































Figure 9.22: Simulation of open-circuit voltage versus temperature for all cases defined in
Table 9.1. Apart of the case extraction barrier all cases reach exactly the built-
in voltage at low temperature. f) Extrapolation of the linear regime at high
temperature to 0 Kelvin. The effective band gap is 1.57 eV in all cases indicated
by the grey lines.
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9.4.19 Further characterization techniques
There are a number of further opto-electrical characterization techniques for solar
cells that we describe here only briefly without being exhaustive.
Displacement current measurement (DCM) is a technique that is used to
study the capacitance of multi-layered devices and estimate trap densities [195].
In DCM a triangular voltage is applied to the device in the dark in two cycles.
Compared to CELIV in DCM the voltage ramp goes up and down such that
both the injection and the extraction of carriers can be studied. When carriers are
injected into one layer the capacitance of the multilayer system changes and so
does the displacement current. Comparing the first and the second cycle allows
one to estimate the trap density.
In dark injection transients (DIT) a voltage step is applied to a device and
the transient current is measured. The device under investigation needs to be
unipolar (only one charge carrier type can be injected) and good Ohmic contacts
are required. A space-charge effect leads to a current overshoot. Therefore, this
technique is also called transient space-charge-limited current (T-SCLC) in the
literature. The time of the current overshoot is related to a transit time and allows
the estimation of the charge carrier mobility and its field dependence [49, 210].
The occurrence of the current overshoot is a confirmation of good electrical contact
for charge injection.
Differential charging combines small-perturbation transient photocurrent
(TPC) and transient photovoltage (TPV) measurements. From the two experiments
the differential capacitance C = ∆Q/∆V is calculated for varied light intensity.
The integral reveals the charge carrier density at open-circuit [39, 44]. The charge
∆Q stems from the current-integral of TPC whereas the ∆V is the change in
voltage in TPV. Both experiments are performed with offset-light and a small light
pulse.
In time-delayed collection field (TDCF) the device is kept at a constant voltage
when a short laser pulse is applied [211, 212]. After a delay-time a reverse bias is
applied to extract the charge carriers. TDCF can be used to investigate the field
dependence of charge generation and recombination. A low RC-time is required
for this experiment.
Thermally stimulated current (TSC) is a technique to measure trap spectra
in semiconductors. The device is illuminated and cooled down to very low
temperatures (< 50 K). Then the illumination is turned off and the device is slowly
heated back to room temperature. The current resulting from trap emission is
measured over time. Shallow traps are released at low temperatures and deeper
traps are released at higher temperature. Trap density and trap energy levels can
be estimated [213].
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In thermal admittance spectroscopy (TAS) impedance spectroscopy is mea-
sured at different temperature levels. Similar to DLTS full trap spectra can be
extracted analysing the capacitance-frequency relation [189]. It is also possible to
determine activation energies for mobility and injection [158].
Transient absorption spectroscopy (TAS): This technique takes advantage of
the fact that in some materials infrared light is absorbed by free charge carriers.
The device is illuminated by infrared light (usually at a wavelength around
1000 nm) and the transmitted or reflected light is measured with a photo-detector.
An additional optical light pulse creates charge carriers that are then monitored
over time by the infrared light to investigate recombination dynamics [41, 44, 163].
Time-of-flight (TOF) is a technique to measure the charge carrier mobility
in semiconductors [49, 209, 214]. A short laser pulse generates a small amount
of charge carriers on one side of the semiconductor layer. Due to an applied
voltage the charge carrier package drifts through the layer. From the transit time
of the current the mobility is calculated. The advantage of the technique is that
electron and hole mobilities can be measured separately. A disadvantage is that
the technique requires thick samples (> 1 µm) and blocking contacts. Therefore, it
cannot easily be applied to regularly prepared solar cells [49].
9.5 imbalanced electron/hole mobilities 107
9.5 imbalanced electron/hole mobilities
A common limitation in organic solar cells is an imbalance of the electron and
hole mobilities. In such a case the slower carrier accumulates and leads to
space-charge. In Figure 9.23 we show simulations of a solar cell with imbalanced
mobilities and compare them with the base case. In both cases the hole mobility
is 4 · 10−4 cm2/Vs. The electron mobility is 2 · 10−4 cm2/Vs in the base case
and 2 · 10−5 cm2/Vs in the case imbalanced mobilities. In the case imbalanced mo-
bilities the electron mobility is lower by a factor of 20 compared to the hole mobility.
As seen in the JV-curve (Figure 9.23a) the fill factor is reduced in the case
imbalanced mobilities. The slow electrons accumulate whereas the fast holes are
quickly extracted. The resulting space-charge screens the electric field and hence
the driving force for charge extraction. Therefore, the performance of the device
decreases.
In Figure 9.23b the transient photocurrent response (TPC) is shown. The initial
current rise and decay is governed by the fast carrier type (holes). In the case
imbalanced mobilities the current rise and decay shows a second, much slower
component that is caused by the slower electrons. Two time-constants in TPC are
an indication of imbalanced mobilities. A high charge carrier doping can however
lead to a similar effect as shown in section 9.4.9 Transient photocurrent.
Figure 9.23c shows photo-CELIV simulations of both cases. In the case imbal-
anced mobilities the electrons are extracted later leading to a lower current peak and
to a longer current tail. Whereas in the base case most charges are extracted after
6 µs, the charge extraction lasts longer than 12 µs in the case imbalanced mobilities.
Figure 9.23d shows IMPS simulations of both cases. The different mobilities
lead to two peaks with different time constants.
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Figure 9.23: Simulation results of the base case and an additional case imbalanced mobilities.
In both cases the hole mobility is 4 · 10−4 cm2/Vs. The electron mobility is
2 · 10−4 cm2/Vs in the base case and 2 · 10−5 cm2/Vs in the case imbalanced mo-
bilities. a) JV-curve simulations under illumination. b) Transient photocurrent
simulations at 0 Volt. Light is turned on at t = 0 and turned off at t = 15 µs.
The photocurrent is normalized to 1. c) Photo-CELIV simulations. The light is
turned off at t = 0 and the voltage ramp starts at t = 0 with a ramp rate of
100 V/ms. The voltage offset prior to the ramp is set such that the current is
zero at t < 0. d) IMPS simulations. The offset light intensity is 3.6 mW/cm2
and the light modulation amplitude is 20% of the offset light intensity.
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9.6 comprehensive parameter extraction with numerical simula-
tion
In the previous sections we presented an overview over various measurement tech-
niques for solar cells. Their interpretation allows mainly qualitative conclusions:
devices can be compared and trends can be observed. When monitoring device
ageing conclusions can be drawn regarding the physical origin of the degradation
[116, 132, 138].
Organic and other third generation solar cells are devices with complex charge
transport physics. Simple analytical device descriptions are often not capable to
capture all relevant physical effects. Parameters can not easily be determined by
simple methods. The analysis with analytical expressions as for photo-CELIV or
for Mott-Schottky can lead to inaccurate results [115, 198, 199]. Fits with equivalent
circuits to impedance spectroscopy data are ambiguous and physical interpretation
can be arbitrary.
Extracting physically meaningful material parameters from these experimental
techniques requires therefore numerical simulation. Numerical simulation pro-
vides a deeper understanding of the underlying physical processes.
Often JV-curves are fitted by simulation to extract charge transport parameters
[113, 141–144]. We showed in a previous publication that fitting JV-curves is clearly
insufficient to unambiguously determine physical parameters [34]. Our conclu-
sions are consistent with Set et. al. demonstrating that parameter extracted from
JV-curve fits are arbitrary [215]. The parameters are correlated – parameter 1 can
have the same influence on the JV-curve as parameter 2. The influence of the dif-
ferent parameters on the result is highly entangled. Parameter correlation can be
reduced by combining several experimental techniques [34]. The combination of
a variety of experiments leads to a broader understanding, a higher accuracy and
a quantitative description of a semiconductor device. The following study follows
the approach of combining several experimental techniques for accurate parameter
extraction for an organic polymer-fullerene solar cell.
9.6.1 Device under investigation
We perform measurements on an organic bulk-heterojunction solar cell comprising
PCDTBT:PC70BM (weight ratio 1 : 4) as active material to demonstrate parameter
extraction by numerical simulation. The device has the structure: ITO (130 nm) /
MoO3 (10 nm) / PCDTBT:PC70BM (85 nm) / LiF / Al (100 nm) and has a power
conversion efficiency of 3.3%. The device was fabricated at Karlstad University
[216]. Below we give further information on the used materials and sample
preparation.
Materials: PCDTBT (Mn = 19 kg/mol and Mw = 39 kg/mol) was purchased
from Ossila Ltd, PC70BM (purity > 99%) was purchased from Solenne BV. MoO3
(99.98%) was purchased from Sigma-Aldrich. Chlorobenzene (analytical grade)
was purchased from Merck KGaA and used as received. Patterned ITO-coated
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glass substrates (100 nm, 20 Ω/sq) and light-curable encapsulation epoxy were
purchased from Ossila Ltd.
Sample preparation: The solar cells were prepared on ITO-coated glass sub-
strates that had been cleaned in isopropanol in an ultrasonic bath for 60 min and
subsequently UV-ozone treated for 20 min. An 8 nm MoO3 layer was deposited by
thermal evaporation with a deposition rate of 0.04 nm/s at 10−6 mbar. A blend so-
lution of PCDTBT:PC70BM in a 1 : 4 weight/weight ratio, at a total concentration
of 20 mg/ml, was prepared in chlorobenzene and filtered through a 0.45 µm polyte-
trafluoroethylene (PTFE) filter directly before being deposited on top of the MoO3
by spin coating at 750 rpm for 100 s in a protected N2 atmosphere (< 0.1 ppm O2,
< 0.1 ppm H2O) inside a glove box (M. Braun Inertgas-Systeme GmbH). The active
layer thickness was measured by scanning across a scratch in the film with the
tip of an AFM (Nanoscope IIIa Multimode, Veeco Metrology group, now Bruker
Corporation). After spincoating the active layer, the samples were transferred to
the vacuum chamber of a thermal evaporator (Univex 350 G, Oerlikon Leybold
Vacuum GmbH) integrated in the glove box, where 0.3 nm LiF and 100 nm Al was
deposited with a deposition rate of 0.05 nm/s (LiF) and 0.1 nm/s (Al) at 10−6 mbar.
Inside the glove box, the solar cells were encapsulated using encapsulation epoxy
and glass coverslips. The epoxy was cured by exposure to UV-light (LV 202E, Mega
Electronics) for 30 min [216].
9.6.2 Measurements and Simulation
All measurements were performed on the very same solar cell, fully automated
within 35 minutes such that unintentional degradation between different mea-
surements or changes in ambient conditions can be minimized. The automated
measurement without changing the contacting probes and measurement within
a short period of time is important to obtain a fully consistent set of experi-
mental data. We measured 4 nominally identical devices and found very good
reproducibility. Here we show measurement data of one device. An IV-curve
was measured at the beginning and at the end of the procedure to confirm that
no degradation occurred during the measurement. All measurements were per-
formed using the all-in-one measurement system Paios [110]. For the illumination
in all experiments a white LED (Cree XP-G) is used.
The simulation model and all equations are described in the chapter 7 physi-
cal model. We use a rather simple model (discrete transport and trap energies)
to keep the number of unknown parameters low. For the fitting the Levenberg-
Marquardt [123, 124] algorithm is applied (see section 8.2.2 Levenberg-Marquardt
for details).
We use the following procedure to obtain the simulation parameters:
1. The relative dielectric constant εr and the series resistance RS are extracted
from the capacitance-frequency plot. The values are cross-checked with the
displacement current in dark-CELIV.
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2. The parallel resistance RP is determined from the reverse current of the dark
JV-curve and can be cross-checked with the conductance of impedance spec-
troscopy data.
3. The photon-to-charge conversion efficiency ηp2c is estimated from the short-
circuit current.
4. Electron and hole mobilities are fitted to the normalized transient photocur-
rent rise and decay.
5. The injection barriers and the built-in voltage are fitted to the illuminated
JV-curve and CV measurements.
6. The recombination pre-factor is adjusted to the CELIV-peak current.
7. Global fitting is performed for fine-tuning the parameter set. The parameters
from step 1-3 (εr, RS, RP and ηp2c) were fixed during the global fitting routine.
9.6.3 Measurement and Simulation Results
Figure 9.24 shows an overview of 9 experimental techniques with measurement
and simulation. For all simulations the same material and device parameters are
used, as summarized in Table 9.2. The simulation results (red curves) match the
measurement data (black curves) very well. To the best of our knowledge it is
the first time that such a comprehensive description of an organic solar cell is
published.
The illuminated JV-curve (Figure 9.24a) shows a slightly stronger voltage-
dependence of the photocurrent than reproduced by simulation. This could be
caused by field-assisted exciton dissociation (Onsager-Braun) [148, 211] which
was not included in the simulation but could be activated in the model for
further refinement [113]. The dark JV-curve (Figure 9.24b) is well-described by the
simulation. The open-circuit voltage dependence on light intensity (Figure 9.24c)
shows an ideality factor of 1.2 to 1.5. Namkoong et. al. [217] determined an ideality
factor of 2.0 for a device with the same active layer. Such ideality factors can only
be reproduced by introducing traps with SRH-recombination in the simulation
model.
In the dark-CELIV (Figure 9.24d) no current-overshoot is observed indicating
little or no doping. The current is mainly determined by RC-effects that are well-
reproduced by the simulation. The photo-CELIV (Figure 9.24d) signal shows only
a small overshot due to the high Langevin recombination in this system. The
shape of the open-circuit voltage decay (OCVD), shown in Figure 9.24f, is influ-
enced by the amount of SRH-recombination and is reproduced well by the sim-
ulation for high (L = 72 mW/cm2) and low (L = 0.7 mW/cm2) light intensity
(note the logarithmic time-scale). The voltage decay starting at 1 ms is caused by
the measurement resistance of 1 MΩ which is also considered in the simulation.
Figure 9.24g shows transient photocurrents for two different light intensities. The
shape of current rise and decay is mainly influenced by the electron and hole
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Figure 9.24: Measurements of an organic PCDTBT:PC70BM solar cell (black) and drift-
diffusion simulation results (red). a) JV-curve under illumination (L =
72 mW/cm2). b) dark JV-curve. c) Open-circuit voltage for varied light inten-
sity. d) Dark-CELIV (L = 0) and photo-CELIV (L = 72 mW/cm2) with ramp
rate 100 V/ms. Light is turned off at t = 0. f) Open-circuit voltage decay for
two light intensities. Light is turned off at t = 0. g) Transient photocurrent for
two light intensities. Light is turned on at t = 0 and turned off at t = 10 µs.
h) Impedance spectroscopy at 10 kHz with varied offset-voltage. i) Impedance
spectroscopy at constant voltage with varied frequency. j) Intensity-modulated
photocurrent spectroscopy (IMPS) with constant offset voltage. Simulation pa-
rameters are summarized in Table 9.2.
mobility and are well reproduced by the simulation. The peak in capacitance-
voltage (Figure 9.24h) is reproduced well by the simulation. There is however a
small deviation in the injection regime (> 0.8 V) that we cannot clearly attribute
to a certain effect. Impedance spectroscopy data is shown in Figure 9.24i for two
offset-voltages. The capacitance decay at high frequency (> 300 kHz) is caused
by the series resistance. The simulation reproduces the difference in capacitance
for offset-voltages of −0.5 V and +0.5 V. The trapping leads to an increased ca-
pacitance at low frequency in the simulation that is slightly overestimated com-
pared to the measurement. Discrete energy levels are used to describe the traps.
A broader trap-distribution could reproduce the capacitance increase at low fre-
quency more accurately [189]. Figure 9.24j shows intensity-modulated photocur-
rent spectroscopy (IMPS) data for two different offset-voltages. The IMPS data was
not included in the fitting. The parameters determined from the fit were used to
simulate IMPS data as a cross-check. Indeed, the measurement and simulation of
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the IMPS signal fit reasonably well – a further indication for the validity of the
approach for parameter extraction presented here.
9.6.4 Parameter correlation
To quantify the parameter correlation of the simulation result a correlation
analysis is performed. The calculation of the correlation matrix is described in
section 8.2.3 Parameter correlation. If the correlation is 1.0 or −1.0 parameters
are fully correlated. If the correlation is zero they are not correlated and fully
independent.
The correlation matrix of the simulation in Figure 9.24 is shown in Figure 9.25.
The diagonal of the correlation matrix is always one, since each parameter fully
correlates with itself. Most parameters show only a very weak correlation with
other parameters. The average correlation is 0.13. There are a few exceptions that
show significant correlation. For example, the electron capture rate of the trap ce
correlates with the density of chargeable sites N0. This can be explained looking
at the governing equations in chapter 7 physical model: Trap release to the
LUMO-level is proportional to ce · N0. Both parameters therefore have the same
influence on the trap release current.
For comparison, we calculated the correlation matrix of only the illuminated
JV-curve (Figure 9.24a). The correlation matrix is shown in Figure 9.26. Here
most parameters are highly correlated with other parameters and not a single
parameter is independent. The average correlation is 0.50. Such a result indicates
that the extracted parameters are not unique and a fit would therefore not be
reliable. Comparing the two correlation matrices (Figure 9.25 and Figure 9.26) it
is clear that combining several experimental techniques reduces the correlation
significantly.
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Figure 9.25: Correlation matrix of the simulation results of Figure 9.24. Experiments in-
cluded in the calculation of the correlation matrix are: JV under illumination,
dark-JV, Voc versus light intensity, dark-CELIV, photo-CELIV, OCVD, TPC, CV
and C-f.
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Figure 9.26: Correlation matrix of the simulation results in Figure 9.24 using only the illu-
minated JV-curve.
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9.6.5 Extracted Parameters
Parameter Symbol Value Obtained by
Device thickness d 85 nm Measured by AFM
Device area S 0.045 cm2 -
Series resistance RS 90 Ω High frequency range
of capacitance-frequency
plot
Parallel resistance RP 160 MΩ Reverse current of dark
JV-curve
Relative permittivity εr 4.7 Capacitance level in
capacitance-frequency
plot and dark-CELIV
LUMO ELUMO 3.8 eV -
HOMO EHOMO 5.37 eV fit
Band-gap energy Eg 1.57 eV -
Workfunction MoO3 ΦA 5.22 eV fit
Workfunction Al ΦC 3.88 eV fit
Built-in voltage Vbi 1.34 V -
Effective density of
states
N0 1.5 · 1021 cm−3 fit
Electron mobility µe 1.6 · 10−3 cm2/Vs fit




Photon to charge conver-
sion efficiency
ηp2c 0.37 Adjusted to match the
short-circuit current
Electron trap density Nt 1 · 1017 cm−3 fit
Electron trap depth Et 0.4 eV fit
Electron trap – electron
capture rate
ce 1 · 10−11 cm3/s fit
Electron trap – hole cap-
ture rate
ch 3.2 · 10−10 cm3/s fit
Table 9.2: Parameters that were used to simulate all experiments in Figure 9.24.
The parameters determined from the fit are shown in Table 9.2 and allow
conclusions about the material system under investigation. The system has
high and balanced charge carrier mobilities leading to efficient transport. The
mobilities observed here are higher than reported for similar material systems
(5 · 10−5 cm2/Vs by CELIV and TOF [50] and 3 · 10−4 cm2/Vs by SCLC and DIT
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[210]). The reason might be the different morphology due to different processing.
The Langevin pre-factor is 1.0, resulting in efficient recombination. It is consistent
with the findings of Clarke et. al. who determined a Langevin pre-factor between
0.3 and 1.0 for PCDTBT:PCBM which is common in polymer-fullerene material
combinations [50]. An exception is P3HT:PCBM that shows a strongly reduced
Langevin recombination with a pre-factor lower than 0.001 [39, 209]. There
seems to be no doping but a considerable density of electron traps leading to
efficient recombination paths. Significant trap-assisted recombination has also
been reported by Li and McNeill [218] and Clarke et. al. [50] for PCDTBT:fullerene
solar cells.
The photon-to-charge conversion efficiency is very low in this study. It can how-
ever also be caused by inaccuracies in the determination of the light intensity in
our setup. There is evidence for field-dependent exciton dissociation that lowers
the photocurrent. The energy alignment of the contact materials to the HOMO
and LUMO levels is very good leading to a high built-in voltage of 1.34 V and
consequently to a high Voc.
The simulation and measurement results presented in this section show that ma-
terial systems like PCDTBT:PC70BM can be described well even with a rather sim-
ple drift-diffusion model employing discrete transport and trap levels and Ohmic
injection. All the main features observed in the experimental techniques can be re-
produced. The simulation results provide physical insight and help to gain a better
understanding of novel material systems and device concepts.
9.7 summary
We present an overview of opto-electrical characterization techniques for solar
cells, namely dark-CELIV, photo-CELIV, open-circuit voltage decay (OCVD),
transient photovoltage (TPV), deep-level transient spectroscopy (DLTS), tran-
sient photocurrent (TPC), charge extraction (CE), impedance spectroscopy (IS),
capacitance-voltage (CV), intensity-modulated photocurrent spectroscopy (IMPS),
intensity-modulated photovoltage spectroscopy (IMVS), dark JV-curves, open-
circuit voltage versus light intensity and open-circuit voltage versus temperatue
measurements.
Simulation results of all these techniques are presented on the basis of 10
common limitations and defects of solar cell devices. We provide rich information
for judgement and interpretation of experimental results of these characterisation
techniques. Doping might be best extracted from dark-CELIV measurements.
Recombination clearly influences the peak-height of the photo-CELIV current
whereas the charge carrier mobility influences the rise-time in TPC. From the
TPC decay and the DLTS decay, trap densities and trap depths may be estimated
using temperature dependent measurements. The charge extraction experiment
underestimates the effective charge carrier density by up to a factor of 5 in
our simulations. The series-resistance and the electrical permittivity can be
determined from capacitance-frequency plots of impedance spectroscopy data
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and from dark-CELIV. A capacitance-rise at low frequency is an indication of
slow trapping. With capacitance-voltage measurements the injection behaviour
can be studied. We recommend not to use Mott-Schottky analysis of CV data
for thin devices like organic solar cells. The ideality factors from dark JV-curves
and Voc versus light intensity measurements are a clear indicator for trap-assisted
recombination. Only the case with deep traps leads to an ideality factor of 2.0
in our simulations. The shunt resistance is extracted from the reverse current of
the dark JV-curve or OCVD. The accuracy of the parameter extracted from these
techniques using analytical approaches is discussed.
We further demonstrate comprehensive parameter extraction from experimental
data by global parameter fitting on the example of an organic bulk-heterojunction
solar cell comprising PCDTBT:PC70BM. Our simulation results match the data of 9
different experimental techniques in the steady-state, transient and frequency do-
main very well. Problematic parameter correlation is minimized by the combina-
tion of several techniques. All relevant parameters that govern charge transport are
determined including the electron and hole mobilities, recombination pre-factor,
trap density, trap depth, built-in potential, injection barriers, shunt resistance, se-
ries resistance and the relative dielectric constant.
We provide assistance in interpretation of experimental results and demonstrate
comprehensive parameter extraction. Understanding and quantifying physical ef-
fects is a prerequisite for further progress in research of efficient and stable third-
generation solar cell technologies.
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W H Y P E R O V S K I T E S O L A R C E L L S W I T H H I G H E F F I C I E N C Y
S H O W S M A L L I V- C U RV E H Y S T E R E S I S
This chapter is based on the author’s publication Why perovskite solar cells with high
efficiency show small IV-curve hysteresis [219].
10.1 abstract
There is increasing evidence that the presence of mobile ions in perovskite solar
cells can cause a current-voltage curve hysteresis. However, it is still subject of
ongoing debates how exactly mobile ions influence the device operation. We use
drift-diffusion simulations incorporating mobile ions to describe IV-curves of
preconditioned methylammonium lead iodide perovskite solar cells and compare
them with experimental results.
Our simulation results show that the hysteresis depends on the extent of sur-
face recombination and on the diffusion length of charge carriers. We provide a
detailed explanation for the reduced hysteresis of perovskite solar cells with high
power conversion efficiencies. We find that in high-efficiency solar cells ion migra-
tion is still present, but does not cause a hysteresis effect. In these devices charge
extraction is mainly driven by diffusion of free electrons and holes.
10.2 introduction
The device physics of metal-organic halide perovskite solar cells is still under
debate. The hysteresis in the current voltage-curve [35] occurring at different
voltage scan-rates has been attributed to the slow movement of mobile ions in the
perovskite film [89, 87]. Using density functional theory (DFT) it has been shown
that formation energies for iodine vacancies and methylammonium (MA) vacan-
cies are sufficiently low such that both vacancies are present at high concentrations
at room temperature [90]. Furthermore, it was found that iodine vacancies can
migrate through the device [96]. The hypothesis of mobile iodine vacancies has
been further confirmed by TOF-SIMS measurements that have revealed changes
in chemical composition before and after illumination on microscopic spots [220].
There is also evidence for other species migrating through the perovskite layer
such as gold [221] or hydrogen [222].
Van Reenen et. al. [98], Richardson et. al. [99] and Calado et. al. [100] have pre-
sented drift-diffusion models incorporating mobile ions in order to study transient
phenomena consistent with the hysteresis effect. Their transient simulations show
that mobile ions indeed can lead to a hysteresis in the IV-curve as observed in
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measurements.
Although the presence of mobile ions seems to be confirmed and their influence
on the IV-curve hysteresis has been simulated, important questions remain open.
The strength of the IV-curve hysteresis depends strongly on the contact materials
used to extract electrons and holes [35, 87, 72, 73, 223, 71]. Perovskite solar cells
employing PEDOT:PSS and PCBM as contact layers for example have almost no
hysteresis whereas perovskite solar cells with compact TiO2 and Spiro-OMeTAD
show very pronounced hysteresis [71]. It was shown that surface optimization can
eliminate the hysteresis [72, 73, 224]. There is evidence that inverted devices (holes
extracted at the front-side, electrons on the rear-side) have generally less hysteresis
[71, 225]. If mobile ions inside the bulk perovskite layer are responsible for the
hysteresis, the question arises why the hysteresis depends on the contact materials
used for charge extraction.
Furthermore it is generally observed that highly efficient perovskite solar cells
suffer less from hysteresis [224, 225, 207, 226, 142, 227, 228]. How can this be
related to ion migration?
Calado and co-workers presented evidence for mobile ions also in hysteresis-
free devices and concluded that electronic passivation1 of the contact surfaces
reduces the hysteresis [100]. This is consistent with the work of van Reenen et. al.
that states the necessity of the presence of interface traps and mobile ions for the
occurrence of the hysteresis [98]. Richardson and co-workers however presented
simulation data without surface recombination still resulting in a hysteresis [99].
In this chapter we investigate the influence of surface-recombination and dif-
fusion length on the IV-curve hysteresis of perovskite solar cells. We use a drift-
diffusion model incorporating mobile ionic species to simulate preconditioned IV-
curves and compare it with experimental results. We provide an explanation why
highly efficient devices have generally small hysteresis and why the contact mate-
rials play an important role.
10.3 methods
10.3.1 Experimental methods
To study the influence of mobile ions it is helpful to use experiments that dis-
tinguish ionic from electronic processes. When an IV-curve is measured with a
voltage-ramp up and down, processes of ionic charge transport and electronic
charge transport are both involved. With commonly used scan-rates it is not possi-
ble to study ions and electrons or holes separately.
In order to distinguish ionic from electronic charge transport we thus perform
IV-curve measurements with very high ramp-rates (full IV-curve measured in
70 milliseconds, up and down) after preconditioning the device for 10 seconds
1 Electronic passivation of a surface means the reduction of surface states (interface traps) that leads
to a lower surface recombination rate.
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at a constant voltage, as proposed by Tress et. al. [89]. The long preconditioning
time allows the ions to move and equilibrate in the device. Therefore we achieve
a separation of electronic and ionic processes in our measurements. Jacobs and
co-workers concluded that preconditioned rapid IV-scans are more effective at
manifesting the hysteretic behaviour than classical slow IV-scans [229].
The preconditioned IV-curves are acquired with the all-in-one measurement sys-
tem Paios [110]. For illumination a white LED is used with fast turn-on time. The
preconditioning and the IV-curve acquisition are performed in a one-shot measure-
ment. A voltage signal is applied that is constant for 10 seconds and subsequently
drives the IV-curve down to −0.6 volt and up to 2.3 volt within 70 milliseconds.
The measurement system is described in more detail in chapter 6 experimental
setup.
10.3.2 Numerical model
To simulate preconditioned IV-curves, we profit from the fact that ionic motion
and motion of electron and holes occur on different time scales and can be investi-
gated separately, as already described in the section 10.3.1 Experimental methods.
This allows us to simulate first the ion distribution as a result of preconditioning
and then the charge transport of electrons and holes in the presence of the fixed
ion distribution. Compared to a fully coupled solver this two-step approach can
be faster while preserving good convergence.
The prerequisite of this approach is that ions do not move significantly during
the fast IV-ramp and that the electronic charge carrier concentration is much
smaller than the concentration of ions during the preconditioning, such that the
electrons and holes do not significantly alter the electric field. With our parameter
set this is the case. We also have tested a fully coupled dynamic electronic-ionic
modelling approach for certain parameter sets, compared it with the two-step
approach and did not find relevant differences as long as the charge carrier
density is significantly lower than the ion density.
The device structure and the simulation domain are shown in Figure 10.1. The
mesoporous structure with TiO2 is neglected in the model. The absorbing layer is
modelled as one effective material with one transport level for electron and one
for holes, respectively.
It is energetically favourable for photogenerated electrons to transfer to TiO2.
This process has been estimated to happen within picoseconds. We therefore
assume that the electrons are mainly transported in the mesoporous TiO2. As TiO2
has a lower electron mobility, an imbalance between electron and hole mobility
is assumed as proposed by Ponseca et. al. [69]. The compact TiO2 as electron
transport layer and the Spiro-OMeTAD as hole transport layer are modelled
as metallic. It is assumed that their doping density is high enough to fix the
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Figure 10.1: Device structure, schematic band diagram and simulation domain of the per-
ovskite solar cell.
Fermi-level at the interface with the perovskite.
The simulation domain is discretized into 100 elements in the bulk. With high
ion densities very steep density gradients can occur at the boundaries leading to
numeric instability as observed by Richardson et. al. [99]. To address this issue we
refine the grid close to the boundaries with additional 20 points each.
The drift-diffusion equations for the mobile ions are solved first. Neumann
boundary conditions of zero flux (no ions can enter or leave the perovskite
layer) and an initial ion density with uniform distribution are used. Walsh and
co-workers showed with quantum mechanical calculations that the charge carrier
concentration is regulated by ionic compensation (self-regulation mechanism)
[90]. The Schottky-defect formation results in an equal amount of positively and
negatively charged ions. We therefore assume the same density for both ion
species.
Eames et. al. calculated that iodine as well as MA are mobile within perovskite,
the later however with a much lower mobility [96]. We therefore consider both ion
types to be mobile. The steady-state solution of the ion distribution is however
independent of the ion-mobility. Note that there is a large difference between the
solutions for an ion mobility of zero and extremely low ion mobility. Ions with
non-zero mobility accumulate on one side of the electrodes at steady-state, inde-
pendent of their mobility. The mobility only determines how long it takes to reach
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steady-state. We therefore suggest not to employ fixed charges with uniform distri-
bution for slow ions like MA vacancies as used by Richardson and Calado [99, 100].
The resulting steady-state ion distribution at the preconditioning voltage is
then used in the second drift-diffusion simulation as fixed charges. These fixed
ionic charges enter the Poisson equation and thereby influence the electric field
profile in the device. The second drift-diffusion simulation solves for the electronic
charge distributions in the bulk and uses fixed electronic charge carrier densities
as boundary conditions, namely a fixed electron density at the TiO2-interface and
a fixed hole density at the Spiro-OMeTAD-interface. The drift-diffusion simulation
is performed using the simulation software Setfos [111].
To simulate surface recombination 3-nanometre thin recombination layers are
used at the interfaces with the transport layers on both sides. Changing the re-
combination coefficient of each of these thin layers effectively controls surface re-
combination at the perovskite layer interface. The physical cause of the interface
recombination could be energetic states (interface traps) at the interface leading to
Shockley-Read-Hall recombination.
The simulation of the illuminated device considers the illumination spectrum
and a thin film optics model of the complete multi-layer stack as previously
presented for the simulation of organic solar cells [34, 113] and perovskite solar
cells [230, 36].
The detailed description of the simulation model is found in chapter 7 phys-
ical model. The model used in this study is however less complex as it does
not include Shockley-Read-Hall (SRH) and the mobile ions are not fully coupled.
Furthermore only a single layer is simulated.
10.3.3 Device fabrication
All chemicals were purchased in a high purity grade and were used as received.
Fluorine doped tin oxide-coated glass substrates (Solaronix, resistivity 7 Ω/sq)
were patterned by etching with Zn powder and HCl (conc.) and were then se-
quentially cleaned in Hellmanex (Hellma, Germany), de-ionized water, acetone
and 2-propanol.
For the deposition of the compact TiO2 blocking layer, 25 ml of TiCl4 (Sigma
Aldrich) was hydrolyzed in 90 ml of deionized water at 0◦ C, then spin coated on
cleaned FTO at 5000 rpm for 30 s. The mesoporous TiO2was deposited on top of
FTO/TiO2 by spin coating a paste of TiO2 nanoparticles (Ti-Nanoxide T/SP from
Solaronix diluted with ethanol 0.22% wt/wt) at 5000 rpm for 30 seconds followed
by heating to 380◦ C for 10 min and then to 500◦ C for 30 min in air. Before depo-
sition of the perovskite layer, the substrates were heated inside the glovebox at
140◦ C for 10 min.
A solution of the precursors PbI2 (CTI Japan, 99.9%) and methylammonium
iodide (Sigma Aldrich) in dimethyl sulfoxide (DMSO, Sigma Aldrich) (DMSO, 1:1
M ratio, concentration 45% wt/wt) was spin coated inside the glovebox on the
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mesoporous TiO2 at 1000 rpm for 10 s followed by 5000 rpm for 30 s. During the
last 10 s of spin coating, 1 ml of chlorobenzene (Sigma Aldrich, 99.8%) was dropped
on the spinning substrate. The perovskite films were then annealed at 100◦ C for
60 min.
A hole transport layer solution of 2,2’,7,7’-tetrakis- (N,N-di-p-methoxyphenyl-
amine)-9,9’-spirobifluorene (Spiro-OMeTAD, Sigma-Aldrich 99%) with a
dopant (FK209 from Dyesol) and additives (4-tert-butylpyridine and lithium
bis(trifluoromethylsulfonyl)imide, Sigma Aldrich) was prepared as previously
described [231] and coated on the perovskite film at 4000 rpm for 30 s. Finally,
80 nm of Au (Kurt J. Lesker, 99.999%) were deposited by thermal evaporation at
< 5 · 10−6 mbar through a shadow mask. Four solar cells were defined on each
substrate with an active area of 0.138 cm2.
An SEM cross-section image of the device is shown as Figure 1a in reference [82].
The thickness of the mesoporous TiO2/MAPI layer is approximately 400 nm. De-
vices were fabricated by Dr. Mohammed Makha at EMPA in Dübendorf, Switzer-
land.
10.4 results
Devices are fabricated according to the procedure described in section 10.3.3 De-
vice fabrication. In Figure 10.2 the IV-curves of the device measured under AM1.5
is shown. The hysteresis of this IV-curve is small because the device was measured
with a slow scan rate of 0.1 V/s. The power conversion efficiency is around 12%.





























forward scan at AM1.5
PCE = 11.4%
Voc = 0.97 V
Isc = 17.8 mA/cm2
reverse scan at AM1.5
PCE = 13.4%
Voc = 1.01 V
Isc = 18.2 mA/cm2
Figure 10.2: IV-curves measured under AM1.5 with forward and reverse scan and a reverse
dark-scan.
Figure 10.3 shows IV-curves measured with different scan-rates. The hysteresis
shape depends significantly on the scan-rate. At low scan-rates (Figure 10.3a and
10.3b) the downward scan results in higher open-circuit voltage and higher fill
factor. This is the type of hysteresis that is often published and is comparable
with the hysteresis of the IV-curve in Figure 10.2. The IV-curve at higher scan-rate
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(Figure 10.3c) shows a crossing point and an S-shape in the forward scan. At the
highest scan-rate two crossing-points occur and the hysteresis is most pronounced.


















































































Figure 10.3: IV-curves measured with different scan-rates. Arrows indicate the scan-
direction.
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10.4.1 Preconditioned IV-curves
Preconditioned IV-curves allow separating the influence of mobile ions and
electronic charges. Electrons and holes in perovskite have charge carrier mobilities
between 0.01 and 20 cm2/Vs [80, 46, 232] whereas iodine vacancies are expected
to have a mobility in the order of 10−11 cm2/Vs [96]. Other ionic species like MA
vacancies are even slower with a mobility of around 10−15 cm2/Vs [96]. Although
the IV-curve is measured within 70 milliseconds, the electrons and holes can be
considered in steady-state at each voltage-point due to their high mobility. The
ions however are too slow to follow the voltage-ramp, thus we consider the ion
distribution in the perovskite layer as unchanged during the IV-sweep.




























Preconditioned at 0 V
Preconditioned at 1 V
Ramped measurement (10 V/s)
Figure 10.4: Comparison between IV-curves measured with different preconditioning (ac-
quired with a fast upward-ramp after 10 seconds preconditioning at 0 volt
or 1 volt) and an IV-curve measured with a ramp-up and down. The arrows
indicate the sweep direction.
The difference between the two preconditioned IV-curves can be directly related
to the hysteresis of IV-curves measured with a voltage-ramp up and down. In Fig-
ure 10.4 the preconditioned IV-curves are compared to an IV-curve measured with
a regular voltage ramp (ramp from low to high voltage and back). The upward
sweep is comparable to the IV-curve preconditioned at 0 volt and the downward
sweep is comparable to the IV-curve preconditioned at 1 volt. The IV-curve mea-
sured with the voltage ramp lies somewhere between the two extreme cases of pre-
conditioning at 1 volt or 0 volt. The ramp of 10 V/s is slow enough such that the
ions have time to partially adjust in the electric field during the scan. By analysing
the preconditioned IV-curves at 0 and 1 volt we can make direct conclusions about
the hysteresis observed with finite scan rates.
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10.4.2 Measurement and Simulation
Preconditioned IV-curves of the perovskite solar cells are measured as described
in section 10.3.1 Experimental methods


























a Preconditioned at 0 V
Preconditioned at 1 V









Figure 10.5: a) Measured IV-curves of a methylammonium lead iodide (MAPI) perovskite
solar cell that was preconditioned at 0 and 1 volt for 10 seconds. b) Simulation
results including mobile ions and surface recombination.
Figure 10.5a shows preconditioned IV-curves at 0 volt and 1 volt of a mesoporous
perovskite solar cell with the structure ITO|TiO2|meso-TiO2:MAPI|MAPI|Spiro-
OMeTAD|Gold. The curve with preconditioning at 0 volt shows about half the
open-circuit voltage and has a low current in forward direction. A white LED is
used for the illumination, therefore the photocurrent is lower compared to one
sun AM1.5 illumination.
We use the drift-diffusion simulator Setfos [111] extended by an ion charge trans-
port solver to provide a possible explanation for the observed effects. Figure 10.5b
shows the simulation result for the two preconditioned IV-curves reproducing the
significant features. The shift in open-circuit voltage is less pronounced compared
to the measurement.
A mobile ion density of 1 · 1018 cm−3 was used. High vacancy densities up to
2 · 1020 cm−3 could be expected from theoretical calculations [90]. It is however
not clear how many MA vacancies and iodine vacancies are compensated by an
electric charge and are neutral. We emphasize that finding methods to determine
the density of mobile ions is important for quantitative simulations. The simulation
parameters are summarized and explained in Table 10.1.







1 · 10−2 cm2/Vs Electrons are transferred to TiO2 within
picoseconds [80]. We therefore assume
that electrons are transported inside the
mesoporous TiO2 [233] with a mobility of
1 · 10−2 cm2/Vs [234].
Hole mobility
(µh)
1 cm2/Vs Charge carrier mobility has been es-
timated to be around 20 cm2/Vs by
terahertz and microwave conductivity
[69]. These two techniques measure
short range mobility. For device mod-
elling long range mobilities (across grain
boundaries) are more adequate. We
therefore use results from time-of-flight
measurements, that showed mobilities




1 · 10−9 cm3/s The radiative recombination coefficient
has been measured to be between 1 ·
10−10 and 1 · 10−9 cm3/s by time-delayed
collection field experiments [235].
Effective density
of states (N0)
1 · 1027 m−3 -
LUMO (ELUMO) 3.9 eV -
HOMO (EHOMO) 5.4 eV -
Relative Permit-
tivity (εr)
35 Capacitance-frequency plots from
impedance measurements gave a relative
permittivity of 35. This is close to the
theoretical calculations from Frost et. al.
resulting in permittivities between 24
and 33 [95].







1 · 1018 cm−3 Molecular dynamics calculations by
Walsh et. al. predict ion concentrations up
to 2 · 1020 cm−3 [90]. In recent approaches
to model mobile ions densities between
1 · 1017 and 1 · 1019 cm−3 have been used
[99, 98, 100]. Ion densities of 1 · 1018cm−3
show in our case the best results. The
density of mobile ions needs to be in-
vestigated in more detail in future. It is
also not clear yet, how many vacancies





1 · 1018 cm−3 Both positive and negative ion densi-




1 · 1015 cm−3 Fitting value
HTM p-doping
(pHTM)












8 · 10−4 cm3/s Fitting value
Table 10.1: Simulation parameters for the simulation of the IV-curves shown in Fig-
ure 10.5b.
Figure 10.6a shows the calculated ion distribution after preconditioning at
0 volt and 1 volt. At 0 volt the negative ions (anions) move to the electron contact,
positive ions (cations) to the hole contact, driven by the built-in potential. The ions
compensate the built-in field in this state hindering charge extraction. However,
for preconditioning at 1 volt the ions move to the opposite side and enhance the
built-in potential.
Figure 10.6b shows the electric field during the fast IV-scan at 1 volt after
preconditioning. In the case where the ions were preconditioned at 0 volt the ionic
space charge creates a positive electric field close to both contacts. This field acts
as a barrier for injection of electronic charges. The forward current is therefore lim-
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ited as no charge can be injected. Therefore only the photocurrent is extracted in
forward direction (Figure 10.5b). In the case with preconditioning at 1 volt the elec-
tric field is negative close to the contacts leading to a regime with efficient injection.





























Preconditioned at 0 V - cations
Preconditioned at 0 V - anions
Preconditioned at 1 V - cations
Preconditioned at 1 V - anions






























Prec nditi ned at 0 V
Prec nditi ned at 1 V
Figure 10.6: a) Simulated ion distribution after preconditioning at 0 volt and 1 volt. b)
Simulated electric field profiles at 1 volt forward bias for both ion distributions
shown in a). The same simulation parameters are used as in Figure 10.5b
The example in this section illustrates that the simulation result compares
favourably with the experimentally observed IV curves (Figure 10.5) and that the
underlying electronic and ion charge distributions (Figure 10.6) are responsible
for the distinct behaviour of preconditioning at different prebias.
10.4.3 Preconditioned IV-Curves under Illumination and in the Dark
To further validate our simulation approach we fabricated planar perovskite
devices with the same layer structure. Also in these devices the current is injection
limited if preconditioned at 0 volt as shown in Figure 10.7a. In forward and
in reverse direction only the photocurrent of 20 mA/cm2 is extracted. Charge
injection is blocked by the ions close to the contact. The simulation reproduces
this behaviour as shown in Figure 10.7c.
In these devices also dark-IV curves were measured with varied preconditioning
(Figure 10.7b). In case of a preconditioned device at 0 volt the ions are close to
the contacts and inhibit charge carrier injection. Compared to the IV-curve under
illumination there are however no charges in the bulk that could be extracted.
Therefore, the current is very low. If preconditioned at 1 volt the ions have moved
away from the layer interfaces (see Figure 10.6). In this state charges can be injected
into the perovskite layer. Electrons and holes recombine in the bulk and a forward
current flows. This IV-curve shows regular diode behaviour.
In the simulation the same behaviour is reproduced using the same parameters
for light and dark IV. Please note that the series resistance of this planar device
is higher than the one in the mesoporous device used in this study. This effect
is considered in the simulation. The short circuit current is higher compared to
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Figure 10.7: a) Preconditioned IV-curves under illumination of a planar perovskite solar
cell. b) Preconditioned IV-curves in the dark. c) Simulated IV-curves under
illumination with ion distribution at 0 and 1 volt. d) Simulated IV-curves in
the dark with ion distributions at 0 and 1 volt.
the mesoporous device. We use a higher charge generation in the simulation to
account for this fact. All other parameters of the simulation remained the same, as
shown in Table 10.1.
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10.4.4 Influence of diffusion length and surface recombination
To better understand hysteresis caused by mobile ions we analyse the influence of
surface recombination and the carrier diffusion length on the IV-curve hysteresis.
The carrier diffusion length L is defined as
L =
√
D · τ =
√
τ · µ · kT
q
(10.1)
where D is the diffusion constant, τ is the charge carrier lifetime, µ is the mo-
bility and kT/q is the thermal voltage. The charge carrier lifetime for electrons (τe)















where ne is the electron density, nh is the hole density, R is the recombination
and β is the radiative recombination coefficient. The two equations show that
the electron lifetime is dependent on the hole density and the hole lifetime is
dependent on the electron density. In an intrinsic region of a p-i-n junction the
electron and hole densities vary spatially. Consequently, also the lifetime varies
within the device. Therefore, neither the lifetime nor the diffusion length are
physically meaningful in the intrinsic region of a p-i-n junction device [236, 237].
The situation is different in a doped device like a crystalline silicon solar cell.
There the minority carrier lifetime and the diffusion length are spatially constant
and therefore a physically meaningful quantity to describe how far minority
carriers can travel on average by diffusion.
As our perovskite solar cell has a p-i-n structure the apparent diffusion length
cannot be considered as a quantity that describes how far charges diffuse. It can
however be employed as a measure of how well charges are transported to the
contact layers under illumination. As the quantity diffusion length is already well
established also in the perovskite community, we use it in this study to quantify
the charge extraction properties. We name it pseudo diffusion length to emphasise
that it cannot be directly compared with diffusion lengths extracted from experi-
ment such as transient photo-voltage (TPV). The pseudo diffusion length does not
describe how far charges diffuse on average but is rather a quantification for how
well charges are extracted.
To control the pseudo diffusion length we change the bulk recombination
coefficient β which is an input to the simulation. The pseudo diffusion length is
then calculated from the simulation results.
Interfaces between two materials often have energy levels in the band gap that
trigger trap-assisted recombination. The passivation of interface surface states is
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therefore an important step to reach high efficiencies in solar cells. We model
the surface recombination by setting a higher recombination coefficient β in the
perovskite material in a 3-nanometre thick layer adjacent to the contacts.
In Figure 10.8 we illustrate four extreme cases of simulated preconditioned IV-
curves using combinations of short and long diffusion lengths with low and high
surface recombination. In the case of a small diffusion length and a high surface
recombination the hysteresis is most pronounced (Figure 10.8c). In the opposite
case (Figure 10.8b) with long diffusion length and low surface recombination the
hysteresis is very low. If the diffusion length is short (Figure 10.8a) or the surface
recombination is high (Figure 10.8d) a pronounced hysteresis is observed. We con-
clude that both, large diffusion length and low surface recombination are required
to obtain IV curves with small hysteresis.
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Figure 10.8: Simulation of IV-curves with different preconditioning voltage and therefore
different ion distributions. The same simulation parameters are used as in
Figure 10.5 except for the diffusion length and surface recombination which
are given in the insets of a, b, c and d.
These results explain the difference between the simulations of Richardson et.
al. [99] and van Reenen et. al. [98]. Richardson used no surface recombination
but a short diffusion length (high SRH-recombination rate in the bulk) which
corresponds to case a) of Figure 10.8. Van Reenen used long diffusion lengths
(low bulk recombination, high mobilities) and high surface recombination (SRH
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recombination assisted by traps at the interface) that corresponds to case d) of
Figure 10.8.
Methylammonium lead iodide perovskite has a low radiative recombination
coefficient [46, 235]. The grain boundaries have favourable energies to prevent
SRH recombination as shown by DFT simulations [78]. High charge carrier
mobilities up to 20 cm2/Vs have been measured [69, 80]. Both of these factors
lead to a long diffusion length, which results in an efficient charge extraction.
Therefore a high surface recombination is probably the dominant cause for
the IV-curve hysteresis in perovskite solar cells. Calado and co-workers show
in their simulation that the hysteresis vanishes if passivated surfaces (low
surface recombination rates) are used. Our simulations confirm these findings
and provide a classification in terms of diffusion length and surface recombination.
We explain the effect as follows: When the ions are preconditioned at 0 volt the
built-in field is compensated (see Figure 10.6). At forward bias (example 0.8 volt)
during the fast IV-scan the electric field hinders charge extraction – the field points
in the wrong direction. If the recombination at the surface is high the charges
are driven to the wrong contact and recombine there. If recombination at the
surface is sufficiently low then charges can pile-up at the wrong contact. Charges
are therefore driven to the wrong contact until a density gradient is established
that enables diffusion across the device to the extraction contact. In the next
chapter (chapter 11) a similar set of IV curves is calculated with a solver with
fully-coupled mobile ions. The conclusion from Figure 10.8 is confirmed with the
more advanced solver, see Figure 11.10 section 11.4.7 IV-curve hysteresis.





































































Figure 10.9: Band diagram a) and charge carrier densities b) at 0.8 volt of a perovskite solar
cell with high diffusion lengths and low surface recombination (corresponding
to case b in Figure 10.8). Ion distribution preconditioned at 0 volt. The circles
in the band diagram mark the maximum of the electron quasi-Fermi level and
the minimum of the hole quasi-Fermi level.
Figure 10.9a shows the corresponding energy band diagram for the cell of Fig-
ure 10.8b at 0.8 volt bias (ions preconditioned at 0 volt). The bands are tilted to
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the right leading to an electric field hindering charge extraction. Charges how-
ever are still collected efficiently since there is a density gradient throughout the
whole layer. Thus, the charges are extracted due to diffusion as driving force even
against the electric field. For clarity we plot the electron and hole concentration in
Figure 10.9b.
10.4.5 High efficiency and small hysteresis
In Figure 10.8 we have demonstrated simulated IV-curves for cells with distinct
combinations of surface recombination rates and diffusion lengths for both cases
of pre-conditioning. We argue that these simulation results are directly linked to
the hysteresis observed in IV-curve measurements with finite voltage ramp rates.
To further analyse the expected hysteresis behaviour we define as a quantitative
measure for the hysteresis the integrated current difference between the two
IV-curves (preconditioned at 0 volt and 1 volt). This quantity represents the area
between the two IV-curves in the graph and is an indication on how severe the
hysteresis is.
Figure 10.10 depicts the normalised hysteresis indicator dependent on surface
recombination and diffusion length. As already shown in Figure 10.8 the hysteresis





















































Figure 10.10: Simulation of the extent of the hysteresis dependent on surface recombina-
tion and the charge carrier diffusion length. The hysteresis strength is the
integrated difference of the IV-curves and normalized by the maximum hys-
teresis.
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Solar cells with high power conversion efficiencies can only be realized if the
diffusion length is sufficiently long and the surface recombination is not dominant.
Aiming for high efficiencies by increasing the diffusion length and decreasing the
surface recombination has the positive side effect that the hysteresis is reduced -
even if the density of mobile ions remains the same.
To illustrate this relationship we plot calculated power conversion efficiencies
in Figure 10.11 for different surface recombination values and diffusion lengths.
The region with the highest efficiency is found where both the diffusion length is
long and the surface recombination is low. This high-efficiency parameter region
























































Figure 10.11: Simulation of the power conversion efficiency depending on surface recom-
bination and charge carrier diffusion length.
Our simulation results provide an explanation why high power conversion effi-
ciency and small hysteresis is correlated. Furthermore, it provides an explanation
why hysteresis depends on contact materials, because contact materials have an
influence on the surface recombination.
In our model we kept the ion density unchanged. It is conceivable that the den-
sity of mobile ions depends on the perovskite type and the processing conditions.
Hysteresis is enhanced with increasing number of mobile ions. Note, that the
absolute efficiency also depends on other factors like absorption coefficient and
active layer thickness.
The perovskite grain size can have a strong influence on device efficiency and
hysteresis [142, 186]. Grain boundaries disrupt the crystal quality and hinder
charge transport (lower pseudo diffusion length) but they can also affect the
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surface recombination [186]. Shao and co-workers presented compelling evidence
that ions migrate preferably along the grain boundaries [102]. Grain size and grain
boundaries therefore may affect material quality, interface quality or the effective
ion mobility.
Notably, there is evidence for reduced hysteresis in inverted devices [71]. Most
photons are absorbed near the front-side. Regarding surface recombination in in-
verted cells the front-contact is more relevant. Assuming that the electron contact
is generally more critical in perovskite devices, it would be better to move the
electron contact to the rear-side. This is a possible explanation for the reduced
hysteresis in inverted device architectures that deserves further investigation.
10.5 conclusions
We employed preconditioned IV-curves and numerical simulation to explain the
hysteresis behaviour of perovskite solar cells. Our results provide an explanation
for the recently observed reduced hysteresis in high efficiency perovskite solar
cells.
The IV-curve hysteresis depends on the contact quality (amount of surface re-
combination) and on the diffusion length of the charge carriers. Hysteresis effects
are weak only if both the charge diffusion length is long and the surface recom-
bination is low. Both requirements are also necessary conditions to reach high ef-
ficiencies. We thus have established a correlation between high power conversion
efficiency and weak hysteresis. Our simulations confirm previous findings and pro-
vide a classification in terms of diffusion length and surface recombination. This
allows us to better understand the reported numerical studies and experimental
results, too.
Our analysis is based on the assumption of no direct interaction between electric
charges and mobile ions (except through the electric field in the Poisson equation).
We assume that both positive and negative ions are mobile. Both assumptions need
further investigation.
In this study a medium ion density of 1 · 1018 cm−3 was used. In order to quanti-
tatively understand the physics of perovskite solar cells, reliable methods to deter-
mine the densities of mobile ions need to be found.

11
C O N S I S T E N T D E V I C E S I M U L AT I O N M O D E L F O R
P E R O V S K I T E S O L A R C E L L S
This chapter is based on the author’s publication Consistent Device Simulation Model
Describing Perovskite Solar Cells in Steady-State, Transient and Frequency Domain [238].
11.1 abstract
A variety of experiments on vacuum deposited methylammonium lead iodide per-
ovskite solar cells is presented, including IV curves with different scan rates, light
intensity dependent open-circuit voltage, impedance spectra, intensity-modulated
photocurrent spectra (IMPS), transient photocurrents and transient voltage step
responses. All these experimental data sets are successfully reproduced by a
charge drift-diffusion simulation model incorporating mobile ions and charge
traps using a single set of parameters.
While previous modelling studies focused on a single experimental technique,
we combine steady-state, transient and frequency-domain simulations and mea-
surements. Our study is an important step towards quantitative simulation of
perovskite solar cells leading to a deeper understanding of the physical effects in
these materials. The analysis of the transient current upon voltage turn-on in the
dark reveals that the charge injection properties of the interfaces are triggered by
the accumulation of mobile ionic defects. We show that the current rise of voltage
step experiments allow conclusions about the recombination at the interface.
Whether one or two mobile ionic species are used in the model, has only a minor
influence on the observed effects.
A delayed current rise observed upon reversing the bias from +3 volts to
−3 volts in the dark cannot be reproduced yet by our drift-diffusion model. We
speculate that a reversible chemical reaction of mobile ions with the contact
material may be the cause of this effect thus requiring a future model extension.
A parameter variation is performed in order to understand the performance
limiting factors of the device under investigation.
11.2 introduction
Metal organic halide perovskites are electronic-ionic conductors, which is believed
to be the reason for the frequently observed IV curve hysteresis in perovskite solar
cells[35] and other intriguing effects like the extraordinarily high low-frequency
capacitance under illumination [108]. Thereby, iodine vacancies can migrate and
lead to a screening of the electric field [89, 90, 96, 93]. The exact physical operation
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mechanism of perovskite solar cells remains however under debate.
The physical processes in these materials are often too complex to be understood
by ad-hoc explanations or simple analytical formulas. Numerical simulations
offer a deeper understanding of the underlying device physics. First charge
drift-diffusion models incorporating mobile ions were presented by van Reenen
[98], Richardson [99] and Calado [100]. In these models the IV curve is simulated
with a transient solver in forward and reverse direction, reproducing the observed
IV curve hysteresis. Similar models were applied to simulate transient voltage
steps [239], open-circuit voltage transients [240], transient photocurrents [94],
capacitance-voltage [109] and impedance spectroscopy [109].
Despite the success of these models in qualitatively describing the observed
effects, it remains under debate whether mobile ions are sufficient to describe the
working mechanism of perovskite solar cells. All models presented so far were
applied to simulate a single experiment. Conclusions from only one experiment
can be error-prone as we show in the following paragraph.
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Figure 11.1: Example of simulation mismatch. Measurement (black) and simulation (green)
of a planar perovskite solar cell. a) JV curve with a ramp rate of 89 V/s. b)
Impedance spectroscopy in the dark. c) Transient current as response to a volt-
age step from 0 volt to 1.5 volt at t = 0. Despite the agreement of simulation
and measurement in the JV curve, they do not match for impedance and volt-
age step experiments. Parameters extracted from JV curve fitting (a) are thus
likely to be inaccurate.
We measure the current-voltage (JV) curve, impedance spectroscopy in the dark
and a voltage step response of a methylammonium lead iodide (MAPI) perovskite
solar cell (details on cell structure in section 11.3.3 Device Fabrication). Our
numerical simulation model [111] is fitted to the transient JV curve. The hysteresis
is well reproduced quantitatively as shown in Figure 11.1a. The same parameter
set is used to simulate the impedance spectroscopy and the voltage step results.
As shown in Figure 11.1b and Figure 11.1c the simulation does not reproduce
the measurement results well. The parameter set describing the JV curve with
hysteresis well, does not match with the impedance spectroscopy results or the
transient voltage step. The parameters are inaccurate and might be misinterpreted
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although the JV curve is reproduced.
In the past we have demonstrated parameter extraction of organic solar cells
using numerical simulations [34, 125]. By fitting numerical simulations to mea-
surement results of several experimental techniques the parameter correlation
can be reduced significantly [34]. Moreover, we have shown that a rather simple
drift-diffusion model with constant charge mobilities, discrete traps and ohmic
contacts is sufficient to simultaneously reproduce JV curve, photo-CELIV, OCVD,
TPC, capacitance-voltage, impedance and intensity-modulated photocurrent
spectroscopy (IMPS) data for a bulk-heterojunction organic solar cell (see section
9.6 Comprehensive parameter extraction with numerical simulation).
In this study we present various measurements and simulations of a planar
MAPI perovskite solar cell. Our simulation model incorporating mobile ions and
charge traps is capable of describing the hysteresis of JV curves with varied scan
rates, the dependence of the open-circuit voltage on the light intensity, transient
photocurrent, impedance spectroscopy in the dark and under illumination and
IMPS. The main signatures observed in all these experimental techniques are
reproduced by the simulation model using one single parameter set for all
simulations.
To the best of our knowledge this is the most comprehensive description of
the device physics of perovskite solar cells up to now. We show that the major
physical effects observed in perovskite solar cells can consistently be described by
a device model incorporating inert mobile ions and traps. Based on our model
we investigate the influence of mobile ions, traps and other parameters on the
experimental results. In the last section we show a parameter analysis to determine
which factors limit the device performance.
11.3 methods
11.3.1 Experimental Methods
All experiments were performed with the all-in-one measurement platform Paios
4.0 from Fluxim [110]. All experiments were computer-controlled and sequentially
performed with minimal delay in order to minimize cell degradation between two
measurements. A white LED was used as illumination source for all experiments.
Eight nominally identical solar cells were characterized to test the reproducibility.
Detailed information about the measurement system can be found in chapter 6
experimental setup.
11.3.2 Numerical Methods
The simulation model used in this study is implemented in the simulation soft-
ware Setfos 4.6 from Fluxim [111]. The charge generation profile within the MAPI
layer is calculated by the transfer matrix method using wavelength-dependent
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Figure 11.2: Device layout and band-diagram of the simulated device.
Drift-diffusion calculations are performed within the three layers TaTm, MAPI
and C60 illustrated in Figure 11.2. All model equations are shown in chapter
7 physical model. Two mobile ionic species (one positive one negative) of
the same density are allowed to move inside the MAPI layers. The interfaces
to TaTm and C60 are treated as ion-blocking. In the MAPI layer 0.5 eV deep
traps lead to Shockley-Reed-Hall (SRH) recombination. SRH recombination is
necessary to reproduce the ideality factor of approximately 2.0 as observed in
the light-intensity dependence of the open-circuit voltage. An external series
resistance is considered in the simulation accounting for the combined effect of
the internal measurement resistor (50 Ω) of the voltage source, the measurement
resistor for current measurement (20 Ω) and further parasitic resistances as for
example in the transparent conducting oxide (TCO).
The impedance spectra and the intensity modulated photocurrent spectra
(IMPS) are calculated from the Fourier transformation of a transient step response
calculation as described by Ershov et. al. [122]. The calculation is explained in
detail in section 8.1.1 Calculating frequency domain data from step-response.
We would like to stress the importance of taking the transport layers into
account in such simulations. The voltage drop within the doped transport layers
depends on their conductivity. The voltage drop inside the perovskite layer and
the distribution of the mobile ions within the layer are consequently influenced by
the contact layers [241]. The ion densities at the TaTm-MAPI and the MAPI-C60
interfaces are much lower when contact layers are considered in the simulation.
We assume an equal density of iodine vacancies (cations) and methylammonium
(MA) vacancies (anions) to be present in the device where the MA vacancies have
a much lower mobility. We show in section 11.4.4 Simulation results with one
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mobile ionic specie that simulations with only iodine vacancies (cations) being
mobile produce very similar results.
No direct interaction among ions is assumed and no interaction of ions with
electrons, holes or traps takes place. The position of the ions however influences
the electric field inside the device and thereby the charge transport.
11.3.3 Device Fabrication
The solar cells were fully vacuum processed using a previously reported proto-
col [65]. Briefly, the devices (scheme in Figure 11.2) were deposited in a p-i-n
configuration onto indium tin oxide (ITO) coated glass slides. N4,N4,N4”,N4”-
tetra([1,1’-biphenyl]-4-yl)-[1,1’:4’,1”-terphenyl]-4,4”-diamine (TaTm) was used as
the hole transport material (HTM), either intrinsic or doped by co-sublimation
with 2,2’-(perfluoronaphthalene-2,6-diylidene) dimalononitrile (F6-TCNNQ). The
fullerene C60 was used as the electron transport material (ETM) both intrinsic
or doped by co-sublimation with N1,N4-bis(tri-p-tolylphosphoranylidene)benzene-
1,4-diamine (PhIm). The MAPI perovskite films were prepared by dual source vac-
uum deposition of the two starting compounds, CH3NH3I and PbI2, in a high vac-
uum chamber. The final device structure was ITO/TaTm:F6-TCNNQ (40 nm)/TaTm
(10 nm)/MAPI (500 nm)/C60 (10 nm)/C60:PhIm (40 nm)/Ag (100 nm). The active
cell area is 0.065 cm2. Devices were fabricated at the university Valencia in Spain.
11.4 results and discussion
We perform measurements on perovskite solar cells, fabricated as described in the
section 11.3.3 Device Fabrication. To test the reproducibility 8 nominally identical
devices were characterized. For the sake of better readability, we show only one
representative device in this study. The simulation model as described in the
section 11.3.2 Numerical Methods is applied to simulate the same characterization
techniques as in the measurements. The parameters of the model are adjusted
to reach an agreement between simulation and measurement. A combination of
automated and manual fitting was used.
Figure 11.3 shows measurement and simulation data for nine distinct experi-
ments. In Figure 11.3a-c JV curves measured forward and reverse are shown. The
scan rate is varied from a) to c). The short-circuit current of 10 mA/cm2 is low
since a white LED is used for the illumination instead of a sun simulator. With
scan rates below 1 V/s the hysteresis is very low. Only if very high scan rates
up to 500 V/s are applied a pronounced hysteresis appears (Figure 11.3c). We
simulate the same transient voltage ramp up and down to obtain an JV curve with
hysteresis. At low scan rates the hysteresis is small in the simulation as well as in
the measurement (Figure 11.3a). With higher scan rate a pronounced hysteresis
appears in the measurement and is well reproduced by the simulation. Here we
confirm that even hysteresis-free devices can have a hysteresis that is shifted to
different time scales, consistent with the finding of Jacobs et. al. [109].
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The dependence of the open-circuit voltage on the light intensity is shown
in Figure 11.3d. Its ideality (nid = q/(k · T) · dVoc/d(ln(L))) is clearly above
1.0 indicating dominant SRH recombination [125, 147, 40]. In the simulation an
ideality factor higher than 1.0 is only achievable with trap-assisted recombination.
The simulation reproduces the dependence of the open-circuit voltage on the light
intensity.
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Figure 11.3: Measurement (black) and simulation (red) of the perovskite solar cell. a-c) IV
curves with hysteresis and varied scan rates. The device is illuminated with
a white LED. The short-circuit current is therefore lower compared to the
short-circuit current under AM1.5. d) Dependence of the open-circuit volt-
age on the light intensity. e) Photocurrent as response to two subsequent
light pulses. The first light pulse is from −160 µs to −50 µs. The second light
pulse from 0 µs to 100 µs. f) Transient current as response to a voltage step
in the dark in log-log representation. g) Impedance spectra in the dark in
capacitance-frequency representation. h) Impedance spectra under illumina-
tion in capacitance-frequency representation. c) Intensity-modulated photocur-
rent spectroscopy (IMPS).
Figure 11.3e shows the transient current response to two subsequent light
pulses. The measured current rise of the first pulse is significantly slower than the
current rise of the second pulse. This behaviour is reproduced very well by the
simulation using traps. During the first light pulse traps are filled slowly. In the
subsequent pulse the traps are already filled, therefore the current rise is faster. If
the delay time between the two pulses is increased to milliseconds the first and
the second current rise are identical again. In this case all trapped charges are
released during the delay time. Therefore, the double light pulse measurement is
well suited to study trapping in perovskite solar cells.
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In Figure 11.3f the transient current as response to a voltage step is shown.
Richardson et. al. presented transient voltage step simulations on perovskite de-
vices [239]. We use higher voltage steps than Richardson which allows us to study




















































































Figure 11.4: Simulation of a forward-bias voltage step from 0 to 1.5 volt. a) Transient cur-
rent. b and c) Charge carrier density profiles of electrons, holes, anions and
cations at two different time steps as marked in a. The HTM-perovskite and
perovskite-ETM interfaces are located at 50 nm and 550 nm, respectively.
The current peak before 1 µs is the charging current of the device capacitance.
Afterwards the current is small and then increases steeply at around 100 µs. To
illustrate the origin of this effect we plot the spatial charge carrier density profiles
in Figure 11.4. The device is preconditioned at 0 volt where the built-in voltage
drives the cations (assumed to be iodine vacancies) to the hole contact layer. A few
microseconds after the voltage step to 1.5 volt is applied, the ions are still at their
steady-state position (Figure 11.4b). The accumulated cations hinder hole injection
due to the strong electric field at the interface. After 1 millisecond the cations have
moved away from the interface (Figure 11.4c) enabling charge injection. Charges
recombine in the bulk or at the opposite interface and a steady-state current flows.
In the simulation (Figure 11.3 and Figure 11.4) the surface recombination is very
weak. Therefore, electrons can accumulate at the hole contact and holes can accu-
mulate at the electron contact (Figure 11.4c). The steepness of the current rise after
100 µs (Figure 11.4a) is influenced by the surface recombination. A comparison of a
device with high and with low surface recombination is presented in section 11.4.6
Influence of the surface recombination.
We conclude: Voltage step experiments are well suited to study the charge
injection behaviour of perovskite solar cells. A steep rise is an indication for low
surface recombination.
Figure 11.3g shows the capacitance-frequency representation of an impedance
measurement. The capacitance rise at low frequency (< 100 Hz) is reproduced
by the simulation. The transition frequency depends on the ion conductivity (ion
density times the ion mobility). In Figure 11.5a simulation results with varied ion
mobility are shown. The transition frequency of the capacitance varies with the
mobility. Varying the ion density has the same effect. If ions are disabled in the
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simulation the capacitance remains low at low frequencies.
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Figure 11.5: Simulation results with varied ion mobility and disabled ions (dashed line). a)
Impedance spectroscopy in the dark. b) Impedance spectroscopy under illumi-
nation. c) Intensity-modulated photocurrent spectroscopy (IMPS).
Figure 11.3h shows impedance spectroscopy data under illumination. Under
illumination the capacitance at low frequencies reaches extraordinarily high
values, consistent with what has been reported in literature [108]. In these experi-
ments the word capacitance can be misleading. Moia and co-workers described the
behaviour as an ionic-to-electronic current amplification [91]. The idea behind this:
The oscillating voltage moves the ions between the contacts. When ions are close
to one contact injection is enhanced, if they are close to the other contact injection
is suppressed. An increased injection enables a large electron-hole current to flow
in phase with the modulated ions. The mobile ions only ”open the door” for
electronic charges. Since the ion accumulation is out-of-phase with the voltage
modulation, also the electronic current is out-of-phase and a very high apparent
capacitance is observed. The higher the bulk conductivity, the higher the observed
capacitance. Hence, the observed capacitance increases with illumination. Our
simulation reproduces this effect and capacitance values of more than 1 µF/cm2
are reached at 1 Hz. The same mechanism is also well-explained by Jacobs et. al.
using numerical simulation [109]. The magnitude of the capacitance as well as
the frequency of the onset depend on the ion mobility as shown in Figure 11.5b.
Without mobile ions the capacitance remains low.
Figure 11.3i shows intensity-modulated photocurrent spectroscopy (IMPS) data.
In this technique the light intensity is modulated and the current response is mea-
sured [125, 208, 200]. The peak of the imaginary part of the IMPS signal is often
attributed to a charge transport time [125]. In perovskite solar cells the second peak
or shoulder at low frequency is of special interest. Correa-Baena et. al. observed a
peak at low frequencies and speculated that mobile ions could be the cause [207].
Our measurement shows a shoulder rather than a peak in a similar frequency
range. The IMPS simulation reproduces this peak. We can therefore confirm the
hypothesis by Correa-Baena and co-workers, that mobile ions are responsible for
the low-frequency peak. The frequency of the peak depends on the ion mobility as
shown in Figure 11.5c. Without mobile ions the peak vanishes.
We conclude: The three experiments in the frequency domain are well suited to
study ion conductivity.
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11.4.1 Device and material parameters
Table 11.1 and Table 11.2 show the material and device parameters obtained from
the fit and used in all simulations shown in Figure 11.3. We want to stress again
that the parameter set was identical for every simulation and only the operating
condition i.e. characterization technique was varied.
Parameter HTM, TaTm MAPI ETM, C60
Thickness 50 nm 500 nm 50 nm
Electron mobility - 0.2 cm2/Vs 8.9 · 10−4 cm2/Vs
Hole mobility 1.5 · 10−3 cm2/Vs 0.1 cm2/Vs -
Recombination con-
stant
- 1 · 10−10 cm3/s -
Relative Permittivity 3 [143] 35 [242] 3.9 [143]
HOMO energy 5.38 eV 5.44 eV 5.77 eV
LUMO energy 3.59 eV 3.82 eV 3.85 eV
Electron trap density - 1.2 · 1016 cm−3 -
Electron trap depth - 0.5 eV -
Electron trap electron
capture rate
- 3 · 10−10 cm3/s -
Electron trap hole cap-
ture rate
- 3 · 10−12 cm3/s -
n-doping density - - 1.5 · 1018 cm−3
p-doping density 7 · 1018 cm−3 - -
Mobile cation density - 5 · 1017 cm−3 -
Mobile anion density - 5 · 1017 cm−3 -
Cation mobility - 5 · 10−8 cm2/Vs -
Anion mobility - 1 · 10−14 cm2/Vs -
Effective density of
states
1 · 1027 m−3 6 · 1025 m−3 1 · 1027 m−3
Table 11.1: Layer-dependent simulation parameters used for all simulations in Figure 11.3,
Figure 11.4 and Figure 11.5.
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Parameter Value
External series resistance 25 Ω
Device area 0.065 cm2
Temperature 293 K
Boundary condition top electrode
hole-density
6.8 · 1018 cm−3
Boundary condition bottom elec-
trode electron-density
6.5 · 1017 cm−3
Table 11.2: Layer-independent simulation parameters used for all simulations in Fig-
ure 11.3, Figure 11.4 and Figure 11.5.
We present a numerical device model for perovskite solar cells that is capable to
describe consistently all major effects found in a variety of opto-electrical experi-
ments. The electron and hole mobilities of the perovskite layer are 0.2 cm2/Vs and
0.1 cm2/Vs, respectively. This is at the lower end of published mobilities for poly-
crystalline MAPI perovskites (0.1 – 25 cm2/Vs [81]). In our drift-diffusion model
the charge carrier mobility is an effective macroscopic quantity of the layer includ-
ing grain boundaries. The low bulk mobility might be explained by the rather
small crystals (∼ 100 nm [65]) of our perovskite solar cells. The recombination coef-
ficient of 1 · 10−10 cm3/s lies in the expected range (1 · 10−9 to 1 · 10−10 cm3/s [235]).
The trap depth of 0.5 eV was chosen according to results of Baumann et. al. from
thermally stimulated currents [213].
11.4.2 Governing physical effects
When mobile ions accumulate at an interface with a transport layer (HTM or ETM),
the charge injection property of this interface is altered. With applied voltage ions
migrate from one interface to the other. These two effects cause the JV curve hys-
teresis (Figure 11.3a-c), the high capacitance at low frequencies under illumination
(Figure 11.3h) and the delayed current-rise in the voltage pulse experiments (Fig-
ure 11.3f).
The simulation results of Figure 11.3 are very sensitive to the doping density
of the boundary layers TaTm and C60. If the contact layers are highly conductive
most of the potential drops within the perovskite layer [241]. Ions compensate
this voltage drop when they move to the interfaces. The JV curve hysteresis does
therefore most probably depend on the conductivity of the boundary layers. A
high conductivity would lead to a higher potential drop inside the bulk and
therefore to a more pronounced JV curve hysteresis.
In solar cells with small built-in fields surface recombination plays an important
role. Due to the low electric field charges may reach the opposite contact and
recombine there. A passivated contact can hinder such recombination. In our
material system the interface recombination is suppressed in a similar way as it
is done in highly efficient OLED stacks [243]. The addition of 10 nm of intrinsic
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transport layer material on both sides leads to an effectively suppressed surface
recombination [65]. Omitting these thin intrinsic passivation layers alters the
voltage step response as discussed section 11.4.6 Influence of the surface recombi-
nation. Our model results are consistent: Decent agreement between simulation
and measurement is only reached with a low surface recombination.
We have shown in chapter 10 that even in the presence of mobile ions the JV
curve hysteresis vanishes if the surface recombination is sufficiently low and the
charge carrier ”lifetime” is sufficiently high. In the present case the JV curve hys-
teresis appears due to the small bulk ”lifetime” of charge carriers. In the section
11.4.7 IV-curve hysteresis we show that improving the bulk-quality (lower SRH
recombination and higher charge carrier mobility) reduces the hysteresis signifi-
cantly.
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11.4.3 Simulation results with and without mobile ions
In this section the influence of the mobile ions on all experimental techniques is
investigated. Figure 11.6 shows the comparison of the simulation result with and
without mobile ions. From Figure 11.6c it is evident that the IV-curve hysteresis
only occurs in the presence of mobile ions in our model.





















































































































































V = 1.5 V
V = 1.2 V
f
Voltage-Step























V = 0 V




















V = 0 V




















IMPS, V = 0 V
Figure 11.6: Comparison of simulation with (red) and without (blue) mobile ions. The mea-
surement is shown in black. The figure type is identical to Figure 11.3.
The slow current-rise observed in the double light pulse (Figure 11.6e) caused
by slow trapping disappears without mobile ions. The mobile ions do not move
on these time-scales, but their accumulation at the interface in steady-state lowers
the effective field in the device. In the case without the mobile ions the trap-filling
is still a slow process, but the current can rise fast enough due to the high built-in
field. The characteristic current-rise in Figure 11.6f disappears without mobile ions.
Charges can be injected from the very beginning of the voltage step.
The low frequency effects in impedance spectroscopy (Figure 11.6g and Fig-
ure 11.6h) disappear when ions are disabled. The same is true for the low frequency
shoulder in IMPS in Figure 11.6i.
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11.4.4 Simulation results with one mobile ionic specie
In this section the influence of the different ionic species on all experimental tech-
niques is investigated. There are several ionic species moving inside a methylam-
monium perovskite solar cell. There is convincing evidence, that iodine vacancies
(positively charged) are mobile [93, 220, 96]. There is evidence that methylammo-
nium vacancies (negatively charged) are mobile too but have a much lower mobil-
ity [96, 95, 90].
In literature numerical simulations with mobile ions have been performed with
one species mobile and one species immobile [99, 239, 100] as well as with two
mobile species [109, 98, 240].
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Figure 11.7: Comparison of simulation with two mobile ionic species (red) and with one
mobile ionic species (blue). The measurement is shown in black. The figure
type is identical to Figure 11.3.
Figure 11.7 shows a comparison between those two simulations. The red curve is
the same as in Figure 11.3 using two mobile species. The blue line is the simulation
result using one mobile type (positively charged iodine vacancies) and negatively
charged MA vacancies of the same density as homogeneously distributed fixed
negative ionic cores.
Interestingly, the results of the two simulations look almost identical. Apart
of the rise-time in the transient voltage step experiment (Figure 11.7f), all major
effects are also observed if only one ion type is mobile.
We conclude that it is not of great importance to the simulation result, whether
one or two mobile ionic species are considered.
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11.4.5 Simulation results with and without traps
In this section the influence of traps on the simulation results is studied. Figure 11.8
shows the comparison between simulation with traps and Shockley-Read-Hall
(SRH) recombination and without traps.
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Figure 11.8: Comparison of simulation with trapping (red) and without trapping (blue).
The measurement is shown in black. The figure type is identical to Figure 11.3.
Without traps and consequently without SRH-recombination the fill factor is
increased (Figure 11.8a), the ideality factor is close to 1.0 (Figure 11.8d). If trapping
is disabled in the simulation the current-rise in the double light pulse experiment
(Figure 11.8e) is faster. Both the first and the second response look identical. All
other experiments in Figure 11.8 are only marginally influenced by trapping and
SRH-recombination.
11.4 results and discussion 153
11.4.6 Influence of the surface recombination
The shape of the current-rise as response to a voltage step depends critically on the
surface recombination. The blue line in Figure 11.9a shows the simulation result of
the perovskite solar cell as in Figure 11.3f. In this case the surface recombination is
very low. The green line shows the simulation result with a high surface recombi-
nation. The rise-time is significantly slower compared to the case with passivated
surfaces.
Surface recombination is modeled by a thin layer close to the interface where
the recombination pre-factor is much larger than in the bulk.















































Device without passivation layers
Figure 11.9: Transient current as response to a voltage step. a) Numerical simulation with
varied surface recombination. b) Measurement of two different MAPI per-
ovskite solar cells.
To further investigate this effect, we fabricated devices with and without a 10 nm
thick intrinsic passivation layer between perovskite and the doped ETL and HTL,
respectively. These extra layers are expected to supress surface recombination [65].
Voltage-step measurements on devices with and without these passivation layers
are shown in Figure 11.9b. The current rise of the device without passivation
layers is much slower. This behaviour is consistent with the simulation with a high
surface recombination.
We conclude that a steep current-rise in the voltage step experiment is an indi-
cator for well passivated surfaces.
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11.4.7 IV-curve hysteresis
Even in the presence of mobile ions a perovskite solar cell can be hysteresis-free
[100]. In the chapter 10 we showed that a sufficiently high charge carrier lifetime
in combination with a low surface recombination is required for a minimal
hysteresis. Here the more advanced model of this chapter is applied to reproduce
the results from chapter 10.
The device under investigation in the current chapter has a good surface quality
(low surface recombination) but a low bulk quality (low charge carrier lifetime).
The simulated IV-curve with hysteresis is shown in Figure 11.10b.
In Figure 11.10a a device with low bulk quality and lower surface quality is
shown. Here the hysteresis is the largest. Figure 11.10c shows a device with a high
bulk quality but a low surface quality. A pronounced hysteresis is observed. Only
in the case with high bulk and surface quality the hysteresis is minimal as shown
in Figure 11.10d. We thereby confirm the results from chapter 10. If the surface
recombination is low (high surface quality) and the charge carrier lifetime is high
(high bulk quality) then charges can be extracted even against the electric field
created by the mobile ions and the device shows only insignificant hysteresis in
forward and reverse IV scans.
































































































Figure 11.10: Simulations of IV-curves with hysteresis for different combinations of low
and high bulk and surface qualities. A ramp-rate of 16 V/s has been used.
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11.4.8 Reverse voltage step
To complement the set of experiments shown in Figure 11.3 we perform an addi-
tional experiment: A voltage step from forward to reverse. Figure 11.11 shows the
measurement and simulation of a voltage step from +3 volts to −3 volts. In this
case the simulation fails to describe the measurement.


























Voltage step from +3 V to -3 V.
The current is negative.
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Figure 11.11: Measurement and simulation result of a MAPI perovskite solar cell. A volt-
age step to +3 volt is applied for 300 ms. At t = 0 the voltage is changed to
−3 volt. The current response is shown. The simulation fails to describe the
measured current.
In the measurement a reverse current is observed starting at 3 milliseconds
and vanishing after 1 second. The simulated current shows a time-of-flight (TOF)
[50, 210] behaviour. The ions are preconditioned in forward direction. Most of the
iodine vacancies accumulate within the first nanometres close to the ETM inter-
face. When the voltage is reversed these ions migrate through the bulk until they
reach the HTM interface. The ion movement leads to a drift current of around
0.2 mA/cm2. When the interface is reached after the transit time of 3 milliseconds
the current goes to zero in the simulation. At this point the additional current
peak, observed in the measurement, starts. The integrated current results in a sheet
charge density of 4.4 · 1013 cm−2. If the assumed ion density of 5 · 1017 cm−3 is in-
tegrated over the MAPI thickness a comparable sheet charge of 2.5 · 1013 cm−2 is
obtained. We therefore speculate that a chemical reaction occurs at one of the in-
terfaces leading to a reduction or oxidation of the contact material induced by
the mobile ions. This effect does not occur in MAPI perovskite solar cells with
TiO2 and Spiro-OMeTAD contact layers, therefore it seems to be dependent on the
choice of contact material. Alternatively, reverse injection may be responsible for
this transient current. The effect deserves further investigation and the simulation
model may need to be adapted accordingly.
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11.4.9 Model limitations
In this section we discuss further possible model limitations.
1. In the presented model the interfaces between layers are sharp and the layers
are homogeneous. The devices studied here show an interface roughness
of about 10 nm [65]. Ions may accumulate preferably in the valleys of the
rough material interface ”landscape”. Their distribution therefore may not
be homogenous as assumed in the one-dimensional model.
2. In our model two mobile ion species (positive and negative) are used. In
reality there may be more than two active species [101, 221]. In section 11.4.4
Simulation results with one mobile ionic specie we show that a model with
only one mobile species however produces very similar effects.
3. We use constant mobilities for the migration of ions. In reality ion migration
may be field dependent and dispersive. Furthermore, Shao et. al. showed
that ions migrate preferably along grain boundaries [102]. In such a case two
mobilities for the same ion type might be required for its description: A bulk
ion mobility and an ion mobility along the grain boundaries.
4. We do not impose an upper limit on the local ion concentration at the layer
boundaries. This is a subject of our ongoing investigations and will be dis-
cussed elsewhere.
5. The ions of the perovskite layer may migrate into the adjacent electron and
hole transport layers. This could lead to a degradation of these layers, a re-
versible chemical reaction or a dynamic doping of ETM or HTM. Such effects
seem difficult to numerically describe but may be necessary to capture all
relevant physical effects.
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11.4.10 Parameter Study
In this section the influence of the model parameters on the device performance is
studied. On the basis of the simulation results we perform steady-state JV curve
simulations. This allows us to assess the influence of specific parameters on the
power conversion efficiency. The power conversion efficiency and the fill-factors






















































































































































































































Figure 11.12: Parameter variation on the basis of the simulation results of Table 11.1 and Ta-
ble 11.2. a) Power conversion efficiency improvement for different parameter
variations. b) Fill-factor for different parameter variations.
A doping density of 1019 cm−3 in both transport layers improves the charge
carrier extraction at the contacts and leads to a higher fill-factor. The resistive
losses in the ETM and HTM are however not limiting the performance. Using 10
times higher electron and hole mobilities does not improve the performance.
A smaller density of mobile ions (10% compared to the base simulation) leads
only to a minor device improvement of 3.3%. The mobile ions are not a major obsta-
cle for efficient device operation if the mobility is high enough and the surface re-
combination is low enough [219]. Reducing the trap density to 10% of the base sim-
ulation leads to a large improvement by 14% due to reduced SRH-recombination.
A similar improvement is reached for 10 times higher electron and hole mobilities
in the perovskite material leading to better charge extraction. The external series
resistance as caused by the lateral conductivity of the TCO can reduce the per-
formance significantly [115]. Reducing it to zero leads to an improvement of only
2.6% in our case. With all the effects combined a relative performance improvement
of 23% is obtained. The improvement stems mainly from a higher fill-factor (Fig-
ure 11.12b). Further performance improvements could be achieved by optimized
light management [26].
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11.5 conclusions
We performed a variety of characterization experiments with vacuum deposited
methylammonium lead iodide perovskite solar cells, including JV curves with dif-
ferent scan rates, light-intensity dependent open-circuit voltage, impedance spec-
troscopy, intensity-modulated photocurrent spectroscopy (IMPS), transient pho-
tocurrents and transient voltage steps.
We developed a multi-layer drift-diffusion simulation model incorporating
mobile ions to simulate all experimental techniques. A decent agreement be-
tween simulation and measurement is reached for all techniques using only one
parameter set in the simulation. To the best of our knowledge, this is the first
study presenting a consistent device model that is capable to simultaneously
describe transient, steady-state and frequency-dependent experimental results of
perovskite solar cells.
Our study shows that it is necessary to consider mobile ions and Shockley-Reed-
Hall (SRH) recombination in the simulation to reproduce experimental results.
Whether one, two or even more different ionic species are incorporated does not
play a major role for reproducing the experimental results by simulation. Further
model complexity like ferroelectricity or considering individual grain boundaries
is not required to understand and describe the device physics of perovskite cells.
As the physical processes in perovskite solar cells are complex, an approach
combining different experimental techniques is required to achieve consistent, ac-
curate and reliable results. We show a possible path to reach this goal and discuss
the limitations of this approach. Using the device model with the derived parame-
ters allows us to study different paths to improve the cell performance.
The delayed current peak resulting from a voltage step to a negative voltage
can however not be reproduced with the drift-diffusion model. We speculate that
either reverse injection or a reversible redox reaction of ions with the contact layer
material may be responsible for this effect. Further effort is required to extend the
device model accordingly.
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12.1 summary
Third generation solar cells are promising technologies for helping to meet today’s
global energy challenges. They could be used for a variety of new applications
such as on the facades of buildings or in tandem architectures with silicon solar
cells to increase module power conversion efficiencies. Understanding the physical
processes in third generation solar cells is essential to improve power conversion
efficiency and extend device lifetime. Performance limitations may be identified
and alleviated.
The key conclusion of this thesis is that several experimental methods should
be combined when investigating physical processes in third generation solar
cells. Analyzing single experimental results can be prone to error since the
physical processes in third generation solar cells are very complex. The device and
material parameters describing these processes are highly entangled and not easy
to separate.
Combining measurements with numerical simulations is a powerful approach
to obtain insight into the underlying physics. A comprehensive and accurate
parameter extraction is demonstrated on an organic polymer-fullerene solar cell
in the thesis (see section 9.6 Comprehensive parameter extraction with numerical
simulation). Nine different experimental techniques were measured and simu-
lated. The simulation and measurement results agree very well indicating that the
major physical processes can be described by the model. A correlation matrix is
calculated for the simulation parameters showing that parameter correlation is
significantly reduced when several experiments are combined enabling accurate
parameter identification. To the best of my knowledge this is the first publication
providing such a broad range of experimental measurements in combination
with simulation for organic solar cells.
The thesis further presents a broad review of solar cell device characterization
techniques (see section 9.4 Characterization techniques). Simulation results for all
characterization techniques show the influence of device and material parameters
on each characterization technique. The overview aims to allow experimentalists
to better understand experimental results and identify performance limiting
factors.
In the second study the commonly observed hysteresis in the current-voltage
curve of organo-metal halide perovskite solar cells is investigated. There is
convincing evidence that high densities of mobile ionic defects are present in
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these materials. Consequently we extended the device model to include mobile
ions within the active layer. The study presents a plausible explanation for the
current-voltage curve hysteresis and explains the physical processes involved.
It is shown that IV-curve hysteresis is only present in perovskite solar cells
if bulk and surface recombination are high enough. This finding presents a
plausible explanation for the fact that high efficiency perovskite solar cells often
have lower hysteresis than inefficient devices (see chapter 10 why perovskite
solar cells with high efficiency show small iv-curve hysteresis).
In organic solar cells the features in various opto-electronic experiments can
be described accurately by our drift-diffusion model as demonstrated in the first
study. The device physics underlying organo-metal halide perovskite solar cells
are not yet well understood however. Several effects frequently observed in exper-
iments are only partially understood by the scientific community. We further ex-
tended our drift-diffusion model with additional continuity equations describing
ionic transport. These are fully coupled with the electronic drift-diffusion equation
enabling optoelectronic characterization techniques to be more accurately simu-
lated in perovskite solar cells.
Seven different experiments were performed on a methylammonium lead
iodide (MAPI) perovskite solar cell and successfully modeled by drift-diffusion
including mobile ions (see chapter 11 consistent device simulation
model for perovskite solar cells). The influence of different material
and device parameters on experiments and device performance was investigated
and discussed. This work contributes to a comprehensive physical description of
perovskite solar cells.
12.2 outlook
To date drift-diffusion simulations incorporating mobile ions have not been able
to fully reproduce all the observed features present in measurements of MAPI
perovskite solar cells. Also in this thesis the agreement between simulation and
measurement of the perovskite solar cell is not as good as in the case of the
organic solar cell. Furthermore, the reverse current of the negative voltage step
on the MAPI perovskite could not be reproduced by the model (see Figure 11.11).
Further investigations are necessary to identify the physical origin of these effects.
We speculate that a reversible chemical reaction may take place at the interface
at which mobile ionic charge has accumulated. Alternatively, the reverse current
might stem from a temporary reverse injection depending on the position of the
mobile ions. Moreover, ion migration into the neighboring transport layers may
be considered in a future model extension.
A further model extension may include a maximum ion density. In our current
model the ion density can become arbitrarily large locally. Incorporating a max-
imum ion density would take into account the fact that ions have a radius and
require space.
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The model may be refined by incorporating a field-dependent mobility for the
ions.
The algorithms for automatic parameter extraction by fitting numerical simula-
tions to measurement data could be further optimized. Currently a good deal of
manual work is still required to obtain nice results. A combination of simulated
annealing and Levenberg-Marquardt fitting could be one possible route towards less
expensive, robust algorithms. Applying neural networks to find good starting
values for a gradient fitting algorithm could save computational time. These
neural networks could be trained with random simulation data.
More experimental techniques for perovskite solar cells could be developed with
the aim of better separating ionic and electronic effects. Temperature-dependent
measurements on perovskite solar cells may also provide additional insight into
the device physics and would further test the model’s capabilities.
The next step in the understanding of the device physics is to investigate several
perovskite devices by varying certain properties. For example, devices with varied
active layer thickness or different contact materials could be investigated. This
could lead to a better understanding of surface states responsible for surface
recombination.
We found that the voltage step response in the dark is a sensitive method for
assessing the passivation effect of contact materials. Observations like these may
help to establish new standard techniques for perovskite cell testing.
One of the major challenges for organic and perovskite solar cells is their
stability. Both materials are sensitive to moisture and air. Litos, a new product
capable of stressing multiple solar cells in parallel over a timescale of months with
well-defined temperature and atmospheric control, is currently in development at
Fluxim. In combination with Paios it will be possible to perform the full compli-
ment of experimental Paios techniques iteratively during the device degradation
process. This promises to provide a consistent set of data that could help identify
the origins of device degradation.
The methodology of this thesis may also be applied to organic light emitting
diodes (OLED) and perovskite LEDs.
All these steps could lead to better understanding of the physics of third
generation solar cells and provide ways to improve their lifetime and efficiency.
Perovskite-silicon tandem solar cells are a promising technology to improve the
power conversion efficiency of solar modules and thereby may contribute to the
global energy transition. Perovskites and organic solar cells will diversify the
usage of solar energy due to their versatile usage for example in the facades of
buildings. Significant long-term growth of all renewable energy sources will be
required to meet the climate targets of Paris and drive the transformation from a
fossil fuel- to renewables-based economy.
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