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Abstract
We consider consecutive random subdivision of polygons described as follows. Given an initial
convex polygon with d ≥ 3 edges, we choose a point at random on each edge, such that the proportions
in which these points divide edges are i.i.d. copies of some random variable ξ. These new points form
a new (smaller) polygon. By repeatedly implementing this procedure we obtain a sequence of random
polygons. The aim of this paper is to show that under very mild non-degenerateness conditions on ξ, the
shapes of these polygons eventually become “flat” The convergence rate to flatness is also investigated;
in particular, in the case of triangles (d = 3), we show how to calculate the exact value of the rate of
convergence, connected to Lyapunov exponents. Using the theory of products of random matrices our
paper greatly generalizes the results of [11] which are achieved mostly by using ad hoc methods.
Keywords: Random subdivisions, products of random matrices, Lyapunov exponents.
AMS Subject Classification: 60D05, 60B20, 37M25.
1 Introduction
Many problems of consecutive random subdivision of a convex geometrical figure have been investigated
by several authors since 1980s. In [13], G. S. Watson introduced the following model: given an initial
triangle, one chooses a point on each edge by keeping the same random proportion ξ and hence obtaining
a new triangle. If one repeats the above process with independent identically distributed random propor-
tions ξ(n), n = 1, 2, . . . then the limit triangle vanishes to the centroid of the initial triangle. To study the
shapes of these triangles, let us rescale the newly formed in each step triangle in such a way that the largest
side has length 1. It is interesting that the “limit” of these rescaled triangles is non-vanishing and, in fact,
random. Veitch and Watson in [12] also gave an extension for a system of points in higher dimensional real
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space. With the same motivation of random triangles, Mannion in [9] studied the situation where on each
step the triangle is formed by choosing three uniformly distributed random points inside the interior of
the preceding triangle. The sides of these triangles almost surely converge to collinear segments. Diaconis
and Miclo [5] considered a triangle split by the three medians such that one of the 6 triangles is chosen at
random to replace the original triangle. It turns out that the limiting triangle’s shape is flat. Volkov in [11]
discovered a similar phenomenon by considering a model where the new triangle is formed by choosing a
random point uniformly and independently on each of the sides of the original triangle; he also studied
distribution of the “middle” point.
In the present paper, we give a generalization of Volkov’s result in [11] for all convex polygons and
nearly all non-degenerate distributions of proportions in which the sides of the polygon are split.
Let us now formulate the model rigorously. Fix d ≥ 3 and a random variable ξ whose support lies
on [0, 1]. Let L0 = A
(0)
1 A
(0)
2 . . . A
(0)
d be a convex d-polygon (i.e., a convex polygon with d sides) in the
plane, with edges A
(0)
j A
(0)
j+1, j = 1, 2, . . . , d, with the convention A
(1)
d+1 ≡ A
(1)
1 . Randomly choose a point A
(1)
j
in A
(0)
j A
(0)
j+1 such that |A(0)j A(1)j |/|A(0)j A(0)j+1| = ξi, where ξi, i = 1, . . . , d, are i.i.d. copies of the random
variable ξ. Thus we obtain new convex polygon L1 = A
(1)
1 A
(1)
2 . . . A
(1)
d . Repeating the above process
such that the random vectors
(
ξ
(n)
1 , ξ
(n)
2 , . . . , ξ
(n)
d
)
, n = 1, 2, . . . , are i.i.d., we obtain a Markov chain of
polygons (Ln)n≥0 where Ln = A
(n)
1 A
(n)
2 . . . A
(n)
d .
It is easy to see that the polygons Ln become smaller and smaller and eventually converge to a point,
however the behaviour of their shapes is less clear. To study the shapes we may, for example, place one
of the vertices at the origin (0, 0) and rescale the polygon in such a way that its longest edge has always
length 1. We will show that under some regularity conditions on the distribution of ξ the rescaled polygon
will eventually become degenerate, i.e. flat, in the sense that all of its vertices will be lying approximately
along the same line; observe that this is equivalent to the fact that the area of the rescaled polygon
converges to 0 as n goes to infinity.
Let l
(n)
j = A
(n)
j A
(n)
j+1, j = 1, 2, . . . , d, be the vector corresponding to the j-th side of Ln and (x
(n)
j , y
(n)
j )
denote its Cartesian coordinates. From elementary geometrical calculations one can obtain the following
linear relation:
x(n+1) = Hn+1x
(n), y(n+1) = Hn+1y
(n) (1)
where x(n) =
(
x
(n)
1 , x
(n)
2 , . . . , x
(n)
d
)
T
and y(n) =
(
y
(n)
1 , y
(n)
2 , . . . , y
(n)
d
)
T
are column vectors, and Hn is an
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Figure 1: A new smaller random pentagon L1 obtaining from the primary pentagon L0.
i.i.d. copy of the following random matrix
H = H(ξ1, . . . , ξd) =

1− ξ1 ξ2 0 . . . 0
0 1− ξ2 ξ3 . . . 0
...
...
...
. . .
...
0 0 0
. . . ξd
ξ1 0 0 . . . 1− ξd

(2)
and ξ1, ξ2, . . . , ξd are i.i.d. copies of a random variable ξ. Note that
∑d
j=1 x
(n)
j = 0 and
∑d
j=1 y
(n)
j = 0.
In particular, l
(n)
j = (~ejH
(n)x(0),~ejH
(n)y(0)) where H(n) = HnHn−1 . . . H1 and ~ej = (0, . . . , 0, 1, 0, . . . , 0)
is 1×d vector with 1 on the j-th place. Note also that if the original polygon is non-degenerate thenH(n)x(0)
and H(n)y(0) are non-zero vectors for any n.
To ensure that Ln is a non-degenerate convex polygon and that the subdivision is genuinely random,
we need the following
3
Assumption 1. P(ξ ∈ {0, 1}) = 0 and the support of ξ contains at least two distinct points in (0, 1), i.e.
the distribution of ξ is non-degenerate.
We can define “thickness” of a two-dimensional object as the smallest possible ratio between its one-
dimensional projections on the two coordinate axes of a Cartesian coordinate system (where we can orient
this system arbitrarily); this quantity always lies between 0 and 1; moreover, it equals one for a circle, and
it equals zero for any segment. The sequence of Ln converges to a “flat figure”, or simply to “flatness”, if
the sequence of its thicknesses converges to zero. In the case of polygons, this definition is equivalent to
Definition 1.1. We say that the sequence of polygons Ln converges to a flat figure as n→∞ if
lim
n→∞
A(Ln)(
maxj=1,...,d ‖l(n)j ‖
)2 = 0.
Here A(Ln) denotes the area of the polygon Ln.
The main purpose of our paper is to (partially) establish the following phenomenon.
Conjecture 1. Suppose that Assumption 1 holds, then the sequence of polygons Ln converges to a flat
figure almost surely as n→∞.
Further the dynamics of the random subdivisions will be formulated as a certain model related to
products of random matrices and its point limit in the projective space. Let Rd (and Cd) denote the linear
space of all d-dimensional real (complex, resp.) column vectors under the field of real (complex) numbers.
The real (complex) projective space P (Rd) is defined as the quotient space (Rd \ {0})/ ∼, where ∼ is the
equivalence relation defined by x ∼ y, x, y ∈ Rd if there exists a real (complex) number λ such that x = λy.
We denote x as the equivalence class of x. The projective space P (Rd) becomes a compact metric space if
we consider the following “angular” metric
δ(x, y) =
√
1− (x, y)
2
||x||2.||y||2 . (3)
where || · || and (·, ·) are respectively the Euclidean norm and the Euclidean scalar product on Rd. One
can see that δ(x, y) is actually the sinus of the smaller angle between the lines corresponding to x¯ and y¯.
Next, each linear mapping A : Rd → Rd can be generalized to P (Rd) by setting
Ax = Ax
for every x ∈ Rd \ Ker(A). Let us also define
L = {v ∈ Rd : v1 + v2 + · · ·+ vn = 0}. (4)
Observe that since
∑d
j=1 x
(n)
j = 0,
∑d
j=1 y
(n)
j = 0, we have x
(n), y(n) ∈ L.
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Proposition 1.2. Suppose that
lim
n→∞
δ
(
H(n)x,H(n)y
)
= 0 (5)
almost surely for every x, y ∈ Ln such that (x1, y1), (x2, y2),. . . ,(xd, yd) are coordinates of vectors corre-
sponding to consecutive edges of the convex d-polygon in the real plane. Then Ln converges to a flat figure
as n→∞.
Proof. Using the formula for δ
(
x(n), y(n)
)
and omitting the superscript (n) for all x(n) and y(n) for sim-
plicity, we obtain that
δ(x, y)2 =
(∑d
i=1 x
2
i
)(∑d
i=1 y
2
i
)
−
(∑d
i=1 xiyi
)2(∑d
i=1 x
2
i
)(∑d
i=1 y
2
i
) = ∑1≤i<j≤d(xiyj − xjyi)2(∑d
i=1 x
2
i
)(∑d
i=1 y
2
i
) =: δn
where δn → 0 a.s.
According to a well-know formula for the signed area A(L) of a planar non-self-intersecting polygon L
with vertices (a1, b1), . . . , (ad, bd), see [1]
2A(L) = det
(
a1 a2
b1 b2
)
+ det
(
a2 a3
b2 b3
)
+ · · ·+ det
(
ad a1
bd b1
)
.
Since we know only the coordinates of the vectors forming the edges of polygon (xi, yi), i = 1, 2, . . . , d
with the obvious restriction
∑d
i=1 xi =
∑d
i=1 yi = 0, we can assume that the polygon’s vertices have the
coordinates
ai = x1 + · · ·+ xi,
bi = y1 + · · ·+ yi,
i = 1, 2, . . . , d, thus yielding that ad = bd = 0 so that the last two determinants in the formula for 2A(L)
are 0, and hence
2A(L) =
d−2∑
i=1
det
(
ai ai+1
bi bi+1
)
=
d−2∑
i=1
det
(
ai ai + xi+1
bi bi + yi+1
)
=
d−2∑
i=1
(aiyi+1 − bixi+1)
= [x1y2 + (x1 + x2)y3 + · · · + (x1 + x2 + . . . xd−2)yd−1]
− [y1x2 + (y1 + y2)x3 + · · ·+ (y1 + y2 + . . . yd−2)xd−1]
=
∑
1≤i<j≤d−1
det
(
xi yi
xj yj
)
.
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Therefore the area A(Ln) of the polygon Ln satisfies
|2A(Ln)| =
∣∣∣∣∣∣
∑
1≤i<j≤d−1
det
(
xi yi
xj yj
)∣∣∣∣∣∣ ≤
∑
1≤i<j≤d−1
∣∣∣∣∣det
(
xi yi
xj yj
)∣∣∣∣∣
≤
√ ∑
1≤i<j≤d
(xiyj − xjyi)2 =
√√√√δn
(
d∑
i=1
x2i
)(
d∑
i=1
y2i
)
.
Consequently,
A(Ln)(
maxj ‖l(n)j ‖
)2 ≤ 12
√√√√√√δn
(∑d
i=1 x
2
i
)(∑d
i=1 y
2
i
)
(
maxj=1,...,d
[
x2j + y
2
j
])2 ≤ 12√δn · d · d→ 0
since x2i ≤ maxj=1,...,d(x2j + y2j ) for each i, and the same holds for yi.
Note that L defined by (4) is an invariant subspace of H. Therefore, we can restrict the linear trans-
formation H to Rd−1 by considering only the first d−1 coordinates of x and y respectively. One can easily
deduce that the restriction of the transformation H can be described by the (d− 1)× (d− 1) matrix
T = T (ξ1, . . . , ξd) =

1− ξ1 ξ2 0 . . . 0 0
0 1− ξ2 ξ3 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1− ξd−2 ξd−1
−ξd −ξd −ξd . . . −ξd 1− ξd−1 − ξd

(6)
and then the linear relation (1) still has the same formulation in Rd−1 for T . The condition (5) for the
matrix (6) now can be restated as
Proposition 1.3. Let {Tn}n≥1 be a sequence of random matrices, which are independent copies of the
matrix T in (6) and let T (n) = TnTn−1....T2T1. Assume that
lim
n→∞
δ(T (n)x¯, T (n)y¯) = 0 (7)
almost surely for any x = (x1, ..., xd−1)
T, y = (y1, ..., yd−1)
T ∈ Rd−1, such that (x1, y1), (x2, y2), ..., (xd−1, yd−1)
are coordinates of d− 1 consecutive edges of a convex d-polygon in the real plane. Then Ln converges to a
flat figure as n→∞.
Proof. Basically, we need to show the following geometric fact. Suppose that x(n) = (x
(n)
1 , . . . , x
(n)
d−1)
and y(n) = (y
(n)
1 , . . . , y
(n)
d−1). are such that δn := δ(x
(n), y(n)) → 0 as n → ∞, then δ˜n := δ(x˜(n), y˜(n)) → 0,
6
where x˜(n) = (x
(n)
1 , . . . , x
(n)
d ) and y˜
(n) = (y
(n)
1 , . . . , y
(n)
d ) with x
(n)
d = −
∑d−1
i=1 x
(n)
i , y
(n)
d = −
∑d−1
i=1 y
(n)
i , for
all n. Observe that δn and δ˜n represent the angular distance on the spaces P (R
d−1) and P (Rd) respectively.
Indeed, suppose that δn < ǫ for some very small ǫ > 0. Let us from now on also omit the superscript
(n)
as this does not create a confusion. Without loss of generality we can assume that ‖x‖ = ‖y‖ = 1, that is,∑d−1
i=1 x
2
i = 1 =
∑d−1
i=1 x
2
i . Denote by c = (x, y) =
∑d−1
i=1 xiyi = cos(x, y), so that c
2 + δ2n = 1. We have
δ˜2n =
(1 + x2d)(1 + y
2
d)− (
∑d
i=1 xiyi)
2
(1 + x2d)(1 + y
2
d)
=
(1 + x2d)(1− c2) + (yd − cxd)2
(1 + x2d)(1 + y
2
d)
≤ (1− c2) + (yd − cxd)2 = δ2n +
(
d−1∑
i=1
ui
)2
(8)
where u = y − cx = (y1 − cx1, . . . , yd−1 − cxd−1) is the difference between vector y and the projection of y
on x. Consequently, u is orthogonal to x and ‖u‖2 = ‖y‖2−‖cx‖2 = 1−c2 = δ2n. By the inequality between
the quadratic and arithmetic means |∑d−1i=1 ui|2 ≤ (d− 1)‖u‖2 hence (8) implies that δ˜2n ≤ [1+ (d− 1)]δ2n ≤
dǫ2.
The rest of the paper is organized as follows. In Section 2, by applying the classical Furstenberg’s
theorem for products of 2 × 2 invertible random matrices, we will show that (7) is fulfilled for d = 3
(Theorem 2.2). In a higher dimensional case, it is necessary to show that the closed semigroup generated
by the support of the random matrix T is strongly irreducible and contracting. We will show that (7)
holds for any odd number d > 3 in Section 3. For the remaining case when d ≥ 4 is even, we will have to
require that the random matrix T in (6) is invertible almost surely. We actually believe that this extra
requirement is not really needed, however we are unable to show the result without this extra condition.
The results are summarized in Theorem 3.5. The exponential rate of convergence of random polygons will
be considered in Section 4, see Theorems 4.3, 5.4 and 4.10.
Finally, in Section 6 we mention some generalizations of our model, as well as open problems. Also note
that throughout the the paper we denote by GL(d,R) the group of d×d invertible matrices of real numbers
and SL±(d,R) the closed subgroup of GL(d,R) containing all matrices with determinant +1 or −1.
2 Random subdivision of triangles (d = 3)
Proposition 2.1. (Furstenberg’s theorem, Theorem II.4.1 in [2], page 30) Let µ be a probability measure
on GL(2,R) and Gµ be the smallest closed subgroup of GL(2,R) which contains the support of µ. Suppose
that the following hold:
(i) Gµ ⊂ SL±(2,R);
(ii) Gµ is not compact;
7
(iii) There does not exist any common invariant finite union of one-dimensional subspaces of R2 for all
matrices of Gµ.
Let {Mn, n ≥ 1} be a sequence of independent random matrices with distribution µ and x, y ∈ P (R2). Then
lim
n→∞
δ (MnMn−1...M1x,MnMn−1...M1y) = 0.
Note that when M1 is invertible almost surely and det(M1) is possibly not equal to ±1, it is enough
to verify the above conditions for the group Gµ˜ generated by all M˜ = (detM)
−1/2M , where M is any
invertible matrix in the support of µ.
Theorem 2.2. Conjecture 1 is fulfilled for d = 3.
Proof. When d = 3 the random matrix T equals
T = T (ξ1, ξ2, ξ3) =
(
1− ξ1 ξ2
−ξ3 1− ξ2 − ξ3
)
where ξ1, ξ2, ξ3 are i.i.d. copies of ξ. Let µ be the probability measure associated with the random ma-
trix T (ξ1, ξ2, ξ3) . Observe that det(T ) = ξ1ξ2ξ3 + (1− ξ1)(1− ξ2)(1 − ξ3) > 0 as long as ξ1, ξ2, ξ3 ∈ (0, 1),
thus T˜ = (detT )−1/2T is a.s. well-defined. Let Gµ be the group generated by all the invertible matrices
in the support of µ and Gµ˜ be the group generated by all T˜ , where T ∈ Gµ. Since det(T˜ (ξ1, ξ2, ξ3)) = 1
for all possible ξ1, ξ2, ξ3 and the determinant of a product of two matrices equals the product of their
determinants, we have det(T˜ ) = 1 for all T˜ ∈ Gµ˜. Consequently, condition (i) of Proposition 2.1 is fulfilled.
Now let us verify condition (ii), i.e. that the group Gµ˜ is not compact. From Assumption 1 it follows
that we can choose a, b ∈ supp ξ such that a, b ∈ (0, 1) and a 6= b. Let
Q = T (a, b, a) T (a, b, b)−1 T (b, a, b) T (b, a, a)−1 =
(
1 0
t 1
)
, (9)
where
t = − (a− b)
2
2ab+ b2 − a− 2b+ 1 .
Since a 6= b and 2ab + b2 − a − 2b + 1 = (a + b − 1)2 + a(1 − a) > 0 the quantity t is well-defined and
negative. Observe that Q ∈ Gµ˜ and hence
Qm =
(
1 0
mt 1
)
∈ Gµ˜
as well. Since ||Qm|| ∼ m→∞ as m→∞, the group Gµ˜ is indeed not compact.
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Finally, we need to check the condition (iii) of Theorem 2.1, that is, that Gµ˜ is strongly irreducible, or
equivalently that Gµ is strongly irreducible. Suppose the contrary, i.e. there is a union L of one-dimensional
subspaces of R2 such that T (L) = L for any T˜ ∈ Gµ˜. Let L = V1 ∪ V2 ∪ · · · ∪ Vk, k ≥ 1.
First, suppose that L contains a vector of the form (x, y)T such that x 6= 0. Then at least one of Vi
is the linear span of v = (1, r)T, r ∈ R; without loss of generality let this be V1. Since Q defined by (9)
belongs to Gµ, for all m = 1, 2, . . . we must have Q
m ∈ Gµ and thus QmL ⊆ L. The latter implies
that vm := Q
mv ∈ L. However, the slopes of the vectors vm equal mt + r which take distinct values for
different values of m, therefore L cannot be a union of a finite number of linear subspaces, leading to a
contradiction.
Therefore, the only candidates for Vi can be linear spaces spanned by (0, 1)
T. To show that this is not
possible either, pick any a ∈ (0, 1)T which is in the support of ξ, then
T (a, a, a)
(
0
1
)
=
(
a
1− 2a
)
∈ L.
Hence there must be a vector in L whose first coordinate is non-zero, which leads to the situation already
considered above.
Consequently, the conditions of the Furstenberg’s theorem 2.1 are fulfilled, implying a.s. convergence
to flatness in case d = 3.
3 General case (d ≥ 4)
We start with a few definitions.
Definition 3.1. We say that a family H of d × d matrices is irreducible in Rd if there exists no proper
linear subspace L of Rd such that H(L) = L for all H ∈ H.
Definition 3.2. We say that a family H of d× d matrices is strongly irreducible in Rd if there exists no
union L of finite number of proper linear subspaces of Rd such that H(L) = L for all H ∈ H.
Definition 3.3. We say a family H of d × d matrices has contraction property if there is a sequence of
elements {An}n≥1 ⊂ H such that ||An||−1An converges to a rank one matrix.
We will make use of the following
Proposition 3.4 (Theorem III.4.3 in [2], p. 56). Let Ai be a sequence of i.i.d. random matrices in GL(d,R)
with common distribution µ. Let Sµ be the smallest closed semigroup generated by its support. Suppose
that Sµ ⊂ GL(d,R) is strongly irreducible and contracting. Then for any x, y ∈ P (Rd)
lim
n→∞
δ(An . . . A1x,An . . . A1y) = 0 a.s.
9
Note that, when A1 is only invertible almost surely, it is enough to verify the strong irreducibility
and contraction condition for the semigroup S˜µ generated by all A˜ = (|detA|)−1/dA, where A is any
invertible matrix in the support of µ. In our case the measure µ corresponds to random matrices of
type T = T (ξ1, ..., ξd) defined by (6). Observe that
det(T ) =
d∏
i=1
(1− ξi)− (−1)d
d∏
i=1
ξi.
Thus we have |det(T )| ≤ 2; also obviously det(T ) > 0 almost surely for any odd d ≥ 3; however, if d is an
even number, we need the following invertibility
Assumption 2. If d is an even number, we assume that
d∏
i=1
1− ξi
ξi
6= 1
almost surely.
The main result of this Section is
Theorem 3.5. Conjecture 1 is fulfilled for all odd d ≥ 3, and under Assumption 2 also for all even d ≥ 4.
From now on we will suppose that Assumption 2 is in fact fulfilled. As a result, we can always
choose a, b ∈ supp (ξ) such that a 6= b, a, b ∈ (0, 1) and T (a1, a2, ...., ad) is invertible for all sequences a1, a2, ..., ad
where each ai ∈ {a, b}. Let Sa,b stand for the smallest closed semigroup which contain all of the following
matrices
|detT (a1, a2, ...., ad)|−1/dT (a1, a2, ...., ad),
with a1, a2, ..., ad ∈ {a, b}. We will show that Sa,b ⊆ Sµ is strongly irreducible and contracting, hence so
is Sµ itself. Then the result of Theorem 3.5 will immediately follow from Proposition 1.3 and 3.4, provided
we check the condition of the latter statement (and this is done in turn in Propositions 3.8 and 3.12 below).
3.1 Irreducibility
Proposition 3.6. Suppose that Assumptions 1 and 2 hold. Then the family of matrices
{T (a1, a2, ..., ad)}a1,a2,...,ad∈{a,b}
is irreducible in Rd−1.
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Proof. Observe that, if W is a real proper invariant subspaces of linear operator A then W˜ = {w′ + iw′′ :
w′, w′′ ∈W} is also a complex proper invariant subspaces of A. Thus we can complete the proof by proving
the irreducibility in Cd−1.
From now on, let us denote
Ta = T (a, a, ..., a) and Ta,b;k = T (a1, a2, ..., ad)|ak=b, aj=a,j 6=k. (10)
Note that Ta has eigenvectors given by
v1 =

1
ǫ
ǫ2
...
ǫd−2

, v2 =

1
ǫ2
ǫ4
...
ǫ2(d−2)

, . . . , vd−1 =

1
ǫd−1
ǫ(d−1)2
...
ǫ(d−1)(d−2)

(11)
where ǫ = e2πi/d is the d−th root of 1; one can easily conclude that these d − 1 eigenvectors are linearly
independent in Cd−1, and correspond to eigenvalues λl = 1− a+ aǫl, l = 1, 2, . . . , d− 1 respectively.
Let us prove that all complex proper invariant subspaces of Ta are given by the linear spans of 2
n − 2
non-trivial subsets of {v1, . . . , vd−1}, and only by them. First of all, suppose V = span(vk1 , vk2 , . . . , vkm)
where 1 ≤ k1 < k2 < · · · < km ≤ d − 1 and m ∈ {1, 2, . . . , d − 1}. Since Tavkl = λklvkl and λkl 6= 0,
1 ≤ l ≤ m, we conclude that span(Tavk1 , . . . , Tavkm) = V and hence Ta(V ) = V and thus V is indeed
invariant.
On the other hand, suppose V is an invariant subspace of Ta, that is Ta(V ) = V . Since v1, . . . , vd−1
form a basis, any vector w ∈ V can be written as
w = q1vk1 + q2vk2 + · · ·+ qmvkm
where all ql 6= 0. Since V is an invariant subspace, Taw ∈ V , consequently
w′ = q′2vk2 + · · ·+ q′mvkm = q2(λk2 − λk1)vk2 + . . . qm(λkm − λk1)vkm = Ta;aw − λk1w ∈ V
with all q′l 6= 0 since all λ’s are distinct. Continuing this by induction, we will obtain that vkm ∈ V ,
and hence vkm−1 ∈ V, . . . , vk1 ∈ V . Therefore, V contains all those vk for which the projection of some
vector w ∈ V on vk has a non-zero coefficient. At the same time the span of all these vk will contain all
those vectors w, hence V is the span of a subset of {v1, . . . , vd−1}.
Next we will show that at the same time no proper invariant subspace V = span(vk1 , vk2 , . . . , vkm) of Ta
can be also an invariant subspace of Ta,b;k, k = 1, 2, ..., d. First, define the sequence of vectors u1, . . . , ud ∈
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R
d−1 by
u1 =

1
0
0
...
0
0

, u2 =

−1
1
0
...
0
0

, u3 =

0
−1
1
...
0
0

, . . . , ud =

0
0
0
...
−1
1

. (12)
We must have Ta,b;1vr ∈ V for all r ∈ {k1, k2, . . . , km}, hence
(a− b)u1 = Ta,b;1vr − λrvr ∈ V
Now, by using the fact that
(Ta,b;k − Ta)vr = (a− b)ǫr(k−1)uk ∈ V
for k = 1, 2, . . . , d we obtain that u1, u2, . . . , ud ∈ V . Note that u2, u3, . . . , ud are linearly independent,
hence V = span(u2, . . . , ud) ≡ Rd−1. This contradiction completes the proof.
3.2 Strong irreducibility
We already know from Proposition 3.6 that Sa,b is irreducible. Now we aim to show its strong irreducibility.
Lemma 3.7. If Sa,b is irreducible but not strongly irreducible in Rd−1, then there exist proper linear
subspaces V1, V2, ..., Vr of R
d−1 such that
R
d−1 =
r⊕
j=1
Vj where r > 1, Vi ∩ Vj = {0} if i 6= j,
where all the subspaces Vj have the same dimension, and
M(∪rj=1Vj) = ∪rj=1Vj,
for all M ∈ Sa,b.
Proof of Lemma 3.7. See the remark and the equation (2.7) on pp. 121–122 of [6].
Proposition 3.8. Suppose that Assumptions 1 and 2 hold. Then the semigroup Sa,b is strongly irreducible.
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Proof. For a real linear space W ⊂ Rd−1, we define
W˜ = {w′ + iw′′, w′, w′′ ∈W} ⊂ Cd−1,
which is also a complex linear subspace of Cd−1.
We already know that the semigroup Sa,b is irreducible in Rd−1. Suppose Sa,b is not strongly irreducible
in Rd−1. Then it implies from Lemma 3.7 that there exist proper linear space V1, V2, ..., Vr ⊂ Rd−1 such
that
C
d−1 =
r⊕
j=1
V˜j,
where V˜j are disjoint linear subspaces of the same dimension, say m, and
M(∪rj=1V˜j) = ∪rj=1V˜j,
for all M ∈ Sa,b.
The rest of the proof is organized as follows. First, we show irreducibility in the case m > 1. The case
when m = 1 is split further in the sub-cases including the one where k = 2 and k ≥ 3, and yet further
sub-sub-case where k = 4.
Observe also that from Lemma III.4.5.b in [2] it follows that for each j ∈ {1, 2, . . . , d−1}, we have TaV˜j =
V˜k for some k = k(j). Suppose k(j) 6= j for all j. Let e1, . . . , ed−1 be the basis Cd−1 such that e1, . . . , em
is the basis of V1, em+1, . . . , em+m is the basis of V2, etc. In this basis Ta will be a traceless matrix since
all the Vj are disjoint. The property of being traceless is invariant with respect to changing the basis
as tr(PAP−1) = tr(A). However, in the original basis tr(Ta) = (1− a)(d− 1)− a 6= 0 unless a = d−1d , but
in this case we can replace a by b 6= a, so we get a contradiction.
Thus we have established that k(j) = j for some j; w.l.o.g. let us assume that j = 1 and conse-
quently TaV1 = V1. From the arguments in Proposition 3.6 we know that V1 is a linear span of some
subset of vk’s from (11), that is V1 = span{w1, . . . , wm} where wj = vrj , for some subset {r1, . . . , rm} ⊂
{1, 2, . . . , d − 1}. By denoting ǫj := ǫrj , some d-th root of 1, we get that wj =
(
1, ǫj , . . . , ǫ
d−2
j
)T
. Let uk
be defined as in (12). Then
Ta,b;kwj = λrjwj + (a− b)ǫk−1j uk.
For every k, we must have Ta,b;kV1 = Vj for some j = j(k). Now suppose that there is no k such
that Ta,b;kV1 = V1. Recall that V1 = span(w1, . . . , wm). Let
V ′k = Ta,b;kV1 = span({λrjwj + ckuk, j = 1, . . . ,m})
where ck = (a − b)ǫk−1j 6= 0 for k = 1, 2, . . . , d − 1 − m. Observe that at the same time V ′k = Vq for
some q = q(k), so that the collection V ′k, k = 1, . . . , d − 1 −m, is some subset of V1, . . . , Vr, possibly with
repetitions.
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Let us show that w1, . . . , wm, u1, ..., ud−1−m are linearly independent. Indeed, to establish the rank of
the matrix of d− 1 vectors w1, . . . , wm, u1, u2, . . . , ud−1−m observe that
det

1 1 . . . 1 1 −1 0 . . . 0
ǫ1 ǫ2 . . . ǫm 0 1 −1 . . . 0
ǫ21 ǫ
2
2 . . . ǫ
2
m 0 0 1 . . . 0
...
...
. . .
...
...
...
...
. . .
...
ǫd−m−21 ǫ
d−m−2
2 . . . ǫ
d−m−2
m 0 0 0 . . . 1
...
...
. . .
...
...
...
...
. . .
...
ǫd−21 ǫ
d−2
2 . . . ǫ
d−2
m 0 0 0 . . . 0

= det

ǫd−m−11 ǫ
d−m−1
2 . . . ǫ
d−m−1
m
...
...
. . .
...
ǫd−21 ǫ
d−2
2 . . . ǫ
d−2
m

= ǫd−m−11 · · · · · ǫd−m−1m · det

1 1 . . . 1
...
...
. . .
...
ǫm−11 ǫ
m−1
2 . . . ǫ
m−1
m

=
m∏
j=1
ǫd−m−1j ·
∏
1≤j<k≤m
(ǫj − ǫk) 6= 0
since this is a Vandermonde matrix. This, in turn, implies that the subspaces V1, V
′
1 , V
′
2 , . . . , V
′
d−m−1 are
all pairwise distinct; otherwise there would be a vector which at the same time belongs to span({λrjwj +
ckuk, j = 1, . . . ,m}) and span({λrjwj + clul, j = 1, . . . ,m}) for k 6= l, yielding linear dependence for the
set w1, . . . , wm, uk, ul which is impossible.
On the other hand, it implies that the dimension of V1 ⊕ V ′1 ⊕ · · · ⊕ V ′d−m is m× (d − 1−m) > d − 1
unless m = 1, yielding a contradiction that this is a subspace of Rd−1.
Thus now we have to deal only with the case m = 1. In this case, all the spaces V1, V2, . . . , Vd−1 are
one-dimensional, moreover, by letting ν = ǫ1
w1 = (1, ν, . . . , ν
d−2)T,
V1 = span(w1),
V ′k := Ta,b;kV1 = span(λr1w1 + ckuk), k = 1, 2, . . . , d− 1,
and V ′ks are some subset of V2, . . . , Vd−1 (if V
′
k = V1 for some k then uk ∈ span(w1) which is impossible
for d ≥ 4). If all the elements of the set V1, V ′1 , . . . , V ′d−1 are distinct (we know that then they must be
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linearly independent since Rd−1 = V1 ⊕ V2 ⊕ · · · ⊕ Vd−1) this would yield a contradiction as our space is
only (d− 1)-dimensional.
Observe that
det(w1, u2, u3, . . . , ud−1) = det

1 −1 0 . . . 0
ν 1 −1 . . . 0
ν2 0 1 . . . 0
...
...
...
. . .
...
νd−2 0 0 . . . −1
νd−1 0 0 . . . 1

= 1 + ν + · · ·+ νd−2 = 1− ν
d−1
1− ν =
−1
ν
6= 0
since νd ≡ ǫd1 = 1. This implies that the vectors w1, u2, u3, . . . , ud−1 are linearly independent and hence it
is impossible that V ′k = V
′
h for some k, h ∈ {2, . . . , d− 1} such that k 6= h.
So the only not covered case is when V ′1 coincides with some V
′
k, k = 2, . . . , d − 1, implying a linear
dependence between w1, u1 and uk. However, if k = 2, then
rank(w1, u1, uk) = rank
 1 ν ν
2 . . . νd−2
1 0 0 . . . 0
−1 1 0 . . . 0

= 1 + rank
(
ν ν2 . . . νd−2
1 0 . . . 0
)
= 3
since ν2 6= 0. Finally, if k ≥ 3, then
rank(w1, u1, uk) = rank
1 ν . . . ν
k−2 νk−1 νk . . . νd−2
1 0 . . . 0 0 0 . . . 0
0 0 . . . −1 1 0 . . . 0

= 1 + rank
(
ν . . . νk−2 νk−1 νk . . . νd−2
0 . . . −1 1 0 . . . 0
)
= 3
unless simultaneously d = 4, k = 3 and ν = ǫ1 = −1.
Finally, to deal with the case d = 4 and ǫ1 = −1, observe that
T (ξ1, ξ2, ξ3, ξ4) =
1− ξ1 ξ2 00 1− ξ2 ξ3
−ξ4 −ξ4 1− ξ3 − ξ4
 , w1 =
 1−1
1
 = e1 − e2 + e3
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where e1, e2, e3 are the standard basis vectors for R
3. Let us consider
w∗1 := T (a, a, b, a)w1 = (1− b− a)w1 + (b− a)e1,
w∗2 := T (a, b, b, a)w1 = (1− b− a)w1 + (b− a)e2,
w∗3 := T (a, b, a, a)w1 = (1− b− a)w1 + (b− a)e3.
Then, in the standard Euclidean coordinates,
A := [w∗1, w
∗
2, w
∗
3 ] =
 1− 2a b+ a− 1 1− b− a1− b− a 2b− 1 1− b− a
1− b− a b+ a− 1 1− 2a
 , and det(A) = (b− a)2(1− 2a).
From Assumptions 1 and 2 it follows that w.l.o.g. we can chooses a and b such that a 6= 1/2, a 6= b,
and a+ b 6= 1, implying that the above determinant is non-zero. Thus we obtain that the three subspaces
span by w∗1, w
∗
2, w
∗
3 are linearly independent in R
3 again yielding a contradiction.
3.3 Contracting property
Here we need to show that the semigroup Sa,b is strongly irreducible and contracting. While in general it
is not easy to verify the contraction property of a semigroup, thanks to the following important statement
by Goldsheid and Margulis in [7], it suffices to check this property for the Zariski closure of Sa,b (which is
easier).
Definition 3.9. Zariski closure of a subset H of an algebraic manifold is the smallest algebraic submanifold
that contains H.
Proposition 3.10 (Lemma 3.3 in [7]). The Zariski closure Zr(H) of a closed semigroup of H ⊂ GL(d,R)
is a group.
Proposition 3.11 (Lemma 6.3 in [7]). If a closed semigroup H ⊂ GL(d,R) is strongly irreducible and its
Zariski closure Zr(H) has the contraction property then H also has the contraction property.
Proposition 3.12. Suppose that Assumptions 1 and 2 hold. Then the semigroup Sa,b is contracting.
Proof. According to Proposition 3.11 it is sufficient to show that Zr(Sa,b) is contracting, since we have
already established that Sa,b and hence Zr(Sa,b) is strongly irreducible by Proposition 3.8. Note that T−1 ∈
Zr(Sa,b) for any T ∈ Sa,b, since the Zariski closure is necessary a group by Proposition 3.10. We consider
two separate cases.
Case d = 2l + 1 is odd. Define
M = T (a, b, . . . , a, b,a)T (a, b, . . . , a, b,b)−1T (b, a, . . . , b, a,b)T (b, a, . . . , b, a,a)−1 ∈ Zr(Sa,b)
16
After some algebraic computations, one can obtain that
M =

1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
ϕ1 ϕ2 . . . ϕ2l−1 1

,
where
ϕ2j−1 = −(a− b)
2 ((1− a)(1− b))l−j (ab)j−1
(1− a)l(1− b)l+1 + albl+1 , and ϕ2j = 0, j = 1, 2, ..., l.
Hence
Mn =

1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
nϕ1 nϕ2 . . . nϕ2l−1 1

∈ Zr(Sa,b).
It implies that ‖Mn‖ ≈ Const · n hence ||Mn||−1Mn converges to a matrix whose first d− 2 rows are zero
rows, and thus Zr(Sa,b) is contracting by definition.
Case d = 2l is even. Define
M = T (a, a, . . . , a, a, a,a)T (a, a, . . . , a, a, a,b)−1
=

1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
c1 c2 . . . cd−1 c(a, b)

where c1 = c1(a, b), . . . , cd−1 = cd−1(a, b) are some constants depending on a and b, and c(a, b) =
detT (a, . . . , a, a)/det T (a, . . . , a, b); observe also that
detT (a, . . . , a, a) = (1− a)d − ad
detT (a, . . . , a, b) = (1− a)d − ad + (a− b)[(1 − a)d−1 + ad−1]
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Assume initially that |c(a, b)| > 1, then
Mn =

1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
Anc1 Anc2 . . . Ancn−1 c(a, b)
n

where An = 1+c(a, b)+c(a, b)
2+...+c(a, b)n−1, so that ||Mn|| ≥ const×c(a, b)n →∞ and thus ||Mn||−1Mn
converges to a matrix whose first d − 2 rows are zeros. If |c(a, b)| < 1 then we can consider M−1 instead
of M , which has the form
M−1 =

1 0 . . . 0
...
...
. . .
...
∗ ∗ . . . c(a, b)−1
 ∈ Zr(Sa,b)
and then apply exactly the same arguments as when |c(a, b)| > 1. Note that c(a, b) 6= 1 since a 6= b, so we
only have to consider the case when c(a, b) = −1.
We have c(a, b) 6= c(b, a) since a 6= b. Hence, w.l.o.g. we can assume that c(a, b) 6= −1. So in all the
cases, either ||Mn||−1Mn or ||M−n||−1M−n converges to a rank one matrix as n→∞.
4 Convergence rate of random polygons
4.1 Convergence rate of rescaled polygons to flatness
Throughout the rest of the paper we use the notation log+(x) := max{log x, 0}.
Let ℓ(T ) = max(log+(||T ||), log+(||T−1||)). In this section, we suppose that Assumptions 1 and 2 as
well as the following condition hold
E ℓ(T ) <∞. (13)
Let T1, T2, .... be a sequence of random matrices having the same distribution as T . We define Lyapunov
exponents
µj = lim
n→∞
E
(
1
n
log σ
(n)
j
)
, j = 1, 2, ..., d − 1 (14)
where σ
(n)
1 ≥ σ(n)2 ... ≥ σ(n)d−1 are the singular values of T (n) = TnTn−1 . . . T1, i.e., the square roots of
the eigenvalues of
(
T (n)
)T
T (n). Therefore, from the proof of Proposition III.6.4 in [2] (pp. 67–68), for
any x, y ∈ P (Rd−1)
lim
n→∞
1
n
log δ(T (n)x, T (n)y) ≤ µ2 − µ1 < 0 a.s. (15)
18
Lemma 4.1. Let ξ1, ξ2, . . . , ξd ∈ [0, 1]. Then
d∏
i=1
ξi(1− ξi) ≤ ξ1ξ2 . . . ξd + (1− ξ1)(1− ξ2) . . . (1− ξd) ≤ 1.
Proof. The upper bound follows from the fact that it is equal to probability to get either all heads or all
tails in an experiment with throwing d independent coins each with probability to turn up head equal to ξi,
i = 1, 2, . . . , d. To get the lower bound observe that for d = 1, 2, . . . we have
d∏
i=1
ξi +
d∏
i=1
(1− ξi) ≥
[
d−1∏
i=1
ξi +
d−1∏
i=1
(1− ξi)
]
· ξd(1− ξd)
and since the statement is true for d = 1, we have proved the proposition.
As it is implied from the following proposition, we can reformulate the requirement (13) as
Assumption 3.
E log (|det(T )|) = E log
∣∣∣∣∣
d∏
i=1
(1− ξi)− (−1)d
d∏
i=1
ξi
∣∣∣∣∣ > −∞.
Proposition 4.2. Condition (13) holds if and only if Assumption 3 is fulfilled.
Proof. Noticing that all the elements of T are bounded, and using the formula for inversion of matrices we
obtain that
||T || ≤ C1, ||T−1|| ≤ C2|det(T )| (16)
where Ci, i = 1, 2, . . . here and further in the text denote some non-random positive constants. Let σ1 ≥
σ2 ≥ . . . σd−1 > 0 be the singular values of matrix T , that is, the square roots of the eigenvalues of TTT ,
arranged in the decreasing order. Then ||T−1|| = 1/σd−1. On the other hand, using the fact that there is
a unitary matrix U such that UT(TTT )U is a diagonal matrix with elements σ2i , we obtain that
det(T ) = σ1σ2 . . . σd−1 ≥ (σd−1)d−1
so that
||T−1|| = 1
σd−1
≥ 1
|det(T )| 1d−1
.
On the other hand it is easy that
det(T ) =
d∏
i=1
(1− ξi)− (−1)d
d∏
i=1
ξi
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which is always non-negative for odd d, but can be positive as well as negative for even d; in both
cases |det(T )| ≤ 1, as it easily follows from Lemma 4.1. Consequently,
log+
(||T−1||) ≤ log+ ( C2|det(T )|
)
≤ log+
(
C2 + 1
|det(T )|
)
≤ log
(
1
|det(T )|
)
= − log (|det(T )|) ,
log+
(||T−1||) ≥ log+( 1
|det(T )| 1d−1
)
≥ − 1
d− 1 log (|det(T )|) .
Since log+ ||T || is bounded above by some constant, the statement of the proposition follows.
Notice that since
µ1 + µ2 + ...+ µd−1 = E(log |det(T )|) (17)
all Lyapunov exponents µj, j = 1, 2, ..., d − 1 are finite if and only if Assumption 3 is fulfilled. Therefore,
using (15), we can deduce the following
Theorem 4.3. Suppose that Assumptions 1, 2 and 3 hold. Then the sequence of polygons Ln converges to
flatness with at least exponential rate with parameter µ = µ1 − µ2 ∈ (0,∞)
Now let us give an “easier” sufficient condition for Assumption 3 which depends only on the distribution
of one ξ.
Proposition 4.4. Suppose that d = 3, 5, . . . is odd. If E | log ξ| < ∞ and E | log(1 − ξ)| < ∞ then
Assumption 3 is fulfilled. A sufficient condition for these expectations to be finite is
lim sup
v↓0
P(ξ < v)
vα
<∞ and lim sup
v↑1
P(ξ > v)
(1− v)α <∞ (18)
for some α > 0.
Remark 4.5. Note that when d is even we would not be able to bound |det(T )| from below by the products
of ξi(1 − ξi) as easily as it is done in the following proof. Indeed, if we let all ξi = 1/2 then det(T ) = 0
while all ξi(1− ξi) = 1/4 > 0.
Proof of Proposition 4.4. The first part of the statement follows immediately from Lemma 4.1 since
E log |det(T )| = E log
[
d∏
i=1
ξi +
d∏
i=1
(1− ξi)
]
≥ E log
[
d∏
i=1
ξ(1− ξi)
]
=
d∑
i=1
(E log ξi + E log(1− ξi)) .
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To prove the second part, note that
E | log ξ| ≤ 1 + E [| log ξ| · 1ξ<e−1] = 1 + ∫ ∞
0
P
(−(log ξ) · 1ξ<e−1 > u) du
= 1 +
∫ 1
0
· · ·+
∫ ∞
1
. . .
= 1 +
∫ 1
0
P (eξ < 1) du+
∫ ∞
1
P (− log ξ > u) du
= 1 + P (eξ < 1) +
∫ e−1
0
P (ξ < v)
v
dv <∞
since
P (ξ < v)
v
≤ const
v1+α
for sufficiently small v. The expectation E | log(1− ξ)| is bounded in exactly the same way.
An interesting example is when ξ has a uniform distribution, as in the paper [11].
Proposition 4.6. If the distribution of ξ is uniform on [0, 1] then Assumption 3 is fulfilled for all d ≥ 3.
Proof. The case when d is odd immediately follows from Proposition 4.4 so we assume that d is even. We
have
E log |detT | =
∫ 1
0
. . .
∫ 1
0
log |(1− x1) . . . (1− xd)− x1 . . . xd| dx1 . . . dxd
=
∫ 1
0
. . .
∫ 1
0
log (x1 . . . xd) dx1 . . . dxd
+
∫ 1
0
. . .
∫ 1
0
log
∣∣∣∣1− 1− x1x1 . . . 1− xdxd
∣∣∣∣ dx1 . . . dxd
= −d+
∫ ∞
0
. . .
∫ ∞
0
log |1− u1 . . . ud|
(1 + u1)2 . . . (1 + ud)2
du1 . . . dud
= −d+
∫ ∞
0
. . .
∫ ∞
0
u1 . . . ud−1
(1 + u1)2 . . . (1 + ud−1)2
(∫ ∞
0
log |1− v|dv
(u1 . . . ud−1 + v)2
)
du1 . . . dud−1
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where the inner integral∫ ∞
0
log |1− v|dv
(u1 . . . ud−1 + v)2
=
(∫ 1/2
0
+
∫ 3/2
1/2
+
∫ 2
3/2
+
∫ ∞
2
)
log |1− v|
(u1 . . . ud−1 + v)2
dv
≥
∫ 1/2
0
− log 2
(u1 . . . ud−1 + v)2
dv +
∫ 3/2
1/2
log |1− v|
(u1 . . . ud−1 + 1/2)2
dv
+
∫ 2
3/2
− log 2
(u1 . . . ud−1 + v)2
dv + 0
≥
∫ ∞
0
− log 2
(u1 . . . ud−1 + v)2
dv +
∫ 3/2
1/2
log |1− v|
(u1 . . . ud−1 + 1/2)2
dv
= − log 2
u1 . . . ud
+− 1 + log 2
(u1 . . . ud−1 + 1/2)2
.
Consequently,
E log |detT | ≥ −d− log 2
∫ ∞
0
. . .
∫ ∞
0
du1 . . . dud−1
(1 + u1)2 . . . (1 + ud−1)2
−
∫ ∞
0
. . .
∫ ∞
0
(1 + log 2)[u1 . . . ud−1] du1 . . . dud−1
(1 + u1)2 . . . (1 + ud−1)2(1/2 + [u1 . . . ud−1])2
≥ −d−
[
log 2 +
1 + log 2
2
] ∫ ∞
0
. . .
∫ ∞
0
du1 . . . dud−1
(1 + u1)2 . . . (1 + ud−1)2
> −∞
since a/(1/2 + a)2 ≤ 1/2 for a ≥ 0.
The next statement shows that there are, in fact, examples of distributions for which Assumption 3 is
not fulfilled.
Proposition 4.7. Suppose ξi are i.i.d. with density
f(x) =

c
x log1+δ x
, 0 < x ≤ 1/2;
c
(1− x) log1+δ(1− x) , 1/2 < x < 1;
0, otherwise
where δ ∈ (0, 1/2] and c = c(δ) ∈ (0,∞) is the appropriate constant. Then Assumption 3 is not satisfied.
Proof. Assuming d is odd and noticing that f(1− y) = f(y) and that
x1 . . . xd + (1− x1) . . . (1− xd) ≤ 1
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by Lemma 4.1 we have
E log |detT | =
∫ 1
0
. . .
∫ 1
0
log (x1 . . . xd + (1− x1) . . . (1− xd)) f(x1) . . . f(xd) dx1 . . . dxd
≤
∫ 1
0
. . .
∫ 1
0
log (x1x2 + (1− x1)(1− x2)) f(x1) . . . f(xd) dx1 . . . dxd
=
∫ 1
0
∫ 1
0
log(x(1− y) + y(1− x))f(x)f(y) dxdy
≤
∫ 1/2
0
∫ 1/2
0
log(x+ y − xy)f(x)f(y) dxdy
≤
∫ 1/2
0
∫ 1/2
0
log(x+ y)f(x)f(y) dxdy =
∫ 1/2
0
∫ 1/2
0
log(x+ y)
(x log1+δ x)(y log1+δ y)
dxdy
=
∫ ∞
log 2
∫ ∞
log 2
log(e−u + e−v)
u1+δv1+δ
dudv = 2
∫ ∞
log 2
∫ ∞
log 2
log(e−u + e−v)
u1+δv1+δ
1u>v dudv
≤ 2
∫ ∞
log 2
(∫ ∞
log 2
log(2e−v)
u1+δv1+δ
1u>v du
)
dv =
2
δ
∫ ∞
log 2
log(2) − v
v1+2δ
dv = −∞
since δ ≤ 1/2. The case when d is even can handled similarly.
The next statement shows how quickly the lengths of the largest side of the polygon converge to zero.
Lemma 4.8. Suppose that Assumptions 1, 2, 3 are fulfilled. Let
Mn = max
j=1,...,d
‖l(n)j ‖ (19)
be the length of the largest side of Ln. Then
lim
n→∞
1
n
log(Mn) = µ1 a.s.
Proof. First of all, observe that by the triangle inequality
max
j=1,...,d−1
‖lj‖ ≤ max
j=1,...,d
‖lj‖ ≤ max
{
‖l1‖+ · · ·+ ‖ld−1‖, max
j=1,...,d−1
‖lj‖,
}
≤ (d− 1) max
j=1,...,d−1
‖lj‖
so it suffices to prove the statement of the lemma for the first d− 1 sides of Ln, i.e., we can redefine just
inside of this proof Mn as max{‖l(n)1 ‖, ‖l(n)2 ‖, . . . , ‖l(n)d−1‖}. Also, to avoid confusion, in this proof we will
denote by ‖ · ‖(k) the Euclidean norm in Rk, while ‖ · ‖ is just a Euclidean norm in R2. By applying
Theorem III.7.2.i (pp. 72) in [2], we obtain
lim
n→∞
1
n
log ‖T (n)x‖(d−1) = lim
n→∞
1
n
log ‖Tn...T2T1x‖(d−1) = µ1 for each x ∈ Rd−1 \ {0}. (20)
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Now recall that the coordinates of l
(n)
j ∈ R2 are the j-th coordinates of x(n) = T (n)x(0) and y(n) = T (n)y(0)
respectively. Omitting the superscript (n), we have
‖lj‖2 = x2j + y2j , ‖x‖2(d−1) = x21 + · · ·+ x2d−1, , ‖y‖2(d−1) = y21 + · · ·+ y2d−1,
so
‖x‖2(d−1)
d− 1 ≤ maxj=1,...,d−1x
2
j ≤ max
j=1,...,d−1
‖lj‖2 ≤ x21 + · · ·+ x2d−1 + y21 + · · ·+ y2d−1 = ‖x‖2(d−1) + ‖y‖2(d−1)
Together with (20) this immediately implies
lim sup
n→∞
1
n
logmax{‖l(n)1 ‖, ‖l(n)2 ‖, . . . , ‖l(n)d−1‖} = µ1.
4.2 Convergence rate of polygon vertices
The purpose of this Section is to calculate the exact speed of convergence of (not rescaled) polygons Ln to
a random point in the plane in the general case d ≥ 3, under some conditions.
Let (a
(n)
j , b
(n)
j ), j = 1, 2, ..., d, be the Cartesian coordinates of vertices A
(n)
d , A
(n)
1 , A
(n)
2 , ..., A
(n)
d−1 respec-
tively – please note the unusual enumeration of the coordinates, which we do in order to use the same
notation for matrix H given by (2). We have the following linear relation
a(n) = HTn+1a
(n−1), b(n) = HTn+1b
(n−1)
where a(n) =
(
a
(n)
1 , a
(n)
2 , ..., a
(n)
d
)
, b(n) =
(
b
(n)
1 , b
(n)
2 , ..., b
(n)
d
)
. We will make use of the following
Proposition 4.9 (Theorem 4 in [10]). Let (Xk)k≥1 be a sequence of i.i.d. random stochastic d×d matrices
such that Xn0Xn−1...X2X1 is a positive matrix with a positive probability for some n0 < ∞. Then there
exists a random nonegative vector W = (w1, w2, ..., wd) such that w1 +w2 + ...+ wd = 1 and
XnXn−1...X2X1 → 1TW
almost surely as n → ∞, where 1 = (1, 1, ..., 1). Moreover, if V = (v1, ..., vd) is a random non-negative
vector such that v1 + v2 + ...vd = 1, V is independent of X1 then V X1 = V in distribution if and only
if V =W in distribution.
Theorem 4.10. Suppose that Assumptions 1 and 3 hold then the polygon Ln converges almost surely to a
random point P inside the initial polygon L0 such that
max
j=1,2,...,d
‖PA(n)j ‖ ∼ Ceµ1n
almost surely as n→∞, in the sense that 1n log
(
max ‖PA(n)j ‖
)
→ µ1 where µ1 is defined in (14).
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Proof. By Assumption 1 we have that HTd H
T
d−1...H
T
2 H
T
1 is almost surely a positive stochastic matrix.
Therefore, from Proposition 4.9 it follows that there exists a random non-negative vector ζ = (ζ1, ..., ζd)
such that ζ1 + ...+ ζd = 1 for which
a(n) →
(
ζ1a
(0)
1 + ...+ ζda
(0)
d
)
1
and
b(n) →
(
ζ1b
(0)
1 + ...+ ζdb
(0)
d
)
1
almost surely as n→∞. It implies that the sequence of polygon Ln converges to a random point P defined
by the following vector identity
OP = ζ1OA
(0)
d + ζ2OA
(0)
1 + ...+ ζdOA
(0)
d−1
where O = (0, 0) is the origin of the Cartesian plane. (Observe that if ξi is Beta(α, β) distributed on (0, 1)
then ζ = (ζ1, ..., ζd) is a Dirichlet distributed random vector with parameters (α+ β, α+ β, ..., α + β). )
Since
‖PAj‖ < ‖AdA1‖+ ‖A1A2‖+ ...+ ‖Ad−1Ad‖ ≤ d× max
k=1,2,...,d
‖AkAk+1‖.
and on the other hand, for each k = 1, 2, ..., d, we have
max
j=1,2,...,d
‖PAj‖ ≥ 1
2
(‖PAk‖+ ‖PAk+1‖) ≥ 1
2
‖AkAk+1‖
the following inequality inequalities hold:
Mn ≤ max
j=1,2,...,d
‖PA(n)j ‖ ≤ dMn. (21)
Under the Assumption 3 we have (see our Lemma 4.8 and Proposition III.7.2 in [2])
lim
n→∞
1
n
log (Mn) = lim
n→∞
1
n
log ‖TnTn−1...T2T1‖ = µ1 ∈ (−∞, 0)
almost surely. Therefore,
max
j=1,2,...,d
‖PA(n)j ‖ ∼ Ceµ1n
almost surely as n→∞.
5 Random triangles revisited
The goal of this Section is to show that in three-dimensional case the projection of the “middle” vertex on
the largest side of the triangle converges in distribution, thus generalizing the result of Theorem 5 in [11];
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our main results is presented in Theorems 5.3 which follows later in the Section. We also evaluate the speed
of convergence to flatness in Theorem 5.4, as well as study some examples; in particular, we strengthen
the result of Theorem 4 in [11].
Since x ∈ L defined by (4) we can restrict our attention just to the first d− 1 coordinates of x. Let us
introduce the norm
‖x‖∞ = max
j=1,...,d
‖xj‖ = max{|x1|, |x2|, ..., |xd−1|, |x1 + ...+ xd−1|}.
and for each x in the unit ball B∞ = {(x1, ..., xd−1) ∈ Rd−1 : ‖x‖∞ = 1} the map T̂ : B∞ → B∞ by
T̂ (x) =
1
‖Tx‖∞ Tx.
Notice that
{
T̂ (n)(x)
}
n≥1
is a Markov chain which can be considered as a system of iterated random
functions in the sense mentioned in [4, 8]. We will use the following result implied from Lemma 2.5 in [8]:
Lemma 5.1. Let Dǫ = {(x, y) : x, y ∈ B∞, ‖x− y‖∞ ≤ ǫ}. If
lim sup
n→∞
sup
(x,y)∈Dǫ
E
∥∥∥T̂ (n)(x)− T̂ (n)(y)∥∥∥
∞
→ 0 (22)
as ǫ→ 0 then T̂ (n)(x) weakly converges to some random vector.
Here is a very important result.
Lemma 5.2. Assume that Assumption 1 and 2 are fulfilled then
(
maxj=1,...,d
∥∥∥x(n)j ∥∥∥)−1 x(n) converges in
distribution to some random vector as n→∞.
Proof. Assume that all the points x, y, etc., belong to B∞ unless stated otherwise. Next, w.l.o.g. assume
that ‖T (n)x‖∞ ≤ ‖T (n)y‖∞, then we have
‖T̂ (n)(x)− T̂ (n)(y)‖∞ = 1‖T (n)x‖∞
∥∥∥∥∥T (n)
(
x− ‖T
(n)x‖∞
‖T (n)y‖∞
y
)∥∥∥∥∥ ≤ ‖T (n)‖∞‖T (n)x‖∞
∥∥∥∥∥x− ‖T (n)x‖∞‖T (n)y‖∞ y
∥∥∥∥∥
∞
≤ ‖T
(n)‖∞
‖T (n)x‖∞
(
‖x− y‖∞ +
(
1− ‖T
(n)x‖∞
‖T (n)y‖∞
)
‖y‖∞
)
≤ ‖T
(n)‖∞
‖T (n)x‖∞
‖x− y‖∞ + ‖T
(n)‖∞
‖T (n)x‖∞ · ‖T (n)y‖∞
(
‖T (n)y‖∞ − ‖T (n)x‖∞
)
≤ ‖T
(n)‖∞
‖T (n)x‖∞
‖x− y‖∞ + ‖T
(n)‖∞
‖T (n)x‖∞ · ‖T (n)y‖∞
(
‖T (n)(y − x)‖∞
)
(by the triangle inequality)
≤ 2 ‖T
(n)‖2∞
‖T (n)x‖∞ · ‖T (n)y‖∞
‖x− y‖∞,
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where ‖T‖∞ = supx∈B∞ ‖Tx‖∞, ‖T‖ = sup‖x‖=1 ‖Tx‖ are the usual operator norms. Therefore, since all
the norms on finite dimensional spaces are equivalent, there exists a non random constant r > 0 such that
‖T̂ (n)(x)− T̂ (n)(y)‖∞ ≤ r · ‖T
(n)‖2
‖T (n)x‖‖T (n)y‖‖x− y‖∞ (23)
On the other hand, by Theorem III.3.1 in [2], for almost all ω, the exist one-dimensional linear space V (ω) ⊂
R
d−1 which is the range of limit points of ‖T1(ω) . . . Tn(ω)‖−1T1(ω) . . . Tn(ω). By the proof of Proposi-
tion III.3.2 in [2] if a sequence {xn}n≥1 ⊂ B∞ converges to x and ζx(ω) is the orthogonal projection of x
onto V (ω) then
lim sup
n→∞
‖T (n)‖
‖T (n)xn‖
≤ ‖ζx‖−1 a.s. (24)
and
P (‖ζx‖ = 0) = 0. (25)
Therefore, we obtain that
lim sup
n→∞
‖T̂ (n)(x)− T̂ (n)(y)‖∞ ≤ r‖ζx‖−1‖ζy‖−1‖x− y‖∞ a.s. (26)
Let us now verify the condition (22). We have
E
∥∥∥T̂ (n)(x)− T̂ (n)(y)∥∥∥
∞
≤ E
(∥∥∥T̂ (n)(x)− T̂ (n)(y)∥∥∥
∞
1
{
‖T (n)‖2
‖T (n)x‖‖T (n)y‖
≥ 1
4rǫ
}
)
+
+ E
(∥∥∥T̂ (n)(x)− T̂ (n)(y)∥∥∥
∞
1
{
‖T (n)‖2
‖T (n)x‖‖T (n)y‖
≤ 1
4rǫ
}
)
=: (I) + (II)
To bound (I), observe that
∥∥∥T̂ (n)(x)− T̂ (n)(y)∥∥∥
∞
≤ 2 and therefore (I) ≤ 2P
(
‖T (n)‖2
‖T (n)x‖‖T (n)y‖
≥ 14rǫ
)
.
Suppose
lim sup
n→∞
sup
(x,y)∈Dǫ
P
(
‖T (n)‖2
‖T (n)x‖‖T (n)y‖ ≥
1
4rǫ
)
6→ 0 as ǫ→ 0.
Then there exists a β > 0 and a decreasing sequence ǫk ↓ 0 such that this lim supn→∞ sup(x,y)∈Dǫk P(· · · ≥
(4rǫk)
−1) > β for each k; therefore for each k there is a sequence n
(k)
i , i = 1, 2, . . . such that
δ(k) := P
 ‖T (n(k)i )‖2
‖T (n(k)i )x
n
(k)
i
‖‖T (n(k)i )y
n
(k)
i
‖
≥ 1
4rǫk
 > β for all i = 1, 2, . . . . (27)
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Let mk = n
(k)
k . Without loss of generality assume that xmk → x∗ ∈ B∞ and ymk → y∗ ∈ B∞; since B∞ is
compact we can always choose a convergence subsequence.
By (24) we have
δx(k) := P
(
‖T (mk)‖2
‖T (mk)xmk‖
≥ 2‖ζx∗‖−1
)
→ 0, δy(k) := P
(
‖T (mk)‖2
‖T (mk)ymk‖
≥ 2‖ζy∗‖−1
)
→ 0,
as k →∞. Hence
δ(k) ≤ δx(k) + δy(k) + P
(
4‖ζx∗‖−1‖ζy∗‖−1 ≥
1
4rǫk
)
= δx(k) + δy(k) + P (‖ζx∗‖ · ‖ζy∗‖ ≤ 16rǫk)
≤ δx(k) + δy(k) + P (‖ζx∗‖ ≤ 4
√
rǫk) + P (‖ζx∗‖ ≤ 4
√
rǫk)→ 0
by (25), leading to a contradiction with (27).
On the other hand, if (x, y) ∈ Dǫ and ‖T
(n)‖2
‖T (n)x‖‖T (n)y‖
≤ 14rǫ then the inequality (26) implies that ‖T̂ (n)(x)−
T̂ (n)(y)‖∞ ≤ 14 , hence
sup
(x,y)∈Dǫ
(II) = sup
(x,y)∈Dǫ
E
(∥∥∥T̂ (n)(x)− T̂ (n)(y)∥∥∥
∞
1
{
‖T (n)‖2
‖T (n)x‖‖T (n)y‖
≤ 1
4rǫ
}
)
≤ sup
(x,y)∈Dǫ
E
(∥∥∥T̂ (n)(x)− T̂ (n)(y)∥∥∥
∞
1
{‖ ̂T (n)(x)− ̂T (n)(y)‖∞≤
1
4
}
)
≤ Const · sup
x,y∈B∞
E δ
(
T (n)x, T (n)y
)
where the last inequality holds since ‖u − v‖∞ ≤ Const · δ(u, v) for any vectors u, v such that the angle
between u and v is smaller than π2 . Finally, from the proof of Theorem III.4.3 in [2], we have
lim sup
n→∞
sup
x,y∈B∞
E δ
(
T (n)x, T (n)y
)
= 0.
Therefore the condition (22) is fulfilled.
From now on assume that d = 3. Following [11], for each n ≥ 0 rescale the triangle A(n)1 A(n)1 A(n)3 to
a new triangle B
(n)
1 B
(n)
1 B
(n)
3 such that its longest edge has length 1, its vertices are reordered in a way
that B
(n)
1 B
(n)
2 ≥ B(n)3 B(n)1 ≥ B(n)2 B(n)3 , and let the Cartesian coordinates of vertices be B(n)1 = (0, 0), B(n)2 =
(1, 0), B
(n)
3 = θn = (gn, hn); formally
hn =
2A(Ln)
M2n
(28)
is the height of the rescaled triangle, corresponding to the largest side with length Mn, formally defined
by (19). Without loss of generality, we can also assume that A
(0)
1 ≡ B(0)1 , A(0)2 ≡ B(0)2 , A(0)3 ≡ B(0)3 .
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Theorem 5.3. Assume that Assumption 1 is fulfilled then gn converges in distribution to some random
variable η ∈ [1/2, 1].
Proof. Recall that (x
(n)
i , y
(n)
i ), i = 1, 2, 3 denote the coordinates of the vectors corresponding to the three
sides of the triangle. Since they are asymptotically collinear, gn has the same limit as
gx,n = f(x
(n)
1 , x
(n)
2 , x
(n)
3 )
where f(a, b, c) is the ratio between the second largest amongst {|a|, |b|, |c|} and the largest of them; in fact,
|gx,n− gn| ≤ hn → 0 a.s. from an elementary geometric observation. The only problem which could arise is
if the triangle is (nearly) vertical; however this does not happen for large n a.s. by Lemma II.4.2 from [2]
which says (equivalently) the the direction of the limiting flat triangle has a continuous distribution.
Since in our case a+ b+ c = 0, we can write f as
f(a, b, c) = 1− min{|a|, |b|, |c|}
max{|a|, |b|, |c|}
Since the function f(·) is continuous, and the vector x(n)/‖x(n)‖ converges weakly by Lemma 5.2, the result
follows.
Theorem 5.4. Suppose that Assumption 3 is fulfilled. Then
lim
n→∞
1
n
log(hn) = E(log(det(T1)))− 2
∫ 1
1/2
ζ(x, 0)dPη(x), a.s.
where θn = (gn, hn) is defined just above (28), η is the weak limit of gn, Pη is its probability measure, and
ζ(x, y) = E (log(M1) | θ0 = (x, y)) .
Proof. We have the following relation
hn = hn−1 ·
M2n−1
M2n
· det(Tn)
which implies that
1
n
log(hn) =
1
n
n∑
j=1
log(det(Tj))− 2
n
log(Mn) +O
(
1
n
)
.
Suppose that Assumption 3 is fulfilled. By the strong law of large numbers and equation (17) we have
lim
n→∞
1
n
n∑
j=1
log(det(Tj)) = E(log(det(T1))) = µ1 + µ2 a.s.
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By Lemma 4.8
lim
n→∞
1
n
log(Mn)→ µ1 a.s.
so that
lim
n→∞
1
n
log(hn) = µ2 − µ1 a.s.
On the other hand, we have
1
n
log(hn) =
1
n
n∑
j=1
log(det(Tj))− 2
n
n∑
j=1
log
(
Mj
Mj−1
)
+
1
n
log(h0).
Let Pn(dθ| θ0) be the conditional probability measure of θn on θ0. We have
E
 1
n
n∑
j=1
log
(
Mj
Mj−1
)
| θ0
 = n∑
j=1
1
n
E
(
log
(
Mj
Mj−1
)
| θ0
)
=
∫
ζ(θ)P˜n(dθ| θ0),
where we denote ζ(θ) = E (log(M1) | θ0 = θ) and P˜n(dθ| θ0) = 1
n
n−1∑
j=1
Pj(dθ| θ0).
We already know that hn → 0 almost surely and gn converges in distribution to some random variable η
taking value on (1/2, 1), therefore θn = (gn, hn) converges in distribution to (η, 0) as n→∞. Since ζ(x, 0)
is a continuous function of x on (1/2, 1), using Cesa`ro mean result we have
lim
n→∞
∫
ζ(θ)P˜n(dθ| θ0) = lim
n→∞
∫
ζ(θ)Pn(dθ| θ0) =
∫ 1
1/2
ζ(x, 0)dPη(x).
where Pη is the probability measure of η. Therefore
lim
n→∞
1
n
log(hn) = E(log(det(T1)))− 2
∫ 1
1/2
ζ(x, 0)dPη(x). (29)
Example 1. Let us consider the case when random variables ξ1, ξ2, ξ3 are uniformly distributed
on (0, 1), notice that θn = (gn, hn) converges in distribution to (U, 0), where U is uniformly distributed
on (12 , 1), see [11]. We easily obtain that
E (log(det(T1))) = E (log ((1− ξ1)(1− ξ2)(1− ξ3) + ξ1ξ2ξ3)) = −24 + π
2
9
.
and
ζ(x, 0) =
x
(
2x2 log(x)− 5x+ 5)− 2(x− 1)3 log(1− x)
6(x− 1)x ,
30
hence ∫ 1
1/2
ζ(x, 0)dx =
−15 + π2
18
and we can conclude from (29) that
hn ∼ Ce−
π2−6
9
n
as n→∞ in the sense that 1n log hn → −π
2−6
9 ≈ −0.43, thus strengthening the result of Theorem 4 in [11].
Example 2. Suppose that ξ1, ξ2, ξ3 have a continuous distribution with density symmetric around
1
2 ,
i.e. p(1 − x) = p(x). Let x ∈ (0, 1) and set x1 = xξ1, x3 = x + (1 − x)ξ3, x2 = ξ2 and y1 ≤ y2 ≤ y3 be the
triple x1, x2, x3 sorted in the increasing order. For z < x, we have
P
(
y2 − y1
y3 − y1 < z
)
= I1(z, x) + I2(z, x)
where
I1(z, x) = P
(
y2 − y1
x3 − y1 < z; y1 < y2 < x < x3
)
= P (y2 < zx3 + (1− z)y1; y1 < y2 < x < x3)
= P (y1 < y2 < x; zx3 + (1− z)y1 > x) + P (y1 < y2 < zx3 + (1− z)y1; zx3 + (1− z)y1 < x)
= P
(
y1 < y2 < x;
x− zx3
1− z < y1 < x; x < x3 < 1
)
+ P
(
y1 < y2 < zx3 + (1− z)y1; zx3 + (1− z)y1 < x; 0 < y1 < x− zx3
1− z ; x < x3 < 1
)
=
∫ 1
x
dx3
∫ x
x−zx3
1−z
dy1
∫ x
y1
[
1
x
p
(y1
x
)
p(y2) +
1
x
p
(y2
x
)
p(y1)
]
1
1− xp
(
x3 − x
1− x
)
dy2
+
∫ 1
x
dx3
∫ x−zx3
1−z
0
dy1
∫ zx3+(1−z)y1
y1
[
1
x
p
(y1
x
)
p(y2) +
1
x
p
(y2
x
)
p(y1)
]
1
1− xp
(
x3 − x
1− x
)
dy2,
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and
I2(z, x) = P
(
y2 − x1
y3 − x1 < z;x1 < x < y2 < y3
)
= P
(
y3 >
y2 − (1− z)x1
z
;x1 < x < y2 < y3
)
= P
(
y2 − (1− z)x1
z
< y3 < 1;
y2 − (1− z)x1
z
< 1; y2 > x
)
= P
(
y2 − (1− z)x1
z
< y3 < 1;x < y2 < (1− z)x1 + z; (1 − z)x1 + z > x
)
= P
(
y2 − (1− z)x1
z
< y3 < 1;x < y2 < (1− z)x1 + z; x− z
1− z < x1 < x
)
=
∫ x
x−z
1−z
dx1
∫ (1−z)x1+z
x
dy2
∫ 1
y2−(1−z)x1
z
×
[
1
1− xp
(
y3 − x
1− x
)
p(y2) +
1
1− xp
(
y2 − x
1− x
)
p(y3)
]
1
x
p
(x1
x
)
dy3.
For z > x, by the symmetric property, we have
P
(
y2 − y1
y3 − y1 < z
)
= I1(1 − z, 1 − x) + I2(1− z, 1 − x).
Let η be the invariant distribution defined in Theorem 5.3. Assume that 2η − 1 has the density ϕ(x),
then ϕ(x) is the unique solution of the following integral equation:∫ z
0
ϕ(x)dx =
∫ z
0
[I1(1− z, 1− x) + I2(1− z, 1− x)]ϕ(x)dx
+
∫ 1
z
[I1(z, x) + I2(z, x)]ϕ(x)dx (30)
since one can look, for example, at the linear projections of the vertices of the triangle, see also [11].
Now fix a positive integer n, and additionally assume that ξ1, ξ2, ξ3 are independent Beta(n, n) dis-
tributed random variables, i.e. their density function is given by
pn(ξ) =

ξn−1(1−ξ)n−1
B(n,n) , ξ ∈ (0, 1)
0, otherwise
where B(x, y) =
∫ 1
0
tx−1(1− t)y−1 dt
is the usual Beta function. Let the corresponding invariant distribution ϕn(x) be defined by (30).
Using a computer algebra system, e.g. MathematicaTM or MapleTM, one can check that the solution
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to (30) for n = 1, 2, 3, 4, 5 are given by
ϕ1(z) = 1,
ϕ2(z) =
6
7
((1− z)z + 1) ,
ϕ3(z) =
30
143
(
3(1− z)2z2 + 4(1− z)z + 4) ,
ϕ4(z) =
140
4199
(
13(1 − z)3z3 + 22(1 − z)2z2 + 25(1− z)z + 25) ,
ϕ5(z) =
6174
7429
(
17
49
(1− z)4z4 + 5
7
(1− z)3z3 + 13
14
(1− z)2z2 + (1− z)z + 1
)
.
We conjecture that in the general case ϕn(z) is also a mixture of some Beta distributions, that is, there
exist non-negative constants c1, c2, ..., cn summing up to 1 such that
ϕn(z) =
n∑
j=1
cj
zj−1(1− z)j−1
B(j, j)
but unfortunately we cannot prove this fact.
6 Generalizations and open problems
Let ξ1, ξ2, . . . , ξd be the random variables governing how the sides of the d-polygon are split at each iteration.
Throughout the paper we have assumed that ξj , j = 1, . . . , d are i.i.d. However, if one looks at the proofs,
one can see that the independence assumption can be substantially relaxed without any change in the
proofs. Indeed, let ξ¯ = (ξ1, ξ2, . . . , ξd) be the random variable describing the splitting proportions of the
sides of the polygon. Assume that
(i) P(0 < ξi < 1) = 1 for all i;
(ii) there are two distinct numbers a, b ∈ (0, 1) such that all 2d points of the form x = (x1, . . . , xd) ∈ Rd,
where each xi = a or = b, belong to the support of ξ¯;
(iii) if d is even then ξ1ξ2 . . . ξd 6= (1− ξ1)(1 − ξ2) . . . (1− ξd) a.s.
Then Conjecture 1 is fulfilled (observe that we still suppose that random variables ξ¯ are drawn in i.i.d.
manner for each iteration).
We also strongly feel that assumption (iii) is, in fact, superfluous, so the result will hold even if some
matrices are degenerate. Indeed, intuitively, when some of the matrices in the product are not full rank,
this should even be helpful for the convergence to lower-dimensional subspaces. However, in this case we
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Figure 2: For ξ ∼ Beta(3, 3), one can see the similarity between the histogram of {2gj − 1, j = 1, 2, ..., 106}
obtained from simulation and the plot of {ϕ3(x), x ∈ [0, 1]}.
would clearly not be able to form a group containing all the matrices in the support of the measure and
hence cannot use the standard results from the random matrix theory.
Another possible generalization of our model is to higher dimensional spaces, e.g. random subdivision
of tetrahedrons in R3. We are currently working on showing similar results in this case.
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