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ON THE CAUCHY PROBLEM FOR NONDEGENERATE
PARABOLIC INTEGRO-DIFFERENTIAL EQUATIONS IN
THE SCALE OF GENERALIZED HO¨LDER SPACES
REMIGIJUS MIKULEVICˇIUS AND FANHUI XU
Abstract. Parabolic integro-differential nondegenerate Cauchy prob-
lem is considered in the scale of Ho¨lder spaces of functions whose regular-
ity is defined by a radially O-regularly varying Le´vy measure. Existence
and uniqueness and the estimates of the solution are derived.
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1. Introduction
Let α ∈ (0, 2) and Aα be the class of all nonnegative measures ν on
Rd0 = R
d\ {0} such that ∫ |y|2 ∧ 1dν <∞ and
α = inf
{
σ < 2 :
∫
|y|≤1
|y|σ dν <∞
}
.
In addition, we assume that for ν ∈ Aα,∫
|y|>1
|y| dν < ∞ if α ∈ (1, 2) ,∫
R<|y|≤R′
ydν = 0 if α = 1 for all 0 < R < R′ <∞.
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In this paper we consider the parabolic Cauchy problem with λ ≥ 0
∂tu(t, x) = Lu(t, x)− λu (t, x) + f(t, x) in HT = [0, T ] ×Rd,(1.1)
u(0, x) = 0, x ∈ Rd,
and integro-differential operator
Lϕ (x) = Lνϕ (x) =
∫
[ϕ(x+ y)− ϕ (x)− χα (y) y · ∇ϕ (x)] ν (dy) , ϕ ∈ C∞0
(
Rd
)
,
where ν ∈ Aα, χα (y) = 0 if α ∈ (0, 1), χα (y) = 1{|y|≤1} (y) if α = 1, and
χα (y) = 1 if α ∈ (1, 2). Given a Le´vy measure ν ∈ Aα on Rd0 = Rd\{0},
there exist a Poisson random measure J (ds, dy) on [0,∞) ×Rd0 such that
E [J (ds, dy)] = ν (dy) ds,
and a Le´vy process Zνt so that
(1.2)
Zνt =
∫ t
0
∫
Rd
0
χα (y) yJ˜ (ds, dy) +
∫ t
0
∫
Rd
0
(1− χα (y)) yJ (ds, dy) , t ≥ 0,
with J˜ (ds, dy) = J (ds, dy)− ν (dy) ds. For ν ∈ Aα, set
δ (r) = δν (r) = ν ({|y| > r}) , r > 0,
w (r) = wν (r) = δν (r)
−1 , r > 0.
Our main assumption is that w (r) = wν (r) = δν (r)
−1 , r > 0, is an O-RV
function (O-regular variation function) at zero (see [2] and [3]), that is
r1 (ε) = lim
x→0
δ (εx)−1
δ (x)−1
<∞, ε > 0.
By Theorem 2 in [2], the following limits exist:
(1.3) p1 = p
ν
1 = lim
ε→0
log r1 (ε)
log ε
, q1 = q
ν
1 = limε→∞
log r1 (ε)
log ε
,
and p1 ≤ q1. It can be shown (see Remark 5) that p1 ≤ α ≤ q1. In this paper,
we study the Cauchy problem (1.1) in the scale of spaces of generalized
Ho¨lder functions whose regularity is determined by the Le´vy measure ν.
We use w to define generalized Besov norms |·|β,∞ and generalized spaces
C˜β∞,∞ (HT ) , β > 0 (See Section 2.2.). They are Besov spaces of generalized
smoothness (see [12], [13], [11]) with admissible sequence w
(
N−j
)−β
, j ≥ 0,
and covering sequence N j, j ≥ 0, with N > 1. In particular (see Section 2),
for β ∈ (0, q−11 ), the norm |·|β,∞ for the functions on Rd is equivalent to
||u||β = sup
x
|u (x)|+ sup
x 6=y
|u (x)− u (y)|
w (|x− y|)β
.
When ν is “close”to an α-stable measure, they reduce to the classical Besov
(or equiv. Ho¨lder-Zygmund) spaces.
Let
INTEGRO-DIFFERENTIAL EQUATIONS 3
ν˜R (dy) = w (R) ν (Rdy) , R ∈ [0, 1] .
The main results of this paper is
Theorem 1. Let β ∈ (0,∞) , λ ≥ 0. Let ν ∈ Aα, and w = wν be an O-RV
function at zero with p1, q1 defined in (1.3). Assume
A.
0 < p1 ≤ q1 < 1 if α ∈ (0, 1) , 1 ≤ p1 ≤ q1 < 2 if α = 1,
1 < p1 ≤ q1 < 2 if α ∈ (1, 2) ;
B.
inf
R∈(0,1],|ξˆ|=1
∫
|y|≤1
∣∣∣ξˆ · y∣∣∣2 ν˜R (dy) > 0;
C. There is N0 > 2 so that∫ ∞
1
w (t)
1
q1
dt
tN0
<∞.
Then for each f ∈ C˜β∞,∞ (HT ) there is a unique solution u ∈ C˜1+β∞,∞ (HT )
solving (1.1). Moreover,
|u|β,∞ ≤ Cρλ (T ) |f |β,∞ ,(1.4)
|u|1+β,∞ ≤ C [1 + ρλ (T )] |f |β,∞(1.5)
and ∣∣u (t, ·)− u (t′, ·)∣∣
µ+β,∞
≤ C
{(
t− t′)1−µ + [1 + ρλ (T )] ∣∣t− t′∣∣} |f |β,∞
for any µ ∈ [0, 1] and t′ < t ≤ T, where ρλ (T ) =
(
1
λ ∧ T
)
. The constant C
does not depend on f, λ, T, µ.
More specific examples could be the following.
Example 1. According to [8], Chapter 3, 70-74, any Le´vy measure ν ∈ Aα
can be disintegrated as
ν (Γ) = −
∫ ∞
0
∫
Sd−1
χΓ (rw) Π (r, dw) dδ (r) ,Γ ∈ B
(
Rd0
)
,
where δ = δν, and Π(r, dw) , r > 0, is a measurable family of measures on
the unit sphere Sd−1 with Π(r, Sd−1) = 1, r > 0. If δ is an O-RV function,
|{s ∈ [0, 1] : r1 (s) < 1}| > 0, A, C and
inf
|ξˆ|=1
∫
Sd−1
∣∣∣ξˆ · w∣∣∣2Π(r, dw) ≥ c0 > 0, r > 0,
hold, then all assumptions of Theorem 1 are satisfied (see Corollary 6).
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Example 2. Consider Le´vy measures in radial and angular coordinate sys-
tem (r = |y| , w = y|y|) in the form
ν (B) =
∫ ∞
0
∫
|w|=1
1B (rw) a (r, w) j (r) r
d−1S (dw) dr,B ∈ B
(
Rd0
)
,
where S (dw) is a finite measure on the unit sphere.
Assume
(i) There is C > 1, c > 0, 0 < δ1 ≤ δ2 < 1, such that
C−1φ
(
r−2
) ≤ j (r) rd ≤ Cφ (r−2)
and for all 1 < r ≤ R,
c−1
(
R
r
)δ1
≤ φ (R)
φ (r)
≤ c
(
R
r
)δ2
.
(ii) There is a function ρ0 (w) defined on the unit sphere such that ρ0 (w) ≤
a (r, w) ≤ 1,∀r > 0, and for all
∣∣∣ξˆ∣∣∣ = 1,∫
Sd−1
∣∣∣ξˆ · w∣∣∣2 ρ0 (w)S (dw) ≥ c > 0.
Under these assumptions, it can be shown that B and C hold, and δv is an
O-RV function with 2δ1 ≤ p1 ≤ q1 ≤ 2δ2. Among the options for φ could be
(see [15])
(1) φ (r) = Σni=1r
αi , αi ∈ (0, 1) , i = 1, . . . , n;
(2) φ (r) = (r + rα)β , α, β ∈ (0, 1);
(3) φ (r) = rα (ln (1 + r))β , α ∈ (0, 1) , β ∈ (0, 1− α);
(4) φ (r) =
(
r +m1/α
)α −m,α ∈ (0, 1),m > 0;
(5) φ (r) = [ln (cosh
√
r)]
α
, α ∈ (0, 1).
Equations in classical Ho¨lder spaces with non-local nondegenerate opera-
tors of the form
Lu (x) = 1α∈(0,2)
∫ [
u (x+ y)− u (x)− 1α≥11|y|≤1y · ∇u (x)
]
m (x, y) ν (dy)
+ 1α=2a
ij (x) ∂2iju (x) + 1α≥1b˜
i (x) ∂iu (x) + l (x) u (x) , x ∈ Rd,
were considered in many papers. In [1], the existence and uniqueness of a
solution to a parabolic equation with L in Ho¨lder spaces was proved analyt-
ically for m Ho¨lder continuous in x and smooth in y, ν (dy) = dy/ |y|d+α .
The elliptic problem Lu = f in Rd with ν (dy) = dy/ |y|d+α was consid-
ered in [4], [6] and [9]. In [6], the interior Ho¨lder estimates (in a non-linear
case as well) were studied assuming that m is symmetric in y. In [4], with
ν (dy) = dy/ |y|d+α , the a priori estimates were derived in Ho¨lder classes as-
suming Ho¨lder continuity of m in x, except the case α = 1. Similar results,
including the case α = 1 were proved in [9]. In [7] (see references therein),
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in the classical Ho¨lder spaces the case of a nondegenerate
ν (Γ) =
∫ ∞
0
∫
Sd−1
χΓ (rw) a (r, w) S (dw)
dr
r1+α
,Γ ∈ B
(
Rd0
)
,
with a finite measure S (dw) on the unit sphere was considered. Finally,
in [17], for (1.1) with x-dependent density m (x, y) at ν, under different
assumptions than A-C, existence and uniqueness in generalized smoothness
classes is derived.
Our paper is organized as follows. In section 2, notation is introduced,
the scale of generalized Ho¨lder function spaces is defined, and various equiv-
alent norms are introduced. In particular, using some probabilistic consider-
ations, we prove the equivalence of |u|β,∞ to the norms involving fractional
powers of nondegenerate Lν . The continuity of the operator is proved as
well. Study of function spaces of generalized smoothness dates back to
the seventies-eighties, (see [12], [13] and references therein). Later, this in-
terest continued in connection with the construction problems of Markov
processes with jumps (see [11], [10] and references therein). In section 3, we
prove the main theorem by starting with smooth input functions. Then we
derive the key uniform estimates for the corresponding smooth solutions to
(1.1). We handle generalized Ho¨lder inputs by passing to the limit. Finally,
Appendix contains all needed results about O-RV functions. The regular
variation functions were introduced in [14] and used in tauberian theorems
which were extended to O-RV functions as well (see [2], [3], and references
therein). They are very convenient for the derivation of our main estimates.
2. Notation, function spaces and norm equivalence
2.1. Basic notation. We denoteN = {0, 1, 2, 3, . . . , }, N+ = N\{0}; HT =
[0, T ] ×Rd; Sd−1 is the unit sphere in Rd. For B ∈ B (Rd), we denote by
|B| the Lebesgue measure of B.
For a function u on HT , we denote its partial derivatives by ∂tu = ∂u/∂t,
∂iu = ∂u/∂xi, ∂
2
iju = ∂
2u/∂xixj , and denote its gradient with respect
to x by ∇u = (∂1u, . . . , ∂du) and D|γ|u = ∂|γ|u/∂xγ11 . . . ∂xγdd , where γ =
(γ1, . . . , γd) ∈ Nd is a multi-index.
We use C∞b
(
Rd
)
to denote the set of bounded infinitely differentiable
functions onRd whose derivative of arbitrary order is bounded, and Ck
(
Rd
)
, k ∈
N the class of k-times continuously differentiable functions.
We denote S (Rd) the Schwartz space of rapidly decreasing functions on
Rd, and S ′ (Rd) denotes the space of continuous functionals on S (Rd), i.e.
the space of tempered distributions.
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We adopt the normalized definition for Fourier and its inverse transforms
for functions in S (Rd), i.e.,
Fϕ (ξ) = ϕˆ (ξ) :=
∫
e−i2pix·ξϕ (x) dx,
F−1ϕ (x) = ϕˇ (x) :=
∫
ei2pix·ξϕ (ξ) dξ, ϕ ∈ S
(
Rd
)
.
Recall that Fourier transform can be extended to a bijection on S ′ (Rd).
Throughout the sequel, Zνt represents the Le´vy process associated to the
Le´vy measure ν ∈ Aα, see (1.2).
For any Le´vy measure ν ∈ Aα and R > 0,
(2.1)
νR (B) :=
∫
1B (y/R) ν (dy) , B ∈ B
(
Rd0
)
, ν˜R (dy) := w (R) νR (dy) .
For any Le´vy measure ν ∈ Aα, we denote its symmetrization
νsym (dy) =
1
2
[ν (dy) + ν (−dy)] .
And Aαsym =
{
µ ∈ Aα : µ = µsym
}
.
If A
(
Rd
)
is a space of functions v on Rd with norm |v|A = |v|A(Rd) , then
A (HT ) denotes the spaces of functions u on HT = [0, T ] × Rd with finite
norm
|u|A = |u|A(HT ) = sup
t∈[0,T ]
|u (t, ·)|A(Rd) .
We have specific values assigned for c0, c1, c2, N0, N1, but we allow C to
vary from line to line. In particular, C (· · · ) represents a constant depending
only on quantities in the parentheses.
2.2. Function spaces and norm equivalence. We fix a constant N > 1.
For such an N , by Lemma 6.1.7 in [5] and appropriate scaling, there exists
φ ∈ C∞0
(
Rd
)
such that supp(φ) = {ξ : 1N ≤ |ξ| ≤ N}, φ (ξ) > 0 in the
interior of its support, and
∞∑
j=−∞
φ
(
N−jξ
)
= 1 if ξ 6= 0.
We denote throughout this paper
ϕj = F−1
[
φ
(
N−jξ
)]
, j = 1, 2, . . . , ξ ∈ Rd,(2.2)
ϕ0 = F−1

1− ∞∑
j=1
φ
(
N−jξ
) .(2.3)
Apparently, ϕj ∈ S
(
Rd
)
, j ∈ N. They are convolution functions we use to
define generalized Besov spaces. Namely, for β > 0 we write C˜β∞,∞
(
Rd
)
as
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the set of functions in S ′ (Rd) for which
(2.4) |u|β,∞ := sup
j
w
(
N−j
)−β ∣∣u ∗ ϕj∣∣0 <∞,
where w = wν with ν ∈ Aα.
Lemma 1. Let ν ∈ Aα, w = wν be an O-RV function at zero and A holds
for it. Let β ∈ (0,∞). If u ∈ C˜β∞,∞
(
Rd
)
, then u is bounded and continuous,
u (x) =
∞∑
j=0
(
u ∗ ϕj
)
(x) , x ∈ Rd,
where the series converges uniformly. Moreover,
|u|0 ≤ C |u|β,∞ , u ∈ C˜β∞,∞
(
Rd
)
.
Proof. Note that u∗ϕj is continuous of moderate growth and
∑∞
j=0 u∗ϕj = u
in S ′ (Rd). Obviously, by Corollary 5 in Appendix,
∞∑
j=0
∣∣u ∗ ϕj∣∣0 =
∞∑
j=0
w
(
N−j
)β
w
(
N−j
)−β ∣∣u ∗ ϕj∣∣0
≤ sup
j≥0
w
(
N−j
)−β ∣∣u ∗ ϕj∣∣0
∞∑
j=0
w
(
N−j
)β
≤ C |u|β,∞
∞∑
j=0
w
(
N−j
)β ≤ C |u|β,∞ .

Let ν ∈ Aα, w = wν , β > 0. For u ∈ C∞b
(
Rd
)
, set
|u|0 = sup
x
|u (x)| , [u]β = sup
x,h 6=0
|u (x+ h)− u (x)|
w (|h|)β
,
and
|u|β := |u|0 + [u]β .
Proposition 1. Let ν ∈ Aα, w = wν be an O-RV function at zero so that
A and C hold for it. Let β ∈ (0, q−11 ) . Then the norm |u|β and norm |u|β,∞
are equivalent on C∞b
(
Rd
)
. Namely, there is C > 0 depending only on
d, β,N such that
C−1 |u|β ≤ |u|β,∞ ≤ C |u|β , u ∈ C∞b
(
Rd
)
.
Proof. Let u ∈ C∞b
(
Rd
)
. Then, by Lemma 8, |u|β <∞. If j = 0, then
|u ∗ ϕ0|0 ≤ |u|0
∫
|ϕ0 (y)| dy ≤ C |u|β .
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If j 6= 0, then by the construction of ϕj,
∫
ϕj (y) dy = ϕˆj (0) = 0. Therefore,
denoting ϕ = F−1φ,∣∣u ∗ ϕj∣∣0
=
∣∣∣∣
∫
[u (y)− u (x)]ϕj (x− y) dy
∣∣∣∣
0
≤ [u]β
∫
w (|y − x|)β N jd
∣∣ϕ (N j (x− y))∣∣ dy
= [u]β
∫
w
(
N−j |y|)β |ϕ (y)| dy.
Since for N0 > d+ 1,
|ϕ (y)| ≤ C (1 + |y|)−N0 , y ∈ Rd,
for some C > 0, we have∫
w
(
N−j |y|)β |ϕ (y)| dy
≤ C
∫ 1
0
w
(
N−j |y|)β dy + C ∫ ∞
1
w
(
N−j |y|)β |y|−N0 dy = A1 +A2.
By Lemma 8
N−j(N0−d) ≤ Cw (N−j)β , j ≥ 0,
and,
A1 ≤ CN jd
∫ N−j
0
w (r)β rd
dr
r
≤ Cw (N−j)β ,
A2 = CN
−j(N0−d)
∫ ∞
N−j
w (r)β r−(N0−d)
dr
r
= CN−j(N0−d)
∫ 1
N−j
w (r)β r−(N0−d)
dr
r
+N−j(N0−d)
∫ ∞
1
w (r)β r−(N0−d)
dr
r
≤ Cw (N−j)β , j ≥ 0.
That is to say |u|β,∞ ≤ C |u|β , u ∈ Cb
(
Rd
)
for some constant C (β, d) > 0.
Let φ˜, φ˜0 ∈ C∞0
(
Rd
)
, be such that 0 /∈supp
(
φ˜
)
, φ˜φ = φ, φ˜0φ0 = φ0,
where φ0 = Fϕ0, and φ,ϕ0 are the functions introduced in (2.3), (2.2). Let
ϕ˜ = F−1φ˜, ϕ˜j = F−1φ˜
(
N−j·) , j ≥ 1,(2.5)
ϕ˜0 = F−1φ˜0.(2.6)
Hence
ϕj = ϕj ∗ ϕ˜j, j ≥ 0,
where in particular,
ϕ˜j (x) = N
jdϕ˜
(
N jx
)
, j ≥ 1, x ∈ Rd.
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Obviously,
|u ∗ ϕ0 (x+ y)− u ∗ ϕ0 (x)|
≤
∫
|ϕ˜0 (x+ y − z)− ϕ˜0 (x− z)| |u ∗ ϕ0 (z)| dz
≤ C (|y| ∧ 1) |u ∗ ϕ0|0 , x, y ∈ Rd,
and ∣∣u ∗ ϕj (x+ y)− u ∗ ϕj (x)∣∣
≤ N jd
∫ ∣∣ϕ˜ (N j (x+ y − z))− ϕ˜ (N j (x− z))∣∣ ∣∣u ∗ ϕj (z)∣∣ dz
≤ C (∣∣N jy∣∣ ∧ 1) ∣∣u ∗ ϕj∣∣0 , j ≥ 1, x, y ∈ Rd.
By Lemma 1, for x, y ∈ Rd,
|u (x+ y)− u (x)|
≤
∞∑
j=0
∣∣u ∗ ϕj (x+ y)− u ∗ ϕj (x)∣∣ ≤ C ∞∑
j=0
(
N j |y| ∧ 1) ∣∣u ∗ ϕj∣∣0 .
Let βq1 < 1, k ∈ N. For |y| ∈ (N−k−1, N−k],
|u (x+ y)− u (x)| ≤ C |u|β,∞ sup
|y|≤N−k
∞∑
j=0
(
N j |y| ∧ 1)w (N−j)β
≤ C |u|β,∞

 k∑
j=0
N j−kw
(
N−j
)β
+
∞∑
j=k+1
w
(
N−j
)β .
Then, by Lemma 8,
N−k
k∑
j=0
N jw
(
N−j
)β ≤ C2N−k ∫ k+1
0
Nxw
(
N−x
)β
dx
≤ CN−k
∫ 1
N−k−1
x−1w (x)β
dx
x
≤ Cw (|y|)β .
Again, by Lemma 8,
∞∑
j=k+1
w
(
N−j
)β ≤ C ∫ ∞
k+1
w
(
N−x
)β
dx ≤ C
∫ N−k−1
0
w (x)β
dx
x
≤ Cw (|y|)β .
The statement is proved. 
2.2.1. Equivalent norms on C∞b
(
Rd
)
. Now we will introduce some other
norms on C∞b
(
Rd
)
involving the powers of the operators Lν , I − Lν :
|u|ν,κ,β = |u|κ,β = |u|0 + |Lν;κu|β,∞ , u ∈ C∞b
(
Rd
)
,
||u||ν;κ,β = ||u||κ,β = |(I − Lν)κ u|β,∞ , u ∈ C∞b
(
Rd
)
,
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with κ, β > 0, Lν;κ = (Lν)κ, and ν satisfying A and B. In addition, we
assume that ν ∈ Aαsym =
{
µ ∈ Aα : µ = µsym
}
if κ is fractional. First, we
define those powers and corresponding norms on C∞b
(
Rd
)
. Then we study
their relations and extend them to C˜κ+β∞∞
(
Rd
)
.
For ν ∈ Aαsym, κ ∈ (0, 1), a ≥ 0, and f ∈ S
(
Rd
)
, we see easily that
(a− ψν (ξ))κ fˆ (ξ)
= cκ
∫ ∞
0
t−κ
[
e−at exp (ψν (ξ) t)− 1] dt
t
fˆ (ξ) , ξ ∈ Rd,
and define
(aI − Lν)κ f (x)(2.7)
= F−1
[
(a− ψν)κ fˆ
]
(x)
= cκE
∫ ∞
0
t−κ
[
e−atf (x+ Zνt )− f (x)
] dt
t
, x ∈ Rd,
where
cκ =
(∫ ∞
0
(
e−t − 1) t−κ dt
t
)−1
.
We denote, with a = 0, f ∈ S (Rd) , κ ∈ (0, 1) ,
Lν;κf := F−1
[
− (−ψν)κ fˆ
]
.
For f ∈ C∞b
(
Rd
)
, κ ∈ (0, 1) , a ≥ 0, we define
(aI − Lν)κ f (x) = cκE
∫ ∞
0
t−κ
[
e−atf (x+ Zνt )− f (x)
] dt
t
, x ∈ Rd.
For κ = 1, (aI − Lν)1 f = (aI − Lν) f = af −Lνf, f ∈ C∞b
(
Rd
)
. Note that
for κ ∈ (0, 1) , a ≥ 0,
(aI − Lν)κ f (x)(2.8)
= cκE
∫ ∞
1
t−κ
[
e−atf (x+ Zνt )− f (x)
] dt
t
+cκE
∫ 1
0
t−κ
∫ t
0
e−as(−a+ Lν)f (x+ Zνs ) ds
dt
t
, x ∈ Rd.
For a > 0, f ∈ C∞b
(
Rd
)
, set
(aI − Lν)−κ f (x) = c′κ
∫ ∞
0
tκe−atEf (x+ Zνt )
dt
t
, x ∈ Rd,
where
c′κ =
(∫ ∞
0
tκe−t
dt
t
)−1
,
and ν ∈ Aαsym, κ > 0, or ν ∈ Aα, κ ∈ N.
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Note that for g ∈ S (Rd) ,
F [(aI − Lν)−κ g] = (a− ψν)−κ gˆ, a > 0, κ > 0,
F [(aI − Lν)κ g] = (a− ψν)κ gˆ, a ≥ 0, κ ∈ (0, 1].
We use the formulas above to define (a− Lν)κ , a ≥ 0, κ = 1, 0,−1, . . . ,
for ν ∈ Aα.
Remark 1. Assume κ ∈ (0, 1], a ≥ 0 or κ ∈ (−∞, 0), a > 0. It is easy to
see that
a) for any f ∈ C∞b
(
Rd
)
, we have (aI − Lν)κ f ∈ C∞b
(
Rd
)
and for any
multiindex γ, Dγ (aI − Lν)κ f = (aI − Lν)κDγf ,ν ∈ Aαsym. The same holds
for ν ∈ Aα and κ = 1, 0,−1, . . . .
b) for any f ∈ C∞b
(
Rd
)
such that for any multiindex γ, Dγf ∈ L1 (Rd)∩
L2
(
Rd
)
, we have
F [(aI − Lν)−κ f] = (a− ψν)−κ fˆ , a > 0, κ > 0,
F [(aI − Lν)κ f ] = (a− ψν)κ fˆ , a ≥ 0, κ ∈ (0, 1],
for ν ∈ Aαsym. The same holds for ν ∈ Aα and κ = 1, 0,−1, . . . .
The following obvious claim holds.
Lemma 2. Let ν ∈ Aαsym. Assume κ ∈ (0, 1], a ≥ 0 or κ ∈ (−∞, 0), a > 0.
Let f, fn ∈ C∞b
(
Rd
)
be so that for any multiindex γ, Dγfn → Dγf as
n→∞ uniformly on compact subsets of Rd and
sup
x,n
|Dγfn (x)| <∞.
Then for any multiindex γ,
Dγ (aI − Lν)κ fn = (aI − Lν)κDγfn → Dγ (aI − Lν)κ f = (aI − Lν)κDγf
uniformly on compact subsets of Rd, and
sup
x,n
|(aI − Lν)κDγfn (x)| <∞.
The same holds for ν ∈ Aα and κ = 1, 0,−1, . . . .
Remark 2. Given f ∈ C∞b
(
Rd
)
there is a sequence fn ∈ C∞0
(
Rd
)
so that
for any multiindex γ, Dγfn → Dγf as n→∞ uniformly on compact subsets
of Rd and
sup
x,n
|Dγfn (x)| <∞.
Indeed, choose g ∈ C∞b
(
Rd
)
, 0 ≤ g ≤ 1, g (x) = 1 if |x| ≤ 1, and g (x) =
0 if |x| > 2. Given f ∈ C∞b
(
Rd
)
, take
fn (x) = f (x) g (x/n) , x ∈ Rd, n ≥ 1.
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Lemma 3. Let ν ∈ Aαsym. Assume a > 0, κ ∈ (0, 1]. Then (aI − Lν)κ :
C∞b
(
Rd
)→ C∞b (Rd) is bijective whose inverse is (aI − Lν)−κ :
(aI − Lν)κ (aI − Lν)−κ f (x) = (aI − Lν)−κ (aI − Lν)κ f (x) = f (x) , x ∈ Rd,
for any f ∈ C∞b
(
Rd
)
.
Proof. It is an easy consequence of Lemma 2 and Remarks 1 and 2. 
For an integer k ∈ N, we define for ν ∈ Aα,
(aI − Lν)k = (aI − Lν) . . . (aI − Lν)︸ ︷︷ ︸
k times
.
For a non integer κ > 0, κ = [κ] + s with s ∈ (0, 1) and ν ∈ Aαsym, we set
(aI − Lν)κ f = (aI − Lν)[κ] (aI − Lν)s f
= (aI − Lν)s (aI − Lν)[κ] f, f ∈ C∞b
(
Rd
)
.
Remark 3. Let ν ∈ Aαsym, and f ∈ C∞b
(
Rd
)
be such that for any multiindex
γ, Dγf ∈ L1 (Rd) ∩ L2 (Rd). Then
F [(aI − Lν)−s f] = (a− ψν)−s fˆ , a > 0, s > 0,
F [(aI − Lν)s f ] = (a− ψν)s fˆ , a ≥ 0, s > 0.
The same holds with ν ∈ Aα if s ∈ N.
Lemma 4. Assume a > 0. Then
(i) for any κ, s ≥ 0, we have Lν;κLν;s = Lν;κ+s; for any κ, s ∈ R,
(aI − Lν)κ (aI − Lν)s = (aI − Lν)κ+s ,
(aI − Lν)−κ (aI − Lν)−s = (aI − Lν)−(κ+s) ,
for ν ∈ Aαsym.
The same holds with ν ∈ Aα if κ, s ∈ N.
(ii) for any κ > 0, the mapping (aI − Lν)κ : C∞b
(
Rd
) → C∞b (Rd) is
bijective whose inverse is (aI − Lν)−κ :
(aI − Lν)κ (aI − Lν)−κ f (x) = (aI − Lν)−κ (aI − Lν)κ f (x) = f (x) , x ∈ Rd.
for any f ∈ C∞b
(
Rd
)
.
The same holds with ν ∈ Aα if κ ∈ N.
Proof. The statement is an easy consequence of Lemma 2 and Remarks 1,
2, and 3. 
Lemma 5. Let ν ∈ Aαsym satisfy A.
(i) Let a ≥ 0, κ > 0,m = [κ] + 1. For any f ∈ C∞b
(
Rd
)
,
sup
R∈(0,1],x
∣∣∣(a− Lν˜R)κDγf (x)∣∣∣ ≤ C (1 + a)κ max
|µ|≤|γ|+2m
|Dµf |0 <∞.
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If, in addition, for any multiindex γ,
∫ |Dγf (x)| dx <∞, then
sup
R∈(0,1],x
∫ ∣∣∣(a− Lν˜R)κDγf (x)∣∣∣ dx ≤ C (1 + a)κ max
|µ|≤|γ|+2m
∫
|Dµf (x)| dx.
The same holds with ν ∈ Aα satisfying A if κ ∈ N.
(ii) Let a > 0, κ > 0. For any f ∈ C∞b
(
Rd
)
,
sup
R∈(0,1],x
∣∣∣(a− Lν˜R)−κDγf (x)∣∣∣ ≤ Ca−κ max
|µ|≤|γ|
|Dµf |0 <∞.
If in addition, for any multiindex γ,
∫ |Dγf (x)| dx <∞, then
sup
R∈(0,1]
∫ ∣∣∣(a− Lν˜R)−κDγf (x)∣∣∣ dx ≤ Ca−κ max
|µ|≤|γ|
∫
|Dµf (x)| dx.
The same holds with ν ∈ Aα satisfying A if κ ∈ N.
Proof. (i) Let κ ∈ (0, 1]. Then(
a− Lν˜R)κ f (x)
= cκ
∫ ∞
0
t−κE
[
e−atf
(
x+ Z ν˜Rt
)
− f (x)
] dt
t
= cκ
∫ ∞
1
...
+cκ
∫ 1
0
t−κ
∫ t
0
e−asE
[
(Lν˜R − a)f (x+ Z ν˜Rs )] dsdtt , x ∈ Rd.
By Lemma 9, we have
sup
R∈(0,1]
∫
(|y| ∧ 1) ν˜R (dy) < ∞ if α ∈ (0, 1) ,
sup
R∈(0,1]
∫ (
|y|2 ∧ 1
)
ν˜R (dy) < ∞ if α = 1,
sup
R∈(0,1]
∫ (
|y|2 ∧ |y|
)
ν˜R (dy) < ∞ if α ∈ (1, 2),
and both inequalities easily follow. Applying them repeatedly we obtain the
claim for an arbitrary κ > 0.
(ii) Indeed, for any κ > 0, a > 0, and any multiindex γ,
Dγ
(
a− Lν˜R)−κ f (x) = cκ ∫ ∞
0
e−attκEDγf
(
x+ Z ν˜Rt
) dt
t
, x ∈ Rd,
and the claim obviously follows. 
Lemma 6. Let ν ∈ Aα satisfy A and B. Let g ∈ S (Rd) be such that
gˆ ∈ C∞0
(
Rd
)
, 0 /∈supp(gˆ). Then there are constants C, c so that
sup
R∈(0,1]
∫ ∣∣∣Eg (x+ Z ν˜Rt )∣∣∣ dx ≤ Ce−ct, t > 0.
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Proof. Let F (t, x) = Eg
(
x+ Z ν˜Rt
)
, x ∈ Rd, t > 0. We choose ε > 0 so that
supp (gˆ) ⊆ {ξ : |ξ| ≤ ε−1}. Let ν˜R,ε (dy) = χ{|y|≤ε}ν˜R (dy) , R ∈ [0, 1]. Then
for ξ ∈supp (gˆ) and |y| ≤ ε,
1− cos (ξ · y) ≥ 1
pi
|ξ · y|2 = |ξ|
2
pi
∣∣∣ξˆ · y∣∣∣2
with ξˆ = ξ/ |ξ| . Therefore there is c0 > 0 so that for any ξ ∈supp (gˆ) and
R ∈ (0, 1],
−Reψν˜R,ε (ξ) =
∫
|y|≤ε
[1− cos (ξ · y)] ν˜R (dy)(2.9)
≥ |ξ|
2
pi
∫
|y|≤ε
∣∣∣ξˆ · y∣∣∣2 ν˜R (dy) ≥ c0 |ξ|2 .
Then
Fˆ (t, ξ) = exp
{
ψν˜R (ξ) t
}
gˆ (ξ) = exp
{
ψν˜R,ε (ξ) t
}
exp {ψ (ξ) t} gˆ (ξ) , ξ ∈ Rd,
where exp {ψ (ξ) t} is a characteristic function of a probability distribution
PR,t (dy) on R
d. Hence
F (t, x) =
∫
H (t, x− y)PR,t (dy) , x ∈ Rd,
with
H (t, x) = F−1 [exp{ψν˜R,εt} gˆ] = Eg (x+ Z ν˜R,εt ) , x ∈ Rd.
Since ∫
|F (t, x)| dx ≤
∫
|H (t, x)| dx,
it is enough to prove that
(2.10)
∫
|H (t, x)| dx ≤ Ce−ct, t > 0.
Now, (2.9) implies that for any multiindex |γ| ≤ n = [d2 ] + 3,∫
|xγH (t, x)|2 dx ≤ C
∫ ∣∣Dγ [gˆ (ξ) exp{ψν˜R,ε (ξ) t}]∣∣2 dξ
≤ C1e−c2t, t > 0.
Hence, denoting d0 =
[
d
2
]
+ 1,∫
|H (t, x)| dx =
∫ (
1 + |x|2
)−d0 |H (t, x)|(1 + |x|2)d0 dx
≤ C
∫
|H (t, x)|2
(
1 + |x|2
)2d0
dx ≤ C1e−c2t, t > 0.
Thus (2.10) follows, and
(2.11)
∫ ∣∣∣Eg (x+ Z ν˜Rt )∣∣∣ dx ≤ C1e−c2t, t > 0.
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
Corollary 1. Let ν ∈ Aαsym satisfy A and B. Let g ∈ S
(
Rd
)
be such that
gˆ ∈ C∞0
(
Rd
)
, 0 /∈supp(gˆ). Then for a ≥ 0, κ > 0, R ∈ (0, 1],(
a− Lν˜R)−κ g (x) = −F−1 [(a− ψν˜R)−κ gˆ] (x)
= c−κ
∫ ∞
0
e−attκEg
(
x+ Z ν˜Rt
) dt
t
, x ∈ Rd,
is C∞b -function, and for every multiindex γ, we have D
γ
(
a− Lν˜R)−κ g =(
a− Lν˜R)−κDγg,R > 0, and
sup
R∈(0,1],a≥0
∫ ∣∣∣Dγ (a− Lν˜R)−κ g (x)∣∣∣p dx <∞, p ≥ 1.
The same holds with ν ∈ Aα satisfying A and B if κ ∈ N.
Proof. Take η ∈ C∞0
(
Rd
)
so that ηgˆ = gˆ, 0 /∈supp (η), and let η˜ = F−1η.
Let
FR (t, x) = Eg
(
x+ Z ν˜Rt
)
, t > 0, x ∈ Rd.
Then
FˆR (t, ξ) = exp
{
ψν˜R (ξ) t
}
η (ξ) gˆ (ξ) , ξ ∈ Rd,
and
FR (t, x) =
∫
HR (t, x− y) g (y) dy =
∫
g (x− y)HR (t, y) dy, x ∈ Rd,
with
HR (t, x) = F−1
[
exp
{
ψν˜Rt
}
η
]
= Eη˜
(
x+ Z ν˜Rt
)
, t > 0, x ∈ Rd.
By Lemma 6,
sup
R∈(0,1]
∫
|HR (t, y)| dy ≤ Ce−ct, t > 0.
Hence FR (t, ·) ∈ C∞b
(
Rd
)
, t > 0, and for each multiindex γ and p ≥ 1,
sup
R
(∫
|DγFR (t, x)|p dx
)1/p
≤ C
(∫
|Dγg (x)|p dx
)1/p
e−ct, t > 0.

Corollary 2. Let ν ∈ Aα satisfy A and B. Let g ∈ S (Rd) be such that
gˆ ∈ C∞0
(
Rd
)
, 0 /∈supp(gˆ). Then there are constants C, c > 0 so that
sup
R∈(0,1]
∫ ∣∣∣ELν˜Rg (x+ Z ν˜Rt )∣∣∣ dx ≤ Ce−ct, t > 0.
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Proof. Let h ∈ C∞0
(
Rd
)
, 0 ≤ h ≤ 1, and h (ξ) = 1 if ξ ∈ supp (g), h (ξ) = 0
in a neighborhood of zero. Let
GR (t, x) = EL
ν˜Rg
(
x+ Z ν˜Rt
)
, x ∈ Rd.
Then
GˆR (t, ξ) = exp
{
ψν˜R (ξ) t
}
ψν˜R (ξ) gˆ (ξ)
= exp
{
ψν˜R (ξ) t
}
h (ξ)ψν˜R (ξ) gˆ (ξ) , ξ ∈ Rd.
Hence
GR (t, x) =
∫
HR (t, x− y)BR (y) dy, x ∈ Rd,
where
BR (x) = L
ν˜Rg (x) ,HR (t, x) = Eh
(
x+ Z ν˜Rt
)
x ∈ Rd.
Thus, by Lemma 6
sup
R∈(0,1]
∫
|GR (t, x) |dx ≤ sup
R∈(0,1]
∫
|HR (t, x)| dx sup
R∈(0,1]
∫
|BR (x)| dx
≤ Ce−ct, t > 0.

Lemma 7. Let ν ∈ Aαsym satisfy A and B. Then
(i) For each β, κ > 0, there is C > 0 so that
|Lν;κu|β,∞ ≤ C |u|β+κ,∞ , u ∈ C∞b
(
Rd
)
,
|(I − Lν)κ u|β,∞ ≤ C |u|β+κ,∞ , u ∈ C∞b
(
Rd
)
,
(ii) For each 0 < κ < β, there is C > 0 so that
|u|β,∞ ≤ C
[
|Lν;κu|β−κ,∞ + |u|0
]
, u ∈ C∞b
(
Rd
)
,
|u|β,∞ ≤ C |(I − Lν)κ u|β−κ,∞ , u ∈ C∞b
(
Rd
)
.
The same holds with ν ∈ Aα satisfying A and B if κ ∈ N.
Proof. Let u ∈ C∞b
(
Rd
)
, φ˜, φ˜0 ∈ C∞0
(
Rd
)
, be such that φ˜φ = φ, φ˜0φ0 = φ0,
where φ0 = F−1ϕ0, and φ,ϕ0 are the functions in the definition of the spaces.
(i) Let r ∈ [0, 1]. Then
(r − Lν)κ u ∗ ϕj = F−1
[
(r − ψν)κ φ˜ (N−j ·) uˆφ (N−j·)]
=
∫
Hjr (x− y)u ∗ ϕj (y) dy, x ∈ Rd, j ≥ 1,
(r − Lν)κ u ∗ ϕ0 = F−1
[
(r − ψν)κ φ˜0uˆφ0
]
=
∫
H0r (x− y)u ∗ ϕ0 (y) dy, x ∈ Rd,
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where Hjr = F−1
[
(r − ψν)κ φ˜ (N−j·)] , j ≥ 1,H0r = F−1 [(r − ψν)κ φ˜0] .
Let
Gj = w
(
N−j
)−κF−1 [(rw (N−j)− ψν˜N−j )κ φ˜] , j ≥ 1.
Since
(r − ψν (ξ))κ φ˜ (N−jξ) = w (N−j)−κ [rw (N−j)−ψν˜N−j (N−jξ)]κφ˜ (N−jξ) , ξ ∈ Rd,
it follows by Lemma 5 that∫ ∣∣Hjr (x)∣∣ dx = ∫ |Gj (x)| dx
= w
(
N−j
)−κ ∫ ∣∣∣(rw (N−j)− Lν˜N−j )κ ϕ˜ (x)∣∣∣ dx
≤ Cw (N−j)−κ , j ≥ 0.
(ii) Let 0 < κ < β, r ∈ [0, 1]. Then for j ≥ 1,
u ∗ ϕj = (r − Lν)κ (r − Lν)−κ u ∗ ϕj
= F−1
[
(r − ψν)−κ φ˜ (N−j ·) (r − ψν)κ uˆφ (N−j·)]
=
∫
Hjr (x− y) (r − Lν)κ u ∗ ϕj (y) dy, x ∈ Rd, j ≥ 1,
where
Hjr = F−1
[
(r − ψν)−κ φ˜ (N−j·)] , j ≥ 1, r ≥ 0.
Let
Gj = w
(
N−j
)κF−1 [(rw (N−j)− ψν˜N−j )−κ φ˜] , j ≥ 1.
It follows by Corollary 1 that there is C independent of r ≥ 0, j ≥ 1, so that∫ ∣∣Hjr (x)∣∣ dx = ∫ |Gj (x)| dx = w (N−j)κ ∫ ∣∣∣(rw (N−j)− Lν˜N−j )−κ ϕ˜ (x)∣∣∣ dx
≤ Cw (N−j)κ .
On the other hand,
|u ∗ ϕ0|0 ≤ C |u|0 .
The statement follows. 
For β > 0, κ > 0, we define the following norms:
|u|ν,κ,β = |u|0 + |Lν;κu|β,∞ , u ∈ C∞b
(
Rd
)
,
||u||ν;κ,β = |(I − Lν)κ u|β,∞ , u ∈ C∞b
(
Rd
)
,
with ν satisfying A and B. An immediate consequence of Lemma 7 is the
following norm equivalence.
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Corollary 3. Let ν ∈ Aαsym be a Le´vy measure satisfying A and B, β >
0, κ > 0. Then norms |u|ν,κ,β, ‖u‖ν,κ,β and |u|β+κ,∞ are equivalent on
C∞b
(
Rd
)
.
The same holds with ν ∈ Aα satisfying A and B if κ ∈ N.
Proof. Let β, κ > 0. By Lemma 7,
|(I − Lν)κ u|β,∞ ≤ C |u|β+κ,∞ ≤ C
[
|Lν;κu|β,∞ + |u|0
]
= C |u|ν;β,κ , u ∈ C∞b
(
Rd
)
.
On the other hand, by Lemmas 1 and 7,
|u|0 ≤ C |u|β,∞ ≤ C |u|β+κ,∞ ≤ C |(I − Lν)κ u|β,∞ ,
|Lν;κu|β,∞ ≤ C |u|β+κ,∞ ≤ C |(I − Lν)κ u|β,∞ , u ∈ C∞b
(
Rd
)
.

Corollary 4. Let ν ∈ Aαsym and pi ∈ Aα be a Le´vy measure satisfying A
and B such that wpi ∼ wν . Then for any κ ∈ N, β > 0, there are constants
c, C > 0 so that
|(Lpi)κ u|β,∞ ≤ C1 |u|ν;κ,β ≤ C2
[
|(Lpi)κ u|β,∞ + |u|0
]
, u ∈ C∞b
(
Rd
)
.
Proof. Indeed, by Corollary 3,
|(Lpi)κ u|β,∞ ≤ C |u|κ+β,∞ ≤ C |u|ν;κ,β
≤ C |u|κ+β,∞ ≤ C2
[
|(Lpi)κ u|β,∞ + |u|0
]
, u ∈ C∞b
(
Rd
)
.

2.2.2. Extension of norm equivalence to C˜β∞∞
(
Rd
)
. We extend the defini-
tion of (a− Lν)κ and the norm equivalence (see Corollary 3 above) from
C∞b
(
Rd
)
to C˜β∞∞
(
Rd
)
. We start with the following observation.
Remark 4. Let 0 < β′ < β. Then for each ε > 0 there is a constant Cε > 0
so that
|u|β′,∞ ≤ ε |u|β,∞ + Cε |u|0 , u ∈ C˜β∞∞
(
Rd
)
.
Indeed, For each ε > 0 there is K > 1 so that w
(
N−j
)β−β′ ≤ ε if j ≥ K.
Hence
w
(
N−j
)−β′ ∣∣u ∗ ϕj∣∣0 = w (N−j)β−β′ w (N−j)−β ∣∣u ∗ ϕj∣∣0
≤ ε |u|β,∞ +max
k≤K
[
w
(
N−k
)−β′
|u ∗ ϕk|0
]
≤ ε |u|β,∞ + Cε |u|0 .
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Proposition 2. Let β ∈ (0,∞), u ∈ C˜β∞,∞
(
Rd
)
. Then there exists a
sequence un ∈ C∞b
(
Rd
)
, such that
|u|β,∞ ≤ lim infn |un|β,∞ , |un|β,∞ ≤ C |u|β,∞
for some C > 0 that only depends on d,N .
Moreover, for any 0 < β′ < β,
|un − u|β′,∞ → 0 as n→∞.
Proof. Set un =
∑n
j=0 u ∗ ϕj, n ≥ 1. Obviously, un ∈ C∞b
(
Rd
)
, n ≥ 1, and
by Lemma 1, u =
∑∞
j=0 u ∗ ϕj is a bounded continuous function. Since
ϕk =
1∑
l=−1
ϕk+l ∗ ϕk, k ≥ 1, ϕ0 = (ϕ0 + ϕ1) ∗ ϕ0,
we have for n > 1,
(u− un) ∗ ϕk = 0, k < n,
(u− un) ∗ ϕk =
(
u ∗ ϕk−1 + u ∗ ϕk + u ∗ ϕk+1
) ∗ ϕk, k > n+ 1,
(u− un) ∗ ϕn =
(
u ∗ ϕn+1
) ∗ ϕn,
(u− un) ∗ ϕn+1 =
(
u ∗ ϕn+1 + u ∗ ϕn+2
) ∗ ϕn+1.
Hence there is a constant C so that∣∣un ∗ ϕj∣∣0 ≤ C ∣∣u ∗ ϕj∣∣0 , j ≥ 0, n > 1,
and for n > 1,
sup
j<n
w
(
N−j
)−β ∣∣u ∗ ϕj∣∣0 = sup
j<n
w
(
N−j
)−β ∣∣un ∗ ϕj∣∣0 ≤ |un|β,∞ .
Thus
|u|β,∞ ≤ limn |un|β,∞ ,
and
|un|β,∞ ≤ C |u|β,∞ , n > 1.
Now, by Remark 4, for each ε > 0, there is a constant Cε so that
|un − u|β′,∞ ≤ ε
(
|un|β,∞ + |u|β,∞
)
+ Cε |un − u|0 .
Since by Lemma 1, |un − u|0 → 0, the statement follows. 
Using the approximating sequence introduced in Proposition 2, we can
extend Lν;κu, (I − Lν)κ u, 0 < κ < β, to all u ∈ C˜β∞,∞
(
Rd
)
, β > 0.
Proposition 3. Let ν be a Le´vy measure satisfying A and B, β > 0 and
u ∈ C˜β∞,∞
(
Rd
)
. Let un ∈ C∞b
(
Rd
)
be an approximating sequence of u
in Proposition 2. Then for each κ ∈ (0, β) there are bounded continuous
functions, denoted (I − Lν)κ u,Lν;κu ∈ C˜β−κ∞∞ , so that for any 0 < β′ < β−κ,
|Lν;κun − Lν;κu|β′,∞ + |(I − Lν)κ u− (I − Lν)κ un|β′,∞ → 0
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as n → ∞. Moreover, for each κ ∈ (0, β) there is C > 0 independent of
u ∈ C˜β∞,∞
(
Rd
)
so that
(2.12) |Lν;κu|β−κ,∞ ≤ C |u|β,∞ , |(I − Lν)κ u|β−κ,∞ ≤ C |u|β,∞ ,
and
(2.13) |u|β,∞ ≤ C
[
|Lν;κu|β−κ,∞ + |u|0
]
, |u|β,∞ ≤ C |(I − Lν)κ u|β−κ,∞ .
Proof. Let u ∈ C˜β∞,∞
(
Rd
)
. By Proposition 2, there is a a sequence un ∈
C∞b
(
Rd
)
such that
|u|β,∞ ≤ lim infn |un|β,∞ , |un|β,∞ ≤ C |u|β,∞ , n ≥ 1,
for some C > 0 independent of u, and for any κ < β, β′ ∈ (0, β − κ) , see
Lemma 7 as well,
|Lν;κun − Lν;κum|β′,∞ + |(I − Lν)κ un − (I − Lν)κ um|β′,∞
≤ C |un − um|β′ → 0 as n,m→∞.
Hence there are bounded continuous functions, denoted Lµ;κu, (I − Lν)κ u,
so that
|Lν;κun − Lν;κu|0 + |(I − Lν)κ un − (I − Lν)κ u|0 → 0
as n→∞. Thus ∣∣Lν;κun ∗ ϕj − Lν;κu ∗ ϕj∣∣0
+
∣∣(I − Lν)κ un ∗ ϕj − (I − Lν)κ u ∗ ϕj∣∣0
→ 0, j ≥ 0,
as n→∞. Now, for each m > 1, and a = 0, 1,
sup
j≤m
w
(
N−j
)−β−κ ∣∣(a− Lν)κ u ∗ ϕj∣∣0
= lim
n→∞
sup
j≤m
w
(
N−j
)−β−κ ∣∣(a− Lν)κ un ∗ ϕj∣∣0
≤ sup
n
|(a− Lν)κ un|β−κ ≤ sup
n
C |un|β,∞ ≤ C |u|β,∞ .
Hence (a− Lν)κ u ∈ C˜β−κ∞∞
(
Rd
)
, a = 0, 1, and (2.12) holds.
Now for every j ≥ 0, we have
[(a− Lν)κ u] ∗ ϕj = limn [(a− L
ν)κ un] ∗ ϕj(2.14)
= (a− Lν)κ [u ∗ ϕj]
uniformly. By the definition of the approximation sequence (see proof of
Proposition 2),∣∣(a− Lν)κ [un ∗ ϕj]∣∣0 ≤ C ∣∣(a− Lν)κ [u ∗ ϕj]∣∣0 , j ≥ 0.
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Hence
|u|β,∞ ≤ lim infn |un|β,∞ ≤ C lim infn |(I − L
ν)κ un|β−κ,∞
≤ C |(I − Lν)κ|β−κ,∞ ,
and similarly,
|u|β,∞ ≤ lim infn |un|β,∞ ≤ C lim infn
[
|Lν;κun|β−κ,∞ + |un|0
]
≤ C
[
|Lν;κu|β−κ,∞ + |u|0
]
.
The statement is proved. 
Proposition 4. Let ν ∈ Aαsym be a Le´vy measure satisfying A and B,
β > 0, κ > 0. Then norms |u|ν,κ,β, ‖u‖ν,κ,β and |u|β+κ,∞ are equivalent on
C˜β+κ∞∞
(
Rd
)
.
Proof. We show the equivalence by repeating proof of Corollary 3 where the
equivalence of the same norms on C∞b
(
Rd
)
was derived. Only instead of
Lemma 7 we use Proposition 3. 
3. Proof of main theorem
We assume in this section that A , B and C hold. First we solve the
equation with smooth input functions.
Proposition 5. Let ν ∈ Aα, β ∈ (0, 1), λ ≥ 0. Assume that f (t, x) ∈
C∞b (HT ). Then there is a unique solution u ∈ C∞b (HT ) to
∂tu (t, x) = L
νu (t, x)− λu (t, x) + f (t, x) ,(3.1)
u (0, x) = 0, (t, x) ∈ [0, T ]×Rd.
Proof. Existence. Denote F (r, Zνr ) = e
−λ(r−s)f (s, x+ Zνr − Zνs ) , s ≤ r ≤
t, and apply the Itoˆ formula to F (r, Zνr ) on [s, t].
e−λ(t−s)f (s, x+ Zνt − Zνs )− f (s, x)
= −λ
∫ t
s
F (r, Zνr ) dr +
∫ t
s
∫
χα (y) y · ∇F
(
r, Zνr−
)
J˜ (dr, dy)
+
∫ t
s
∫ [
F
(
r, Zνr− + y
)− F (r, Zνr−)− χα (y) y · ∇F (r, Zνr−)] J (dr, dy) .
Take expectation for both sides and use the stochastic Fubini theorem,
e−λ(t−s)Ef (s, x+ Zνt − Zνs )− f (s, x)
= −λ
∫ t
s
e−λ(r−s)Ef (s, x+ Zνr − Zνs ) dr +
∫ t
s
Lνe−λ(r−s)Ef (s, x+ Zνr − Zνs ) dr.
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Integrate both sides over [0, t] with respect to s and obtain∫ t
0
e−λ(t−s)Ef (s, x+ Zνt − Zνs ) ds−
∫ t
0
f (s, x) ds
= −λ
∫ t
0
∫ r
0
e−λ(r−s)Ef (s, x+ Zνr − Zνs ) dsdr
+
∫ t
0
Lν
∫ r
0
e−λ(r−s)Ef (s, x+ Zνr − Zνs ) dsdr,
which shows u (t, x) =
∫ t
0 e
−λ(t−s)Ef
(
s, x+ Zνt−s
)
ds solves (3.1) in the in-
tegral sense. Obviously, as a result of the dominated convergence theorem
and Fubini’s theorem, u ∈ C∞b (HT ). And by the equation, u is continuously
differentiable in t.
Uniqueness. Suppose there are two solutions u1, u2 solving the equation,
then u := u1 − u2 solves
∂tu (t, x) = L
νu (t, x)− λu (t, x) ,(3.2)
u (0, x) = 0.
Fix any t ∈ [0, T ]. Apply the Itoˆ formula to v (t− s, Zνs ) := e−λsu (t− s, x+ Zνs ),
0 ≤ s ≤ t, over [0, t] and take expectation for both sides of the resulting iden-
tity, then
u (t, x) = −E
∫ t
0
e−λs
[
(−∂tu− λu+ Lνu)
(
t− s, x+ Zνs−
)]
ds = 0.

3.1. Ho¨lder estimates of the smooth solution. First we derive the es-
timates of the solution corresponding to a smooth input function.
Proposition 6. Let ν ∈ Aα, β > 0 and A-C hold. Let u ∈ C∞b (HT ) be the
unique solution u to (3.1) with f ∈ C∞b (HT ). Then
|u|β,∞ ≤ Cρλ (T ) |f |β,∞ ,(3.3)
|u|1+β,∞ ≤ C [1 + ρλ (T )] |f |β,∞(3.4)
and for any µ ∈ [0, 1], t′ < t ≤ T ,∣∣u (t, ·)− u (t′, ·)∣∣
µ+β,∞
(3.5)
≤ C
{(
t− t′)1−µ + [1 + ρλ (T )] ∣∣t− t′∣∣} |f |β,∞ ,
where ρλ (T ) =
1
λ ∧ T.
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Proof. Since f ∈ C∞b (HT ), by Lemma 1,
f (t, x) = (f (t, ·) ∗ ϕ0 (·)) (x) +
∞∑
j=1
(
f (t, ·) ∗ ϕj (·)
)
(x)
= f0 (t, x) +
∞∑
j=1
fj (t, x) , (t, x) ∈ HT .
Accordingly, for j ≥ 0,
uj (t, x) = u (t, x) ∗ ϕj (x) =
∫ t
0
e−λ(t−s)Efj
(
s, x+ Zνt−s
)
ds, (t, x) ∈ HT ,
is the solution to (3.1) with input fj = f ∗ϕj. In terms of Fourier transform,
uˆj (t, ξ)
=
∫ t
0
exp {− (λ− ψν (ξ)) (t− s)} fˆ (s, ξ)φ (N−jξ) ds
=
∫ t
0
e−λ(t−s) exp
{
ψν˜N−j
(
N−jξ
)
w
(
N−j
)−1
(t− s)
}
φ˜
(
N−jξ
)
fˆj (s, ξ) ds, j ≥ 1.
Denote wj = w
(
N−j
)−1
. Then for j ≥ 0,
uj (t, x)
=
∫ t
0
e−λ(t−s)
∫
Hj (t− s, x− y) fj (s, y) dyds, t ∈ [0, T ] , x ∈ Rd,
with
Hj (t, x) = N jdEϕ˜
(
N jx+ Z
ν˜
N−j
wjt
)
, (t, x) ∈ HT , j ≥ 1,
H0 (t, x) = Eϕ˜0 (x+ Z
ν
t ) , (t, x) ∈ HT .
Hence
(3.6)
∫ ∣∣Hj (t, x)∣∣ dx = ∫ ∣∣Gj (t, x)∣∣ dx, t > 0, j ≥ 0,
with G0 = H0 and
Gj (t, x) = Eϕ˜
(
x+ Z
ν˜
N−j
wjt
)
, (t, x) ∈ Rd, j ≥ 1.
First we estimate the solution itself. For j ≥ 1, by Lemma 6,
|uj (t, ·)|0 ≤ |fj|0
∫ t
0
e−λ(t−s)
∫ ∣∣Gj (t− s, x)∣∣ dxds
≤ |fj|0
∫ t
0
e−λ(t−s)e−cwj(t−s)ds ≤ Cw−1j |fj|0 .
Directly,
|u0 (t, ·)|0 ≤ |f0|0
∫ t
0
e−λ(t−s)ds ≤
(
1
λ
∧ T
)
|f0|0 .
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Hence
|u|1+β,∞ ≤ C
[
1 +
(
1
λ
∧ T
)]
|f |β,∞ .
Now we estimate time differences. For fixed 0 < t′ < t ≤ T, j ≥ 0,
uj (t, x)− uj
(
t′, x
)
=
∫ t
t′
e−λ(t−s)
∫
Hj (t− s, x− y) fj (s, y) dyds
+
(
e−λ(t−t
′) − 1
) ∫ t′
0
e−λ(t
′−s)
∫
Hj (t− s, x− y) fj (s, y) dyds
+
∫ t′
0
e−λ(t
′−s)
∫ [
Hj (t− s, x− y)−Hj (t′ − s, x− y)] fj (s, y) dyds
= Aj1 (x) +A
j
2 (x) +A
j
3 (x) , x ∈ Rd.
First, by Lemma 6, for j ≥ 1,∣∣∣Aj1∣∣∣
0
≤
∫ t
t′
e−λ(t−s)
∫ ∣∣Gj (t− s, y)∣∣ dyds |fj|0
≤ C
∫ t
t′
e−λ(t−s)e−cwj(t−s)ds |fj|0 ≤ C
∫ t
t′
e−cwj(t−s)ds |fj|0
≤ Cw−1j
[
1− e−cwj(t−t′)
]
|fj|0 .
And ∣∣A01∣∣ ≤ C |f0|0
∫ t
t′
e−λ(t−s)ds ≤ C |fj|0
∣∣t− t′∣∣ .
By (3.6) and Lemma 6, for j ≥ 1,∣∣∣Aj2∣∣∣
0
≤
(
1− e−λ(t−t′)
) ∫ t′
0
e−λ(t
′−s)
∫ ∣∣Gj (t− s, y)∣∣ dyds |fj|0
≤ C
(
1− e−λ(t−t′)
) ∫ t′
0
e−λ(t
′−s)e−cwj(t−s)ds |fj|0 .
Thus for j ≥ 1,∣∣∣Aj2∣∣∣
0
(3.7)
≤ C
(
1− e−λ(t−t′)
) ∫ t′
0
e−λ(t
′−s)ds |fj|0 ≤ C |fj|0
∣∣t− t′∣∣ ,
in the mean time,
(3.8)
∣∣∣Aj2∣∣∣
0
≤ C |fj|0
∫ t′
0
e−cwj(t
′−s)ds ≤ C |fj|0w−1j .
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For j = 0,
∣∣A02∣∣0 ≤ C (1− e−λ(t−t′))
∫ t′
0
e−λ(t
′−s)ds |fj|0
≤ C ∣∣t− t′∣∣λ ∫ t′
0
e−λ(t
′−s)ds |fj|0 ≤ C |fj|0
∣∣t− t′∣∣ .
At last, for j ≥ 1,∣∣∣Aj3∣∣∣
0
≤ |fj|0
∫ t′
0
∫ ∣∣Gj (t− s, y)−Gj (t′ − s, y)∣∣ dyds.
Note for s ≤ t′,
Gj (t− s, y)−Gj (t′ − s, y)
= E
[
ϕ˜
(
y + Z
ν˜
N−j
wj(t−s)
)
− ϕ˜
(
y + Z
ν˜
N−j
wj(t′−s)
)]
= E
∫ wj(t−s)
wj(t′−s)
Lν˜N−j ϕ˜
(
y + Z
ν˜
N−j
r
)
dr,
and by Corollary 2,∫ ∣∣Gj (t− s, y)−Gj (t′ − s, y)∣∣ dy
≤ C
∫ wj(t−s)
wj(t′−s)
e−crdr ≤ Ce−cwj(t′−s)
[
1− e−cwj(t−t′)
]
.
Thus for j ≥ 1,
∣∣∣Aj3∣∣∣
0
≤ C |fj|0
[
1− e−cwj(t−t′)
] ∫ t′
0
e−cwj(t
′−s)ds
= Cw−1j |fj |0
[
1− e−cwj(t−t′)
] [
1− e−cwjt′
]
≤ C |fj|0w−1j
(
1− e−cwj(t−t′)
)
.
In addition,
∣∣A03∣∣0 ≤ C |f0|0
∫ t′
0
e−λ(t
′−s)ds
∣∣t− t′∣∣
≤ C
(
1
λ
∧ T
)
|f0|0
∣∣t− t′∣∣ .
Summarizing,
∣∣u0 (t, ·)− u0 (t′, ·)∣∣0 ≤ C
[
1 +
(
1
λ
∧ T
)]
|f0|0
∣∣t− t′∣∣ ,
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and ∣∣uj (t, ·)− uj (t′, ·)∣∣0
≤ C |fj|0
[(∣∣t− t′∣∣ ∧ w−1j )+w−1j (1− e−cwj(t−t′))]
= C |fj|0w−1j
[(∣∣t− t′∣∣wj) ∧ 1 + (1− e−cwj(t−t′))] ,
which leads to∣∣uj (t, ·)− uj (t′, ·)∣∣0 ≤ Cw−µj (t− t′)1−µ , µ ∈ [0, 1], j ≥ 1.
Thus ∣∣u (t, ·) − u (t′, ·)∣∣
µ+β,∞
≤ C |f |β,∞
{(
t− t′)1−µ + [1 + (1
λ
∧ T
)] ∣∣t− t′∣∣}
for any µ ∈ [0, 1]. The statement is proved. 
3.2. General Ho¨lder inputs. Existence and Estimates. Given f ∈
C˜β∞,∞ (HT ), by Proposition 2, we can find a sequence of functions fn in
C∞b (HT ) such that
|fn|β,∞ ≤ C |f |β,∞ , |f |β,∞ ≤ lim infn |fn|β,∞ ,
and for any 0 < β′ < β,
|fn − f |0 ≤ C |fn − f |β′,∞ → 0 as n→∞.
According to Theorems 5 and 6, for each fn ∈ C∞b
(
Rd
)
, there is a corre-
sponding solution un ∈ C∞b (HT ) :
(3.9)
un (t, x) =
∫ t
0
[Lνun (r, x) − λun (r, x) + fn (r, x)] dr, (t, x) ∈ [0, T ] ×Rd.
By Theorem 6,
|Lνum − Lνun|β′,∞
≤ C |Lµum − Lµun|β′,∞ ≤ C |um − un|1+β′,∞
≤ C |fm − fn|β′,∞ → 0, as m,n→∞
for all β′ ∈ (0, β), which by Lemma 1 implies that
|un − um|0 + |Lνum − Lµun|0 → 0 as m,n→∞.
So, there is u ∈ C˜1+β′∞,∞ (HT ) for any β′ ∈ (0, β) such that |un − u|1+β′,∞ →
0 as n→∞. Passing to the limit in (3.9) we see that (3.9) holds for u. Let
β′ ∈ (0, β) and β − β′ < q−11 . Then∣∣∣L1+β′un∣∣∣
β−β′,∞
≤ C |un|1+β,∞ ≤ C |fn|β,∞ ≤ C |f |β,∞
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implies that∣∣∣L1+β′un (t, x)− L1+β′un (t, y)∣∣∣ ≤ C |f |β,∞w (|x− y|)β−β′ , x, y ∈ Rd.
and passing to the limit we see that∣∣∣L1+β′u (t, x)− L1+β′u (t, y)∣∣∣ ≤ C |f |β,∞w (|x− y|)β−β′ , x, y ∈ Rd.
Hence L1+β
′
u ∈ C˜β−β′∞,∞
(
Rd
)
, i.e., u ∈ C˜1+β∞,∞ (HT ) and
|u|1+β,∞ ≤ C |f |β,∞ .
The convergence of un to u implies easily other estimates.
Uniqueness. Suppose there are two solutions u1, u2 ∈ C˜1+β∞,∞ (HT ) to
(1.1), then u := u1 − u2 solves
(3.10) u (t, x) =
∫ t
0
[Lνu (r, x) − λu (r, x)] dr, (t, x) ∈ [0, T ]×Rd.
Let g ∈ C∞0
(
Rd
)
, 0 ≤ g ≤ 1, ∫ gdx = 1. For ε > 0, set
uε (t, x) =
∫
u (t, y) gε (x− y) dy =
∫
υ (t, x− y) gε (y) dy, (t, x) ∈ HT ,
with gε (x) = ε
−dg (x/ε) , x ∈ Rd. Then uε ∈ C˜∞b (HT ) solves (3.10). Hence
uε = 0 for all ε > 0. Thus u = 0, the solution is unique.
4. Appendix
We simply state a few results that were used in this paper. Let ν ∈ Aα,
and
δ (r) = δν (r) = ν ({|y| > r}) > 0, r > 0,
w = wν (r) = δ (r)
−1 , r > 0, lim
r→0
w (r) = 0.
We assume that w = wν is an O-RV function at zero, i.e.,
r1 (ε) = lim
x→0
δ (εx)−1
δ (x)−1
<∞, ε > 0.
By Theorem 2 in [2], the following limits exist:
(4.1) p1 = lim
ε→0
log r1 (ε)
log ε
≤ q1 = lim
ε→∞
log r1 (ε)
log ε
.
Lemma 8. Assume w = wν is an O-RV function at zero.
a) Let β > 0 and τ > −βp1. There is C > 0 so that∫ x
0
tτw (t)β
dt
t
≤ Cxτw (x)β , x ∈ (0, 1],
and limx→0 x
τw (x)β = 0.
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b) Let β > 0 and τ < −βq1. There is C > 0 so that∫ 1
x
tτw (t)β
dt
t
≤ Cxτw (x)β , x ∈ (0, 1],
and limx→0 x
τw (x)β =∞.
c) Let β < 0 and τ > −βq1. There is C > 0 so that∫ x
0
tτw (t)β
dt
t
≤ Cxτw (x)β , x ∈ (0, 1],
and limx→0 x
τw (x)β = 0.
d) Let β < 0 and τ < −βp1. There is C > 0 so that∫ 1
x
tτw (t)β
dt
t
=
∫ x−1
1
t−τw
(
1
t
)β dt
t
≤ Cxτw (x)β , x ∈ (0, 1],
and limx→0 x
τw (x)β =∞.
Proof. The claims follow easily by Theorems 3, 4 in [2]. Because of the
similarities, we will prove c) only. Let β < 0 and τ > −βq1. Then
lim
t→∞
w
(
1
εt
)β
w
(
1
t
)β = limx→0 w (x)
−β
w (ε−1x)−β
= lim
x→0
w
(
εε−1x
)−β
w (ε−1x)−β
= lim
x→0
w (εx)−β
w (x)−β
= r1 (ε)
−β <∞, ε > 0.
Hence w
(
1
t
)β
, t ≥ 1, is an O-RV function at infinity with
p = lim
ε→0
log r1 (ε)
−β
log ε
= −βp1 ≤ −βq1 = lim
ε→∞
log r1 (ε)
−β
log ε
= q.
Then for x ∈ (0, 1],∫ x
0
tτw (t)β
dt
t
=
∫ ∞
x−1
t−τw
(
1
t
)β dt
t
≤ Cxτw (x)β
by Theorem 3 in [2], and limx→0 x
τw (x)β = 0 according to Theorem 4 in
[2]. 
Corollary 5. Assume w = wν is an O-RV function at zero and p1 > 0. Let
N > 1, β > 0. Then
∞∑
j=0
w
(
N−j
)β
<∞.
Proof. Indeed,
∞∑
j=0
w
(
N−j
)β ≤ ∫ ∞
0
w
(
N−x
)β
dx ≤ C
∫ 1
0
w (t)β
dt
t
<∞,
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because, by Lemma 8a),∫ x
0
w (t)β
dt
t
≤ Cw (x)β , x ∈ [0, 1] .

We will need some Le´vy measure moment estimates.
Lemma 9. Let ν ∈ Aα, and w = wν be an O-RV function at zero with
p1, q1 defined in (4.1). Assume
0 < p1 ≤ q1 < 1 if α ∈ (0, 1) ,
1 ≤ p1 ≤ q1 < 2 if α = 1,
1 < p1 ≤ q1 < 2 if α ∈ (1, 2) .
Then
(i)
sup
R∈(0,1]
∫
(|y| ∧ 1) ν˜R (dy) < ∞ if α ∈ (0, 1) ,
sup
R∈(0,1]
∫ (
|y|2 ∧ 1
)
ν˜R (dy) < ∞ if α = 1,
sup
R∈(0,1]
∫ (
|y|2 ∧ |y|
)
ν˜R (dy) < ∞ if α ∈ (1, 2).
(ii)
inf
R∈(0,1]
∫
|y|≤1
|y|2 ν˜R (dy) ≥ c1,
for some c1 > 0.
Proof. (i) Let α ∈ (0, 1) . Then by Lemma 8,∫
|y|≤1
|y| ν˜R (dy) = R−1
∫
|y|≤R
|y| ν (dy)
= R−1
∫ R
0
[δ (s)− δ (R)]ds,
and ∫
|y|≤1
(|y| ∧ 1) ν˜R (dy) = R−1
∫ R
0
w (s)−1 ds ≤ C, R ∈ (0, 1].
Let α = 1. Then, using Lemma 8 we have∫
|y|≤1
(
|y|2 ∧ 1
)
ν˜R (dy) = 2R
−2
∫ R
0
s2w (s)−1
ds
s
≤ C, R ∈ (0, 1].
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Let α ∈ (1, 2). Then similarly,
R−1
∫
|y|>R
|y| ν (dy) = R−1
∫ ∞
0
δ (s ∨R) ds
= δ (R) +
∫ ∞
R
δ (s) ds = δ (R) +
∫ ∞
R
w (s)−1 ds
and with R ∈ (0, 1],
R−2
∫
|y|≤R
|y|2 ν (dy) = 2R−2
∫ R
0
s2[w (s)−1 −w (R)−1]ds
s
(4.2)
= 2R−2
∫ R
0
s2w (s)−1
ds
s
− w (R)−1 .
Hence, by Lemma 8,∫ (
|y|2 ∧ |y|
)
ν˜R (dy)
≤ 2R−2
∫ R
0
s2w (s)−1
ds
s
+
∫ 1
R
w (s)−1 ds +
∫ ∞
1
w (s)−1 ds
= 2R−2
∫ R
0
s2w (s)−1
ds
s
+
∫ 1
R
w (s)−1 ds +
∫
|y|>1
|y| ν (dy)
≤ Cw (R)−1 , R ∈ (0, 1].
(ii) By (4.2), for R ∈ (0, 1],∫
|y|≤1
|y|2 ν˜R (dy) = w (R)
∫
|y|≤1
|y|2 νR (dy)
= 2R−2
∫ R
0
s2[
w (R)
w (s)
− 1]ds
s
= 2
∫ 1
0
s2[
w (R)
w (Rs)
− 1]ds
s
.
Hence, by Fatou’s lemma,
limR→0
∫
|y|≤1
|y|2 ν˜R (dy) ≥ 2
∫ 1
0
s2[
1
r1 (s)
− 1]ds
s
= c1 > 0
if |{s ∈ [0, 1] : r1 (s) < 1}| > 0, and
lim inf
R→0
w (R)
w (Rs)
=
1
lim supR→0
w(Rs)
w(R)
=
1
r1 (s)
, s ∈ (0, 1].

According to [8], Chapter 3, 70-74, any Le´vy measure ν ∈ Aα can be
disintegrated as
ν (Γ) = −
∫ ∞
0
∫
Sd−1
χΓ (rw) Π (r, dw) dδ (r) ,Γ ∈ B
(
Rd0
)
,
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where δ = δν , and Π (r, dw) , r > 0, is a measurable family of measures
on the unit sphere Sd−1 with Π (r, Sd−1) = 1, r > 0. The following is a
straightforward consequence of Lemma 9(ii).
Corollary 6. Let ν ∈ Aα,
ν (Γ) = −
∫ ∞
0
∫
Sd−1
χΓ (rw) Π (r, dw) dδ (r) ,Γ ∈ B
(
Rd0
)
,
where δ = δpi,Π(r, dw) , r > 0, is a measurable family of measures on Sd−1
with Π(r, Sd−1) = 1, r > 0. Assume w = wν = δ
−1
ν be an O-RV function at
zero satisfying assumptions of Lemma 9, and
(4.3) inf
|ξˆ|=1
∫
Sd−1
∣∣∣ξˆ · w∣∣∣2Π(r, dw) ≥ c0 > 0.
Then assumption B holds.
Proof. Indeed, for
∣∣∣ξˆ∣∣∣ = 1, R ∈ (0, 1], with C > 0,∫
|y|≤1
∣∣∣ξˆ · y∣∣∣2 νR (dy)
= R−2
∫
|y|≤R
∣∣∣ξˆ · y∣∣∣2 ν (dy) = −R−2 ∫ R
0
∫
Sd−1
∣∣∣ξˆ · w∣∣∣2Π(r, dw) r2dδ (r)
≥ −c0R−2
∫ R
0
r2dδ (r) = c0R
−2
∫
|y|≤R
|y|2 ν (dy) = c0
∫
|y|≤1
|y|2 νR (dy) .
Hence by Lemma 9(ii),
inf
R∈(0,1]
inf
|ξˆ|=1
∫
|y|≤1
∣∣∣ξˆ · y∣∣∣2 ν˜R (dy) ≥ c0 inf
R∈(0,1]
∫
|y|≤1
|y|2 ν˜R (dy)
≥ c0c1 > 0.

Remark 5. Let α ∈ (0, 2) , ν ∈ Aα, and wν be an O-RV function at zero,
p1 > 0. By Theorems 3 and 4 in [2], for any σ ∈ (0, p1),∫
r<|y|≤1
|y|σ ν (dy) = σ
∫ 1
r
tσw (t)−1
dt
t
− δ (1)
≥ crσw (r)−1 − δ (1)→∞
as r → 0. Hence p1 ≤ α. On the other hand for any σ > q1, by Lemma 9,∫
0<|y|≤1
|y|σ ν (dy) ≤ σ
∫ 1
0
tσw (t)−1
dt
t
<∞,
and α ≤ q1.
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