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Kurzfassung
In dieser Dissertation werden Dichtewellen in einem ausgedehnten dreidimen-
sionalen staubigen Plasma unter Schwerelosigkeit in einer Hochfrequenzentladung
untersucht. Die Wellen treten bei niedrigen Neutralgasdrücken und hohen Staub-
dichten in Gegenwart strömender Ionen spontan auf. Sie sind zumeist nichtlinear
und das Wellenfeld besitzt eine komplizierte Struktur, die sich beispielsweise
durch das Auftreten von sogenannten topologischen Defekten, d.h. Orten, an
denen sich Wellenfronten aufteilen oder vereinigen, bemerkbar macht. Ziel der
Arbeit ist es, diese raum-zeitliche Struktur der Wellen detailliert zu untersuchen.
Die etablierten Methoden, wie z.B. die Fourier-Analyse, sind dafür jedoch auf-
grund des transienten Verhaltens der Wellen nur bedingt geeignet. Basierend
auf der Hilbert-Transformation ist daher ein neues Verfahren eingeführt worden,
welches eine Analyse auf unterschiedlichen, frei wählbaren Zeitskalen erlaubt. Mit
dieser Methode lassen sich insbesondere instantane Größen, wie beispielsweise
Phase und instantane Frequenz der Welle, deﬁnieren. So kann das Wellenfeld für
jeden aufgenommenen Zeitschritt rekonstruiert und Position und Bewegung der
Defekte bestimmt werden. Außerdem ist es durch eine zeitliche Mittelung der
instantanen Größen möglich, die globalen Welleneigenschaften zu untersuchen.
In dieser Arbeit wird primär die räumliche Frequenzverteilung der Wellen
untersucht. Dabei zeigt sich, dass die Frequenz in den meisten Fällen räum-
lich variiert. Überraschenderweise erfolgt der beobachtete Abfall nicht stetig.
Stattdessen sind sogenannte Frequenzcluster entdeckt worden. Dies sind Bereiche
annähernd konstanter Frequenz, die durch abrupte Frequenzsprünge voneinander
getrennt sind. Eine solche Beobachtung wurde in staubigen Plasmen zuvor nicht
gemacht. Sie ist nicht mit dem linearen Wellenbild nach Huygens vereinbar,
welches lediglich eine variable Wellenlänge zulässt. Weiterhin stellt sich her-
aus, dass die beiden analysierten Phänomene  Defekte und Frequenzcluster 
nicht getrennt voneinander zu beobachten sind. Sie sind vielmehr eng miteinan-
der verknüpft, da sich die Defekte fast ausschließlich entlang der Clustergrenzen
bewegen. Eine detaillierte Analyse der instantanen Frequenz gibt ferner Hin-
weise auf eine unvollständige Synchronisation an den Clustergrenzen, wie es für
isolierte, getriebene van-der-Pol Oszillatoren bekannt ist. Dieses Resultat und
ein Vergleich der experimentellen Befunde mit numerischen Studien legen nahe,
die Wellen als ein System gekoppelter selbsterregter van-der-Pol Oszillatoren zu
modellieren. Dafür werden in dieser Arbeit komplementäre numerische Unter-
suchungen durchgeführt, die insbesondere das Verhalten der Oszillatoren an den
Clustergrenzen umfassen. Es zeigt sich, dass sich die Oszillatoren dort gegenseitig
durch sogenanntes Frequency-Pulling beeinﬂussen.
Die Ergebnisse dieser Arbeit führen zu einem modiﬁzierten Bild der Staub-
dichtewellen, welches die Staubwolke als ein Ensemble miteinander wechselwir-
kender nichtlinearer und selbsterregter Oszillatoren ansieht, das das instabile,
gesättigte Wellenfeld repräsentiert.

Abstract
In this thesis, dust-density waves are investigated in an extended three-
dimensional dusty plasma under microgravity conditions in a radio-frequency
discharge. The waves emerge spontaneously at low neutral gas pressures and
high dust densities in the presence of streaming ions. They are often nonlinear
and the wave ﬁeld comprises a complicated structure, which is reﬂected, e.g., in
the appearance of so-called topological defects, i.e., locations of splitting or merg-
ing wave fronts. The aim of the work is to examine this spatio-temporal structure
of the waves in detail. For this, the established methods like, e.g., the Fourier
analysis are only suitable to a limited extent due to the transient behavior of the
waves. Thus, based on the Hilbert transform, a new workﬂow has been intro-
duced, which allows to analyze the waves on diﬀerent, individually chosen time
scales. In particular, the method can be used to deﬁne instantaneous quantities
such as the phase or the instantaneous frequency of the wave. With this, the
wave ﬁeld can be reconstructed at each recorded time step and the position and
motion of the defects can be determined. Moreover, it is possible to investigate
the global wave properties by averaging the instantaneous quantities temporally.
In this work, the spatial frequency distribution of the waves is investigated
primarily. It turns out that in most cases the frequency varies in space. Surpris-
ingly, the observed decrease is not constant. Instead, so-called frequency clusters
have been discovered. These are regions of almost constant frequency, which are
separated by abrupt frequency jumps. Such an observation was not made so far
in the ﬁeld of dusty plasmas. It is not compatible with Huygens' linear wave
theory, which involves a constant frequency but a varying wavelength. Further-
more, it has been found that both analyzed phenomena defects and frequency
clusters cannot be observed independently. Rather, they are closely related
to each other since the defects move almost exclusively along the cluster bound-
aries. A detailed analysis of the instantaneous frequency further reveals hints for
an incomplete synchronization at the cluster boundaries as it is typical for iso-
lated driven van-der-Pol oscillators. This result and a comparison with numerical
studies suggest to model the waves as a system of coupled self-sustained van-
der-Pol oscillators. For this purpose, complementary numerical investigations are
realized within the scope of this work, which in particular include the behavior
of the oscillators at the cluster boundaries. There, it is found that the oscillators
aﬀect each other in terms of so-called frequency pulling.
The results of this thesis lead to a modiﬁed picture of dust-density waves,
which treats the dust cloud as an ensemble of mutually interacting nonlinear
self-sustained oscillators that represents the unstable saturated wave ﬁeld.
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1 Introduction
A wave is the ubiquitous answer of nature to a perturbation of an otherwise stable
system. If the observed system is far from equilibrium, nonlinear waves may oc-
cur [13]. They are found in everyday life, for instance, as shallow water waves [4],
as stop-and-go waves in traﬃc jams [5] or as transmission of nerve impulses [6].
Nonlinear waves are characterized by the interplay of input energy, dissipation, dis-
persion and the degree of nonlinearity. They can be excited in diﬀerent ways. Water
waves, for example, can be generated by a single disturbance such as a stone thrown
into the water or by means of a periodic force inside a ripple tank [7]. In both
cases, the excitation is spatially and temporally localized and one speaks of exter-
nally driven waves. However, waves can also emerge in the presence of a global
energy source. This is the case for water waves in the ocean, which are fed by the
wind blowing over the water surface [4], or for waves in thin ﬂuid layers of ethanol-
water mixtures [8], where convection takes place. If the energy source is an intrinsic
component of the considered system, the waves are called self-excited.
A complex nonlinear system is the plasma, i.e., an ionized gas consisting of elec-
trons, ions and neutrals. It comprises a multitude of diﬀerent wave types due to the
complicated interaction between the components. A prominent feature of nonlinear
systems is synchronization [9, 10], i.e., the mutual adjustment of rhythms between
coupled independent oscillators, which is already known since the famous observa-
tion of coupled pendulum clocks by Huygens [11]. It is also a well-known feature
in plasmas. There, the so-called van-der-Pol oscillator [12] has reached a paradig-
matic character for studying synchronization processes. It was applied to numerous
externally driven instabilities as, for instance, in gas discharges [13, 14], thermionic
diodes [15], weakly magnetized discharges [16,17] or to drift waves [18,19]. Moreover,
van-der-Pol behavior was observed in self-sustained systems [20,21].
A unique laboratory for the investigations of dynamic phenomena in strongly
coupled systems is the dusty or complex plasma. Besides the species of a classical
plasma, it contains a fourth component, namely macroscopic solid particles, the so-
called dust. These particles are nanometer up to micrometer in size, and compared
to the ions very heavy. This makes the dynamics of a dusty plasma slow with
characteristic frequencies of a few ten to hundred Hertz. The particles are highly
charged and interact via a screened Coulomb potential (also called Debye-Hückel
or Yukawa potential). Typical interparticle distances are a few hundred microns.
Consequently, the system is almost transparent and easy to observe by means of
standard video cameras.
Interest in dusty plasmas arose from two diﬀerent sides as it occurs naturally in
the interstellar medium [2224] and also in industrial process plasmas [25,26]. Dusty
plasmas became an independent ﬁeld of research at latest in 1994 with the discovery
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of crystalline structures, so-called Coulomb solids [2731], which oﬀer a variety of
interesting features, such as melting [3134] or wave motion [3537]. The coupling
strength between the particles can be controlled over a wide range by adjusting
the neutral gas pressure, and thus the dust cloud can reside in the solid, liquid or
gaseous phase.
In the following two decades much eﬀort on both sides, theoretical and experi-
mental, was spent on dusty plasmas. Nowadays, challenging issues are studied on
a fundamental research level, such as drift waves in magnetized dusty plasmas [38],
supersonic projectiles in the presence of streaming ions [39] or spatially extended
three-dimensional particle clouds in laboratory rf discharges [40]. For the industry,
dust became of interest in fusion devices [4143].
In the laboratory, dusty plasmas are produced either in direct-current (dc) glow
discharges or in radio-frequency (rf) plasmas. In the latter case, the particles sed-
iment into the sheath region due to gravity. Extended three-dimensional particle
clouds form either if gravity is compensated by means of additional forces [40,44] or
if nanometer sized particles are used [45,46] and gravity can be neglected. Moreover,
experiments can be performed under weightlessness on sounding rockets [47], aboard
the ISS [4853] or under microgravity conditions on parabolic ﬂights [5457].
In a dusty plasma, waves can be observed in each of the three phases. Two fun-
damental wave types are of interest. First, this are waves in crystalline structures,
where the potential energy of the particles is large compared to their kinetic energy.
Such waves are dominated by the interaction of adjacent particles and appear as
dust lattice waves [3537, 58, 59], Mach cones [6062] or shear waves [6367]. They
are usually generated by means of an external driver. If the kinetic energy of the
particles increases, the dusty plasma resides in a ﬂuid-like state. There, the particle
discreteness steps into the background and the collective behavior of the dust ensem-
ble prevails. Consequently, space- and time-averaged quantities like the dust density
play the decisive role. These waves are called dust-density waves (DDWs) and rep-
resent the second fundamental type. They are usually self-excited and gain energy
from streaming ions [68, 69]. The transition between lattices waves and DDWs is
ﬂuent and diﬃcult to describe.
After the ﬁrst prediction of a dust-acoustic wave mode1 by Rao et al. [70] in
1990, dust-density waves were observed experimentally in numerous works in the
laboratory [7180] and under weightlessness [5457]. Nonlinear density waves are
also well known in dusty plasmas. This concerns non-periodic structures such as
shock waves [8183], solitary waves [57,84,85] and also nonlinear traveling waves [51,
79,8689]
In this thesis, nonlinear self-excited dust-density waves are studied under micro-
gravity conditions on parabolic ﬂights. The waves emerge spontaneously below a
critical neutral gas pressure and at high dust densities in the presence of streaming
ions. The work is focused on the investigation of general wave attributes, such as
1In this thesis, the term dust-acoustic is used only for theoretical wave descriptions where no
driving mechanism (through ion drifts) is included. Experimentally observed waves are conse-
quently always referred to as dust-density waves. In the literature both expressions are often
used synonymously.
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amplitude, phase and frequency, concerning two main aspects: First, the transient
behavior of DDWs is analyzed. This behavior is particularly reﬂected in the appear-
ance of bifurcations, i.e., splitting or merging wave fronts. The aim is to understand,
how these bifurcations inﬂuence the structure of the wave ﬁelds. Second, the global
time-averaged wave properties are investigated, primarily by determining their spa-
tial frequency distributions. This analysis addresses the question to what extent the
self-excited DDWs diﬀer from externally driven waves. Interestingly, it turns out
that both aspects, although investigated on diﬀerent time scales, are closely related
to each other by means of so-called frequency clusters. Moreover, the experimental
ﬁndings give rise to study the waves within a numerical model that is based on the
van-der-Pol oscillator. An analysis of this model is undertaken within this work.
The present work is a cumulative thesis and lead to publications in peer reviewed
journals [9092], which are included in Appendix B. It is structured as follows:
Chapter 2 gives a general theoretical framework, in which this thesis is embedded.
It brieﬂy summarizes the basic concepts of dusty plasmas that are necessary to
follow the arguments of this thesis and gives an overview on the current status
of research on dust-density waves. Chapter 3 introduces the experimental setup
and characterizes the discharge. Moreover, it gives a detailed description of the
applied analysis methods. In Chap. 4 the main experimental ﬁndings of this thesis
are outlined and discussed. Chapter 5 presents the recent results of the numerical
studies, which have not yet been published. The key statements of this thesis and
a short outlook are provided in Chap. 6.
3
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The beginning of this Chapter focuses on the question how micrometer-sized dust
particles arrange in a discharge under microgravity conditions. For this purpose it
is, ﬁrst of all, inevitable to introduce the general concepts within the context of
dusty plasmas. Based on this, the forces acting on single particles can be described.
The discussed principles oﬀer the possibility to place the dust-density waves among
other instabilities. Therefore, the second fundamental wave type in dusty plasmas,
namely the lattice wave, is introduced and compared with DDWs. Lattice waves
are observed in crystalline structures and are usually driven by an external force. In
contrast, DDWs occur in ﬂuid systems and are often self-excited, i.e., they obtain
energy directly from the system.
After the fundamental properties of the dust-density waves have been described,
the current status of research is brieﬂy outlined in order to place the questions of
this thesis into a global context. The Chapter closes with possible explanations of
the wave excitation mechanism since it contributes essentially to the understanding
of the phenomena investigated throughout this work.
The basic properties of dusty plasmas include many diﬀerent and often sophis-
ticated aspects that cannot be covered within this Chapter. Therefore, the reader
should refer to the following textbooks [9396] in order to study the given concepts
in more detail. Several further review articles are mentioned in the corresponding
Sections.
2.1 Fundamentals of Dusty Plasmas
This Section describes the behavior of dust particles in a plasma background. The
forces acting on isolated particles are discussed with an emphasis on the particular
situation in rf discharges under microgravity conditions. Some review articles [97
102] summarize the discussed points.
2.1.1 Basic Notations
A plasma is an ionized gas that consists of electrons, ions and neutral gas atoms.
If a fourth species of massive particles with typical diameters of 10−9 . . . 10−5m is
embedded in the discharge, it is called a dusty or complex plasma. The dust grains
carry a high electric charge Qd = −Zde, where Zd is the total number of elementary
charges. Due to the higher mobility of the electrons compared to the ions, Qd is
in general negative in laboratory plasmas, where other charging processes as, e.g.,
photoionization and secondary electron emission [23, 94, 103], can be usually ne-
glected. The collection of elementary charges resembles the behavior of electrostatic
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Langmuir probes, which are a fundamental diagnostics for monitoring basic plasma
parameters [95, 104, 105]. Hence, the charging currents can be determined in ﬁrst
approximation by the "Orbital Motion Limit" theory [106]. Since the grains can be
referred to as spherically symmetric, the most common approach to estimate the
dust charge is a capacitor model. There, the particles obtain a ﬂoating potential φfl
after an equilibrium of the currents has been reached. The charge of a particle of
radius rd then reads Qd = 4pi0rdφfl.
One of the basic properties of a plasma is its quasineutrality, which means that
the net charge in a suﬃciently large volume vanishes. This condition still holds if
dust particles are present in the plasma. It is then given by
ne + Zdnd − ni ≈ 0, (2.1)
where ne is the electron density, ni is the ion density and nd is the dust density.
Since the surrounding plasma background shields electric ﬁelds very eﬀectively
the Coulomb interaction between the charged particles is reduced. It can be ap-
proximated by a Debye-Hückel or Yukawa potential [104]
φ(r) =
Qd
4pi0r
exp
(
− r
λD
)
. (2.2)
Here, the linearized Debye length λD determines the screening strength of the
plasma. It depends on both, electrons and ions, and can be expressed by the indi-
vidual Debye lengths of each species by the following relation
λ−2D = λ
−2
De + λ
−2
Di , (2.3)
where
λ2De =
0kBTe
nee2
, (2.4)
λ2Di =
0kBTi
nie2
. (2.5)
Besides the density, these quantities depend on the temperature Te,i of the corre-
sponding species. They describe the lengths after which the electric potential is
diminished by a factor of 1/e.
If not one isolated particle but several dust grains are investigated, the mutual
interaction between them must be considered. The force between two particles,
denoted as i and j, with spatial distance rij results from the Yukawa potential of
Eq. (2.2) and is in general repulsive. It reads
~Fij =
Q2d
4pi0r2ij
(
1 +
rij
λD
)
exp
(
− rij
λD
)
~eij. (2.6)
In situations, where streaming ions are present, these considerations do not neces-
sarily hold any longer because the ions represent a source of free energy and the
system is open. Eﬀects that may arise in such situations are described in the next
Subsection.
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The most prominent consequence of the mutual interaction between dust particles
is the formation of Coulomb crystals in externally conﬁned dust clouds. They were
investigated throughout numerous works in two-dimensional [2731] as well as in
three-dimensional systems [107109]. A detailed overview is given in Refs. [110,111].
The state of a dusty plasma can generally be expressed by the coupling strength Γ.
It is deﬁned as the ratio of potential to kinetic energy and is also known as Coulomb
coupling parameter. It reads
Γ =
Q2d
4pi0aWSkBTd
. (2.7)
Here, Td is the dust temperature and aWS is called Wigner-Seitz radius, deﬁned as
aWS = (4pind/3)
−1/3.
A system is called weakly coupled, if Γ < 1. Strongly coupled systems with Γ > 1
are typically subdivided into ﬂuid-like (Γ < ΓC) and solid-like (Γ > ΓC) states.
In general, the transition is observed at ΓC = 170 [107]. The coupling strength
in experiments can be varied externally. For example, the neutral gas pressure
inﬂuences the thermal particle motion and thus the dust temperature. Another
method that can be used to control the dust temperature is given by means of laser
manipulation. There, a strong laser kicks the dust particles randomly and thus heats
the system [33,34].
2.1.2 Forces Acting on Dust Particles
Besides the described interparticle forces, there are several other forces, which arise
from the complicated environment of the background plasma.
Gravity
In contrast to the electrons and ions, the comparatively large mass of micrometer-
sized dust particles causes a signiﬁcantly large gravitational force ~Fg. For a single
grain with mass md and mass density ρd it reads
~Fg = md~g =
4
3
pir3dρd~g, (2.8)
where ~g is the gravitational acceleration. In rf discharges, gravity causes the par-
ticles to sediment into the sheath region1 in quasi two-dimensional dust clouds. In
order to minimize gravitational inﬂuences on the dust over the entire discharge, ex-
periments can be performed under microgravity. There, extended three-dimensional
dust clouds form. In both cases the particles are aﬀected by electric ﬁelds.
Electric Field Force
In the presence of an electric ﬁeld ~E the particles experience an electric ﬁeld force,
which is given by
~Fel = Qd · ~E. (2.9)
1For a detailed description of the sheath in rf discharges, see Ref. [112].
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The electric ﬁelds of an rf discharge are highest in the vicinity of the electrodes,
where electrons and ions cannot shield each other eﬀectively. In this strongly in-
homogeneous region, a positive space charge exists, the sheath. The resulting force
is directed into the plasma and is strong enough to compensate for gravity. The
comparably weak electric ﬁeld inside the plasma bulk plays a decisive role under
microgravity conditions, where it pulls the particles towards the discharge center.
In addition to the internal ﬁelds of the plasma, externally applied ﬁelds can also
aﬀect the particles. However, the interaction arises not from the described electric
force. Rather, the dust is inﬂuenced indirectly due to a modiﬁed discharge topology.
Neutral Drag
Dust particles that move relative to the plasma neutrals at a velocity vd experience
friction due to collisions between both species. The resulting neutral drag force that
acts on the dust is given by
~Fn = −mdβ~vd. (2.10)
This general description was ﬁrst introduced by Epstein [113]. The friction coeﬃ-
cient β = (8δp)/(pirdρdv¯th,n) depends on the characteristic quantities of the particles
as well as the neutral gas pressure p, the mean thermal velocity of the neutrals
v¯th,n = (8kBTn/pimn)
1/2 and the dimensionless accommodation coeﬃcient δ. This
parameter lies in between 1 for specular reﬂection and 1.44 for diﬀuse reﬂection.
The exact value has to be determined experimentally, see, e.g., Ref. [114]. The neu-
tral drag plays a leading role for the onset of self-excited dust-density waves since it
controls the energy input of the streaming ions.
Ion-Drag Force
Streaming ions are omnipresent in rf discharges due to the ambipolar electric ﬁeld
arising from a nonuniform ion density distribution, as described in Sec. 3.1. The ion
drift is given by ~vi = µi ~E, where µi is the ion mobility [115]. It has a non-negligible
inﬂuence on the dust particles. One aspect is the so-called ion-drag force, which is
exerted on each individual dust grain. It arises from the momentum transfer between
ions and dust. There, each of the bent ion trajectories is examined individually.
The ion drag was studied extensively in analytic models [116120], in numerical
simulations [121,122] and experimentally [123125].
The ion-drag force Fi can be divided into two parts. The ﬁrst one is the collection
force Fc, which accounts for those ions that reach the surface and directly impinge
on the grain. This holds for such ions with velocity vs that have impact parameters
less than the collection radius bc = rd [1− 2eφfl/(miv2s )]1/2. Ions that do not reach
the particle surface interact purely electrostatically with the dust. They contribute
to the second part, namely the orbital force Fo. In the early model of Barnes et
al. [116] the ion-drag force reads
Fi = Fc + Fo = nimivivs
(
pib2c + 4pib
2
pi/2 ln Λ
)
. (2.11)
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Here, the product nimivivs represents the total momentum ﬂux density of the in-
coming ions. The ﬁrst term in the sum represents the cross section of the collection
part and the second term corresponds to the cross section of the orbital part. It
incorporates the impact parameter for 90◦ deﬂection, bpi/2 = Ze2/(4pi0miv2s ). The
model assumes an ion velocity vs = [v2i + 8kBTi/(pimi)]
1/2, which is a combination
of ion drift and ion thermal speed. The Coulomb logarithm ln Λ is given as
ln Λ =
1
2
ln
(
λ2s + b
2
pi/2
b2c + b
2
pi/2
)
. (2.12)
For ions in the plasma bulk, which are usually slower than the Bohm velocity2
(vi < vB) the eﬀective shielding length λs coincides with the linearized Debye length
of Eq. (2.3). For larger ion speeds (vi > vB) it is better described by a modiﬁed
screening length [121]. This is of importance especially for the situation in the
sheath.
Besides the outlined expression for the orbital part of the ion-drag force, a more
precise model has been proposed by Khrapak et al. [118120]. It includes all ion
trajectories, which intersect with the Debye sphere around the dust, and leads to a
modiﬁed expression of the Coulomb logarithm. Moreover, an optimized empirical
expression for the orbital part was given by Hutchinson [122] as a result of numerical
simulations.
Non-Reciprocal Forces
For the calculation of the ion drag in Eq. (2.11), each ion trajectory was examined
individually. However, a self-consistent model, which accounts for the collective
interaction of the ions, reveals another feature of the ion ﬂow around a dust grain,
namely a wake potential in the downstream direction behind the particle. This leads
in particular to an enhanced ion density in the wake, which is also known as ion
focus [30,126,127]. A second particle, which is located in downstream direction of the
grain, consequently experiences an attractive force. This explains, for example, that
the particles can arrange themselves in vertically aligned chains in the sheath region
of a plasma [128,129]. It was found that the attractive forces are non-reciprocal, i.e.,
they violate Newton's third law [130]. This eﬀect was attributed to a sound barrier of
the supersonic ions and it was pointed out that the system has a non-Hamiltonian
character since the ions introduce a source of free energy [131]. Nevertheless, a
wake formation was also found for subsonic ion ﬂows (with Mach numbers M =
vi/vB > 0.5), which incorporates attractive forces as well [132, 133]. In addition to
the formation of particle chains, the wake ﬁeld behind the dust can also lead to
instabilities, in which the downstream particles are forced to oscillate [127,133]. As
a result the crystalline order of dust suspensions in the sheath is destabilized and
the solid structure melts. However, the importance of this eﬀect for extended three-
dimensional dust clouds is unknown. The formation of wake ﬁelds and related issues
are still under investigation. In so-called electrorheological plasmas [135] symmetric
2The Bohm velocity vB = (kBTe/mi)1/2 is identical with the ion sound speed.
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Figure 2.1: (a) Sketch of the forces that act on dust particles in an rf discharge under mi-
crogravity conditions. In the center of the plasma the ion-drag force ~Fi pushes the particles
radially outwards. At the boundary of the resulting dust-free void the ion drag is compen-
sated by the inward directed electric force ~Fe,a arising from the ambipolar electric ﬁeld.
In the vicinity of the electrodes the dust is pushed into the bulk due to the strong electric
ﬁeld force, ~Fe,s, in the sheath. (b) Example of a recorded dust cloud under microgravity.
(From Ref. [145])
time-averaged wake ﬁelds with respect to the stream direction were produced by
additional alternating electric ﬁelds. Furthermore, the inﬂuence of wake ﬁelds on
the particle arrangement in three-dimensional ﬁnite systems was analyzed, which
lead to a reﬁned deﬁnition of Yukawa balls [136].
Compilation of Relevant Forces Under Microgravity Conditions
The experiments conducted within the scope of this thesis were exclusively per-
formed under microgravity conditions. All relevant forces for this distinct situation
are illustrated in Fig. 2.1 (a). An experimentally observed dust cloud that forms in
the presence of theses forces is shown in Fig. 2.1 (b).
Of course, the gravitational force can be neglected and the dust particles will, in
general, ﬁll an extended three-dimensional volume in the discharge. The ionization
rate and thus the ion density is highest in the center of the discharge. This causes
an outward directed ambipolar ion ﬂow and the corresponding ion-drag force pushes
the dust away from the central plasma, resulting in a dust-free region, the so-called
void [47]. Outside the center the ion drag is compensated by the electric force of the
weak ambipolar ﬁeld. Hence, the void boundary is given by the equilibrium position,
where the net force on the particles vanishes. Much eﬀort has been put into a precise
explanation of the void phenomenon from theoretical side and in simulations and
the reader is referred to progressive articles for the details [47,137141]. The forces
at the boundaries were determined using tracer particles [142] and analyzing particle
trajectories inside the void [143,144]. The strongest electric ﬁelds arise in the sheath
region of a plasma. They are directed towards the electrodes. Since the streaming
ions enter the sheath with Bohm velocity, the ion-drag force is considerably small.
Thus, the dust particles experience an inward directed force that leads to a dust-free
sheath.
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In addition to the above mentioned forces, other forces can be considered as well.
Nevertheless, they play a minor role in the experiments of this thesis. For example,
thermophoresis pushes the particles from hotter into colder regions of a discharge.
Since naturally arising temperature gradients in rf plasmas are usually very low,
such temperature eﬀects are not signiﬁcant. Externally generated temperature dif-
ferences, however, can be used to produce extended dust clouds under laboratory
conditions, which are very similar to those observed under microgravity [40,44].
2.2 Externally Excited Waves in Stable
Two-Dimensional Systems
In the previous Section, some static phenomena of dusty plasmas were described,
which resulted from the interplay of the acting forces. For example, the coupling
between the particles can become suﬃciently large to form crystalline structures.
This Section focuses to the dynamical behavior in Coulomb crystals that are subject
to external disturbances. It turns out that under these conditions several wave
structures can be generated.
Experimental observations of dust-lattice waves (DLWs), i.e., compressional
modes similar to phonons in a solid, were made for example in one-dimensional
linear chains of a few particles [58, 59]. The waves were excited by a chopped laser
that periodically pushed the ﬁrst particle of a chain. The dispersion relation of the
waves was obtained by varying the chopping frequency and measuring the corre-
sponding wavelength. The experiments revealed a strong spatial damping of the
waves. However, the observation of DLWs was not limited to one-dimensional sys-
tems. Similar works showed that it is also possible to generate these waves in ex-
tended two-dimensional monolayers [3537]. Moreover, in such systems also other,
more complicated wave types occur, as for example shear waves [63,64]. There, the
particles oscillate inside the crystal plane but perpendicular to the wave motion. In
contrast to experiments on DLWs, a short and narrow laser pulse was shot into the
particle arrangement in order to excite the waves. Further works investigated this
phenomenon in more detail [6567].
If the externally generated initial disturbance moves faster than the local acoustic
speed in the medium, a Mach cone is generated. The corresponding shock wave
front propagates away from the disturbance at a certain angle, which indicates the
ratio of acoustic to disturbance velocity. Samsonov et al. [60, 61] used supersonic
particles below the crystal in order to generate Mach cones while Melzer et al. [62]
perturbed the system with a strong focal laser spot that was moved by a scanning
mirror. Due to the dispersive nature of the crystal the wave fronts, which naturally
consist of multiple wavelengths, form an interference pattern similar to that of the
ion-induced wakes behind a particle. A theoretical investigation of Mach cones in
dusty plasmas is, for example, presented in Ref. [146].
To summarize, lattice waves were so far observed in almost perfect crystalline
structures. In the solid phase of a dusty plasma, the potential energy of the par-
ticles is large compared to their kinetic energy. The behavior of the waves is then
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dominated by the interaction between adjacent particles. Consequently, the parti-
cles can hardly pass each other and the wave amplitudes are small compared to the
interparticle distance and have an almost sinusoidal shape. In most cases, DLWs
were excited externally by the radiation pressure of a laser. Due to the strong cou-
pling between the particles the waves usually arise at very low neutral gas pressures
(p . 10 Pa). Since the waves propagate into otherwise stable dust clouds, they are
damped away immediately by the neutral drag after the driver is turned oﬀ.
2.3 Self-Excited Dust-Density Waves
Experiments show that in spatially extended three-dimensional dust clouds dust-
density waves can emerge spontaneously if the gas pressure is suﬃciently low
(p . 35 Pa). In contrast to the previously discussed lattice waves, DDWs are
observed if the dust cloud resides in a ﬂuid-like state, i.e., the particles are supplied
with signiﬁcantly more kinetic energy than in the solid phase. Inside DDWs the
oscillation amplitudes of individual particles are usually much larger than the inter-
particle spacing. Thus, the collective behavior of the particles prevails their mutual
interaction and in a description of the wave motion macroscopic measures like the
dust density replace microscopic quantities as the interparticle spacing. Due to the
high mass of the dust grains, the dust-density wave represents a low-frequency and
long-wavelength type compared to waves in conventional plasmas. Typical frequen-
cies are (5 − 40) Hz and the wavelengths lie in between (1 − 10) mm. The waves
are usually self-excited and gain their energy from streaming ions. Nevertheless,
in some previous works [4850] DDWs were generated externally. In this case the
excitation was of a global type, i.e., no driver excited the cloud periodically at a
distinct position. Rather, the whole system was excited parametrically. Surpris-
ingly, the self-excited waves exist at gas pressures where neutral drag is so strong
that the waves should be damped after a few wavelengths. The growth rates at
the onset are very high and the waves become saturated within approximately one
wavelength. Moreover, dust-density waves are often nonlinear. This is reﬂected in
large modulation depths and strongly non-sinusoidal wave shapes.
Status of Research
The ﬁrst experimental observation of dust-density waves was made by Chu et al. [71]
in 1994. A correct interpretation of the phenomenon was primary given later in
a comment [147]. Dust-density waves are observed in the laboratory in front of
the anode of dc glow discharges [7278, 148151] or in the sheath region of rf dis-
charges [79,80,88,89,152]. Moreover, they have been investigated in Q-machines [72],
hot-ﬁlament plasmas [153] and inductively coupled rf discharges [154]. A typical ex-
ample of dust-density waves in the anode glow of a dc discharge is given in Fig. 2.2
(a), which shows a vertical section through the dust cloud. The wave motion is
observed as a strong periodical modulation of the recorded light intensity. The
waves propagate in the direction of the local ion ﬂow, i.e., away from the anode. A
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(a) (b)
Figure 2.2: Typical examples of dust-density waves. The waves are reﬂected in strong
modulations of the recorded light intensity. (a) In a dc discharge the waves propagate away
from the anode (located at the right side) in the direction of the streaming ions. (From
Ref. [73]) (b) In rf discharges under microgravity conditions, extended three-dimensional
DDWs can be observed. The corresponding wave pattern is usually more complex. The
waves propagate at diﬀerent angles with respect to the discharge electric ﬁeld, i.e., the ion
ﬂow, as indicated by the arrows. (From Ref. [55])
summary of dust-density waves in dc plasmas can be found in the review article of
Ref. [155].
Waves in signiﬁcantly larger dust clouds can be studied in the laboratory if gravity
is compensated by thermophoresis [40, 87] or in experiments under weightlessness,
as for example on sounding rockets [47], on parabolic ﬂights [5457] or aboard the
ISS [4853]. The complicated nonlinear wave ﬁelds that are observed on parabolic
ﬂights were investigated by Piel et al. [55,100] in great detail. It was found that, in
the setup used within the context of this thesis, the waves emerge below a critical
gas pressure of approximately 35 Pa ﬁrst at the outer edges of the dust cloud. If the
pressure is lowered successively, the wave ﬁeld extends into the dust cloud and ﬁnally
covers the entire volume. An example of the wave pattern is shown in Fig. 2.2 (b).
Here, the waves propagate radially outwards from the dust-free void to the discharge
edges and hit the sheath at diﬀerent angles.
The dispersion properties of DDWs were investigated by synchronizing the spon-
taneously emerging waves by an external alternating electric ﬁeld at a chosen fre-
quency [49, 73, 76, 78, 148, 149]. This technique was also used in order to study
the dynamic response of small dust clouds [78]. The synchronization phenomenon
itself was investigated recently in Ref. [150]. In complementary experiments the
dispersion relation was obtained by varying the discharge parameters [74, 156]. In
Refs. [149, 151, 157] it was pointed out that the dispersion properties can be inﬂu-
enced signiﬁcantly by a ﬁnite dust temperature. The linear growth rates inside the
wave ﬁeld were determined in Refs. [76, 77,80,154].
Besides measurements of purely linear wave attributes, the nonlinear properties
were studied throughout numerous works. Nonlinear waves occur either as travel-
ing periodic waves [79, 8689] or as localized structures. The latter includes, e.g.,
solitary waves [57,84,85] and shock waves [8183]. Recently, the development of non-
linearity at the onset of the waves was studied [89]. The observations of resonant
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particles [79, 87] and wave breaking [88] provide useful hints for the nonlinear sat-
uration mechanism of the waves. Moreover, it was found that the plasma glow can
be strongly modulated by DDWs, which suggested a nonlinear interaction between
plasma and waves [158].
On the theoretical side much eﬀort was made in order to expand the early model
of Rao et al. [70], who made the ﬁrst prediction of dust-acoustic waves in 1990.
This model was based on ﬂuid equations for the dust and treated linear as well
as nonlinear cases. Accordingly, various further ﬂuid models [159163] and kinetic
models [164166] were introduced. They cover a variety of diﬀerent aspects, such as
dust-ion collisions [68,167], dust-density inhomogeneities [159] or grain charge vari-
ations [74,156,161,168171]. Furthermore, variable dust-size distributions [172] and
boundary eﬀects caused by ﬁnite cloud sizes [160, 162, 163] were taken into account
and the eﬀect of ﬁnite dust temperatures was investigated [166]. An overview on
speciﬁc nonlinear aspects is given, for example, in Refs. [173,174].
One particular feature of dust-density waves becomes apparent if the streaming
ions are treated in two dimensions. This was done in a kinetic approach [68] as
well as in a ﬂuid model [55, 100]. It turned out that the wave propagation is not
necessarily aligned with the ion ﬂow, i.e., the discharge electric ﬁeld. In contrast,
the fastest growing wave mode propagates obliquely with respect to the electric ﬁeld
if the ions approach Bohm velocity. These two diﬀerent modes were observed under
microgravity [55, 100]. The situation is illustrated in Fig. 2.2 (b) by arrows. The
regular mode (arrow '1') is found below the void, where the waves propagate in the
direction of the electric ﬁeld (thin arrow). In the outer regions of the dust cloud,
the oblique mode (arrow '2') can be observed.
Excitation Mechanism
As outlined above, the properties of dust-density waves in saturation are well under-
stood theoretically and experimentally, in particular in the linear case. Nonetheless,
the details of the mechanism that drives the spontaneously emerging waves is still
under debate. Diﬀerent proposed explanations shall be brieﬂy introduced in the
following. By far, the most accepted explanation is given in terms of an ion-dust
streaming instability where an ion ﬂow introduces energy into the system. This
energy has to overcome dissipation by dust-neutral collisions, which is omnipresent
in weakly ionized plasmas. Therefore the critical neutral gas pressure, below which
waves can be observed, is determined by the balance between the instability and the
damping from neutral drag. It was found that the energy of the ions is indeed suﬃ-
ciently large to drive the wave [69]. Experimental studies at the instability threshold
were carried out in Refs. [80,87,175]. Theoretical descriptions of the instability were
given either by a Vlasov model [68] or within a ﬂuid description [55, 56, 176]. Both
variants treated the ions and the dust particles as streaming and interacting pop-
ulations with a relative velocity to each other. This situation is diﬀerent from the
conventional beam plasma instability, since neither of the species can be regarded
as a collimated beam with a narrow velocity distribution. It is rather attributed to
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the so-called Buneman-instability [177]. For this type the wave is e-folded within
one period, which is in agreement with most experimental observations.
In addition to this approach, it was found that instabilities can arise in the wake
potential behind a dust particle [127,133]. It is consequently reasonable to conjecture
that particles, exposed to streaming ions, begin to oscillate, which ﬁnally results in
wave-like structures. Moreover, it was proposed that charge variations within the
dust cloud may lead to a parametric excitation of DDWs [74,161].
Besides the discussed internal excitation mechanism, one could also argue that
energy is provided by external sources. For dust-density waves under microgravity
on parabolic ﬂights two sources are possible. First, the waves might be triggered
initially by ﬂuctuations of residual gravity, which is always present due to the im-
perfect parabolic maneuver. Second, it is known that the dust cloud can be subject
to a low-frequency resonance that leads to a periodically expanding and collapsing
void boundary. This phenomenon is often observed for dust clouds if the rf voltage
reaches the 'plasma-oﬀ' limit and is called 'heartbeat instability' [178].
Like the excitation mechanism itself, the mechanism of amplitude saturation is
still unclear. It was proposed that trapping of plasma ions could limit the amplitude
growth [68, 179]. The trapping of dust particles [79] and a mode coupling between
fundamental and higher harmonics [180] were also discussed.
2.4 Summary
In this Chapter it was described how dust particles arrange themselves under micro-
gravity conditions. The observed dust clouds reveal two characteristics: First, since
the micrometer-sized particles are inﬂuenced mainly by the electric ﬁeld force and
streaming ions but not by gravity, a three-dimensional cloud forms, which can be
observed in laboratories only if an additional force is introduced that compensates
for gravity. Second, due to the interplay of the forces, a dust-free region in the center
of the discharge is generated, the void.
The described dust cloud resides in a ﬂuid-like state, in which dust-density waves
can emerge spontaneously at suﬃciently high dust densities and low gas pressures.
These waves are dominated by the collective behavior of the dust particles. Con-
sequently they are best described in ﬂuid models, which include space- and time-
averaged quantities like the dust density. DDWs are most often found self-excited
since they gain energy from streaming ions, most likely due to a Buneman-type
instability. A second fundamental wave type in dusty plasmas, namely the lattice
waves, occur in crystalline structures, where the mutual interaction between the
particles becomes dominant. The oscillation amplitudes of individual particles in
DLWs are consequently signiﬁcantly smaller. They are usually excited by an ex-
ternal driver. Nevertheless, other excitation mechanisms such as a particle beam
are generally possible [181]. The transition between the described extreme cases
of waves in dusty plasmas is ﬂuent and diﬃcult to describe. There are several ap-
proaches proposed to meet the fact that strong coupling eﬀects contribute to the
description of DDWs [80,176,182184].
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The investigations of dust-density waves in the last two decades revealed vari-
ous interesting features. This includes in particular those properties of the waves
that can be interpreted within the context of linear theories like the dispersion be-
havior or growths rates. Recently, the focus turned towards nonlinear phenomena.
These investigations covered nonlinear structures, such as solitons or shocks, but
also traveling periodic waves.
For the examination of these issues, advanced technologies like new classes of high-
speed cameras, are necessary. They allow, for example, to track individual particles
inside the wave ﬁeld at a high temporal resolution. Furthermore, in such situations
the established methods of analysis reach their limits. Thus, alternative techniques
are required to provide more detailed insight. One possibility is introduced in the
next Chapter.
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Dust-Density Waves
After describing the particle arrangement inside a plasma under microgravity con-
ditions, now the distinct experimental setup is introduced that was used for the
measurements of this thesis. Besides a brief introduction of the applied diagnos-
tics and the discharge topology, the peculiarities of the complex experiments on
parabolic ﬂights are outlined since they inﬂuence the recorded data.
For the analysis of the waves, several methods are available. With the space-
time diagram and the Fourier analysis the most common ones are introduced in this
Chapter. They are mainly used to determine the basic wave characteristics such
as wavelength and frequency. However, the observed DDWs often have a strongly
nonlinear character and comprise transient phenomena as splitting or merging wave
fronts. For the description of such features, the aforementioned methods are only
suitable to a limited extent. Thus, the concept of the analytic signal is used within
the context of this this, which leads to the deﬁnition of instantaneous wave attributes
like phase or instantaneous frequency. These quantities ﬁnally allow to investigate
the waves on diﬀerent, individually chosen time scales. Consequently, an analysis
workﬂow, based on the analytic signal, is developed that reconstructs the complete
spatio-temporal structure of the waves.
3.1 Dusty Plasma in the IMPF-K2 Chamber
The dusty plasma is generated in a low-temperature, low-density parallel-plate rf
discharge, called IMPF-K2. It is a modiﬁcation of the chamber prototype from
the International Microgravity Plasma Facility (IMPF), which was designed to ﬂy
aboard the ISS. It is similar to the chamber1 described in Refs. [142, 185], which
consisted of two independently operated concentric electrodes (center and ring).
Sketches of the chamber can be found in Fig. 3.1. The capacitively coupled parallel-
plate reactor consists of two transparent indium tin oxide (ITO) electrodes, which
allow optical access through the bottom and the top of the chamber but was not
used here. The electrodes are 78 mm in diameter and have a vertical gap of 30 mm.
Guard rings surround the electrodes and guarantee that the plasma production has
its maximum in the center of the discharge. The self-bias is suppressed by means
of a shunt resistor. The recipient is ﬁlled with argon as working gas. Waves are
observed at pressures of p = (5 . . . 35) Pa.
1Some of the evaluated data were recorded in this chamber. The corresponding section is noted
separately.
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Figure 3.1: (a) Side view of the IMPF-K2 chamber. Particles are illuminated by a laser
diode. The ﬁeld of view (FoV) of the high speed camera is marked with a rectangle. Both
electrodes are fed by the same rf generator operating in push-pull mode. (b) The top view
of the chamber shows the camera setup. It is mounted on a translation stage, which allows
for scans along the y-axis. (c) Sketch of the complete facility installed in the plane. Five
crew members sit at two racks to operate the experiment.
A plasma is produced by applying an rf voltage (frf = 13.56 MHz) to the elec-
trodes. Typical peak-to-peak voltages of Urf = (40 . . . 70) Vpp allow the formation
of a stable dust cloud in which waves can emerge. The generator is coupled to the
electrodes by matching networks, which match the impedances of the rf generator
and the chamber. Since the generator is operated in push-pull mode, i.e., the sig-
nals of upper and lower electrode exhibit a constant phase shift of 180◦, maximum
electric ﬁelds are realized. For a detailed discussion of the physics of rf discharges
the reader is referred to Ref. [112].
In order to generate extended dust clouds, spherical and monodisperse melamine
formaldehyde (MF) particles are injected into the chamber. This is realized by
electromagnetically agitated dust dispensers, which are similar to salt shakers. Since
dust-density waves only exist at comparably high dust densities, the dispensers have
to inject large amounts of dust. Throughout this work, particles with a diameter of
6.8 µm and 9.55 µm were used and only one size was chosen at a time. Typical dust
densities of this setup are nd ≈ 1010 m−3.
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The primary diagnostics for the observation of the dust cloud is a video micro-
scope. Its basic components are a laser and video camera. The red laser diode
(λ = 660 nm and P = 50 mW), which is expanded to a vertical sheet of paral-
lel laser light, illuminates a thin section through the center of the dust cloud, see
Fig. 3.1 (a). The scattered light from the particles is recorded at right angle by
a high-speed CMOS video camera. The chosen frame rate of 97 fps ensures that
aliasing eﬀects can be neglected since the waves have frequencies of only a few Hz.
The camera has a spatial resolution of 1200 × 1024 pixels. Diﬀerent ﬁeld of views
(FoV) were used for the analysis.
As shown in Fig. 3.1 (b) the camera setup is mounted on a movable stage together
with the illumination laser. Such an assembly is known as scanning video microscope
and allows to record excentric parallel cuts of the cloud. Furthermore, fast camera
scans at a speed of several mm/s through the dust cloud are possible and can
principally be used for a reconstruction of the three-dimensional structure of the
dust cloud.
The experiments of this thesis were exclusively performed on parabolic ﬂights
aboard a specially equipped Airbus A-300. For this purpose the plasma chamber and
all related items were integrated in a transportable facility, which can be mounted
inside the plane. An illustration of the in-ﬂight setup is shown in Fig. 3.1 (c).
The complexity of the experiment necessitates that it is operated by a total of ﬁve
persons. The data of this thesis was recorded on four successive ﬂight campaigns in
the years 2007-2010. The campaigns included three ﬂight days with 31 parabolas
each. During one parabola approximately 22 s of microgravity can be provided.
With the described setup the recorded videos were limited to a duration of 8 s.
The residual gravity in a few of the parabolas was so strong that the corresponding
measurements could not be evaluated.
An acceleration sensor monitors the mechanical accelerations of the vacuum cham-
ber for all spatial dimensions during the ﬂight with a temporal resolution of 1 kHz.
In particular, the device allows to detect any residual gravity during a parabola and
can thus be employed to investigate the correlation between mechanical forces and
dust-density waves.
Basic Properties of the Discharge
The topology of the discharge can be determined by simulations with the two-
dimensional Siglo ﬂuid code [186]. Figure 3.2 shows simulation results at p = 30 Pa
and Urf = 65 Vpp. It includes two-dimensional maps of the plasma potential φp(x, z)
[Fig. 3.2 (a)] and the electron density distribution ne(x, z) [Fig. 3.2 (b)]. Obviously,
the plasma potential is highest at the center of the discharge (Urf,max = 70 Vpp)
and decays gradually towards the electrodes and the periphery. The sheath region
comprises a strong potential drop, which results in the strongest electric ﬁelds of
the discharge. The electron density is also highest in the center (ne,max = 1.8 ×
1015 m−3). It decreases gradually to the discharge edges. This gradient causes
an ambipolar drift of the ions and is, in combination with the ambipolar electric
ﬁeld of the bulk plasma, the reason for the ion streaming discussed above. The
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Figure 3.2: Siglo simulation of the rf discharge in the IMPF-K2 chamber at p = 30 Pa
and Urf = 65 Vpp. (a) Plasma potential in Volt and (b) electron density normalized to
1015 m−3. Both quantities are highest in the discharge center, which means that ions stream
radially outwards from the center to the discharge edges. The electrodes (gray rectangles)
and guard rings (vertical bars) are admitted to the sketch for a better orientation.
simulated temperature proﬁle is almost constant between the electrodes (Te ≈ 6 eV).
However, this value is not in agreement with the measurements of Ref. [185], which
give signiﬁcantly lower temperatures of Te = (3 − 4) eV. There, it was also shown
that the temperature increases when dust is present. Ions and dust are usually
assumed to be at room temperature [56]. The OML model then yields typical
particle charges of Qd = −(17000 . . . 32000)e, depending on the particle size. Using
a model, which accounts for streaming ions [187], leads to signiﬁcantly lower charges
[Qd = −(8000 . . . 12000)e]. They are more reliable in the present situation.
The Siglo simulations did not take into account any inﬂuence of the dust particles
and are thus only a rough estimation of the plasma parameters. However, several
specialized simulations were carried out that modeled dust particles and background
plasma simultaneously [139, 141, 188, 189]. Those simulations addressed the partic-
ular geometry of the PKE chamber [47], which is quite similar to IMPF-K2, except
for smaller electrode diameters. Hence, the results of these investigations can be
transferred carefully and allow reasonable comparisons. It was found [188] that the
plasma potential in the dusty discharge decreases in the entire discharge but keeps
its spatial topology. In contrast, the electron density in the dusty discharge drops
signiﬁcantly in regions of high dust densities. This electron depletion results from
the charge competition between the dust grains. The simulations [188, 189] showed
that electrons almost disappear inside the dust cloud whereas the density remains
constant inside the void. Hence, the topology of the electron density distribution
diﬀers markedly from that obtained from Siglo simulations.
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3.2 Analysis of the Spatio-Temporal Wave
Properties
In this Section, diﬀerent techniques for the analysis of dust-density waves are intro-
duced. Each method is demonstrated by applying it to the wave ﬁeld in Fig. 3.3
(a), which was recorded at p = 30 Pa and Urf = 65 Vpp (d = 2rd = 6.84 µm). The
waves are similar to those of Fig. 2.2 (b) but cover the entire dust cloud. Moreover,
the Figure reveals another typical feature of the examined DDWs: The wave ﬁeld is
spatially disordered similar to ripple marks in the sand at shores. The wavelength
is spatially varying and bifurcations occur at positions where two wave fronts split
or merge.
For the analysis of DDWs, most of the previous investigations evaluated the dust
density itself since it can be obtained directly from the primary recorded light inten-
sity. This is due to the fact that both quantities are proportional to each other, see,
e.g., Refs. [50,51,83,190]. However, this approximation is only justiﬁed if the gran-
ularity of the particles can be neglected. To meet this requirement, the raw images
are usually blurred with a Gaussian low-pass ﬁlter. The dust density is also used
as input for the presented analysis but it should be mentioned that other quantities
contain information about the waves as well. For example, the velocity of individual
dust particles allows to determine wave frequencies and derived parameters [77].
3.2.1 Space-Time Diagram
The easiest way to determine the main wave properties is given in terms of a space-
time diagram. It transforms the intensity evolution along a selected line in the wave
ﬁeld into a two-dimensional map, where the abscissa represents the time and the
ordinate represents the spatial dimension. Since space-time diagrams can be ana-
lyzed without any complicated preprocessing they are widely used for the analysis
of DDWs [51, 80, 87, 150]. A typical example of such a diagram, compiled for the
dashed line in the wave ﬁeld of Fig. 3.3 (a), is shown in Fig. 3.3 (b). For a better
visualization, a closeup of the black rectangle is displayed in Fig. 3.3 (d). Single
wave fronts can be tracked over time as oblique lines of maximum intensity. Obvi-
ously, this spatio-temporal illustration of the waves also contains bifurcations (green
circle), which were found in the raw data as pure spatial events. In the diagram,
a wave frequency can be deﬁned very intuitively as the inverse time lag between
characteristic wave features. This can be the distance between two wave troughs
or wave crests, respectively, as illustrated in Fig. 3.3 (d) by a red horizontal bar.
The wavelength is measured analogously by corresponding distances parallel to the
abscissa (blue vertical bar) and the phase velocity can be detected as the slope of a
tangent to the wave fronts (oblique orange line). The presented diagram reveals that
the frequency (and also the wavelength) for a ﬁxed spatial position is temporally
almost constant, except for positions in the vicinity of a bifurcation. There, the
frequency changes dramatically for a short time.
Unfortunately, these events cannot be analyzed precisely in space-time diagrams
since they are restricted to the chosen line. In addition, the diagrams yield erroneous
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Figure 3.3: (a) Blurred raw image of a typical wave ﬁeld under microgravity conditions.
The waves propagate radially outwards from the void to the discharge edges. A bifurcation
of two merging or splitting wave fronts can be observed in the white square. It is called a
topological defect. (b) Space-time diagram for the dashed line in the wave ﬁeld. (c) Phase
map of the wave ﬁeld. It clearly resembles the raw data and depicts wave activity in regions
of low dust density, which is not detected visually in the raw data. (d) Closeup of the space-
time diagram. The bars indicate wavelength (vertical bar), wave period (horizontal bar)
and phase velocity (oblique line). (Adapted from Appendix B.3)
wave properties if this line does not coincide with the direction of wave propagation.
In the presented example this leads to too large wavelengths near the void. As a
consequence, space-diagrams are mainly used for the analysis of systems with one
preferred direction as in the sheath of rf discharges, see, e.g., Ref. [80].
3.2.2 Fourier Analysis
The most obvious method to investigate the frequency content of the waves in more
detail is a spectral analysis by means of a Fast Fourier Transform (FFT). A typical
power spectrum is shown in Fig. 3.4 (d). It was determined for the time series in
Fig. 3.4 (a), which was recorded at the center of the white square in Fig. 3.3 (a).
It consists of a dominant peak at f ≈ 8.7 Hz and a slightly asymmetric sideband
structure.
The FFT represents a standard technique within the context of wave analysis and
was applied to DDWs in numerous works [51, 78, 89, 150, 190]. Since the intensity
is recorded at each position of the camera sensor, one obtains two-dimensional fre-
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Figure 3.4: (a) Sample time series of the zero-mean dust-density evolution nd(t). The
envelope function E(t) is marked by a dashed line. (b) Corresponding instantaneous phase
evolution φi(t). (c) Corresponding instantaneous frequency fi(t). (d) Power spectrum. (e)
Analytic signal A(t) in the complex plane. (Panels (a)-(c) adapted from Appendix B.3)
quency distributions [150]. The method is also feasible to examine the behavior of
higher harmonics in the signal. Recently, this information was used to analyze the
development of nonlinearity at the onset of wave motion [89]. The FFT can be fur-
ther used to determine the dispersion relation of the self-excited waves directly, i.e.,
without synchronizing with an external signal, if the Fourier transform is performed
in the space and in the time domain simultaneously [190].
Although the Fourier analysis oﬀers a lot of advantages, it is not able to describe
the spatio-temporal behavior of the waves and, in particular, that of the bifurcations
adequately. This is due to the fact that the FFT is an integrating technique with
a time-averaging character. Signals that include transient phenomena with a tem-
porally varying frequency exhibit broad spectra. Consequently, the identiﬁcation of
the wave frequency as the maximum peak in the spectrum, as widely used, is not
reasonable for the examined nonlinear DDWs. Even a reﬁned deﬁnition using the
weighted spectral intensity [150] is not suitable to capture all features of the waves.
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3.2.3 Analytic Signal
It was described in Sec. 3.2.1 that the space time diagram is, in principle, able
to resolve the spatio-temporal behavior of the dust-density waves. Nevertheless, it
only provides information for one spatial dimension. The Fourier analysis allows to
evaluate the frequency content of the waves at each position of the wave ﬁeld but is
not able to describe transient phenomena. A possibility to combine both aspects is
given by the analytic signal. So far this concept was not applied within the context
of dusty plasmas and should thus be introduced in the following. The derived wave
attributes will be described in detail.
The analytic signal at an arbitrary position (x, z) in the wave ﬁeld reads
A(t) = nd(x, z, t) + i · nˆd(x, z, t) (3.1)
and is an expansion of the original time series nd(x, z, t) into the complex plane.
It was ﬁrst introduced by Gabor [191]. The imaginary part nˆd(x, z, t) of the new
signal is determined by shifting the original time series nd(x, z, t) by T/4, i.e., a quar-
ter of the wave period. Mathematically, this operation is called Hilbert transform
H{nd(x, z, t)} and is deﬁned as
nˆd(x, z, t) = H{nd(x, z, t)} = 1
pi
∫ +∞
−∞
nd(x, z, τ)
t− τ dτ. (3.2)
The integral corresponds to a convolution of nd(x, z, t) with (pit)−1 and discards the
negative frequency components from the spectrum, which are included in any real-
valued signal. The Hilbert transform represents a standard technique in digital signal
processing since it allows to derive modulation techniques [192]. The analytic signal
can be interpreted as a vector that rotates in the complex plane. It is then better
expressed by an angle, the so-called instantaneous phase φi(t), and a corresponding
length, the so-called envelope function E(t). Both quantities can be calculated from
the original components of A(t) by rewriting it using Euler's notation as A(x, z, t) =
E(x, z, t) · exp [i · φ(x, z, t)]. Hence, one obtains
E(x, z, t) =
[
nd(x, z, t)
2 + nˆd(x, z, t)
2
]1/2 (3.3)
and
φi(x, z, t) = atan2 [nˆd(x, z, t), nd(x, z, t)] . (3.4)
There, the function atan2 is a variation of arctan(nˆd/nd) that measures the angle
of a vector for the full range −pi < φi < pi.
The analytic signal of the sample time series in the complex plane is illustrated
in Fig. 3.4 (e). It rotates (counterclockwise) around the origin, except for a distinct
time step, where the trajectory intersects itself. Since the length of the vector also
represents the amplitude of the time series, it is added in Fig. 3.4 (a) as a dashed line.
One clearly sees that the amplitude is strongly modulated: The modulation within
one period results from nonlinearity and the modulation on a larger time scale is due
to non-stationarity. The evolution of the corresponding unwrapped instantaneous
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phase2 is shown in Fig. 3.4 (b). It increases monotonically but deviates slightly from
a linear function due to nonlinearity. This means, however, that the analytic signal
does not rotate at a constant velocity and the well-known deﬁnition of the angular
frequency, ω = (2pi)/T , where T is the oscillation period, does not hold for the
depicted time series. This leads to a modiﬁed deﬁnition, which accounts for such a
nonlinear temporal behavior. It reads
ωi(x, z, t) =
∂φi(x, z, t
′)
∂t′
∣∣∣∣
t′=t
(3.5)
and is called instantaneous angular frequency3. The corresponding evolution is
shown in Fig. 3.4 (c). Here, the ﬂuctuations due to nonlinearity are even more
pronounced than in the amplitude and phase evolution. Since phase and frequency
are determined for each time step of the originally recorded dust density, their
temporal resolution coincides with the frame rate of the camera.
Due to the fact that the wave attributes are aﬀected by temporal modulations
on diﬀerent time scales, it is useful to average the instantaneous frequency over a
carefully selected time interval ∆T depending on the speciﬁc purpose of the data
analysis. No averaging gives the instantaneous properties of the wave. Averaging
over a complete wave period (≈ 1020 frames) discards eﬀects of nonlinearity and
improves the signal-to-noise ratio. The resulting frequency then matches the inverse
time lag between characteristic wave features, i.e., the frequency deﬁnition for space-
time diagrams. Averaging over several wave periods (> 100 frames) yields global
wave properties and corresponds to a time averaged frequency of the space-time
diagram. This variant is used to deﬁne a time-independent frequency for each spot in
the wave ﬁeld as fm(x, z) = 〈fi(x, z, t)〉∆T , which corresponds to a spatial frequency
distribution.
3.2.4 Defect Detection
The most prominent feature in the analyzed time series of Fig. 3.4 (a) is found at
t ≈ 0.3 s. There, the amplitude of the signal almost vanishes. At the same time step,
the phase suddenly jumps and the instantaneous frequency increases drastically.
This special event is known as phase or topological defect or simply as dislocation.
The inﬂuence of these defects on the global frequency distribution is addressed in
Sec. 4.3. It is found that defects are no pure temporal features, which appear in
dust-density evolution. They are rather spatio-temporal events and coincide with
the above mentioned bifurcations in the wave ﬁelds.
The instantaneous phase of Eq. (3.4) can be used to reconstruct the recorded two-
dimensional sections through the dust cloud. Figure 3.3(c) shows the phase map of
the raw image of Fig. 3.3 (a). It clearly resembles the wave ﬁeld and consequently
2Note, that two deﬁnitions of the instantaneous phase are common: The wrapped phase ac-
counts for the rotation in the complex plane and is restricted to the interval φi ∈ [0, 2pi). The
unwrapped phase is not restricted and thus has no 2pi-periodicity.
3In the literature, instantaneous angular frequency and instantaneous frequency are often used
synonymously, although the latter is deﬁned as fi = ωi/(2pi).
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Figure 3.5: (a) The spatial phase information in the vicinity of a defect. Two paths,
according to Eq. (3.6), are drawn. One path (Γ1) is located on a wave front and the other
one (Γ2) encircles a defect. Only the latter contributes to the topological charge. (b)
Topological charge density cd(x, z), according to Eq. (3.7), for the same image. (Adapted
from Appendix B.3)
includes also the position of all occurring topological defects. Other methods have
been introduced that also determine the phase at a high temporal resolution, either
within the context of dusty plasmas [80] or in other ﬁelds [8]. Nevertheless, those
approaches include comparably complicated calculations and the evaluated time
series are subject to strict requirements. The defect positions can be extracted from
the phase map with the aid of the topological charge
c(x, z, t) =
1
2pi
∮
Γ
~∇φi(x, z, t) · d~l, (3.6)
which was originally established by Nye and Berry [193] for the analysis of singulari-
ties in ultrasonic waves. It was subsequently applied in numerous studies [8,194196].
The deﬁnition is in analogy to the Burgers vector that characterizes defects in solids
and is well known in crystallography [197]. In Eq. (3.6), inﬁnitesimal phase diﬀer-
ences ~∇φi are summed up along a closed path Γ. Consequently, only those paths
contribute to the topological charge which encircle a defect. The method is illus-
trated in Fig. 3.5 (a), which shows a closeup of Fig. 3.3 (c) in the vicinity of a defect,
marked by a black square. Two paths are drawn. Path Γ1 has its center on a wave
front. The other path, Γ2, has its center on a defect. Thus only the charge that is
assigned to Γ2 diﬀers from zero.
Applying Stokes's theorem on Eq. (3.6) allows to further deﬁne the topological
charge density as [198]
cd(x, z, t) =
1
2pi
[
~∇× ~∇φi(x, z, t)
]
. (3.7)
This conversion allows to determine the topological charge with a signiﬁcant reduc-
tion of computation time. The result for the phase map in Fig. 3.5 (a) is shown in
Fig. 3.5 (b). Since the vector ﬁeld ~∇φi was initially blurred with a Gaussian ﬁlter
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the resulting proﬁles of cd(x, z, t) are very smooth. The charge that is assigned to a
defect is given by the sum of all corresponding pixels. It takes values of +1 or −1,
where the sign is given by the sense of rotation of the phase. In principle defects of
higher order, i.e., higher integers, are possible, if three or more wave fronts merge
into a single one. This was not observed in the analyzed wave ﬁelds.
For the actual detection of a topological defect, standard particle detection algo-
rithms [61, 199] can be applied to the calculated charge density maps. They work
with a high accuracy since the defects are several interparticle distances from each
other apart and the charge density of a defect is almost Gaussian distributed.
3.3 Concluding Remarks
In this thesis, dust-density waves were observed in the IMPF-K2 chamber, a capac-
itively coupled rf reactor. The speciﬁc experiment parameters, at which DDWs can
be observed, are similar to those of previous investigations in rf discharges [55, 56].
Since the experiments were carried out under microgravity on parabolic ﬂights, the
number of recorded video sequences and the length of each video were limited. The
basic topology of the discharge was characterized with the aid of a Siglo simulation,
which estimated the plasma potential and electron density proﬁles. Although other
simulations, which included dust particles as additional species, revealed that the
discharge parameters change signiﬁcantly, if dust is present, the Siglo simulation
allowed to explain the appearance of streaming ions, which are made responsible to
excite the waves.
For the analysis of the observed waves, a large number of mathematical methods
exist. Within the context of dusty plasmas, the space-time diagram and the Fourier
analysis are the most common ones. Further approaches have been used in previous
works, as for example the singular value decomposition [76] or a phase sensitive
method, described in Ref. [80]. They also provide useful information on the wave
characteristics but cannot be further described here.
The DDWs in extended three-dimensional dust clouds comprise a very complicated
spatio-temporal behavior, covered by transient phenomena like topological defects.
In this case, the Fourier analysis is not able to describe the waves adequately since
it has a time-averaging character. Such description is generally possible with the
space-time diagram. However, detailed conclusions concerning the defect behavior
cannot be drawn either since the temporal resolution of the diagrams is of the order
of a wave period. Moreover, the diagram is suitable for one-dimensional processes
only.
Consequently, it is necessary to expand the group of well-established techniques.
For this purpose, the Hilbert transform has been introduced as a complementary
method. It expands the measured time series into the complex plane, generating
the so-called analytic signal. This concept is widely used in various diﬀerent re-
search ﬁelds, such as physiology, biology and nonlinear dynamics [9] but has not
been applied to dust-density waves so far. Its main advantage is that it facilitates
to investigate the waves on individually chosen time scales similar to the Wavelet
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Figure 3.6: Schematic of the developed analysis workﬂow, which is based on the analytic
signal.
transform, which also allows an adaptive control of the temporal resolution. Within
the context of this thesis, a workﬂow has been developed, which is based on the
analytic signal and captures the complete spatio-temporal behavior of the DDWs.
The schematic of Fig. 3.6 summarizes the corresponding steps.
The analytic signal allows to derive instantaneous wave properties, as, e.g., the
envelope function or the phase of a wave. Here, instantaneous means that the
temporal resolution of each of this quantities coincides with the frame rate of the
camera. The spatial resolution is given by the resolution of the camera sensor. The
instantaneous phase information can be used to reconstruct the wave ﬁeld at each
time step. This in turn leads to a very accurate detection of the defects by means
of the topological charge.
The analysis further provides mean wave properties if the instantaneous quantities
are averaged over a suﬃciently long time interval: Averaging over one wave period
discards any nonlinear features and choosing a time interval of several wave periods
suppresses eﬀects from non-stationary situations. This is of interest for the mean
frequency since the method allows to compile the global frequency content of a
wave ﬁeld. However, this deﬁnition of a wave frequency is not unambiguous and
other approaches are possible. The most intuitive one concerns the counting of
characteristic wave features as, e.g., wave crests or troughs, and the subsequent
averaging over an appropriate time interval. This method can be applied to space-
time diagrams or the original time series. Nevertheless, this deﬁnition coincides with
that of an averaged instantaneous frequency and was not used in this work since the
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numerical eﬀort is comparably high.
The Fourier analysis also allows the deﬁnition of a mean frequency, commonly
given by the maximum peak of the spectrum. This approach is restricted to one
spectral component and disregards the information of other components. It is thus
less reliable than the averaged instantaneous frequency. Moreover, the spectra of the
conducted experiments have a rather poor resolution due to the limited recording
time during the parabolas. For a critical discussion of the complex problem of a
frequency deﬁnition the interested reader is referred to further literature as, e.g.,
the comprehensive articles of Refs. [200,201].
In the following Chapter the spatial frequency distribution of the waves and the
spatio-temporal behavior of the defects, which are both analyzed using the analytic
signal, are ﬁrst investigated separately and afterwards the relationship between the
results is discussed.
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4 Self-Excited Dust-Density
Waves Under Microgravity
The presented examples of dust-density wave ﬁelds under microgravity conditions
comprised a complicated wave pattern, especially due to the amount of topological
defects. At the beginning of this Chapter it is shown that DDWs exist that contain
almost no such defects. These waves exhibit a strong spatial coherence and allow to
reconstruct the three-dimensional structure of the dust cloud. In order to investigate
the diﬀerences between the coherent and incoherent wave states, the frequency con-
tent of the wave ﬁelds is analyzed using the previously introduced methods. It turns
out that the frequency distribution of the incoherent waves is spatially not constant.
Instead, regions of diﬀerent but almost constant frequency occur, so-called frequency
clusters. This observation is new within the context of dusty plasmas. Since the
investigated wave states diﬀer in particular in the amount of appearing defects, a
detailed study of the spatio-temporal behavior of the defects is performed. It reveals
that the defects appear at the boundaries between adjacent clusters and, moreover,
that DDWs show similarities with relaxation oscillators.
4.1 Global Wave Structure
In this Section the global structure of dust-density wave ﬁelds is investigated. For
this purpose, the recorded sections through the dust clouds are analyzed. The
problem of how far the evaluated two-dimensional information is representative for
the behavior of the waves is clariﬁed by means of a reconstruction of the three-
dimensional wave using the scanning video microscope.
Wave States
A ﬁrst insight into the global behavior of the DDWs is gained from a direct look at
single video frames. Two examples1 are shown in Figs. 4.1 (a) and (b), recorded at
Urf = 70 Vpp for particles with a diameter of d = 6.8 µm and at gas pressures of
p = 15 Pa and p = 30 Pa, respectively. In both cases, the waves propagate radially
outwards from the void boundary, as expected. The ﬁrst wave ﬁeld exhibits a very
high spatial and temporal coherence. It shows no defect structures. The spatial
coherence perpendicular to the wave propagation is even so strong that the wave
1The DDWs in this Sections were recorded during the parabolic ﬂight campaign 2007, i.e., in
the IMPF-K chamber and not in the IMPF-K2 chamber. The ring electrode was biased at
Urf = 50 Vpp.
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Figure 4.1: Speciﬁc states of dust-density wave ﬁelds. (a) Coherent situation and (b)
polychrome situation. The large particles in the dust cloud periphery in both ﬁgures are
dust agglomerates. (c) Power spectrum of the coherent wave ﬁeld and (d) power spectrum
of the polychrome wave ﬁeld. (Adapted from Appendix B.1)
fronts in the upper and lower part of the cloud are correlated to each other over the
dust free region in the equatorial plane. A similar behavior is found in the wave
ﬁeld of Fig. 3.3 (a). There, the wave fronts seem to be connected beyond a region of
low dust density in the vicinity of the void boundary, in which no wave activity can
be observed visually. In this example another advantage of the phase map becomes
obvious as it clearly depicts that the wave fronts are indeed connected [see Fig. 3.3
(c)]. The second wave ﬁeld in Fig. 4.1 (b) shows a completely diﬀerent situation:
A defect structure is clearly visible. Single wave fronts split or merge at various
positions in the wave ﬁeld. Since the defects obviously diminish the coherence
in the system, the total number of defects can be interpreted as a measure for the
coherence. This is similar to Ref. [8], where the defects were introduced as a measure
of disorder.
The diﬀerence between the exposed wave ﬁelds is even more pronounced in their
Fourier spectra. Figure 4.1(c) shows a typical power spectrum inside the coherent
waves. Only one sharp peak exists at f = 5.9 Hz. Moreover, the shape of this spec-
trum is similar for all locations in the dust cloud and the corresponding frequency of
the maximum peak deviates only by a few tenths percent from the mean of the entire
wave ﬁeld. The spectrum of the second wave ﬁeld in Fig. 4.1 (d) diﬀers signiﬁcantly
from the ﬁrst case: It is broadband and consists of multiple peaks. This implies
that the number of wave fronts that passes a ﬁxed point per time varies temporally,
which means that the temporal coherence is low. Furthermore, the frequency of the
maximum peak deviates much stronger over the dust cloud.
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Figure 4.2: Octant of a reconstructed three-dimensional dust-density wave ﬁeld obtained
from a camera scan through the dust cloud. The recorded images lie in the xz-plane. The
scan was performed along the y-axis. Potential irregularities are due to ﬂuctuations of
residual gravity. (Adapted from Appendix B.1)
Three-Dimensional Structure
As mentioned above, the dust-density waves exhibit an extended three-dimensional
structure. In order to verify that the two-dimensional diagnostics provides repre-
sentative data, it is necessary to get a general idea of this structure. Although
there are several methods, which allow to detect three-dimensional particle posi-
tions [202206], none of them could be applied on dust-density waves so far due
to the high dust density inside the wave crests. In addition the observed volumes
were very small, including at most one wavelength, which prevents the analysis of
extended wave ﬁelds.
However, the existing scanning video microscope, which was introduced in Sec. 3.1,
allows camera scans through the dust cloud perpendicular to the recorded sections.
This in turn can be used in combination with the high global coherence of some
of the waves to reconstruct a still image of a three-dimensional wave ﬁeld. Since
a successful reconstruction assumes a high degree of coherence, ﬁrst a correlation
analysis between diﬀerent locations in the wave ﬁeld is performed to assure this re-
quirement. Afterwards, the images with a constant phase relation to each other are
selected from a complete sequence recorded during a scan. This means that the time
lag ∆T = n/frec between two chosen frames is an integer multiple of the reciprocal
reconstruction frequency frec, which is identiﬁed as the maximum of a spectrum
taken during a scan. Since the velocity of the translation stage (v = 3.15 mm/s) is
of the order of the phase velocity of the waves, the reconstruction frequency does not
coincide with the frequency of the waves but is Doppler-shifted to a higher value.
After the images have been selected they are combined to a three-dimensional data
set since they can be treated as if they were recorded at the same time. The diﬀerent
spatial resolutions along the spatial axes are adjusted by linear interpolation. The
result of a reconstruction can be seen in Fig. 4.2. For a better illustration only one
octant of the dust cloud is shown. The scan was performed along the y-axis and the
recorded images lie in the xz-plane. The reconstruction clearly reveals the shape
of single wave fronts, which concentrically surround the void. It substantiates the
presumption of a rotational symmetry. Hence, the realized reconstructions allow the
33
4 Self-Excited Dust-Density Waves Under Microgravity
conclusion that the recorded two-dimensional sections through the dust cloud are
representative in the sense that the wave ﬁeld has no preferred direction. Neverthe-
less the presented method is not able to describe transient wave phenomena since
they would inevitably break the rotational symmetry of the dust cloud.
4.2 Frequency Distributions of the Waves
The last Section showed that, according to the discharge parameters, the waves
show diﬀerent behaviors: They reside either in a coherent state or in a polychrome
state. The diﬀerences become especially apparent in the Fourier spectra. In this
Section the spatial frequency content of the wave ﬁelds is determined in order to
investigate the wave states in more detail and ﬁnd hints for a possible explanation of
their appearance. For this purpose, the developed procedure, which is based on the
analytic signal, is applied to the waves. Since the waves are found in the polychrome
wave state in the majority of measurements, this state is examined ﬁrst.
Frequency Clusters
The schematic of the workﬂow in Fig. 3.6 shows that the analytic signal leads to
a time-averaged spatial frequency distribution fm(x, z). For the exposed measure-
ments the time series are averaged over 1020 wave periods. The distribution for
the wave ﬁeld in Fig. 3.3 (a) is shown in Fig. 4.3 (a). Suprisingly, the frequency is
not spatially constant but decreases from the void boundary to the discharge edges,
i.e., the waves propagate from higher to lower frequencies. This result cannot be
understood within Huygens' linear wave model. There, one would expect that the
wavelength adjusts to any parameter variations in system and the frequency remains
constant. The obtained distribution is even more remarkable since the frequency de-
cay is not continuous, which might have been expected from the fact that the plasma
parameters vary gradually, as was shown in Fig. 3.2. Instead, regions of almost con-
stant frequency form, which are separated by boundaries of abrupt frequency jumps.
These distinct domains are called frequency cluster or frequency cells. The largest
clusters in the exposed example have frequencies of f1 = 5.2 Hz, f2 = 7.8 Hz and
f3 = 8.6 Hz. The eﬀect of frequency clustering has been observed in dust-density
waves for the ﬁrst time within the scope of this thesis. Only a few experimental
studies in other systems were reported previously. This applies for vortex streets
behind cylinders, where the shedding frequency was found to vary stepwise with wa-
ter height although the stream velocity decreases gradually [207,208]. Furthermore,
it was shown that sections of the small intestine of mammalians agree on a common
oscillation frequency [209,210]. Both cases treated purely one-dimensional systems.
As explained in Sec. 3.3, space-time diagrams also allow to determine wave fre-
quencies and can be used in principle to determine spatial frequency distributions.
Corresponding results are described in Appendix B.3. They also suggest the for-
mation of clusters. However, the analysis cannot resolve ﬁne structures and is not
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Figure 4.3: (a) Frequency distribution for the wave ﬁeld of Fig. 3.3 (a), obtained from
the time-averaged instantaneous frequency. Clusters of constant frequency form. They
are separated by distinct frequency jumps at the boundaries. Topological defects (black
dots) occur almost exclusively at these locations. (b) The spatial standard deviation of the
frequency distribution shows that almost no variation is found inside the clusters. Pixels
with no wave activity were removed from both maps. (Adapted from Appendix B.3)
able to provide a two-dimensional distribution as obtained from the analytic signal.
Nevertheless, this complementary method substantiates the described ﬁnding.
To further verify the idea of frequency clustering, the standard deviation of the
spatial frequency variations is calculated in a (5× 5) vicinity at each position in the
wave ﬁeld. The resulting map is displayed in Fig. 4.3 (b). It reveals well-deﬁned
cluster boundaries at locations where the standard deviation is suﬃciently large. In
contrast only small deviations are found inside the clusters. The cluster boundaries
can be obtained in a similar way by using the so-called eﬀective diﬀusion coeﬃcient
as introduced in Ref. [211].
Comparison With Numerical Simulations
Besides experimental studies, there are several numerical investigations of frequency
clusters. They examined the inﬂuence of varying system parameters on the cluster
behavior. In the following, these simulations are brieﬂy introduced and their results
are compared with the measurements of dust-density waves.
Interestingly, all of the numerical investigations contain the same basic ingre-
dients, namely a network of mutually coupled self-sustained nonlinear oscillators,
which is subject to a spatial dispersion of natural frequencies. The simulations
mainly diﬀer in the choice of the distinct oscillator. They cover van-der-Pol oscilla-
tors [208,210,212214], circle maps [215], Rössler oscillators [216], Ginzburg-Landau
systems [211, 217219] and Luo-Rudy heart cells [220]. A review on most of these
works can be found in Ref. [221]. The investigations yielded three tendencies con-
cerning the dependence of the cluster size on the variation of system parameters:
The cluster size, i.e., the number of corresponding oscillators, increases with the
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Figure 4.4: (a) Frequency distribution for the wave ﬁeld of Fig. 4.1 (a), obtained from
the time-averaged instantaneous frequency. The distribution comprises one large cluster.
Topological defects are marked by black dots. (b) Spatial standard deviation of the fre-
quency distribution. Pixels with no wave activity were removed from both maps. (Adapted
from Appendix B.2)
coupling strength [210212,217,218] or with the degree of nonlinearity [217,218] or
if the gradient of natural frequencies decreases [217,218].
In order to ﬁnd hints for these tendencies in the experimentally observed dust-
density waves, the presented frequency distribution is compared with the distribu-
tion of the highly coherent waves of Fig. 4.1 (a). The compiled frequency map and
the corresponding map of standard deviations are shown in Figs. 4.4 (a) and (b).
They reveal a signiﬁcantly diﬀerent topology in that the wave ﬁeld consists of one
large cluster with only few rather small embedded cells. This result could already
be expected from the fact that the maximum peak of the power spectra varied only
slightly over the entire wave ﬁeld, as mentioned in Section 4.1.
The degree of nonlinearity is estimated for both wave ﬁelds. It can be identiﬁed
as the asymmetry of the zero-mean dust-density evolution with respect to the time
axis, averaged over all positions in the cloud where a suﬃciently high wave activity
is detected. This asymmetry is determined from the ratio of signal maxima to
signal minima. The given deﬁnition is reasonable since it describes the deviation
of a signal from a sinusoidal function, which would result in a value of 1. The
analysis shows that the coherent wave ﬁeld has a markedly larger asymmetry (1.62)
as the polychrome wave ﬁeld (1.42). This agrees with the aforementioned simulations
because the wave ﬁeld with smaller clusters reveals a lower degree of nonlinearity.
Moreover, an analysis of the dust-density distribution, as described in Ap-
pendix B.3, disclosed that the dust density decreases gradually from the void to
the discharge edges in each measurement. Since the frequency distribution shows a
similar decrease except for the clustering this observation allows to identify the
natural frequencies in the systems in ﬁrst approximation with the local dust density.
A comparison between the exposed situations showed that the density gradients in
the coherent wave ﬁeld are 2-3 times lower than for the polychrome waves. This
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leads to the conclusion that the cluster size increases with a decreasing gradient of
the natural frequency, as was found in the numerical simulations.
The inﬂuence of the coupling strength on the clusters size is not investigated since
the coupling cannot be varied externally in a controlled manner in ﬂuid dust clouds.
4.3 Topological Defects
The appearance of topological defects results in incoherent wave ﬁelds that comprise
frequency clusters. In contrast, wave ﬁelds without defects consist of one cluster
and are consequently monochromatic. In this Section the inﬂuence of defects on
the cluster formation is investigated in more detail. For this purpose, the spatio-
temporal behavior of the defects is studied and the phase and frequency evolutions
at the cluster boundaries are analyzed.
Spatio-Temporal Behavior of Defects
The defect positions inside the dust cloud are determined by using the topological
charge density as introduced in Sec. 3.2. Their temporal evolution can be obtained
from suitable particle tracking algorithms, see Ref. [199]. The analysis shows that
the defects neither rest at a ﬁxed position in the dust cloud nor move together with
the 'underlying' wave ﬁeld. Instead, they move with 7090% of the local phase
velocity. Moreover, videos of the phase maps reveal that, at a bifurcation, the
wave front that lags behind in moving direction is ruptured and caught up by the
subsequent front. This in turn causes a new rupture and so forth. In accordance
to previous investigations [195, 222], the defect velocity is split into a part that is
perpendicular to the local phase velocity (climb motion) and an additional parallel
part (glide motion). It is found that in most measurements, the glide motion exceeds
the climb motion. The diﬀerence between defect velocity and wave velocity can be
explained by the fact that a defect represents a spot of vanishing amplitude in the
wave ﬁeld. Thus, a defect results as a consequence of destructively interfering waves
and it is therefore reasonable that the defect moves with the local group rather than
the phase velocity.
The investigations also reveal that the defects often occur not isolated but they
move together as pairs of opposite topological charge. The lateral distance between
both defects can almost reach the height of the wave ﬁeld. In Fig. 4.5 (a) such a
pair is followed over ten successive frames. The lag between two steps is given by
the frame rate of the camera as approximately 0.01 s. Two typical features can be
seen in the sequence. In frame III, an additional pair of defects is created, which
results in four defects of alternating charge. These pairs move together until the
lower one annihilates at frame VII and the upper pair at frame X. This behavior is
well known from other systems that contain defects, as for example ethanol-water
mixtures [8] or inclined ﬂuid layers [195].
To investigate the relationship between the occurrence of defects and the formation
of frequency clusters, ﬁrst, the defect positions in the frequency distributions are
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Figure 4.5: (a) Motion of a defect pair with opposite topological charge. An additional
pair is created in frame III, resulting in four defects of alternating charge. The lower pair
is annihilated in frame VII and the upper one in frame X. The colorbar is the same as in
Fig. 3.5 (b). (b) Temporal evolution of the phase diﬀerence ∆φ(t) = φ(t) − φ¯(t) (circles)
at a cluster boundary. Parabolic functions were piecewise ﬁtted to the data (straight line).
(c) Frequency diﬀerence ∆ω(t) derived from the temporal derivative of the ﬁtted curve.
Two diﬀerent time scales are obvious. A slow evolution between two defects and a fast
evolution when a defect occurs. (Adapted from Appendix B.2)
examined. The inﬂuence of the spatio-temporal evolution of individual defects on
the cluster formation is discussed afterwards. In Figs. 4.3(a) and 4.4(a), each defect
that appeared in the analyzed video sequence, is plotted on top of the determined
frequency map. Obviously, the defects occur almost exclusively at the boundaries
between two adjacent clusters. Only at the void boundary and the cloud edges,
a high amount of defects can be observed. Hence, it stands to reason to make the
defects responsible not only for a wavelength matching but also for the establishment
of abrupt frequency jumps in the frequency distributions.
Similar results were also found in the aforementioned simulations. There, the de-
fect occurred periodically and the step height between the clusters was proportional
to the repetition rate [217]. However, this periodicity cannot be expected in the case
of dust-density waves. This is due to the fact that waves are characterized by their
three-dimensional topology and the clusters are three-dimensional objects, which are
surrounded by boundary surfaces rather than lines. The defects occur on these sur-
faces along so-called nodal lines [196] and can enter or leave the plane of observation
randomly. Hence, not all defects that form a cluster can be detected. Furthermore,
temporal variations of the system parameters and noise lead to a broadening of the
cluster boundaries [211], which causes that the defects do not appear repeatedly at
the same position. An indication for this behavior in the measurements is the fact
that some tracked defects suddenly disappear for one or two frames.
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Phase Evolution at the Cluster Boundaries
The detection of the defects and the tracking of their motion allowed to investi-
gate the relationship between defects and clusters. However, the analysis does not
provide information on the defects at a microscopic level. For this purpose, the tem-
poral evolutions of the instantaneous phase and frequency are investigated directly.
Both quantities reveal signiﬁcant variations from linear functions only at the cluster
boundaries. The phase evolution can be studied even better if the phase diﬀerence,
deﬁned as ∆φ(t) = φi(t) − φ¯(t), is examined. There, the averaged phase evolution
φ¯(t), determined from a linear ﬁt, is subtracted from the instantaneous phase φi(t)
in order to elucidate the evolution on a smaller time scale. An example is displayed
in Fig. 4.5 (b), indicated by circles. It shows a periodic pattern, in which three
defects occur, each indicated by an abrupt phase changes. Since ∆φ(t) is governed
by ﬂuctuations in between two defect events due to the nonlinear wave character,
parabolic functions are ﬁtted piecewise to the data (solid line). A diﬀerentiation
of this curve translates the phase diﬀerence into a frequency diﬀerence ∆ω(t). The
resulting time series is displayed in Fig. 4.5 (c). It reveals a sawtooth-like evolu-
tion, i.e., a linear decrease followed by a sudden increase. This implies that the
interference phenomenon that leads to the appearance of topological defects has a
nonlinear character, which is a typical feature of relaxation oscillators. In the linear
case, a sinusoidal ﬂuctuation of the frequency around its mean would be expected.
Other measurements showed phase evolutions with opposite slope and an opposite
sign of the phase jump. However, the presented example is typical in that it reveals
an alternating linear and parabolic phase evolution on two markedly diﬀerent time
scales.
4.4 Discussion
In this Chapter, extended dust-density wave ﬁelds under microgravity conditions
were investigated experimentally. In Sec. 4.1 it was shown that the waves can be
found either in a highly coherent and almost monochromatic state or in polychro-
matic state, which reveals broad spectra and the occurrence of topological defects.
The high coherence was used to reconstruct a still image of the three-dimensional
wave ﬁeld with scanning video microscopy, which comprised a rotational symmetry
of the wave ﬁeld. The method shows therefore that the recorded two-dimensional
data sets have a representative character. A reconstruction of waves that contain
defect structures, which would inevitably break the symmetry, is not possible with
the presented technique since such waves have no time-independent phase relation.
Due to signiﬁcant diﬀerences in the Fourier spectra of the wave states the fre-
quency content of the DDWs was analyzed in detail using the analytic signal and
derived quantities. The analysis revealed the formation of frequency clusters, which
was unexpected. As mentioned above, this ﬁnding is not compatible with linear
wave theories, where the frequency is constant over the entire wave ﬁeld. This can
be understood in terms of conservation of wave crests, which holds only for linear
waves [1, 4]. It states that the number of wave fronts that enter a region in the
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Figure 4.6: Illustration of the conservation of wave crests. The averaged temporal rate, at
which wave fronts enter a region in the wave ﬁeld (left side of the rectangle) must coincide
with the rate, at which they leave this region (right side of the rectangle). Otherwise,
wave fronts have to be created or annihilated. This is not possible for linear waves. (From
Ref. [4])
wave ﬁeld per unit time must coincide with the number of wave fronts that leave
this region per unit time, see Fig. 4.6. Consequently, frequency variations are only
possible if the number of crests is not conserved and wave fronts are added to or
removed from the system, i.e., if a topological defect occurs. The observation of
frequency clusters in dust-density waves was not reported so far. However, Pilch et
al. [150] presented an analysis of the spatial frequency content of DDWs in small
dust clouds of anodic plasmas. They found that the frequency of self-excited waves
decays gradually. Separated regions of diﬀerent but constant frequency were ob-
served when the waves are synchronized with an external driver. In contrast to the
presented situation, this behavior was explained by a synchronization of the waves
with higher harmonics or subharmonics of the driving frequency.
Besides dust-density waves, frequency clusters were found in few other experimen-
tal investigations of one-dimensional systems. The work of Ref. [208] showed similar
results concerning the frequency variations within one cluster and between adjacent
clusters. Furthermore, a comparison between the frequency distributions of the dif-
ferent wave states revealed similarities with numerical studies of mutually coupled
nonlinear oscillators in that the cluster sizes depend on the degree of nonlinearity
and the spatial topology of a system parameter. Besides the adjustment of their
frequencies, the simulations further showed that the oscillators adjust their phases,
leading to the appearance of wave patterns in one- [217] and also two-dimensional
systems [220]. In particular, it was found for integrate-and-ﬁre oscillators [223] that
the waves propagate from higher to lower frequencies, which is in agreement with
the dust-density wave ﬁelds. Consequently, the results of the frequency analysis and
a comparison with numerical studies give valuable hints for an explanation of the
existence of markedly diﬀerent wave states.
Since frequency clusters are observed in wave ﬁelds with a signiﬁcant amount of
defects, in Sec. 4.3 the relationship between defects and frequency clusters was stud-
ied. It was found that the concept of the topological charge, as presented in Sec. 3.2,
allows the precise detection of defects and the analysis of their spatio-temporal be-
havior. The analysis revealed that the defects move almost exclusively along the
cluster boundaries and can thus be understood as the building blocks for the for-
mation of frequency clusters. Nevertheless, the defects do not occur repeatedly at
the boundaries, in contrast to numerical simulations, since they move inside a three-
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dimensional wave ﬁeld and may be missed by the two-dimensional diagnostics. The
investigation of the instantaneous phase and frequency at the cluster boundaries
showed a temporal evolution on two diﬀerent time scales, which is typical for relax-
ation oscillators. The frequency decreases or increases linearly between two defect
events. This behavior resembles the periodic pulling eﬀect of driven van-der-Pol
oscillators, where the oscillator frequency is pulled toward the driving frequency but
entrains only for a short time until it jumps back [224].
The experimental ﬁndings give reason to describe the waves with the aid of a
numerical model. The analysis of this model is presented in the following Chapter.
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5 Numerical Analysis of Coupled
Van-der-Pol Oscillators
At the end of the previous Chapter, it was shown that the dust-density waves at
the cluster boundaries resemble the behavior of relaxation oscillators. The van-der-
Pol equation represents the archetype for self-sustained nonlinear oscillations near
a limit-cycle. It plays a pivotal role as the Korteweg-de Vries equation for soli-
tons [1, 2] or the Rankine-Hugoniot equation for shock waves [3]. In this Chapter a
model, based on the van-der-Pol oscillator, is introduced that emulates the behavior
of DDWs numerically. Diﬀerent from detailed simulations, the aim of this approach
is to identify similar elementary structures in model and experiment. The search
for analogies between diﬀerent systems is a guiding theme in the ﬁeld of nonlin-
ear dynamics. This becomes particularly apparent in the introduction of Haken's
fundamental textbook on synergetics [225], where he points out that
... we are searching for such analogies which show up in the essential
gross features of our system.
This in turn means that the microscopic characteristics of the compared systems
as, e.g., the exact shape of the measured and simulated signals, may diﬀer. Haken
concludes:
When each system is analyzed in more and more detail down to the
subsystems, quite naturally more and more diﬀerences between these may
show up.
Although there are several calculations, which already examined the phenomenon
of frequency clustering, it lacks a detailed analysis of the cluster boundaries. Such
analysis was realized in complementary numerical studies within the scope of this
thesis. In the following, the applied model is described and the fundamental prop-
erties are analyzed. Afterwards, the behavior of individual oscillators at the bound-
aries and their relationship to neighbors in adjacent clusters are examined and ﬁnally
compared with the experiments on dust-density waves.
5.1 Description of the Model
Due to the similarities between self-excited dust-density waves and relaxation os-
cillators it is justiﬁed to describe the waves as an ensemble of mutually interacting
relaxation oscillators. Such models were also proposed for other experimental studies
of frequency clusters [208,210,212214]. There, the oscillator was of the van-der-Pol
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type. This choice is also reasonable for the examined DDWs. First, the van-der-Pol
oscillator is self-sustained, i.e. it is independent from external forces and second, it
has a nonlinear amplitude saturation. Furthermore, the van-der-Pol oscillator has
a paradigmatic character for various wave types in gas discharges. It can for exam-
ple successfully describe oscillations in thermionic diodes [15] or weakly magnetized
plasmas [16,17,226]. Moreover, it was applied to self-excited and to driven ionization
waves [14,20] and also to drift waves [18,19].
The presented studies of a chain of mutually coupled van-der-Pol oscillators are
governed by the following equation:
x¨i − (1− βx2i )ω0ix˙i + ω20ixi = g[x˙i−1 + x˙i+1 − 2x˙i]. (5.1)
Here, xi describes the elongation of the i-th oscillator in the chain. The natural
frequency of each oscillator reads ω0i = 2pif0i. It is not constant but depends on the
position in the chain. The spatial dispersion is chosen to be linear and is given by
ω0i = 1 + i ·∆, where ∆ is the constant frequency mismatch between two adjacent
oscillators. The nonlinear damping term ω0ix˙i is characterized by the degree of non-
linearity  and the amplitude saturation β. The latter is a fundamental characteristic
of the van-der-Pol oscillator since it is the reason that the oscillator stabilizes its
amplitude autonomously. It includes ﬁrst a condition for self-excitation since small
amplitudes (x2i < β
−1) are ampliﬁed, and second a condition for amplitude satu-
ration since large amplitudes (x2i > β
−1) are damped. The coupling between the
oscillators is measured by the coupling constant g. It is diﬀusive, i.e., it incorporates
only nearest neighbor interactions, and it is viscous, which means that the neighbors
are coupled through their velocities. The boundary conditions correspond to free
ends, i.e., the outermost oscillators are coupled to their sole neighbor.
The system (5.1) is solved numerically for a chain of N = 100 oscillators using a
fourth-order Runge-Kutta scheme with an adaptive step size control. The amplitude
saturation is set to β = 1.0. The total number of simulation steps is T = 10000. In
order to eliminate transients and guarantee that the oscillators are only studied on
their limit-cycle, the ﬁrst third of each time series is initially discarded. The analysis
of the main oscillator characteristics is the same as for the DDWs in order to allow
a comparison between simulation and experiment: The evolutions of instantaneous
phase and instantaneous frequency are determined according to Eqs. (3.4) and (3.5)
and the averaged frequency of an oscillator is calculated by ω¯i = 〈ωi〉T .
5.2 Basics Results
The frequency distribution ω¯i for the free parameters g = 0.15,  = 1.4 and ∆ =
0.002 is shown in Fig. 5.1 by a solid line. The results can be summarized as follows:
The distribution is not linear but frequency clusters occur, in which the oscillators
share a common frequency. If the internal stress between two adjacent oscillators
becomes too strong, the frequency-locked group breaks up and a new cluster forms.
It is further found that the frequencies are always slower than in the linear case
(dotted line), i.e., the distribution of ω0i. Furthermore, they are faster than in
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Figure 5.1: Results of the numerical investigations of a chain of 100 mutually coupled
van-der-Pol oscillators. (a) Distribution of the averaged instantaneous frequency ω¯i for
g = 0.15,  = 1.4 and ∆ = 0.002 (solid line) in comparison to the linear natural frequencies
ω0i (dotted line) and the nonlinear uncoupled case (g = 0, dashed line). (b) Distributions
for diﬀerent values of coupling coeﬃcient g ( = 1.4 and ∆ = 0.002). (c) Distributions for
diﬀerent values of degree of nonlinearity  (g = 0.15 and ∆ = 0.002). (d) Distributions for
diﬀerent values of frequency mismatch ∆ (g = 0.15 and  = 1.4).
the uncoupled nonlinear case (g = 0, dashed line), except for the high-frequency
end (i > 93). In addition, the distribution comprises an asymmetric shape with
respect to the chain position. The size of a cluster decreases from higher to lower
frequencies. This is in accordance with Ref. [212]. Due to the nonlinear damping,
the diﬀerence between the linear and the nonlinear uncoupled distribution increases
with the degree of nonlinearity. A similar result was found in Ref. [213] although
the functional relationship is diﬀerent. A previous analysis of Ginzburg-Landau
systems [219] showed that the relative position of the distribution with respect to
the linear case depends on the coupling scheme, which was not investigated here.
The frequency distribution for three diﬀerent coupling strengths are shown in
Fig. 5.1 (b). One can see that the cluster size increases with the coupling strength.
The behavior of the clusters for three diﬀerent degrees of nonlinearity are presented
in Fig. 5.1 (c). As expected, the cluster size increases with  and the whole distri-
bution is shifted to lower frequencies. The frequency clustering is further studied
under a variation of frequency mismatches in Fig. 5.1 (d). Obviously, the diﬀer-
ence between lowest and highest oscillator frequency increases with increasing ∆,
whereas the size of the clusters diminishes. The asymmetry depends critically on
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each of the three quantities. It increases with increasing coupling strength, with
increasing nonlinearity and with decreasing frequency mismatch.
It turns out that the proposed model of coupled van-der-Pol oscillators shows
the expected behavior. The performed numerical studies reveal frequency clustering
and the same tendencies concerning a variation of the system parameters as found
in previous works, see Sec. 4.2. In the following, the distinct behavior of oscillators
in the vicinity of a cluster boundary is studied.
5.3 Cluster Boundaries
The elongations xi(t) for four representative oscillators of the chain are shown in
Figs. 5.2 (a)-(d). The oscillators are located at diﬀerent sides of the same cluster
boundary, see arrows in Fig. 5.1. The ﬁrst two oscillators (i = 27, i = 28) sit at the
low-frequency side of the cluster and the others (i = 29, i = 30) at the high-frequency
side. For all signals an amplitude modulation is observed. The amplitude of the
outer oscillators [Figs. 5.2 (a)+(d)] decreases gradually until it suddenly increases
very rapidly and returns to the maximum value. For the oscillators in the immediate
vicinity of the boundary [Figs. 5.2 (b)+(c)] the gradual decrease is even stronger and
the amplitude abruptly drops down. In both cases, the behavior repeats periodically.
The instantaneous phase is also modulated temporally. It is in general a mono-
tonically increasing function but comprises deviations from this evolution when the
amplitude drops drown. As mentioned in Sec. 3.2 this event can be identiﬁed as
a topological defect. Consequently, the instantaneous frequency [Fig. 5.2 (e)-(h)]
varies on two diﬀerent time scales. On the low-frequency side of the cluster bound-
ary, the frequency increases slowly (apart from the high-frequent modulations due
to nonlinearity) until it changes quickly to a smaller value. For the high-frequency
side the situation is found reverted. This behavior can be interpreted as an in-
complete synchronization between the mutually interacting oscillators. It was not
reported for coupled self-sustained oscillators but is typical for systems of isolated
relaxation oscillators [9]. There, it is referred to as periodic pulling or frequency
pulling [16, 227, 228]. The analysis further reveals that inside a cluster the ampli-
tude and phase of the oscillators are not modulated and consequently no pulling
eﬀect is observed.
The simulated elongations allow to determine the frequency spectra of the oscil-
lators. They are obtained from a Fast Fourier Transfrom (FFT) after a Hanning
window was applied to the time series. The results are presented in Figs. 5.2 (i)-(l).
Obviously, the spectra comprise only odd higher harmonics besides the fundamen-
tal. The spectra give further hints for periodic pulling: The fundamental is governed
by a sideband structure. This feature is even more pronounced for the higher har-
monics. The sidebands reveal a strong asymmetry since one of them is signiﬁcantly
suppressed. This is caused by the simultaneous amplitude and frequency modula-
tion. For an externally driven single van-der-Pol oscillator, always the sideband on
the side of the driver is suppressed [14, 15, 17, 20, 224]. Here, the sideband cancel-
lation occurs in panels (i) and (j) on the high-frequency side whereas in panels (k)
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and (l) the sidebands on the low-frequency side become weaker. Hence, the cou-
pling across the cluster boundary can be interpreted as the driver that is responsible
for the sideband cancellation. Since the limited time during one parabola does not
allow to record long time series, the frequency resolution of the Fourier spectra is
rather poor, see Fig. 4.1 (d), and a reliable identiﬁcation of a sideband structure is
consequently not possible.
5.4 Comparison With Experiments
In order to compare the numerical ﬁndings with the results of the experiments, two
positions in the frequency distribution of Fig. 4.3 (a) are investigated. They are
located at the vicinity of a cluster boundary where periodic pulling can be observed,
see positions '1' and '2' in the closeup of Fig. 5.3 (i). First, the deviation ∆φ(t)
of the instantaneous phase from its averaged evolution is calculated as deﬁned in
Sec. 4.3. Results for the numerical studies and the experiment are shown in Figs. 5.3
(a),(c) and Figs. 5.3 (b),(d), respectively. It is seen in both situations that in the
low-frequency cluster [panels (a)+(b)], the phase diﬀerence gradually increases and
suddenly drops down before it increases again. In the high-frequency cluster [panels
(c)+(d)], the evolution is vice versa: ∆φ(t) ﬁrst decreases, then rapidly increases to
a higher value and decreases again afterwards. In both cases, the abrupt changes
can be identiﬁed as a defect event.
In addition, the deviation ∆ω(t) of the instantaneous frequency from its average is
determined as the temporal derivative of ∆φ(t). A reasonable comparison of absolute
values for ∆ω(t) is not possible and thus the resulting evolutions are normalized to
the average frequency ω¯. The results are presented in Figs. 5.3 (e)-(h). As expected,
the frequency diﬀerence varies only slightly until a strong variation is observed when
a defect occurs. This behavior is observed in both cases.
In the numerical simulations the temporal evolutions of phase and frequency
diﬀerence show periodic modulations, which are owing to the nonlinearity of the
system. Hints for such a feature are also found in the experimental data but cannot
be identiﬁed unambiguously due to comparably low temporal resolution.
To summarize, in this Chapter, a chain of mutually coupled van-der-Pol oscillators
was studied numerically in order to understand the behavior of the dust-density
waves at the boundaries of frequency clusters in more detail. The obtained results
lead to the conclusion that the model indeed shows topological structures that are
similar to the experimentally observed DDWs: Accordingly, groups of oscillators
inside the chain agree on a common frequency. Further, the interacting oscillators
at a cluster boundary reside in a state of incomplete synchronization, which is well
known from isolated driven systems but which has not yet been reported for self-
sustained coupled oscillators. The study showed that this feature is more pronounced
on the low-frequency side of each cluster, which attributes a leading role to the
higher-frequency oscillators.
47
5 Numerical Analysis of Coupled Van-der-Pol Oscillators
The model discussed here is diﬀerent from simple models of dust-lattice
waves [37, 229] although both consist of a network of coupled oscillators. However,
in the present case the individual oscillators cannot be associated with a single dust
particle, which interacts electrostatically with its neighbors. Rather, an oscillator
includes the quorum of particles that exhibit the local system behavior at the
position of the oscillator in the dust cloud. This is due to the fact that the examined
DDWs occur in the ﬂuid state of a dusty plasma, where the collective behavior
of the particles dominates over their microscopic interactions. In this sense, the
proposed model can be understood as a discretization of a continuous process.
The presented results and derived conclusions of the previous Chapters give rise
to a higher-ranking discussion, which leads to a modiﬁed view on the phenomena of
self-exited dust-density waves. The following Chapter is dedicated to this discussion.
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-2
0
2
-1
1 (a) (b)
x
i
2
(c) (d)
-2
0
-1
1
x
i
t
100 200 300 400 500
t
100 200 300 400 500
0.0
0.5
1.5
1.0
ω
i
(e) (f)
0.0
0.5
1.5
1.0
ω
i
t
100 200 300 400 500
t
100 200 300 400 500
(g) (h)
P
(ω
)
10
0
10
-4
10
-8
P
(ω
)
10
0
10
-4
10
-8
ω
2 4
ω
2 4 66
(i) (j)
(k) (l)
Figure 5.2: (a)-(d) Temporal evolutions of the oscillator elongations at a cluster boundary,
marked by arrows in Fig. 5.1 (a). The observed periodical variation of the amplitude is
a clear hint for periodic pulling. (e)-(h) Corresponding evolution of the instantaneous
frequency. (i)-(l) Power spectra of the oscillators. A sideband suppression can be clearly
seen. The asymmetry changes at the cluster boundary between (j) and (k).
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Figure 5.3: Comparison between numerical and experimental results at a cluster bound-
ary. The evolutions of the phase diﬀerence ∆φ(t) are shown for oscillators at i = 28 (a) and
i = 29 (c). The same is calculated for the experiment at the locations '1' and '2' in panel
(i). In both situations a variation on two time scales is observed. The evolutions of the
corresponding frequency diﬀerences ∆ω(t)/ω¯ also reveal a similar behavior in simulation
(e)+(g) and experiment (f)+(h).
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In this thesis, self-excited dust-density waves were investigated in extended three-
dimensional dust clouds under microgravity conditions. In order to analyze the
complicated spatio-temporal structure of the waves, reﬁned data analysis techniques
by means of the Hilbert transform were introduced. They allow to study the waves
on diﬀerent time scales. The presented investigations were focused on two diﬀerent
wave features. The spatial frequency content of the waves was determined from
the time-averaged instantaneous frequency. This analysis led to the discovery of so-
called frequency clusters, i.e., regions of almost constant frequency that are separated
by abrupt frequency changes. Additionally, phase defects were investigated using
the concept of topological charge. It was found that both aspects, frequency clusters
and defects, are intimately related to each other, although observed on signiﬁcantly
diﬀerent time scales. A detailed study of the waves at the cluster boundaries revealed
similarities between DDWs and isolated driven van-der-Pol systems. This ﬁnding
resulted in the idea of modeling the waves as a chain of mutually coupled self-
sustained nonlinear oscillators. The main results of this thesis lead to the following
key statements:
The determination of instantaneous wave attributes accounts
fundamentally for the understanding of the wave mechanism
The observed DDWs show a nonlinear behavior, which manifests in a non-sinusoidal
wave shape and a high degree of modulation. Moreover, they reveal transient fea-
tures like the appearance of topological defects. Both phenomena lead to modula-
tions of the measured time series within a wave period. The established methods,
such as space-time diagram and Fourier analysis, are insuﬃcient to analyze this
special behavior. Thus, the Hilbert transform and the resulting analytic signal were
used within this thesis. They are adapted from digital signal processing and al-
low to determine the wave attributes like phase or frequency for each time step
of the recorded time series. As a result, it is possible to reconstruct the complete
spatio-temporal behavior of the waves, which, of course, includes the positions of
the defects as well. This analysis is of importance since the defects occur in the
majority of measurements and are an essential part of the wave ﬁelds.
The observed dust-density waves in saturation are self-excited and
fundamentally diﬀerent from driven linear waves in a passive medium
The presented investigations showed that DDWs exist in a pressure regime (15
35 Pa), where any disturbance of the system should be damped completely within a
few millimeters [80]. This observation contradicts the idea of a wave that propagates
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through the dust cloud, excited at a distinct position, which might be given, e.g.,
by the 'heartbeat instability' [178]. A parametric excitation by the system due to
mechanical forces arising from residual gravity can be excluded since the measured
ﬂuctuations are signiﬁcantly higher (> 50 Hz) than the wave frequencies.
Consequently, the DDWs must gain energy at each position in the system. Stream-
ing ions, which arise due to the ambipolar electric ﬁeld in the discharge, are such
an energy source. They are able to excite waves most likely by a Buneman-type
instability. In this sense, the dust cloud can be interpreted as an active medium,
similar to an amplifying laser medium.
Linear waves, which are excited by means of a localized driver, usually exist at
lower gas pressures (< 10 Pa). They were so far observed as lattice waves in almost
perfect one- and two-dimensional monolayers and were mostly generated by the
radiation pressure of strong lasers.
The observed dust-density waves cannot be explained in terms of Huygens'
linear theory
It is known from simulations that the plasma conditions inside an rf discharge are
nonuniform. Further, additional measurements showed that also the dust-density
is not constant over the dust cloud. This is reﬂected in spatially varying wave
attributes. In particular, it was found that the frequency, which was deﬁned as the
time-averaged instantaneous frequency, decreases from the void boundary to the
discharge periphery. This decay is not compatible with the linear wave picture of
Huygens, which involves a constant frequency and a variable wavelength. A simple
reason therefore is given in terms of conservation of wave crests, which holds for
linear waves and means that the number of wave fronts entering a region in the
wave ﬁeld per unit time must match the number of wave fronts leaving this region
per unit time.
The appearance of frequency clusters in the wave ﬁelds indicates that the
dust cloud can be understood as an ensemble of mutually coupled,
nonlinear and self-sustained oscillators
The observations showed that the spatial frequency decay is not continuous but
frequency clusters occur. These clusters were investigated extensively in numerical
studies, see, e.g., Refs. [208, 211, 212, 217]. All proposed models consisted of a net-
work of mutually coupled nonlinear oscillators. These oscillators were not excited by
means of an external driver but they were self-sustained. Moreover, the individual
oscillators were subject to a spatial gradient of their natural frequencies. Similar con-
ditions apply also for DDWs. First, the dust cloud is an active medium, in which the
waves emerge spontaneously. Second, a frequency gradient can be assumed as well.
This can be understood as follows: The high growth rates of the Buneman instabil-
ity [68] ensure that the fastest growing mode determines the wave frequency. The
latter is given by the local plasma parameters, i.e., particle mass, particle charge and
dust density. As mentioned above, these quantities are distributed non-uniformly in
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the dust cloud (except for the particle mass), which suggests a decrease of the natu-
ral frequencies in the system from the void to the discharge edges. Consequently, it
is reasonable to assume that a model of the dust-density waves consists of the same
ingredients as the numerical simulations. This conclusion is substantiated by the
fact, that a synchronization of the oscillator phases, which leads to the propagation
of waves, was also observed in the aforementioned works. Moreover, a variation of
the system parameters revealed similar tendencies concerning the cluster size for
DDWs and simulations.
Adjacent clusters match their frequencies via topological defects
The analysis of defect trajectories by means of the topological charge and a standard
particle tracking algorithm revealed that the defects move almost exclusively along
the cluster boundaries. This behavior can be explained from the aforementioned
conservation of wave crests, which is obviously violated at the cluster boundaries
due to the appearing frequency variation. This in turn is only possible if wave fronts
are added to or removed from the system, i.e., if a topological defect occurs. Since
the frequency is almost constant inside the clusters, wave crest conservation holds
and no defects are found.
This behavior is known from other systems, which comprise frequency jumps. For
example, defects were observed at mode transitions in ionization waves [230,231] and
they were also found between regions of harmonic and subharmonic synchronization
for DDWs in anodic plasmas [150].
Of course, the previous simulations of frequency clusters also showed defects at
the cluster boundaries. It was reported [217] that they occur periodically. In the
experiment such periodicity at a distinct position is rare, which is a consequence of
observing only a two-dimensional section of a three-dimensional wave ﬁeld.
The van-der-Pol oscillator is a suitable system to model dust-density waves
The simple fact that the examined waves are self-excited and saturated indicates a
certain relationship between DDWs and the van-der-Pol oscillator. Moreover, the
determined temporal evolution of the instantaneous frequency revealed a character-
istic development on two diﬀerent time scales, namely a long linear variation between
two defect events and an abrupt increase or decrease when a defect occurs. Obvi-
ously, the oscillators at a cluster boundary are not able to synchronize each other
like those inside a cluster and one consequently speaks of a process of incomplete
synchronization. This behavior is typical of isolated driven van-der-Pol systems for
distinct values for driving amplitude and frequency mismatch between driver and
oscillator [9, 10]. There, the oscillator is pulled towards the driver, entrains for a
short moment and then changes abruptly. Thus, it is reasonable to assume that
the individual oscillator in the ensemble, which represents the dust cloud, is of the
van-der-Pol type.
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The interaction of adjacent clusters is determined by the oscillators at the
cluster boundary
The performed numerical studies of a chain of mutually coupled van-der-Pol oscil-
lators revealed a general agreement with the experimental studies of dust-density
waves. Besides the expected formation of frequency clusters, the analysis showed
similar variations in the temporal evolutions of instantaneous phase and instan-
taneous frequency. Furthermore, the studies depicted an asymmetric sideband
structure of the Fourier spectra for oscillators in the vicinity of a cluster boundary,
which could not be resolved in the measurements due to the comparably poor
spectral resolution. The observed features at the cluster boundary are characteristic
for the frequency-pulling phenomenon. They were not found inside the clusters.
In the numerical investigations the pulling eﬀect was more pronounced on the
low-frequency side of each boundary. This suggests a leading role of higher-
frequency oscillators on their low-frequent neighbors. In that sense the observations
diﬀer from those of driven van-der-Pol systems, where no such asymmetry was found.
The presented conclusions, which resulted from the experimental and numerical
studies of this thesis, draw a modiﬁed picture of nonlinear self-excited dust-density
waves in saturation. They can be interpreted as an ensemble of mutually coupled
nonlinear and self-sustained oscillators. This ensemble is embedded in an active
medium, which feeds the oscillators internally with energy. A phase synchronization
of the oscillators leads to a periodic wave pattern.
An unsolved problem is the question why the oscillators often synchronize over
large distances, even beyond regions of low dust density. In particular, the mea-
surements showed that the waves on opposite sides of the void are correlated to
each other. This leads to the assumption that, besides the direct coupling between
the oscillators, a global interaction of the oscillators with the background plasma
might play an important role. First indications for this interplay were found in
complementary investigations in the IMPF-K2 chamber [158], which revealed a sig-
niﬁcant increase of the overall plasma glow after dust was injected and, moreover,
a modulation of the glow by the dust-density waves.
Further advanced measurements could bring useful hints to solve this question.
The following improvements and extensions of the presented investigations will be
certainly helpful:
 Reﬁned glow diagnostics: First hints on a correlation between plasma
glow and DDWs were obtained from a simple setup, which simultaneously
recorded glow and dust. Further reﬁned investigations with improved optical
components might clarify these preliminary observations.
 Three-dimensional diagnostics: The experimental setup allowed to ob-
serve two-dimensional sections through the dust cloud in the equatorial plane
and also oﬀ-axis by using a translation stage. Nevertheless, the wave ﬁeld
reveals a complicated three-dimensional spatio-temporal behavior that could
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not be reconstructed with the current setup, except for highly coherent waves.
In particular, the three-dimensional defect trajectories could not be analyzed.
Thus, a true three-dimensional diagnostics of the waves is desirable.
 Laboratory experiments: The maximum recording time on parabolic ﬂights
is limited by the duration of a parabola. Thus, complementary laboratory ex-
periments may provide useful additional information since they allow to record
time series of arbitrary length. In particular, the recently developed IMPF-
KT chamber [40] might be a suitable alternative to the presented microgravity
experiments. It facilitates to generate extended three-dimensional dust clouds
by means of thermophoretic levitation. Moreover, the experimental setup is
almost identical with that of IMPF-K2.
 Three-dimensional simulations: The realized numerical studies included
a one-dimensional chain of mutually coupled oscillators. An extension of this
model to three dimensions could bring new insight into the complicated motion
of the defects in the dust clouds.
 Investigations on a microscopic level: The presented investigations an-
alyzed the dust-density information and were able to determine the global
frequency content and the defect motion. However, the experiments could not
provide the individual particle trajectories, which might elucidate the forma-
tion of defects in more detail.
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The Structure of Self-Excited Dust-Density
Waves Under Microgravity
Kristoffer Ole Menzel, Oliver Arp, David Caliebe, and Alexander Piel
Abstract—Dusty plasmas under microgravity conditions are
a great opportunity to observe dynamical processes in strongly
coupled systems. For example, in such systems, self-excited dust-
density waves can occur at low gas pressures in extended regions
of the discharge. Recently, we have performed a series of mea-
surements in a parallel-plate RF reactor during parabolic flights.
It reveals that the waves can appear in two completely different
states. One of them yields a high spatial and temporal coherence of
the density fluctuations. This feature allows us to utilize scanning
video microscopy to obtain information on the structure of the 3-D
wave field. Under different experimental conditions, we also found
that a wave field with multiple different wavelengths can arise in
the dust volume. This results in defects in the wave pattern due
to merging wavefronts. We determine their temporal evolution,
which can be derived accurately from the phase information.
Index Terms—Dust-density waves (DDWs), dusty plasma,
microgravity, topological charge.
I. INTRODUCTION
EXPERIMENTAL studies of dust-density waves (DDWs)became a field of broad interest in the community of
complex plasmas, since they were first observed by Barkan
et al. [1]. The onset of the waves is triggered by streaming
ions, and they emerge spontaneously at low gas pressures and
high dust densities. Since no external excitation is required,
i.e., by applying an additional modulated low-frequency bias,
we call the waves self-excited. Nevertheless, other experiments
used bias modulation of the electrodes to excite waves in an
otherwise stable dust cloud [2], [3].
DDWs were studied extensively in the laboratory in dc plas-
mas [4]–[6] as well as in radio-frequency (RF) discharges [7].
Unfortunately, those measurements are influenced by the gravi-
tational force which introduces an unwanted preferred direction
to the system. This can lead to asymmetries in the dust clouds
or even compress them in the plasma sheath. One method to
avoid this problem is to establish a temperature gradient in the
discharge to compensate for gravity [8]. However, this results
in more forces acting on the dust particles, complicating the
situation. Thus, a number of measurements were performed
under microgravity conditions on parabolic flights [9]–[11] and
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Fig. 1. Sketch of the IMPF-K chamber. (a) The top view shows the translation
stage which allows scans in the y-direction. (b) The side view illustrates the
vertical laser sheet illuminating a plane between the electrodes. The concrete
field of view, seen by the camera, is also marked.
aboard the International Space Station [2], [3]. Here, the DDWs
can be observed in extended large dust clouds. We showed ear-
lier that these waves propagate in the direction of the local ion
flow or at an oblique angle for ion velocities comparable with
the Bohm velocity [9]–[11]. Recent investigations described
the structure of externally driven DDWs in those situations
qualitatively [12]. In this paper, we present complementary
methods to study the structure and the wave dynamics in more
detail.
II. EXPERIMENTAL SETUP AND OBSERVATIONS
All observations of DDWs presented in the following
were carried out in the International Microgravity Plasma
Facility–Kiel (IMPF-K) chamber on parabolic flights. The
facility was already used for a number of measurements under
microgravity and is described in detail elsewhere [13].
It consists of a symmetric capacitively coupled parallel RF
discharge, operating at 13.56 MHz. A sketch of the device
is shown in Fig. 1. In this configuration, the electrodes are
segmented into a central disk and two concentric electrically
connected rings. The vertical distance between the electrodes
is 30 mm, and the outer ring has a diameter of 80 mm. Self-
excited waves occur when RF amplitudes of typically Urf =
(40 . . . 80) Vpp are applied to the center and ring electrodes,
operating in push–pull mode. Argon is chosen as the working
gas and waves could be observed at pressures of (10 . . . 30) Pa.
Dust with a diameter of 6.8 μm is introduced to the reactor
via the six dispensers situated at the chamber edges. Earlier
investigations showed that the electron temperature is Te =
(2.5 . . . 4) eV, and the ion density ni ≈ 1× 1015m−3 [14].
The primary diagnostics for measuring wave properties is a
scanning video microscopy (SVM) system with a high-speed
CMOS camera. It records the scattered light of the dust particles
0093-3813/$26.00 © 2010 IEEE
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Fig. 2. Self-excited waves can be observed in two different specific states. The
wave field can be either (a) coherent over a broad region or (b) it shows a high
amount of topological defects. Another difference can be seen in the typical
power spectra of the waves: (c) The coherent waves are highly monochromatic,
whereas (d) states containing defects have several dominant peaks.
which are illuminated by a vertical laser sheet (λ = 660 nm).
The frame rate of the camera (approximately 100 frames/s)
guarantees that the measured wave frequencies of up to 10 Hz
are not affected by aliasing effects. As the whole system is
mounted on a translation stage, the observations are not limited
to a fixed plane, but horizontal scans through the complete dust
cloud are possible.
Typical images of self-excited DDWs are shown in Fig. 2(a)
and (b), at a gas pressure of p = 15 Pa and p = 30 Pa, respec-
tively. In both situations, RF amplitudes of 70 Vpp (center)
and 50 Vpp (ring) were applied to the electrodes. The field
of view has a resolution of 1200 × 500 pixels which corre-
sponds to 67× 28 mm2. The observed intensity modulations
indicate wave activity and—after being blurred with a Gaussian
filter—can be used as an estimate for dust density nd. The
waves propagate at typical velocities of a few 10 mm · s−1
radially outward from the dust-free center of the discharge, the
so-called void, to the discharge edges.
Our measurements at different pressures and RF voltages in
the aforementioned ranges clearly depict that the waves can be
found in two specific states. It is obvious that the first one has a
strong spatial and temporal coherence. Typical Fourier spectra
from the wave fields can be seen in Fig. 2(c) and (d). Their
evaluation reveals an additional highly monochromatic nature
of the coherent state. Its spectrum consists of only one sharp
peak, except for the first harmonic, as a consequence of the
Fig. 3. Three-dimensional reconstruction of the wave field displayed in
Fig. 2(a). The figure shows an octant of the complete dust cloud. The recorded
images lie in the xz-plane, whereas the scan is done in the y-direction.
nonlinear wave character. Furthermore, the peak deviates only
slightly from the mean over the complete wave field (only by a
few tenths percent).
The second situation, however, looks quite different. It is
characterized by a high amount of topological defects appear-
ing as bifurcations in single-wavefronts. This structure is also
reflected in a broad spectrum, implying that the number of
wavefronts passing a fixed point in the wave field per time
varies temporally.
III. THREE-DIMENSIONAL RECONSTRUCTION
The high spatial and temporal coherence of the waves in
monochromatic states leads to the idea of reconstructing a still
picture of the wave field in three dimensions. For this purpose,
we recorded sequences of the images when the laser sheet was
scanned through the discharge. As the dust-cloud geometry is
assumed to be rotationally symmetric, we have chosen to limit
the scan to one half-space, starting at the equatorial plane.
After data acquisition, a correlation analysis is performed
to assure that the waves have a high degree of coherence. In
the next step, from the whole bunch of images, only those
with a constant phase relation to each other are fetched for
the reconstruction. This criterion allows us to treat the images
as if all of them were recorded at the same time, similar to
stroboscopic sampling. The temporal gap between two selected
frames is therefore ΔT = 1/frec. The reconstruction frequency
frec is identified as the dominant peak in a spectrum of time
series taken during a scan. Note that because the speed of the
translation stage (vscan = 3.15 mm · s−1) is on the order of the
wave’s phase velocity, the Doppler effect causes a difference
between frec and the real wave frequency fDDW here. After
this preselection, the images are stored in a 3-D data set on the
order of the given temporal evolution.
Applying the described algorithm offers a new kind of visual-
izing wave fields. Fig. 3 shows an octant of the same dust cloud
recorded in Fig. 2(a). The recorded images lie in the xz-plane,
and the scan goes along the y-axis. As the resolution in the
xz-plane is usually up to ten times higher, a standard interpola-
tion algorithm between data points in the y-direction is applied.
The reconstruction depicts the shape of single wavefronts.
They lie concentrically around the void. Possible irregularities
are attributed to fluctuations in the residual gravity during
parabolas. Therefore, the reconstruction underlines the pre-
sumption of rotational symmetry.
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IV. TOPOLOGICAL DEFECTS
In the preceding section, we described self-excited waves
occurring in a monochromatic state. However, most of our
observations did not show highly coherent or monochromatic
waves. We rather found disordered structures with bifurcations
in the wavefronts, resembling ripple marks in the sand at shores.
Those bifurcations, where the wavefronts split or merge, are
known as topological defects. Their appearance and number is
mainly affected by the total amount of dust inside the plasma.
Our measurements showed that a high dust amount leads in
general to the formation of defect patterns. In contrast, the
variation of typical discharge parameters, i.e., gas pressure,
RF amplitudes, or particle size, affects the frequency and the
wavelength of the DDWs.
As the coherence is a fundamental-wave attribute for a
successful reconstruction, the described algorithm fails for the
disordered states. However, a detailed analysis of the defect
motion in two dimensions is possible and allows a deeper
insight into the dynamics of self-excited DDWs.
We showed earlier that phase information in the wave field
can be determined from the dominant frequency in the power
spectrum [11]. This information was then used to get an es-
timate of the wavelength anywhere in the wave field. In the
following, we will show that the resulting phase maps can also
be utilized to detect the topological defects accurately.
Because the phase was so far projected on one spectral
component, the derivation of wave properties from phase maps
was restricted to time-averaged information. Nonetheless, in the
present case, the temporal evolution of the defects is of interest
and, hence, a new definition of the phase is necessary. This is
possible by means of the analytic signal, where the original real
time series of intensity I(x, z, t) is expanded into the complex
plane
A(x, z, t) = I(x, z, t) + i · I˜(x, z, t). (1)
Rewriting (1) in Euler’s notation results in
A(x, z, t) = E(t) · exp [i · φ(x, z, t)] (2)
with the envelope function E(t) and the instantaneous phase
φ(x, z, t) = arctan
(
I˜(x, z, t)
I(x, z, t)
)
. (3)
The calculation of the complex part I˜(t) is done by the Hilbert
transform, a standard technique in digital signal processing
I˜(t) = H {I(t)} = 1
π
∞∫
−∞
I(τ)
t− τ dτ. (4)
The resulting phase map for the region of interest marked by
the white rectangle in Fig. 2(b) is shown in Fig. 4. The phase
information is mapped periodically between 0 and 2π. Note that
both maps represent exactly the same time step in the recorded
sequence. As can be seen, the phase map resembles the raw data
Fig. 4. Instantaneous phase can be calculated for any time step of a recorded
sequence. The resulting phase map clearly resembles the original raw data
(white box in Fig. 2).
Fig. 5. (a) To detect singularities in a phase map, the integral in (5) is
calculated for each pixel. (b) The resulting topological charge. Only paths
encircling a singularity, like γ2, contribute to the charge.
quite well; single wavefronts and, thus, also the defect positions
can be recognized.
The next step to detect these singularities in a wave field is
done by calculating the topological charge [15]. It is determined
by the integral
c(x, z, t) =
1
2π
∮
γ
~∇φ(x, z, t) d~l (5)
over a closed path γ at any point in the phase map. Hence,
only at those positions where γ encircles a singularity that the
topological charge will differ from zero. In principle, c(x, z, t)
will be an integer multiple of 2π. For the measured data, it lies
in between +1 and −1, depending on the sense of rotation of
the phase at a defect position. To clarify the procedure, Fig. 5(a)
shows a small region around a dislocation in the phase map.
Two closed paths are drawn. One of them has its center on a
wavefront (γ1), whereas the other one encircles a singularity
(γ2). Obviously, only the second contributes to the topological
charge. The result is shown in Fig. 5(b).
As the defect positions are now determined, their temporal
evolution can be analyzed. We observed two different scenarios.
On the one hand, the defects are locked in the wave field and,
consequently, their velocities are comparable with the wave
speed. The wave pattern moves as a whole. On the other hand,
the defects can be fixed in space, resulting in a permanent
splitting and merging of wavefronts.
V. SUMMARY
In this paper, we have presented recently performed mea-
surements under microgravity conditions. They comprise two
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different states of self-excited DDWs. One of them, namely,
a highly coherent and monochromatic one, is suitable to be
fully reconstructed in three dimensions by SVM. It reveals a
rotational symmetry of the wave field and gives first hints of
the interplay of the bulk and surface modes of the waves.
The other state, observed in the majority of the measure-
ments, is characterized by an extended defect structure. Bifur-
cations in the wavefront pattern are made responsible to match
regions of different plasma parameters in the wave field. The
extension of measured signals to the complex plane by means of
the Hilbert transform allows us to extract the phase information
of wave fields at any time step. The resulting phase maps are
used to determine defect positions. Further investigations will
have to analyze the defect trajectories in the wave field with
emphasis on the relative motion to the wavefronts in more
detail.
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Self-excited density waves were studied in a strongly coupled dusty plasma of a radio-frequency
discharge under microgravity conditions. The spatiotemporal evolution of the complicated three-
dimensional wave field was investigated and analyzed for two different situations. The reconstructed
instantaneous phase information of the wave field revealed a partial synchronization within multiple
distinct domains. The boundaries of these regions coincide with the locations of topological defects.
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Synchronization, the mutual adjustment of rhythms of
coupled independent oscillators, has enjoyed great popu-
larity among all fields of natural sciences [1], since its first
observation by Huygens [2]. Popular examples are swarms
of fireflies [3], neural networks [4], and the interaction
between the human cardiovascular and respiratory systems
[5]. Synchronization is also observed in spatially extended
systems consisting of a large number of constituents such
as plasma discharges, where the entrainment of global
oscillations [6–8] or waves [9,10] by external drivers are
well-known features.
A unique laboratory for studying dynamic processes in
many-body systems is strongly coupled dusty plasmas.
These systems contain highly charged micrometer-sized
particles that interact via a screened Coulomb (Yukawa)
potential. Dusty plasmas are highly transparent, and their
dynamics is slow with typical time scales of the order of a
few ten Hz. Therefore, it is possible to track the motion of
individual particles by means of video cameras. Since
gravity leads to particle sedimentation into flat dust clouds,
the investigation of large three-dimensional systems is
preferentially done under weightlessness [11] or by com-
pensating gravity by means of an additional force [12].
Damping and coupling between the particles can be ad-
justed over a wide range by changing the gas friction and
the plasma parameters. By these means it is possible to
produce dusty plasmas in crystalline, liquid, or gaseous
states.
Wavelike instabilities have been observed in each of
these states as propagating dust-density fluctuations [13–
16] in one-, two-, and three-dimensional geometry. Waves
can either be externally excited in otherwise stable systems
by an additional, periodic force [17] or they can be self-
excited if internal sources of free energy exist [13]. The
latter case is attributed to a Buneman-type instability that
arises from streaming ions relative to the dust particles
[18]. The natural oscillation frequency of the individual
particles is determined by the local plasma parameters and
their interaction with neighboring particles. The manipu-
lation of self-excited waves by external drivers is a well-
established technique to get insight into the dispersion
properties of the wave [19]. Further, the nonlinear interac-
tion between the driver and the system was recently studied
in detail [20]. Experiments on nonlinear phenomena con-
cerned nonperiodic structures such as shock waves [21]
and solitons [22], as well as wave breaking [23].
It is known from other fields of physics that nonlinear
effects can significantly affect the macroscopic behavior of
extended systems of coupled oscillators. A prominent ex-
ample is the formation of so-called synchronization clus-
ters or frequency plateaus, i.e., spatial regions in which the
individual oscillators adjust to one collective frequency
[24]. In such systems, distinct clusters of different oscil-
lation frequencies may occur. This situation is called par-
tial rather then global synchronization. This effect is well
known from numerical calculations of chaotic Ro¨ssler
oscillators [25], weakly nonlinear Ginzburg-Landau sys-
tems [26], Van der Pol oscillators [26,27], and the Luo-
Rudy model for cardiac cells [28], when the natural fre-
quencies of the individual oscillators have a spatial varia-
tion. Nevertheless, experimental observations of spatial
frequency clustering are rare, especially in higher dimen-
sions. In this Letter, we investigate self-excited dust-
density waves (DDWs) in a nonuniform plasma back-
ground in order to study such nonlinear synchronization
phenomena.
The experiments were performed in the IMPF-K2
parallel-plate radio-frequency (rf) reactor on parabolic
flights under microgravity conditions. A vertical section
through the device is shown in Fig. 1. It is identical to the
chamber described in Ref. [15], except for a simplified
electrode configuration. The discharge was operated with
peak-to-peak voltages of Urf ¼ ð40–70Þ Vpp at 13.56 MHz
in push-pull mode. Spherical monodisperse melamine-
formaldehyde particles of ð9:55 0:13Þ m diameter
were injected into an argon plasma. Self-excited dust-
density waves emerge spontaneously in large dust clouds
at neutral gas pressures below a critical value of pcrit 
30 Pa.
A video microscope was used for the observation of the
particle dynamics. A vertical sheet of light from a low-
power laser diode illuminates a thin slice of the dust cloud
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inside the plasma. The scattered light of the particles is
observed at a right angle by a camera operating at a frame
rate of 100 frames per second. Aliasing effects can be
excluded, since typical frequencies of the DDWs are below
20 Hz. The observed field of view has a spatial resolution
of 400 910 pixels, which corresponds to an area of
ð21:6 47:3Þ mm2 in the plane of the laser sheet.
A typical snapshot of a dust cloud at Urf ¼ 48 Vpp and
p ¼ 15 Pa is shown in Fig. 2(a). Obviously, the dust
density is periodically modulated by self-excited DDWs,
which propagate from the boundary of the central dust-free
region (void) outwards with a phase velocity of vph ¼
ð10–30Þ mms1. Although, the waves are driven by ions
flowing from the center of the discharge outwards, the
propagation direction of the wave is not necessarily paral-
lel to the ion flow [15,16]. A first indication for a nonlinear
character of the DDWs can be obtained directly from the
snapshot: The wave has a strongly nonsinusoidal shape
with very narrow crests and broad troughs, which contain
a significantly reduced number of dust particles. The wave-
length is not constant over the entire dust cloud. It varies
from DDW  1:5 mm close to the void to DDW  3 mm
in the outer regions of the cloud. Wave fronts are not
strictly parallel, but they may split or merge. Such spots
are known as topological defects, which are not fixed in the
wave field, but move at (70–90)% of the local phase
velocity of the wave.
The blurred intensity of a video frame yields direct
information on the spatial dust-density distribution
ndðx; zÞ as both quantities are assumed to be proportional
to each other. For a detailed analysis of the temporal
evolution of general wave parameters, nd is transformed
into its analytic signal Aðx; z; tÞ ¼ ndðx; z; tÞ þ i 
n^dðx; z; tÞ by means of a Hilbert transform, which is com-
monly used in digital signal processing. It allows us to
define instantaneous wave properties such as the phase
ðtÞ ¼ arctan½n^dðtÞ=ndðtÞ and the instantaneous fre-
quency via fi ¼ @=@t. With this method we have evalu-
ated time series with a length of approximately 10 wave
periods. In this way, it is possible to map the spatial phase
information of the wave for any recorded video frame.
Figure 2(b) shows a phase map for the same time step as
the snapshot of Fig. 2(a). It becomes evident that the
topology of the phase map perfectly matches the amplitude
map.
The time derivative of the phase evolution represents the
instantaneous frequency. The mean frequency at an arbi-
trary position in the wave field is defined as the average
over the complete time series, fm ¼ hfii. This spatial
information can also be compiled in a map; see Fig. 3(a).
One immediately recognizes that the frequency is not
constant over the dust cloud but rather decreases from
the central void to the discharge edge by a factor of roughly
0.6. Furthermore, the observed decrease is not monotonic.
Instead, clusters of nearly the same frequency are found, a
key result of this Letter. For the three largest clusters
(around positions 1–3) frequencies of f1 ¼ 5:7 Hz, f2 ¼
6:5 Hz, and f3 ¼ 7:6 Hz were determined, each with a
standard deviation of 0.2 Hz.
To give further evidence for the formation of clusters, we
have calculated the standard deviation of the frequencies in
the immediate vicinity of each pixel coordinate. The re-
sulting topology, displayed in Fig. 3(b), reveals the forma-
tion of sharp boundaries whereas only small deviations are
found within one cluster. In addition, the positions of the
topological defects are also marked in the map. They are
obtained from the spatial phase information by calculating
the topological charge, which is proportional to the curl of
r. It is seen that the defects occur exclusively at the
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FIG. 2 (color online). (a) Typical image of the wave field in the
discharge for a distinct time step. To pronounce the dominant
features the image was inverted. Topological defects are merging
points of two wave fronts. They develop in the bulk region of the
dust cloud. Vertical asymmetries are due to residual gravity.
(b) Calculated instantaneous phase for the same time step. Pixels
with no wave activity were neglected.
FIG. 1. Side view of the IMPF-K2 chamber. Particles are
illuminated by laser diode. The camera’s field of view (FoV)
is marked with a rectangle. Both electrodes are fed by the same
rf generator operating in push-pull mode via two matching
networks.
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boundary between two clusters. The high amount of de-
fects in the vicinity of the void is due to irregular wave
motion. Note that the map shows all defects that appear in
the evaluated time series. It does not give any information
about their spatiotemporal evolution.
The described situation was exemplarily chosen from a
set of measurements with nearly identical conditions and a
similar clustering behavior. In order to examine the influ-
ence of external parameters on the cluster formation, we
have inspected a dust cloud at a quite different set of
discharge conditions (p ¼ 15 Pa, Urf ¼ 70 Vpp, d ¼
6:8 m), which was recorded in an earlier experiment
[29]. The wave field had a much higher global coherence.
The corresponding frequency map in Fig. 3(c) shows a
large plateau of the dominant frequency with only small
embedded clusters of different frequencies, and the number
of defects is reduced.
A second way of studying the frequency clusters is
focused on the relative phase evolution inside a single
cluster or between different clusters, respectively. This
method was introduced in Ref. [30] to analyze the interac-
tion of nonlinear, noisy oscillators with potential frequency
mismatches. The generalized phase difference (GPD)
c nmðtÞ ¼ n1ðtÞ m2ðtÞ of two unwrapped phase series
is calculated, where n:m is the ratio of their corresponding
frequencies. This quantity should fulfill two conditions if
synchronization is given: First, the GPD should be
bounded, i.e., jc nmj< const. And second, the distribution
of c nm modulo 2 should be peaked. We have tested both
conditions for four different situations: within one cluster
(positions 1a=1b), between clusters 1=2 and 2=3, and
between 1a and position 4, which is located in a defect
region. In order to get higher significance, we tested two
groups of 16 pixels each, both located around the given
positions.
It is found that within the selected cluster (n:m ¼ 1) the
GPD is bounded and its distribution is nearly Gaussian; see
Fig. 4(a) and 4(b). For neighboring clusters the smallest
rational frequency ratios within the measurement uncer-
tainty are n:m ¼ 5:6 [Figs. 4(c) and 4(d)] and n:m ¼ 4:5
[Figs. 4(e) and 4(f)], respectively. The figures give no clear
0
0.01
0.02
re
l. 
oc
cu
rre
nc
e
t(s)
0.5 1.0 1.50
mod 2 (rad)Ψ
0
4
8
12
(ra
d)
Ψ
0 2
0
0.01
0.02
re
l. 
oc
cu
rre
nc
e
0
0.01
0.02
re
l. 
oc
cu
rre
nc
e
0
0.01
0.02
re
l. 
oc
cu
rre
nc
e
0
4
8
12
(ra
d)
Ψ
0
4
8
12
(ra
d)
Ψ
0
4
8
12
(ra
d)
Ψ
FIG. 4. Generalized phase difference c nm mod2 and histo-
grams of c nmmod2 between positions 1a=1b (a),(b), between
cluster 1=2 (c),(d) and 2=3 (e),(f), and for positions 1a and 4 (g),
(h).
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FIG. 3 (color online). (a),(c) Spatial frequency distribution for
the same field of view as in Fig. 2 at two different sets of
experimental parameters. Multiple regions of nearly constant
frequencies arise. The topological defects (black dots) encircle
single frequency clusters. (b),(d) Standard deviation of the
frequency distribution in a 5 5 pixel vicinity of each spot.
Pixels with no wave activity were removed from all maps.
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hint for synchronization. The GPDs behave similar to the
unsynchronized situation of Figs. 4(g) and 4(h), where
n:m ¼ 1 was chosen. The temporal evolution is not
bounded and the histogram is not unimodal but rather flat.
We explain the observed formation of spatial frequency
clustering as follows: The high growth rate of the Buneman
instability ensures that the fastest growing wave mode
determines the local oscillation frequency in a small do-
main. Consequently, our dusty plasma can be considered as
an ensemble of individual self-sustained oscillators with
nonlinear damping. Such a system was often treated as
Van der Pol-like, which is a well-known model for insta-
bilities in plasma physics [9,31]. In our case the natural
frequencies of the oscillators are defined by the local
plasma parameters; i.e., they depend on the dust density
nd, particle charge qd, and particle mass md, respectively.
Because of nonuniform plasma conditions inside the dis-
charge and a nonuniform dust distribution, that decreases
from the void edge to the outer regions of the discharge, a
gradient of natural frequencies is established in the
ensemble.
Unlike linear waves excited by an external driver, which
oscillate at the unique frequency of the driver, the present
system can be understood as a multitude of individual
oscillators which represent the most unstable wave mode
at each position.
The situation in our experiment has similarities with the
one-dimensional system described by Osipov and
Sushchik [26]. It needs to be mentioned that the model in
[26] assumes a diffusive, i.e., symmetric, coupling between
the oscillators. In the present system, there is a unique
wave propagation direction which may break this symme-
try. Also, typical variations within one cluster and between
different clusters are similar to those observed in Ref. [32].
The question of whether the system reaches a global syn-
chronization or separates into clusters of different frequen-
cies depends on the distribution of the natural oscillator
frequencies, the coupling strength, and the degree of non-
linearity. The size of a frequency cluster increases with
coupling strength and degree of nonlinearity and decreases
for stronger frequency gradients. This is also true for our
experiments. In the earlier experiment [29], the gradient of
the particle density that determines the natural frequency
within the system was approximately 0.7 times lower
compared to the exposed experimental situation. In addi-
tion, the measured modulation depth, representing the
degree of nonlinearity, was 1.4 times higher. Both trends
would result in an increasing cluster size. The synchroni-
zation of the individual oscillators is not only limited to an
adjustment of their frequencies but also of their phases.
In summary, we have observed the frequency clustering
phenomenon in an extended field of self-excited waves.
This behavior is known from systems of coupled oscilla-
tors [25,26], which also showed the formation of wave
patterns [27,28]. Our experiments confirm that the degree
of wave nonlinearity determines the cluster size. In future
experiments this phenomenon will be studied for a large
parameter set to explore this relationship in more detail and
to identify the role of topological defects for frequency
clustering.
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Density waves in a dusty plasma emerge spontaneously at low gas pressures and high dust densities. These
acousticlike wave modes were studied in a radio-frequency discharge under microgravity conditions. The complex
three-dimensional wave pattern shows a spatially varying wavelength that leads to bifurcations, i.e., topological
defects, where wave fronts split or merge. The calculation of instantaneous wave attributes from the spatiotemporal
evolution of the dust density allows a precise analysis of those structures. Investigations of the spatial frequency
distribution inside the wave field revealed that the wave frequency decreases from the bulk to the edge of the cloud
in terms of frequency jumps. Between those jumps, regions of almost constant frequency appear. The formation
of frequency clusters is strongly correlated with defects that occur exclusively at the cluster boundaries. It is
shown that the nonlinearity of the waves has a significant influence on the topology of the wave pattern.
DOI: 10.1103/PhysRevE.83.016402 PACS number(s): 52.27.Lw, 52.35.Mw, 52.35.Fp, 05.45.Xt
I. INTRODUCTION
A dusty (complex) plasma contains—besides ions, elec-
trons, and neutrals—micrometer sized particles. This fourth,
heavy component shows various structures and dynamic
phenomena that take place on comparably long time scales,
since the characteristic dust-plasma frequency is of the order
of only a few ten Hz. This makes the oscillatory motion of
the particles easily accessible via standard video cameras in
experiments. Since the first observation of a spontaneously
emerging dust-acoustic-like wave mode in dusty plasmas [1],
dust-density waves (DDWs) are of fundamental interest in
this field of research. Experiments on DDWs were performed
in direct current (dc) [2–7], as well as in radio-frequency
(rf) discharges [8–11]. In laboratory experiments, the dust
particles sediment into the plasma sheath because of gravity.
Experiments with spatially extended dust clouds were carried
out under microgravity conditions during parabolic flights
[10,11] and aboard the International Space Station (ISS)
[12,13]. As self-excited dust-density waves are attributed to
a Buneman-type instability, where the input of free energy
to the system is generated by streaming ions [14], its onset
critically depends on three plasma parameters, namely the gas
pressure, the discharge electric field, and the dust density [11].
In the last few years, experimental investigations with
emphasis on nonlinear wave phenomena became of high
interest [15]. Reports included the observation of nonlinear,
periodic waves in the laboratory [16] and under microgravity
[17]. In addition, the interaction of dust-acoustic shock waves
was investigated in a glow discharge [18]. On the microscopic
level, wave breaking inside DDWs was observed [9]. A recent
investigation showed a strong modulation of the plasma glow
by the DDWs in microgravity experiments, suggesting a
nonlinear interaction between plasma and wave [19].
On the theoretical side, dust-acoustic waves were originally
predicted in 1990 by Rao et al. [20]. A fluid model was
used to explain a dust-acoustic instability, resulting in a
linear dispersion relation and a Korteweg–de Vries equation
*menzel@physik.uni-kiel.de
for the nonlinear case. Through the years, several further
approaches were introduced. They include fluid as well as
kinetic models and take into account dust-ion collisions
[14,21], dust-density inhomogeneities [22], and grain charge
variations [23–25]. Those improvements allow reasonable
predictions of wavelengths, frequencies, and growth rates. In
addition, a two-dimensional treatment of streaming ions gives
local growth rates with respect to the ion velocity and can
therefore explain the existence of an oblique mode arising
under microgravity conditions [10,11,14].
In order to measure the dispersion properties of DDWs,
the temporal modulation of plasma parameters is a widely
used approach. For example, Thompson et al. [2] applied
an additional low-frequency electric field to the discharge,
resulting in a synchronization of driving force and oscillating
dust density. This method allowed the verification of most of
the wave properties that were predicted from linear theories.
The entrainment process itself was lately studied in detail [26].
Recently, we discovered under microgravity conditions
[27] that regions of different but almost constant frequency
occur in the dust-density wave fields, so-called frequency
clusters. This feature is accompanied by the appearance of
topological defects. In this paper, we refine the previous
analysis and describe the observed features in more detail.
Moreover, we address the role of defects on the formation
of frequency clusters. A comparison of the findings with
numerical simulations suggests a model for our system, which
explicitly accounts for the nonlinear wave character.
II. EXPERIMENAL SETUP
The measurements were performed under microgravity
conditions on parabolic flights provided by DLR (German
Aerospace Center). The waves were generated in the IMPF-K2
chamber, which is an improved descendant of the chamber
prototype for the International Plasma Microgravity Facility
(IMPF). It is similar to the facility described in detail in
Ref. [28], except for a simplified electrode configuration.
A side view of the experimental setup is shown in
Fig. 1(a). An argon plasma is produced by a symmetric parallel
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FIG. 1. Sketch of the IMPF-K2 chamber. (a) Side view of the
chamber. The field of view is marked with a rectangle. (b) The top
view shows the basic video microscopy setup with illumination laser
and high speed camera.
plate radio-frequency discharge operated at 13.56 MHz. Two
transparent electrodes made of indium tin oxide (ITO) with
a diameter of 80 mm form a discharge gap of 30 mm and
are fed in push-pull mode via a symmetric matching network
by an rf generator with typical peak-to-peak voltages of
Urf = (40–70) Vpp.
Dust particles are injected into the plasma by eight inde-
pendently operating dispensers. For the present investigations,
this configuration ensures a high total amount of dust. The
monodisperse and spherical melamin-formaldehyde particles
have a diameter of d = (6.84 ± 0.07) μm.
In this setup, self-excited DDWs can be observed only
when the energy gain of the ions is sufficiently higher than
dissipation arising from neutral drag. Consequently, in our
experiment the gas pressure p = (15–30) Pa is chosen below
a critical value of pcrit ≈ 35 Pa to ensure the appearance of
wave motion. To exclude the possibility that the observed
instability is triggered by external mechanical forces, which
may arise from residual gravity during the parabolic maneuver,
an additional accelerometer was installed close to the plasma
chamber that logs the acceleration in all three spatial directions
at a sample rate of 1 kHz.
For the observation of the dust dynamics, a standard video
microscope was used. The configuration, as seen in Fig. 1(b),
comprises a low-power laser diode (λ = 660 nm, 50 mW) that
illuminates the dust particles with a thin vertical sheet and a
high speed camera. By choosing a frame rate of approximately
100 fps we can exclude any aliasing effects in the recorded
wave motion as the frequency of the DDWs is typically only
of the order of a few Hz. The observed field of view (FOV)
has a spatial resolution of (510 × 880) pixels, corresponding
to an area of (25 × 43) mm2 inside the laser sheet.
III. FUNDAMENTAL WAVE PROPERTIES
A characteristic snapshot of the dust cloud is shown in
Fig. 2(a). It was recorded at Urf = 65 Vpp and p = 30 Pa.
Typically, the dust fills a large volume of the discharge except
for the central dust-free void region [29]. For the given
set of parameters, the dust density is obviously periodically
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FIG. 2. (Color online) (a) Typical snapshot of the wave field in
the rf discharge. Topological defects are merging points of two wave
fronts (square). They develop in the bulk region of the dust cloud.
(b) Space-time diagram for the dashed line in (a). The added black
line demonstrates that waves with different phase velocity exist.
Wave fronts merge at distinct bifurcation points in a region between
the dashed lines. (c) A closeup shows the vicinity of several defects.
The red (horizontal) and blue (vertical) bars of equal length match the
wave field in the lower part but deviate in the upper part. (d) Spatial
frequency distribution along the dashed line, determined from the
maxima and minima of the space-time diagram.
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modulated by self-excited DDWs. The waves are not generated
by a periodically expanding and collapsing void boundary,
associated with the heartbeat instability [30]. This can be
concluded since the waves initially emerge at the outer parts of
the dust clouds near the discharge edges when the gas pressure
is lowered successively and falls below the critical pressure.
For a further decrease, the wave field then expands over the
entire cloud. Moreover, by checking the recorded acceleration,
we can exclude any correlation between residual acceleration
inside the aircraft and the dust-density fluctuations. The waves
propagate radially outward from the boundary of the void.
Although the waves gain energy from streaming ions, it is
known from earlier experiments [10,11] that the waves do not
necessarily propagate parallel to the local ion flow and the
electric field, respectively.
Because the electric field is perpendicular to the plasma
edge, one would expect that the waves strike the discharge
edges at right angles. This is only true in the vicinity of
the void, but may be different in the outer regions [10,11].
The snapshot further reveals the nonlinear character of the
DDWs: The waves consist of very narrow crests and wide
troughs, which contain a significantly reduced number of dust
particles. Furthermore, it becomes obvious that the wavelength
varies over the entire dust cloud with typical values of λDDW ≈
1.5 mm close to the void and λDDW ≈ 3 mm in the outer
regions of the cloud. We also observed that wave fronts are not
strictly parallel, but they may split or merge spontaneously.
Such spots are known as topological defects.
A first impression of the temporal behavior of the waves
can be obtained from a space-time diagram as displayed
in Fig. 2(b). It transforms the intensity evolution along a
chosen horizontal section [dashed line in Fig. 2(a)] into a
two-dimensional map, where the abscissa represents time and
the ordinate represents the horizontal position. This method
was already established in the context of DDW analysis
[16,17,26] and allows us to determine several wave properties,
e.g., phase velocity, wavelength, and wave period, as it is
possible to track single wave fronts over time.
The local phase velocity of the DDW is represented by the
slope of a wave front. In the diagram of Fig. 2(b) the black
line of constant slope indicates that the velocity is decreasing
toward the dust cloud edge, since the wave slope bends away
from the line in the upper part of the diagram. Velocities of
15 mms−1 in the dust volume and 8 mms−1 near the boundary
were obtained.
A change in frequency and wavelength can be seen by the
red (horizontal) and blue (vertical) bars of identical length in
Fig. 2(c), which match the wave field in the lower region but
reveal a mismatch in the upper region. One generally finds
higher frequencies near the void. This is an important finding,
since it cannot be understood within the context of linear wave
theory that would require a fixed frequency and would only
allow a spatial variation of the wavelength.
The closeup view in Fig. 2(c) presents a case where pairs
of wave fronts merge, resulting in one single wave front. This
demonstrates that a topological defect is not only a spatial
phenomenon but must be treated also in the time domain.
Figure 2(b) clearly shows that such events are not equally
distributed along the chosen axis. Rather, the defects occur
inside a band that is marked by dashed lines.
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FIG. 3. Dust-density distribution for the wave field of Fig. 2(a).
The density is given in arbitrary units, normalized to the maximum
of the distribution. A strong gradient from the void boundary toward
the discharge edges is established. Ripples in the density contours are
caused by inhomogeneous illumination.
Since the distance between two wave fronts determines
the wave period and frequency, respectively, it is possible
to estimate a spatial frequency distribution along the axis
by averaging over the distance between neighboring maxima
and minima, respectively. The resulting distribution for a time
series of 200 frames at constant plasma parameters is displayed
in Fig. 2(d). It reveals a constant frequency over a broad region
(11–30 mm) and the expected decrease toward the discharge
edge. In the region of low wave activity (30–35 mm), the
frequency estimation yields spurious values.
A qualitative picture of the dust-density distribution inside
the dust cloud can be obtained by averaging the recorded
intensity over an appropriate time interval. The result for the
measurement of Fig. 2(a) is displayed in Fig. 3. It is found that
the density is not constant over the entire cloud but decreases
gradually from the void to the discharge edges.
IV. FREQUENCY CLUSTERS
As mentioned earlier, the spatial frequency variation of the
DDW is not a trivial finding. It is rather associated to the
complicated topology of the nonlinear wave field. Hence it is
important to determine the spatial frequency distribution for
the entire wave field.
A. Data processing
This is done by evaluating the time series of the dust-density
evolution everywhere in the wave field. It is common to use
the recorded intensity of the video frames as a direct measure
of the density. All effects that may result from the granularity
of particles are suppressed by blurring single frames with a
Gaussian low-pass filter. This yields the individual time series
nd (x,z,t) for the dust density at an arbitrary pixel position,
denoted by spatial coordinates (x,z). The time series have a
length of 512 time steps and are made zero mean by subtracting
a moving average. After such data preprocessing, the typical
evolution of the dust density can be found in Fig. 4(a).
The envelope function, defined from the instantaneous wave
amplitude (see below), decreases between two maxima, which
hints at interference phenomena. When investigating the
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FIG. 4. (a) Measured zero-mean time series of the dust-density
fluctuations for one distinct position in the dust cloud. The instan-
taneous amplitude is marked with a dashed line. Its sudden drop to
zero indicates the occurrence of a topological defect. (b) Unwrapped
phase information for the same position in the wave field shows an
abrupt jump by π at the defect. (c) Instantaneous frequency for the
same position, determined by the slope of the phase evolution. The
dotted vertical line in the three graphs indicates the moment of defect
occurrence.
envelope over several wave periods, it becomes obvious that
the system is nonstationary.
The next step of the analysis is to determine the instan-
taneous frequency of the wave from a given time series. For
this purpose, we expand the measured real time series into the
complex plane via
A(x,z,t) = nd (x,z,t) + inˆd (x,z,t). (1)
The resulting time series A(t) is known as the “analytic
signal,” first introduced by Gabor [31], and represents a
standard technique in digital signal processing. It consists of
the original time series and an additional imaginary part, which
is calculated by the Hilbert transform H {nd (t)}, defined as
nˆd (t) = H {nd (t)} = 1
π
∫ ∞
−∞
nd (τ )
t − τ dτ. (2)
Transferring Eq. (1) into Euler’s notation clearly shows the
advantage of this expression, since A(x,z,t) = E(x,z,t) ·
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FIG. 5. (Color online) Calculated instantaneous phase for the
same time step as in Fig. 2(a). Pixels with no wave activity were
neglected and set to zero. Although the raw image shows almost
no wave activity at the left edge of the void, phase fronts can be
reconstructed in this area, indicating a correlation between upper and
lower parts of the dust cloud.
exp[i · φ(x,z,t)] with the envelope function E(x,z,t) = (n2d +
nˆ2d )1/2 gives rise to the definition of an instantaneous phase,
φ(x,z,t) = atan2 [nˆd (x,z,t), nd (x,z,t)] . (3)
The spatial phase distribution for the snapshot of Fig. 2(a)
is illustrated in Fig. 5. It clearly reproduces the shape of the
wave fronts. Moreover, it reveals wave motion in a region,
where no waves could be visually detected in the raw data.
The representation further demonstrates that the parts above
and below the void show correlation, although the wave fronts
between them are not connected.
The described methodological approach is widely used in
numerous different research areas, as, for example, in biologi-
cal, medical, and nonlinear physical systems [32], mainly due
to the fact that φ(x,z,t) can be utilized to generate two more
physical quantities that are of interest, namely the instanta-
neous frequency, defined as fi(t0) = (1/2π ) · ∂φ/∂t |t=t0 , and
the local wave vector, defined as kl(r0) = ∂φ/∂r|r=r0 .
Usually the phase lies between 0 and 2π . In contrast,
Fig. 4(b) displays the temporal evolution of the unwrapped
phase where all eventual phase jumps 2π → 0 are unfolded.
It was determined at the same position as the time series of
Fig. 4(a). One can see that φ(t) is in general a monotonically
increasing function. Exceptions are at some distinct time steps.
They are clear hints for the appearance of a defect, as will
be seen in Sec. V. The slope of the phase evolution at a
selected time step t0, representing the instantaneous frequency,
can be seen in Fig. 4(c). It varies only slightly, except for
defect positions. We thus define the time-averaged frequency
fm = 〈fi(t)〉T . The averaging time T is chosen according
to the specific purpose of the data analysis. No averaging
yields instantaneous properties. Averaging over one wave
period (≈10–20 frames) improves the signal-to-noise ratio.
Averaging over several wave periods (>100 frames) is used to
evaluate global wave properties when the plasma conditions
are constant and the system parameters are not affected by
residual gravity.
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FIG. 6. (Color online) (a) Spatial frequency distribution for the
same field of view as in Fig. 2(a), calculated via Hilbert transform.
Different regions of nearly constant frequencies established in the
wave field. The topological defects that encircle single frequency
clusters are marked with black dots. (b) Standard deviation of the
frequency distribution in a (5 × 5) pixel vicinity of each spot. Pixels
with no wave activity were removed from both maps.
B. Frequency distributions
If the described procedure is carried out for all positions
of the recorded two-dimensional dust volume sections, a
spatial frequency distribution fm(x,z) can be constructed. The
map in Fig. 6(a) results from the evaluation of time series
of about 10–20 wave periods (200 frames). As immediately
seen, the frequency is not constant in the dust cloud. It rather
decreases from 8.6 Hz at the void edge to 5.2 Hz at the plasma
boundary by roughly 40%. The waves always propagate in
the direction of lower frequencies. In addition, the frequency
decays nonmonotonically. Moreover, we find regions of
almost constant frequency that are separated by significant
frequency jumps. These regions are called frequency clusters.
For the largest clusters, average frequencies of f1 = 5.2 Hz,
f2 = 7.8 Hz, and f3 = 8.6 Hz were determined. Inside those
regions the frequency stays nearly constant with maximum
deviations of about 4%. The mentioned features are even more
pronounced in a horizontal section through the frequency
distribution (Fig. 7) where the distributions obtained from
the space-time diagram (fine black line) are compared with
the Hilbert transform (bold red line) for the axis marked in
Fig. 2(a). Obviously, the latter method discloses a substructure
of several frequency steps at the discharge edge facing side of
the wave field (0–10 mm), whereas the the former only shows
a decrease of the frequency.
To support the idea of cluster formation, the standard
deviation of the frequency for all positions in the wave field was
calculated using (5 × 5) pixel blocks. The corresponding map
is displayed in Fig. 6(b) and reveals sharply defined boundaries
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FIG. 7. (Color online) Frequency distribution determined from
space-time diagram (fine black line) and from the temporal average
of the instantaneous frequency (bold red line). The chosen horizontal
axis is the same as in Fig. 2(a). The methods differ in the region
of varying frequency (0–10 mm). The instantaneous frequencies
disclose frequency steps in the intermediate region and a constant
frequency at the discharge edge (0–5 mm).
between the clusters. Inside the clusters only small frequency
variations are found.
C. Parameter variation
In order to investigate the behavior of frequency clusters
under the influence of different plasma parameters, we com-
piled frequency maps for two more data sets. The first one was
recorded at lower gas pressure and rf voltage compared to the
exposed situation (p = 15 Pa, Urf = 48 Vpp, d = 9.55 μm)
and is described in detail in Ref. [27]. The second data set was
recorded at the same voltage but different pressure (p = 15 Pa,
Urf = 70 Vpp, d = 6.8 μm), described in Ref. [33]. At first
glance the former wave field is comparable to the exposed
situation; the latter corresponds to a highly coherent wave
state. The determined frequency maps with marked defect
positions are shown in Fig. 8. Obviously, the first map has
similarities with the exposed situation. In contrast, the map in
Fig. 8(b) comprises just one large cluster. For each situation we
calculated the modulation depth, defined as the ratio of signal
maxima to signal minima, at those positions in the dust cloud
where a sufficiently high wave activity was detected. We found
an average ratio of 1.42 for the exposed situation of this paper,
1.52 for the measurement at low pressure and voltage, and
1.62 for the highly coherent state. In addition, the dust-density
distribution for both states were estimated as described above.
Since the profile of the first data set is qualitatively similar
to the above exposed situation, only the distribution for the
coherent state is shown in Fig. 9. Obviously, the estimated
frequency gradients are 2–3 times lower compared to the other
situations. Nevertheless, it is important to mention that the
averaged intensity is only a rough estimate of the dust density,
since inhomogeneous illumination may cause artifacts.
V. DEFECT STRUCTURES
Due to the fact that the wavelength of the DDWs varies
significantly, the wave pattern is very complex. This results
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FIG. 8. (Color online) Frequency distributions for wave fields
with modulation depths of (a) 1.52 and (b) 1.62. For the lower
modulation depth the corresponding map reveals comparably small
clusters and a high amount of topological defects. For the higher
modulation depth one large cluster has formed.
in the occurrence of bifurcation points at positions where two
wave fronts merge or split. Hence the conservation of wave
number is not satisfied in the present system. As already seen
in the space-time diagram, wave fronts are added to or removed
from the system at the bifurcation. These particular points
are called topological defects. To examine their relationship
with the polychrome wave field, the defects are analyzed by
utilizing the above compiled phase map (Fig. 5) that perfectly
resembles the raw data.
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FIG. 9. Dust-density distribution for the wave field of Fig. 8(b)
in arbitrary units, normalized to the maximum of the distribution. In
comparison to the distribution of Fig. 3 only small gradients were
found.
A. Defect analysis
In the unwrapped phase evolution, defects appear as abrupt
jumps. One example occurs in the time series of Fig. 4(b).
The detection of the spatial defect positions is based on the
property that a defect can be regarded as a singularity in the
phase map, i.e., the phase becomes undefined. To detect these
phase defects, we derive from the instantaneous phase maps
the so-called topological charge,
c(x,z,t) = 1
2π
∮

∇φ(x,z,t) · dl, (4)
which was established by Nye [34] to evaluate singularities
in ultrasonic waves. Since then it was applied in numerous
works; see, e.g., Refs. [35,36]. The integral in Eq. (4) sums
up infinitesimal phase differences ∇φ along a closed path .
Consequently, only those paths can contribute to the charge,
which encircle a defect. This is illustrated in Fig. 10(a). It
shows a closeup of the spatial phase information as determined
by Eq. (3) at the vicinity of a defect. Two examples are given:
path 1 has its center on a wave front, whereas 2 completely
surrounds the defect. Only the charge of path 2 differs from
zero.
Applying the Stokes theorem, Eq. (4) allows us to define a
topological charge density as [37]
cd (x,z,t) = 12π · [
∇ × ∇φ(x,z,t)]. (5)
Using Eq. (5) is a more convenient way for determining the
topological charge, as it reduces the computation time. The
result is shown in Fig. 10(b). Since the vector field ∇φ was
initially blurred with a Gaussian filter, the curl calculation
yields a very smooth topological charge distribution. The
charge that is assigned to the complete defect (integral over all
pixels) takes values of +1 (white) or −1 (black), depending
on the sense of rotation of the phase. In principle, also defects
of higher orders, i.e., higher integers, are possible but do not
appear in the evaluated data sets.
In a consecutive step, the defect positions can be determined
with standard particle detection algorithms, like those intro-
duced in Refs. [38,39]. The detection works with high accuracy
because the topological charge of a defect has a Gaussian
shape. In order to examine the relationship between frequency
clusters and topological defects in the wave field, the positions
of all defects are plotted on top of the frequency distribution of
Fig. 6(a). This includes all defects that were found in the time
series used for the frequency determination. It becomes evident
that the defects appear almost exclusively at the boundaries
between the frequency domains that were determined using
the instantaneous frequency. The high amount of defects found
near the void and in the outer regions of the wave field is due
to irregular wave activity.
B. Defect dynamics
Since we have calculated the temporal evolution of the
phase, it is also possible to track defect positions for a desired
time interval, and thus an analysis of the dynamics of the
defects could be performed. For this purpose, a sequence of
successive frames of the topological charge is studied. The
time step between two frames is given by the frame rate of
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FIG. 10. (Color online) (a) The spatial phase information in the
vicinity of a defect for the white square in Fig. 2(a). It marks the
positions where two wave fronts merge into one. (b) Calculated
topological charge density of the same region using Eq. (5). The
charge of the defect results from the sum of all corresponding pixels
and equals approximately −1. (c) Evolution of a defect pair with
opposite charge in the wave field. In frame III a new pair of defects is
created. In frame VII the lower neighboring defects are annihilated;
in frame X the upper pair is annihilated. The color bar is the same as
in (b).
the camera as approximately 0.01 μs. Since the defects are
characterized by their charge, they can be treated as “particles.”
Therefore the underlying pattern need not to be considered. An
example for the motion of defect pairs with opposite charge is
shown in Fig. 10(c). One remarkable feature of their motion
is seen in frame III, where a second pair of defects between
the original defects is created, resulting in four defects of
alternating charge. Afterward, the two lower defects annihilate
each other in frame VII; the upper pair vanishes in the last
frame.
The observed events are in agreement with other ex-
periments [40,41], which showed that defects are suddenly
occurring and disappearing objects. In addition, the defects are
not fixed in the wave field and are consequently not moving
with the local phase velocity. Instead, the wave front at a
bifurcation that is located closer to the void is ruptured and
caught up by the subsequent front, triggering a new rapture.
In accordance to previous investigations [41,42], the defect
motion can be separated into a “glide” motion (along the local
wave velocity) and a “climb” motion (perpendicular to the
local wave velocity). In our measurements the glide motion is
dominant.
The defects represent events of vanishing amplitude as
shown in Fig. 4(a), i.e., they are a consequence of destructively
interfering waves and it is reasonable to assume that they
move at the group velocity rather than the phase velocity.
Unfortunately, the DDWs are characterized by their three-
dimensional topology, so that defects may move out of the
plane of observation. Consequently, a reliable estimation of
all velocity components is not yet possible. This problem also
implies that a detection of defect pairs of opposite topological
charge, as seen in Fig. 10(c), at the ends of a wave front
that is generated in the system is difficult. In principle, in
three dimensions the defects will most probably occur along
so-called “nodal lines” [43]. Nevertheless, the evaluation of
long defect trajectories showed that they move with (70–90)%
of the local phase velocity of the wave, which is in agreement
with the above considerations.
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FIG. 11. (a) Evolution of φ(t) = φ(t) − ¯φ(t) (circles). The
straight line corresponds to sectionwise parabolic fits between
defects. (b) The derivative of the fitted curve in (a) transforms
the phase differences into frequency differences. It shows a linear
decrease between two defect events and is therefore a hint for a
nonlinear interference.
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C. Role of topological defects
The map of Fig. 6(b) illustrated that the frequency varies
significantly only at the boundary between two adjacent
clusters. These spatial variations are also seen as temporal
fluctuations, which can be seen in Fig. 11(a). It shows a typical
evolution of phase differences φ(t) = φ(t) − ¯φ(t) between
instantaneous phase φ(t) and a time-averaged phase evolution
¯φ(t) that is determined by a linear fit on the unwrapped
phase data. Due to the correction by a mean phase, φ(t)
elucidates the behavior of the phase on a smaller time scale. In
this particular example, a periodic pattern of defects appears,
indicated by abrupt phase changes. Between these events
the phase difference can be approximately described by a
parabolic law. This evolution can be interpreted in terms of
frequency differences by the temporal derivative of φ(t).
Since this time series is affected by additional fluctuations due
to the nonlinear character of the waves, a parabolic function
is piecewise fitted to the data and differentiated afterwards.
Figure 11(b) shows the resulting sawtoothlike deviation from
instantaneous to mean frequency. This asymmetric evolution
shows that the interference phenomenon that leads to the
appearance of topological defects has a nonlinear character that
is typical of relaxation oscillators. For a linear superposition
of waves a sinusoidal variation would be expected. We have
also observed defects with the opposite slope of the frequency
evolution and an opposite sign of the phase jump.
VI. DISCUSSION
The observed dust-density waves show a very complicated
wave pattern. The measured strong modulation depth proves
the nonlinear character of the wave. The wave fronts are not
strictly parallel but merge or split. These transient phenomena
are known as topological defects. In principle, simple anal-
ysis methods, like the Fourier transform of the entire time
series, allow us to determine a variety of wave properties.
Nevertheless, the Fourier transform is an integrating method
and thus has a time-averaging character with a frequency
resolution determined by the length of the transform time
series. Hence it is not capable to perform a suitable spa-
tiotemporal analysis of the DDWs that includes the mentioned
transient effects. Refined data analysis techniques adopted
from digital signal processing, namely the Hilbert transform,
made instantaneous physical quantities accessible. This means
that the phase and amplitude of a wave can be determined with
a resolution corresponding to the frame rate of the camera.
The Hilbert transform allows a complete reconstruction of
the spatiotemporal evolution of the wave field. We further
defined an instantaneous frequency that makes it possible to
study the frequency content of the waves in detail on different
time scales. For example, one can evaluate the instantaneous
frequency itself. Since the nonlinearity modulates the shape
of the wave within one wave period, it is also possible
to average the frequency over one wave period to remove
such features. This allows a look at the specific behavior
of the defects, as illustrated in Fig. 11(a). To get insight
into the spatial frequency distribution of the waves, the
frequency can further be averaged over several wave periods
(at constant experimental conditions). The frequency analysis
based on the Hilbert transform is therefore similar to the
wavelet transform, which also allows an adaptive control of
the temporal resolution, but it is complementary to spectral
methods like the Fourier transform.
The experimental data reveal the formation of frequency
clusters that are separated by sharp boundaries. Besides a
sharp transition in the frequency, the wave fronts show the
aforementioned topological defects at boundaries between
the clusters. This behavior was not expected because the
system parameters inside the dust cloud, e.g., gas pressure,
plasma potential, and particle charge, have smooth spatial
variations with no abrupt changes. This suggests that the
system undergoes synchronization processes within the clus-
ters. The defects occur periodically in the wave field. Their
repetition rate is proportional to the frequency step between
two clusters. In our measurements, this periodicity cannot be
determined at every position for two reasons. Since the cluster
boundaries have a three-dimensional shape and the defects
do not occur everywhere along a boundary [see Fig. 6(a)],
the detection of defect events can be missed with the two-
dimensional diagnostics. Furthermore, the defect boundaries
in experimental situations are not sharp. They are broadened
due to varying experimental parameters and noise [44]. Thus
defects do not appear repeatedly at the same position, but
fluctuate.
The formation of frequency clusters is known from other
dynamical systems. There are a few experimental observations
for purely one-dimensional systems. For example, spatially
extended sections along the intestine of mammalians were
found to oscillate at a unique frequency [45]. In addition,
frequency clustering was reported for the vortex shedding
frequency in a flow behind cone-shaped bodies [46]. Our
inspection of the existing literature on plasma waves has
shown that, except for our recent investigations [27], the
frequency clustering effect has not yet been reported in this
field. Nevertheless, a number of numerical studies also showed
this remarkable feature in the wave field. These simulations
investigated the synchronization of arrays of mutually coupled
nonlinear oscillators. The oscillators are subjected to a gradient
of the natural frequency. The simulations cover chaotic Ro¨ssler
oscillators [47], weakly nonlinear Ginzburg-Landau systems
[48], and the Luo-Rudy model for cardiac cells [49].
It is important to mention that the synchronization of the
individual oscillators is not only limited to an adjustment of
their frequencies, but also of their phases. Otherwise a wave
motion of oscillators, as found in our dusty plasma, would
not be observable. Different simulations [49,50] showed that
this leads to the formation of propagating wave patterns.
In particular, it was shown that a system of integrate-and-
fire oscillators exhibits wave motion [51], where the wave
propagates from higher to lower frequencies, as observed in
our experiment.
Our system of dust-density waves shows a similarity with
the coupled oscillator models in that the size of the frequency
clusters grows for increasing nonlinearity. This conclusion can
be drawn since the modulation depth, which was determined
for three different sets of parameters, can be interpreted as a
measure for the degree of nonlinearity. Furthermore, the cluster
size depends on the gradient of one of the system parameters,
namely the dust-density distribution. This is also similar to
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the models, where a gradient of the natural frequencies of the
oscillators is included. The simulations reveal the appearance
of topological defects at cluster boundaries [46,48] as was
found in our experiments. It is found that the instantaneous
frequency between two defect events decreases or increases
linearly, which is similar to the periodic pulling effect of a
driven van der Pol oscillator and describes a process where the
oscillator frequency drifts toward the frequency of the driver,
entrains for a short moment, and then changes abruptly [52].
Since the defect positions can be accurately determined
with the applied analysis techniques, the investigation of
the defect dynamics is possible. We observed the creation
and annihilation of defect pairs with opposite topological
charge, which might be a consequence of the complex three-
dimensional defect motion.
Frequency clustering cannot be understood from linear
wave properties. There, a wave maintains its frequency but
matches the varying propagation speed by adjusting the
wavelength. Rather, linear instability analysis shows that
for the present wave phenomenon a range of wave modes
becomes unstable, which suggests that the frequency clusters
are associated with mutual synchronization of these modes.
VII. CONCLUSION
We explain the formation of frequency clusters as follows:
Due to the high gas pressure in our experiment the damping
rates are so strong that any disturbance of the dust density
will be damped within a few millimeters. Consequently,
the observed wave phenomena cannot be interpreted as
propagating waves that are excited at one specific point in the
dust volume. In fact, the system must gain energy everywhere
in the wave field. This is true for DDWs since they are excited
by streaming ions as a Buneman-type instability. They are
therefore dominated by the local plasma parameters at an
arbitrary position, as, e.g., by particle mass, particle charge,
and dust density. Hence the dust volume may not be interpreted
as a passive medium in which an externally excited wave
propagates, but rather as an ensemble of oscillators with
different dust-plasma frequencies, similar to an amplifying
laser medium. Nevertheless, most other wave phenomena in
the context of dusty plasmas are generated by an external
driver, as, for example, Mach cone shocks [38] or shear
waves [53], which are mediated by the force of a laser
beam. These experiments were carried out in other parameter
regimes, where the lower gas pressure allows a regular wave
propagation. They are consequently not comparable to the
present situation.
Due to nonuniform plasma conditions inside the discharge
and a nonuniform dust distribution that decreases from the
void edge to the outer regions of the discharge (see Fig. 3), a
gradient of natural frequencies is established in the ensemble.
It is not yet possible to identify the “oscillator” precisely. We
conjecture that not a single particle but a bunch of particles
with an extension in the order of a wavelength, which may
penetrate each other, represent such individual oscillators.
These oscillators interact mutually. Since the dust-density
fluctuations show a high degree of modulation, we expect
a strongly varying dust charge between wave crests and
troughs, which causes the interaction to be nonlinear. Earlier
investigations [54–57] showed that the van der Pol oscillator
has a paradigmatic character for nonlinear plasma waves and
may also be a suitable model for the observed DDWs.
As for the numerical simulations of Refs. [44,48], we expect
the group of oscillators to synchronize each other over a
certain distance, resulting in a common oscillation frequency.
If the stress inside the ensemble becomes too strong, the
synchronization breaks up and another cluster is formed. At the
interface between two clusters, the occurrence of a topological
defect is necessary to match the subgroups. The coherence
length of the oscillators will then be given by the degree of
nonlinearity and the dispersion of natural frequencies in the
system. We could show that our dusty plasma revealed the
same tendencies as the simulations.
It needs to be mentioned that the model in [48] assumes a
diffusive, i.e., symmetric, coupling between the oscillators.
However, in the present system, there is a unique wave
propagation direction that may break this symmetry. Addi-
tionally, the authors modeled the oscillators via a complex
Ginzburg-Landau equation, i.e., a weakly nonlinear version of
the van der Pol equation, which might also be more suitable
for our system.
In conclusion, our investigations lead to a different view on
dust-density waves where the wave field is treated as an en-
semble of mutually coupled self-excited nonlinear oscillators.
This is a possible explanation for the observed formation of
frequency clusters and the occurrence of topological defects
at the cluster boundaries.
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