Abstract. We study the noncompact solution sequences to the mean field equation for arbitrarily signed vortices and observe the quantization of the mass of concentration, using the rescaling argument.
1. Introduction. We continue the study [34] on the noncompact solution sequences to the mean field equation for arbitrarily signed vortices on a two-dimensional compact orientable Riemannian manifold (M, g) without boundary:
where ∆ g , dv g , and |M | are the Laplace-Beltrami operator, the volume form, and the volume of M , respectively, and λ 1 , λ 2 are nonnegative constants. This equation is derived by Joyce and Montgomery [20] and Pointin and Lundgren [35] from different statistical arguments for describing the mean field of the equilibrium turbulence with arbitrarily signed vortices, see also [28, 12, 25, 30] . Here, these vortices are composed of positive and negative intensities with the same absolute value, and v and 3-i) If there exists x 0 ∈ S i \S j for i = j, then we have m i (x 0 ) = 8π and r i ≡ 0. 3-ii) For every x 0 ∈ S 1 ∩ S 2 , we have (m 1 (x 0 ) − m 2 (x 0 )) 2 = 8π(m 1 (x 0 ) + m 2 (x 0 )).
Moreover, if S i ⊂ S j and there exists x 0 ∈ S i satisfying m i (x 0 ) − m j (x 0 ) > 4π, then r i ≡ 0, see Figure 1 .
In this paper, we improve the minimum mass (5) as follows: Theorem 1.3 (Main Result). In the conclusion of Theorem 1.2, (5) is improved as follows, see Figure 1 :
The conclusion follows from Theorem 1.2 3-i) when x 0 ∈ S i \S j for some i = j. Thus we only consider the case x 0 ∈ S 1 ∩ S 2 to prove Theorem 1.3. The above result guarantees the following compactness result for solution sequences to (1): Corollary 1.4. Let {λ 1,n } and {λ 2,n } be sequences of nonnegative constants satisfying (3) for some
and {v n } ⊂ E be a sequence of solutions to (1) corresponding to (λ 1,n , λ 2,n ). Then {v n } is relatively compact in E.
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The possible values of (m 1 (x 0 ), m 2 (x 0 )) for x 0 ∈ S 1 ∩ S 2 will be more restrictive and we expect that
for ℓ = 1, 2, 3, · · · , see [34] . To describe the background of this conjecture, let us define
Then, the function v = u 1 − u 2 satisfies (1). A basic idea is obtained by regarding these u 1 and u 2 as the positive and the negative parts of v, respectively, and in this case (1) becomes the Liouville system
with a ij (i, j = 1, 2) constituting
When this matrix is given by
in (8), it comprises the SU (3) Toda system (in the simplest form without the vortex term) arising in nonabelian relativistic self-dual gauge theory [22, 15, 41] studied by several authors mathematically [18, 19, 26, 7, 32, 17] . Each equation of the general Liouville system (8) is regarded as (4) by putting
for i = 1, 2 and, especially, to
if λ 1 or λ 2 = 0. Here, the equation (9) and its generalization (4) with the inhomogeneous coefficient K(x) > 0 appear also in the self-dual gauge field theory [41] , stationary system of chemotaxis or self-interacting particles [40] , and the prescribing Gaussian curvature problem [1] . It has been studied in recent years [29, 39, 4, 24, 23, 5, 6, 21, 38, 14, 36, 31, 33, 2, 13, 8, 9] , and especially, we have the quantization phenomenon [23] of
for the noncompact sequence of solutions (v n , λ n ) with λ n → λ (based on [4, 24] , see also [29, 39, 36] for another method) and the classification of the singular limit using the Green function [29, 27, 33] . We note that these results are provided with fundamental tools or motivations for the variational method [38, 14] , the singular perturbation of the solution (see [2] for bounded domain), and the calculation of the topological degree [23, 9] . Similar problems are also considered for SU (3) Toda systems. Putting
we obtain a result like the above Theorem 1.2 ( [18, 26, 7] ). In this case, (since a ii = 2) the estimate corresponding to (5) is
Furthermore, if x 0 ∈ S 1 ∩ S 2 , then m 1 (x 0 ) and m 2 (x 0 ) satisfy the relation describing an ellipse
instead of (6). In fact, in the general form of (8), it holds that
For the SU (3) Toda case, the improvement of the estimate (10) to
was obtained in [26] , see also [32, 17] . In this case it is expected that
2. Preliminaries. In this section, we describe several results obtained in [34] to be used in the proof of the main theorem of this paper. First, given x 0 ∈ S 1 ∩ S 2 , we take an isothermal chart (Ψ, U ) satisfying
Let us define the functions h ξ by
where Ω = Ψ(U ) ⊂ R 2 . Without loss of generality, we may assume that ∂Ω is smooth.
Putting
in Ω for
with some constants b, c > 0 independent of n, and
uniformly on Ω. By (5) we have only to consider the case min( 
(Ω \ {0}) for any 1 ≤ p < ∞. These m i coincide with m i (x 0 ) (i = 1, 2). By Theorem 1.2 we have r 1 = 0 and r 2 = 0 in the cases of m 1 − m 2 > 4π and −m 1 + m 2 > 4π, respectively, and
Thus, we obtain (11), (12) , and (13) in a bounded domain Ω ⊂ R 2 , taking x = (x 1 , x 2 ) to indicate the standard coordinates in R 2 . We have to show m i ≥ 8π (i = 1, 2) to prove the main theorem. Here, we recall that Brezis-Merle [4] type theorem for (11) holds by a similar argument discussed for the SU (3) Toda system [26, Theorem 4.2].
Lemma 2.1. If {(w 1,n , w 2,n )} n is a solution sequence to (11) and (12) , then there is a subsequence (denoted by the same symbol) satisfying the following alternatives.
(1) Both {w 1,n } n and {w 2,n } n are locally uniformly bounded in Ω. (2) There is i ∈ {1, 2} such that {w i,n } n is uniformly bounded in Ω and w j,n → −∞ locally uniformly in Ω for j = i. 
Finally, performing the rescaling argument using the above lemma, we arrive at one of the following:
(2) (singular Liouville equation in R 2 )
where S ⊂ R 2 is a finite set and m(x 0 ) ≥ 4π for any x 0 ∈ S.
Lemma 2.2 ([10, 11]). We have the following:
(1) For the solution w to (14) 
for some constants C and C 1 in each sufficiently small neighbourhood of x 0 ∈ S, say B ε (x 0 ), in the course of the proof. Here we note that v(x) satisfies 
We take the rescaling of w i,n around x k,n by w k i,n (x) = w i,n (x k,n + ε k,n x) − w k,n (x k,n ), where i, k = 1, 2 and ε k,n = e −w k,n (x k,n )/2 . Then
Without loss of generality, we may suppose ε 1,n ≤ ε 2,n for n = 1, 2, · · · , i.e., w 1,n (x 1,n ) ≥ w 2,n (x 2,n ). Then, we take the rescaled solution around x 1,n , i.e., (w
on Ω The first alternative, however, never occurs. Indeed, we have n ) and, from the definition of w i,n , we have also
Here it follows from the Jensen inequality that
and consequently we have
From these we obtain Therefore, from the first case of Lemma 2.2 we have
Henceforth, we put w 
in Ω 2 n . In spite of w 1,n (x 1,n ) − w 2,n (x 2,n ) ≥ 0, again by Lemma 2.1 we have the following alternatives.
(1) Both w In the first case of the third alternative, passing to a subsequence, we have w Here we note that w Finally, the second case of the third alternative does not occur. In fact, we have w h 0,n + h 2,n L ∞ (B R (0)) → −∞, a contradiction, and the proof is complete.
