Abstract-This article studies the optimization of parallel clustering throughput in the context of variant-based parallelism, which exploits commonalities and reuse among variant computations for multithreading scalability. This direction is motivated by challenging scientific applications where scientists have to execute multiple runs of clustering algorithms with different parameters to determine which ones best explain phenomena observed in empirical data. To make this process more efficient, we propose a novel set of optimizations to maximize the throughput of Density-Based Spatial Clustering of Applications with Noise (DBSCAN), a frequently used algorithm for scientific data mining in astronomy, geoscience, and many other fields. Our approach executes multiple algorithm variants in parallel, computes clusters concurrently, and leverages heuristics to maximize the reuse of results from completed variants. As scientific datasets continue to grow, maximizing clustering throughput with our techniques may accelerate the search and identification of natural phenomena of interest with computational support, i.e., Computer-Aided Discovery. We present evaluations on a whole spectrum of datasets, such as geoscience data on space weather phenomena, astronomical data from the Sloan Digital Sky Survey on intermediate-redshift galaxies, as well as synthetic datasets to characterize performance properties. Selected results show a 1,115 percent performance improvement due to indexing tailored for variant-based clustering, and a 2,209 percent performance improvement when applying all of our proposed optimizations.
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INTRODUCTION
C LUSTERING algorithms play an important role in the analysis of scientific datasets. As scientific data volumes continue to increase, throughput scalability is starting to get more attention in addition to traditional techniques that aim to improve the response time of single analysis runs. Throughput optimization is key in exploratory studies where clustering is executed multiple times on the same data set, but with different parameters. The motivation for this approach is related to the fact that only certain clustering parameter values can lead to a physically meaningful classification that makes scientific sense. However, parameters are typically not known a priori and also depend on the input data properties, so domain scientists need to inspect the results of different clustering variant instances. This motivates the study of a new form of parallelism that executes algorithmic instances with different configurations, which we term variant-based parallelism. In contrast to embarrassing parallelism, variant-based parallelism can exhibit commonalities in the computation and generation of results, and intermediate results may be reusable across instances operating with different parameters. Such reuse patterns can be exploited for more sophisticated throughput optimizations.
Variant-based parallelism has significant relevance for science applications that process large datasets. To put this into perspective, we study concrete examples from geoscience and astronomy as a vehicle to quantify the gains of our proposed parallel optimizations on real applications. One case study highlights clustering in the context of space weather [1] , which characterizes the Total Electron Content (TEC) in the Earth's ionosphere at a given time. There, domain scientists are interested in finding clusters of similar TEC values that propagate in space and time; one particular class, called Traveling Ionospheric Disturbances (TIDs), can disrupt terrestrial and space-based communication or even cause breakdowns of the power grid [1] , [2] . In addition, ionospheric TEC has been shown to be sensitive to tsunamis and earthquakes [3] , as well as space-based phenomena such as solar coronal mass ejections [1] . Therefore, any analysis throughput improvement is of high societal relevance and has the potential to enhance natural hazards monitoring systems. Another case study focuses on astronomical data from the Sloan Digital Sky Survey [4] . This survey contains the positions of intermediate redshift galaxies. One application of clustering these galaxies is to understand star formation in galaxy clusters. Other science studies, not discussed here, have applied clustering to detect g-rays [5] or other large structures in the universe, such as groups, filaments, and clusters [6] . Finally, we also evaluate our approach in experimental setups with synthetic data and controlled levels of noise.
Our work leverages Density-Based Spatial Clustering of Applications with Noise (DBSCAN [7] ) to find regions of arbitrary shape and size as well as outliers in our data. The astronomy and geoscience motivation for this work is to examine datasets at differing densities and scales, which can be used in a "Computer-Adided Discovery" system assisting researchers in finding new phenomena [8] . This article extends [9] and makes the following novel contributions:
We introduce VARIANTDBSCAN, a parallelization technique consisting of executing algorithmic clustering variants for different parameters in parallel and maximizing reuse of data between variants to improve efficiency in a shared-memory environment. We introduce indexing techniques that trades off increased computation for decreased memory accesses. This is important because VARIANTDBSCAN is memory-bound in two dimensions. We demonstrate that indexing is essential for efficient variant-based parallel clustering. We develop two different reuse strategies for cluster results between variants that are predicated on selecting relevant data from completed variants. We present two scheduling heuristics that improve clustering throughput. The underlying problem is an online scheduling problem: how and when clustering results can be reused depends on the order in which variant clustering computations are started and completed. We present successful evaluations on four real-world space weather datasets, two galaxy datasets, and twelve synthetic datasets. The paper is organized as follows. Section 2 describes the problem statement and algorithmic background for our application context. Section 3 outlines related work. Section 4 introduces efficient indexing and data reuse approaches, as well as novel scheduling heuristics for variant execution. The experimental evaluation is detailed in Section 5, and Section 6 presents the conclusion and future work directions.
PROBLEM STATEMENT AND ALGORITHMIC BACKGROUND 2.1 Problem Statement
We present a new method for maximizing clustering throughput in a shared memory environment under the following assumptions:
Let D be a database of 2-dimensional (2-D) points to be clustered. Each point, p i , i ¼ 1; ; jDj, is defined by coordinates (x i , y i ).
The clustering algorithm has to find a number of clusters of arbitrary shape, while also detecting outliers. This is satisfied by the DBSCAN algorithm [7] , which requires two parameters: (i) the distance, , that is searched within the neighborhood of a point object; and (ii) the number of neighboring points, minpts, within that are required for each point that is a member of a cluster. In contrast to other clustering techniques, clusters are defined by density: points that are found near each other are assigned to the same cluster, while points with insufficient density in their neighborhood are outliers. ), the input parameters of DBSCAN. For a given V , there will be jV j different cluster results.
We assume that we can store all relevant data in memory. The aim is to optimize the throughput of all the clustering algorithm executions with varying input parameters, as defined by V . While the choice of and minpts is specific to the application, note that increasing the value of increases the neighborhood search time, and increasing minpts increases the number of noise points. For a given D, these values are chosen so as to obtain meaningful cluster results (e.g., if is large and minpts is small, then one massive cluster can emerge, which is not valuable). As point density increases, smaller values are utilized. Ideal values of and minpts will therefore achieve a balance between too much noise and too few clusters.
Background of the Clustering Algorithm
We outline the principles of the DBSCAN clustering algorithm, which is described in detail in [7] . We use DBSCAN because it can detect clusters of arbitrary shape and density, which is useful for understanding natural phenomena, such as space weather, or studying galaxy clusters. To that end, we utilize these types of real-world data in the experimental evaluation.
The threshold distance defined by determines the -neighborhood of p, N ðpÞ ¼ fq 2 Djdistðp; qÞ g, with the distance function distðp; qÞ being an arbitrary distance measure (e.g., euclidean). For a given p, if jN ðpÞj ! minpts, then p is referred to as a core point. There are a number of reachability criteria set by the DBSCAN algorithm, described as follows. First, given a core point p and a point q 2 D, we say that q 2 N ðpÞ is directly density reachable from p, as it lies within the -neighborhood of p. However, points ðp; qÞ 2 D may be density reachable if they are part of a chain of connected points belonging to a cluster, i.e., p 1 ; . . . ; p n , where p iþ1 is directly density reachable from p i , for each of 1 < i < n and p ¼ p 1 , and q ¼ p n . Points ðp; qÞ 2 D are density connected if there exists a point r 2 D, that is density reachable to both p and q. Finally, a point p 2 D is considered a border point if it is not a core point, but is density reachable from another core point. Border points are assigned to clusters, while points unreachable by core points are outliers.
The pseudocode is outlined in Algorithm 1, which has the inputs: (i) the database D of points to be clustered; (ii) the threshold distance (); and (iii) the minimum number of points, minpts, within the -neighborhood to be considered a core point, and (iv) an index T (here, an R-tree [10] ). The algorithm computes a set of clusters, C, where a set of points belonging to a single cluster is denoted as C, and the set of points labeled as noise.
We outline the algorithm as follows. We initialize four sets (lines 2-5) as follows: (a) visitedSet stores the points that have already been visited by the algorithm, (b) clusterSet contains all of the points assigned to a cluster, (c) noiseSet contains those points that are noise/outliers, and (d) C which is the set of individual clusters output by the algorithm. After initializing these sets, the algorithm loops over all points in D that have not yet been visited on line 6. Then, a new cluster is initialized (line 7). The point is marked as visited on line 8. The set of neighbors within of the point p, are obtained by searching the points in D using the R-tree [10] (line 9). Next, the algorithm determines if a point is a core point and adds it to a current cluster, or marks it as noise (line 10). If the point is a core point, then it is added to the cluster, C, (line 12) and the set of points assigned to clusters (line 13). Then, all of the points within the -neighborhood are searched (lines 14) , and the cluster is expanded by searching all of these subsequent neighbors that have not been visited (lines [16] [17] [18] [19] , and the points are added to the cluster (lines [20] [21] . After all of the points have been visited, the algorithm outputs the set of individual clusters, C. Note that on lines 9 and 18 a brute-force approach at these steps would require examining all of the points in D, thus the algorithm would have a time complexity of OðjDj 2 Þ; however, using a spatial index [7] such as the R-tree can reduce the complexity to OðjDjlogjDjÞ. The time complexity of OðjDjlogjDjÞ has been debated in the literature, and we refer the reader to [11] for further information.
RELATED WORK
Efficiency improvements of DBSCAN for single cluster execution, i.e., without variant parallelism, have been proposed in [12] , [13] , [14] , [15] , [16] , [17] , [18] . In [12] , two phases of DBSCAN are parallelized, by denoting a master that performs the clustering, and workers assigned to range queries. The -neighborhood is retrieved for a point, and if it happens to be a core point, then the resulting neighbors are searched in parallel. The work in [13] also employs a master-slave approach, decomposing the data based on the distance between points. Other works have used the MapReduce framework to execute DBSCAN on up to 13 compute nodes [19] , and 128 compute nodes with an emphasis on load balancing to address skewed datasets [15] . A distributed-memory implementation of DBSCAN using the disjoint-set data structure is presented in [16] , and an approximate version in [17] .
A distributed GPU implementation is advanced in [20] , and other GPU implementations are discussed in [18] , [21] . Spatiotemporal applications are discussed in [22] , and [23] attempts to reduce the search space by exploiting the triangle inequality property. The best DBSCAN scalability result to date was achieved by the BD-CATS implementation [24] , which clustered 1 (1. 
VARIANT-BASED PARALLELISM OPTIMIZATIONS
This section introduces a set of optimizations that are required to successfully scale parallel clustering which includes the proposed algorithm, indexing approach, data reuse strategies, and scheduling the execution of variants.
Indexing Approach for Shared Memory Algorithms
We employ an R-tree spatial index [10] to reduce response time of DBSCAN and efficiently calculate the -neighborhood of points in D. Because DBSCAN is memory-bound in 2-D due primarily to -neighborhood searches, scalability in a shared-memory environment is limited. To reduce memory accesses, we exploit the trade-off between R-tree search accuracy and the number of candidate points which may be within of a searched point. As the number of memory accesses decreases at the expense of more computation, it allows -neighborhood searches to occur in parallel across variants. A similar trade-off has been explored to study moving object trajectories [26] . The R-tree creates an index for points inside a set of minimum bounding boxes (MBBs). Let r denote the number of points stored per MBB. Indexing each point in its own MBB (i.e., r ¼ 1) yields the most accurate search and the tree contains jDj leaf nodes. To search the R-tree, a query MBB is constructed around a point, p i 2 D, that is augmented by , where MBB min i ¼ ðx i À ; y i À Þ, and MBB max i ¼ ðx i þ ; y i þ Þ. As r increases, the areas of the MBBs increase and so does the probability that a query MBB overlaps an indexed MBB, requiring more candidate points to be filtered. Before indexing, we sort the points p i 2 D into bins in the x and y dimensions of unit width.
The calculation of the -neighborhood set for a point p is given in Algorithm 2 and called by the clustering algorithm (Algorithm 1). The algorithm determines the set of MBBs that overlap a query MBB and the set of points that are candidates that may be within , and derives a query MBB by enlarging p by . The index tree is searched, and results in a set of overlapping MBBs. We index multiple points per MBB to decrease tree depth and to reduce index search time. The resulting MBBs contain multiple points, and a lookup array maps the indexed MBBs to the individual data points in D, yielding the candidate set. These points are then filtered to find those that are within of p, which results in the final set of points. 
Exploiting Data Reuse Across Variants with VARIANTDBSCAN
The main idea of variant-based parallelism is to use outputs of previously clustered variants (the cluster results) as inputs to other variants. We take previously defined clusters, find the points along the cluster edges, and incrementally add appropriate points to the cluster. Reusing a previously defined cluster obviates -neighborhood searches on all of the points, thereby reducing the total response time for a given variant and improving clustering throughput across V . . Therefore, when increasing and/or decreasing minpts, an original cluster that is being reused can only increase in size, as all of the original points are guaranteed to still be part of the same cluster. These are consistent with the reachability criteria outlined in Section 2.2.
for all j 2 clusterSeedSet do 8:
if j 2 destroyedSet then continue 9:
MBB generateClusterMBB(C) 11: candidateSet T high :searchðMBBÞ 12: outsidePointsSet candidateSetnC 13:
for all p 2 outsidePointsSet do 14:
neighborSet
Cluster remainder of points with DBSCAN. 19: else Cluster with DBSCAN. 20: end parallel for Algorithm 3 outlines VARIANTDBSCAN. It reuses clustering results from previous variants (clustered with either DBSCAN or VARIANTDBSCAN). Inputs of the algorithm are: (i) the point database D, (ii) the list of variants V , and two R-tree indexes, (iii) T high , and (iv) T low , corresponding to a high resolution R-tree that indexes a single point per MBB, and a lower resolution R-tree used to improve the efficiency of the -neighborhood searches, as described in Section 4.1.
The algorithm iterates over each variant v i in its main loop (line 2), which is parallelized to cluster multiple variants of DBSCAN simultaneously. For a given variant, v i , we check a schedule on line 3 that determines if there is a completed variant that can be reused (the schedule will be described in Section 4.4). If no such variant is available, DBSCAN is executed (line 19), clustering the points without reusing any previous results as described using Algorithm 1 with our indexing scheme from Section 4.1.
If a suitable variant has finished, sets containing a list of destroyed clusters and of points that have been visited are initialized in line 5, and appropriate clusters that should be reused from within C v are chosen by calling the getSeedList method (line 6). This filters the list of total clusters, C v , yielding a list of cluster IDs to expand, which is stored in clusterSeedSet (the criteria used to determine if a cluster should be expanded will be described in Section 4.3).
A loop then iterates over the candidate clusters that may be expanded (line 7). Previous clusters can be destroyed through the process of reusing cluster results. For example, if cluster c a is expanded and new points are added to the cluster that previously existed in another cluster, c b , we say that c b has been destroyed and is not a candidate cluster that can be expanded. We check to see if a given cluster has already been destroyed in line 8. If the cluster has not been destroyed, a new cluster is initialized (line 9). Then, we copy all of the points that were in the previous cluster, C v ½j, to a new cluster, C, (line 9), obviating -neighborhood searches and filtering on all of these points (recall that C v is the list of all clusters and corresponding points from a previous clustering result variant, whereas C v ½j refers to the points belonging to a single cluster).
Next, VARIANTDBSCAN marks all of the points that were in the previous cluster as visited (line 9). Lines 10-16 find the points inside the preexisting cluster, C, that will expand the cluster (Fig. 1a, unfilled blue points) . The key idea is to find these points with few -neighborhood searches. This is accomplished by generating an MBB around the cluster that is augmented by v i on line 10, leading to an MBB that ensures that any points within the cluster that are within v i of any other point will be found. On line 11, a high-resolution R-tree index is searched to find all of the points within an augmented MBB around the cluster (Fig. 1a) . Using this high resolution index comprising each point in its own MBB reduces point filtering overhead because the MBB enclosing the cluster (line 10) is much larger than the MBB constructed for an -neighborhood search around a point (e.g., the lower resolution R-tree in Section 4.1). The search stores all of the points found within the MBB in candidateSet, which includes all of the points inside of the cluster C. The points lying outside of a cluster, outsidePointsSet (Fig. 1a, unfilled black circles) , are obtained by taking the relative complement of the candidateSet from the set of points in C (line 12). Neighborhood searches are then performed on each point in outsidePointsSet (lines 13-14; Fig. 1b) , with the results of each search stored in neighborSet. neighborSet therefore contains both points inside of C that will expand the cluster, and points unassigned to C. We then isolate the points inside of C by taking the intersection of neighborSet and C, and add these points to a set expandSet that will be used to grow the preexisting cluster (line 15, blue unfilled points in Fig. 1c) . Removal of the points in expandSet from the set of visited points occurs on line 16. Finally, the preexisting cluster is expanded on line 17 using the points in expandSet following EXPANDCLUSTER (Algorithm 4). Cluster points and corresponding MBBs are exemplified in Fig. 1c . EXPANDCLUSTER is similar to lines 14-22 in Algorithm 1, but it includes the set of destroyed clusters that are maintained while expanding the cluster. After all of the selected clusters have been reused or destroyed, all remaining points are clustered with DBSCAN on line 18.
id getOldClusterID(i); destroyedSet destroyedSet[ {id}
Selection of Cluster Candidates for Variant Reuse
An interesting question is what clusters should be selected as reuse candidates between variants. The VARIANTDBSCAN algorithm (Algorithm 3, line 6) creates a list of seed clusters that are candidates for reuse. As mentioned in the last section, when reusing the points assigned to previous clusters, candidate clusters for reuse may become invalid. As an example, consider the cluster set C ¼ fc a ; c b g and points p 2 c a and q 2 c b assigned to cluster c a and c b , respectively. If cluster c a is reused and new points are added to the cluster and q becomes directly density reachable from p, then q is added to cluster c a . Cluster c b is then invalid for reuse, as one of its points has been reassigned. We propose three cluster reuse prioritization techniques:
1) CLUSDEFAULT-Select clusters in the order in which they were originally generated. 2) CLUSDENSITY-Select clusters for reuse in order of highest to lowest density. We use a simple density measure: jCj=a, where jCj is the number of points in the cluster C, and a is the area of an MBB that circumscribes the cluster. 3) CLUSPTSSQUARED-The same as CLUSDENSITY, except using jCj 2 =a. If there are clusters with a large fraction of the points in D, then this metric may be preferable to the density metric above, as a very dense cluster may not contain a large number of points. Optimizing for cluster reuse can potentially yield a significant reduction in the number of -neighborhood searches to improve clustering throughput. For example, one approach is to prioritize the clusters with the greatest number of points to maximize reuse, since if the cluster with fewer points is selected, then -neighborhood searches will need to be performed on all of the points in the larger cluster. More advanced choices of which cluster to reuse are possible, although these may have computational costs which outweigh their benefits.
Variant Scheduling
The parameterized cluster algorithm variants (v i 2 V ) are executed by different threads. VARIANTDBSCAN will cluster from scratch if no appropriate variants can be reused (Section 4.2). Variants in V are sorted first by non-decreasing and then by non-increasing minpts (i.e.,
). Each thread starts by clustering from scratch when no reuse is possible.
As an example for the need of scheduling, consider Fig. 2a showing a dependency tree that minimizes the component-wise differences between parameters (the output of one variant is shown as input into another). Assuming global knowledge and disregarding the ordering of variants, the instance (0.6,20) could reuse (0.2,32) because ¼ 0:6 > 0:2 and minpts is smaller. However, it is more beneficial to reuse (0.6,24) to minimize the component-wise difference in parameters, thus potentially improving the fraction of points that are reused.
Figs. 2b and 2c illustrate two possible sequential schedules resulting from this tree. From schedule 1, after v i ¼ ð0:2; 32Þ is clustered from scratch (within VARIANTDBS-CAN, line 19), the rest of the variants can reuse previous clustering results. The ordering of processing variants in Figs. 2b and 2c assumes that a single thread performs all of the clustering sequentially (T ¼ 1). We propose two thread scheduling heuristics: 
1) SCHEDGREEDY-A thread is assigned a variant and will
cluster with VARIANTDBSCAN using the results of a completed variant with the smallest difference in parameters (e.g., Fig. 2b ). If no variant can be reused, then the variant with the smallest and largest minpts value is clustered from scratch (line 19 in VARIANTDBSCAN). 2) SCHEDMINPTS-Create an ordered list with all unique v i in elements of the set V that have maximum minpts values (e.g., select (0.2,32), (0.4,32), (0.6,32) in Fig. 2 ). This list will be prioritized first to be clustered from scratch. This allows subsequent threads to cluster with VARIANTDBSCAN using a completed variant that may more likely have similar parameters. All remaining variants will be clustered with VARIANTDBSCAN using the criteria outlined in SCHED-GREEDY. This is shown in Fig. 2c . Threads are assigned to variants using a thread pool. The heuristics above exploit two aspects of data reuse: (i) minimizing the time to solution of individual variants such that they can be reused for future variants (SCHEDGREEDY); and (ii) maximizing the diversity of clustered variants so that more point reuse may be achieved (SCHEDMINPTS). These two data reuse considerations are conflated with T . Given jV j and T , initially all threads will cluster with DBSCAN as no variants can be reused (line 19 in Algorithm 3); therefore, the maximum fraction f of variants that are candidates to reuse data are f ¼ jV jÀT jV j (so at minimum, ! 1 À f are clustered from scratch). As an example, consider the case where there are three threads (T ¼ 3) clustering the variants in Fig. 3 . The variants clustered from scratch are highlighted by the boxes, where SCHEDGREEDY (Fig. 3a) initially clusters those variants with the smallest difference in parameters, while SCHEDMINPTS (Fig. 3b) initially clusters variants with a wider range of input parameters. With T > 1 (unlike Fig. 2 ), we do not show a resultant schedule, as variants are not statically assigned to threads.
EVALUATION
Datasets
We utilize four different classes of datasets to enable a case study evaluation under different scenarios (Table 1) . For the first case study, class SW-consists of real-world space weather TEC datasets that have been collected for studies of the Earth's ionosphere, which consists of charged particles from about 90-1,000 km altitude [27] . The ionosphere can delay signals received from satellites (e.g., GPS satellites [28] ) at different frequencies depending on TEC along the line of sight to each satellite. This proportional delay can be measured by GPS receivers on the ground and used to create maps that help track fluctuations in TEC caused by ground-based phenomena such as tsunamis and earthquakes [3] , and space-based phenomena such as solar coronal mass ejections [1] . Space weather data typically consists of a map of TEC values. A typical task is to select a range of TEC values and determine clusters for the resulting thresholded set of 2-D data points (e.g., red features in Fig. 4 ). These points are an example of the SW-class of datasets.
For the second case study, the SDSS-class contains a sample of galaxies having an intermediate redshift (z) of 0:30 z 0:35 from the Sloan Digital Sky Survey (SDSS) [4] . In this context, DBSCAN is being used for structure detection of galaxy clusters [6] .
The third case study includes classes cF-and cV-which are synthetic datasets. These were created in order to conduct controlled robustness evaluations on various point distributions. In the synthetic datasets, a fraction of the points are: (i) assigned to synthetic clusters, the center of which is selected at random in a 2-D region; and (ii) uniformly distributed noise points. The class cF-contains a fixed number of synthetic clusters for a given number of total points, where the number of clusters is calculated as jDj Â 10
À4 . There are a uniform number of points per cluster, determined by the fraction of points that are not noise; these noise points may have the effect of producing additional or larger clusters when clustering. Class cV-varies the number of points per cluster, where the total number of points assigned to clusters is calculated as in cF-. The number of points assigned to a cluster was generated in the range of 0-500 percent of those in the cF-class. The cF-, cV-, and SW-classes of datasets are available at [29] . Refer to [4] for the class of SDSS-datasets. N/A Fig. 4 . Example of a total electron content (TEC) map of the Earth's ionosphere, obtained through GPS satellite signal processing [27] . The data shown is that of dataset SW1, as described in Section 5.1.
Experimental Methodology
We develop multithreaded implementations of the previously described variant-based parallel clustering approach using OpenMP in C++ and the O3 compiler optimization flag. The execution is carried out on up to 16 cores of dedicated 2.40 GHz Intel Xeon E5-2630 v3 processors with 20 MB L3 cache. Response times are averaged over three trials. In the following experimental scenarios we omit detailing performance results for all individual datasets in cases where the salient performance characteristics are similar. The selection of and minpts values for the variants in V is not trivial, and jV j must be sufficient to demonstrate successful data reuse. We select values which give a reasonable number of clusters with regards to the size of the dataset and avoid selecting and minpts such that either one or zero clusters emerge. A heuristic [7] for selecting minpts finds four to be a good value; we therefore use 4 as the smallest value. We do not list each variant in V in the form v i ¼ ðv Reference Implementation. We compare the performance of all implementations to a reference implementation that executes DBSCAN (Algorithms 1 and 2) with T ¼ 1 and r ¼ 1 (sequential without index optimization).
Efficient Indexing for Variant-Parallel Clustering
As described in Section 4.1, one challenge of executing multiple variants in parallel is the memory-bound nature of clustering from scratch with DBSCAN in 2-D. To reduce tree depth, leading to a shorter tree traversal, multiple points can be stored per MBB in the R-tree. Therefore, when searching for all p i 2 D, fewer internal nodes of the R-tree will be accessed, thereby alleviating memory pressure. To demonstrate the effectiveness of the indexing scheme, a number of threads concurrently perform DBSCAN on 16 identical variants; we elect to cluster the same variant multiple times, so that our results can be interpreted without being confounded by other effects, such as uneven workloads assigned to different threads. When the number of threads T ¼ 1, a single thread sequentially clusters 16 variants, whereas when T ¼ 16 each thread (core) concurrently clusters a single variant. We utilize datasets and parameters as shown in Table 2 (S1). The synthetic datasets have been chosen to illuminate the performance with realistic levels of noise (5-30 percent) and number of data points (10 4 -10 6 ).
Index optimization is achieved by selecting a value of r that leads to a good response time; this in turn is affected by the spatial data distribution, the total number of MBBs (which is calculated as djDj=re), depth of the R-tree, and the value of . We determine good values for r experimentally, as described next. Fig. 5 shows the response time versus the number of points per MBB (r) for S1. Across all datasets, we find that a value of r that leads to low response time occurs in a large range (50 r 120). The range is large is because the total number of MBBs decreases with r as djDj=re. With increasing r, the search is less precise, returning more candidate points that are not within of the point being searched. Therefore, while we only show results up to r ¼ 120, eventually, filtering overheads will cause the response time to increase beyond r ¼ 120. Fig . 6 shows the relative speedup as the ratio of the response time of the reference implementation to the multithreaded implementation having T ¼ 16 and r ¼ 80 on S1. We configure the multithreaded implementation with r ¼ 80 because it leads to reasonably low response times across all of the datasets (Fig. 5) . We show r ¼ 1 with T ¼ 16 (red bars), corresponding to no index optimization, but with each thread concurrently clustering a single variant. If r ¼ 1 and T ¼ 16, then the maximum speedup is 2:33Â (cF_1M_5N); however, by using efficient indexing (with r ¼ 80), we achieve relative speedup values from 6:71Â on cF_10k_5N to 28:9Â on cV_10k_30N. These speedup values were achieved using a nominal value for r that performs well across all scenarios in S1. However, we could select the best values for r for each dataset. For instance, the real-world SW1 dataset with r ¼ 95 is 1,115 percent faster than the reference implementation, in comparison to 1,004 percent faster when r ¼ 80. This evaluation and those to follow are not exhaustive of the different parameter values of DBSCAN; Scenario S1 demonstrates that without efficient indexing, multithreaded implementations that concurrently execute DBSCAN are inhibited by memorybound -neighborhood calculations.
Efficient Data Reuse for Variant-Parallel Clustering
We outline the efficiency of reusing cluster results between variants as described in Section 4.3, and Algorithm 3. We use T ¼ 1 (a single thread clusters all of the variants) to demonstrate data reuse independently of clustering the variants in parallel. We utilize jV j ¼ 24 that are applied to each dataset, outlined in Table 3 (S2).
In Fig. 7 , we show the response time and the fraction of points reused for each individual variant in the SW1 dataset. Variant v i ¼ ð0:2; 32Þ is clustered from scratch (line 19 in VAR-IANTDBSCAN), and the rest are clustered using the SCHED-GREEDY ordering. We observe that high data reuse leads to lower response time. In comparison to CLUSDEFAULT (Fig. 7a) , we find that using the CLUSDENSITY (Fig. 7b) significantly reduces the response time across the individual variants. CLUSPTSSQUARED leads to poor performance (Fig. 7c) .
To summarize results of all variants in Fig. 7, Fig. 8 shows that across data reuse methods, high reuse leads to low response time. In the low reuse regime, where more -neighborhood searches occur, the difference in response time across values is more pronounced than it is in the high data reuse regime. To cluster V , the reference implementation yields a response time of 1,235.0 s, and when using VARIANTDBSCAN the response time is: 801.5 s (CLUSDE-FAULT), 185.8 s (CLUSDENSITY), and 1,282.6 s (CLUSPTSSQUARED). VARIANTDBSCAN with CLUSPTSSQUARED is slower than the reference implementation (sequential DBSCAN), while with CLUSDENSITY it is 565 percent faster. The slowdown using CLUSPTSSQUARED illustrates that reusing results can degrade performance if high data reuse cannot be achieved. We summarize similar results for other datasets in Fig. 9a ; we plot the relative speedup as the ratio of the response time of the reference implementation to the response time using VARIANTDBSCAN. The minimum and maximum relative speedup values for the synthetic datasets are 6:88Â, and 28:3Â, respectively. The performance improvements for the datasets with the most noise (cF_1M_30N, and cV_1M_30N) are the lowest. Thus, datasets with a low degree of noise will benefit the most from VARIANTDBSCAN. In Fig. 9b , we show the average number of points reused across all of V for each dataset. For the datasets that have the most noise, $ 60 percent of points on average are reused between variants. We conclude that reusing data between variants can significantly improve performance on both synthetic and real-world datasets (recall that T ¼ 1 using both VARIANTDBSCAN and the reference implementation).
The order in which points are processed can slightly change clustering results, as points can be misidentified when comparing the output of DBSCAN to VARIANTDBSCAN. We evaluate the quality of the results using the metric in [30] , by comparing the cluster or noise assignment of each point in VARIANTDBSCAN versus DBSCAN. If a point is misidentified as a noise (or non-noise) point, then the point receives a score of 0. If a point is in a cluster in both executions, then it receives a score between 0 and 1 as jE\F j jE[F j , where E is the cluster assigned to the point using DBSCAN and F is the cluster assigned to the point in VARIANTDBSCAN. Therefore, if both algorithms have identical output, then they will receive a score of 1. The average quality score of a variant is the average of all of the quality scores of the individual points. Fig. 10 plots a selection of quality scores for the results in Fig. 9a , where we show the average of the quality scores across all jV j ¼ 24 variants. The lowest average quality score is 0.998, showing that VARIANTDBSCAN yields nearly identical output to DBSCAN. Other quality metrics like the Omega-Index [31] used in [17] could be used. However, the metric in [30] is nearly the same as the Omega-Index, as both metrics use a score as determined by whether each pair of points between the two clustering outputs are found within the same cluster.
Combining Indexing, Data Reuse, and Scheduling
In the previous sections, we have shown that significant performance gains can be achieved using efficient indexing techniques and reusing data between variants. We combine indexing and result reuse in a multithreaded implementation that relies on assigning variants to threads based on the input parameters. To demonstrate the utility of the scheduling algorithms when multiple threads are concurrently clustering with VARIANTDBSCAN, we use two sets of variants, one with a smaller number of values for than minpts, and one with the converse. Due to the differences in data density, and dataset sizes in both classes of real-world datasets (SW-and SDSS-), we select parameters that do not give too few or too many clusters, i.e., they give a range of values that may be meaningful for the application areas. Thus, we do not use a static set of parameter values across datasets. We utilize the datasets and parameters in Fig. 11 shows the relative speedup using the cluster reuse and scheduling algorithms on the four real-world SW-datasets. Across all scenarios, CLUSDENSITY (green and purple bars) outperforms CLUSPTSSQUARED. In experimental scenarios with CLUSDENSITY, SCHEDGREEDY outperforms SCHED-MINPTS in 6 of 8 instances. To understand the source of the speedup being either a function of (a) index optimization; or (b) data reuse/scheduling, we show the speedup if only the index optimizations are applied (red horizontal line). In Fig. 11 we see that performance is not significantly degraded across scenarios that do not perform well (predominantly those that do not use CLUSDENSITY); we would observe a slowdown if any of the bars were significantly below the respective red horizontal lines. We show the relative speedup over the reference implementation on the SDSS-datasets in Fig. 12 . As the dataset is more uniform than the SW-datasets, the number of points are more evenly distributed amongst clusters in the SDSS-datasets; therefore, there are fewer good clusters that can be reused. This also results in more cluster candidates for expansion that are destroyed. We find that in contrast to the SW-datasets, the SDSS-datasets cannot efficiently exploit data reuse. Therefore, exploiting data reuse is largely a function of data density and distribution, favoring spatially skewed datasets.
Since 57 variants are being clustered in S3, towards the end of the computation, some threads will remain idle, as there will be no more variants to be clustered. Additionally, given that when using CLUSDENSITY, SCHEDGREEDY outperforms SCHEDMINPTS in 6 of 8 instances on the SW-datasets (Fig. 11) , an interesting question is to what extent this is a function of prioritizing variants, or due to resource underutilization. To understand the source of the differences in performance between the scheduling heuristics, we examine a scenario where the performance is significantly different. Fig. 13 shows a comparison of the makespans that contrast the two scheduling heuristics when processing V 3 with CLUSDENSITY on SW1 in S3 (Fig. 11b) . Overall, as expected, reusing data with VARIANTDBSCAN (red bars) requires less time than when clustering from scratch (blue bars). Comparing Figs. 13a and 13b, three more variants are clustered from scratch (shown in blue) when using SCHEDMINPTS, as it attempts to cluster a wider range of values to improve data reuse, and this is a function of the parameters in V 3 of S3. If the initial number of variants clustered from scratch were T ¼ 16, then SCHEDGREEDY and SCHEDMINPTS would achieve similar levels of performance. Comparing each makespan to the lower-bound time, assuming no cores are idle, the slowdown for SCHEDGREEDY and SCHEDMINPTS is 13.5 and 33.0 percent, respectively. Since SCHEDGREEDY performs well across all experimental scenarios (Fig. 11) , and is less sensitive to the parameter distribution (unlike SCHED-MINPTS, Fig. 13 ), we conclude that SCHEDGREEDY is a more robust scheduling heuristic. In summary, using CLUSDEN-SITY, VARIANTDBSCAN is between 727 percent (SW4, V 2 ) and 2,209 percent (SW2, V 1 ) faster than the reference implementation on SW-datasets.
Discussion
In Section 5.5 we showed that the SW-class of datasets significantly benefit from data reuse (Fig. 11) whereas the SDSS-class does not, but still achieves a performance improvement through efficient indexing (Fig. 12) . Therefore, it may be useful to know under which conditions a given dataset will benefit from data reuse in VARIANTDBSCAN. The performance of DBSCAN (and VARIANTDBSCAN) is partially a function of the average number of neighbors within of the points in the dataset. This is because the index returns a candidate set that is refined with distance calculations to produce those neighbors within . The larger this intermediate set is on average, the greater the computational and memory load of the respective algorithms. Datasets that are more uniformly distributed, have a significant amount of noise, or have fewer well-defined clusters will have fewer neighbors within on average. Whereas a denser dataset will have more neighbors within on average. Thus, for denser datasets, or datasets with well-defined clusters, there is a larger opportunity to exploit data reuse (by avoiding the overheads) than in more uniformly distributed datasets. Fig. 14a shows the average number of neighbors within for eight datasets in the four dataset classes (SW-, SDSS-, cF-, cV-). The synthetic datasets all have 10 6 points, and represent cases where the clusters are well-defined. In the cF_1M_5N and cV_1M_5N datasets (both 5 percent noise), the average number of points within is mucher higher than the real-world datasets, even though the datasets are smaller. cF_1M_30N and cV_1M_30N have 30 percent noise, and have on average fewer neighbors within in comparison to cF_1M_5N and cV_1M_5N. Comparing the real-world datasets that have a similar number of points, from Fig. 14a we see that the SW1 and SW4 have significantly many more neighbors than the SDSS1 and SDSS2 datasets, respectively. This explains why in Fig. 11 there is a performance improvement above the index-only (red line) speedup, but data reuse is limited in Fig. 12 . Furthermore, this shows why the performance owing to data reuse in Fig. 9 is much higher for the synthetic datasets than SW1. The absolute average number of neighbors is not particularly useful when determining whether data reuse is likely, so we normalize this by dividing by the size of the dataset in Fig. 14b . Since SW1 and SW4 both take advantage of data reuse, we can see that for this range of values (0:1 À 0:5), a given dataset can achieve performance improvements when the normalized average number of neighbors is 00:0002. Values above this should significantly improve performance through data reuse, as demonstrated in the synthetic datasets.
We have focused on 2-D datasets because they are used in the two domain science areas of geoscience and astronomy that we are interested in here. However, VARIANTDBS-CAN may be useful in higher dimensions as well. The performance of many indexing schemes degrade with increasing dimensionality [32] . Tree indexes visit a larger fraction of nodes with increasing dimension, which may eventually degrade into a brute-force search. Assuming that a given dataset is not too sparse, having a similar normalized average number of neighbors as SW1 or SW4 in Fig. 14b , then the performance gain of reusing data between variants would be similar to the level shown in Fig. 11 . However, since an increase in dimensionality would require a more exhaustive index search, the gain from data reuse is expected to be greater than for 2-D datasets as all of the reused data points would avoid these comparatively more expensive index searches.
Other architectures are promising for VARIANTDBSCAN. The GPU could be used in two scenarios. One scenario could perform the entire algorithm on the GPU and reuse results between variants by leaving the results of a clustering run in global memory, and begin the following clustering execution by using a similar algorithm to the one presented in this work. Another scenario would be to use a hybrid approach that splits the computation between the CPU and GPU, such as performing all of the -neighborhood searches on the GPU in parallel and sending these results to the CPU for subsequent clustering. -neighborhood searches around a point can be executed independently to take advantage of the many-core architecture. Both approaches would rely on efficient GPU-friendly indexing schemes, and a batching scheme to accommodate larger datasets that overlaps computation with communication to obviate the host-GPU memory transfer bottleneck. Furthermore, for larger datasets that do not fit within one node, a number of the existing optimizations from the distributed memory DBSCAN algorithms can be employed. However, given that some nodes will attain higher data reuse than others between variants, new optimizations to reduce load imbalance will be needed.
CONCLUSION
Variant-based parallelism extends the available portfolio of parallel optimization techniques. Given the ever increasing volume of scientific datasets, this article shows how this direction can be exploited to significantly enhance clustering throughput and subsequent scientific analyses.
Our approach aims to scale concurrent clustering of a dataset where each instance executes with different parameters. To achieve an increase of clustering throughput, we develop a range of optimizations as follows. Optimized indexing mitigates the memory bottleneck and reduces memory pressure. Reuse of results from previously executed variants reduces computation and data movements. Intelligently scheduling the order of variant execution further increases the reuse potential of intermediate results.
Combining all of our techniques significantly outperforms a sequential reference implementation across both synthetic and real-world datasets. We also find that in cases where low data reuse occurs between variants, the overhead of reusing data is not prohibitive in comparison to clustering a variant from scratch.
The performance improvements achieved in this work also have a direct impact on concrete science applications; for example, future natural hazards monitoring systems could be equipped with a more efficient detection of space weather events that can lead to large-scale blackouts of our power grid.
Interesting directions for future work can leverage GPU parallelism in hybrid implementations for the -neighborhood searches. In addition, further work is needed to explore potential optimizations that are less sensitive to the data density and distribution of the input datasets.
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