The fairness in TCP Reno has been long known as unsatisfactory as it gives more bandwidth shares to short flows while starves the long flows. In this paper, a new proposal to improve fairness in TCP Reno is presented. We describe the bandwidth allocation among TCP Reno flows into a new utility optimised problem, in which the requirement of fairness among flows is taken into account in the constrain conditions. This problem is then solved by the Karush-Kuhn-Tucker (KKT) condition to achieve a new distributed algorithm to allocate bandwidth among flows with fairness being enhanced. On this basis, we discuss the implementation of this algorithm in the packet level for real networks using the technique of differential dropping in routers. Simulation results show that the new proposal regulates the bandwidth share effectively and improves the fairness performance of TCP Reno.
Introduction
Fairness issue in end-to-end transmission control protocols (TCPs) is gaining intensive research interests in recent years. There existed many sorts of fairness criteria for the rate allocation of TCP flows, such as max-min fairness (Bertsekas and Gallager, 1992) , proportional fairness (Kelly, 1997; Kelly et al., 1998; Massoulie and Roberts, 2002; Zukerman et al., 2005) , general weighted fairness (Vandalore et al., 2000) and minimum potential delay fairness (Kunniyur and Srikant, 2003) . The main aim of congestion control is to allocate the network resources (link capacity) among competing sources (flows). These fairness criteria are generally used to evaluate how fair the competing sources are sharing the resources. Such mechanism of bandwidth allocation is desired to be carried out in a distributed computation way in internet by sources and links to solve a global optimisation problem (Kelly et al., 1998) . The objective is to maximise aggregate source utility subject to capacity constrains. Explicitly, Kelly et al. (1998) shows that an allocation policy can be formulated in terms of a utility function , where ( ) ≤ . By taking the corresponding utility functions, Low (2003) observed that various congestion control algorithms in TCPs could be interpreted as solving the above utility maximisation problem. The solution to this problem, i.e., the resulted bandwidth allocation scheme will satisfy various fairness criteria, depending on the specific utility function. For example, if we take ( ) log
, the bandwidth allocation will meet proportional fairness criteria, while the utility function 1
will lead to the minimum potential delay bandwidth allocation. Mo and Walrand (2000) proposed the following class of utility functions This then includes all the previously mentioned allocation policies: maximum throughput ( = 1 ), proportional fairness ( α α = ), minimum potential delay ( 2 = ), and max-min fairness ( ∞ ).
α = α
The recently developed TCP congestion control algorithms have already incorporated the fairness criteria in the design phase. For example, FAST TCP (Wei et al., 2006) achieves proportional fairness. However, the traditional TCPs such as TCP Tahoe and TCP Reno lack a workable mechanism to realise the fairness criteria. One may be able to find a certain kind of utility functions to characterise the bandwidth allocation for those TCPs like TCP Reno, but usually the utility functions are ill-shaped and didn't achieve any good fairness. For example, Low (2003) derived the utility function of TCP Reno, but this utility function is coupled with a non-tunable parameter, namely the round trip time. This then leads to an unfairness situation, where the flows with shorter round trip time will take up the bandwidth from the flows with longer round trip time which are already in starvation. Given TCP Reno has been widely deployed in internet, it is urgent to alleviate this problem to some extent. In this paper, we solve this problem by modifying the network feedback mechanism such as random early detection (RED) (Floyd and Jacobson, 1993) in routers. There are some literatures which employ this idea using per-flow queuing such as fair queuing (Stoica et al., 1998) or per-flow dropping such as flow random early drop (FRED) (Lin and Morris, 1997) . In particular, fair allocation mechanism implemented in routers inherently requires the routers maintain per-flow state and perform operation on per-flow basis (Stoica et al., 1998) . Generally speaking, when a packet arrives at the router, the router needs to classify the packet into a flow, update per-flow state variables and perform certain action based on the per-flow states.
In this paper, a new proposal to improve fairness in TCP Reno is presented. We firstly describe the bandwidth allocation among TCP Reno flows into a new utility optimised problem, in which the requirement of fairness among flows is taken into account in the constrain conditions. This problem is then solved by the Karush-Kuhn-Tucker (KKT) condition to achieve a new distributed algorithm to allocate bandwidth among flows with fairness being enhanced. On this basis, we discuss the implementation of this algorithm in the packet level for real networks using the technique of differential dropping in the routers. Our algorithm can be realised by modifying the existing active queue management (AQM) algorithms such as RED. We focus on TCP Reno only in this paper. However, the proposed approach can be extended to applications into other TCP protocols.
Note that the technique of differential dropping is well established (Lin and Morris, 1997; Pan et al., 2003; Stoica et al., 1998) , this would then bring an advantage to our algorithm, i.e., the algorithm can be readily implemented in real network. Various differential dropping schemes differ in how to measure the per-flow state, what is the per-flow state and how to generate dropping probability and other details. For example, Pan et al. (2003) proposed a buffer-based method to measure the flow rate and generate the dropping probability to let each flow's bandwidth share be bounded by a value fair r .
Lin and Morris (1997) proposed a scheme, in which the buffer occupancy of each flow is recorded and dropping probabilities are generated to penalise the flow with large buffer occupancy. Stoica et al. (1998) used exponential weighted moving average (EWMA) to measure the flow rate and employed the same method to generate the dropping probability as Pan et al. In addition, they also suggested measuring the per-flow state only in edge routers, while core routers use per-flow information carried via a label in the packet header. The rest of the paper is organised as follows. In Section 2, we examine the unfairness of TCP Reno in the network optimisation problem. In Section 3, we propose a novel model to incorporate fairness index into network optimisation problem, which leads to a new proposal to improve fairness of TCP Reno. In Section 4, we use the concept of differential dropping to implement our proposal in real networks. Section 5 presents the simulation results and the conclusion comes in Section 6.
The fairness issue of TCP Reno
TCP Reno has served internet for almost 20 years and it performs remarkably well, it has avoided severe congestions as the scale of internet grows by six orders of magnitude in size, speed, load and connectivity (Wei et al., 2006) . Because of its wide deployment, the fairness issue of it is gaining increasing research concern. In particular, it has been studied in the network optimisation problem. Low (2003) gave a utility function of TCP Reno as follows
where x is the source rate of flow i, D i is its round trip time. Unlike FAST TCP (Wei et al., 2006) , the above utility function of TCP Reno is coupled with the round trip time D i which is not tunable. Large round trip time means small marginal utility even at small sending rate. So it is possible that a large flow with shorter round trip time will take up the bandwidth from the flow with longer round trip time which is already in starvation.
From the window updating point of view, larger round trip time means larger feedback time. Meanwhile, the window updating of TCP Reno is synchronised with the feedback signals, which may cause the flow with longer round trip time to change its congestion window remarkably slower. By using the utility function (1), we study the following example.
Example 1: Let us consider a network, whose topology is shown in Figure 1 . In this network, there are five links and six TCP Reno flows competing these link capacities.
We assume the capacity of each link is one unit. The round trip time of flows 1, 2, 3, 4, 5 and 6 is 0.1, 0.2, 0.1, 0.2, 0.2 and 0.4, respectively. We describe the bandwidth allocation for these six flows under the capacity constrains as follows 
Incorporating fairness index into network optimisation problem
This section is dedicated to proposing a new model of 'fairness-efficiency' network optimisation problem and its solution to achieve bandwidth allocation with desired efficiency (link utilisation) and fairness.
The traditional network optimisation problem for bandwidth allocation is to optimise the aggregate utility of all flows subject to capacity constraints. This is formulated as
The model of 'fairness-efficiency' network optimisation problem
To achieve additional control capability, more constraints can be added to the above model. In this paper, we add additional control capability to force each link in the network to meet the fairness requirement. The metric used here is the fairness index (Jain et al., 1999) . It provides us with a quantitative way to measure how fair the bandwidth is shared between the flows traversing the same link. Suppose that there are n flows traversing a link with the flow rates , then the fairness index is defined by
The range of f is [0, 1] with larger value corresponding to fairer allocation. In order to incorporate the fairness index into (P1), we modified equation (2) into its reciprocal as shown by equation (3).
We call ' f the modified fairness index and add it into the constraints of problem (P1) to form a set of fairness constraints. Thus, the utility-optimisation problem becomes
f corresponding to the modified fairness index of link l. Note that modifying the fairness index into its reciprocal ensures the consistency with the capacity constraints, otherwise the fairness constraints will take a different comparison sign ( ≥ not ≤ ). Problem (P2) allows network administrator to explicitly specify how fair the flows should share the bandwidth in a link by specifying . A smaller means fairer bandwidth allocation. We call the fairness threshold of the link l. By adjusting , we can achieve tradeoff between fairness and efficiency of bandwidth occupation. We call this model 'fairness-efficiency' network optimisation problem.
Fairness-efficiency trade-off and fairness threshold setting
The proposed 'fairness-efficiency' network optimisation problem allows us to consider the fairness-efficiency trade-off (Bolton and Ockenfels, 2003; Bonald and Massoulie, 2001; Butler and Williams, 2002; Guth et al., 2003; Hahne et al., 1992; Hsu, 2004; Zukerman et al., 2005) in a unified framework by setting various fairness thresholds for different links.
The basic rule to set the fairness thresholds in a given network is: we can give a relatively large fairness threshold to those non-bottleneck links to improve utilisation at the cost of fairness while force the bottleneck link to achieve the most satisfactory fairness by setting the fairness threshold to a value close to 1.0. The following example displays the above observation.
Example 2: Let us consider a network, which topology is shown in Figure 2 . In this network, we assume that the capacity of link A-B is 1 Mbps while the capacity of link B-C is 2 Mbps. There are two one-hop-flows (flows 1 and 3) and one two-hop-flow (flow 2). We firstly set the fairness thresholds of both links to be1.0, which means they achieve absolute fairness. Let us look at link A-B first. In order to meet the fairness constraint of link A-B, flows 1 and 2 must share the bandwidth equally, each with a bandwidth share of 0.5 Mbps. Then the fairness constraint of link B-C further limits the bandwidth share of flow 3 and force it to be 0.5 Mbps, which then results in a bandwidth allocation [0.5 Mbps, 0.5 Mbps, 0.5 Mbps]. Although this allocation is absolute fair, the utilisation of link B-C is just 50%. To improve the utilisation of link B-C, we secondly set its fairness threshold to 1.25 but keep the fairness threshold for link A-B as 1.0. This then results in the bandwidth allocation [0.5 Mbps, 0.5 Mbps, 1.5 Mbps]. In this case, as we can see, sticking to the fairness at link B-C is complete unnecessary, since the bandwidth share of flow 2 has been determined by the link A-B. Flow 3 can at least get the residual bandwidth of link B-C without harming anyone. In fact, by loosing the fairness constraints of certain non-bottleneck link, we may get better link utilisation in that link. For example, if we loose the fairness constraint of link B-C in the above example, link B-C will be fully occupied. A simplification of this heuristic is to eliminate the fairness constraint if the link is not full and we'll use a variation of this simplification in our proposal.
Solution of the 'fairness-efficiency' network optimisation problem
Considering the Lagrangian of the fairness-efficiency network optimisation problem, we have
where λ and μ are vectors of Lagrange multipliers. For a given link l, denote as a set of flows which share the link l. For each flow i, denote as a set of links used by the flow i. Moreover, the number of flow traversing the link l is . Thus, we can rewrite (4) 
Using KKT condition, we take the partial derivative of x and let it equal to zero, then we find a necessary condition of the optimum of the fairness-efficiency network optimisation problem shown by equation (6).
Based on equation (6), a differential equation for rate updating can be drawn by equation (7).
Interpreting (7) in network context, the term
corresponds to the congestion signal, (in TCP-Reno, the drop probability; in FAST TCP, the round trip time) and the term
corresponds to the fairness signal which feedbacks fairness requirement to the TCPs. The interpretation of fairness signal is straightforward. According to Cauchy inequality, , i.e. the rate is smaller than the arithmetical average of all rates of flows traversing the same link, the inequality strictly holds, thus the sign of
is positive, so is the sign of fairness signal. From (7) we know that the flow attempts to increase its rate. On the contrary, when ε > + + + + where ε is large enough, the sign of
is negative, the sign of fairness signal is also negative, causing the flow attempts to decrease its rate. This is just what the fairness index intending to do, to regulate the rates of flows as close as possible to the arithmetical average. Using the rate update equation (7), we can theoretically drive each flow's rate to the optimum of fairness-efficiency network optimisation problem. The fairness constraint of each link is thus met.
Achieving fairness constraints using differential dropping
Having established the mathematical model and its solution of bandwidth allocation, we are now focusing on implementation of them. We develop here a method that implements the obtained theoretical solution on improving fairness by using the technique of differential dropping.
The first problem we should address is the definition of a flow. Actually, the definition of a flow is manifold from very large granularity to small granularity. For example, we can define all packets from UCLA to Princeton along the same route belong to one flow or we can define a flow along the same route as a packet stream of the same (source address, destination address, port) triple. In this paper, we choose a moderate granularity and define a flow along the same route as a packet stream of the same (source address, destination address) pair.
The second problem is how to calculate the dropping probability for each flow. To this end, lets us see the equation (7) from an alternative point of view. Let us rewrite equation (7) 
As in Low (2003) 
acts as a modifier and is the core of our proposal. In order to calculate the modifier and adjust the dropping probability using equation (10), we introduce an agent called fairness adjuster (FAR) on the top of RED AQM algorithms. The architecture is shown in Figure 3 . Upon very arrival of a new packet into the queue, the RED algorithm calculates the dropping probability based on the current congestion level. Then FAR adjusts this dropping probability using the collected information about the flow that the packet belongs to. The information needed by FAR includes individual flow rate and aggregate flow rate. Using this information, FAR can calculate the modified fairness index f t l d of link l at time t. It also maintains a virtual link whose capacity is equal to the fairness threshold and a virtual queue. is passing the virtual link, and then the dynamics of virtual queue length of that virtual link can be described as
Like real queue length in networks, the virtual queue length in FAR measures the cumulative excess of modified fairness index, thus can be used as an indication of current unfairness level, which is analogy to the real queue length indicating the current congestion level. Based on this information, we can derive necessary change made on the dropping probability produced by RED algorithms. The most obvious way is to use the virtual queue length directly as the fairness price μ and calculate the term With regard to the efficiency issue, we'll disable FAR functionality when the average queue of RED is below the min threshold. The reason why we don't disable FAR when the link is not full is that the crossing of average queue length from above the min threshold to below the min threshold is an indication of potential link underutilisation and disable FAR earlier provide an additional layer of protection.
As mentioned above, FAR needs individual flow rate and aggregate flow rate information. In this paper, we employ two mechanisms to measure the rates of flows. One is the traditional moving average measurement; the other is a buffer-based scheme adopt in AFD (Pan et al., 2003) . Meanwhile, we use the length of virtual queue in FAR as the fairness price. Thus, we have two methods to implement our proposals. Next, we will examine these two methods one by one.
Moving average based FAR
To measure the rate of individual flow, we count the number of bits arrived in the interval between two successive packets from the same flow. Suppose a new packet arrives at time t, the interval between it and its predecessor from the flow i is , the length of the packet is bits. The rate
x t of flow i can be calculated according to equation (14).
t k ival t k x t ival t ival t
As shown in Stoica et al. (1998) using a variable exponential weight of the form exp(-ival(t)/k i ) instead of using a constant can eliminate the adverse effect of packet size on estimated rate and make the estimated rate asymptotically converge to the real rate. The value of k i reflects certain tradeoff. A small k i is capable of tracking the rapid rate changes. A large k i can filter out the transient noise and peaks. We use the same method to measure the aggregate flow rate provided that and are transformed to bi and , that is the bits and the interval are measured in terms of the aggregate flow not the individual flow.
Using the rates of individual flows and the aggregate flow, we can calculate the modified fairness index when a new packet arrives and update the virtual queue length according to the equation (12). By using virtual queue length directly as fairness price μ , the new dropping probability l γ thus can be derived according to equation (10).
Packet buffer based FAR
In this case, FAR maintains a packet buffer inside. Conceptually, upon every arrival of a new packet, the packet is recorded in an empty slot of the packet buffer if it is not full, otherwise, a random packet is chosen as the victim to be evicted out of the buffer. Also, FAR maintains a counter for every flow passing it. If a packet is inserted in the buffer, the counter of the flow which the packet belongs to is increased by one. If a packet is evicted out of the buffer, the counter of the corresponding flow is decreased by one. After the buffer is full, we can measure the rate of individual flow when a new packet arrived. Suppose a new packet of flow i arrived at time t, let the size of the buffer be s, the counter of flow i be , the aggregate flow rate is , then the rate of flow i can be approximated by
Using the equations (10), (12) and (15), we can obtain the dropping probability l γ . This scheme requires the current aggregate flow rate, which in turn could be measured using the moving average method mentioned above. An issue is how to configure the buffer size s. To explore this problem in detail, we should see how the counter of each flow evolves. Although, we measure the estimated rate upon every packet arrival, what really interests us is the estimator's ability to measure the mean flow rate over certain amount of time. We call this time interval the time window. Obviously, the larger the window is, the bigger the ability to level out the transient peaks, but more impotent to keep track of change immediately. The same theory can apply to the buffer size. To see this issue quantitatively, we suppose that at a time instance t, the counter for flow I is , the mean aggregate flow rate is and the mean rate of flow i is
x t over the time window w immediately follows t. Thus at t + w, the counter becomes
where x t w is the total arrival packets of flow i over the time window w, and we assume that ( ) l s y t w ≥ to ensure that the arrival packets can not wrap round the buffer boundary.
is the number of flow i's packets that are evicted out of the buffer during the time window. Given the packet is uniformly chosen to be evicted out, the expected value of is 
The error is
Note that ( ) ( ) ( )
equals the net number of evicted packets from flow i per unit time and we denote it as , thus (19) becomes
Equation (20) demonstrates the basic relationship between the time window and buffer size. In order to minimise the estimation error over the time window w we should set
For example, assume that (14) for each flow should be used.
Mb s =

Simulation results
To study the performance of our proposals, we use NS2 (USC/ISI, 2006) to conduct a series of simulations.
A simple network
We use the network whose topology is shown in Figure 2 again. We assume both links run the RED, the capacity is 1.0 Mbps for all two links, the propagation delay is 10 ms and the fairness threshold is 1.01 for each link. The performance metrics of our concern are flow rate, modified fairness index and link utilisation.
First, packet buffer based FAR is analysed. The buffer size we use for measuring the rate is 1250 packets, which corresponds to a time window 10s. The moving average estimator used for measuring the aggregate flow rate has the parameter k = 0.1. The simulation results are shown in Figure 4 . And in Figure 5 , we plot these three metrics of original RED without FAR agent for comparison purposes. As we expected, without FAR, the flow 2 gets the lowest bandwidth share. This unfairness is also shown quantitatively in Figure 5 
Next, moving average based FAR is evaluated. The in equation (14) is set to ten for each flow and 0.1 for each link. The simulation results we got are shown in Figure 9 . i k Then let's see the impact of the buffer size on rate estimation and flow rate regulation. We set packet buffer size s = 1250 and s = 125, respectively, and plot the estimation rate and real rate of flow 1 in Figures 6 and 7 (because of the limited space, we do not plot the diagram for the other two flows which indicates the same phenomenon). As we expected, when buffer size is large, the estimated rate is very even, levelling out all the peaks while keeping track of long term trends. In contrast, a small buffer size can follow the rate change immediately but may result in oscillation and generally can not regulate large flows well as shown in Figure 8 . Compared with Figure 4 (a) the large flows are not regulated enough. 
The NFSnet backbone
Let's consider the NFSNet backbone shown in Figure 10 (note that we only use the topology of the NFSNet backbone, the capacity and propagation delay are imaginary). For this network, we assume that there are 20 TCP Reno flows from Seattle to Boston, 20 TCP Reno flows from Salt Lake City to Lincoln, ten TCP Reno flows from Palo Alto to Washington DC, ten TCP Reno flows from Houston to Atlanta. We use the packet buffer based FAR. The capacity, propagation delay of each backbone link (indicated by the thin line) and its simulation parameters are show in Table 1 . Non-backbone link has enough large bandwidth and short propagation delays, thus can not affect our simulations. We consider the average throughput of the TCP Reno flows throughout the simulation time. As deduced from the topology, the flows from Seattle to Boston and from Palo Alto to Washington DC all experience larger round trip times and will receive smaller average throughput compared with the flows from Salt Lake City to Lincoln and from Houston to Atlanta. Also note that flows from Seattle to Boston, Salt Lake City to Lincoln and flows from Palo Alto to Washington DC, Houston to Atlanta form two independent domains and won't affect each other. So we consider them separately. First, normal RED AQM is used in every router, the average throughput of each domain is show in Figure 11 . The x-axis is the set of TCP Reno agents and y-axis is their corresponding average throughput. The level line is the throughput of each flow if they all receive the same throughput when the link is full and is used as a reference. Next, RED with packet buffer based FAR is used. The average throughput of each domain is show in Figure 12 . As can be seen, RED with FAR can effectively regulate the throughput of every flow around the reference throughput. Thus, the flows from Seattle to Boston and Palo Alto to Washington DC can have the comparable bandwidth shares as the flows from Salt Lake City to Lincoln and Houston to Atlanta. 
Efficiency performance
Consider the topology of Figure 2 again. This time, we set the capacity of link B-C to 2 Mbps. As we stated earlier in Section 3, sticking to fairness constraints may cause inefficiency. In this simulation, we'll show that FAR can effectively avoid this problem. We set the fairness threshold of link A-B, B-C to 1.0. Furthermore, the packet buffer based FAR is used and the buffer size is set to 1250 packets, 2500 packets for link A-B, B-C, respectively. The parameter k i for each link is set to 0.1. The simulation results are shown in Figure 13 . Figure 13 (c) demonstrates that the utilisation of link B-C is not affected. And from Figure 13 (a), we can see that flow 3 take the residual bandwidth of link B-C, while flows 1 and 2 get comparable bandwidth share. Figure 13(b) illustrates that link B-C's modified fairness index is larger than that of link A-B for the most of time. However, this 'unfairness' dose not harm anyone. 
Conclusions
In this paper, we have studied the fairness enhancement of TCP Reno and have proposed several ways to drop the packet from different flows differentially to make TCP Reno flows share the bandwidth in a fair way. For this purpose, we firstly describe the bandwidth allocation among TCP Reno flows into a new utility optimised problem, in which the requirement of fairness among flows is taken into account in the constrain conditions. This problem is then solved by the KKT condition to achieve a new distributed algorithm to allocate bandwidth among flows with fairness being enhanced. From TCP Reno's congestion avoidance algorithm, it is clear that by dropping the packets from large flows by a higher probability we can limit their sending rates. The problem is how to set different dropping probabilities for different flows. In this paper, we suggest that differential dropping can be based on the theoretic result of the fairness-efficiency network optimisation problem, thus it has a very firm theoretical basis for applications. By interpreting the usual utility optimisation problem in a new way, we propose a scheme on setting the dropping probabilities and implement it on the router level. For this purpose, we also use two methods to measure the flow rates, a moving average method, and a packet buffer method and present the parameter setting methods. We analyse our scheme through NS2 simulator and found that the differential dropping can make every flow share the bandwidth comparably fair. However, there are still some open issues such as how to determine the length of time window. Although, we propose to use large time window (a large buffer size) and demonstrate through simulation that it indeed has better performance over small time window, the setting is still traffic-dependent. Future networks do need more and more per-flow information for additional control capabilities, and some of these concepts have already been used in the domains of quality of service (QoS) (Zhang et al., 1993) and network tomography (Castro et al., 2004) . Future works would be worthwhile in studying the issue of how to build the network architecture on the basis of per-flow information and exploring its applications.
